




Supervisor: Dr. Matthew Parry
Department of Mathematics and Statistics
University of Otago





First and foremost I would like to thank my supervisor Dr. Matthew Parry for his
guidance and consistently support through the learning process of this Master’s thesis.
I would also like to thank my parent for their support and encouragement throughout
my years of study.

Abstract
The dispersal kernel plays a fundamental role in stochastic spatiotemporal epidemic
models. By quantifying the rate at which an infectious source infects a susceptible
individual in terms of their separation distance, the dispersal kernel is able to account
for the observed spatial characteristics of an epidemic. The aim of this thesis is to
construct a dispersal kernel which belongs to a semiparametric family. We introduce
a new concept called the natural bridge basis in order to build the semiparametrized
dispersal kernel. We use data from a citrus canker epidemic in Florida to illustrate
and examine our approach. We find features of the semiparametrized dispersal kernel
which were not previously evident in parametrized dispersal kernels.
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In order to design strategies to control an infectious disease, it is essential to understand
its dispersal process. A good mathematical model can greatly help in understanding
the spread of an infectious disease and hence inform effective control strategies. There
are many applications of mathematical models in epidemiology. For example, ring
culling was employed as a control strategy in the citrus canker epidemic in Florida,
it removed all citrus trees within 1900 feet of identified infected trees. However, ring
culling is only effective if it is highly targeted and tightly controlled based on the
mathematical model [21, Chapter 1]. Moreover, a mathematical model can be powerful
in predicting the future spread of an infectious disease. The idea of prediction is to
extrapolate from the dispersal dynamics in the early stage of an epidemic to describe
long term behavior.
The spread of an infectious disease is characterized by its spatial pattern over time.
Thus, a stochastic spatiotemporal model is a natural choice for analyzing such an
process. The most fundamental component of a stochastic spatiotemporal epidemic
model is the dispersal kernel, which quantifies the rate of infection with respect to the
relative distance between a susceptible individual and an infection source inside the
region of interest. Typically, the dispersal kernel is taken to be a decreasing function
of the distance between the susceptible individual and the internal infection source. In
Chapter 2, we compare two classic parametrized dispersal kernels that are decreasing
functions and have simple functional forms. However, this restricts the flexibility of
a dispersal kernel to some extent. In order to obtain a deeper understanding of the
spatial pattern of the spread of an infectious disease, we are motivated to consider
a new approach to representing the dispersal kernel. Chapter 3 gives an alternative
2 Introduction
method that we call a semiparametrized dispersal kernel. It is constructed from a set
of basis functions that includes what we call the natural bridge basis functions. This
representation is then incorporated into the stochastic spatiotemporal epidemic model
in Chapter 4.
However, the parameters in the stochastic spatiotemporal epidemic model are un-
known. Therefore, in the following chapter, we give an overview of Markov chain
Monte Carlo (MCMC) techniques for parameter estimation. Chapter 5 also provides
a method of model comparison and a collection of techniques for model checking. In
order to examine the feasibility of the semiparametrized dispersal kernel and illustrate
our statistical approach for parameter estimation, we present a case study on the
citrus canker epidemic in Florida in Chapter 6. Then in Chapter 7, we comment
on the feasibility of a semiparametrized dispersal kernel and its advantages compare
to parametrized dispersal kernels based on the result from our case study. Finally,




In an epidemic, there are two sources of infection. For an entirely uninfected region,
an infectious disease can only be introduced to the region by some external source of
infection. Such an infection event is called a primary infection. After the infectious
disease has been introduced to the region, sources of infection are available from both
outside and inside the region. An infection event caused by an internal source is called
secondary infection. In spatiotemporal models of disease spread, secondary infection is
characterized by a dispersal kernel.
The dispersal kernel is a function which helps quantify the rate at which an internal
infection source infects a susceptible individual in terms of their separation distance
[13]. Therefore, the parameterization of the dispersal kernel is essential in analyzing
the epidemic process and predicting the future course of the disease. Before we discuss
on the parameterization of dispersal kernel, we give a gentle introduction to the role of
the dispersal kernel in disease spread, and all the technical details are left to subsequent
chapters. Note that we will sometimes call the rate of infection the infection pressure.
2.1 Comparison between exponential kernel and
the Cauchy kernel
There are variety of functions that can be used to represent a dispersal kernel. Different
functions lead to different spatial pattern of disease. Typically, a dispersal kernel
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is either exponential based which has a "thin-tail" or power-law based which has a
"fat-tail". As their names suggest, infection pressure drops faster in a thin-tailed kernel
than a fat-tailed kernel. In comparison to an exponential based kernel, a power-law
based kernel tends to allow long-range infection [8]. Thus, a power-law kernel is often
favored in practice. For example, in the case of the citrus tristeza virus (CTV) epidemic,
Gibson claims that a power-law kernel is more appropriate than an exponential kernel
to describe the spread of disease [12]. Nevertheless, an exponential based kernel is
also feasible from the statistical point of view; if there are very few infections at long
distances, there is not enough information to distinguish a "fat-tail" dispersal kernel
from a constant source of external infection. Furthermore, there is no model which
is suitable for all dispersal processes, therefore it is necessary to consider alternative
forms for the dispersal kernel.
In order to gain a better understanding of the difference between exponential based
kernels and power-law based kernels, we compare exponential kernel and the Cauchy
kernel which is from the power-law family. The two dispersal kernels can be formulated
as follows:
Exponential kernel






Note that the exponent in the denominator of the Cauchy kernel (here 1.2) must be
more than 1 for the total infection pressure due to an internal infection source in
2-dimensional space to be finite (i.e. limd→∞
∫∞
0 dK(d) dd <∞1). Here, the exponent
was chosen to be 1.2 because it optimizes the statistical identifiability of θ1 and θ2
[20]. However, the exponent can be also treated as another parameter to be estimated.
Both exponential kernel and Cauchy kernel are a function of the distance d between an
1The author apologizes for the use of d and d.
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susceptible individual and an internal source of infection. We fit both dispersal kernels
to the same epidemic, and obtain Figure 2.1. Magnifying the part of two dispersal
kernels in the interval [0.1, 0.5], it is clear that the exponential kernel vanishes much
faster than the Cauchy kernel. This indicates that at large distances secondary infection
becomes more likely in the case of a Cauchy kernel than in the case of an exponential
kernel. We can also derive the same conclusion from Figure 2.2 which is a plot of the
dispersal kernels, in what we term its 2-dimensional form. The 2-dimensional form
of the dispersal kernel is d ×K(d). The extra factor of d accounts for the fact that
in a 2-dimensional landscape of susceptible individuals, the number of susceptible
individuals at distance d from an internal infection source is proportional to d. We
will show this using some simulations.
Fig. 2.1 The exponential kernel and the Cauchy kernel versus distance in kilometer
(km).
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Fig. 2.2 The 2-dimensional form of exponential kernel and Cauchy kernel versus distance
in km.
We simulated a number of epidemics separately with exponential kernel and Cauchy
kernel using the Gillespie algorithm in Appendix A. In order to compare the spatial
patterns between different epidemics without distraction of random external infection
events, we assume there is no external source of infection. Three pairs of the simulations
are shown in Figure 2.3. We let the red triangle to be the location where the initial
infection event occurs. The first infected individual becomes an internal infection source
and spreads the disease to other individuals in the region. Due to the fact that the
model is inherently stochastic, we can not guarantee that all the epidemics simulated
by the exponential kernel and the Cauchy kernel will have the same features as shown
in Figure 2.3. However, in most simulations, we observed long-distance infections
in the epidemics generated by the Cauchy kernel. In contrast to the Cauchy kernel,
the exponential kernel leads to more clustered epidemics. This result agrees with our
intuition from Figure 2.1. Moreover, from Figure 2.4, we can conclude that the Cauchy
kernel is more likely to produce epidemics with greater size than the exponential kernel.
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Fig. 2.3 Epidemics in 1000 days simulated by the exponential kernel (A,C,E) and
the Cauchy kernel (B,D,F) without external source of infection. Note that the x and
y-coordinates are in meters.
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Fig. 2.4 The frequency histogram of the sizes of epidemics in 1000 days simulated by
the exponential kernel (left) and the Cauchy kernel (right).
2.2 The relationship between dispersal kernel and
external infection rate
In the previous section, we demonstrated that there is a difference in spatial pattern of
epidemics generated by the exponential kernel and the Cauchy kernel. In this section,
we will study the relationship between dispersal kernel and external rate (short for
external infection rate) by exploring the effect of using a different dispersal kernel on
the estimation of the external rate. Intuitively, the external rate will be higher in the
model with the exponential kernel than in the model with the Cauchy kernel. This
is because the epidemics generated by the exponential kernel are less likely to have
long-range infection, hence we need to increase the number of random infection events
by increasing the external rate.
We use an example to verify our intuition. We consider the spread of citrus canker
in four different sites; the spatial pattern of disease is shown in Figure 2.5. We fit
each epidemic separately using the exponential kernel and the Cauchy kernel. The
information and our estimation of the external rate for the four sites are stated in
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Fig. 2.5 The spatial patterns of citrus canker in four different sites. Note that the x
and y-coordinates are in meters.
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Table 2.1. Note that the duration of each observation of epidemic is measured in days.
External infection rate
Total number Epidemic Duration Exponential Cauchy
of individuals size model model
B1 4730 450 450 4.7×10−5 3.1×10−5
B2 1105 228 660 8.1×10−5 6.6×10−5
D1 6056 1760 750 2.2×10−4 1.9×10−4
D2 6072 971 630 5.7×10−5 4.0×10−5
Table 2.1 Comparison of external rate of infection in four different sites
We approximate the difference in epidemic sizes caused by an increase in the external
rate during the period of time using the following formula:
Difference in external rate × Total number of susceptible individuals × Duration
In each of the four regions, the difference in external rate will result in approximately 34
(site B1), 11 (site B2), 124 (site D1) and 67 (site D2) more infection events respectively.
That is, if the external rate on each region is increased by the difference, the epidemic
size will increase by 7.5% in site B1, 4.8% in site B2, 7.1% in site D1, and 6.9% in site




In Chapter 2, we saw two simple dispersal kernels, the exponential kernel and the
Cauchy kernel, both of them belonging to a parametric family. In Section 3.1, we
will discuss the difference between parametric and semiparametric methods, and the
motivation for considering a semiparametrized kernel. The aim of this chapter is to
build a new kernel which belongs to a semiparametric family. Our approach is to
employ a set of natural bridge basis functions. Since the natural bridge basis function
is a new concept, we will give the definition and a simple example to illustrate how it
works. In Section 3.2, we consider modeling implications of our approach, including
the balance between accuracy and parsimony.
3.1 From parametric to semiparametric
In parametric modeling, the functional form of the dispersal kernel is given and its
parameters are from a finite dimensional parameter space [30, Chapter 1]. The expo-
nential kernel and the Cauchy kernel given in Chapter 2 provided two examples of such
parametric models. On the contrary, if the parameter space is infinite dimensional
and no specific form of the kernel is given, the model can be termed a nonparametric
model [30, Chapter 1]. As the name suggests, semiparametric modeling lies between
parametric modeling and nonparametric modeling.
We illustrate the difference between parametric modeling and semiparametric modeling
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by reviewing some examples in Chapter 2. One example of parametric model is the
power-law kernel which is shown to be superior in representing the spatial pattern
of a CTV epidemic [12]. An alternative example is the exponential kernel has the
best fit to the data of a Huanglongbing (HLB) epidemic with the assumption of ho-
mogeneous primary infection [26]. The two examples tells us that, due to differences
in the spatial patterns of epidemics, different model may be appropriate; there is no
parametric dispersal kernel appropriate for all epidemics. Therefore, instead of using
a dispersal kernel with a given functional form to fit the data, we suggest letting the
data speak for itself. A semiparametrized kernel introduced below has the ability
to capture features that do not appear in a kernel with a simple specified functional form.
A semiparametrized kernel can be constructed as follows
K(d) = exp{θ1b1(d) + θ2b2(d) + · · ·+ θM−1bM−1(d) + θMbM(d)}, (3.1)
where d is the pairwise distance between a susceptible individual and an internal
infection source; b1(d) = −1 is a constant basis function over the distance domain,
bM(d) = d is a linear basis function, and the remaining functions can be thought of as
correction terms to the exponential kernel. Note that the objective of taking exponen-
tial of the linear combination of basis functions in Equation 3.1 is to guarantee the
positivity of the dispersal kernel. The semiparametrized dispersal kernel in Equation
3.1 can approximate the exponential kernel exactly since it is the same as Equation
2.1 if the coefficients of the correction terms are set to zero. It can be also used to
approximate the Cauchy kernel, however, we do no have any prior knowledge of the
coefficients in Equation 3.1. Moreover, since the Cauchy kernel has a zero slope at
d = 0 and Equation 3.1 is linear at d = 0, it is difficult to obtain a good approximation
of the Cauchy kernel at d = 0. In practice, this is not an issue since there is always a
finite separation between internal infection sources and susceptible individuals. Later
in the section, we use an example to show the semiparametrized kernel approximation
of the Cauchy kernel.
We define the correction terms in Equation 3.1 to be a set of natural bridge ba-
sis functions that we term the natural bridge basis. Before we introduce the natural
bridge basis functions, we first give a note on the definition of the natural cubic
spline. Consider an interval of the real line and an increasing sequence of points,
ξ1 < ξ2 < · · · < ξM , known as knots. The knots ξ1 and ξM are termed boundary knots;
the remaining knots interior knots. Then a natural cubic spline is a piecewise cubic
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polynomial on the intervals between the knots, with continuity up to the second order
derivatives at the interior knots, and an additional constraint such that the function is
linear at the boundary knots [10, Chapter 5]. Note that the part of domain excludes
the interval between the two boundary knots is called the boundary. The issue with
cubic splines is that they can be unstable near the boundary and lead to unrealistic
predictions [10, Chapter 5]. Therefore we require the spline to be natural in order to
produce more realistic prediction near the boundary.
Definition 3.1. A natural bridge b is a natural cubic spline which satisfies the following
condition
bk(ξj) =
 δjk for j = k = 2, · · · , M − 1,0 for j = 1, M and k = 2, · · · , M − 1,
where ξ1 < ξ2 < · · · < ξM are the location of knots, and the Kronecker delta function
is given by
δjk =
 1 if j = k,0 otherwise.
Note that the value of Kronecker delta function for j = k can be any constant, we
define it to be 1 without loss of generality by dividing the corresponding parameter
by the constant. The natural bridge basis function is defined in such a way that its
behavior is more stable and it has support through the part of domain from the smallest
knot to the largest knot. The word bridge comes from the fact that the basis function
starts and ends at the same value, namely zero.
We illustrate the natural bridge basis approach by giving a simple example in Figure
3.2. We define the domain to be x-axis, however, we only consider the effective domain
which is the part of x-axis between the two dashed lines, it includes the non-negative
distances up to the maximum pairwise distance. In this example, we have two natural
bridge basis functions b2 and b3, both of them are cubic polynomials between the two
dashed lines, and linear beyond them. Since the infection pressure on a susceptible
individual decreases as its distance to an internal infection source increases, we expect
the dispersal kernel to be very close to zero after the largest knot. Therefore we apply
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the linear condition on the boundary to guarantee a realistic prediction near the tail.
Note that we set the smallest knot at 0 because we do not want to force the part of
dispersal kernel between the smallest knot and the following knot to be exponential.
Fig. 3.1 An example of a set of four basis functions, where b1(d) = 1, b4(d) = d, b2 and
b3 are two natural bridge basis functions.
Given the four basis functions in Figure 3.2, the semiparametrized dispersal kernel is
K(d) = exp{θ1b1(d) + θ2b2(d) + θ3b3(d) + θ4b4(d)}. (3.2)
We divide the vector of the log Cauchy kernel at the four knots by the matrix of
the basis functions at the four knots, and obtain the coefficients in Equation 3.2:
θ1 = 6.82, θ2 = −3.61, θ3 = −5.90, θ4 = −2.72. The approximation of the Cauchy
kernel by Equation 3.2 is given in Figure 3.2. Note that the approximation can always
be improved by placing more knots between the smallest knot at 0 and the largest
knot.
3.1 From parametric to semiparametric 15
Fig. 3.2 The Cauchy kernel and its approximation by Equation 3.2.
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3.2 Choice of the location and the number of knots
It is convenient to distinguish the smallest and largest knots from the remaining
knots. We call the smallest and largest knots the boundary knots and the remain-
ing knots interior knots. In other words, ξ1, ξM are the location of the boundary
knots, and ξ2, . . . , ξM−1 are the location of interior knots. In the example of the basis
functions given above, we did not specify how we chose the location of the interior
knots. However, this is crucial in the estimation of dispersal parameters. Since the
dispersal kernel is a function of pairwise distance between susceptible individuals and
internal infection sources, the location of the interior knots need to be sensitive to the
typical length scale of the dispersal kernel. For the exponential kernel in Equation
2.1, the quantity θ−12 is an estimate of the length scale. Since the dispersal kernel
in Equation 3.1 is built on the exponential kernel in Equation 2.1, the length scale
of θ2 in the exponential kernel gives us an idea on how we should place the interior knots.
Let λ = 1/θ2, then we divide the effective domain into three intervals which are
approximately [0, 3λ], [3λ, 10λ] and [10λ, dmax] where dmax denotes the maximum pair-
wise distance. Note that the scale factors 3 and 10 are chosen for convenience here,
they can also be other values. However, we might need to adjust the number of knots in
the corresponding intervals to model for features in the data. A susceptible individual
whose distance to any internal infection source is within the first interval is more likely
to be infected. This implies that we might see more features in the first interval. For
a susceptible individual in the second interval and the third interval, there is a lower
chance and almost no chance respectively of an infection event triggered by internal
infection sources. Hence there are fewer features and no features expected in the second
interval and the third interval, respectively. Suppose we evenly distribute the same
number of knots in all three intervals, the differences between knots are the smallest in
the first interval and largest in the last interval. This allows the dispersal kernel to
detect features within the domain efficiently.
By Equation 3.1, we know that the number of parameters is the same as the number
of knots. We can quickly check this by calculating the degrees of freedom: (M − 1
region) × (4 parameters per region) − (M − 2 interior knots) × (3 constraints per
knot) − (2 boundary knots) × (1 constraint per knot) = M . It is important to choose
an appropriate number of knots so that the dispersal kernel achieves a good balance
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between accuracy and parsimony. Let P , Q and R be the number of knots which are
evenly distributed in the first interval, the second interval and the third interval respec-
tively. Including the four base knots locate at 0, 3λ, 10λ, dmax, the total number of
parameters is 4+P +Q+R. Since both P , Q and R can be zero, the minimum number
of parameters is four and there is no upper bond on the number of parameters. Theo-
retically, the accuracy of a kernel can be improved by increasing the number of knots.
However, too many parameters can be unnecessary and lead to over-fitting. Therefore,
we need to choose the optimal combination of P , Q and R in order to achieve the best




As we have seen in the first two chapters, the dispersal kernel is a function of the
distance between a susceptible individual and an internal infection source. In other
words, the infection pressure on each susceptible individual depends partially on the
external rate, but largely on how far they are away from internal infection sources
within the region. Thus it is important to discover the spatial pattern of the disease
which helps us to understand the relationship between the infection pressure and
relative distance. We are also interested in the spatial distribution of the disease over
time because the temporal dynamics represent the dispersal process of infectious disease
in the biological sense [12]. Furthermore, it is necessary to allow for the variability in
transmission between individuals and the impact of environment. Therefore, in order
to study an epidemic, we consider a stochastic spatio-temporal model.
In the first section, we give an overview of stochastic compartmental model with
emphasis on the SI model, based on [1, Chapter 3] and [2, Chapter 5,7]. Following
on from the epidemic model, in the second section, we derive the likelihood function
that gives the probability for a set of infection events and will allow us to infer the
parameters of the dispersal kernel.
4.1 Compartmental model
In order to build an epidemic model, we first need to classify the population into
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different compartments depending on their disease states. Throughout the thesis, it is
enough to consider that the population is only composed of susceptible individuals and
infectious individuals. Note that the infectious individuals were referred to as internal
infection sources in previous chapters. Such an epidemic process can be described
by an individual-based stochastic SI epidemic model (see Figure 4.1). However,
compartmental models can be extended to include exposed individuals which means
the individual is infected but not yet infectious; detected individuals which have been
discovered; and removed individuals which have been removed from the population
[26].
Fig. 4.1 The SI epidemic model. An individual can only be classified as susceptible
or infectious. In other words, once an susceptible individual is infectious, it stays
infectious and never recovers or becomes susceptible again.
The stochastic SI (the letter S and I refer to susceptible and infectious respectively)
epidemic model is a Markov process with continuous index space and discrete state
space. The continuous index space is considered to be time and the spatially distributed
population state space {0, 1} where 0 corresponds to susceptible and 1 corresponds to
infectious. The model captures the stochastic dynamics in the spread of an infectious
disease in time.
Since there are two compartments in the SI epidemic model, we simply have to
describe the transition from one compartment to the other, namely how susceptible
individuals become infectious. A susceptible individual changes its classification to
infectious due to the transmission of an infectious agent from an infectious individuals.
Suppose at time t, individual i belongs to the infectious class I(t) and individual j
belongs to the susceptible class S(t). In a stochastic model of disease transmission, for
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small enough ∆ t such that there is at most one infection event occurs in the interval
[t, t + ∆ t], we have
P (i infects j in [t, t + ∆ t]) = βf (ri, rj, t) ∆ t,
where β is the rate susceptible individual j becomes infectious by being in contact with
infectious individual i; ri and rj are the position of individual i and j; and f(ri, rj, t)
is a non-negative function which describes the relationship between infection pressure
and distance from susceptible individual j to infectious individual i. Assuming that
the infection pressure on susceptible individual j from each infectious individual is
additive, and taking into account external infection, we obtain
P (j becomes infectious in [t, t + ∆ t]) =
ϵ + β ∑
i∈I(t)
f (ri, rj, t)
∆ t, (4.1)
where ϵ is the rate of external infection per unit time and I(t) is the set of infectious
individuals at time t.
The foregoing reasoning is an application of survival analysis. The probability in
Equation 4.1 is actually conditional on individual j not becoming infectious in the
interval [t0, t] (i.e. conditional on surviving in the susceptible state from an initial
time t0 to time t). In order to compute the probability of individual j not becoming
infectious in the interval [t0, t], it is convenient to define




which we term the infection pressure on individual j at time t. Using Equation 4.1, we
obtain
P (j is not infected in [t0, t + ∆t]) = P (j is not infected in [t0, t])(1− Φ̇j(t)∆t).
In the limit ∆t = 0, this leads to a simple differential equation with solution
P (j is not infected in [t0, t]) = e−Φj(t),






is the accumulated infection pressure on individual j.
Finally, we note that P (j is not infected in [t0, t]) is actually the cumulative distribu-
tion function for the infection time t of individual j. Thus the probability density for
the infection time t of individual j is
Φ̇j(t)e−Φj(t).
4.2 Likelihood function
Since in most cases, the epidemics are only partially observed [25], we do not have
complete information of an epidemic process. For instance, it is very unlikely that
we will know the time when the external source of infection is introduced to a region,
as well as the precise time of subsequent infection events. This temporal information
is crucial for parameter estimation, for example, an earlier initial time would lead
to a smaller external rate. Consequently, this fact makes it difficult to evaluate the
likelihood function; we will discuss more about this at the end of this section. In this
section, we will assume that temporal information mentioned above is given, and hence
derive the likelihood function; the procedure is illustrated in Figure 4.2.
Recalling the infection pressure in Equation 4.2, it can be written as
Φ̇j(t) = ϵ +
∑
i∈I(t)
K(|ri − rj|; Θ), (4.4)
where K is the dispersal kernel incorporating the internal transmission rate
K(|ri − rj|; Θ) = βf (ri, rj, t) ,
where Θ = [θ1, . . . , θK ] is the vector of dispersal parameters. Note that the dispersal
kernel K assumes isotropic and time independent as it only depends on the separation
distance, whereas the non-negative function f depends on the x, y-coordinate of infec-
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Fig. 4.2 A scheme for finding the likelihood function.
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tious individual i, susceptible individual j and time t.
Suppose that we are given the initial time t0, the final observation time tfinal, and the
vector of infection times T = {ti | i ∈ I(tfinal)} where I(tfinal) is the set of infectious
individuals at tfinal. Using the infection pressure in Equation 4.4 and the accumulated
infection pressure in Equation 4.3, we can then evaluate the likelihood function







where I is short for I(tfinal) and I ′ is the set of individuals that have not become
infectious by tfinal. Roughly specking, the likelihood function is probability of the
observed epidemic; more precisely, it is the probability density for the infection times
and the probability of the uninfected individuals being susceptible at tfinal. Figure 4.3
provides a straightforward illustration of Equation 4.5.
Fig. 4.3 The likelihood function of a sequence of infection events depicted graphically.
From the likelihood function in Equation 4.5, we can see that as the accumulated
infection pressure on a susceptible individual gets higher, it is less likely that the
individual will still be susceptible at tfinal.
In censored data, we have a sequence of time intervals contain the true infection
times. Hence we have to integrate over the time interval in order to evaluate the
likelihood function, as shown in Figure 4.4. This will make the calculation of likelihood
function much more computationally expensive and typically intractable. Therefore,
in the case study in Chapter 6, we sample the infection times uniformly from their
corresponding time intervals and the likelihood function can be evaluated as in Equation
4.5.
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Fig. 4.4 The likelihood function depicted graphically for censored data.
For numerical reasons, we will use the log likelihood function in our calculation instead















A statistical approach to estimate
the model parameters
In Chapter 4, we inserted a semiparametrized dispersal kernel into the stochastic
spatiotemporal epidemic model. It is then natural to consider the estimation of the
model parameters. In this chapter, we provide a statistical approach to infer the model
parameters.
Section 5.1 is a summary based mainly on [11, Chapter 1,11] and [22, Chapter 29]. It
starts from a Bayesian perspective, followed by an overview of Markov chain Monte
Carlo (MCMC) methods with an emphasis on the Metropolis-Hastings algorithm. Then
in Section 5.1.3, we discuss making inference using simulation samples, and importantly,
checking convergence of the simulated chains. At the end of this section, we present an
adaptive proposal which allows us to sample more efficiently, and use an example of
the exponential kernel to demonstrate the difference in performances of a multivariate
Gaussian proposal and the adaptive proposal.
As we have discussed in Section 3.2, the dispersal kernel can be formed with dif-
ferent number of basis functions, but we are left with the question of which model is
the best. We give an overview on deviance information criterion (DIC) in Section 5.2
which can help us to make a decision.
Finally, Section 5.3 is an summary of various approaches to examine how well our
model describes an epidemic.
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5.1 Model inference
A common approach to estimate model parameters is to make use of MCMC. MCMC
methods provide a set of computational techniques which are useful in statistical mod-
eling. In order to sample from a given probability distribution P (X), a MCMC method
is employed to generate a Markov chain {X(t)}Tt=1 whose equilibrium distribution is
the target distribution P (X). Moreover, when P (X) is complicated and X is a large
N -dimensional vector, it is extremely difficult to directly evaluate the expectation of a




As an alternative, we can use the Markov chain produced by a MCMC method to give
an estimation of the expectation [5]:








In Bayesian inference, uncertainty about model parameters is quantified by treating
them as random variables. The goal is to make inference on the parameters by
constructing a probability model based on observed data and the prior beliefs about
the parameters. Specifically, we require knowledge of the joint probability distribution
P (y, θ) where y denotes the observed data and θ denotes the model parameters. The
joint probability distribution P (y, θ) can be written as
P (y, θ) = P (y|θ)P (θ) (5.1)
where P (θ) is the prior distribution describes the prior knowledge of parameters θ and
P (y|θ) is the probability of the data conditional on θ, also known as the likelihood.
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Recall Bayes’ theorem for continuous random variables:
Theorem 5.1. Suppose y and θ are continuous random variables with probability
density functions P (y) and P (θ) respectively, and with joint probability density functions
P (y, θ). If P (y|θ) is the probability density for y given θ, then
P (θ|y) = P (y, θ)
P (y) =
P (y|θ)P (θ)∫∞
−∞ P (y|θ)P (θ)dθ
.
This is referred as the posterior distribution which describes the uncertainty of model
parameters θ given data y. The term
∫∞
−∞ P (y|θ)P (θ)dθ can be treated as a constant
since it does not depend on θ and is fixed in y, hence we derive the following
P (θ|y) ∝ P (y|θ)P (θ) = P (y, θ), (5.2)
where the right hand side is called the unnormalized posterior distribution.
In practice, it is often impossible or not computationally efficient to sample θ directly
from the posterior distribution P (θ|y). The Metropolis-Hastings MCMC algorithm
provides us a solution. It is very useful for sampling from Bayesian posterior distribu-
tion P (θ|y) and requires only the joint probability distribution P (y, θ) in Equation 5.1.
5.1.2 The Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm is a general procedure for constructing a Markov
chain. The algorithm is named for Nicholas Metropolis et al. who first proposed the
algorithm in 1953 [23] and W. K. Hastings who generalized the algorithm in 1970 [19].
It samples model parameters θ iteratively with an acceptance or rejection rule. The
probability distribution of the samples converges to the target distribution P (θ|y) if
we run the chain for long enough.
In the Metropolis-Hastings algorithm, at each time t, a candidate state θ′ is gen-
erated from the proposal density g(θ′|θ(t)) which depends on the current state θ(t).
There are many choices for the proposal density g(θ′|θ(t)). For instance, it can be
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is the criterion which decides whether or not to accept the candidate state θ′. If the
candidate state is accepted, the next state becomes θ(t+1) = θ′. Otherwise we reject
the candidate state, and set θ(t+1) = θ(t). We give a pseudo-code in Algorithm 1 to
illustrate the Metropolis-Hastings algorithm.
Algorithm 1 The Metropolis-Hastings algorithm
1: Initialize θ;
2: set t = 1;
3: loop:
4: while t < T do
5: choose θ′ from the proposal density depends on θ(t);









7: choose a uniform random number u ∈ (0, 1);
8: if u < µ(θ′|θ(t)) then
9: θ(t+1) ← θ′;
10: else
11: θ(t+1) ← θ(t);
12: end
13: t = t + 1;
14: end
We can choose the proposal density to be symmetric such that g(θ(t)|θ′) = g(θ′|θ(t)),
in other words, the probability of a chain moving towards a candidate state θ′ is the
same as from a future state θ′ moving backward to the current state θ(t). In this
particular case where the proposal density is symmetric, the acceptance probability
in Equation 5.3 reduces to the form which involves only comparing the values of the








This particular case is called the Metropolis algorithm.
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5.1.3 Inference and checking convergence
A Markov chain is constructed with limiting distribution equal to the joint posterior
by applying the Metropolis Hastings algorithm in Section 5.1.2. We can sketch the
posterior density function using all the samples in the chain, and gain knowledge of
the parameter from its posterior distribution. However, before we make inference on
the parameters, there are two issues that need to be addressed. In this section, we
discuss the two issues using the exponential model as an example. We perform the
Metropolis-Hastings algorithm with a multivariate Gaussian proposal to infer the three
epidemic parameters: the logarithm of primary infection rate α and the two parameters
of the dispersal kernel, magnitude θ1 and length scale θ2.
The first problem is the number of iterations in the chain. In order to guarantee
the convergence of a chain, we require the chain to run for long enough. For inference,
we discard the burn-in period since the early iterations are usually not desirable ap-
proximations of the target distribution. A solution for accessing the convergence is
to simulate multiple independent chains with initial values of parameters dispersed
among the parameter space. The convergence of a simulation requires the following
two conditions: the chains are mixed together, and each individual chain is stable. For
each of the three parameters in the exponential model, we simulated three independent
chains with different initial values. In Figure 5.1, we plot the three chains for all
parameters after discarding the burn-in period. The three chains are well mixed in
the left plot, and reasonably mixed in both the middle plot and the right plot. For all
three parameters, each individual chain appears to have reached stationarity, therefore
we have evidence for the convergence of the chains for all three parameters and can
assume the samples are approximating the target distributions.
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Fig. 5.1 The trace plot of three independent chains for exponential model parameters
generated by simple multivariate Gaussian proposal. Note that α denotes the logarithm
of primary infection rate, θ1 and θ2 are the two parameters of the exponential kernel
in Equation 2.1.
The second challenge is autocorrelation of each simulated chain. Autocorrelation also
refers to serial correlation; it is a measure of the correlation of a stochastic process at
two different times [7]. Autocorrelation does not necessarily cause trouble for inference,
as we can see in Figure 5.1. This is because the order of samples in a simulation is
not important when we make inference. However, high autocorrelation can lead to
inefficient simulations. An example of highly self-correlated chain is given in both the
middle plot and the right plot of Figure 5.2.
Fig. 5.2 The autocorrelation of exponential model parameters against lag (i.e. time
difference). The parameter samples are generated by simple multivariate Gaussian
proposal, both θ1 and θ2 have a high autocorrelation.
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5.1.4 Adaptive proposal
As we have seen in the last section, samples drawn from a multivariate Gaussian pro-
posal can have high autocorrelation. A classical choice is to use an adaptive proposal
distribution which can decorrelate the samples in a chain, so that the samples are as
independent as possible [3].
In a simple multivariate Gaussian proposal distribution
g(θ′|θ(t)) ∼ N (θ(t−1), D),
where D is a diagonal matrix with diagonal entries equal to square of the step sizes.
Each proposed candidate θ′ is a random vector generated by a simple multivariate
Gaussian distribution with mean equal to the current state θ(t), and step size set to an
appropriate value to obtain samples efficiently. For a pair of correlated parameters,
the two-dimensional parameter space is relatively narrow (two examples are given in
Figure 5.3). Hence we must have small enough step sizes to make sure the candidates
proposed by a simple multivariate Gaussian proposal remain in more probable regions
of parameter space and are not rejected too often. In this situation, instead of taking
random walks around the parameter space, a more efficient way is to propose candidates
with some direction, as illustrated in Figure 5.4. This also allows each step to move
with more freedom, and therefore more independent of previous steps. The adaptive
proposal can be built as follows. First, we run the MCMC for long enough to learn the
covariance structure between a set of parameters. Then, we estimate its covariance
matrix Σ, and let
g(θ′|θ(t)) ∼ N (θ(t−1), Σ).
That is, we propose every candidate state θ′ based on a proposal density that is
approximately multivariate Gaussian distribution centered at the current state θ(t)
with covariance matrix Σ.
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Fig. 5.3 Examples of the covariance structure for correlated parameters.
Fig. 5.4 Markov chain simulations with simple multivariate Gaussian proposal (left)
and the adaptive proposal (right).
In order to transform a set of uncorrelated parameter candidates into a set of parameter
candidates with the given covariance Σ, we can make use of the Cholesky decomposition.
We decompose the covariance matrix Σ using the Cholesky decomposition and obtain
the lower triangular matrix L. Hence a vector of candidates can be written as
θ′ = θ(t) + Lz,
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where z is a random vector drawn from the standard multivariate Gaussian distribution
(i.e. the diagonal matrix D is the identity matrix).
We apply the adaptive proposal only to θ1 and θ2 because they have an obvious
covariance structure, whereas there are no strong correlation between α and θ1, θ2.
The results are shown in Figure 5.5 and Figure 5.6. In comparison with Figure 5.1 and
Figure 5.2, the three chains for θ1 and θ2 are much better mixed, and the autocorrela-
tions of θ1 and θ2 also have a noteworthy reduction which means the draws are more
independent. We can conclude that the adaptive proposal has indeed improved the
performance of Metropolis-Hasting MCMC in terms of efficiency.
Fig. 5.5 The trace plot of three independent chains of exponential model parameters
generated by the adaptive proposal. Note that α denotes the logarithm of primary
infection rate, θ1 and θ2 are the two parameters of the exponential kernel in Equation
2.1.
Fig. 5.6 The autocorrelation of exponential model parameters against lag (i.e. time
difference). The parameter samples are generated by the adaptive proposal, both three
parameters have a desirable autocorrelation.
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5.2 Model selection
We compare our models using the deviance information criterion (DIC) [29], which
is a Bayesian version for accessing the predictive accuracy presented by Spiegelhalter
et al. in 2002. The candidate models are different in number of parameters, and the
objective is to compromise between better fitting and less complexity. The quantity is
defined as
DIC = D(θ̄) + 2 pDIC,
where D(θ̄) is the deviance evaluated at the posterior mean θ̄ = Epost [θ|y]. The
deviance measures how well the model fits the data, and it is defined by
D(θ) = −2 log p (y|θ) + 2 log f(y),
where f(y) is a standardizing factor [29]. For the purpose of comparing various models,
we can neglect the constant term 2 log f(y) since f(y) depends solely on the data y.
Hence we can let
D(θ) = −2 log p (y|θ) .
However, deviance only measures the within-sample accuracy. Thus the more complex
the model, the better fit to the observed data, and the lower the deviance. Therefore
the quantity pDIC which measures the effective number of parameters is introduced
to compensate the effect of preferring complex models. There are two approaches to
calculating pDIC.
In the first approach, pDIC is defined as the difference between the posterior mean of
deviance and deviance of posterior mean [29],
pDIC = D(θ)−D(θ̄). (5.4)
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It produces a small pDIC if θ is distributed predominantly around the posterior mean θ̄.
The quantity pDIC can be negative if the mode is far from θ̄ which indicates θ̄ does not
provide a very good estimate of θ.
Following from Equation 5.4, we have
DIC = D(θ̄) + 2 pDIC














The second approach with a different definition of effective number of parameters is
provided in [11, Chapter 7],





The advantage of the expression in Equation 5.5 is that it always produces positive
pDIC, however it is not as numerically stable as the expression in Equation 5.4.
We compare different models by their DIC values. Note that we are only inter-
ested in the difference between DIC values, and the absolute size of DIC is irrelevant.
Spiegelhalter suggested that the rules of thumb for model comparison using AIC works
reasonably well for DIC [29]. The rules of thumb are given by [6, Chapter 2] as follows:
DIC difference between 0-2 is not substantial, we might choose the model with lower
DIC, however it is worth considering both; DIC difference between 4-7 indicates the
model with higher DIC is less supported; and DIC difference larger than 10 will rule
out the model with higher DIC.
5.3 Model checking
In this section, we list a few ways to examine how well our model describes the data.
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Visual comparison
First, in order to access reproducibility of a model, we randomly draw samples from
the posterior distribution, and simulate epidemics using the Gillespie’s algorithm given
in Section A, with dispersal kernels fitted by the drawn samples of θ. We compare
simulated epidemics with the observed epidemic, and visually check that if they have
similar spatial pattern.
Number of infected individuals
In epidemiological modeling, we measure epidemic size by the number of infected
individuals. We draw a large number (e.g. N = 100) of random samples from the
posterior distribution and use them to simulate epidemics. A desirable model fitted
with different parameter samples should generates a number of epidemics with the
observed epidemic size lies within the distribution of simulated epidemic sizes.
Spatial autocorrelation
For the purpose of checking whether or not our model is able to capture the spatial
dependency, we again use the samples from the posterior distribution to simulate
epidemics. For each epidemic, we use a modified Moran’s I statistics [26] to measure
the spatial autocorrelation. Let
si =
 1 if i ∈ I0 if i ∈ I ′,
where I is the set of individuals became infectious before or at the final observation
time, and the rest of susceptible individuals belong to I ′. Let d1, · · · , dN be a sequence
of relative distances, then we define the two-point correlation function of distance dk
and dk+1 as follows
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and wij are specified spatial weights. We define the neighborhood to be a ring, and
two individuals are called neighbor if the distance between them is within the ring. We
give a spatial weights of 1 if two individuals are neighbor, and 0 otherwise. This can
be expressed as
wij(dk, dk+1) = 1(dk ≤ |xi − xj| ≤ dk+1).
A desirable model fitted with different parameter samples should generates a number of
epidemics, and for a sequence of rings, the two-point correlation function of the observed
epidemic lies between the two-point correlation functions of simulated epidemics.

Chapter 6
Case study: The citrus canker
epidemic in Florida
The purpose of this chapter is to illustrate the method and techniques discussed in the
previous chapters by investigating the citrus canker epidemic in Florida. We separate
the chapter into three main parts. The first part comprises Section 6.1, which is a
general overview of the citrus canker epidemic and its significance, and Section 6.2,
which provides a description of the spatial and temporal data of the epidemic. The
second part covers the subsequent four sections. It starts with a basic characterization
of the epidemic data by the exponential model in Section 6.3. Based on the characteri-
zation by the exponential model, we use the natural bridge basis approach described in
Chapter 3 to construct a dispersal kernel, and carry out a more detailed analysis of the
observed epidemic. In Section 6.4, we provide a variety of semiparametrized dispersal
kernels and compare them in terms of their ability to characterize the epidemic. In
Section 6.5, we discuss in more detail the semiparametrized dispersal kernel with the
best performance. The second part concludes with Section 6.6, where we examine how
well our model describes the observed epidemic using the methods provided in 5.3. We
also make a few comments regarding the result and the natural bridge basis approach.
6.1 Motivation
Asiatic citrus canker (ACC) is a bacterial disease of citrus species caused by Xan-
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thomonas axonopodis pv. citri (Xac). The disease is very widespread and devastating.
Citrus canker causes blemish on leaves, stem and fruit (see Figure 6.1). This significantly
affects the quality and quantity of yield, hence threatens national and international
agricultural markets and leads to extensive economic losses [15].
Fig. 6.1 Citrus Canker lesions on leaf, stem and the fruit. Image credit: Timothy
Schubert [28].
Citrus canker was introduced to southeastern U.S. around 1912 by imported seedlings
from Japan. The disease was declared eradicated but re-emerged in Florida a few
times between 1933 and 1997. In order to respond to the outbreak of citrus canker in
urban Miami in 1995, the FDACS 1 together with the DPI 2 and the USDA-APHIS 3
established an extensive eradication programme. The eradication programme included
not only removing 1.56 million commercial citrus trees but also cutting down nearly
600,000 dooryard trees in the state. Despite such extensive eradication work, the
infected area increased to 1701 km2 in 2002 from 36.3 km2 when it was discovered in
1995 [15]. Several hurricanes in 2004 resulted in a widespread dispersal of inoculum
and citrus canker was determined to be endemic rendering eradication unattainable,
hence the eradication programme was halted in 2006 [16]. Nevertheless, the control of
citrus canker epidemic is still an important problem since it has a worldwide distri-
bution (see Figure 6.2). By investigating the citrus canker epidemic in urban Miami,
1Florida Department of Agriculture and Consumer Services
2Division of Plant Industry
3United States Department of Agriculture, Animal and Plant Health Inspection Service
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this study helps us learn the dispersal process in a spatially heterogeneous urban setting.
Fig. 6.2 A worldwide distribution of citrus canker and the regions where eradication is
practiced [15].
6.2 Data
The data comes from four different sites in nearby urban regions of Miami (see Figure
6.3) including two sites in Broward County and two sites in Dade County. The Broward
County sites B1 and B2 contain 4730 and 1105 trees in 15.5 and 2.6 km2 of urban area
respectively; the Dade County sites D1 and D2 contain 6065 and 6072 trees in 10.3
and 5.2 km2 of urban area respectively. The locations of all the trees are given in the
spatial data. A team of inspectors investigated the four sites periodically from October
1997 to October 1999, and estimated the infection date of each symptomatic tree based
on the its phenotypic characters [17]. To allow for uncertainty in infection times, the
temporal data for each site was sorted into contiguous 30-days intervals. Thus the
spatial data and the temporal data together provide monthly spatial snapshots of the
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locations of susceptible and infectious trees; an example is given in Figure 6.4. Note
that because the infection times are (interval) censored, we will have to employ the
method discussed in Section 4.2 to analyze the data.
Fig. 6.3 A map contains
the four sites in Broward
(B1, B2) and Dade (D1, D2)
counties [24]. Image credit:
W. Luo, courtesy of USDA
Service Center Agencies.
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Fig. 6.4 An example of snapshots at 120, 270 and 420 days in site B1, where the trees
became infectious between the two times are colored in sky blue. Note that the x and
y-coordinates are in meters.
6.3 Parameter comparison among different sites
Before fitting the semiparametrized dispersal kernel, we obtain an rough idea of its
form by first estimating the exponential kernel given by Equation 2.1. We suppose
that each site is an independent subpopulation under the condition of external infec-
tion. Consequently, the model parameters estimated from one site are assumed to
be independent of the model parameters estimated from the other sites. The model
parameters are estimated using MCMC Metropolis-Hasting algorithm in Section 5.1.2
and given in Table 6.1.
In Table 6.1, we can see that the estimation of parameters in the exponential model
for site B1, B2 and D2 are more or less the same, but the θ2 in site D1 is about twice
the θ2 in other sites. Correspondingly, our estimation of α implies that the external
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infection rate in D1 is higher than the external rate in other sites. In order to see the
effect of θ2 on the exponential kernel, we plot the exponential kernels on log10 scale
for each site with the mean of θ1 and θ2 given in Table 6.1. Figure 6.5 shows that the
exponential kernel in site D1 decreases about twice as fast as the exponential kernel in
the other three sites. Similar behavior is also seen in [24] for other functional forms of
the dispersal kernel.
Site
B1 B2 D1 D2
α -10.0−9.7−10.3 -9.4−9.0−9.9 -8.4−8.3−8.5 -9.8−9.6−10.0
θ1 7.17.46.9 7.68.07.2 7.27.47.1 8.08.27.8
θ2 -31.2−26.3−36.6 -37.3−30.3−47.3 -77.9−70.2−86.9 -41.8−36.4−47.8
Table 6.1 Estimation of parameters in the exponential model. The mean is given
and the superscript and subscript are the upper and lower limits of the 95% credible
interval.
Fig. 6.5 The estimated exponential kernel on log10 scale versus distance in km.
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6.4 Kernel comparison
The analysis in the following sections is performed on the epidemic data in site B1
since site B1 in the largest site among the four sites. Given the estimates in the Table
6.1, we can calculate the length scale of θ2 in site B1 is λB1 = 0.032 km. Then we
divide the domain into three intervals according to Section 3.2. The first interval I1 is
from 0 to 0.1 km (≈ 3λB1), the second interval I2 is from 0.1 to 0.35 km (≈ 10λB1)
and the third interval I3 is from 0.35 to 4.8264 km, which is the maximum pairwise
distance in site B1. In order to improve the resolution of the dispersal kernel, we evenly
distribute P , Q and R knots in I1, I2 and I3 on top of the 4 base knots at 0, 0.1, 0.35
and 4.8264 km. We use DIC to compare the exponential kernel, the Cauchy kernel and
a group of semiparametrized kernels with different sets of natural bridge basis functions.
The complexity of each kernel is calculated by Equation 5.5. The details of the com-
parison between 13 dispersal kernels is presented in Table 6.2. The dispersal kernels
except for the exponential kernel and the Cauchy kernel are named by the number
of knots in each of three intervals (i.e. KP QR), and ordered by the total number of knots.
In Table 6.2, we can see that any semiparametrized dispersal kernel differs by at
least 16 in DIC from the exponential kernel, and differs by at least 8 in DIC from the
Cauchy kernel. By the rules of thumb in Section 5.2, the differences in DIC indicate
that the semiparametrized dispersal kernels have a clear advantage over the exponential
kernel and the Cauchy kernel. We now look for the optimal combination of P , Q, R
which gives a dispersal kernel the smallest DIC. First, we compare the dispersal kernel
with 0 knots in I3. The two dispersal kernels K120 and K220 have the smallest DIC
(colored by yellow in Table 6.2). However, Table 6.2 does not give enough support
to say that K120 and K220 is better than K210, K130 and K320 since their DIC have
differences less than 4 from the smallest DIC. Then we check whether or not it is
necessary to place any knot in I3 by comparing the DIC between K120 with K121 and
K122. The differences between DIC are between 2 to 4, hence we cannot say that K120
with the smallest DIC is the best dispersal kernel.
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Figure 6.6 presents the result of comparison between KP Q0 in a more straightforward
way. We can see that the DIC tends to increase in all directions from the two kernels
K120 and K220 with the lowest DIC at the middle. The U-shape curve in each direction
suggests that we can choose either K120 or K220 which is at the bottom of the curve.
Moreover, the DIC of K120, K121 and K122 shows that DIC of dispersal kernels with the
same number of knots in I1 and I2 increases by increasing the number of knots in I3.
In other words, the improvement in data fitting by introducing additional parameters
in I3 is not enough to compensate the increase in the complexity of the dispersal kernel.
Therefore, we can choose that {P, Q, R} = {1, 2, 0} or {P, Q, R} = {2, 2, 0} to be the
optimal number of knots in the three intervals.
Fig. 6.6 Kernel comparison using DIC.
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6.5 Result
We choose the dispersal kernel K120 to illustrate our procedure and present the result.
The domain is divided into three intervals denoted by I1, I2, I3, and we assign one knot
in I1, two knots in I2 and zero knots in I3. In this case, we have a set of seven basis
functions including a constant basis function associated with the first knot, a linear
basis function associated with the last knot and five natural bridge basis functions
associated with the five interior knots, see Figure 6.7.
Fig. 6.7 A set of basis functions where b1 is a constant basis function, b7 is a linear
basis function and b2 to b6 are five natural bridge basis functions.
The dispersal kernel can be written as
K120(dij) = exp{θ1b1(dij) + θ2b2(dij) + · · ·+ θ6b6(dij) + θ7b7(dij)}, (6.1)
where dij is the distance between susceptible individual i and infectious individual j.
Hence we can calculate the infection pressure on the susceptible individual i at time t
using Equation 4.2





where eα = ϵ is the external rate and I(t) is the set of infectious individuals at time
t. By integrating Equation 6.2 with respect to time t, we obtain the accumulated
infection pressure Φi(t) on the susceptible individual i up to time t. Then we can
derive the likelihood L(α, θ1, . . . , θ7|t0, t1, . . . , t450, tfinal) using Equation 4.5, where the
initial time t0 is set to zero, the infection times t1, . . . , t450 are chosen uniformly at
random in the approximate time interval for the reason we discussed in Section 4.2,
and tfinal is the final observation time.
As we have demonstrated in Section 2.2, the estimation of the external rate of a
site varies if a different dispersal kernel is applied to the model. However, the esti-
mation of the external rate parameter α in the exponential model still provides some
prior knowledge on the parameter α in the model with dispersal kernel K120. Moreover,
since θ1 and θ7 are two parameters associated with the constant basis function and
the linear basis function, we can assume that the true values of θ1 and θ7 in K120 lie
somewhere close to the estimation of the corresponding parameters in the exponential
kernel. Given the estimation of the exponential model parameters of the epidemic in
site B1 in Table 6.1, we define the prior distributions of α, θ1 and θ7 to be N (−10, 10),
N (7, 10) and N (−30, 10). The standard deviation is set to 10 to include all feasible
values of the model parameters. Due to the lack of information on the parameters
associated with the natural bridge basis functions, we define a weakly informative prior
N (0, 10) for each of them.
For all the model parameters, a chain with 100,000 samples is generated by MCMC
Metropolis-Hastings algorithm and the trace plot is given in Figure 6.8. One can verify
that the chains have achieved convergence using the method which is described in
Section 5.1.3. We employ the adaptive proposal to decorrelate the samples so that the
chains have a reasonably low autocorrelation (see Figure 6.9), hence giving reasonable
sampling efficiency. In Figure 6.10, we plot the posterior distributions which are
approximated by the frequency histograms of the chains, and the prior distributions as
a reference.
52 Case study: The citrus canker epidemic in Florida
Fig. 6.8 The trace plot of parameters in the model with dispersal kernel K120.
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Fig. 6.9 The autocorrelation function of parameters in the model with dispersal kernel
K120.
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Fig. 6.10 The prior distribution and the approximated posterior distribution of param-
eters in the model with dispersal kernel K120.
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We randomly pick 300 samples of the model parameters from the multivariate posterior
distribution, and compute the corresponding dispersal kernels which are shown in
Figure 6.11 A. The same number of posterior samples of the exponential kernel and
the Cauchy kernel are given in Figure 6.11 B and C for comparison with A. In the
posterior samples of K120 of the observed epidemic in site B1, we found a bump between
0.2 to 0.3 km which does not appear in the exponential kernel or the Cauchy kernel,
and has not been seen in earlier studies. It indicates that the infection pressure on
a susceptible individual does not always decrease with its distance to an infectious
individual. In fact, there is a growth in the infection pressure when a susceptible
individuals is approximately 0.2 to 0.25 km to an infectious individual.
Fig. 6.11 Posterior samples of K120 (A), the exponential kernel (B) and the Cauchy
kernel (C) for the observed epidemic in site B1, where the distance is measured in km.
The bump in K120 between 0.2 and 0.3 km can be also seen in Figure 6.12 A by
comparing with B and C. In Figure 6.12, we notice that the posterior samples of
K120 tend to decrease approximately four times faster than posterior samples of the
exponential kernel and the Cauchy kernel after 0.3 km. This obvious feature on log10
scale is not an issue since the dispersal kernel is vanishingly small after 0.3 km (see
Figure 6.11). A more straightforward comparison between the three dispersal kernel is
given in Figure 6.13; we plot the posterior samples of K120 on log10 scale at every 20
meters and the computed posterior mean of the exponential kernel and the Cauchy
kernel. The behavior of K120 is more similar to the Cauchy kernel for pairwise distances
shorter than approximately 0.15 km, but it tends to decrease like the exponential
kernel for pairwise distances longer than approximately 0.15 km without the bump.
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Fig. 6.12 Posterior samples of K120 (A), exponential kernel (B) and Cauchy kernel (C)
on log10 scale for the observed epidemic in site B1, where the distance is measured in
km.
Fig. 6.13 K120 posterior samples with the exponential kernel and the Cauchy kernel on
log10 scale for the observed epidemic in site B1.
Since the 2-dimensional form of the dispersal kernel incorporates the effect of increasing
number of susceptible individuals as separation distance increases, the 2-dimensional
form of dispersal kernel tends to amplify features seen in the 1-dimensional form of
dispersal kernel. In Figure 6.14 A, the bump in the 2-dimensional form of K120 between
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0.2 and 0.3 km is amplified in comparison to Figure 6.11 A; Figure 6.14 B and C again
show that the bump does not appear in either the exponential kernel or the Cauchy
kernel. We also notice the peak between 0.05 to 0.15 km which appears only in the
2-dimensional form of K120. In order to obtain a clear visual comparison, we represent
K120, the exponential kernel and the Cauchy kernel in 2-dimensional form by their
posterior mean, which are given in Figure 6.15. The peak between 0.05 to 0.15 km can
be considered as the transition from the Cauchy kernel to the exponential kernel (see
Figure 6.13).
Finally, we note that the original data in site B1 which we have used in our analysis
contains 25 duplicated trees, including 2 trees which were labeled susceptible and
infectious at the same time. However, this is negligible since the total population
size in site B1 is 4730 trees. We fit the semiparametrized dispersal kernel K120 to the
observed epidemic in site B1 after removing the duplicated trees in order to double
check, and the same result was derived.
Fig. 6.14 Posterior samples of the 2-dimensional form of K120 (A), exponential kernel
(B) and Cauchy kernel (C) for the observed epidemic in site B1, where the distance is
measured in km.
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Fig. 6.15 K120 posterior samples with the exponential kernel and the Cauchy kernel in
2-dimensional form for the observed epidemic in site B1.
6.6 Model checking
First, we use the semiparametrized dispersal kernel K120 to simulate five epidemics in
site B1 over 450 days which is the same duration as the observed epidemic, and compare
with the observed epidemic. Note that each epidemic is simulated by a dispersal kernel
drawn from its posterior distribution. Due to the stochasticity of the model, there is no
epidemic which has the same spatial pattern with another. However, we should be able
to find some similarities between the spatial patterns of epidemics that are simulated
by the same dispersal kernel. For the observed epidemic and the simulated epidemics,
the distributions of individuals which became infectious in 450 days are displayed
in Figure 6.16. Since there are some clear clusters in the distribution of infectious
individuals of each simulated epidemic, we can say that the epidemics simulated by
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K120 have similar spatial patterns with the observed epidemic in site B1.
Fig. 6.16 The observed epidemics (A) and five simulated epidemics in site B1 in 450
days (B, C, D, E, F). Note that the x and y-coordinates are in meters.
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Then we use the posterior samples of K120, the exponential kernel and the Cauchy
kernel to simulate 1000 epidemics in site B1 for the same duration as the observed
epidemic. We plot the frequency histogram of the size of epidemics simulated by the
three dispersal kernels in Figure 6.17, together with the size of the observed epidemic
as the baseline. The observed epidemic size is within both distributions of the epidemic
sizes generated by K120, the exponential kernel and the Cauchy kernel.
Finally, we check whether or not the dispersal kernel K120 is able to capture the
spatial dependency of the observed epidemic, and compare with the exponential kernel
and the Cauchy kernel. In order to measure the spatial dependency of an epidemic,
we pick a sequence of a hundred radii evenly spaced from 0 to 1 km and compute the
two-point correlation at each radius using Equation 5.6. We simulate 100 epidemics
using each of the three dispersal kernels, and evaluate the two-point correlation function
for every epidemic. The two-point correlation functions for epidemics simulated by
each dispersal kernel are plotted in Figure 6.18, along with the two-point correlation
function of the observed epidemic. We observed that the exponential kernel does not
capture the spatial dependency very well for the separation distances less than 60
meters, and the Cauchy kernel gives similar performance to K120. Both K120 and the
Cauchy kernel accommodate the spatial correlation function reasonable well except for
the interval from 0.5 to 0.7 km.
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Fig. 6.17 The frequency histogram (in blue) of epidemic size from 1000 simulations in
site B1 in 450 days and the observed epidemic size (in orange). The simulations are
produced by the exponential kernel (A), the Cauchy kernel (B), and K120 (C).
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Fig. 6.18 Two-point correlation functions (in green) of 100 simulated epidemics in site
B1 in 450 days and two-point correlation function of the observed epidemic (in orange).
The simulations are produced by the exponential kernel (A), the Cauchy kernel (B)
and K120 (C). Note that the distance is measured in km.
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6.7 Discussion
In this section, we discuss a few remaining questions on the features discovered in
dispersal kernel K120. The first question is that whether or not the bump between 0.2
to 0.3 km is due to chance. To see this, we randomly select a dispersal kernel from
the posterior distribution of K120 to simulate an epidemic in site B1; the simulated
epidemic is shown in Figure 6.19.
Fig. 6.19 An epidemic simulated by K120 in site B1 in 450 days. Note that the x and
y-coordinates are in meters.
We apply the same procedure as in Section 6.5 to obtain a estimation of the parameters
in dispersal kernel K120. In Figure 6.20, we plot 300 samples which are randomly
selected from the posterior distribution, where the true dispersal kernel (red curve) is
contained within the samples. We also plot the dispersal kernel on log10 scale in Figure
6.21 and the 2-dimensional form of dispersal kernel Figure 6.22 which makes the result
more evident. The three plots showed that K120 is able to recapture the same feature,
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this indicates that the bump between 0.2 and 0.3 km is not a random feature.
Fig. 6.20 K120 posterior samples with the true dispersal kernel for the simulated
epidemic in Figure 6.19, where the distance is measured in km.
Fig. 6.21 K120 posterior samples with the true dispersal kernel on log10 scale for the
simulated epidemic in Figure 6.19, where the distance is measured in km.
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Fig. 6.22 K120 posterior samples with the true dispersal kernel in 2-dimensional form
for the simulated epidemic in Figure 6.19, where the distance is measured in km.
Then we question whether the bump in K120 between 0.2 and 0.3 km is an artefact
caused by the form of the natural bridge basis functions. If this is the case, then
applying a different set of natural bridge basis functions may lead to a bump at a
different location. Thus, we can answer this question by showing that the bump appears
in the dispersal kernel between 0.2 to 0.3 km regardless of the set of basis functions.
We can vary the number of knots to change their locations, hence generate a different
set of natural bridge basis functions. However, the gaps between every two knots in I2
need to be small enough to be able to detect the bump. We found we require at least
two evenly distributed knots in I2. Therefore, we use two different dispersal kernels
K130 and K140 to demonstrate that this feature appears also in dispersal kernels with
a different set of natural bridge basis functions. The two sets of basis functions used
in K130 and K140 are illustrated in Figure 6.23 B and C. In order to compare the
behaviors of K130 and K140 with K120, we plot the posterior samples of K130 and K140,
the log kernel samples and the 2-dimensional kernel samples with the posterior mean
of K120 (see Figure 6.24 to Figure 6.26). We can see that the bump appears in both
K130 and K140 between 0.2 to 0.3 km despite the set of natural bridge basis functions.
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Fig. 6.23 The set of basis functions which forms K120 (A), K130 (B) and K140 (C) in
I2. There are two, three, four knots evenly distributed in I2 in A, B, C respectively,
different number of knots resulting in different sets of natural bridge basis function
and vary in the length of gaps between two knots.
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Fig. 6.24 K130 (left) and K140 (right) posterior samples with the posterior mean of
K120 for the observed epidemic in site B1, where the distance is measured in km.
Fig. 6.25 K130 (left) and K140 (right) posterior samples with the posterior mean of K120
on log10 scale for the observed epidemic in site B1, where the distance is measured in
km.
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Fig. 6.26 K130 (left) and K140 (right) posterior samples with the posterior mean of
K120 in 2-dimensional form for the observed epidemic in site B1, where the distance is
measured in km.
We can also show that the bump between 0.2 to 0.3 km is not an artefact of the natural
bridge basis functions by using K120 to approximate the exponential kernel and the
Cauchy kernel. In other words, the objective is to show that the bump between 0.2
and 0.3 km does not always appear in K120, for instance, in the epidemics simulated
by the exponential kernel and the Cauchy kernel. The spatial distribution of the two
simulated epidemics are shown in Figure 6.27. We apply the same procedure as before
twice to obtain the posterior samples of K120 which are approximating the exponential
kernel and the Cauchy kernel, the results are shown in Figure 6.28, Figure 6.29 and
Figure 6.30. Since no bump appears in either the approximation of the exponential
kernel or the approximation of the Cauchy kernel between 0.2 and 0.3 km, this implies
that it is not due to the form of natural bridge basis functions.
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Fig. 6.27 Epidemics simulated by the exponential kernel (left) and the Cauchy kernel
(right) in site B1 in 450 days. Note that the x and y-coordinates are in meters.
Fig. 6.28 Posterior samples of K120 for the two epidemics in Figure 6.27 with the true
exponential kernel (left) and the true Cauchy kernel (right), where the distance is
measured in km.
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Fig. 6.29 Posterior samples of K120 on log10 scale for the two epidemics in Figure 6.27
with the true exponential kernel (left) and the true Cauchy kernel (right), where the
distance is measured in km.
Fig. 6.30 Posterior samples of K120 in 2-dimensional form for the two epidemics in
Figure 6.27 with the true exponential kernel (left) and the true Cauchy kernel (right),
where the distance is measured in km.
We notice that in the right plot of Figure 6.28, the K120 approximations do not
accommodate the Cauchy kernel very well for the separation distances less than ap-
proximately 5 meters. It does not give a good approximation of the beginning of the
Cauchy kernel because K120 is linear at 0 as we discussed in Chapter 3. However, this
issue is negligible since only 0.008% of the separation distances in site B1 are less than
5 meters. Furthermore, we can see in the right plot of Figure 6.30 that some of the
K120 approximations are overestimating the tail of the Cauchy kernel. In order to
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compensate for this, the posterior mean of the external rate parameter is slightly lower
than the external rate parameter in the true Cauchy model.
By simulating several more epidemics using samples of the Cauchy kernel from its
posterior distribution, we found that the bump between 0.2 and 0.3 km appears in
some but not all the K120 approximations. We suggest that this might due to the
similarity between K120 and the Cauchy kernel in terms of the spatial dependency of
simulated epidemics (see Figure 6.18 B and C). Furthermore, K120 is sensitive to the
spatial structure in site B1. In Figure 6.3, we can see that site B1 is separated by
a main road, the left region consists of a number of lakes and subregions which do
not contain any citrus trees, whereas the the citrus trees are densely distributed in
the right region. Note that we will refer the left and right region to the upper and
lower region in later text, as the map in Figure 6.3 is rotated. In this case, epidemics
simulated by the same Cauchy kernel but with different spatial distributions may lead
to different dispersal kernel approximations.
In order to study the effect of geometry in site B1 on the estimation of the semi-
parametrized dispersal kernel, we compute the pair correlation function to see whether
there is any spatial clustering in site B1. The pair correlation function is defined in [4,




where K is the Ripley’s K function [27]. However, in practice, we use the empirical K
function which is given by







1{|xi − xj| ≤ d} eij(d), (6.4)
where |W | is the area of the sampling window, n is the number of individuals and eij(d)
is an edge correction weight [4, Chapter 7]. The pair correlation g(d) can be considered
as the probability of observing a pair of distinct individuals with relative distance
d divided by such a probability in a Poisson process [4, Chapter 7], where all the
individuals are randomly and uniformly distributed. Therefore the pair correlation of
a Poisson process is 1 for all distances which indicates a complete uniform randomness
of the spatial pattern.
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The sampling window W of site B1 is defined to be a polygon as shown in Fig-
ure 6.31 which covers all trees in site B1. Then we evaluate the pair correlation
function of the observed spatial pattern in site B1 using Equation 6.3 and compare
with the pair correlation function of a Poisson process. As we can see in Figure 6.32,
the pair correlation function of the observed spatial pattern in site B1 never reaches
1; this indicates that the observed spatial pattern in site B1 is not uniformly random
at any distance. However, no peak between 0.2 and 0.3 km suggests that the spatial
clustering between 0.2 and 0.3 km is more or less the same as the spatial clustering
after 0.11 km. In other words, the pair correlation function of the observed spatial
pattern in site B1 suggests that the spatial clustering is not the reason for the bump
in K120 between 0.2 and 0.3 km. Therefore the bump in K120 between 0.2 and 0.3
km may be part of the true dispersal kernel of the observed epidemic at site B1 or a
consequence from some environmental effects.
Fig. 6.31 The sampling window of site B1. Note that the x and y-coordinates are in
meters.
Figure 6.32 suggests that we should also draw our attention to the peak between 0.05
and 0.11 km in the pair correlation function of the observed spatial pattern in site B1.
It implies that the transition from the Cauchy kernel to the exponential kernel from 0.05
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to 0.11 km (see Figure 6.13 and Figure 6.15) may be triggered by some spatial clustering.
Note that this is not guaranteed because the K120 approximation of the exponential ker-
nel and the Cauchy kernel do not have the same feature (see Figure 6.28 to Figure 6.30).
Fig. 6.32 Pair correlation functions for the observed spatial pattern in site B1. The
function gobs(d) is the pair correlation for the observed spatial pattern in site B1 and
the function gpois(d) is the pair correlation function for a Poisson process. The function
gunif(d) is provided as a reference, it is the pair correlation function of a uniform
random spatial pattern in the sampling window W as shown in Figure 6.31. Note that
d is in km.
We have previously mentioned the differing geometry of the upper region and lower
region of site B1 and its potential effect. We now compute the pair correlation function
for the observed spatial pattern in the upper and lower region of site B1 separately.
We define the sampling window of the upper and lower region of site B1 as in the left
and right plot of Figure 6.33, and the corresponding pair correlation functions gobs(d)
are given in the left and right plot of Figure 6.34. In contrast to the function gobs(d)
for the lower region of site B1, the function gobs(d) for the upper region indicates a
stronger spatial clustering for distance less than 0.3 km; and in contrast to the function
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gobs(d) for site B1, the function gobs(d) restricted to the upper region of site B1 tends
to amplify the features in the pair correlation function. This implies that the spatial
clustering in site B1 is mainly from its upper region.
Fig. 6.33 The sampling window of site B1 (left) and the sampling window for the upper
region only (right). Note that the x and y-coordinates are in meters.
Fig. 6.34 The pair correlation function for the observed spatial pattern in upper region
of site B1 (left) and the pair correlation function for the observed spatial pattern in
lower region of site B1 (right). The functions gobs(d) on the left and right are the pair
correlation functions for the observed spatial pattern in the upper and lower region of
site B1; the function gpois(d) is the pair correlation function for a Poisson process; the
functions gunif (d) are provided as a reference, they are the pair correlation functions
of a uniform random spatial pattern in the two sampling windows of the upper and
lower region in site B1 as shown in Figure 6.33. Note that d is in km.
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In conclusion, the spatial pattern in B1 and the experience from simulations suggest
two causes which may lead to a bump in the semiparametrized dispersal kernel. A
semiparametrized dispersal kernel is more likely have a bump if a large number of the
infectious trees are distributed in the upper region of site B1, and the true dispersal
kernel is similar to the Cauchy kernel. This is because long-range infections occurs more
often in epidemics generated by the Cauchy kernel, hence the spatial clustering has a
stronger effect on the estimation of semiparametrized dispersal kernel of such epidemics.

Chapter 7
Conclusion and future work
In Chapter 1, we proposed the idea of using a semiparametrized dispersal kernel to
characterize the spread of an infectious disease. In Chapter 2, we showed that an
exponential model with a "thin-tail" kernel tends to have higher external rate compare
with a Cauchy model with a "fat-tail" kernel. Then we constructed a semiparametrized
dispersal kernel using a set of basis functions in Chapter 3. We demonstrated that it
recovers the exponential kernel exactly by setting the parameters associated with the
natural bridge basis functions to zero, and that it can also approximate the Cauchy
kernel. In Chapter 4, we inserted the dispersal kernel into the stochastic spatiotemporal
epidemic model and derived the likelihood of a sequence of infection events. By applying
the statistical method and techniques given in Chapter 5, we investigated the citrus
canker epidemic in Chapter 6 and observed features in the semiparametrized dispersal
kernel K120 which do not appear in either the exponential kernel or the Cauchy kernel.
In this chapter, we make a few remarks and draw some conclusions regarding the
feasibility of a semiparametric dispersal kernel for use in general epidemics. We also
have some suggestions for future work to improve the epidemic model.
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7.1 Conclusion
In this thesis, we presented an approach of incorporating the semiparametrized dispersal
kernel into a stochastic spatiotemporal epidemic model. A semiparametrized kernel
takes advantage of not having to specify a functional form, and gives a more accurate
understanding of the relationship between the rate an infectious individual infects a
susceptible individual and their separation distance. In the citrus canker epidemic at
site B1, the semiparametrized dispersal kernel K120 shows a transition from the Cauchy
kernel to the exponential kernel from 0.05 to 0.11 km. Moreover, both the exponential
kernel and the Cauchy kernel assume their functions are always non-increasing, whereas
a semiparametrized dispersal kernel does not make this assumption. Thus K120 is able
to capture the bump between 0.2 and 0.3 km, and the feature indicates the rate of an
infectious individual infects a susceptible increases when their separation distance is
between 0.2 and 0.25 km.
In Section 6.7, we demonstrated that a semiparametrized dispersal kernel is sen-
sitive to the spatial pattern in site B1. Then it is natural to claim that any feature
that appears in the dispersal kernel such as K120 is specific to the epidemic and to
the site. We fit K120 to the observed epidemics in site B1, B2, D1, D2, and obtain
the posterior means of K120 in Figure 7.1. The posterior means of K120 on log10 scale
and 2-dimensional form are also plotted in Figure 7.2 and Figure 7.3. Note that only
K120 for the observed epidemics in site B1 and site B2 share the same set of knots,
and different sets of knots are applied in the K120 for the observed epidemics in other
sites, according to their length scales. We have now verified our claim by showing the
bump in K120 for the observed epidemic at site B1 does not appear in K120 fitted to
the observed epidemics in other sites. Furthermore, the comparison between the two
posterior means of K120 for the observed epidemic at site B1 and site D1 once again
confirmed our result in Section 6.7 that the bump between 0.2 and 0.3 km is not an
artefact of the natural bridge basis functions.
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Fig. 7.1 Posterior mean of K120 for the observed epidemics in site B1, B2, D1, D2 given
in Figure 2.5, where distance is measured in km.
Fig. 7.2 Posterior mean of K120 on log10 scale for the observed epidemics in site B1,
B2, D1, D2 given in Figure 2.5, where distance is measured in km.
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Fig. 7.3 2-dimensional from of posterior mean of K120 for the observed epidemics in
site B1, B2, D1, D2 given in Figure 2.5, where distance is measured in km.
Apart from the bump in K120 between 0.2 and 0.3 km for the observed epidemic in site
B1, an even more noticeable feature is the bump between 0.05 and 0.12 km in K120 for
the observed epidemic in site B2 (see Figure 7.1). Our experience in Chapter 6 suggests
to look at the pair correlation function of the spatial pattern in site B2. In Figure 7.4,
there is a peak centered around 0.1 km before the pair correlation function reaches 1
at 0.15 km. Therefore, the spatial clustering around 0.1 km may be the reason which
causes the bump between 0.05 and 0.12 km in K120 for the observed epidemic in site
B2. The fact that gobs(d) becomes greater than 1 again after approximately 0.2 km
may also explains the increase in log10K120 after 0.2 km in Figure 7.2.
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Fig. 7.4 Pair correlation functions for checking the spatial clustering in site B2. The
function gobs(d) is the pair correlation for the observed spatial pattern in site B1 and
the function gpois(d) is the pair correlation function for a Poisson process. The function
gunif(d) is provided as a reference; it is the pair correlation function of a uniform random
spatial pattern in the sampling window for site B2. Note that d is in km.
In order to obtain some evidence to support the above beliefs, we simulated several
epidemics in site B2 using the exponential kernel. An example is given in Figure 7.5.
In all simulations, the estimated semiparametrized dispersal kernel K120 does not have
a bump at the same place as K120 for the observed epidemic in site B2 (see Figure 7.7).
Thus the simulations do not give any evidence on the belief that the bump between
0.05 and 0.12 km in K120 for the observed epidemic in site B2 is caused by the spatial
clustering. However, from Figure 7.6, we can see that K120 tends to over estimate
the true exponential kernel (see Figure 6.29 for a comparison). This supports the
belief that the increase in log10K120 after 0.2 km for the observed epidemic in B2 is a
consequence of the spatial clustering.
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Fig. 7.5 An epidemic simulated by an exponential kernel in site B2. Note that the x
and y-coordinates are in meters.
Fig. 7.6 K120 posterior samples with the true exponential kernel on log10 scale for the
simulated epidemic in Figure 7.5, where distance is measured in km.
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Fig. 7.7 K120 posterior samples with the true exponential kernel in 2-dimensional form
for the simulated epidemic in Figure 7.5, where distance is measured in km.
Note that we only studied the spatial pattern in site B1 and B2 as the semiparametrized
dispersal kernel K120 has the most interesting behavior in the two sites. The same pro-
cedure can be replicated to the other sites without too many difficulty. Since estimating
the pair correlation function of a spatial pattern takes much less effort than fitting a
semiparametrized dispersal kernel to an epidemic, we suggest that a check of spatial
clustering may gives us some clues of the shape of the semiparametrized dispersal kernel.
In conclusion, we have showed that a semiparametrized dispersal kernel is feasible for
analyzing real epidemics. Additionally, this approach improved the dispersal kernel in
terms of characterizing an epidemic, and provides more insights about the relationship
between dispersal kernel and the spatial structure than a classic parametrized dispersal
kernel.
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7.2 Future work
Firstly, we have assumed that the external rate ϵ remains constant over time t and
the region. In future study, we suggest that the external rate can be considered as a
time-dependent and spatial-dependent variable. For example,
α→ α(t, x, y) = α0 + α1t + α2x + α3y,
where time t is measure in days, x and y denote the x-coordinate and y-coordinate
within the region; α0 is the constant external rate, α1 is the change in external rate
within a day and the two terms α2 and α3 give a "spatial tilt" to the external rate. We
could also incorporate an annual time variation in the function: α1t→ α1sin(t/365+γ),
where γ defines the peak season of the epidemic. In Section 2.2, we demonstrated
that different dispersal kernels lead to different external rates. On the other hand,
a non-constant external infection may also have an effect on the estimation of the
dispersal kernel.
Secondly, we have considered the dispersal kernel to be isotropic for simplicity. However,
due to environmental effects, a more realistic approach might be to fit a directional
dispersal kernel to the epidemic. That is, instead of estimating only one dispersal
kernel, we can estimate dispersal kernel towards the north and east.
Finally, we have randomly chosen infection times from their corresponding time
intervals. This is in order to avoid integrating over the time interval when evaluating
the likelihood function. We verified that our results in Chapter 6 remain the same with
a different sequence of infection times. In future study, one can also treat the infection
times as parameters of the epidemic model. However, this will result in I extra model
parameters where I is the number of infectious individuals. Hence we would need to
appropriately adapt our MCMC methods; an example is given in [18].
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In earlier chapters, we simulated many epidemics for various purposes. We now give
an overview on the simulation method called the Gillespie algorithm based on [21,
Chapter 6].
The Gillespie algorithm (also known as Doob-Gillespie’s algorithm) is a general proce-
dure for implementing the stochastic model described in Section 4.1. The procedure
was first suggested by Joseph L. Doob in 1945 [9], and popularized in 1977 by Daniel
Gillespie for the simulation of coupled chemical reactions [14].
In the Gillespie algorithm, we first decide when the next infection event occurs.
Suppose t is the current time, and t + ∆ t is the time the next infection event occurs.
Let R1, . . . , Rm be the rates of all infection events. The inter-event time ∆ t follows
an exponential distribution with the rate parameter equal to the sum of rates of all















and is given by
∆ t = − 1∑m
i=1 Ri
log u,
where u is a uniform random number in [0, 1]. The next step is to determine what will
happen at time t + ∆ t. For each susceptible individual j, we compute its probability






where j = 1, . . . , m. The j-th susceptible individual becomes infectious if
j−1∑
i=1




where ω is a uniform random number in [0, 1].
We repeat this procedure above until the final observation time. A pseudo-code
is given below to demonstrate the Gillespie algorithm.
Algorithm 2 The Gillespie algorithm
set t = 0;
loop:
while t < T do
determine the infection rate Ri for all i;
generate a random number u;
∆ t = log u/(−∑mi=1 Ri);
t→ t + ∆ t;
calculate the infection probability Pi for all i;
generate a random number ω;
event j occurs if ∑j−1i=1 Pi < ω ≤ ∑ji=1 Pi;




Chapter 4 MATLAB code
generateMatrix.m
The natural bridge basis functions in matrix M are computed according to Definition
3.1.
% Rout.txt records the location and state (infectious or susceptible) of all trees
C = dlmread(’Rout.txt’);
% Dout.txt records the time intervals when trees became infectious
T = dlmread(’Dout.txt’);
function [Tinfect, D, M, Tdiff] = generateMatrix(C, T)
% Input: C - Location and state (infectious or susceptible) of all trees
% T - Period of time when trees became infectious
% Output: Tinfect - A vector of infection time
% D - A matrix of pairwise distance between infectious and
% susceptible individuals
% xi - A vector of knots
% M - A matrix with each row represents a basis function
% Tdiff - A matrix of time differences between every two
% infection events
% We first reorder the location of trees according to their infection times
% Set the random seed
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seed=1; rand(’state’, seed); randn(’state’,seed);
% Choose uniform random infection time of infectious individuals within
% their time intervals
InfectTime = unifrnd(T(:,1),T(:,2));




% The order of location of infectious individuals are replaced by new order
% The order of location of susceptible individuals are not changed
C(1:length(Z),:) = Z;
%%%%%%%%%%%%%%%%%%%%%%%%% DISTANCE MATRIX %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Total number of individuals
N = length(C);
% Number of infectious individuals
I = sum(C(:,3));
% Storge space for the pairwise distances with rows correspond to infectious
% individuals and columns correspond to all individuals
D = zeros(I,N);
for i = 1:I
for j = 1:N
dx = abs(C(i,1)-C(j,1));
dy = abs(C(i,2)-C(j,2));
D(i,j) = sqrt(dx^2 + dy^2)/1000;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%% BASIS MATRIX %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% c1 = 3*lambda, c2 = 10*lambda
c1 = 0.1; c2 = 0.35;
% Number of knots in the three intervals
n1 = 1; n2 = 2; n3 = 0;





xi = [k1(1:(length(k1)-1)) k2(1:(length(k2)-1)) k3];
% Compute the basis functions
M = fnval(fnxtr(csape(xi,eye(length(xi)),’var’)),D(:).’);
M(1,:) = -ones(size(M(1,:)));
M(end,:) = D(:) - xi(1)*ones(size(D(:)));
%%%%%%%%%%%%%%%%%%%%%%%%% TIME DIFFERENCE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initial storage space for the time difference
Tdiff = zeros(I,N);
for i = 1:I
for j = i+1:I
Tdiff(i,j) = Tinfect(j) - Tinfect(i);
end
for j = I+1:N




function K = kernel(v,B,size)
% Input: v - A vector of ispersal parameters
% B - A matrix with each row represents a basis function




This code computes the vector of infection pressure according to Equation 4.2.
function R = rate(a,K,I)
% Input: a - Parameter of primary rate epsilon
% K - Dispersal kernel
% I - Number of Infectious trees
% Output: R - Rate of trees become infectious when they are infectious
% The infection rate equals the primary rate plus the sun of infection
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% pressure from all the infectious trees
R = exp(a)*ones(I,1) + sum(K(:,1:I),1)’;
pressure.m
This code computes the cumulative infection pressure in Equation 4.3.
function P = preasure(a,K,t0,Tvector,Tdiff)
% Input: a - Parameter of primary rate epsilon
% K - Dispersal kernel
% t0 - Initial time
% Tvector - Time vector formed where the first I terms is the
% infection time of infectious trees and the rest is the
% last observation time
% Tdiff - Time difference between each infection event
% Output: P - Cumulative infection pressure
% P = primary_rate*(infection_time - initial_time) + sum of each column of
% K.*Tdiff
P = exp(a)*(Tvector’-t0*ones(size(Tvector’))) + sum((K.*Tdiff),1)’;
loglikelihood.m
This code computes the log likelihood in Equation 4.6.
function logL = loglikelihood(R,P)
% Input: R - Rate of trees become infectious when they are infectious
% P - Cumulative infection pressure
% Output: LogL - Log likelihood
logL = -sum(P) + sum(log(R));
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posterior.m
This code computes the log posterior based on the formula in Equation 5.2.
function [logL,log_post] = posterior(v,a,B,I,t0,Tvector,Tdiff,size,mu,sd)
% Input: v - Parameters of dispersal kernel
95
% a - Parameter of primary rate epsilon
% B - Basis function matrix
% I - Number of Infectious trees
% t0 - Initial time
% Tvector - Form the time vector with the first I terms being the
% infection time of infectious trees and the rest being
% the last observation time
% Tdiff - Time difference between each infection event
% size - Size of the the dispersal kernel matrix
% mu - Mean of the prior distribution of the parameters
% sd - Standard deviation of the prior distribution of the parameters
% Output: logL - Log likelihood
% log_post - Log posterior distribution
% Calculate the dispersal kernel
K = kernel(v,B,size);
% Calculate the rate of trees become infectious when they are infectious
R = rate(a,K,I);
% Calculate the cumulative infection preasure
P = preasure(a,K,t0,Tvector,Tdiff);
% Calculate the log likelihood
logL = loglikelihood(R,P);
% Calculate the posterior distribution
log_post = logL + sum(log(normpdf([a;v],mu,sd)));
mcmc.m
This code contains the MCMC Metropolis-Hastings Algorithm with both the multi-
variate Gaussian proposal and the adaptive proposal in Section 5.1.4.
name = {’alpha ’;’theta_1 ’;’theta_2 ’;’theta_3 ’;’theta_4 ’;’theta_5 ’;...
’theta_6 ’;’theta_7 ’};
% Number of steps for each parameter
S = 100000;
%%%%%%%%%%%%%%%%%%% WITH MULTIVARIATE GAUSSIAN PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%
% Define the step size
delta = [0.4; 0.13; 0.33; 0.5; 0.84; 0.75; 9; 1.4]; % e.g. Site B1, model M12
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%%%%%%%%%%%%%%%%%%%%%%%%% WITH ADAPTIVE PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Define the step size
delta_alpha = 0.7; delta_theta = 0.85; % e.g. Site B1, model M12
delta = [delta_alpha; delta_theta*ones(Q-1,1)];
% Number of parameters (alpha and theta1 to theta5)
Q = length(delta);
% Total number of steps
T = Q*S;
% Define the initial parameters
ini = parameters(:,end);
% Prior information: mean and standard deviation
mu = [-10; 7; 0; 0; 0; 0; 0; -30];
sd = 10*ones(size(mu));
sizeD = size(D);
% Number of infectious individuals
Infected = size(D,1);







% Storage space for our samples
parameters = zeros(Q,S+1);
parameters(:,1) = ini;
% Storage space for log posterior distribution and log likelihood
log_posterior = zeros(S+1,1);
log_likelihood = zeros(S+1,1);




% Calculate the log posterior distribution and log likelihood given initial






for t = 2:T
%%%%%%%%%%%%%%%%%%% WITH MULTIVARIATE GAUSSIAN PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%




%%%%%%%%%%%%%%%%%%%%%%%%% WITH ADAPTIVE PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Pick a random parameter to propose a new value
id = randsample(1:Q,1);
parameters_star = new_parameters;
if id == 1
parameters_star(id) = normrnd(new_parameters(id),delta(id));
else
parameters_star(2:end) = new_parameters(2:end) + delta(id)*L*randn(Q-1,1);
end
% Calculate the log posterior with new parameters
[log_likelihood_star,log_posterior_star] = posterior(parameters_star(2:end),...
parameters_star(1),M,Infected,Tinitial,Tvector,Tdiff,sizeD,mu,sd);
if isnan(log_posterior_star) == 1




% Calculate the log acceptance ratio
acceptance_log_ratio = log_posterior_star - new_log_posterior;
% Generate a uniform random number
u = log(rand);
%%%%%%%%%%%%%%%%%%% WITH MULTIVARIATE GAUSSIAN PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%
% Accept or reject the candidate
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parameters_acc(id) = parameters_acc(id) + 1;
else
parameters_rej(id) = parameters_rej(id) + 1;
end
%%%%%%%%%%%%%%%%%%%%%%%%% WITH ADAPTIVE PROPOSAL %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Accept or reject the candidate




if id == 1
parameters_acc(id) = parameters_acc(id) + 1;
else
parameters_acc(2:end) = parameters_acc(2:end) + ones(Q-1,1);
end
else
if id == 1
parameters_rej(id) = parameters_rej(id) + 1;
else
parameters_rej(2:end) = parameters_rej(2:end) + ones(Q-1,1);
end
end
% Record the parameters every Q steps








This code evaluates the two-point correlation function in Equation 5.6.
function C = TwoPointCorr(ns,id,radii,nr,D)
% Input: ns - Total number of individuals
% id - Index of the infectious individuals
% radii - A sequence of radius
% nr - Number of the radius
% D - Full distance matrix







for i = 1:(length(radii)-1);





Appendix A MATLAB code
gillespie.m
This code simulates epidemics using the Gillespie algorithm.
function [I,tI] = gillespie(D,a,K,Days)
% Input: D - Full distance matrix
% a - External infection rate parameter
% K - Dispersal kernel
% Days - Duration of the epidemic
% Output: I - A vector of 0 and 1 where 0 denotes susceptible and 1
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% denotes infectious
% tI - Infection time
% Total number of individuals
n = length(D);
% Infected or not
I = zeros(1,n);
% Susceptible or not
S = ones(1,n);




% External infection rate
epsilon = exp(a);
% Sets seed for random number generator
rng(100);
% The Gillespie algorithm
while t < Days
rates = S.*((epsilon*ones(n,1) + K*I’)’);
t = t + exprnd(1/sum(rates),1,1);
ix = randsample(1:n,1,true,rates);
S(ix) = 0;
I(ix) = 1;
tI(ix) = t;
end
