1. Introduction. The Gibbs phenomenon of the Fourier series $\sum_{n=1}^{\infty}\sin nxn$ was early found by W. Gibbs [1] , see A. Zygmund [22] . And further H. Cram\'er [2] , T. H. Grownall [3] , B. Kuttner [4] [5] [6] , $0$ . Sz\'asz [9] [10] [11] , M. Cheng [12] , L. Lorch [13] L. Ching-Hsi [18] , A. E. Livingston [19] and the author [20] investigated the Gibbs phenomenon of the same Fourier series for various kinds of means: Ces\'aro, Riesz, Euler, etc. . The Gibbs phenomenon of the Fourier series of a function which has a discontinuity point of the second kind was recently investigated by S.
Izumi and M. Sat\^o [14] [15] and B. Kuttner [7] [8] . The author [16] [17] proved some theorems concerning the Gibbs phenomenon of the Fourier series of this kind for Ces\'aro means. The object of the present paper is to study the Gibbs phenomenon of such Fourier series for Riesz, Borel, Euler and Hausdorff means. 2 . B. Kuttner [6] , less than the function $k(\lambda)$ defined in [5] . It tends to $0$ as $\lambda\rightarrow 0$ , equals Cram\'er's constant $r_{0}$ when $r=1$ , see [2] , and tends to infinity as $\lambda\rightarrow 2$
. If
, the Gibbs phenomenon persists for the means $(R, n^{\lambda}, \kappa)$ however large rc may be. We shall extend this theorem to the discontinuity point of the second kind satisfying the following conditions, see [14] [15] . That is Theorem 2 is a extension of our previous result ([16] Theorem 4). In order to prove Theorem 2 we use the methods of H. Cram\'er and B.
Kuttner ([2] , [6] ) L. Lorch [13] and $\psi(+0)=\psi(0)=0$ .
We shall prove here the following.
Theorem 9. If $f(t)$ is bounded and For the proof, we need a lemma which is an extention of the Kuttner's.
Proof. Let us now use Euler's summation formula which reads as follows.
where $h(t)$ is continuously differentiable. In (5) we put
say, where
We have first
and hence
which is possible by $a(t)=o (1) 
say.
Since
is bounded, and hence
which is less than $\epsilon$ for small $x$ . Concerning $J_{2}$ we write
is absolutely integrable,
which is less than $\epsilon$ for sufficiently small $x$ .
Thus we have proved that
for sufficiently small $x$ . Thus we get
K. Ishiguro and then by the second mean value theorem
We have now
which is less than 6 for sufficiently small $x$ . Summing up above estimations, we get
Thus the lemma is proved.
We shall now prove Theorem 2. Since
From Theorem 1 and lemma it is sufficient to prove that $\Phi_{g}(u, \theta)\rightarrow 0$ for all $\lambda$ and rc as $ um\infty$ and
It is sufficient to prove for the case
where
We have
from the assumption (1) by integration by parts, and $I_{2}=o(1)$ from the assumption (2) .
This completes the proof of Theorem 2.
Proof of Theorem 5.
It is sufficient to prove that
as $ x\rightarrow\infty$ , where $s_{n}(t)$ is the nth partial sum of the Fourier series of $f(t)$ , i.e.
On the other hand we use the formula, see G. H. Hardy [21] ,
We shall prove $I=o(1)$ , sinc\'e $J=o(1)$ may be estimated quite similarly.
where $\delta$ is a arbitrary positive number sufficiently small.
from the second mean value theorem. From the condition (3)
for sufficiently small
where $A$ is a constant which may be different at each occurrence. Finally
for sufficiently large $x$ , where $\sigma=0(1)$ ,
from the condition (3) .
On the other hand, since
we have
This may be $\pi-\epsilon$ for sufficiently small $\delta$ and for sufficiently large $x$ .
Hence when $u$ varies from $\frac{\pi}{x}$ to $\frac{2\pi}{x},$ $\sin\{x$ sin $(u+\frac{2k\pi}{x})+\frac{1}{2}(u+\frac{2k\pi}{x})\}$ has at most one extremum for sufficiently large $x$ . Hence we put
From the second mean value theorem
where $\frac{\pi}{x}\leqq\eta_{k}<\xi_{k}\leqq\frac{2\pi}{x},$ $\frac{\pi}{x}\leqq\eta_{k}^{\prime}<\xi_{k}^{\prime}\leqq\frac{2\pi}{x}$ , and
from the second mean value theorem and condition (3).
We get $L=o(1)$ similarly.
Thus the theorem is proved for the exponential means. Here we use the Sz\'asz lemma [9] . Let
$=1-4r(1-r)\sin^{2}\frac{u}{2}\leqq 1$ , whence
It is sufficient to prove $\int_{0}^{\pi}f(t+u)\frac{\rho^{n}\sin(n\alpha+\frac{u}{2})}{2\sin\frac{u}{2}}du=o(1)$ from (3) and (4) . $\int_{-\pi}0=o(1)$ may be estimated quite similarly. Next, from (7) $\rho^{2}\geqq(1-r)^{2}+r^{2}\geqq r^{2}$ , so $\rho\geqq r$ and now from (6) $r$ sin $ u=\rho$ sin $\alpha\geqq r$ sin $\alpha$ , hence
It is known that.
$0<u-$ sin $u<u^{8}$ And from
We now have 
If $n$ tends to $\infty$ , or $x$ tends to
On the other hand from (6) $\mu=\frac{1}{u^{a}}\cot^{-1}\frac{1-2r\sin^{2}\frac{u}{2}}{r\sin u}-\frac{\gamma}{u^{2}}$ , and so Let $s_{n}(t)$ be the nth partial sum of the Fourier series of $f(t)$ , then $s_{n}(t)=\frac{1}{\pi}\int_{-\pi}\pi f(t+u)\frac{\sin(n+\frac{1}{2})u}{2\sin\frac{u}{2}}du$ .
Hence the Hausdorff mean of sequence $\{s_{n}(t)\}$ is $h_{n}(t)=\int^{1}\sum_{\nu=0}^{n}(\nu n)s_{\nu}(t)r^{\nu}(1-r)^{n-\nu}d\psi(r)$ Next we use the Sz\'asz lemma [10] ; that is $\mu=O(r)$ for sufficiently small $u$ . 
