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a b s t r a c t
Huang and Kotz (1999) [17] considered a modification of the Farlie–Gumbel–Morgenstern
(FGM) distribution, introducing additional parameters, and paved the way for many
research papers on modifications of FGM distributions allowing high correlation. The first
part of the present paper is a review of recent developments on bivariate Huang–Kotz FGM
distributions and their extensions. In the second part a class of new bivariate distributions
based on Baker’s systemof bivariate distributions is considered. It is shown that for amodel
of a given order, this class of distributions with fixedmarginals which are based on pairs of
order statistics constructed from the bivariate sample observations of dependent random
variables allows higher correlation than Baker’s system. It also follows that under certain
conditions determined by Lin and Huang (2010) [21], the correlation for these systems
converges to the maximum Fréchet–Hoeffding upper bound as the sample size tends to
infinity.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In their pioneering work, Huang and Kotz [17] studied a new modification of the classical FGM distribution, introducing
new parameters, and derived the admissible range of the association parameter. This work motivated many researchers
to investigate newmodifications of classical FGM distributions allowing high correlation. The Farlie–Gumbel–Morgenstern
(FGM) distributions introduced by Morgenstern [22] for Cauchy marginals are an important class of bivariate distributions
with the given marginals FX and FY :
FX,Y (x, y) = FX (x)FY (y){1+ α(1− FX (x))(1− FY (y))}. (1)
This class was investigated by Gumbel [14] for exponential marginals and further generalized by Farlie [10]. The FGM
distribution has a simple analytical form, which is easy to apply; that is why it is attractive tomany researchers dealing with
the modeling of bivariate dependent data. From (1) it is seen that it is impossible to identify the bivariate distribution from
just itsmarginal distributions, since there aremany admissible numbersα allowing (1) to be a bivariate distribution function.
Cambanis [8] showed that for nondegenerate distributions FX and FY , an admissible α lies between αmin = −min{(MFX (1−
mFY ))
−1, ((1 − mFX )MFY )−1} and mF = inf{F(x) : −∞ < x < ∞} − {0, 1},MF = sup{F(x) : −∞ < x < ∞} − {0, 1}.
If FX and FY are absolutely continuous then αmin = −1 and αmax = 1 and Pearson’s coefficient of correlation ρX,Y between
random variables X and Y satisfies
ρX,Y  ≤ 13 .
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Beginning with the Huang and Kotz [17] paper, there have appeared many papers dealing with the modifications of the
FGM distribution allowing high correlation. One of the interesting recent works is Baker [6] in which, beginning with the
novel approach connected with the FGM distribution, a new class of distributions based on order statistics are introduced.
The recent work of Lin and Huang [21] is devoted to the investigation of conditions for the limit of the correlation coefficient
of Baker’s distribution. In this work we consider a new class of bivariate distribution functions constructed by using Baker’s
system based on order statistics of dependent random variables.
This paper is organized as follows. In Section 2 a short review of recent works on the Huang–Kotz FGM distributions
and their modifications and generalizations is given. Here we also describe Baker’s bivariate distribution based on a pair of
order statistics as introduced by Baker [6], and the results of Lin and Huang [21] on the convergence of Pearson’s correlation
coefficient to the Fréchet–Hoeffding upper bound as the sample size tends to infinity. In Section 3, motivated by the works
Baker [6] and Lin and Huang [21], we introduce new bivariate distributions with fixed marginals which are based on pairs
of order statistics constructed from the bivariate sample observations of dependent random variables. It is shown that if the
underlying bivariate distribution possesses the positive quadrant dependent (PQD) (negative quadrant dependent (NQD))
property, then the system considered, for a given order, allows higher positive (negative) correlation than Baker’s system. It
is shown also that under certain conditions determined by Lin and Huang [21], the correlation for these systems converges
to the maximum Fréchet–Hoeffding upper bound as the sample size tends to infinity.
2. A short review of Huang–Kotz FGM distributions and their extensions
A classical FGM distribution (1) has an interesting property discovered by Nelsen [23]. Let X and Y be absolutely
continuous distribution functions with the specified value of the population version of Spearman’s rank correlation
coefficient ρS . For measuring the distance between two bivariate probability densities, such as the joint densities fX,Y (x, y)
and fX (x)fY (y), the χ2-divergence is defined as
χ2(fX,Y ,fX ,fY ) =

R2

fX,Y (x, y)
fX (x)fY (y)
− 1
2
fX (x)fY (y)dxdy.
Nelsen [23] proved that among all bivariate distributions with marginal densities f and g and a given value ρS = ρ0 of
Spearman’s rho, where |ρ0| ≤ 13 , the one whose joint density is closest to the product density of the independent random
variables (in the sense of minimizing the χ2-divergence) is the FGM distribution (1) with parameter α = 3ρ0.
A class of bivariate distribution functions (d.f.) defined in general form as
FX,Y (x, y) = FX (x)FY (y) {1+ αA (FX (x)) B (FY (y))} (2)
is referred to as an FGMclass of distributions. It is assumed thatA(x)→ 0 andB(x)→ 0 as x → 1 and the ‘‘kernels’’A(x), B(x)
satisfy certain regularity conditions ensuring that (2) is a d.f. with absolutely continuous marginals FX (x) and FY (y). This
model was originally introduced by Morgenstern [22] for A(x) = 1− x, B(y) = 1− y, and was investigated by Gumbel [14]
for exponential marginals. The further generalization to the form (2) is due to Farlie [10], and Johnson and Kotz [18]. The
multivariate case has been studied by Johnson and Kotz [18,19] among others. Huang and Kotz [16] use successive iterations
in the original FGM distribution to increase the correlation between components. For example, successive iterations with
uniform marginals give
Hα,β (x, y) = xy {1+ α (1− x) (1− y)+ βxy (1− x) (1− y)} 0 ≤ x, y ≤ 1. (3)
For this distribution, Pearson’s correlation coefficient is ρ(X, Y ) ≡ ρ = α3 + β12 . In this case the admissible range of α is
as above, −1 ≤ α ≤ 1, but the range of β depends on α. The maximal correlation coefficient attained for this family is
ρmax = 0.434, versus ρmax = 13 = 0.333 achieved for α = 1 in the original FGM version.
2.1. Huang and Kotz [17] FGM distributions
Hα (x, y) and H
1
α (x, y) are defined as
Hα (x, y) = xy

1+ α 1− xp 1− yp , p ≥ 1, 0 ≤ x, y ≤ 1. (4)
and
H
1
α (x, y) = xy

1+ α (1− x)p (1− y)p , p ≥ 1, 0 ≤ x, y ≤ 1. (5)
For (4) the admissible range of α and the range for the correlation coefficient are
− (max {1, p})−2 ≤ α ≤ p−1 (6)
−3 (p+ 2)−2 min 1, p2 ≤ ρ ≤ 3p
(p+ 2)2 .
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Similarly for (5), the bounds on α and ρ are
−1 ≤ α ≤

p+ 1
p− 1
p−1
(7)
−12 ((p+ 1)(p+ 2))−2 ≤ ρ ≤ 12(p− 1)1−p(p+ 1)p−3(p+ 2)−2.
The maximal positive correlation

ρ = 38

is attained for p = 2, an improvement over the case p = 1 for which ρ = 13 .
Needless to say,Hα(x, y) andH1α(x, y) actually are copulas. A two-dimensional copula is a function C(x, y) from [0, 1]×[0, 1]
to [0, 1]with the properties:
1. C(x, 0) = 0 = C(0, y), C(x, 1) = x and C(1, y) = y;
2. for every x1, x2, y1, y2 such that 0 ≤ x1 < x2 ≤ 1 and 0 ≤ y1 < y2 ≤ 1,
C(x2, y2)− C(x2, y1)− C(x1, y2)+ C(x1, y1) ≥ 0.
According to Sklar’s Theorem, if FX,Y (x, y) is a joint distribution function with continuous marginal distributions FX (x) and
FY (y), then there exists a unique copula C such that F(x, y) = C(FX (x), FY (y)) (see [27]). The theory and applications of
copulas are well documented in [24].
Exponential marginals
Non-uniform marginals are not considered in [17]. It is interesting to investigate the range of the correlation coefficient
of the Huang–Kotz FGM distribution for non-uniform marginal distributions. We consider, for example, the exponential
marginals FX (x) = FY (x) = 1− exp(−λx), x ≥ 0, λ > 0. From Hoeffding’s formula,
ρ = 1√
Var(x)Var(Y )
 1
0
 1
0
[C(t, s)− ts]dF−1X (x)dF−1Y (y), (8)
where C(t, s) is the copula of X and Y , and FX,Y (x, y) = C(FX (x), FY (y)). Then for the distribution with copula (5) and having
exponential marginals, we can write
ρ = α
 1
0
 1
0
ts(1− tp)(1− sp)
(1− t)(1− s) dtds = α
 1
0
t(1− tp)
(1− t) dt
2
= α (ψ(p+ 2)+ γ − 1)2 ,
where ψ(z) = ddz ln0(z) is the digamma function, 0(z) is the gamma function and γ is the Euler–Mascheroni constant.
Calculations show that ρ increases until p = 6 and then decreases:
p = 1 p = 2 p = 3 p = 4 p = 5 p = 6 p = 7 p = 8 p = 10
0.250 0.347 0.391 0.411 0.421 0.423 0.4215 0.418 0.4079
2.2. Other modifications and generalizations
Bairamov and Kotz [3] provide some theorems characterizing symmetry and dependence properties of the FGM distri-
butions. They also propose a modification introducing an additional parameter n:
Fn,p,α (x, y) = xy

1+ α 1− xnp 1− ynp , p > 1, n ≥ 1, 0 ≤ x, y ≤ 1. (9)
For (9) the admissible range of α is
−min

1
n2

1+ np
n (p− 1)
2(p−1)
, 1

≤ α ≤ 1
n

1+ np
n (p− 1)
p−1
.
The maximal and minimal values of ρ are within the range
−12t2 (p, n)min

1
n2

1+ np
n (p− 1)
2(p−1)
, 1

≤ ρ ≤ 12t2 (p, n) 1
n

1+ np
n (p− 1)
p−1
,
where t (x, y) = 0(x+1)0

2
y

y0

x+1+ 2y
 .
In this case the maximal strongest positive correlation is ρmax = 0.5021 attained at p = 1.496 and n = 3. Hence
the extension (9) can achieve correlation greater than 1/2, compared to the classical FGM where the correlation cannot be
greater than 1/3. Such an extension of the range of the correlation is clearly useful in practical applications.
Consider a general FGM distribution (2). If A(x) = B(x) then this distribution is symmetric, i.e. FX,Y (x, y) = FX,Y (y, x). The
symmetry of the distribution function or copula means that the corresponding random variables X and Y are exchangeable.
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In general, exchangeability of n random variables X1, X2, . . . , Xn means that (X1, X2, . . . , Xn)
d=(Xi1 , Xi2 , . . . , Xin) for all n!
permutations (i1, i2, . . . , in) of (1, 2, . . . , n), where
d= stands for the equality in distribution. It is not difficult to observe
that (4), (5) and (9) are symmetric distributions.
Bairamov et al. [5] considered the nonsymmetric modification of the classic FGM distribution of the form
Fp1,p2,q1,q2,α (x, y) = xy

1+ α 1− xp1q1 1− yp2q2 , p1, p2 ≥ 1; q1, q2 > 1; 0 ≤ x, y ≤ 1 (10)
and showed that (10) is a copula for α satisfying
−min

1,
1
p1p2

1+ p1q1
p1 (q1 − 1)
q1−1  1+ p2q2
p2 (q2 − 1)
q2−1
≤ α
≤ min

1
p1

1+ p1q1
p1 (q1 − 1)
q1−1
,
1
p2

1+ p2q2
p2 (q2 − 1)
q2−1
.
Determination of the admissible range for the association parameter α is an important problem, because for some values of
α (10) may fail to be a distribution function.
It is clear that if p1 ≠ p2 or q1 ≠ q2 then (10) is nonsymmetric.
2.3. The Lai and Xie distribution
Lai and Xie [20] used the uniform representation of the FGM bivariate distribution to introduce and study continuous
bivariate distributions possessing the positive quadrant dependence (PQD) property with the association parameter located
between 0 and 1. Recall that random variables X and Y are called positively quadrant dependent (PQD) if the inequality
P {X ≤ x, Y ≤ y} ≥ P {X ≤ x} P {Y ≤ y} for all x and y,
holds. Let F(x, y) denote the d.f. of (X, Y ) having marginal d.f. FX (x) and FY (y). As pointed out by Lai and Xie [20], for PQD
bivariate distributions the joint d.f. may be written in the form
F(x, y) = FX (x)FY (y)+ w(x, y) for all x and y
with nonnegative w(x, y) satisfying certain regularity conditions ensuring that F(x, y) is a d.f. Lai and Xie [20] consider a
bivariate function
C(u, v) = uv + w(u, v) = uv + αubvb(1− u)a(1− v)a, a, b ≥ 1, 0 ≤ u, v ≤ 1 (11)
and prove that C(u, v) is a bivariate PQD copula for 0 ≤ α ≤ 1.
Bairamov and Kotz [4] showed that (11) is a copula for α satisfying
−min

1
[B+(a, b)]2
,
1
[B−(a, b)]2

≤ α ≤ − 1
B+(a, b)B−(a, b)
,
and possessing the PQD property for α satisfying
0 ≤ α ≤ − 1
B+(a, b)B−(a, b)
,
where
B+(a, b) =

b(a+ b− 1)+√ab(a+ b− 1)
(a+ b) (a+ b− 1)
b−1 
1− b(a+ b− 1)+
√
ab(a+ b− 1)
(a+ b) (a+ b− 1)
a−1
×

(a+ b)b(a+ b− 1)+
√
ab(a+ b− 1)
(a+ b) (a+ b− 1) − b

(12)
and
B−(a, b) =

b(a+ b− 1)−√ab(a+ b− 1)
(a+ b) (a+ b− 1)
b−1 
1− b(a+ b− 1)−
√
ab(a+ b− 1)
(a+ b) (a+ b− 1)
a−1
×

(a+ b)b(a+ b− 1)−
√
ab(a+ b− 1)
(a+ b) (a+ b− 1) − b

. (13)
For example, letting a = 5 and b = 5 we have from (13) and (14) − 1B+(a,b)B−(a,b) = 6.053 × 104, which is far larger
than 1.
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Note that utilizing (4), (5), (9) and (10) one can construct PQD copulas. It is known that most bivariate distributions in
reliability theory are PQD; see e.g., [7]. If we calculate the reliability of a series system assuming that the components are
independent when in fact they are PQD, we will underestimate the system reliability.
Amblard and Girard [1] show that Cθ (u, v) = uv + θϕ(u)ϕ(v) is a copula for all θ ∈ [−1, 1] if and only if the generator
function ϕ satisfies the boundary condition ϕ(0) = ϕ(1) = 0 and the Lipschitz condition |ϕ(u)− ϕ(v)| ≤ |u− v|. Fischer
and Klein [11] consider specific FGM copulas which are generated by a single function ϕ defined on the unit interval and
introduce a class of generators based on density quantile functions of certain univariate distributions. Rodriguez-Lallena
and Ubeda-Flores [25] considered a bivariate function defined on [0, 1]2, given by
C(u, v) = uv + f (u)g(v), (14)
where f and g are two absolutely continuous functions defined on [0, 1] satisfying f (0) = f (1) = g(0) = g(1), and proved
that C is a copula if min{αδ, βγ } ≥ −1. Here α = infu f ′(u) < 0, β = supu f ′(u), γ = infu g ′(u) and δ = supu g ′(u).
Rodriguez-Lallena and Ubeda-Flores [25] consider, as a special case of (14), C(u, v) = uv+ αuavb(1− u)c(1− v)d, (u, v) ∈
[0, 1]2, a, b, c, d ≥ 1, and they obtain admissible bounds for α which depend on the parameters a, b, c, d. This model
generalizes (11) and the admissible bounds coincide with (12) and (13) for a = b and c = d.
3. Baker’s bivariate distribution
Baker [6] considers independent random variables Xi, Yi, from two univariate distributions with d.f. FX and FY ,
respectively. The corresponding pdfs are fX and fY . Let U1 = min(X1, X2) and U2 = max(X1, X2), V1 = min(Y1, Y2) and
V2 = max(Y1, Y2). To obtain positive correlation, Baker randomly chooses either the pair U1, V1 or U2, V2. The random
numbers are now positively correlated, but the marginal distributions are unchanged, because the random choice of either
of two order statistics from a distribution gives a random variable from that distribution. To obtain a negative correlation,
either U1, V2 or U2, V1 is chosen. The bivariate distribution of a randomly chosen pair of order statistics is
1/2× {F 2:2X (x)F 2:2Y (y)+ F 1:2X (x)F 1.2Y (y)}
and on choosing either a pair of order statistics with probability q or the original independent random variables X, Y with
probability 1− q, the bivariate distribution function is
H(x, y) = (1− q)FX (x)FY (y)+ (q/2){F 2:2X (x)F 2:2Y (y)+ F 1:2X (x)F 1.2Y (y)}
= FX (x)FY (y){1+ q(1− FX (x))(1− FY (y))}.
In general let X1, X2, . . . , Xn and Y1, Y2, . . . , Yn be independent and identically distributed (i.i.d.) random variables with
distribution functions (d.f.) FX and FY , respectively. Let Xk:n and Yk:n, k = 1, 2, . . . , n, be corresponding order statistics and
F k:nX (x) = P{Xk:n ≤ x}, F k:nY (y) = P{Yk:n ≤ y}. Baker’s bivariate distribution function is now defined as
H(n)+ (x, y) = 1n
n
k=1
F k:nX (x)F
k:n
Y (y) (15)
H(n)− (x, y) = 1n
n
k=1
F k:nX (x)F
n−k+1:n
Y (y). (16)
For Baker’s bivariate distributionH(n)+ (x, y)with exponentialmarginals FX (x) = FY (x) = 1−e−x, x > 0, Pearson’s correlation
coefficient is ρn = 1 − 1n
n
k=1
1
k , which increases monotonically to 1. The Sarmanov class of bivariate distributions with
joint pdf h(x, y) and marginal pdfs fX (x) and fY (y) is defined as
h(x, y) = fX (x)fY (y){1+ αθ1(x)θ2(y)},
provided θ1 and θ2 are measurable functions satisfying
1+ αθ1(x)θ2(y) ≥ 0 and E(θ1(X)) = E(θ2(Y )) = 0.
For the Sarmanov class with the same marginals the maximum attainable correlation is ρ = 0.6476 (see [26]). This
observation makes Baker’s distribution attractive.
Baker also introduces, as a generalization of (15) and (16),
H(n)r (x, y) =
n
k=1
n
l=1
rklF k:nX (x)F
l:n
Y (y), (17)
where rkl ≥ 0 andnk=1 rkl = nl=1 rkl = 1n , for all k, l = 1, 2, . . . , n. Lin and Huang [21] proved that (17) does not
contain members with a correlation higher than that of (15). That is why the best bivariate distribution with higher positive
correlation among the members (17) is (15). Similar consideration applies for the negative correlation. Lin and Huang [21]
investigate the conditions under which the correlation for (15) converges to the limit. In particular, they show that if either
(i) X ≥ b, Y ≥ c a.s. for some b, c ∈ R and E(Xk:n) ≥ F−1X
 k−1
n

and E(Yk:n) ≥ F−1Y
 k−1
n

for all (k, n), or (ii) X ≤ b, Y ≤ c
a.s. for some b, c ∈ R and E(Xk:n) ≤ F−1X
 k
n

and E(Yk:n) ≤ F−1Y
 k
n

for all (k, n), then limn→∞ ρn = ρ∗, where ρ∗ is the
correlation coefficient of the Fréchet–Hoeffding upper bound [12,15] H+(x, y) = min(FX (x), FY (y)).
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4. A new class of bivariate distributions based on Baker’s construction
Assume that (X1, Y1) and (X2, Y2) are independent and identically distributed random vectors with bivariate distribution
function P{X ≤ x, Y ≤ y} = F(x, y) and marginal distributions FX (x) = F(x,∞), FY (y) = F(∞, y). Consider now bivariate
distributions constructed on the basis of Baker’s bivariate distributions as follows:
K (2)+ (x, y) = 12 {P{X1:2 ≤ x, Y1:2 ≤ y} + P{X2:2 ≤ x, Y2:2 ≤ y}} (18)
K (2)− (x, y) = 12 {P{X1:2 ≤ x, Y2:2 ≤ y} + P{X2:2 ≤ x, Y1:2 ≤ y}} (19)
where X1:2 ≤ X2:2 and Y1:2 ≤ Y2:2 are order statistics of the samples X1, X2 and Y1, Y2, respectively. Using the independence
of vectors (X1, Y1) and (X2, Y2)we have
P{X2:2 ≤ x, Y2:2 ≤ y} = F 2(x, y). (20)
Then using the well known formula F¯(x, y) = P{X > x, y > y} = 1− FX (x)− FY (y)+ F(x, y) it is easy to see that
P{X1:2 ≤ x, Y1:2 ≤ y} = P{X1:2 > x, Y1:2 > y} − 1+ P{X1:2 ≤ x} + P{Y1:2 ≤ y}
= (F¯(x, y))2 + 1− (1− FX (x))2 + (1− FY (y))2. (21)
Analogously,
P{X1:2 ≤ x, Y2:2 ≤ y} = F 2Y (y)− [FY (y)− F(x, y)]2, (22)
P{X2:2 ≤ x, Y1:2 ≤ y} = F 2X (x)− [FX (x)− F(x, y)]2. (23)
Then taking into account (20)–(22) and (23) in (18) and (19) we have
K (2)+ (x, y) = 12 {(F¯(x, y))
2 + 1− (1− FX (x))2 − (1− FY (y))2 + F 2(x, y)} (24)
K (2)− (x, y) = 12 {F
2
Y (y)− [FY (y)− F(x, y)]2 + F 2X (x)− [FX (x)− F(x, y)]2}. (25)
Let the marginal distributions be Uniform(0, 1), i.e. FX (x) = FY (x) = x, 0 < x < 1. Then for Baker’s distributions
H(2)+ (x, y) = 12 {(1− (1− x)
2)(1− (1− y)2)+ x2y2}
H(2)− (x, y) = 12 {(1− (1− x)
2)y2 + x2(1− (1− y)2)}
Pearson’s correlation coefficients are ρ(2)H+ = 13 and ρ(2)H− = − 13 , respectively.
Now assume that
F(x, y) = xy{1+ α(1− x)(1− y)}, (26)
i.e. the classical FGM distribution. Then using Hoeffding’s formula for covariance and (24)–(26) the correlation coefficient
for K (2)+ (x, y) and K
(2)
− (x, y) can be calculated as
ρK (2)+
= 12
 1
0
 1
0

K (2)+ (x, y)− xy

dxdy = 77
150
≃ 0.51333 > ρH(2)+ , for α = 1;
ρK (2)−
= 12
 1
0
 1
0

K (2)− (x, y)− xy

dxdy = − 77
150
≃ −0.51333 < ρH(2)− , for α = −1.
This simple example shows that if in Baker’s model instead of independent variables X and Y with d.f. FX and FY one
considers the dependent variables (X, Y ) with joint d.f. F(x, y) and the same marginal distributions FX and FY , then the
positive correlation may increase and the negative correlation may decrease. Motivated by this fact we now introduce the
following bivariate distributions:
K (n)+ (x, y) = 1n
n
r=1
P{Xr:n ≤ x, Yr:n ≤ y} (27)
K (n)− (x, y) = 1n
n
r=1
P{Xr:n ≤ x, Yn−r+1:n ≤ y}, (28)
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where Xi:n and Yj:n are the ith and jth order statistics constructed on the basis of bivariate observations (Xi, Yi) (i =
1, 2, . . . , n) with joint distribution function F(x, y) = P{Xi ≤ x, Yi ≤ y} and marginal distribution functions FX (x) =
F(x,∞), FY (y) = F(∞, y), so X1:n ≤ X2:n ≤ · · · ≤ Xn:n, Y1:n ≤ Y2:n ≤ · · · ≤ Yn:n. The joint d.f. of Xr:n and Ys:n is given in [9]
(see also [2]) as
P{Xr:n ≤ x, Ys:n ≤ y} =
n
i=r
n
j=s
b
k=a
c(n, k; i, j)pk11pi−k12 pj−k21 pn−i−j+k22 ,
where
c(n, k; i, j) = n!
k!(i− k)!(j− k)!(n− i− j+ k)! , a = max(0, i+ j− n), b = min(i, j)
and
p11 = F(x, y)
p12 = FX (x)− F(x, y)
p21 = FY (y)− F(x, y)
p22 = 1− FX (x)− FY (y)+ F(x, y).
Then
K (n)+ (x, y) = 1n
n
r=1
n
i=r
n
j=r
b
k=a
c(n, k; i, j)pk11pi−k12 pj−k21 pn−i−j+k22 (29)
K (n)− (x, y) = 1n
n
r=1
n
i=r
n
j=n−r+1
b
k=a
c(n, k; i, j)pk11pi−k12 pj−k21 pn−i−j+k22 . (30)
It is clear that the marginal distributions of K (n)+ (x, y) and K
(n)
− (x, y) are again FX (x) and FY (y), i.e. K
(n)
+ (x,∞) = FX (x) and
K (n)− (∞, y) = FY (y).
Let Var(X) = σ 2X and Var(Y ) = σ 2Y . Then the coefficient of correlation of K (n)+ (x, y) and K (n)− (x, y) can be found using
Hoeffding’s formula as
ρK (n)+
= 1
σXσY
 ∞
−∞
 ∞
−∞
[K (n)+ (x, y)− FX (x)FY (y)]dxdy (31)
ρK (n)−
= 1
σXσY
 ∞
−∞
 ∞
−∞
[K (n)− (x, y)− FX (x)FY (y)]dxdy. (32)
The following theorem proves that if the random variables X and Y are PQD, i.e. F(x, y) ≥ FX (x)FY (y) for all (x, y) ∈ R2,
then the positive correlation of K (n)+ (x, y) is greater than that of Baker’s distribution (15). If X and Y are NQD, i.e. F(x, y) ≤
FX (x)FY (y) for all (x, y) ∈ R2, then the negative correlation of K (n)− (x, y) is less than the negative correlation of Baker’s
distribution (16).
Theorem 1. Let F(x, y) ≥ FX (x)FY (y) for all (x, y) ∈ R2; then ρK (n)+ ≥ ρH(n)+ , where ρK (n)+ and ρH(n)+ are Pearson’s correlation
coefficients for the distributions K (n)+ (x, y) and H
(n)
+ (x, y), respectively. If F(x, y) ≤ FX (x)FY (y) for all (x, y) ∈ R, then ρK (n)− ≤
ρH(n)−
, where ρK (n)−
and ρH(n)−
are Pearson’s correlation coefficients for the distributions K (n)− (x, y) and H
(n)
− (x, y), respectively.
Proof. For clarity, consider first the case n = 2. From (24) we have
K (2)+ (x, y) = 12 {(F¯(x, y))
2 + 1− (1− FX (x))2 − (1− FY (y))2 + F 2(x, y)} (33)
and
H(2)+ (x, y) = 12 {(1− (1− FX (x))
2)(1− (1− FY (y))2)+ F 2X (x)F 2Y (y)}.
Since K (n)+ (x, y) andH
(n)
+ (x, y) have the samemarginal distributions by virtue of the Hoeffding representation, it is enough
to show that if F(x, y) ≥ FX (x)FY (y) for all (x, y) ∈ R2 (or F¯(x, y) ≥ F¯X (x)F¯Y (y) for all (x, y) ∈ R2) thenK (2)+ (x, y) ≥ H(2)+ (x, y).
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From (33) we can write
K (2)+ (x, y) = 12 {(F¯(x, y))
2 + 1− (1− FX (x))2 − (1− FY (y))2 + F 2(x, y)}
≥ 1
2
{F¯ 2X (x)F¯ 2Y (y)+ 1− F¯ 2X (x)− F¯ 2Y (y)+ FX (x)FY (y)}
= 1
2
{(1− F¯ 2X (x))(1− F¯ 2Y (y))+ F 2X (x)F 2Y (y)} = H(2)+ (x, y) for all (x, y) ∈ R2.
If X and Y are NQD, i.e. F(x, y) ≤ FX (x)FY (y) for all (x, y) ∈ R2, then from (25) we have
K (2)− (x, y) = 12 {F
2
Y (y)− [FY (y)− F(x, y)]2 + F 2X (x)− [FX (x)− F(x, y)]2}
≤ 1
2
{F 2Y (y)− [FY (y)− FX (x)FY (y)]2 + F 2X (x)− [FX (x)− FX (x)FY (y)]2}
1
2
{F 2Y (y)(1− F¯ 2X (x))+ F 2X (x)(1− F¯ 2Y (y))} = H(2)− (x, y) for all (x, y) ∈ R2.
To prove the theorem for any n we consider the difference of K (n)+ (x, y) and H
(n)
+ (x, y). It is enough to show that if
F(x, y) ≥ FX (x)FY (y) for all (x, y) ∈ R2, then ∞
−∞
 ∞
−∞

K (n)+ (x, y)− H(n)+ (x, y)

dxdy ≥ 0. (34)
Recall that from the definition of K (n)+ (x, y) and H
(n)
+ (x, y) it follows that if (Xr:n, Yr:n) is PQD, i.e. P{Xr:n ≤ x, Ys:n ≤ y} ≥
P{Xr:n ≤ x}P{Ys:n ≤ y} for all (x, y) ∈ R2, then (34) holds. We consider, indeed,
K (n)+ (x, y)− H(n)+ (x, y) = 1n
n
r=1
n
i=r
n
j=r

min(i,j)
k=max(0,i+j−n)
c(n, k; i, j)F k(x, y)[FX (x)− F(x, y)]i−k
×[FY (y)− F(x, y)]j−k[1− FX (x)− FY (y)+ F(x, y)]n−i−j+k
−
n
i
n
j

F iX (x)(1− FX (x))n−iF jY (y)(1− FY (y))n−j

≥ 0,
noting that X and Y are PQD if and only if
F(x, y)F¯(x, y) ≥ (FX (x)− F(x, y)) (FY (y)− F(x, y))
(see Nelsen [24], page 189) and
min(i,j)
k=max(0,i+j−k)
c(n, k; i, j) n
i
  n
j
 = 1
n
j
 min(i,j)
k=max(0,i+j−n)

i
k

n− i
j− k

= 1
(see [13]). 
5. The upper and lower bounds for correlation
Let F be the bivariate distribution function of the random vector (X, Y )withmarginal distributions FX (x) = F(x,∞) and
FY (y) = F(∞, y). The Fréchet–Hoeffding bound for any distribution function G(x, y) is
W−(x, y) ≤ F(x, y) ≤ W+(x, y) for x, y ∈ R,
whereW−(x, y) = max(FX (x)+ FY (y)− 1, 0) andW+(x, y) = min(FX (x), FY (y)) (see [12,24]). From the Hoeffding formula
CovF (X, Y ) =
 ∞
−∞
 ∞
−∞
[F(x, y)− FX (x)FY (y)]dxdy
it follows that Pearson’s correlation coefficient ρ satisfies
ρW− ≤ ρF ≤ ρW+ .
From Theorem 1 it follows now that
ρW− ≤ ρK (n)− ≤ ρH(n)− ≤ ρH(n)+ ≤ ρK (n)+ ≤ ρW+ . (35)
The following theorem is a modification of Theorem 2 of Lin and Huang [21] and follows from (35).
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Table 1
Correlation coefficients ρK (n)+
and ρK (n)−
with F(x, y) = xy{1+ α(1− x)(1− y)}, α = 1, FX (x) = x, 0 ≤ x ≤ 1, FY (y) = y, 0 ≤ y ≤ 1, and ρH(n)+ , ρH(n)− with
the same uniform marginals.
n 2 4 6 8 10 12 15 20
ρK (n)+
0.5133 0.6915 0.7761 0.8247 0.8561 0.8779 0.9006 0.9241
ρH(n)+
0.3333 0.6000 0.7143 0.7778 0.8182 0.8462 0.8750 0.9048
ρK (n)−
−0.5133 −0.6915 −0.7761 −0.8247 −0.8561 −0.8779 −0.9006 −0.9241
ρH(n)−
−0.3333 −0.6000 −0.7143 −0.7778 −0.8182 −0.8462 −0.8750 −0.9048
Table 2
Correlation coefficients ρK (n)+
and ρK (n)−
with F(x, y) = xy{1 + α(1 − x)(1 − y)}, α = 1, FX (x) = x, 0 ≤ x ≤ 1, FY (y) = 1 − exp(−y), 0 ≤ y ≤ ∞, and
ρH(n)+
, ρH(n)−
with the same uniform and exponential marginal distributions.
n 2 4 6 8 10 12 15 20
ρK (n)+
0.4426 0.5951 0.6682 0.7105 0.7379 0.7572 0.7772 0.7980
ρH(n)+
0.2886 0.5196 0.6185 0.6735 0.7085 0.7327 0.7577 0.7835
ρK (n)−
−0.4426 −0.5951 −0.6682 −0.7105 −0.7379 −0.7572 −0.7772 −0.7980
ρH(n)−
−0.2886 −0.5196 −0.6185 −0.6735 −0.7085 −0.7327 −0.7577 −0.7835
Theorem 2. Let F be the bivariate distribution function of the random vector (X, Y )with marginal distributions FX (x) and FY (y)
having the PQD property. Let ρn ≡ ρK (n)+ be the correlation coefficient of K
(n)
+ . If either (i) X ≥ b, Y ≥ c a.s. for some b, c ∈ R and
E(Xk:n) ≥ F−1X
 k−1
n

and E(Yk:n) ≥ F−1Y
 k−1
n

for all (k, n), or (ii) X ≤ b, Y ≤ c a.s. for some b, c ∈ R and E(Xk:n) ≤ F−1X
 k
n

and E(Yk:n) ≤ F−1Y
 k
n

for all (k, n), then limn→∞ ρn = ρ∗, where ρ∗ is the correlation coefficient of the Fréchet–Hoeffding upper
bound H+(x, y) = min(FX (x), FY (y)).
The lower bound can be investigated in a similar way.
6. Numerical analysis
Some numerical calculations of ρK (n)+
, ρK (n)−
, ρH(n)+
, ρH(n)−
for different values of nweremade usingMATLAB, which is one of
the commonly accepted packages for codingmathematicalmodels since it has built-in functions for probability distributions
and allows probabilistic and mathematical operations. Table 1 gives numerical results for Pearson’s correlation coefficient
ρK (n)+
(forα = 1), and ρK (n)− (forα = −1)with F(x, y) = xy{1+α(1−x)(1−y)}, FX (x) = x, 0 ≤ x ≤ 1, FY (y) = y, 0 ≤ y ≤ 1,
and ρH(n)+
, ρH(n)−
with the same Uniform(0, 1)marginals. Table 2 gives numerical results for Pearson’s correlation coefficient
ρK (n)+
and ρK (n)−
with F(x, y) = xy{1 + α(1 − x)(1 − y)}, α = 1, FX (x) = x, 0 ≤ x ≤ 1, F(y) = 1 − exp(−y), y ≥ 0, and
ρH(n)+
, ρH(n)−
with the same marginal distributions FX (x) = x, 0 ≤ x ≤ 1, FY (y) = 1 − exp(−y), y ≥ 0. Comparison of the
numerical results shows that ρK (n)−
≤ ρH(n)− ≤ ρH(n)+ ≤ ρK (n)+ which agrees with Theorem 1 because the FGM distribution
F(x, y) is PQD for α = 1 and NQD for α = −1. It is observed that for identical marginals Uniform(0, 1), ρK (n)+ increases to 1
and so does ρH(n)+
, and ρK (n)−
and ρH(n)−
both decrease to 1. For different marginals, ρK (n)+
and ρH(n)+
increase to ρ∗, and ρK (n)− and
ρH(n)−
both decrease to ρ∗.
In the first submitted version of this paper we enclosed the MATLAB code for the calculation of the results presented in
Tables 1 and 2. One of the referees kindly pointed out that the code is not necessary. We will be glad to provide the MATLAB
code upon request.
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