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Abstract-An example is provided of two convolutional codes that have the same transmission gain but whose dual codes do not. This shows that no analog of the MacWilliams identity for block codes can exist relating the transmission gains of a convolutional code and its dual.
IV. NUMERICALMETHOD
The theorems of Section II suggest the following procedure for finding the maximum-entropy distribution for a given moment vector.
1) Solve first the one-moment problem (which can be accomplished directly since (l,pl) -(X0 = lnpl,Xl = ~/PI)).
2) After having solved the (; -l)-moment problem, test, by means of the criteria provided in Section II, whether the imoment problem has a solution or not.
3) If the i-moment problem satisfies the criteria of Section II, define a "path" of discrete points between (Irki, . . . ,pi-r,~i, ,,,) and (hl, --* ,K) in the b-space (for instance, the points (l,pr, . . . ,pi + n&i, max -pi)/lO), for n = 0, . . . ,lO) and solve, by means of the first-order gradient method, the i-moment problem for the points on this path for successively increasing n. For each iteration, take the solution vector for the previous point as the starting point.
The transmission gain of a convolutional code is defined to be the power series A(z) = Zz=,,a,z n, where a,, is the number of paths of Hamming weight n through the code's state diagram that begin and end in the zero state but do not otherwise pass through the zero state. (By convention we set ac = 1.) If a block code is viewed as a convolutional code with zero memory, the transmission gain is identical to the code's weight enumerator. Since the MacWilliams identity [2, chap. 161 shows that the weight enumerator of a block code is uniquely determined by the weight enumerator of its dual code, it is natural to wonder whether an analogous result holds for transmission gains for convolutional codes. The following simple example shows that it does not.
Let Ci and Cz be the (3,l) convolutional codes with generator matrices 4) If the i-moment problem does not satisfy the criterion of Theorem 2, define a path similar to the one of step 3) between the image of (Xc,. f. &r,O,O) and the point (&PI, e-6 ,pi-r), and proceed as in step 3. (Xc, . . . ,&-I) is the solution of the (i -1) moment problem.
and let C:,Ck be the corresponding dual codes (see [3] for definitions). Then the dual codes C:and C$ can be generated by 5) Continue until the original problem is solved (or until the procedure breaks down).
In short, then, the procedure is a combination of the first-order gradient method and the continuation method.
V. SOMENUMERICALRESULTS
The procedure of Section IV has been implemented on a CHC 6400 computer and has performed satisfactorily for problems of up to eight moments. For moment vectors of the chi-square distribution, for example, it could be demonstrated that for m = 1.5, where m is the degree of freedom, equations (1) and (2) have no solutions for N = 2,4,6; for m = 3,4,5,6,7,8, there were no solutions for N = 3,5,7,9. For all intermediate values of N, the procedure converged and produced solutions within specified tolerance margins. Table I shows All of these matrices yield minimal encoders for their respective codes, and each encoder has only two states which we label 0 and 1. In Fig. 1 (F,) , where F, = 22" + 1 is a Fermat prime, can he used for encoding and decoding of ReedSolomon (RS) codes of length 22". Such an RS decoder is considerably faster than a decoder using the usual radix 2 FFT. This technique applies most ideally to a 16-error-correcting, 256-symbol RS code of 8 bits being considered currently for space communication applications.
This special code can be encoded and decoded rapidly using a high-radix FFT algorithm over GF(F3).
I. INTRODUCTION
In this correspondence, a method is presented to streamline the transform decoding algorithm for Reed-Solomon (RS) codes, discussed in [l] , [2] . This method uses transforms over GF (F,) , where F, = 22" + 1, for n = 1,2,3,4, is a Fermat prime [3], [4] .
Basically, to decode short RS codes over GF (F,) , one can use y = fi as the generator of the transform. The maximum possible transform and code lengths for this generator are only 2n+2 [4] . However, the arithmetic used to perform these transforms is simple and requires only integer additions and circular shifts [5], [61.
To obtain longer RS codes on GF(F,), one must use a generator y with a higher multiplicative order. The generator with highest order is a primitive element. For example, it is well-known that y = 3 is a primitive element in GF(F,). If such a y is used as the generator of the transform, the maximum transform length of 22" can be achieved. Thus RS codes of as many as 22" symbols of 2n bits each can be generated on GF(F,). Since the order of y is a power of 2, a fast Fourier transform (FFT) type algorithm exists on GF(F,,) and can be used to decode such a 22" symbol RS code.
The arithmetic used to perform transforms over GF(F,), using y = 3 as the generator, requires integer multiplications by powers of 3 and integer additions modulo F,. But integer multiplications by powers of 3 modulo F,, are not as simple computationally as multiplications by powers of 2 modulo F,. Since multiplication modulo F,, is the most time-consuming and complicated operation used, it is desirable to reduce the multiplications in order to increase the speed and/or to decrease the complexity of the RS decoder. Towards this end, for y = 3, a high-radix FFT is developed to reduce the number of multiplications modulo F,, required to decode these longer RS codes on GF(F,).
In space communication-link applications, a concatenated coding scheme was proposed [7] to reduce the value of the signal-to-noise ratio required to meet a specified bit-error rate. Such a coding scheme involves the concatenation of a standard 16-error-correcting, 256-symbol RS code with either a K = 7 rate i/2 or a K = 7 rate l/s, Viterbi decoded, convolutional code, where each symbol of the RS code is 8 bits. Such an RS code can be approximated by another RS code of 28 symbols of 8 bits each where each code symbol is an element of GF(Fs). The latter code can use the above-mentioned number-theoretic FFT on GF(Fs) to encode and decode the 28 symbols of the code.
The parity check symbols in this 256-symbol RS code may occur anywhere in the range between 0 and 223. If 223 is observed as a parity check symbol, deliberately change this symbol to 0, now an error. The decoder will then automatically correct this error. Hence an RS code, which is generated in GF(Fs), can replace the original RS code used in concatenation with the convolutional code for this application.
It is shown in this note that an RS code generated in GF(Fs) can be decoded using either a radix 4 or a radix 16 FFT over GF(Fs). This requires, respectively, 30 or 70 percent fewer modulo F,, multiplications than the radix 2 FFT over GF(F,) (see Table I ).
II. HIGH-RADIX
FFT ALGORITHM OVER GF (F,) 
where F, = 22" + 1 is a Fermat prime for n I 4. In (l), the transform length d divides F, -1, a(t) E GF(F,), and y is a primitive dth root of unity which generates the d element cyclic subgroup Gd = h>~~,***,?'~-~>1)
in the multiplicative group of GF(F,). The inverse transform of 
