In practical applications of distributed sensing and prediction over Wireless Sensor Network (WSN), environmental sensing activities are highly dynamic because of the noisy sensory information and mobility of targets. The recent distributed online convex optimization framework has developed the promising approach for solving approximately stochastic optimization problem over network of sensors follows distributed manner. The original distributed saddle point (DSPA) algorithm lacks of considering about the target mobility consequence. In this paper, we propose an integrated mechanism in order to stabilize predictions and achieve better convergence rate in target mobility scenario.
Introduction
Wireless sensor networks research has a long history and takes an important role in remote environmental monitoring and target tracking. In these days, Internet of Thing (IoT) and sensor devices that are smaller, cheaper, and intelligent have widely deployed in many new smart applications like smart home, smart city [1] . In fact, cheap individual sensor devices normally have limited coverage in a small region. While network of sensors could provide collaborated sensing ability that can help to increase learning coverage and performance. However, the cooperative strategy does not always help sensor nodes achieve better decisions deal to noisy information from their neighbor information.
In this work, we consider the dynamic environmental sensing tasks where un-predetermined location sensor nodes and moving target. For those requirements, the system should be ready to noisy information from environmental sensing activities. Centralized mechanism typically requires a centralized server to collect sensory information from all sensors node and perform centralized decisions from collected information. For that reason, it limits the scalable deployment of network of sensors in the unknown environments. Therefore, we are interested in distributed sensing and prediction application over network of sensor nodes. Each sensor node will sense by itself and exchange information with neighbor to improve learning result and make better prediction. This distributed online learning mechanism are well studied in the paper [2] . Moreover, by using the consensus and proximity constraints [2] , [3] , sensor nodes are incentive to cooperate and make similar prediction results due to they are sensing the same target in the same region.
Preliminaries
One of state of the art distributed online convex optimization frameworks is distributed saddle point (DSPA) algorithm with low computation cost and fast convergence rate in distributed online learning. The local convex loss function for each node is denoted by :
f R R to measure the different cost between the estimator with the true observation i . The aggregation problem over N sensors as follows
In order to encourage cooperative learning with small different acceptance in decision the proximity constraints are introduced in the paper [3] ( , ) , .
The problem is in form of stochastic optimization over observations where observations are assumed to follow some unknown independent distributions. Then, Lagrangian functions are approximated to instantaneous Lagrangian for each time slot and apply distributed stochastic saddle point algorithm [2] . The algorithm consists of two update steps for each observation that are primal update uses gradient descent and dual update uses gradient ascent. Under theoretical assumptions, the online algorithm can converge to the saddle point which are the solution of stochastic optimization problem. 
The stochastic Lagrangian function of problem (1) becomes
Then we define an approximation of instantaneous Lagrangian function as
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Numerical results
Simulation Setting: Simulation Setting: We construct a simulation scenario described in Fig. 1 . In the scenario, all sensor nodes are sensing the same source signal within a region via the red lines. While they can communicate with each other and share the learning information via communication links which are the blue lines. Locations of these sensor nodes and target denote by pairs of coordinates. Each random observation at each agent are affected by independent Gaussian noise .
i w The source signal is 1, while all sensors only can get observations i and make prediction i x . The noise assumes to be linearly increase by the distance between the sensors and the target location. In fact, we assume that the higher distance yields to the higher variance in sensing. In the scenario, source signal is moving from position (0.5, 0.5) to (2.5, 2.5) with 10 steps. Each step its location increases by 0.2 in both dimensions. Then for each step tracking, the algorithm will run 200 iterations.
Results: In Fig. 2 , DSPA algorithm shows the huge initial fluctuations and reduce by time of estimations. Although they seem to be close to true signal but still cannot converge due to source signal movement. After 2000 iterations, the source location is near to node 3 then only node 3 estimate correctly while others are overestimate or underestimate the source signal.
To improve the performance, the integrated original DSPA algorithm with sliding windows mechanism produces better convergence and more stable estimation in Fig. 2 . The standard error metric shows the norm difference between true signal and the estimated values. Using MDSPA algorithm, it seems that all of the agent estimations are very close to each other. From beginning, the estimations increase slowly from 0 to 1 for 500 iterations. Then after 500 iterations, all nodes can estimate correctly the source signal without mobility affection. 
Conclusion & Future Work
In conclusion, we introduce integrated windows sliding mechanism with distributed saddle point algorithm that is a distributed online cooperative learning approach in WSN application. Each node measures the difference between its prediction and average of neighbors predictions to detect outliers by the deviation criteria. Then, the average of neighbor predictions are used to correct variant predictions. Therefore, the advantages of MDSPA algorithm are stability and faster convergence compare to the original DSPA algorithm in highly dynamic environment such as moving source signal. In the future work, we advocate to analyze and deal with the moving sensor nodes and other learning tasks. The typical systems are multirobotic systems such as swarm robotics [5] .
