We study annihilating polynomials and annihilating ideals for elements of Witt rings for groups of exponent 2. With the help of these results and certain calculations involving the Clifford invariant we are able to give full sets of generators for the annihilating ideal of both the isometry class and the equivalence class of an arbitrary quadratic form over a local field. By applying the Hasse-Minkowski theorem we can then achieve the same for an arbitrary quadratic form over a global field.
Introduction
The study of annihilating polynomials of quadratic forms originates in the article [Lew87] by David Lewis. Lewis proved that for n ∈ N 0 the polynomial P n = (X − n)(X − n + 2) · · · (X + n − 2)(X + n) ∈ Z [X] annihilates the isometry class of every n-dimensional quadratic form over any field K with char(K) = 2. Since then a number of classes of quadratic forms have been identified for which there exist annihilating polynomials of lower degree, for example positive quadratic forms ( [Lew92] ), trace forms ( [Con87] , [BP97] and [LM00] ) and excellent forms ( [Rüh08] ). Some effort has also been put into determining the ideal consisting of those polynomials which annihilate the whole Witt ring, its fundamental ideal, or its torsion subgroup ( [OG97] and [Wan07] ). A survey of many of the currently known results about annihilating polynomials of quadratic forms can be found in [Lew01] .
In this article we will concentrate on identifying all annihilating polynomials for a given quadratic form ϕ over a local or global field K. More specifically we will give a full set of generators for the annihilating ideal of the isometry class as well as the equivalence class of ϕ, i.e. the ideal in Z[X] consisting of all annihilating polynomials of the isometry class, respectively the equivalence class, of ϕ.
We start with some general results about annihilating polynomials (section 3). There exists a natural setting for the study of these polynomials. Instead of only considering elements of the Witt-Grothendieck ring and the Witt ring, we will more generally study annihilating polynomials of elements of Witt rings for groups of exponent 2. Let R be such a ring, and let x ∈ R. We study the general anatomy of annihilating polynomials of x and use these results to describe a method that allows constructing full sets of generators for the annihilating ideal of x such that the generators have certain nice properties.
In section 4 we study annihilating polynomials of quadratic forms over a local field with finite residue field. We use the fact that over such a field K quadratic forms can be completely classified by the dimension, the determinant and the Clifford invariant. With the help of some calculations involving the Clifford invariant we will be able to fully describe the annihilating ideal of both the isometry class and the equivalence class of a quadratic form over K. By using the HasseMinkowski theorem we will then achieve the same for the isometry and equivalence classes of quadratic forms over global fields (section 5).
Notation
Let N be the set of natural numbers, and let N 0 := N ∪ {0}.
The reader is expected to be familiar with the algebraic theory of quadratic forms over fields. Introductions to this theory can be found in [Pfi95] , [Sch85] or [Lam05] .
Throughout this article K will denote a field with char(K) = 2. All quadratic forms over K are understood to be non-degenerate. Often we will simply use the notion "form" when we are referring to a quadratic form.
Let ϕ be a quadratic form over K. The dimension of its corresponding quadratic space will be denoted by dim(ϕ). If ψ is another quadratic form over K, then we use the notation ϕ⊥ψ, respectively ϕ ⊗ ψ, for the orthogonal sum, respectively tensor product, of ϕ and ψ. For n ∈ N 0 we set n × ϕ := ϕ⊥ . . . ⊥ϕ n-times .
We write ϕ ∼ = ψ to indicate that ϕ and ψ are isometric. If there exists a form χ over K such that ϕ ∼ = ψ⊥χ, then ψ is a subform of ϕ.
Let n = dim(ϕ). Then there exist a 1 , . . . , a n ∈ K * such that ϕ is isometric to a form over K which can be represented by a diagonal matrix with entries a 1 , . . . , a n . We write ϕ ∼ = a 1 , . . . , a n .
For b ∈ K * we set bϕ to be isometric to b a 1 , . . . , a n := ba 1 , . . . , ba n . In particular −ϕ ∼ = −a 1 , . . . , −a n .
Let r ∈ Z. If r ≥ 0 we will often simply write r instead of r × 1 . For r < 0 we use the notation r in the quadratic form context to mean −r × −1 .
If L is a field extension of K, then ϕ L will denote the quadratic form ϕ considered as a form over L.
For the form ϕ we denote by [ϕ] its isometry class. The isometry classes over K form a semi-ring W + (K). If we apply the Grothendieck construction to W + (K) we obtain the Witt-Grothendieck ring W (K). Addition and multiplication in W (K) will be denoted by [ 
, where H := 1, −1 is the hyperbolic plane, is called Witt ring of K. If ϕ and ψ have the same images in W (K), then ϕ and ψ are called equivalent and we write ϕ ∼ ψ. The equivalence class of ϕ is denoted by {ϕ}. We use the same notation for the addition and multiplication in W (K) as for W (K). The fundamental ideal of K is the ideal I(K) ⊂ W (K) consisting of all equivalence classes of even-dimensional forms over K.
For a ∈ K * we denote by a := a(K * ) 2 its class in the square class group K *
. . , a n with a 1 , . . . , a n ∈ K * , then it is clear that replacing a i , i ∈ {1, . . . , n}, by any representative of a i will yield a form isometric to ϕ. Since we are only interested in quadratic forms up to isometry, we allow the notation a 1 , . . . , a n . The invariant det(ϕ) := a 1 . . . a n ∈ K * / (K * ) 2 is the determinant of ϕ, and we set d(ϕ) := (−1)
Finally we will need the Clifford invariant c(ϕ) ∈ 2 Br(K) of ϕ as defined in [Lam05, chapter V, (3.12)] (there c is called the Witt invariant). Here Br(K) denotes the Brauer group of K and 2 Br(K) is its subgroup of elements of order ≤ 2. For a, b ∈ K * we define a,b K to be the quaternion algebra over K with basis 1, i, j, ij such that i 2 = a, j 2 = b, and ij = −ji. Depending on the context a,b K can also stand for its image in Br(K). In these cases we also allow the notation a,b K .
3 Annihilating Polynomials 3.1 Definition. Let R be a unitary, commutative ring, and let ι : Z → R be the canonical homomorphism defined by ι(1) = 1 R . A polynomial P = a n X
Usually we will omit the ι and simply write ax := ι(a)x for a ∈ Z and x ∈ R.
3.2 Remark. It is clear that 0 and annihilating polynomials of degree 0 do not reveal a lot of information about an element x ∈ R. But we admit those polynomials for reasons of completeness and since we want the set of all annihilating polynomials of x to form an ideal.
Recall that a group of exponent 2 is always Abelian. Henceforth we will consider such a group G and its group ring Z[G]. In and notes that for any f ∈ Z[G], since G is a torsion group, the set
is finite. Hence it is possible to define the polynomial ). In the following we will examine the possible shapes of annihilating polynomials for an element x ∈ R.
3.3 Proposition. Let R be a Witt Ring for a group G of exponent 2, and let Q x be a greatest common divisor of all annihilating polynomials of x ∈ R. Then Q x can be chosen to be monic and a product of linear factors. Furthermore Q x (x) is a 2-torsion element of R.
Proof. By the definition of R there exists a canonical projection π :
with π(f ) = x. We have seen that the polynomial P f , as defined in (1), annihilates f . Hence, since π is a ring homomorphism, P f is also an annihilating polynomial of x. Now Q x divides P f and hence can be chosen to be monic and a product of linear factors.
Since Z[X] is Noetherian, and since the set of all annihilating polynomials of x forms an ideal, there exist annihilating polynomials P 1 , . . . , P r ∈ Z[X], elements λ 1 , . . . , λ r ∈ Z[X], and an integer m ∈ Z such that mQ x = λ 1 P 1 + · · · + λ r P r .
It follows that mQ x is an annihilating polynomial of x. Thus and by the definition of a Witt Ring for G the element Q x (x) is 2-torsion.
3.4 Definition. Let R be a Witt Ring for a group G of exponent 2, and let x ∈ R.
(1) The monic polynomial Q x from the previous proposition is called the embracing polynomial of x.
(2) The annihilating ideal of x is the ideal Ann x ⊂ Z[X] consisting of all annihilating polynomials of x.
3.5 Remark. The specific name "embracing polynomial" was chosen in view of the fact that Ann x ⊂ (Q x ) for x ∈ R, and (Q x ) is the unique minimal principal ideal that contains Ann x .
We would like to find a method to explicitly calculate the embracing polynomial. To this end we consider the set of ring homomorphisms Hom(R, Z) and for x ∈ R define the signature set
Since every homomorphism R → Z is induced by a homomorphism Z[G] → Z it follows from the above that S x is finite. Therefore we can define the signature polynomial
is the empty product and hence equal to 1.
3.6 Lemma. Consider a Witt Ring R for a group G of exponent 2 such that Hom(R, Z) = ∅. Then the torsion subgroup R t = χ∈Hom(R,Z) ker(χ).
Proof. Let Nil(R) denote the set of nilpotent elements of R. First we note that Hom(R, Z) = ∅ implies R t = R. , Z) such that p = ker(χ ). Now, since J ⊂ p , χ induces a ring homomorphism χ ∈ Hom(R, Z) and p = ker(χ). Hence we obtain
where Min(R) ⊂ Spec(R) denotes the set of minimal prime ideals.
3.7 Proposition. If R is a Witt Ring for a group G of exponent 2, and if x ∈ R, then the embracing polynomial Q x is equal to the signature polynomial P sign x . Proof. By [KRW72, Theorem 3.9, Propositions 3.15 & 3.16] there are the two possible cases R t = Nil(R) and R t = R. If R t = Nil(R), then by the previous lemma R t = χ∈Hom(R,Z) ker(χ). If R t = R, then we have Hom(R, Z) = ∅ and we can set χ∈Hom(R,Z) ker(χ) = R. In both cases the element x ∈ R is torsion if and only if χ(x) = 0 for all χ ∈ Hom(R, Z). , and since Q x is monic it must also divide P sign x . But now Q x is a product of linear factors, and as
3.8 Example. Let K be a field with char(K) = 2, then it is well-known that the WittGrothendieck Ring W (K) and the Witt Ring W (K) are both Witt Rings for the square class
2 (see for example [Sch85, chapter 2, Theorem 9.1 & Corollary 9.4]). For every field K there exists the dimension homomorphism dim :
If K is formally real, then there exists at least one signature homomorphism W (K) → Z, whence we again obtain
If K is not formally real, then there does not exist a ring homomorphism
Let ϕ be a quadratic form of dimension n over a field K. First we assume that K is not formally real. In this case it is easy to explicitly give the embracing polynomial of both [ϕ] ∈ W (K) and {ϕ} ∈ W (K). Recall that the dimension homomorphism dim :
For the Witt Ring we have Hom(W (K), Z) = ∅, which implies
Indeed 1 divides every annihilating polynomial of {ϕ}, and furthermore, since W (K) is a torsion ring, the element 1 ∈ W (K) is torsion. Now let K be formally real. In this case Hom( W (K), Z) consists of the signature homomorphisms and the dimension homomorphism whereas Hom(W (K), Z) only consists of the signature homomorphisms. Thus for any field K there exists a bijection
where
is the canonical projection. We obtain
3.9 Example. Let K be a field, and let ϕ be an excellent form of dimension n ∈ N 0 over K (for the definition of excellent forms refer to [Kne77] ). Denote by n 0 = n, n 1 , . . . , n h ∈ N 0 the dimensions of the higher anisotropic kernels of ϕ. In [Rüh08] it is shown that the polynomial
annihilates [ϕ] . We can now use the previous results to show that K and ϕ can be chosen such that Ann [ϕ] = Ann {ϕ} = (E n ). This is clear if n = 0, since Ann 0 = (X) over any formally real field K.
Let L be a Euclidean field, and let
is torsion free, and there exist 2 k+1 signature homomorphisms W (K) → Z (see [Lam05, chapter VIII, proposition 4.11]). More precisely, if U ⊂ {0, . . . , k} is any subset, then there exists a unique signature homomorphism χ such that χ({ t i }) = 1 if i ∈ U and χ({ t i }) = −1 otherwise. Consider the form τ := t 1 , . . . , t k over K. Then
We proceed by induction on k to show that for all n ∈ N with 2 k−1 < n ≤ 2 k there exists an excellent n-dimensional subform ϕ of t 0 τ that has Ann [ϕ] = Ann {ϕ} = (E n ). If k = 0, then τ = 1 and ϕ ∼ = t 0 , and the claim follows immediately.
We continue with the case k > 0. Then n 1 = 2 k − n < 2 k−1 . If n 1 = 0, then ϕ ∼ = t 0 τ , h = 1, and
. Otherwise let l ∈ N 0 be minimal such that n 1 ≤ 2 l . By the induction hypothesis there exists an n 1 -dimensional excellent subform ψ of
Hence it follows easily that S [ϕ] = S {ϕ} = {n, −n} ∪ S {ψ K } , which concludes the induction.
Let x ∈ R be any element. We conclude this section by developing a rough concept of the structure of Ann x . More specifically we want to construct a full set of generators for Ann x .
First we need to fix some notation. For a polynomial P = a n X n + · · · + a 1 X + a 0 ∈ Z[X] with a n = 0 we denote by lc(P ) := a n the leading coefficient of P . Furthermore for a ∈ Z \ {0} let v 2 (a) denote the 2-adic valuation of a, i.e. a = 2 v2(a) b with b ∈ Z odd. We set v 2 (0) := +∞.
. If k 0 = 0 we continue by compiling a sequence of polynomials P 1 , . . . , P r ∈ Z[X] together with a sequence of natural numbers k 1 , . . . , k r ∈ N 0 as follows:
Assume that for i ≥ 1 the polynomial P i−1 and k i−1 ∈ N have already been chosen. Then there exists a polynomial P i ∈ Z[X] of minimal degree with the following three properties:
(GP1) The product P i Q x is an annihilating polynomial of x.
(GP2) We have lc(P i ) = 2 ki with k i ∈ N 0 and k i < k i−1 .
(GP3) If P ∈ Z[X] is another polynomial with deg(P ) = deg(P i ) and lc(P ) = 2 l , then k i ≤ l.
If k i = 0, then r = i and the process stops. Otherwise we continue with the construction of P i+1 .
The construction will stop after a finite number of steps since there does exist a monic annihilating polynomial of x. Indeed let π : Z[G] → R be the canonical projection and f ∈ Z[G] such that π(f ) = x. Then the P f as defined in (1) is a monic annihilating polynomial of x.
We note that property (GP2) implies deg(P i ) > deg(P i−1 ) for i = 1, . . . , r.
3.10 Remark. A more general way of choosing the generators of an ideal in Z[X] has been introduced by G. Szekeres in [Sze52] . In fact it will follow from our results further down that in our particular case Szekeres' method and the method introduced above coincide.
Next we show that there exist monic polynomials Q 1 , . . . , Q r such that P i = 2 ki Q i .
3.11 Lemma. If x ∈ R and P ∈ Z[X] with P Q x ∈ Ann x , deg(P ) = d ∈ N 0 , and v 2 (lc(P )) = l, then there exists a P ∈ Z[X] such that P Q x ∈ Ann x , deg(P ) = d, and lc(P ) = 2 l .
Proof. Let lc(P ) = m2 l with m odd, and let k 0 ∈ N 0 be minimal such that 2 k0 Q x ∈ Ann x . It is clear that 2 k0 X d Q x lies in Ann x . Furthermore gcd(m2 l , 2 k0 ) = 2 l with l = min(l, k 0 ). Let α, β ∈ Z such that αm2 l + β2 k0 = 2 l . If we set
then deg(P ) = d, lc(P ) = 2 l , and P Q x is an annihilating polynomial of x.
For x ∈ R and d ∈ N 0 we define
From the previous lemma we can now deduce, that in the above construction of the P i the requirement that P i must have a 2-power leading coefficient is not really a constraint.
3.12 Corollary. Let x ∈ R and P ∈ Z[X] with P Q x ∈ Ann x and deg(P )
l with m ∈ Z odd and l ≥ k 0 = minv x,2 (0), which concludes the proof in this case. Now let d > 0, and let i ∈ {0, . . . , r} be maximal such that deg(P i ) ≤ d. Then by the previous corollary we have minv x,2 (d) = k i . We need to distinguish between the two cases P = P i and P = P i , and we first need to assume that P = P i . In this case we trivially have
has degree strictly smaller than d, and P Q x is an annihilating polynomial of x.
Z. Set c j = 0 for j < 0, and recall that v 2 (0) = +∞. Since deg(P ), deg
Now we consider the case P = P i . By corollary 3.12 we have v 2 (a d ) = v 2 (lc(P )) ≥ k i . Hence there exists an a ∈ Z such that a d = a2
ki . Set d i := deg(P i ). Then the polynomial
has degree strictly smaller than deg(P ), and P Q x lies in Ann
If we assume that c j = 0 for j < 0, then b j = a j − ac di−d+j for j = 0, . . . , d − 1. Now the induction hypothesis states, that if deg(P ) ≥ deg(P i
Thus we can indeed choose P i = 2 ki Q i with Q i ∈ Z[X] monic for i = 0, . . . , r.
3.14 Proposition. Let R be a Witt Ring for a group G of exponent 2, and let x ∈ R. If Q 0 = 1, Q 1 , . . . , Q r ∈ Z[X] and k 0 , . . . , k r = 0 ∈ Z[X] are sequences as constructed above, then
is a full set of generators for Ann x .
Proof. Let B be the ideal of Z[X] generated by the elements of B. It is clear that B ⊂ Ann x . It remains to show that the inclusion Ann x ⊂ B holds as well. Let 0 = P ∈ Z[X] with P Q x ∈ Ann x . We proceed by induction on d := deg(P ).
If 0 = deg(P ), then P = 2 l m with m ∈ Z odd. By lemma 3.13 we have l ≥ minv x,2 (0) = k 0 . Hence there exists some integer b ∈ Z such that P = b2 k0 and therefore P Q x ∈ B.
Now let d > 0, and let i ∈ {0, . . . , r} be maximal such that d ≥ deg(P i ). Let m = lc(P ). By lemma 3.13 we have v 2 (m) ≥ minv x,2 (d) = k i . Again there exists an integer b ∈ Z such that the polynomial
has degree strictly smaller than d, and P Q x is an annihilating polynomial of x. By the induction hypothesis P lies in B, and hence the same holds for P .
Thus we have shown that Ann x = B.
3.15 Remark. It is possible to generalise Lemma 3.13 to the case where we consider an arbitrary ideal A ⊂ R[X] with R a principal ideal domain. Let Q be a greatest common divisor of the elements of A. There exists a sequence of polynomials P 0 , . . . , P r ∈ R[X] with leading coefficients m 0 = lc(P 0 ), . . . , m r = lc(P r ) ∈ R such that P 0 = m 0 , deg(P i−1 ) < deg(P i ) and m i |m i−1 with m i = m i−1 for i = 1, . . . , r, and {m 0 Q, P 1 Q, . . . , P r Q} is a full set of generators of A. Furthermore P 0 , . . . , P r have been chosen such that for any P ∈ R[X] with P Q ∈ A and i ∈ {0, . . . , r} maximal with deg(P ) ≥ deg(P i ) we have m i | lc(P ). In addition we can choose
monic. This is a direct consequence of Szekeres' observations in [Sze52] (see also [Réd67, Theorem 285, §120]). Among other things this implies that we must have m r = 1.
3.16 Remark. Proposition 3.14 raises two main questions:
(1) Are there any restrictions on the differences 
Local Fields
During all of this section let K be a local field with finite residue field. It is well known, that over such a field the third power I 3 (K) of the fundamental ideal I(K) of W (K) vanishes. This implies that equivalence classes of quadratic forms over K are completely classifiable by the dimension modulo 2, the discriminant d, and the Clifford invariant c. It follows that isometry classes of forms over K can be completely classified with the help of the dimension homomorphism, the discriminant, and the Clifford invariant. By means of calculations with these invariants we would like to determine for a quadratic form ϕ over K full sets of generators for Ann [ϕ] and Ann {ϕ} .
Let ϕ be an n-dimensional quadratic form over K. We start with a few observations on Ann [ϕ] . Since K is not formally real, we have seen that Q [ϕ] = X − n. If ϕ ∼ = n, then of course Ann [ϕ] = (X − n). In the other case we will show that there exists a linear factor X − r ∈ Z[X] such that (X − r)(X − n) ∈ Ann [ϕ] . Now we apply proposition 3.14. Since the level s(K) of the local field K is either 1, 2 or 4, and since the equivalence class of 4 × (ϕ⊥ − n) lies in I 3 (K), it remains to check whether 2(X − n) ∈ Ann [ϕ] or not. We obtain
To find a full set of generators for Ann {ϕ} is more complicated, since we have Q {ϕ} = 1. First we exclude the trivial case ϕ ∼ r for some r ∈ Z, since in that case Ann {ϕ} = (2s(K), X − r). In the other case we consider [OG97, Lemma 3.4] which implies that X(X +2) ∈ Z[X] is an annihilating polynomial for every equivalence class of even-dimensional quadratic forms over K. This fact is also a consequence of the calculations concerning the Clifford invariant that we will undertake below. It follows that (X + 1)(X + 3) is an annihilating polynomial for every equivalence class of odd-dimensional quadratic forms. Now if s(K) = 1, then 2 = 0 ∈ W (K) and we can conclude that Ann {ϕ} = (2, X(X + 2)) = (2, X 2 ) for dim(ϕ) even, (2, (X + 1)(X + 3)) = (2, (X + 1) 2 ) for dim(ϕ) odd.
If s(K) = 2 and dim(ϕ) is even, then we only need to check whether the polynomial 2X lies in Ann {ϕ} , since 2X ∈ Ann {ϕ} if and only if 2(X + 2) ∈ Ann {ϕ} . So
Ann {ϕ} = (4, 2X, X(X + 2)) = (4, 2X, X 2 ) or Ann {ϕ} = (4, X(X + 2)).
For the odd-dimensional case it follows that Ann {ϕ} = (4, 2(X + 1), (X + 1) 2 ) or Ann {ϕ} = (4, (X + 1)(X + 3)).
Finally, in the case that s(K) = 4 and dim(ϕ) is even, it suffices to consider the polynomials 2X, 2(X + 2), and 4X. Indeed 2X, 2(X + 2) ∈ Ann {ϕ} would imply 4 ∈ Ann {ϕ} , which is impossible since s(K) > 2. Furthermore, if 4X ∈ Ann {ϕ} , then it follows from 8 × 1 ∼ 0 that also 4(X + k) ∈ Ann {ϕ} for all k ∈ 2Z. But in fact we will see that either 2X ∈ Ann {ϕ} or 2(X + 2) ∈ Ann {ϕ} for any form ϕ over K. Hence we have exactly the two cases
For the case that ϕ is odd-dimensional we obtain
Ann {ϕ} = (8, 2(X + 1), (X + 1) 2 ) or Ann {ϕ} = (8, 2(X + 3), (X + 3) 2 ).
We will now begin our actual calculations. For an element {ϕ} of W (K) to be 0, ϕ must have even dimension, trivial discriminant, and trivial Clifford invariant. An element x ∈ W (K) is 0, if it has dimension 0 and its image in W (K) vanishes. The calculations concerning the dimension are all trivial, and since the discriminant vanishes on the second power of the fundamental ideal, we will only need it below for our calculations concerning the Clifford invariant.
It is necessary that we establish certain formulas for the Clifford invariant. Let ϕ and ψ be quadratic forms over K. Then, by using the formulas (3.15) and (3.16) in [Lam05, chapter V, section3], we obtain . Let a, b ∈ Z and n = dim(ϕ) with n ≡ a ≡ b (mod 2). If we combine (2) with our considerations about the discriminant we obtain
for c((ϕ⊥ − n) ⊗ (ϕ⊥ − r)). Accordingly we have
as a special case of equation (5) Let a ∈ K * . It is well-known that a,−1 K = 1 ∈ Br(K) if and only if 1, 1, −a is isotropic if and only if a is a sum of two squares in K. Using this we can now translate the above tables into the following theorem.
4.2 Theorem. Let K be a local field with finite residue field, and let ϕ be a quadratic form over K with dim(ϕ) = n ∈ N 0 .
(
(2) If ϕ ∼ = n, then
Next we formulate an analogous result for Ann {ϕ} . For the case s(K) < 4 we note that 4× a ∼ 0 for any a ∈ K * . This implies 1, −a ∼ = 1, a . Therefore
Consider the case s(K) = 4. Let a ∈ K * . Assume that 1, a and 1, −a are both anisotropic. Since up to isometry there exists only one anisotropic quadratic form of dimension 4 over K, this implies 1, a ∼ 1, −a . It follows that 4 × a ∼ 0, which is impossible since s(K) = 4. Analogously it can be shown that not both 1, a and 1, −a can be hyperbolic. Hence either a is a sum of two squares in K or −a is a sum of two squares in K.
4.3 Theorem. Let K be a local field with finite residue field, and let ϕ be a quadratic form over K with dim(ϕ) = n ∈ N 0 .
(1) If ϕ ∼ r with r ∈ Z, then Ann {ϕ} = (2s(K), X − r) ⊂ Z[X].
(2) If ϕ ∼ r for all r ∈ Z, and (a) if s(K) = 1, then
(b) if s(K) = 2, and (i) if n is even, then
is a sum of two squares in K, (4, X(X + 2)) otherwise.
(ii) if n is odd, then
(4, (X − 1)(X + 1)) otherwise.
(c) if s(K) = 4, and (i) if n is even, then
4.4 Definition. Let K be a field. We set
4.5 Corollary. Let K be a local field with finite residue field.
(1) If s(K) = 1, then
= (8, 4(X + 1), (X − 1)(X + 1)), Ann W (K) = (8, 4X(X + 1), (X − 1)X(X + 1)(X + 2)).
Proof. The cases s(K) = 1 and s(K) = 2 are clear. Assume that s(K) = 4. We know that X(X + 2) annihilates every even-dimensional quadratic form over K. But if ϕ is a form over K such that {ϕ} is annihilated by 2X, then {ϕ⊥2} is not annihilated by 2X. Now 2(X + 2) annihilates {ϕ⊥2} but not {ϕ}. Hence 2(X + k) ∈ Ann (e)
the claim follows for the even-dimensional case. The odd-dimensional case can be shown in an analogous fashion.
4.6 Remark. The results from the previous corollary coincide with the results presented by Ongenae and van Geel in [OG97, table 1 ]. There it is stated that
In the case that s(K) = 1 it is clear that the previous corollary represents a special case of the results in [OG97] since I(K) = 0 if K is local.
Next we consider the case s(K) = 2. Obviously we have 2I
is not a square in K. Let π ∈ K be a uniformiser. Since K is local it follows that 1, 1, π, π = 2 ⊗ 1, π is up to isometry the unique anisotropic 4-dimensional form over K (compare for example [Lam05, chapter VI, theorem 2.2]). This implies that 2I(K) = 0.
Finally let s(K) = 4. Then obviously I 3 (K) = 0. Furthermore we know that I 2 (K) consists of the two elements 0 and {ϕ}, where ϕ is up to isometry the unique anisotropic 4-dimensional quadratic form over K. Since s(K) = 4 we must have 4 × 1 ∼ = ϕ. This implies 2 × ϕ ∼ 0 and hence 2I 2 (K) = 0.
Global Fields
In this section we will make use of the previous two sections to determine the annihilating ideal of a quadratic form ϕ over a global field K with the help of the Hasse-Minkowski Theorem ([Lam05, chapter VI, Hasse-Minkowski-Principle 3.1]).
Let K be a global field, and let V be the set of equivalence classes of absolute values of K. For every ν ∈ V choose a fixed representative | · | ν : K → R of the class ν. Denote by K ν the completion of K with respect to | · | ν . We can write V as the disjoint union 5.1 Example. We need to study annihilating polynomials of quadratic forms over R and C.
(1) Let ϕ be an n-dimensional quadratic form over R. There exists only one signature homomorphism W (R) → Z. Let s ∈ Z be the signature of ϕ. Since W (R) and W (R) are torsion free, it follows from example 3.8 that
and Ann {ϕ} = (X − s).
(2) Now let ϕ be an n-dimensional quadratic form over C. If n is even, then ϕ is hyperbolic.
For n odd we obtain ϕ ∼ 1 . Hence
and Ann {ϕ} = (2, X) for n even, (2, X + 1) for n odd.
Now the signature homomorphisms W (K) → Z are in one-to-one correspondence with the absolute values ν ∈ V R . More specifically, for every ring homomorphism χ : W (K) → Z there exists a unique ν ∈ V R such that χ equals the concatenation W (K) → W (K ν ) → Z, where the first map is induced by the completion K → K ν and the second map is the unique signature homomorphism W (K ν ) → Z. We denote the signature homomorphism corresponding to a ν ∈ V R by sign ν . For a quadratic form ϕ over K this implies that P ∈ Z[X] is an annihilating polynomial of [ϕ Kν ], respectively {ϕ Kν }, for all ν ∈ V R if and only if P ∈ (Q [ϕ] ), respectively P ∈ (Q {ϕ} ). Hence, once we have calculated the embracing polynomial, we can neglect the real completions of K.
Example 5.1.(2) shows that Q [ϕ] annihilates [ϕ Kν ] for all ν ∈ V C . Furthermore it becomes clear by considering theorem 4.3 that Ann {ϕK µ } ⊂ Ann {ϕ Kν } for all µ ∈ V fin and ν ∈ V C , i.e. every polynomial in Z[X] that annihilates ϕ Kµ also annihilates {ϕ Kν }. These observations show that we do not need to consider the complex completions of K.
5.2 Proposition. Let K be a global field, and let ϕ be a quadratic form over K. We have
and
By combining the previous proposition and theorem 4.2 we obtain:
5.3 Theorem. Let K be a global field, and let ϕ be an n-dimensional quadratic form over K.
(2) If ϕ ∼ = n, and
is not a sum of two squares in K,
where S ϕ = {s, n}.
Proof. The points (1) and (2).(c) are clear.
Let a ∈ K * . The Hasse-Minkowski Theorem states that 1, 1, −a is isotropic if and only if 1, 1, −a Kν is isotropic for all ν ∈ V . In other words a is a sum of two squares in K if and only if a is a sum of two squares in K ν for all ν ∈ V . Obviously we do not have to consider any complex closures of K, and for the real closures we know that a is a sum of two squares in K ν for ν ∈ V R if and only if a is positive with respect to ν. Altogether this means that a is a sum of two squares in K if and only if a is a sum of two squares in K µ for all µ ∈ V fin and a is positive with respect to all ν ∈ V R . Let |S [ϕ] | = 1. This implies that sign ν (ϕ) = n for all ν ∈ V R . In other words the entries of any diagonal representation of ϕ are all positive with respect to all ν ∈ V R . Hence det(ϕ) is positive with respect to all ν ∈ V R , and det(ϕ) is a sum of two squares in K if and only if det(ϕ µ ) is a sum of two squares in K µ for all µ ∈ V fin . Point (2).(a) now follows directly from theorem 4.2 and the Hasse-Minkowski Theorem. Now consider the case |S [ϕ] | = 2. If either s ≡ n + 2 (mod 4) or s ≡ n (mod 4) and det(ϕ) is a sum of two squares in K then our calculations concerning the Clifford invariant imply that Q [ϕ] = (X − s)(X − n) annihilates ϕ Kµ for all µ ∈ V fin . Hence it follows from our previous observations that Ann [ϕ] = ((X − s)(X − n)).
Finally we consider the case that n ≡ s (mod 4) and det(ϕ) is not a sum of two squares in K. The fact that n ≡ s (mod 4) implies that for all ν ∈ V R any diagonal representation of ϕ has an even number of entries that are negative with respect to ν. Therefore det(ϕ) is positive with respect to all ν ∈ V R , and det(ϕ) is a sum of two squares in K if and only if det(ϕ Kµ ) is a sum of two squares in K µ for all µ ∈ V fin . Since det(ϕ) is not a sum of two squares in K, there exists a µ 0 ∈ V fin such that det(ϕ Kµ 0 ) is not a sum of two squares in K µ0 . Our calculations concerning the Clifford invariant imply that Q [ϕ] = (X − s)(X − n) does not annihilate ϕ Kµ 0 . Hence Q [ϕ] does not annihilate [ϕ] . Since 2Q [ϕ] and (X − n)Q [ϕ] do annihilate ϕ Kµ for all µ ∈ V fin , it is now clear that those two polynomials generate Ann [ϕ] .
Again an analogous theorem for Ann {ϕ} demands the distinction of even more cases.
5.4 Theorem. Let K be a global field, and let ϕ be an n-dimensional quadratic form over K.
(1) If ϕ ∼ r for some r ∈ Z, then
(2) If ϕ ∼ r for all r ∈ Z, (a) if |S {ϕ} | = 0, and
(ii) if s(K) = 2, then for n even
is a sum of two squares in K, Next consider the case S {ϕ} = {s, r} with s = r. If s ≡ r + 2 (mod 4), then it follows from our calculations that (X − s)(X − r) annihilates ϕ Kµ for all µ ∈ V fin . Since (X − s)(X − r) = Q {ϕ} we have Ann {ϕ} = ((X − s)(X − r)). If r ≡ s (mod 4) and (−1) r(r−1) 2 d(ϕ) is a sum of two squares in K then the same holds over K µ for all µ ∈ V fin . Thus it follows from 4.1.(2) that (X − s)(X − r) annihilates {ϕ}. Hence we have again Ann {ϕ} = ((X − s)(X − r)).
Finally consider the case that s ≡ r (mod 4) and (−1)
is not a sum of two squares in K. By our observation earlier in this proof we know that (−1) r(r−1) 2 d(ϕ) is positive for all ν ∈ V R with sign ν ({ϕ}) = r. Since s ≡ r (mod 4) the same holds for all ν ∈ V R with sign ν ({ϕ}) = s. Thus there must exist a µ 0 ∈ V fin such that (−1) r(r−1) 2 d(ϕ Kµ 0 ) is not a sum of two squares in K µ0 . By our calculations and the Hasse-Minkowski Theorem Q {ϕ} = (X − s)(X − r) does not annihilate {ϕ}. This implies that we must have Ann {ϕ} = (2Q {ϕ} , (X − r)Q {ϕ} ), which completes the proof of point (2).(c).
5.5 Remark. We can now use the last theorem to formulate a result about Ann W (K) , and Ann W (K) in the case that K is global with s(K) < ∞. But since we will obtain, depending on s(K), exactly the same ideals as in the local case, we simply refer to corollary 4.5.
