



Синтез узагальнених нейронних елементів за допомогою матриць 
толерантності  
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На основі властивостей матриць толерантності і ядер булевих функцій 
встановлено критерій реалізованості функцій алгебри логіки одним 
узагальненим нейронним елементом відносно довільної системи характевів. 
Отримано ряд необхідних та достатніх умов реалізованості булевих функцій 
одним узагальненим нейронним елементом і на основі достатніх умов 
розроблено ефективний алгоритм синтезу цілочислових узагальнених 
нейронних елементів з великим числом входів 
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1. Вступ 
Останнім часом спостерігається активізація теоретичних і практичних 
розробок в області інформаційних технологій та нейрокомп’ютерів. Це 
пов’язано з тим, що з’явився підвищений інтерес до інформаційних систем і до 
нейроподібних структур, які знайшли широке застосування у кодуванні, у 
захисту інформації, у розпізнаванні образів, у прогнозуванні та в інших сферах 
людської діяльності.  
Розв’язування складних прикладних задач за допомогою нейроподібних 
структур стане більш ефективним, якщо в якості базових елементів будемо 
використовувати узагальнені нейронні елементи (УНЕ), які за функціо- 
нальними можливостями перевищують класичні нейронні елементи з 
пороговими функціями активації. Тому обробка інформації у нейробазисі стане 
більш ефективною, якщо будуть використовуватися узагальнені нейронні 
елементи. Для цього необхідно розробити практично придатні методи синтезу 
нейронних елементів з узагальненими пороговими функціями активації та 
синтезу логічних схем із них. 
Про актуальність і практичну цінність розробок нових методів синтезу 
узагальнених нейронних елементів свідчать зростаючи обсяги інвестіції для 
створення програмного і апаратного забезпечення штучного інтелекту. Слід 
відмітити, що особливо важливою вимогою до нових методів синтезу 
узагальнених нейронних елементів є те, щоб ці методи були практично 
придатними для синтезу УНЕ з великим числом входів. Це пояснюється тим, 
що об’єм інформації та ступінь складністі завдань, які розв’язуються у 
нейробазисі, постійно зростає. Тому актуальні дослідження, результати яких 
можуть бути використані при синтезі узагальнених нейронних елементів з 
великим числом входів. Застосування узагальнених нейронних елементів може 






використовуються в задачах розпізнавання, компресії та кодуванні дискретних 
сигналів і зображень. 
 
2. Аналіз літературних даних та постановка проблеми 
На сучасному етапі нейроподібні структури все ширше використовуються 
для розв’язування різних прикладних задач. Свідченням цього є збільшення кі-
лькості наукових публікацій і нових методів навчання (синтезу) нейромереж, 
які використовуються у різних сферах людської діяльності. Розробка нових ме-
тодів обробки даних у нейробазисі є актуальною і практично важливою зада-
чею. Наприклад, в [1] вводиться поняття операційного базису нейромереж і по-
казано його застосування при розробці ефективних методів опрацювання да-
них.У [2] розглядається можливість застосування штучних нейронних мереж 
реального часу в задачах цифрової обробки сигналів, а в роботі [3] досліджу-
ється доцільність застосування нейроподібних структур для розв’язання задач 
передбачення в галузі інтелектуального аналізу даних.  
Область практичних застосувань нейромережних моделей є широкою. Ці 
моделі ефективно використовуються для збільшення роздільної здатності зо-
бражень на основі штучних нейронних мереж [4], для сегментації [5], класифі-
кації і розпізнаванні зображень [6, 7]. На основі нейромереж розробляються ін-
телектуальні блоки різних систем для керування хімічними процесами [8], для 
проведення класифікації хвороб [9]. Ці моделі успішно використовуються для 
діагностування [10], для прогнозування економічних [11], біологічних [12] про-
цесів та прогнозування кількості захворювань на досліджувану хворобу [13]. Як 
показують дослідження, нейромережеві методи широко використовуються для 
компресії дискретних сигналів та зображень [14–16], у банківській сфері для 
оцінки кредитного ризику [17]. 
Слід відмітити, що в основі побудови нейромереж, які використовуються у 
вищенаведених сферах людської діяльності, є різні ітераційні методи та методи 
апроксимації різних порядків. Ці методи вирішують задачі навчання одного 
нейронного елемента з різними функціями активації та навчання нейромереж з 
цих елементів з певної точністю. Однак є задачі, в яких наближенні рішення не 
прийнятні, наприклад, задача про реалізованість булевих та багатозначних ло-
гічних функцій одним нейронним елементом з пороговою функцією активації, 
або узагальненим нейронним елементом відносно заданої системи характерів і 
при синтезі комбінаційних схем із вказаних нейронних елементів. Ці комбіна-
ційні схеми можуть бути успішно використанні при побудові функціональних 
блоків логічних пристроїв для керування технологічними процесами, для комп-
ресії дискретних сигналів, для розпізнавання дискретних зображень тощо. До 
недоліків методів апроксимації і ітераційних методів навчання нейронних еле-
ментів та нейромереж для розв'язування задач реалізованості булевих і багатоз-
начних логічних функцій одним нейронним елементом (нейромережою) можна 
віднести: 
– замість точного розв’язку одержуємо наближений розв’язок задачі (на-
приклад, дискретна функція реалізується одним узагальненим нейронним еле-







казують її не реалізованість (виникає проблема вибору точності, порядку апро-
ксимації і збіжності процесу навчання узагальненого нейронного елемента від-
носно заданої точності)); 
– можливість застосування методів апроксимації і ітераційних методів на-
вчання штучних нейронів з невеликим числом входів (до 50), тоді як біологічні 
нейрони можуть мати тисячі входів. 
Зважаючи на це, слід визнати перспективною розробку методів для переві-
рки реалізованості булевих функцій одним узагальненим нейронним елементом 
відносно довільної системи характерів. Рішення щодо синтезу відповідних уза-
гальнених нейронних елементів при певних обмеженнях на їх ядра можуть бути 
застосовані і в тому випадку, коли застосування методів апроксимації і ітера-
ційних методів є недоцільними або практично неможливими. 
 
3. Ціль та задачі дослідження 
Метою роботи є розробка ефективних методів перевірки реалізованості 
функцій алгебри логіки одним узагальненим нейронним елементом і методів 
синтезу узагальнених нейронних елементів з цілочисловими векторами струк-
тури. На основі цих елементів можна розробити логічні блоки різних пристроїв 
для розв’язування практично важливих задач в області компресії та передачі 
дискретних сигналів, розпізнаванні дискретних зображень, діагностики техніч-
них приладів. 
Для досягнення поставленої мети необхідно: 
– встановити критерій реалізованості булевих функцій одним узагальне-
ним нейронним елементом; 
– мати такі необхідні умови реалізованості функцій алгебри логіки одним 
нейронним елементом з узагальненою пороговою функцією активації, які було 
б легко перевірити; 
– отримати достатні умови реалізованості функцій алгебри логіки одним 
узагальненим нейронним елементом, на основі яких будується алгоритм синте-
зу цілочислових узагальнених нейронних елементів.  
 
4. Математична модель нейронних елементів з узагальненою 
пороговою функцією активації і їх застосування для реалізації булевих 
функції 
4. 1. Критерій реалізованості булевих функцій одним узагальненим 
нейронним елементом 
Нехай H2={–1,1} – циклічна група 2-го порядку, 2 2=nG H H   – 
прямий добуток n циклічних груп H2 і ( )nG  – група характерів [18] групи Gn 
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Нехай Z2={0,1}, i{0, 1,…, 2
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-вимiрний векторний простiр ={ | : }R nV G R    над полем 
R. Елементи ( = 0,1,2, ,2 1)ni i   групи X(Gn) утворюють ортогональний базис 
простору VR [18]. Бульова функцiя в алфавіті {–1,1} задає однозначне 
вiдображення 
2: ,nf G H  тобто fVR. Отже, довiльну бульову функцiю fVR 
однозначно можна записати у виглядi:  
 
0 0 1 1 2 1 2 1
( ) = ( ) ( ) ( ).n nf s s s  
     g g g g  (3) 
 
Вектор 0 1 2 1
= ( , , , )f ns s s 
s  називається спектром булевої функцiї f у 
системi характерiв ( )nG  (у системі базисних функцій Уолша-Адамара [19]). 
З рiзних характерiв ( ),nG  крім головного, побудуємо m-елементну 
множину 
1
{ , , }i i
m
     i вiдносно вибраної системи характерiв розглянемо 
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де вектор 1 0= ( , , ; )m  w  називається вектором структури узагальненого 
нейронного елемента відносно системи характерів   і .nGg  
Якщо для даної функції f:GnH2 і системи 
1
{ , , }i i
m
     існує такий 
вектор 1 0= ( , , ; )m  w , який задоволняє рівність (4), то кажуть, що функція f 
реалізується одним узагальненим нейронним елементом відносно χ. 
Очевидно, що нейронний елемент вiдносно системи характерiв 
1 2 4 12
{ , , , , }n       спiвпадає з нейронним елементом з пороговою функцією 
активації (з пороговим елементом [20]). Для довільної булевої функції 
2: nf G H  завжди можна вибрати таку систему χ, що узагальнений нейронний 
елемент відносно χ реалізує функцію f. Дійсно, якщо не накладати обмеження 
на кількість входів узагальнених нейронних елементів, то в якості χ можна виб-
рати систему характерів 0( ) \ .nG   Тоді з (3) і (4) випливає, що довільна булева 
функція реалізується одним узагальненим нейронним елементом з вектором 







Уолша-Адамара. Далі, крім цього тривіального випадку, з метою зменшення 
кількості входів УНЕ будемо розглядати системи χ, які не співпадають з 
0( ) \ .nG   Очевидно, чим менше елементів у системі χ, тим ефективніше можна 
використовувати ці елементи в нейромережах для компресії, передачі і 
розпізнаванні дискретних сигналів та зображень. 
Нехай  1, , nf x x  булева функція в алфавіті {–1,1}, тобто f:GnH2. 
Розглянемо задачу: чи реалізується функція  1, , nf x x  одним УНЕ відносно 
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і якщо так, то як знайти його вектор структури? 
За допомогою перетворення 
1
' = ( 1)
2
x x  реалізуємо відображення {–
1,1}{0,1} і розглянемо систему  
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За допомогою системи   визначимо:  
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Ядро булевої функції  1, , nf x x  відносно системи характерів   групи Gn 
визначається так:  
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1 1(1) ( 1) = ,f f      
 
де 1( )f i  – кількість елементів множини 
1( )f i  ( { 1,1}).i   
Якщо 1 1(1) ( 1) = ,f f       то ядро ( )K f  не існує і це означає, що 
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Зведене ядро ( )iK f  відносно елемента 1= ( , , ) ( )
i i
i n K f  a  і множину 
зведених ядер ( )T f побудуємо так:  
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де  – сума за модулем 2.  
Нехай  2Z 0,1  і 2
nZ  – n–а декартова степінь множини Z2. Якщо для 
функції 2: nf G H  і системи 
1
{ , , }i i
m
     виконуються умови 
 
1 1(1) ( 1) =f f      і 
1 1
2 (1) ( 1),
mZ f f       
 
тоді функція f є частково визначеною функцією на групі Gm і для таких функцій 
вводимо поняття розширеного ядра відносно системи характерів χ наступним 
чином: нехай 
1( ) ={ , , }qK f a a  – ядро булевої функції f відносно системи 
1
{ , , }i i
m
     і 1(*)f   множина тих наборів з 2
mZ  на яких функція не 
визначена, тоді під розширеним ядром функції f відносно системи χ розуміємо  
 
1 1( , ) ={ , , , , , },q sK f s a a b b   
 
де 1, , sb b  довільні елементи множини 
1(*)f   і 
12 .mq s    Слід відмітити 
[20], що булева функція f одночасно реалізується або одночасно не реалізується 
одним нейронним елементом в різних алфавітах  1,1   0,1 . 
Якщо ввести позначення 1 q 1,..., ,s q s  b a b a  то множина зведених ядер 
булевої функції f відносно системи 
1
{ , , }i i
m







( , ) ={ ( , ) ( , ) | =1,2, , s}.i iT f s K f s K f s i q   a  
 
Нехай Em множина матриць толерантності [21] і 1( ) ={ , , }qK f a a  ядро 
булевої функції f:GnH2 відносно системи характерів 
1
{ , , }i i
m
     групи Gn 
над полем R. З елементів ядра ( )K f  побудуємо матрицю ( )K f   наступним 
чином: першим рядком матриці ( )K f   буде вектор  
 
 (1) (1)1 (1)= , , n   a   
 
з ( ),K f  другим рядком матриці буде вектор  
 
 (2) (2)1 (2)= , , ,n   a   
 
останнім рядком ( )K f   буде  
 
 ( ) ( )1 ( )= , , ,q q q n   a   
 
де ( )i  – дія підстановки qS   на i. Позначимо перші r рядки матриці mL E  
через L(r) і вводимо поняття зображення ядра ( )K f  (розширеного ядра 
( , )K f s ) матрицями толерантності з Em наступним чином: якщо існує такий 
елемент 
qS  і така матриця mL E , що ξ χK (f ) L(q)  ( ,sξ χK (f ) L(q) ), тоді яд-
ро ( )K f  (розширене ядро ( , )K f s ) допускає зображення матрицями толерант-
ності з Em. 
Теорема 1. Булева функцiя f:GnH2 реалiзується одним узагальненим 
нейронним елементом відносно системи характерів 
1
={ , , }i i
m
   групи Gn 
над полем R, тоді і тільки тоді, коли існує ( )K f  і виконується одна з умов: 
1) ядро ( )K f  допускає зображення матрицями толерантності з Em і 
1 1
2 (1) ( 1);
mZ f f      
2) ядро ( )K f  або розширене ядро ( , )K f s  допускає зображення 
матрицями толерантності з Em і 
1 1
2 (1) ( 1).
mZ f f      
Доведення. У випадку 1 12 (1) ( 1)
mZ f f      при умові, що існує 
( )K f теорема доводиться аналогічно до теореми1 в [21]. 
Нехай 1 12 (1) ( 1),
mZ f f      m – множина всіх m–вимірних дійсних 
векторів w, таких, що для всіх різних 1 2 2,






( ( , )ix w  – скалярний добуток векторів xi, w) і LEm. Через h(L(q)) позначимо 
множину m-вимірних булевих векторів побудованих з рядків матриці L(q). Оче-
видно, ( ) ( ( ))K f h K f    для всіх .qS   
Якщо функція f:GnH2 реалізується одним УНЕ відносно системи 
1
={ , , },i i
m
    то згідно [22] ця функція реалізується і алфавіті Z2. Це означає, 
що існує такий вектор 
1( ,..., ) ,m m   w  який задовольняє одну з наступних 
умов: якщо 1( , ) (1),K f s f    тоді  
 
( , )K f s x  і 2 \ ( , )
mZ K f s y  ( , ) ( , ),x w у w   (5)  
 
у протилежному випадку 1( ( ,s) ( 1))K f f      
 
( , )K f s x  і 2 \ ( , )
mZ K f s y  ( , ) ( , ).x w у w       (6) 
 
На основі (5) та властивостей матриць толерантності [21] можна 
стверджувати, що існує така матриця толерантності ,mL Ew  що 
( ) ( ( )).χK f ,s h L q s w  
У випадку (6) маємо 
1
( ) ( ( )),χK f ,s h L q s w  де 1 . w w  Отже, ( )χK f ,s  
допускає зображення матрицями толерантності з Em і необхідність доведена. 
Нехай ( )χK f ,s  допускає зображення матрицями толерантності з Em, тобто 
існує така матриця  
 
1( ) ( 1,2,...,2 ; 1,2,..., ),mij mL E i j m
       
 
що ( ) ( ( )).χK f ,s h L q s   Матриці толерантності = ( )ijL   поставимо у від- 
повідність матрицю * = ( )sjL   наступним чином: 
1= 2 1ns i    і = ijsj   ( ij  – 
інвертоване значення ij ). Визначимо над матрицями толерантності L і 
*L  







   
 За побудовою множини Em [21] для довільної 
матриці LEm існує такий вектор 1( ,..., ) ,m m   w  що 
 




1 2 3 t 1 2 3( , , ..., ) ( ... ; 2 ).
m








З (7) та з рівності ( ) ( ( ))χK f ,s h L q s   безпосередньо випливає, що в мно-
жині m існує такий вектор w, який задовольняє нерівність (5). Це означає, що 
узагальнений нейронний елемент відносно системи характерів   з ваговим ве-
ктором w в алфавіті Z2 реалізує функцію f або .f  Ці функції, або одночасно ре-
алізуються, або одночасно не реалізуються одним узагальненим нейронним 
елементом. Достатність доведена. Отже, теорема доведена повністю. 
Нехай  
 
1 1={ ( , , ) | 0 > > > }m n m m












де * T TL L  w w ww c . Використовуючи поняття зведених ядер булевої функції 
f:GnH2 відносно системи характерів 
1
{ , , }i i
m
     групи Gn на основі 
теореми1 та рівності ={( ) | , , }m m m mE L L E G S
   g g  [21] маємо: 
Теорема 2. Булева функцiя f:GnH2 реалiзується одним узагальненим 
нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn 
над полем R, тоді і тільки тоді, коли існує ( )K f  і виконується одна з умов: 
1) у множині зведених ядер ( )T f  знайдеться хоча б один такий елемент 
( ) ,iK f  який допускає зображення матрицями толерантності з mE
  і 
1 1
2 (1) ( 1);
mZ f f      
2) у множині зведених ядер ( )T f  знайдеться хоча б один такий елемент 
( )iK f  або у множині розширених зведених ядер ( , )T f s  знайдеться такий 
елемент ( , ) ,iK f s  що допускає зображення матрицями толерантності з mE
  і 
1 1
2 (1) ( 1).
mZ f f      
 
4. 2. Необхідні умови реалізованості булевих функцій одним 
узагальненим нейронним елементом 
Перевірка необхідних умов реалізованості булевих функцій одним 
узагальненим нейронним елементом є важливим етапом при синтезі УНЕ. За 
допомогою цих умов на початковому етапі синтезу узагальнених нейронних 
елементів можна виявити функції алгебри логіки, які не можуть бути 







Теорема 3. Якщо булева функцiя f:GnH2 реалiзується одним 
узагальненим нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn над полем R, тоді існує ядро ( )K f  і має місце: 
 
11= ( , , ) ( ) = ( , , ) ( ),mm K f K f       a a  (8) 
 
де i  – інвертоване значення i . 
Доведення. З теореми1 випливає, що існує ядро ( )K f  або розширене ядро 
( , )K f s , яке допускає зображення матрицями толерантності з Em. Отже, існує 
така матриця толерантності LEm і такий елемент qS   або елемент s ,qS   
що виконується одна з рівностей ( ) = ( )K f L q   або ( , ) ( ).K f s L q    Рядки 
матриці L є елементами деякого класу толерантності відносно  
 
1 1: ( , , ) ( , , ) ( = ).n n i ii          
 
Звідси випливає, що передматриця толерантності L(q) одночасно не 
містить вектори  
 
1= ( , , ),m a  1= ( , , ),m a   
 
де 1= ( , , )m a  – довільний рядок матриці L(q) і теорему доведено. 
Вектор 
1 2= ( , , ) Z
m
m  a  передує вектору 1 2= ( , , ) Z
m
m  b  ( ),a b  як-
що ( 1,2,..., ).i i i m    Через Ma  позначимо множину всіх таких векторів із 
2Z ,
m  які передують вектору a. 
Теорема 4. Якщо булева функцiя f:GnH2 реалiзується одним 
узагальненим нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn над полем R, тоді існує ядро ( )K f  і виконується одна 
з умов: 
1) якщо 1 12 (1) ( 1),
mZ f f      то у множині зведених ядер ( )T f  знай-
деться такий елемент ( ) ,iK f  що 
 
( ) ( ) ;i iK f M K f    aa   (9) 
 
2) якщо 1 12 (1) ( 1),
mZ f f      тоді або у множині зведених ядер ( )T f  
знайдеться такий елемент ( ) ,iK f  який задовольняє умову (8), або можна по-
будувати множину розширених зведених ядер ( , ),T f s  яка містить такий еле-








( , ) ( , ) .i iK f s M K f s    aa   (10) 
 
Доведення теореми безпосередньо випливає з правил побудови множини 
розширених зведених ядер ( , ),T f s  теореми 2 і теореми 3 в [23]. 
Нехай = ( )krB   – прямокутна q m  матриця над 2 2, ,
mZ A Z  ie  – орт 






k B   і A  – 
число елементів множини A. 
Теорема 5. Якщо булева функцiя f:GnH2 реалiзується одним 
узагальненим нейронним елементом відносно системи характерів  
 
1
={ , , }i i
m
     
 
групи Gn над полем R, тоді існє ядро 1( ) ={ , , }qK f a a  і має місце: 
1) якщо 1 1
2 (1) ( 1)
mZ f f      і 
12 < 2 ( {1,2, , 2}),j jq j m    то у 
множині зведених ядер ( )T f  знайдеться такий елемент ( )iK f , що  
 
1) {1,2 ,q} ( ( ) ) 1χ ik k K f j    ;   (11) 
 
2) | ( ( ) | 1in K f j   ;   (12) 
 
2) якщо 1 1
2 (1) ( 1),
mZ f f      тоді або у множині зведених ядер ( )T f  
знайдеться такий елемент ( ) ,iK f  який задовольняє умови (10), (11), або мож-
на побудувати множину розширених зведених ядер ( , ),T f s  яка містить такий 
елемент ( , ) ,iK f s  що 
 
3) 12 < s 2 ( {1,2, , 2});j jq j m      (13) 
 
4) {1,2 , } ( ( , ) ) 1;χ ik q s k K f s j      (14) 
 
5) | ( ( , ) | 1.in K f s j    (15) 
  
Доведення. Дано, що функція f:GnH2 реалізується одним узагальненим 
нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn над 
полем R. Нехай 1 12 (1) ( 1),
mZ f f      тоді з теореми 1 випливає існування ядра 
1( ) ={ , , },qK f a a  що допускає зображення матрицями толерантності з Em. Отже, 







ia  ( ( ) 1i  ) позначити перший рядок матриці ( ),K f   то з рівності 
матриць ( ) = ( )K f H q   маємо: 1( ) ( ),iK f H q    де 1 = .i mH H E
a  
Розглянемо вектор 
1= ( , , ) ,m m
  w  координати якого задовольняють 
умови 
 
1 1,    
1
=1






     
 
і систему матриць толерантності 
 
1 11 1
1 1 2 **
1 11 1
00











      
 (16) 
 
де 0t  – нульовий стовпчик розміру 
12 1.t   
Легко бачити, що 
 
*( ) = .T TL L 
w w w
w c     (17) 
 
З побудови вектора w та (16) випливає, що будь–яка матриця mV E
  
задовольняє умову:  
 
{1,2, , } ( ) ( ) 1.nk q k V k L j       
 
Тоді на основі рівності  
 
1 1( ) ( ) (H )i mK f H q E

     і 
12 < 2j jq   ( {1,2, ,j , 2})m   
 
маємо, що {1,2, , }k q   ( ( ) ) 1.χ ik K f j   
Порядковий номер рядка ie  у будь–якій матриці толерантності mV E
  не 
перевищує порядковий номер рядка ie  у матриці ( {1,2, , 1})mL i m  . Отже, з 
нерівності 12 < 2j jq   та побудови матриці Lm випливає | ( ( )) |n V q   
| ( ( )) |= 1mn L q j  . В силу довільності матриці толерантності mV E
  і 
1 1( ) ( ) (H )i mK f H q E

     маємо, що | ( ) | | ( ( )) |= 1i nn A n L q j a  і перша частина 
теореми, коли  
 
1 1
2 (1) ( 1)
mZ f f      і 










2 (1) ( 1)
mZ f f      і функція f:GnH2 реалізується одним 
узагальненим нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn. Тоді на основі теореми 1, або ядро 1( ) ={ , , },qK f a a  
або розширене ядро  
 
1 1,...,( ,s) ={ , , , }q q q sK f  a a a a   
 
допускає зображення матрицями толерантності з Em. Кількість рядків довільної 
матриці толерантності з Em дорівнює 2
m–1
, тому 1q s 2m   і для q s  має місце 
нерівність (13). Нерівності (14), (15) доводяться аналогічно, як вище доводили 
нерівності (11), (12). Отже, теорема доведена повністю. 
Нехай f:GnH2 булева функція і 1( ) ={ , , }qK f a a її ядро відносно 
системи характерів 
1
={ , , }i i
m
    групи Gn над полем R. Через ( ; ( ))s i K f   
позначимо кількість одиниць i-го стовпчика матриці ( )K f   і вводимо позна-
чення ( ) ( ,0).K f K f   
Теорема 6. Якщо булева функцiя f:GnH2 реалiзується одним 
узагальненим нейронним елементом відносно системи характерів 
1
={ , , }i i
m
    групи Gn над полем R, тоді існє розширене ядро 
 
1 1( ,s) ={ , , , ,..., }( 0)q q q sK f s   a a a a  
 
з елементом ( ,s),t K fa  елементи s ,q mS S  , що для розширеного 
зведеного ядра ( , ) ( , )t tK f s K f s  a  і для всіх {2,3, , }i m  має місце 
нерівність 
 
( 1; ( , ) ) ( ; ( , ) ).t ts i K f s s i K f s
 
       (18) 
 
Доведення. Згідно теореми 2 ( , )K f s  допускає зображення матрицями 
толерантності з Em, тобто існує така матриця толерантності LEm і такий 
елемент ,qS  що 
 
( ,s) = ( ).K f L q    (19) 
 
Позначимо перший рядок матриці ( , )K f s   через ( ( ) 1)t t a  і за 
допомогою цього елемента перетворимо рівність (19) так: 
 







Матриця = tL Lw a  визначає вектор ,m
w  усі координати якого від’ємні, 
оскільки перша координата вектора *= ( )T TL L 
w w w
c w  дорівнює 0. Елемент 
mS  виберемо так, щоб координати вектора 1 =

w w  були розташовані у 
порядку спадання. Тоді матриця 
1
= ( ) =t tL L L
  
w
a a  задовольняє умову 
 * 1
1 1 1
= ,T TL L c 
w w w





. З (20) маємо: 
 
1
( ,s) = ( ) = ( ).t χ tK f L q L q
   
 wa a   (21) 
 
Нехай 










порядковий номер рядка b у матриці 
1
( )L q
w  буде менший від порядкового 
номера a, оскільки 1 n
w . Це означає, що для будь–якого {2,3, , }i m , для 
будь-якого {1,2, , s}k q   виконується нерівність: 
 
   
1 1




З останньої нерівності та з рівності (21) безпосередньо випливає нерівність 
 
( 1; ( , ) ) ( ; ( , ) )t ts i K f s s i K f s
 
      
 
і теорема доведена. 
 
4. 3. Достатні умови реалізованості булевих функцій одним узагаль- 
неним нейронним елементом 
У цьому підрозділі розглянемо достатні умови реалізованості булевих 
функцій одним узагальненим нейронним елементом, які можуть бути успішно 
використані для синтезу нейромереж на основі УНЕ з цілочисловими 
векторами структури.  
Нехай p пороговий оператор [23] з мітками ,ka  k  і ( ,s)(s 0)K f   
розширене ядро булевої функції f:GnH2 відносно системи характерів 
1
={ , , }i i
m






























  * 1 1
0 0 0 0
( 1)
0




p K f p K f s L q
 







> 0.k k ktq q q     
Теорема 7. Нехай 
1( ,s) ={ , , }qK f a a  ядро булевої функції f:GnH2 
відносно системи характерів 
1
={ , , }i i
m
    групи Gn над полем R. Якщо мож-
на побудувати таке розширене ядро ( ,s)(s 0)K f   для якого існують такі 
елементи ( ,s),k q sK f S  a  та ,k mS   що для розширеного зведеного ядро 
( , ) ( , )k kK f s K f s  a  має місце 
 
 ( , ) ( , ) ,kkk kK f s p K f s    a                 (23) 
 
тоді функція f реалізується одним узагальненим нейронним елементом віднос-
но системи характерів  . 
Доведення. Для доведення теореми достатньо показати, що матриця 
 ( ,s)kkkp K f  a  є передматрицею толерантності деякої матриці .mL E  
Покажемо, що існує такий m-вимірний дійсний вектор 1= ( , , )m w , який 
задовольняє умову 
 
2( ,s), \ ( , )
k kmk k
k kK f Z K f s
  
    x a y a  
( , ) > ( , )x w y w   (24) 
 
За умовою (23) матриця ( , )kK f s   допускає зображення (22), отже, 0t  – 
найменше таке додатне ціле число, що 
0
= 0ktq   і 1
0
= = = 0.k kt n j
k
q q   Позначимо 
через 0 1
0




( ( , )), , ( ( , )),tp K f s p K f s    
 























  послідовно знаходимо з рівностей: 
 
1
1 1 1 0
( ,( , , , , ,0, ,0))
( ,( , , ,0, ,0)), =1, , ( = 1);




r t t t

  
   
   
z
z
   (26) 
 
3) 1 1= = = ( ,( , , , ,0, ,0)) 1.j t m t j j t
k k k
       z    (27) 
 
Побудований таким чином вектор 
1= ( , , )m w  задовольняє умову (24). 
Тоді з [22] випливає існування такого вектора m




 що *( ) = .T TL L 
v v v
w c  Отже, з елементів розширеного зведеного ядра 
( ,s)kK f  можна побудувати передматрицю толерантності ( s)L q v  і згідно 
теореми 2 (у випадку 
0 2t  )  функція f реалізується одним узагальненим ней-
ронним елементом відносно системи характерів χ. Якщо 
0 = 0t  або 0 =1,t  то з 
властивостей матриць толерантності множини 
mE
  випливає, що розширене зве-
дене ядро ( , )kK f s   допускає зображення матрицями толерантності з mE
  і 
теорему доведено.  
На множині координат  1,..., m   вектора  
 
1 2( ,..., ,..., ,..., )
m
j j t m Z     a   
 
для фіксованих t та j ( 2j  ), аналогічно до того як в [23], послідовно визначимо 
систему функцій 0 1, ,..., tj j j    наступним чином:  
 
, if   1;
( ) = ( ), if   = ;
, if   > t;
i
k
j i i k
i
i j




    
 




0 10,1,..., ; , , , {1,2, , 1}.tk t r r r j     
 









2 1 1: ( ={0,1, , }, 2 )
t m m







( ) = ( ( ), , ( ), ( ), ( ), ,
( ), ( ), , ( ))
t t t
j j j j j j j j
t t t
j j t j j t j m
 
  
        
     
a
   (29) 
 
і визначимо функціонал t
jv  на множині 2




( ) = ( ) ( ),
t
m t t i
j j i j j i




       a a  (30) 
 
де ( ) ={1,2, , } \{ , 1, , }.tI j m j j j t   За допомогою функціоналу 
t
jv  для 
кожного {0,1, , }k t  побудуємо множину бульових векторів 
( , )r t
k
j kF   так: 
 
( , ) *={ ( 0 0) | ( ) 1},
r t tk
j k j k jF h L v j   a a  (31) 
 
де *( 0 0)j kh L   – множина булевих векторів, яка побудована з рядків матриці 
 * 0 0j kL  . 
Нехай 
1( ) ={ , , }qK f a a  ядро булевої функції f:GnH2 відносно системи 
характерів 
1
={ , , }i i
m
    групи Gn над полем R. Аналогічно до теореми 5 в 
[23] для узагальнених нейронних елементів маємо: 
Теорема 8. Якщо у розширеному ядрі 1( ,s) ={ , , }q sK f a a  (s0, q+s2
m–1
) 
булевої функції f:GnH2 відносно системи характерів 
1
={ , , }i i
m
    групи Gn 
над полем R, у групі Sm відповідно існують такі елементи ,a  і такі цілі числа 










K f h L F   

 
   
a  (32) 
 
тоді функція f реалізується одним узагальненим нейронним елементом 
відносно системи характерів χ. 
Розглянемо узагальнення системи функцій ( 0,1,2,..., )kj k t   і функціоналу 
t
jv . Нехай 1 2= ( , , , , , , ) Z ,
m
j j t m    a  {0,1, , },t m j   (j2). Для 









( ) = {( , , ) | ... =
1, , , {1,2, , }}
j d d
d
d u u u u
j u u j d
 
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Нехай 1=( , , ) ,l ju u U
u




-вимірність вектора u) і будуємо систему 
функцій ( ,0) ( ,1) ( , ), ,..., tj j j  











, if  ,
2 , if   < ,
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          

  







  (34) 
 





 то ( , ) = .k kj j 
u  Для фіксованих  
 
{2,3, , }, {0,1, , }j m t m j    і 1= ( , , )l ju u U
u
u   
 
задаємо відображення  
 
( , ) 1
2 1
=1
: c = 2 1
l
t m m p
j c p
p
Z Z u 
 








( , ) ( , ) ( , ) ( ,0) ( ,1)
1 1 1
( , ) ( , ) ( , )
1
( ) = ( ( ), , ( ), ( ), ( ),
..., ( ), ( ), , ( ))
t t t
j j j j j j j j
t t t
j j t j j t j m
 
  
        
     
u u u u u
u u u
a
  (35) 
 
і визначимо функціонал ( , )tjv
u  на множині 2








( , ) ( , ) ( , )
2
( ) =0
( ) = ( ) ( ),
t
t
m t t i
j j i j j i
i I j i
Z v 

       u u ua a   (36) 
 
де ( ) ={1,2, , } \{ , 1, , }.tI j m j j j t   
Через функціонал ( , )t
jv
u  задаємо множину булевих векторів 






( , , ) * ( , ) 1
=1
= ( 0 0) | ( ) 2 ,
l
r t t pk
j k j k j p
p



























Теорема 9. Якщо у розширеному ядрі 
1( ,s) ={ , , }q sK f a a  (s0, q+s2
m–1
) 
булевої функції f:GnH2 відносно системи характерів 
1
={ , , }i i
m
    групи Gn 
над полем R, у групі Sm і в ножині Uj відповідно існують такі елементи , ,a u  і 
такі цілі числа 1
0 1 0
=1





r r r r u 
 






( , , )
=0






K f s h L F   

 
   
u
a  (38) 
 
тоді функція f реалізується одним узагальненим нейронним елементом 
відносно системи характерів χ. 
Доведення. Дано, що відносно елементів ( , ), mK f s S

 a  і 
1= ( , , )lu u
u
u  справджується рівність (38). Покажемо, що тоді можна 
побудувати вектор 1= ( , , ),m w  який задовольняє умову  
 
2( ,s), \ ( , )
mK f Z K f s       x a y a  ( , ) > ( , ).x w y w  (39) 
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Тоді з (38) безпосередньо випливає (39) і згідно теореми 7 можна показати 
існування такої матриці толерантності 1 ,mL E
  перші q+s рядки якої можуть 
бути побудовані з елементів розширеного ядра ( , ).K f s  a  Отже, існує такий 
елемент 
s ,qS   що 1( , ) = ( )K f s L q
 
 a  і теорему доведено. 
Розглянемо синтез нейронного елемента з узагальненою пороговою 
функцією активації відносно системи характерів  
 
10 1 10 21 2 10 12 2
={ , , }.х x x          
 
Нехай n=10 = (0,0,0,0,0,1,1,1,1,1),ia  
 
1 2 3 4 5 6 7 8 9 10
= ,
10 9 8 7 6 5 4 3 2 1
 
   
 
 
0 1 2 3= 5, = = 3, = 2, =1,j r r r r  4 5= = 0r r  і 5= (2,1,1) .Uu  
Для довільного вектора 101 10 2= ( , , ) Z  a  визначимо 
( ,3)
5
u :  
 
( ,3) ( ,3) ( ,3) ( ,3)
5 5 1 5 2 5 3( ) = ( ( ), ( ), ( ),      
u u u u







( ,3) ( ,0) ( ,1) ( ,2) ( ,3) ( ,3) ( ,3)
5 4 5 5 5 6 5 7 5 8 5 9 5 10
1 2 3 4 5 6 7 8 9 10
( ), ( ), ( ), ( ), ( ), ( ), ( )) =
( , ,2 ,4 ,6 ,6 ,7 ,8 ,9 ,9 ).
             
          
u u u u u u u
  
 
Послідовно побудуємо ( ,3,3) ( ,3,3) ( ,2,3) ( ,1,3)
5 6 7 8, , ,F F F F
u u u u  за правилом 
 
 ( , , ) * ( , ) 2= ( 0 0) | ( ) 2 1 1 2 1 2 ,r s skj k j k jF h L v       
u u





















Згідно теореми 9  
 
1 2 3 4= = 1, = 2, = 4,         
 
5 6 7 8= = 6, = 7, = 8,        
 
9 10= = 9.     
 
Отже, якщо 1( ,0)= (1)K f f   , тоді нейронний елемент з ваговим вектором  
 
1
1 = ( 9, 9, 8, 7, 6,6,4,2,1,1)i
      w a w   
 
і порогом [20] 
1
0 1= ( , ) = 6i
 a x w  ( = ( ,0,0,0,0,0),x z z  – останній рядок матриці 
толерантності L5) реалізує функцію 1 10( , , )f x x  відносно системи характерів χ 
в алфавіті  0,1 . У протилежному випадку, 1( ,0)= ( 1),K f f     функція 
1 10( , , )f x x  реалізується нейронним елементом з вектором структури  
 
2[ = (9,9,8,7,6, 6, 4, 2, 1, 1); 5]     w   
 







Зауваження. Операція aw  булевого вектора 1( ,... )m  a  на дійсний 
вектор 
1( ,..., )m  w  визначається так: 
1
1(( 1) ,...,( 1) ).
m
m
    aw  
 
5. Обговорення результатів дослідження синтезу узагальнених 
нейронних елементів 
На основі отриманих необхідних і достатніх умов реалізованості функцій 
алгебри логіки одним узагальненим нейронним елементом відносно системи 
характерів 
1
={ , , }i i
m
    побудуємо алгоритм синтезу таких нейронних 
елементів. 
Алгоритм синтезу узагальнених нейронних елементів  
Крок 1. Нехай задана булева функція f:GnH2 і система характерів 
1
={ , , }i i
m
    групи Gn над полем R. Шукаємо ядро ( ).K f  Якщо ядро існує, 
то переходимо до кроку 2, а в протилежному випадку робимо висновок, що фу-
нкція f не реалізується одним узагальненим нейронним елементом відносно си-
стеми характерів 
1
={ , , }i i
m
    і алгоритм завершує роботу. 
Крок 2. Перевіримо необхідні умови реалізованості функції f одним уза-
гальненим нейронним елементом відносно системи χ (теореми 3–5). Якщо не 
виконуються умови хоча б одної з теорем, то функція f не реалізується одним 
УНЕ відносно системи χ і алгоритм завершує роботу, а в протилежному випад-
ку розширене зведене ядро, що задовольняє умови всіх трьох теорем позначимо 
через ( ,s)( 0)K f s   і переходимо до кроку 3. 
Крок 3. На основі зведеного ядра ( ,s)( 0)K f s   послідовно будуємо еле-
менти множини зведених ядер ( ,s),T f  до побудованого зведеного ядра засто-
совуємо теорему 6 і перевіримо рівність (23). Якщо рівність (23) виконується, 
то згідно теореми 7 знаходимо вектор структури узагальненого нейронного 
елемента відносно системи характерів χ, що реалізує функцію f в алфавіті {0,1} 
і синтез УНЕ завершено. 
Якщо жодне зведене ядро з ( ,s)T f  не задовольняє рівність (23), то віднос-
но ( ,s)( 0)K f s   перевіряємо умови теорем 8 і 9.  
Якщо ( ,s)( 0)K f s   задовольняє умови теореми 8, то вектор структури 
узагальненого нейронного елемента, що реалізує функцію f відносно системи χ, 
в алфавіті  0,1  знаходиться за теоремою 5 [23]. 
Якщо ( ,s)( 0)K f s   задовольняє умови теореми 9, то вектор структури 
УНЕ, що реалізує функцію f в алфавіті {0,1} відносно системи χ, знаходиться 
згідно цієї теореми. 
Якщо умови жодної з трьох теорем (7,8,9) не виконуються, то синтез УНЕ 
для реалізації функції f відносно системи χ є не успішним і алгоритм завершує 
роботу. 
Зауваження 1. Якщо кількість входів УНЕ не обмежується зверху (макси-









–1), то розширюємо систему χ, додавши до неї новий або нові хара-
ктери групи Gn над полем R. 
Приклад. Нехай f:GnH2 булева функція, 
1 8
={ , , }i i    система 
характерів групи Gn над полем R (n натуральне число, що задовольняє 
нерівність 2
n
>8) і  
 
1(1) (11100001),  (11000001),  (11110001),  (11010001),f    
(11101001),(11001001),(11111001),(01100001).(01000001),(10100001)}.  
 




1 1 1 0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 1 0 0 1 0 0 0 0
1 1 1 1 0 0 0 1 0 0 0 1 0 0 0
1 1 0 1 0 0 0 1 0 0 1 1 0 0 0
1 1 1 0 1 0 0 1 0 0 0 0 1 0 0( )
( )
1 1 0 0 1 0 0 1 0 0 1 0 1 0 0
1 1 1 1 1 0 0 1 0 0 0 1 1 0 0
0 1 1 0 0 0 0 1 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1 1 0 1 0 0 0 0
































0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
( ) ,
1 0 1 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 1 0 0 0 0
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Елемент   визначається за теоремою 6. Зведене ядро 1( )K f  задовольняє 










0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
( ) .
1 0 1 0 0 0 0 0 (3)
0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
(2)
1 0 0 1 0 0 0 0



























       * * *1 3 3 4 500000 (3)00000 (2)0000 (1)000K (f ) L L L L      . 
 
Позначивши останні рядки блоків  *3(3)00000 ,L   *4(2)0000 ,L   *5(1)000L  ві-
дповідно через 
0 (01100000),z  1 (10010000),z  2 (00001000)z  вектор струк-
тури узагальненого нейронного елемента в алфавіті {0,1}, що реалізує функцію 
f:GnH2 з ядром 
1( ) (1)K f f    відносно системи характерів 
1 8
={ , , },i i    
знаходимо згідно теореми 7: 
 
 1 2 3 4 5 6 7 8 0, , , , , , , ; ;         w  
 
 1 1 2 3, , ;   w  
 
1 2 1 3 1 21, 1 2,  1 4;                 
 
 1 1, 2, 4 ;   w  
 
 42 1, 2, 4, ;    w  
 
   0 1 1 2 4, , 5;   z w z w  
 







   1 2 2 3 5, , 6;   z w z w  
 
 6 7 81, 2, 4, 5, 6, , , ;        w  
 
 6 7 8 2 3, 1 7;        z w  
 




1,1,1,0,0,0,0,1 5, 6, 1, 2, 4, 7, 7, 7
(5,6,1, 2, 4, 7, 7,7).
 
         





0  визначається так:  
 
1 *
0 1 2( , ) 13.
  a z w  
 
Якщо 1( ) (1)K f f  , тоді узагальнений нейронний елемент з ваговим век-
тором  
 
* (5,6,1, 2, 4, 7, 7,7)    w   
 
і порогом 0 13   реалізує функцію f в алфавіті {0,1} відносно системи харак-
терів 
1 8
={ , , },i i    а в протилежному випадку, тобто коли 
1( ) ( 1),K f f    
функція f реалізується одним узагальненим нейронним елементом в алфавіті 
{0,1} з ваговим вектором  
 
** * ( 5, 6, 1,2,4,7,7, 7)      w w   
 
і порогом *0 0 1 12.       
Зв’язок між векторами структури нейронних елементів, які реалізують од-
ну й ту ж саму функцію в різних алфавітах {0,1} і {–1,1}, встановлено в [20]. 
 
6. Висновки 
1. Розширення функціональних можливостей нейронних елементів шляхом 
узагальнення функцій активації забезпечує більш ефективного використання 
цих елементів в задачах обробки дискретних сигналів та зображень. Однак для 
успішного застосування узагальнених нейронних елементів в області компресії 
і передачі дискретних сигналів, класифікації і розпізнаванні дискретних зобра-






кцій алгебри логіки на таких елементах і методи синтезу цих елементів з вели-
ким числом входів.  
2. На основі наведених в роботі результатів про будову ядер та розшире-
них ядер булевих функцій відносно системи характерів і властивостей матриць 
толерантності отримано: 
– якщо для булевої функції існує ядро відносно заданої системи характе-
рів, то функція реалізується одним узагальненим нейронним елементом віднос-
но системи характерів тоді і тільки тоді, коли ядро або розширене ядро функції 
допускає зображення матрицями толерантності; 
– ефективні необхідні умови перевірки реалізованості булевих функцій од-
ним узагальненим нейронним елементом відносно системи характерів; 
– достатні умови реалізованості функцій алгебри логіки одним узагальне-
ним нейронним елементом відносно системи характерів на основі яких розроб-
лено алгоритм синтезу цілочислових узагальнених нейронних елементів з вели-
ким числом входів.  
3. Одержані в роботі результати можуть бути використані при розробці 
ефективних методів синтезу нейромережевих схем із цілочислових узагальне-
них нейронних елементів з великим числом входів для кодування, класифікації, 
розпізнаванні дискретних сигналів та зображень. 
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