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Kurzfassung
Der durch Smartphones generierte Datenverkehr in Mobilfunknetzen steigt seit Jahren
unabla¨ssig an. Dazu tra¨gt sowohl die steigende Verbreitung der Smartphones, als auch die
immer gro¨ßer werdenden Bandbreitenanforderungen z.B. durch Audio- oder Videostreaming
bei. Um den Zuwachs an no¨tiger Bandbreite zu reduzieren, soll entstehender Traffic, von dem
Mobilfunknetz auf lokale WLAN Kommunikation verschoben werden. Eine besondere Art
dieser Auslagerung bezeichnet man als ”Opportunistic Traffic Offloading“. Dabei tauschen
benachbarte Smartphones beispielsweise per WLAN Daten aus, wenn sie sich begegnen. Im
Laufe dieser Arbeit werden Algorithmen vorgestellt, die anhand der Positionsdaten von
Smartphones besonders gu¨nstige Ziele, das heißt Smartphones mit einer hohen Anzahl an
Begegnungen, bestimmen. Diesen Zielen kann per Mobilfunk die entsprechende Nachricht
u¨bermittelt werden, woraufhin sie selbststa¨ndig die Nachricht per WLAN verbreiten. Eine
hohe Zahl an Begegnungen fo¨rdert dabei die schnelle Verbreitung von Nachrichten, da nach
jeder Begegnung ein weiteres Smartphone in der Lage ist die Nachricht weiter zu verteilen.
Weiterhin wird gezeigt, wie mit dem periodischen Versenden einer Nachricht per Mobilfunk
und dem Anwenden der beschriebenen Algorithmen, im Vergleich zum reinen Versenden
per Mobilfunk, Traffic-Einsparungen von durchschnittlich 40 bis 50% mo¨glich sind.
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KAPITEL 1
EINLEITUNG
Dieses Kapitel beschreibt generell die Problemstellung, sowie den umgesetzten Lo¨sungsansatz
und erla¨utert die Gliederung der weiteren Arbeit.
1.1 Problembeschreibung
Durch die immer gro¨ßere Verbreitung von Smartphones und anderen internetfa¨higen Mo-
bilgera¨ten steigt der Datenumsatz in Mobilfunknetzen unabla¨ssig an. Durch die steigende
Nachfrage nach datenintensiven Diensten (wie Videos oder Onlinespiele fu¨r Mobiltelefone)
ist die vorhandene Bandbreite der UMTS-Netze, vor allem in urbanen Regionen, stark ausge-
lastet. Eine Lo¨sung wa¨re der Aufbau von neuen UMTS-Sendemasten, um mehr Bandbreite
zur Verfu¨gung zu stellen. Außerdem wa¨re es mo¨glich an stark ausgelasteten Stellen (z.B. in
Sta¨dten) WLAN Acces Points aufzustellen, um Nutzer dazu zu bewegen statt des UMTS
Netzes, das schnellere lokale WLAN zu verwenden (siehe auch: [SK12]). Da beide Ansa¨tze
aber mit hohen Kosten einhergehen, suchen Netzbetreiber (siehe auch [HHK+12]) unter
anderem nach Mo¨glichkeiten, ohne bestehende Hardware auszubauen, den Datenverkehr
zumindest partiell aus den UMTS- bzw. 3G-Netzen auszulagern. Anstatt die Infrastruktur zu
optimieren, um mit dem ho¨hreren Datenverkehr zurechtzukommen, soll der Datenverkehr
also reduziert werden. Das ist auch die Idee dieser Arbeit.
Beispiel Angenommen es existieren fu¨nf Empfa¨nger A-E (z.B. Smartphones) in einer UMTS-
Zelle. Alle nutzen die gleiche Anwendung um ein Video zu empfangen und anzuschauen.
Zeitgleich mo¨chten alle fu¨nf Empfa¨nger dasselbe Video anschauen (beispielsweise eine
U¨bertragung eines Fußballspiels). Ohne Optimierungen mu¨sste der Mobilfunkanbieter allen
fu¨nf Empfa¨ngern (A-E) das Video separat zuschicken. Das bedeutet, dass fu¨nf Mal exakt
dieselbe Nachricht an fu¨nf verschiedene Empfa¨nger zugestellt werden muss (siehe dazu
Abbildung 1.1).
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Abbildung 1.1: Beispiel einer normalen Nachrichtenverteilung. Jeder Empfa¨nger erha¨lt die
Nachricht << m >> per Mobilfunk.
1.2 Lo¨sung
Die Idee zur Reduzierung des Datenverkehrs ist, dass Nachrichten die mehrere Empfa¨nger
erreichen sollen nicht pro Empfa¨nger ein Mal verschickt werden, sondern optimalerweise nur
ein einziges Mal fu¨r alle Empfa¨nger. Dies soll dadurch erreicht werden, dass jeder Empfa¨nger
weiß, wenn andere Empfa¨nger in seiner Na¨he sind und die eingehenden Nachrichten dann
an diese weiterleitet. Der hier beschriebene Lo¨sungsansatz basiert auf der Technik des ”Op-
portunistic Traffic Offloading“. Dabei u¨bernehmen die Empfa¨nger die Aufgabe, eingehende
Nachrichten weiterzuleiten. Das heißt, falls ein Empfa¨nger die von ihm angefragten Daten
gesendet bekommt (beispielsweise den Inhalt einer Nachrichtenwebseite, ein Video oder
a¨hnliches), schickt er diese an umliegende Empfa¨nger weiter, sodass an diese nicht erneut
dieselben Daten per Mobilfunk geschickt werden mu¨ssen. Voraussetzung fu¨r diese Technik
ist allerdings, dass in einem bestimmten Gebiet mehrere Gera¨te dieselben Daten empfangen
sollen. Im optimalen Fall sendet der Mobilfunkanbieter also eine Datennachricht nur an einen
Empfa¨nger. Der verteilt diese daraufhin per Ad-Hoc Netzwerk (beispielsweise Bluetooth
oder WiFi Direct) an alle Gera¨te in seiner Umgebung. Jeder Empfa¨nger der die Nachricht
auf diesem Weg erha¨lt leitet sie ebenso weiter. Nach einer gewissen Zeit besteht so die
Mo¨glichkeit, dass auch Gera¨te die auf die Nachricht warten diese per Ad-Hoc Netzwerk
durch ein benachbartes Gera¨t erhalten. Im Idealfall mu¨sste die Nachricht nur ein einziges Mal
von dem Mobilfunkanbieter versandt werden, was dann sowohl Bandbreite als auch Kosten
spart. Diese Art der Verteilung funktioniert allerdings nur mit Daten, die mit gewissen
Latenzen versandt werden ko¨nnen (auch ”delay tolerant“ genannt).
Zur Veranschaulichung siehe Abbildung 1.2. In dieser Abbildung erha¨lt Empfa¨nger A
(durchgezogener U¨bertragungskreis) die Nachricht per Mobilfunk und leitet diese zuna¨chst
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an die Gera¨te weiter, die sich direkt in seinem U¨bertragungsradius aufhalten (B, C und D).
Nachdem Empfa¨nger C die Nachricht erhalten hat, wird diese wiederum automatisch an
alle u¨berdeckten Gera¨te weiter versendet (in diesem Fall an E).
B
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D
E
<<m>>
<<
m>
>
<<m>>
<<m>>
<<
m>
>
Abbildung 1.2: Beispiel einer Ad-Hoc Verbreitung. Der Kreis um einen Empfa¨nger entspricht
seinem U¨bertragungsradius. Empfa¨nger A erha¨lt Nachricht << m >> und
initiiert die weitere Verbreitung.
Der wichtigste Punkt beim Versenden der Datennachricht zu einem Empfa¨nger ist, den
am meisten Erfolg versprechenden Empfa¨nger zu finden. Das heißt, es muss das Gera¨t
gefunden werden, das eine mo¨glichst große Verbreitung der Nachricht initiieren kann. Dazu
wurden Algorithmen entwickelt, die mit Hilfe der Positionen und Bewegungsrichtungen
zu bestimmen versuchen, welcher Empfa¨nger als aktuelles Ziel am besten geeignet ist
(siehe auch 4 Adaptive Verteilung). Zur Evaluation der Algorithmen wurde außerdem eine
Zufallsverteilung implementiert, die keine Daten (wie Position oder Bewegungsrichtung)
der Gera¨te nutzt, sondern per Zufall ein neues Ziel bestimmt.
Einschra¨nkung Eine Reduzierung des Datenverkehrs ist also nur dann mo¨glich, wenn
mehrere Empfa¨nger (z.B. Smartphones) die gleichen Daten erwarten. Diese werden dann
unabha¨ngig vom Mobilfunknetz zwischen den Empfa¨ngern mittels Funkverbindungen
(wie Bluetooth oder WLAN) ausgetauscht. Da weiterhin jeder Empfa¨nger die von ihm
angeforderten Daten erhalten muss, kann kein Datenverkehr eingespart werden, wenn
jede angeforderte Nachricht einzigartig ist. Dieser Lo¨sungsansatz zielt nicht darauf ab,
dauerhaft den verursachten Traffic im Mobilfunknetz zu senken, sondern in Spitzenlastzeiten
11
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den Datenverkehr etwas zu reduzieren. Eine solche Spitzenlastzeit wa¨re zum Beispiel der
Berufsverkehr morgens und abends, wenn viele Personen auf dem Weg zur bzw. von der
Arbeit ra¨umlich relativ eng in Bussen und Bahnen oder auf der Straße zusammen sind. Auch
gro¨ßere Menschenansammlungen beispielsweise bei Großveranstaltungen wa¨ren denkbar.
Ist die Empfa¨ngerdichte (Anzahl Empfa¨nger pro Fla¨che) zu gering, wie zum Beispiel nachts,
kann dieser Lo¨sungsansatz nicht funktionieren, das heißt eine dauerhafte Senkung ist nicht
mo¨glich.
1.3 Einsatzmo¨glichkeiten
Daraus resultiert, dass diese Art der Datenverteilung nur mo¨glich ist, wenn der Ankunfts-
zeitpunkt nicht fix ist, sondern in einem begrenzten Zeitfenster liegt und der Inhalt nicht
vertraulich ist. Es gibt eine Reihe von Einsatzmo¨glichkeiten, die diese Punkte erfu¨llen.
Zuna¨chst seien dafu¨r Nachrichten-Apps genannt. Viele Smartphonenutzer lesen re-
gelma¨ßig Nachrichten mit Hilfe ihres Mobiltelefons. Eine typische Verteilung fa¨nde dann
beispielsweise auf dem Weg zur Arbeit (z.B. in der S-Bahn) statt. Fordert die App eines
Smartphones Updates von einer Nachrichtenseite an, werden diese automatisch nach dem
Empfang an umliegende Gera¨te mittels eines Ad-Hoc Netzwerks weitergeleitet. Fordert
nun ein zweiter, benachbarter Nutzer mit der gleichen App neue Nachrichten an, so kann
dieser auf die zuvor per Ad-Hoc Netzwerk empfangenen Daten zugreifen. Damit wurde das
erneute Senden der Daten per Mobilfunk durch die Ad-Hoc Verteilung u¨berflu¨ssig. Hat ein
Gera¨t Daten von einem benachbarten Gera¨t empfangen, muss daraufhin lediglich u¨berpru¨ft
werden, ob serverseitig zwischenzeitlich neue Daten zum Herunterladen bereitstehen. Diese
mu¨ssen dann unter Umsta¨nden per Mobilfunk versendet werden, ko¨nnen aber wiederum
per WLAN oder Bluetooth an weitere Empfa¨nger verteilt werden.
Eine weitere Stelle an der man Traffic Offloading verwenden kann, ist die Verbreitung
von Verkehrsdaten 1. So ko¨nnten zum Beispiel Autos in einer Stadt untereinander empfange-
ne Verkehrsnachrichten austauschen, um die Fahrer u¨ber mo¨gliche Gefahrenquellen oder
Staus zu informieren. Die Reichweite und Bandbreite von WiFi Direct wu¨rde dabei ausrei-
chen, um auch Fahrzeugen auf anderen Spuren (z.B. auf Schnellstraßen) Nachrichten zu
u¨bermitteln. Die relativ hohe Bewegungsgeschwindigkeit fo¨rdert dabei auch eine schnellere
Verbreitung der Daten. Dabei mu¨ssten entsprechende Nachrichten sicherlich relativ klein
gehalten werden, um den kurzen Begegnungszeiten Rechnung zu tragen. Um innersta¨dtische
Verkehrsprobleme zu beschreiben, sollten jedoch wenige hundert Kilobyte genu¨gen. Folgen-
de Informationen wu¨rden die Meldung zu einem Verkehrsproblem ergeben, wobei mehrere
Meldungen in einer Nachricht gesendet werden ko¨nnen (mit Gro¨ßenabscha¨tzungen):
• Betreffende Straße (ID statt Straßennamen: 8Byte)
• Kilometerangabe der Straße (4Byte)
1Idee aus ”Relieving the wireless infrastructure“[WAL
+11] S. 2 Punkt II (3. Satz)
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• Code um Problem zu beschreiben wie Stau, Unfall, Stop-and-go, Eis, etc... (4Byte)
• Zeitstempel zu dem das Problem zum letzten Mal berichtet wurde (8 Byte)
Kombiniert man nun empfangene Verkehrsnachrichten mit einem im Auto verbauten Na-
vigationssystem, kann der Fahrer automatisch auf Staus oder gefa¨hrliche Glatteisstellen
hingewiesen werden. Zusa¨tzlich ist anzumerken, dass sinnvolle Latenzen bei diesem System
zuna¨chst bestimmt werden mu¨ssen. Die Gu¨ltigkeitsdauer einer Nachricht sollte die in dieser
Arbeit verwendete Latenz von wenigen Minuten (z.B. 10 bis 15) vermutlich nicht u¨bersteigen,
da bei Verkehrsdaten die Aktualita¨t eine große Rolle spielt.
1.4 Gliederung der Arbeit
Kapitel 1 entha¨lt die Einleitung, die Problembeschreibung sowie die Lo¨sungsansa¨tze und
den U¨berblick u¨ber die Gliederung.
Kapitel 2 zeigt welche anderen Arbeiten sich mit diesem oder einem a¨hnlichen Themengebiet
bescha¨ftigen.
Kapitel 3 beschreibt das zugrunde liegende Systemmodell der weiteren Arbeit.
Kapitel 4 beschreibt die entwickelten Verteilungsalgorithmen sowie die dafu¨r notwendigen
Nachrichtentypen und Parameter.
Kapitel 5 erla¨utert die Ergebnisse der durchgefu¨hrten Simulationen.
Kapitel 6 zeigt welche weiteren Ideen existieren um beispielsweise die Ad-Hoc Verteilung
zu verbessern.
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KAPITEL 2
HINTERGRUND UND VERWANDTE
ARBEITEN
Dieses Kapitel zeigt, welche anderen Arbeiten sich mit diesem oder einem a¨hnlichen The-
mengebiet befassen.
2.1 Grundlage
Grundlage dieser Arbeit ist eine Vero¨ffentlichung von Patrick Baier, Frank Du¨rr und Kurt
Rothermel [BDR12]. Diese Vero¨ffentlichung bescha¨ftigt sich mit dem Finden einer initialen
Gruppe von Empfa¨ngern, die am erfolgversprechendsten fu¨r die opportunistische Verteilung
einer Nachricht ist. Erfolg bedeutet dabei, dass eine mo¨glichst kleine Gruppe von Empfa¨ngern
eine Datennachricht per Mobilfunk erha¨lt und diese an mo¨glichst viele andere Empfa¨nger im
System weiterzuleiten versucht (mittels Ad-Hoc Netzwerken). Dabei wird also nur der erste
Schritt der opportunistischen Verteilung betrachtet (dem Finden einer optimalen initialen
Gruppe). Diese Bachelorarbeit erla¨utert aber, wie bereits erwa¨hnt (siehe 1.2 Lo¨sung), den
na¨chsten Schritt, also das periodische Finden eines geeigneten Empfa¨ngers.
2.2 Weitere
2.2.1 Objective Function
Eine Arbeit mit einer sehr a¨hnlichen Zielsetzung wurde unter dem Titel ”Relieving the Wire-
less Infrastructure: When Opportunistic Networks Meet Guaranteed Delays“ vero¨ffentlicht
[WAL+11]. Dabei werden allerdings andere Ansa¨tze zur Bestimmung und zur Anzahl der
Ziele gewa¨hlt. Das Kernstu¨ck der Zielauswahl ist dabei die sogenannte ”Objective Function“.
Das ist eine Funktion die zu jedem Zeitpunkt angeben kann, wie viele Empfa¨nger die
Nachricht bereits erhalten haben sollten. Damit la¨sst sich dann leicht bestimmen, ob eine
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Nachricht ein weiteres Mal vom Mobilfunkanbieter verschickt werden muss (und an wie
viele Ziele) oder ob bereits ausreichend viele Nachrichten empfangen wurden. Nach der
Berechnung der Anzahl der no¨tigen Ziele kann dann auf eine Reihe verschiedener Methoden
zuru¨ckgegriffen werden, um ein bestmo¨gliches Ziel zu berechnen (unter anderem auch
GPS-basierte und randomisierte Methoden).
Dieser Ansatz wurde in der vorliegenden Arbeit nicht weiter verfolgt, kann aber
mit begrenztem Aufwand zur bestehenden Code-Architektur hinzugefu¨gt werden. Die
in dem Paper beschriebenen Anwendungsfa¨lle (z.B. U¨bertragung von Verkehrsdaten) las-
sen sich allerdings durchaus auf die vorliegenden Arbeit anwenden (siehe auch 1.3 Ein-
satzmo¨glichkeiten)
2.2.2 Mobilita¨tsvorhersage/Bandbreitenvorhersage
Das Wissen u¨ber die Mobilita¨t von Empfa¨ngern kann sehr nu¨tzlich sein, um Daten Ad-Hoc
zu u¨bertragen. Beispielsweise ko¨nnen Bewegungsdaten von Empfa¨ngern u¨ber einen gewissen
Zeitraum aufgezeichnet und daraus Vorhersagen generiert werden. Je nach Genauigkeit
der Mobilita¨tsvorhersage und Verhalten der Empfa¨nger, ko¨nnen zuku¨nftige Treffpunkte
zwischen den Gera¨ten sehr genau vorhergesagt werden. Das Verhalten der Empfa¨nger ist
insofern wichtig, als dass fu¨r Empfa¨nger die immer wieder a¨hnliche Strecken zuru¨cklegen
(z.B. der Weg zum Arbeitsplatz, zum Supermarkt, etc.) sehr viel genauere Vorhersagen
mo¨glich sind, als fu¨r Empfa¨nger die kein festes Bewegungsschema haben. Vorhersagen zur
Bandbreite sind dann wichtig, wenn WLAN Hotspots anstelle von Ad-Hoc U¨bertragungen
verwendet werden. Wenn also beispielweise ein Mobilfunkanbieter, um das 3G Netz zu
entlasten, an wichtigen Punkten Hotspots erstellt, ko¨nnen Datenu¨bertragungen dort per
WLAN erfolgen. Durch das Wissen u¨ber die Auslastung eines Hotspots kann dann berechnet
werden, wieviel Daten ein Gera¨t erhalten kann, wa¨hrend er sich innerhalb des Hotspots
befindet. Damit kann der Mobilfunkanbieter dann bestimmen, ob ein Senden per UMTS/3G
no¨tig ist, oder ob der entsprechende Empfa¨nger vor Ablauf der Nachrichtenlebenszeit alle
no¨tigen Daten mittels eines Access Points u¨bertragen konnte.
Eine Arbeit, die Mobilita¨tsvorhersagen nutzt ist ”Enhancing Mobile Data Offloading
with Mobility Prediction and Prefetching“ von Siris und Kalyvas [SK12]. Dabei werden
die von einem Empfa¨nger angefragten Daten in mehreren WLAN Hotspots gecached und
gesendet, sobald der anfragende Empfa¨nger sich in U¨bertragungsreichweite befindet. Dies
passiert beispielsweise, wenn der Empfa¨nger mit einem Auto in die Na¨he des Hotspots
kommt. Die U¨bertragung der Daten wird u¨ber das Mobilfunknetz fortgesetzt, sobald der
Empfa¨nger die Sendezone eines Hotspots verla¨sst. Fu¨r den erfolgreichen Einsatz dieser Tech-
nik ist also unter anderem ein nahtloser U¨bergang zwischen beiden U¨bertragungstechniken
(WLAN und Mobilfunk) no¨tig. Um feststellen zu ko¨nnen, welche Daten in einem Hotspot
vorgehalten werden mu¨ssen, wird außerdem Wissen u¨ber die verfu¨gbaren Bandbreiten des
Mobilfunknetzes und der Hotspots vorausgesetzt. So wird zu jedem Zeitpunkt sichergestellt,
dass ein Hotspot nur die Daten vorha¨lt, die der Empfa¨nger in dem Moment seiner Ankunft
auch beno¨tigt.
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Einen sehr a¨hnlichen Ansatz findet sich auch in der Arbeit von Balasubramanian,
Mahajan und Venkataramani [BMV10]. Die Idee dabei ist, dass eine Auslagerung der Daten
auf WLAN nur dann angewendet wird, wenn dadurch Traffic im Mobilfunknetz eingespart
werden kann. Das heißt, eine la¨ngere Nachrichtengu¨ltigkeit fu¨r die eingehenden oder
ausgehenden Daten wird genau dann toleriert, wenn dadurch Traffic im Mobilfunknetz
eingespart werden kann. Kann ein Empfa¨nger also einen WLAN Hotspot nicht in einem
gewissen Zeitfenster erreichen, wird kein Versuch unternommen auf eine WLAN Verbindung
zu warten, sondern sofort u¨ber das Mobilfunknetz gesendet. Um bestimmen zu ko¨nnen, ob
das Warten auf einen Hotspot sinnvoll ist, wird vorausgesetzt, dass Empfa¨nger die Standorte
sowie die Bandbreite der Hotspots kennen.
Wissen u¨ber die Mobilita¨t von Empfa¨ngern wird auch in der vorliegenden Arbeit
vorausgesetzt, allerdings nicht im Sinne der hier beschriebenen Vorhersage. Lediglich
Abscha¨tzungen u¨ber die wahrscheinlich na¨chste Position der Gera¨te sind erforderlich. Dafu¨r
mu¨ssen keine aufgezeichneten Bewegungsprofile von Emfpa¨ngern erstellt und ausgewertet
werden. Eine Bandbreitenvorhersage ist ebenfalls nicht no¨tig, da keine Auslagerung von
Daten auf WLAN Access Points erfolgt.
2.2.3 Target Set Selection
Arbeiten auf dem Gebiet der opportunistischen Kommunikation bescha¨ftigen sich oft mit
dem sogenannten ”Target Set Selection Problem“. Dabei ist die Problemstellung prinzipiell
die gleiche wie in dieser Arbeit. Durch das Senden einer Nachricht per UMTS/3G an wenige,
ausgewa¨hlte Empfa¨nger, soll durch die darauf folgende Verbreitung u¨ber Ad-Hoc Netzwerke
ein mo¨glichst großer Kreis an Personen die Nachricht erhalten. Das Finden einer optimalen,
initialen Gruppe von Empfa¨ngern (dem ”Target Set“) ist dabei sehr komplex und extrem
rechenintensiv. Optimal bedeutet dabei, dass eine mo¨glichst kleine Gruppe gefunden werden
soll, die bis zum Ende der Nachrichtenlaufzeit allen anderen Empfa¨ngern im System die
Nachricht weiterleiten kann.
Algorithmen zum Finden eines mo¨glichst optimalen Target Sets werden unter anderem
in der Vero¨ffentlichung ”Mobile Data Offloading through Opportunistic Communications
and Social Participation“ [HHK+12] diskutiert. Dabei nutzen die Autoren in erster Linie
einen heuristischen Ansatz, der voraussetzt, dass die Bewegungen der Empfa¨nger bereits
teilweise bekannt sind. Das heißt, es wurden Bewegungsdaten aufgezeichnet und aufgrund
der Wiederholungen darin (z.B. wenn eine Person immer zur gleichen Uhrzeit auf dem
gleichen Weg geht) ko¨nnen zuku¨nftige Treffen zum Austausch von Daten vorhergesagt
werden. Damit fa¨llt die genannte Vero¨ffentlichung unter anderem auch in die Kategorie 2.2.2
Mobilita¨tsvorhersage/Bandbreitenvorhersage. Der wesentliche Unterschied zwischen der
erwa¨hnten Arbeit und dieser Arbeit ist, dass in dieser Arbeit ein Target Set nicht relevant
ist. Die mo¨glichst hohe Anzahl an Ad-Hoc U¨bertragungen wird nicht durch eine initiale
Gruppe, sondern durch regelma¨ßige Verbreitung an ein einzelnes Ziel erreicht.
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2.2.4 Energieeffizienz
Laut der Vero¨ffentlichung ”Energy Efficient Offloading of 3G Networks“ von Ristanovic,
Boudec, Chaintreau und Erramilli [RLBCE11] kann die opportunistische Verteilung von
Nachrichten auch zur Erho¨hung der Energieeffizienz genutzt werden. Demnach kann so-
wohl durch die Verwendung einiger WLAN Accesspoints (a¨hnlich dem unter 2.2.2 Mobi-
lita¨tsvorhersage/Bandbreitenvorhersage angesprochenen Ansatz), als auch die Verbreitung
u¨ber die Ad-Hoc Netzwerke der Empfa¨nger zu Energieeinsparungen fu¨hren1. Da WLAN
effizienter ist bei der Datenu¨bertragung als das verwendete Mobilfunknetz (das heißt mit
derselben Energiemenge mehr Daten u¨bermitteln kann2), ist die Energieeinsparung propor-
tional zur Menge der aus dem Mobilfunknetz ausgelagerten Daten. Daher sind die in der
erwa¨hnten Arbeit gezeigten Ansa¨tze ebenfalls auf eine maximale Datenauslagerung aus. Der
Unterschied zu dieser Bachelorarbeit besteht darin, dass die von Ristanovic et al. erstellte
Arbeit eine Erho¨hung der Auslagerung durch eine Verla¨ngerung der Nachrichtenlebenszeit
erzielt. Im Vergleich zu dieser Arbeit (in der Nachrichten wenige Minuten gu¨ltig sind)
werden dort Nachrichtenlebenszeiten bis zu mehreren Stunden verwendet.
2.2.5 Ra¨umliche Verlagerung
Die bisher erwa¨hnten Arbeiten legen den Fokus hauptsa¨chlich auf die Optimierung bzw. Re-
duzierung des Downloadtraffics, also Nachrichten von einem Server zu einem oder mehreren
Empfa¨ngern. Die Vero¨ffentlichung ”Spatial Uplink Mobile Data Offloading Leveraging Store-
carry-forward Paradigm“ von H. Izumikawa, S. Awiphan und J. Katto [IAK12] ru¨ckt dagegen
den Uploadtraffic in den Mittelpunkt. Es geht also darum Nutzer-generierte Daten zu ver-
senden. Die Idee der Arbeit ist dabei, ausgelastete Basisstationen zu meiden und stattdessen
das Hochladen so lange zu verschieben, bis eine weniger ausgelastete Funkzelle erreichbar
ist. Daher ist nicht die Vermeidung von Traffic das Ziel, sondern die gleichma¨ßigere Aus-
lastung von Funkzellen. Um das zu erreichen werden die von einem Nutzer generierten
Daten nicht sofort per Mobilfunk versendet, sondern einem anderen Nutzer, der sich zu
einer weniger ausgelasteten Basis Station bewegt, per Ad-Hoc U¨bertragung (WLAN oder
Bluetooth) weitergegeben. Erreicht dieser ”U¨bertra¨ger“ (bzw. ”Messenger“) dann eine besser
geeignete Basisstation, so u¨bertra¨gt er die Daten per Mobilfunk. Falls sich ein Nutzer in einer
stark ausgelasteten Funkzelle befindet und kein U¨bertra¨gerclient erreichbar ist, werden die
Daten wie gewohnt per UMTS oder 3G u¨bertragen. Der gro¨ßte Unterschied zur vorliegenden
Arbeit ist, dass im Folgenden nur die Reduzierung von Traffic im Mobilfunknetz, nicht die
Verlagerung betrachtet wird.
1
”We find that both solutions [Anm.: WLAN APs und Ad-Hoc Netze] succeed in offloading a significant
amount of traffic, with a positive effect on user battery lifetime.“ siehe [RLBCE11] S. 2
2Siehe [RLBCE11] Tabelle 1 S. 3
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KAPITEL 3
SYSTEMMODELL
Dieses Kapitel beschreibt das Systemmodell dieser Arbeit. Darauf basieren die entwickelten
Algorithmen sowie die Evaluierung.
3.1 Definitionen
Client Mobiles Gera¨t das Nachrichten per Mobilfunk empfangen und verschicken kann.
Außerdem ist es in der Lage per WLAN oder Bluetooth Nachrichten an umliegende Gera¨te
zu senden. Im Folgenden ist mit Client immer ein Smartphone gemeint, ebenso denkbar
wa¨ren beispielsweise auch Tabletcomputer oder Empfangseinheiten in Fahrzeugen.
Server Stellt die Infrastruktur, also den Mobilfunkanbieter sowie dessen Sendeeinrichtun-
gen dar. Muss in der Lage sein, an Clients Nachrichten per Mobilfunk (3G oder UMTS
Standard) zu verschicken.
Request Eine Datennachricht (beispielsweise der Inhalt einer Nachrichtenwebseite oder
ein Video) die sowohl von der Infrastruktur zu einem Client, als auch zwischen Clients
versendet werden kann.
3.2 Kommunikation
3.2.1 Interfaces
Im Simulator werden zwei Kommunikationsarten vorausgesetzt. Fu¨r die Datenu¨bertragung
zwischen dem Server (bzw. der Infrastruktur) und den Clients wird 3G genutzt, da dieses
zumindest in vielen Sta¨dten inzwischen verfu¨gbar ist. Außerdem bietet es ausreichend hohe
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Bandbreiten fu¨r die hier getesteten Dateigro¨ßen (siehe 5.2.1 Aufbau). Die angenommene Band-
breite betra¨gt 2,5 Mbit/s also 0,3125 MB/s 1 Fu¨r die Kommunikation zwischen den Clients
wird WiFi-Direct verwendet[wif] (ebenso wa¨re ”Bluetooth“ mo¨glich, dies wurde allerdings
wegen des geringeren U¨bertragungsradius hier nicht gewa¨hlt). WiFi-Direct setzt sich bei
immer mehr der aktuellen Smartphones durch, daher ist in naher Zukunft damit zu rechnen,
dass die meisten neuen Smartphones mit dieser Technik ausgeru¨stet sind. Die Geschwindig-
keiten von WiFi-Direct ha¨ngen von dem im Gera¨t implementierten WLAN Standard ab. Viele
neue Gera¨te (beispielsweise das Model ”Galaxy S3“ von Samsung) unterstu¨tzen den IEEE
Standard ”802.11n“ [802]. Dieser bietet verschiedene U¨bertragungsgeschwindigkeiten zwi-
schen wenigen Mbit/s bishin zu 600Mbit/s. Fu¨r die hohen U¨bertragungsgeschwindigkeiten
werden meist mehrere parallele U¨bertragungen zusammengerechnet. Davon kann man bei
der Ad-Hoc U¨bertragung, die in dieser Arbeit angestrebt wird nicht ausgegangen werden.
Hier stehen sequentielle U¨bertragungen (meist) im Vordergrund. Daher wird im Folgenden
mit einer niedrigeren U¨bertragungsgeschwindigkeit von 16Mbit/s bzw. 2Mbyte/s gerechnet
2. Als U¨bertragungsradius wird bei WLAN bis zu 200m gerechnet 3. Auch dieser Wert ist
theoretischer Natur und daher meist in der Realita¨t wesentlich kleiner (z.B. durch schlechtere
U¨bertragungen zwischen Ha¨userschluchten oder in Geba¨uden). Daher wird im Folgenden
mit einem U¨bertragungsradius von 25m ausgegangen.
Neben den verschiedenen Kommunikationsinterfaces werden zwischen den Teilnehmern
auch unterschiedliche Arten von Nachrichten versandt. Besonders wichtig sind dabei die
”Acknowledge“ Nachrichten (kurz ”ACK“) welche von einem Client an den Server geschickt
werden um diesen u¨ber den erfolgreichen Empfang eines Requests zu informieren. Na¨heres
zu den verschiedenen Nachrichtentypen unter: 4.2 Nachrichtentypen.
3.2.2 Kommunikationspartner
Die fu¨r die opportunistische Verteilung der Nachrichten wichtigste Kommunikation ist die
zwischen den Clients. Denn hierbei werden die Datennachrichten u¨ber das zur Verfu¨gung
stehende Ad-Hoc Netzwerk ausgetauscht. Unter anderem bietet der ONE Simulator diese
Funktion bereits an, sodass diese nicht implementiert werden muss. Weiterhin gibt es die
Kommunikation zwischen einem Client und dem Server (bzw. der Infrastruktur). Hierbei
werden hauptsa¨chlich Besta¨tigungsnachrichten, also eine Nachricht die den Erhalt einer
Datennachricht quittiert und Positionsnachrichten gesendet. Die Positionsdaten sind no¨tig,
da die auf dem Server ausgefu¨hrten Algorithmen anhand der Position den bestmo¨glichen
Zielclient bestimmen.
1Siehe [BDR12] S. 6
2Siehe [802] Seite 345ff.
3Siehe [HSC09] S.1 Tabelle 1.
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3.2.3 Delay Tolerance
Wie bereits unter 1.1 Problembeschreibung beschrieben, sind Requests ”delay tolerant“.
Das heißt, es ist nicht zwingend notwendig, dass ein Request sofort an alle Empfa¨nger
u¨bermittelt wird, sondern eine gewisse Verzo¨gerung kein Problem darstellt. Wie hoch diese
Verzo¨gerung ist muss je nach Anwendungszweck ermittelt werden. Eine mo¨glichst lange
Verzo¨gerung ist jedoch anzustreben, da die Anzahl der Ad-Hoc U¨bertragungen direkt mit
der mo¨glichen Verzo¨gerung der Nachrichten steigt. Fu¨r alle folgenden Annahmen betra¨gt
die maximale Verzo¨gerung eines Requests 24 Minuten, nach Ablauf dieser Zeit muss der
Request alle Empfa¨nger erreicht haben. Damit entspricht dies auch der Lebensdauer bzw.
Gu¨ltigkeit eines Requests. Ist ein Request mehr als 24 Minuten alt, wird dieser nicht mehr
als gu¨ltig, sondern als ”veraltet“ angesehen. Die adaptive Verteilung der Requests, also der
Datenaustausch zwischen den Clients, geschieht allerdings nur wa¨hrend der ersten zehn
Minuten. Die verbleibende Zeit ist ein Puffer, der genutzt wird um Clients den Request
zu senden, die diesen noch nicht erhalten haben (siehe auch 4.1.2 Regula¨rer Ablauf (mit
adaptiver Verteilung)).
3.3 Clients
Clients sind internetfa¨hige Smartphones, die sowohl von einem Server als auch von be-
nachbarten Clients Daten empfangen ko¨nnen. Des Weiteren muss jeder Client in der Lage
sein, per Ad-Hoc U¨bertragung (hier mittels WiFi Direct, mo¨glich wa¨re aber auch Bluetooth)
Nachrichten an Empfa¨nger in seiner Umgebung weiterleiten zu ko¨nnen.
3.3.1 Bewegung
Clients bewegen sich immer mit derselben Geschwindigkeit, mit der sich die Person die
das Mobiltelefon besitzt, bewegt. Es wird nur der Fall betrachtet, dass eine Person sich zu
Fuß bewegt, was etwa einer Geschwindigkeit zwischen 0.5 und 1.5m/s entspricht. Diese
Geschwindigkeit wird wa¨hrend der gesamten Simulation beibehalten. Als weitere Ein-
schra¨nkung ko¨nnen Clients sich nur auf Straßen oder Wegen aufhalten. Positionen außerhalb
der im Kartenmaterial vorhandenen Wege sind nicht vorgesehen.
3.3.2 Voraussetzung
Jeder Client muss in der Lage sein, seine korrekte GPS-Position zu bestimmen um diese
regelma¨ßig an den Server zu schicken. Des Weiteren wird vorausgesetzt, dass auf jedem
beteiligten Client ein bestimmtes Programm (”App“) installiert ist, welches sowohl den
Datenaustausch zwischen den Telefonen als auch die Kommunikation mit dem Server
steuert. Außerdem mu¨ssen alle Clients eine gemeinsame Schnittstelle zum Austausch von
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Daten mit benachbarten Gera¨ten besitzen. Im Folgenden wird angenommen, dass diese
Schnittstelle WiFi Direct ist.
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KAPITEL 4
ADAPTIVE VERTEILUNG
Dieses Kapitel beschreibt die verschiedenen Algorithmen die zur opportunistischen Vertei-
lung der Requests implementiert wurden.
4.1 Grundlagen
4.1.1 Regula¨rer Ablauf (ohne adaptiver Verteilung)
Wie bereits unter 1.1 Problembeschreibung beschrieben, ist das Reduzieren des Datenverkehrs
zuna¨chst der wichtigste Punkt. Bisher sieht die Verteilung von Nachrichten ungefa¨hr wie
folgt aus: Angenommen es existieren drei Clients A - C, die alle zu einem a¨hnlichen Zeitpunkt
dieselben Daten anfordern.
1. Server schickt Nachricht an Client A
2. Server schickt Nachricht an Client B
3. Server schickt Nachricht an Client C
Normalerweise wu¨rde der Server also an jeden einzelnen Client, die entsprechenden Daten
nacheinander versenden. Das heißt, der verursachte Traffic entspricht dreimal der Gro¨ße der
versendeten Nachricht.
4.1.2 Regula¨rer Ablauf (mit adaptiver Verteilung)
Anstatt nun jedem Client, der Daten anfordert, diese zuzuschicken und damit dieselbe Nach-
richt mehrfach zu versenden, soll nun mit Hilfe einer adaptiven Verteilung der erforderliche
Datenverkehr reduziert werden. Mo¨glich wird dies, wenn mehrere Clients auf die gleiche
Nachricht warten (z.B. weil dieselbe Nachrichtenwebseite oder dasselbe Video betrachtet
wird). In diesem Fall soll nur ein einziger Client den Request (bzw. die Nachricht) erhalten
und diesen selbststa¨ndig an andere Clients in seiner Umgebung weiterleiten. Optimal wa¨re
es also, wenn der Request nur einmal verschickt wird und alle anderen Clients im System
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diesen durch benachbarte Clients erhalten. Die Verteilung wird durch die Bewegungen
der Clients begu¨nstigt. Bewegen sich die Clients, die einen Request empfangen haben sehr
schnell, verteilt sich der Request geografisch gesehen ebenfalls sehr weit. Eine optimale
Verteilung (also die Verteilung eines Requests, bei der der Request nur einmal vom Server
verschickt wird) ist allerdings ohne eine sehr lange Nachrichtenlebensdauer zuzulassen,
nicht mo¨glich. Dafu¨r mu¨sste die Lebensdauer eines Requests mehrere Stunden betragen.
Was wiederum bedeutet, dass ein Request u¨ber mehrere Stunden aktuell ist, also auch u¨ber
mehrere Stunden von den Clients verteilt werden kann. Dies ist im Hinblick auf die hier
genannten Einsatzmo¨glichkeiten (siehe 1.3 Einsatzmo¨glichkeiten) nicht praktikabel. Daher
wird ein Request regelma¨ßig an einen neuen Client verschickt, um so eine mo¨glichst hohe
Zahl an Ad-Hoc U¨bertragungen zu gewa¨hrleisten, ohne dass die Nachrichten dabei eine
sehr hohe Lebensdauer beno¨tigen. Die U¨bertragung zwischen den benachbarten Clients
kann dabei entweder durch WiFi Direct oder Bluetooth erfolgen. Im Folgenden wird davon
ausgegangen, dass WiFi Direct verwendet wird. Der Prozess der angewendet wird um
Nachrichten adaptiv zu verteilen gliedert sich in mehrere Phasen:
1. Erstellen eines neuen Request bzw. Nachricht.
2. Suchen eines Zielclients fu¨r die entsprechende Nachricht und versenden der Nachricht
an diesen.
3. U¨berpru¨fen ob die Erstellung oder ein erneutes Senden eines Requests no¨tig ist.
a) Es sind mehr als 60 Sekunden seit dem letzten Versand eines Requests vergangen
und die Anzahl der Ad-Hoc verteilten Nachrichten ist zu gering ⇒ Schritt 2
ausfu¨hren.
b) Es sind mehr als 200 Sekunden vergangen, seit dem zuletzt ein neuer Request
erstellt worden ist⇒ Phase 1 ausfu¨hren.
c) Ist eine Nachricht nur noch weniger als 14 Minuten gu¨ltig, starte die ”Panic Zone“⇒ Phase 4 ausfu¨hren
d) Trifft keiner der vorherigen Fa¨lle zu, wird eine Sekunde gewartet und erneut
u¨berpru¨ft⇒ Phase 3 ausfu¨hren.
4. Versenden (per Mobilfunk) der Nachricht an alle Clients, die diese noch nicht erhalten
haben.⇒ Phase 3 ausfu¨hren.
Parallel zu jeder dieser Phasen werden empfangene Requests zwischen den Clients
selbststa¨ndig ausgetauscht.
Phase 1) Initialisierung: Bevor ein Request in das System gegeben wird, werden zuna¨chst
alle Clients bestimmt, die den Request empfangen sollen. Zur Vereinfachung wird in dieser
Arbeit angenommen, dass immer alle Clients die sich im System bewegen einen Request
empfangen sollen. Dies ist no¨tig, damit ein Client u¨berpru¨fen kann, ob eine Nachricht an
seine Nachbarn weitergeleitet werden muss.
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Phase 2) Ziel bestimmen (Verteilungsstrategie anwenden): Nachdem ein Request mit der
Liste seiner Empfa¨nger initialisiert wurde, wird mit dem gewa¨hlten Algorithmus der erste
Zielclient bestimmt. Diesem wird die Nachricht u¨bertragen, und der Client beginnt daraufhin
allen anderen Clients, denen er begegnet den Request weiterzuleiten. Jeder Client der
daraufhin den Request erha¨lt, leitet ab diesem Zeitpunkt den Request wiederum an jeden
Client innerhalb seines U¨bertragungsradius weiter. Insbesondere durch die Bewegung der
Clients, verteilt sich daher der Request im Laufe der Zeit immer weiter.
Phase 3a) U¨berpru¨fung (erneutes Versenden): Um die Anzahl der Ad-Hoc U¨bertragungen
zwischen den Clients so hoch wie mo¨glich zu halten, wird im Laufe der Lebenszeit eines
Requests regelma¨ßig ein neuer Zielclient bestimmt. Insbesondere dann, wenn die Anzahl
der eingehenden Besta¨tigungsnachrichten (ein Client besta¨tigt dem Server den Erhalt eines
Requests) unter ein gewisses Niveau fa¨llt (siehe auch: 4.4.2 Reinjection Threshold). Dadurch
wird regelma¨ßig in Clientansammlungen, die den Request noch nicht erhalten haben die
entsprechende Nachricht injiziert. Daraufhin steigt die Anzahl der Ad-Hoc U¨bertragungen,
da sich die Nachricht schnell unter den benachbarten Clients verbreitet. Das periodische
Bestimmen eines neuen Zielclients ist notwendig, da keine Garantien fu¨r die Bewegungs-
richtung oder Geschwindigkeit eines Clients mo¨glich sind. Es kann also nicht der global
bestmo¨gliche Client bestimmt werden, der bis zum Ende der Simulation am meisten Ad-Hoc
U¨bertragungen auslo¨st, da u¨ber die zuku¨nftigen Bewegungen der Clients keine Aussage
gemacht werden kann.
Nach dem initialen Auswa¨hlen eines Zielclients wird also in regelma¨ßigen Absta¨nden (ein
Mal pro Sekunde) u¨berpru¨ft, wie viele ACKs (Acknowledge-Nachrichten) in den letzten 60
Sekunden beim Server fu¨r einen Request eintrafen. Der Request wird genau dann erneut
versendet, wenn zwei Bedingungen erfu¨llt sind:
1. Der Request wurde vor mehr als 60 Sekunden zuletzt versendet.
2. Ein gewisser Prozentsatz (siehe 4.4.2 Reinjection Threshold) an eingehenden ACKs
wurde nicht erreicht.
Das heißt, es wird einmal pro Sekunde u¨berpru¨ft ob es no¨tig ist einen Request erneut zu
versenden, aber es liegen mindestens 60 Sekunden zwischen dem Versenden desselben
Requests. Die seku¨ndliche U¨berpru¨fung ist insbesondere auch deshalb no¨tig, weil nicht alle
aktiven Requests zum selben Zeitpunkt erneut verschickt werden mu¨ssen. Ist es no¨tig die
Nachricht erneut zu versenden (beide Bedingungen sind erfu¨llt), wird mittels des aktuellen
Algorithmus wieder ein neues Ziel bestimmt und an den entsprechenden Client der Request
verschickt. Konnte der Algorithmus kein Ziel finden, wird das na¨chste Ziel per Zufall
bestimmt. Dies passiert beispielsweise, wenn bereits sehr viele Clients die Nachricht erhalten
haben und die wenigen verbleibenden Clients sehr weit auseinander sind. Dieser Vorgang
wiederholt sich wa¨hrend der gesamten Gu¨ltigkeitsdauer des Requests.
Nach dem Bestimmen eines Zielclients wird außerdem gespeichert, welche Clients durch
den Zielclient ”u¨berdeckt“ werden (also den Request durch den Zielclient im Laufe der
Zeit erhalten). Welche Clients als u¨berdeckt gewertet werden, ha¨ngt von der verwendeten
Verteilungsstrategie ab. Bei Verwendung der DISTANCE Strategie gelten beispielsweise alle
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Clients die sich im U¨bertragungsradius des Zielclients befinden als u¨berdeckt. Außerdem
wird noch festgehalten, zu welchem Zeitpunkt diese Clients den Request spa¨testens erhalten
sollten. Dies ist insbesondere fu¨r den Parameter 4.4.1 Adaptive message inquiry wichtig.
Ausgenommen ist dabei der RANDOM Algorithmus, der per Zufall Ziele bestimmt und
daher keine Aussagen u¨ber U¨berdeckungen oder Zeitpunkte von Datenu¨bertragungen
getroffen werden ko¨nnen.
Phase 3b) U¨berpru¨fung (neuer Request): Des Weiteren wird regelma¨ßig ein neuer Request
in das System eingefu¨gt. Dies geschieht alle 200 Sekunden, womit also außer zu Beginn der
Simulation immer vier bis fu¨nf aktuelle Requests verteilt werden mu¨ssen. Damit wird die
Simulation etwas realita¨tsnaher, da in einem echten System ebenfalls mehrere auszuliefernde
Requests unterwegs sein werden.
Phase 3c) & 4) U¨berpru¨fung (Panic Zone): Haben nicht alle Ziele eines Requests diesen
kurz vor Ende seiner Gu¨ltigkeitsdauer erhalten, so startet der Server in die sogenannte
”Panic Zone“ (nach [WAL
+11] S. 3). Das bedeutet, dass 14 Minuten vor Ablauf des Requests
die Nachricht u¨ber das UMTS-Netz an alle fehlenden Ziele versendet wird. Hierbei wurden
14 Minuten als Mittelwert verwendet, da dies sich nach einigen Tests als ausreichendes
Zeitfenster herausgestellt hat, um allen Empfa¨ngern die den Request noch nicht erhalten
haben die Nachricht zu senden. Dieser Wert muss bei anderen Bedingungen bzw. dem realen
Einsatz unter Umsta¨nden (gro¨ßere Nachricht, langsamere U¨bertragung der Infrastruktur)
gea¨ndert werden. Tatsa¨chlich ist dann meist deutlich weniger als die angegebene Zeit
erforderlich.
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Request mit Liste von Zielen erstellen
Request an Zielclient senden
Zielclient bestimmen(Verteilungsalgorithmus)
Mehr als 200s seit letzter
Einfügung eines neuen Requests
vergangen?Nein
Nein
Ja
Ja
Existiert ein Request, 
dessen Reinjection Threshold 
unterschritten wurde 
UND 
vor mehr als 60s zuletzt 
verschickt wurde?
PanicZone für einen
Request erreicht?
Start
Nein
Request an alle fehlenden Clients schicken
Ja
1
2
4
3
Abbildung 4.1: Darstellung des regula¨ren Ablaufs. Die Zahlen in den Kreisen entsprechen
den vorher genannten Phasen.
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4.1.3 Beispiel
Requestnr.:
Start 1) Request erstellen und Ziel suchen2) Request verschicken 00 Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
60 60 Neues Ziel suchen 0
120 120 Neues Ziel suchen 0
180 180 Neues Ziel suchen 0
Start 1) Request erstellen und Ziel suchen2) Request verschicken200 1
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
240 240 Neues Ziel suchen 0
260 60 Neues Ziel suchen 1
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
Ad-Hoc
Übertragungen
300 300 Neues Ziel suchen 0
320 120 Neues Ziel suchen 1
360 360 Neues Ziel suchen 0
380 180 Neues Ziel suchen 1
Ad-Hoc
Übertragungen
Start 1) Request erstellen und Ziel suchen2) Request verschicken400 2
tabsolut trelativ
Abbildung 4.2: Schaubild entspricht dem zeitlichen Ablauf, wenn bei keinem Request der
Reinjection Threshold u¨berschritten wurde. Das heißt, pro Request wird alle
60s eine neue Nachricht versendet.
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4.1.4 Zielclients und fehlende Clients
Fu¨r jeden Request existiert eine Liste der ”fehlenden Clients“. Diese Liste repra¨sentiert die
Clients, die den Request noch empfangen mu¨ssen. Dabei mu¨ssen genau zwei Eigenschaften
zutreffen, damit ein Client zur der Liste geza¨hlt wird:
1. Der Client darf den entsprechenden Request noch nicht erhalten haben.
2. Fu¨r den Client darf kein zuku¨nftiger Zeitpunkt gespeichert sein, zu dem er den Request
wahrscheinlich erha¨lt.
Zu Punkt 2: Bei jedem der folgenden Algorithmen (außer RANDOM) wird eine Liste mit
den Clients erstellt, denen ein Zielclient mit relativ hoher Wahrscheinlichkeit den Request
weiterleiten kann. Je nach Algorithmus basiert diese Wahrscheinlichkeit auf der Tatsache,
dass die Clients sehr nah am Zielclient sind, oder die Clients sich zuku¨nftig treffen. Dabei
wird fu¨r jeden Client der Liste ein fester Zeitpunkt gespeichert, zudem er spa¨testens den
Request empfangen haben sollte. Der berechnete Zeitpunkt ha¨ngt wiederum von dem
verwendeten Algorithmus ab, d.h. Zeitpunkte die von DISTANCE (nutzt nur Entfernungen
zwischen Clients) berechnet wurden liegen i.d.R. weniger weit in der Zukunft als Zeitpunkte
die von DISTANCE MOTION (nutzt Bewegungsrichtung der Clients) berechnet wurden.
Ein Client kann genau dann einen Request vom Server erhalten (also Zielclient wer-
den), wenn er in der Liste der ”fehlenden Clients“ ist. Dies ist eine notwendige aber nicht
hinreichende Bedingung. Um tatsa¨chlich Ziel zu werden, muss der Client fu¨r den jeweilig
angewendeten Algorithmus auch am erfolgversprechendsten sein.
4.1.5 Na¨chste Clientposition
Vereinfachend wird im Folgenden angenommen, dass ein Client neben seiner Geschwin-
digkeit und aktuellen Position auch die voraussichtlich na¨chste Position berechnen und an
den Server schicken kann. Als ”na¨chste Position“ wird im ebenfalls erstellten Programm der
na¨chste Wegpunkt auf dem in 5.1 ONE Simulator beschriebenen Pfad eines Clients genutzt.
Nachfolgend soll nun begru¨ndet werden, warum dieses Vorgehen mo¨glich ist und wie die
na¨chste Position eines Clients auch berechnet werden ko¨nnte:
Grundsa¨tzlich ist es natu¨rlich nicht mo¨glich, die Bewegung der Clients (und damit
das Verhalten z.B. an Kreuzungen) vorherzusagen. Allerdings kann trotzdem angenommen
werden, dass die na¨chste Position in der Regel bekannt ist, da es prinzipiell bereits genu¨gt,
wenn ein Client die zwei letzten Positionsdaten kennt, da somit zuna¨chst die Straße auf der
er sich befindet und mit dem Zeitpunkt zu dem die Positionsdaten festgehalten wurden
die Richtung bestimmt werden kann. Damit kann dann im Kartenmaterial ausgehend von
der aktuellen Position bestimmt werden, in welcher Richtung der Client sich auf der Straße
bewegt. Dieses Vorgehen funktioniert offensichtlich nur dann nicht, wenn ein Client an einer
Kreuzung abbiegt oder seine Richtung plo¨tzlich a¨ndert (auf derselben Straße zuru¨ck geht).
Aber bereits nach dem ersten Positionsupdate nach einer Richtungsa¨nderung kann wieder
die na¨chste Position nach vorherigem Schema bestimmt werden.
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Daher kann als na¨chste Position immer der na¨chste Datenpunkt des Pfades auf dem sich
ein Client bewegt genutzt werden.
Hier wurde nur der Einfachheit halber die Berechnung der na¨chsten Postion auf dem
Client ausgefu¨hrt. In einer realen Anwendung wa¨re die Berechnung auf dem Server sinn-
voller, da die Ressourcen der Clients (Speicherplatz, Rechenzeit, Akkulaufzeit) sehr begrenzt
sind.
4.2 Nachrichtentypen
Dieser Abschnitt beschreibt alle Nachrichtentypen die zur Ausfu¨hrung der beschriebenen
Algorithmen no¨tig sind. Dabei wird zuna¨chst unterteilt in 4.2.2 Serverseitig, dieser Abschnitt
entha¨lt die Nachrichtentypen die vom Server ausgehend zu den Clients gesendet werden,
und 4.2.3 Clientseitig welcher wiederum die Nachrichtentypen beschreibt, die von den
Clients zum Server gesendet werden.
4.2.1 Allgemeines
Fu¨r alle hier beschriebenen Nachrichten (mit Ausnahme von ”Request“) wird eine Gro¨ße
von 250 Byte angenommen. Davon sind bis zu 233 Byte fu¨r Nutzdaten verwendbar 1. Diese
Werte gelten sowohl fu¨r Nachrichten von den Mobilgera¨ten zur Infrastruktur, als auch von
einem Server (bzw. der Infrastruktur) zu Mobilgera¨ten.
Alle versendeten Nachrichten haben folgenden Inhalt gemeinsam: Senderadresse,
Empfa¨ngeradresse und Typ der Nachricht. Der Typ entspricht den folgenden Nachrich-
tenarten.
Bei allen Nachrichten außer dem Request, wird davon ausgegangen, dass die Nachricht
per Mobilfunk sofort u¨bertragen wird und daher keine Lebensdauer angegeben werden muss.
Lediglich bei der Request Nachricht muss eine Lebensdauer gesetzt werden, da ansonsten
der Ansatz des Traffic Offloading hier nicht funktionieren kann.
4.2.2 Serverseitig
Nachrichten die vom Server ausgehend zu den Clients geschickt werden.
1Siehe [3gp] S.34 7.3.1.1 und 7.3.1.2
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4.2.2.1 LocationUpdateInquiry
Diese Nachricht wird vom Server versandt, um ein Positionsupdate der Clients anzufordern.
In der Regel wird diese Nachricht als Broadcast versendet, da meist eine Aktualisierung der
Position aller Clients erforderlich ist. Neben dem Standardnachrichteninhalt (Sender- und
Empfa¨ngeradresse sowie Typ) hat diese Nachrichten keine weiteren Nutzdaten.
4.2.2.2 Request
Die Requestnachricht entspricht der Datennachricht, die vom Server an die Clients verschickt
werden soll. Die Gro¨ße kann theoretisch variieren, je nachdem welche Daten verschickt
werden sollen. Neben den eigentlich Daten entha¨lt diese Nachricht außerdem eine Liste mit
den Adressen der Empfa¨nger. Dies ist erforderlich, damit bei der Ad-Hoc U¨bertragung eines
Requests die empfangenden Clients sicherstellen ko¨nnen, dass sie Ziel der Nachricht sind.
Im Gegensatz zu den anderen Nachrichten, besitzt jeder Request eine Lebensdauer von 24
Minuten. Innerhalb dieser Zeit muss der Request an alle Empfa¨nger verschickt worden sein.
Dies soll das System etwas realistischer machen, denn auch in einem realen System gibt es
obere Grenzen, bei denen eine Nachricht ausgeliefert sein muss.
4.2.3 Clientseitig
Nachrichten, die von den Clients ausgehend zum Server geschickt werden. Clientseitige
Nachrichten sind entweder Antworten auf vorherige Nachrichten des Servers, z.B. eine
Positionsmeldung oder ein Acknowledgement nach erfolgreichem Transfer des Requests per
Mobilfunk, bzw. nach dem Erhalt durch Ad-Hoc U¨bertragungen.
4.2.3.1 Acknowledge (ACK)
Acknowledge Nachrichten werden von Clients beim Empfang eines Requests an den Server
gesendet. Damit wird signalisiert, dass die Nachricht erfolgreich empfangen wurde. ACKs
werden sowohl dann verschickt, wenn der Request mittels dem Mobilfunknetz empfangen
wurde, als auch bei einer Ad-Hoc U¨betragung durch einen benachbarten Client. Neben dem
Standardnachrichteninhalt (Sender- und Empfa¨ngeradresse sowie Typ) hat diese Nachrichten
keine weiteren Nutzdaten.
4.2.3.2 LocationUpdate
LocationUpdate Nachrichten sind die Antworten von Clients auf die 4.2.2.1 LocationUpda-
teInquiry Nachricht. Diese Nachricht hat neben dem Request als einzige Nachricht Nutzdaten.
Sie enthalten: Aktuelle Position, zuletzt besuchte Position, na¨chste Position (Scha¨tzung) und
die Geschwindigkeit des Clients. Fu¨r die Positionsinhalte mu¨ssen je zwei Doubles (also
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3 ∗ 2 ∗ 8byte = 48byte) und fu¨r die Geschwindigkeit ein weiterer Double Wert gespeichert
werden. Insgesamt mu¨ssen also pro LocationUpdate Nachricht 56byte Nutzdaten verschickt
werden. Fu¨r einen realen Einsatz genu¨gen fu¨r eine Position zwei Double Werte nicht, es
muss daher unter Umsta¨nden eine gro¨ßere Nachricht gewa¨hlt werden um die GPS-Daten zu
speichern.
4.3 Verteilungsstrategien
Eine Verteilungsstrategie ist ein Algorithmus, der aus der Menge der vorhandenen Clients
den Client heraussucht, der am meisten Ad-Hoc U¨bertragungen erzielen kann. Jede der
folgenden Strategien unterscheidet sich dabei in der Art und Weise, wie mo¨gliche Ad-Hoc
U¨bertragungen bestimmt werden.
Einige der Strategien verwenden die aktuellen, sowie die wahrscheinlich na¨chsten
Positionen der Clients. Fu¨r den Server ist es allerdings unmo¨glich vorherzusagen, wie sich
Clients (bzw. die Person die das Mobiltelefon besitzt) in der Zukunft bewegen werden. Daher
sind alle hier vorgestellten Maßnahmen zur Bestimmung des optimalen Zielclients lediglich
Scha¨tzungen, basierend auf den dem Server vorliegenden Positionsdaten.
4.3.1 RANDOM
RANDOM ist der einfachste der vorhandenen Algorithmen und wurde hauptsa¨chlich zum
Vergleich fu¨r andere Algorithmen entwickelt. Die Funktion ist sehr simpel: Aus der Menge
der fehlenden Clients wird per Zufall ein neuer Client bestimmt, der den Request vom Server
erhalten soll. Daraufhin versendet der Server den Request und der Client wird (sobald er
in entsprechender Entfernung ist) anderen Clients diese Nachricht u¨bermitteln. U¨ber die
Effizienz des Algorithmus kann naturgema¨ß keine genaue Angabe gemacht werden. Die
Simulationen zeigen jedoch, dass dieser Ansatz u¨berraschenderweise relativ hohe Ad-Hoc
Transferraten erzielen kann.
4.3.2 DISTANCE
DISTANCE entspricht prinzipiell dem ”Static Coverage“ Algorithmus von P. Baier, F. Du¨rr
und K. Rothermel 2 aus der diesem Bericht zugrunde liegenden Arbeit.
2Siehe ”TOMP: Opportunistic Traffic Offloading Using Movement Predictions“ [BDR12] S. 4
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4.3.2.1 Funktion
Der Algorithmus nutzt die Positionsdaten der Clients um mo¨gliche Ad-Hoc U¨bertragungen
zu bestimmen. Dazu wird zuna¨chst eine Distanzmatrix (D) erstellt, in der die Absta¨nde
zwischen den Clients eingetragen werden. Genauer: Haben zwei Clients (ci, cj) einen Abstand
der kleiner als der Ad-Hoc Radius ist, so wird die Distanz, andernfalls 0.0 eingetragen.
(4.1) D[i][j] =
{
0.0 if dist(ci, cj) > RANGEAd−Hoc ∨ i = j
dist(ci, cj) if dist(ci, cj) ≤ RANGEAd−Hoc
Abbildung 4.3: Gleichung zur Berechnung der Distanzmatrix.
Ein guter bzw. viel Erfolg versprechender Client ist nun dadurch erkenntlich, dass sich
in einer Zeile der Matrix besonders viele Werte ungleich 0.0 befinden. Die Zeile mit den
meisten Eintra¨gen (ungleich 0.0) wird als bester Client betrachtet und damit als na¨chstes
Ziel ausgewa¨hlt.
4.3.2.2 Problem
Ein Problem dieses Algorithmus ist, dass in dem Fall, in dem ein Client viele andere
u¨berdeckt, nicht alle u¨berdeckten Clients die Nachricht erhalten. Dies liegt in erster Linie dar-
an, dass Clients (bzw. die Personen die die entsprechenden Gera¨te tragen) in der Simulation
nicht stehen bleiben wenn sie anderen begegnen. Durch die (mo¨glicherweise entgegenge-
setzte) Bewegung verlassen sie den jeweils anderen U¨bertragungsbereich. Das heißt, dass
die Zeit in der zwei Gera¨te theoretisch Nachrichten austauschen ko¨nnen, relativ kurz ist.
Da jede U¨bertragung zwischen zwei Clients aber eine gewisse Zeit braucht (na¨heres zu
U¨bertragungsraten unter 3.2.1 Interfaces) passiert es, dass die U¨bertragung vom Senderclient
zum Empfa¨ngerclient abbricht, weil die Entfernung gro¨ßer wird als RANGEAd−Hoc, oder
gar nicht erst stattfindet.
Zeit bis zur Auslieferung des Requests: Fu¨r die U¨bertragung an alle benachbarten
Empfa¨nger werden 20 Sekunden eingeplant. Es wird dabei fu¨r jeden Empfa¨nger (Eintra¨ge
die in der Distanzmatrix ungleich null waren) eingetragen, bis zu welchem Zeitpunkt dieser
den Request erhalten sollte. Dabei ist es unerheblich, ob ein Empfa¨nger diesen von dem
Zielclient direkt, oder von einem anderen Client erha¨lt. Geht man, wie im Systemmodell
beschrieben, von WiFi Direct als Kommunikationsinterface aus, reicht diese Zeit auch fu¨r
sehr große Dateien. Nutzt man allerdings Bluetooth als U¨bertragungsinterface ko¨nnen nur
noch vergleichsweise kleine Dateien u¨bertragen werden. Die Zeit, die fu¨r die U¨bertragung
an benachbarte Empfa¨nger no¨tig ist, muss in einer realen Umgebung an die vorhandenen
Gegebenheiten wie Anzahl der Clients, U¨bertragungsgeschwindigkeit der Mobilgera¨te oder
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Dateigro¨ße angepasst werden. Wa¨hrend der Implementierung stellte sich jedoch heraus,
dass ein Zielclient sehr selten mehr wie fu¨nf andere Clients u¨berdeckt und die angegebene
Zeit wurde daher auch fu¨r Bluetooth Kommunikation als ausreichend betrachtet.
4.3.3 DISTANCE ENHANCED
DISTANCE ENHANCED ist eine Weiterentwicklung des DISTANCE Algorithmus wobei
nicht nur direkte Nachbarn als u¨berdeckte Clients gewertet werden, sondern ebenfalls die dar-
aus entstehenden indirekten U¨berdeckungen. Siehe Abbildung: 4.4 DISTANCE ENHANCED
Beispiel
A
B
C
D
E
Abbildung 4.4: Beispiel U¨berdeckung bei DISTANCE ENHANCED. Client A u¨berdeckt B
und C direkt, E und D indirekt.
Bildbeschreibung Die Buchstaben A-E kennzeichnen die durch Punkte repra¨sentierten
Clients. Der U¨bertragungsradius eines Clients wird durch einen Kreis dargestellt, wobei die
durchgezogene Linie dem U¨bertragungsradius des Zielclients entspricht. Um verschiedene
Clients besser unterscheiden zu ko¨nnen, sind die U¨bertragungsradien farblich entsprechend
den Clients markiert. Clients die vom selben Sender u¨berdeckt werden, haben die glei-
che Farbe. Der Zielclient A u¨berdeckt B und C direkt, das heißt B und C befinden sich
innerhalb seines U¨bertragungsradius. B u¨berdeckt außerdem die Clients D und E. Der
Unterschied zu 4.3.2 DISTANCE besteht nun darin, dass zu der Menge der U¨berdeckungen
des Zielclients auch alle Clients hinzugefu¨gt werden, die durch bereits u¨berdeckte Clients
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benachrichtigt werden ko¨nnen. Das heißt, die Menge der von A u¨berdeckten Clients ist:
CovA = {B, C, D, E}
4.3.3.1 Funktion
Als Ausgangspunkt wird dieselbe Distanzmatrix wie bei DISTANCE verwendet (siehe 4.3
Gleichung zur Berechnung der Distanzmatrix.). Zuna¨chst wird wie bereits beschrieben nach
dem Client (cbest) mit den meisten U¨berdeckungen gesucht. Dabei entsteht eine Menge
Mcbest , die alle Clients entha¨lt, die von cbest direkt u¨berdeckt werden. Fu¨r jeden Client ccovered
aus dieser Menge wird nun in der Distanzmatrix gesucht, welche weiteren Clients davon
u¨berdeckt werden und diese zur urspru¨nglichen Menge Mcbest hinzugefu¨gt. Dieser Schritt
muss fu¨r alle dadurch hinzugefu¨gten Clients ebenfalls durchgefu¨hrt werden.
Der Algorithmus in java-a¨hnlichem Code siehe 4.1 Algorithmus zur Berechnung der
u¨berdeckten Clients fu¨r DISTANCE ENHANCED.
1 getCoveredClients(double[][] DM, Integer mainClientAdr)
{
3 Set<Integer> coveredClients = new Set<Integer>(); // set with client IDs
for (int column = 0; column < DM.length; column++) { // go through
distance matrix
5 if (DM[mainClientAdr][column] != 0.0) { // other client is in range
DM[column][mainClientAdr] = 0.0; // set new clients value to 0.0
7 coveredClients.add(c);
}
9 }
Iterator i = coveredClients.iterator(); // empty if no new client is
covered
11 while (i.hasNext()) {
// recursiv call to get further coverage of newly added clients
13 coveredClients.addAll(getCoveredClients(DM, (Integer)i.next());
}
15 return coveredClients;
}
Listing 4.1: Algorithmus zur Berechnung der u¨berdeckten Clients fu¨r DISTANCE ENHANCED
Wichtig bei diesem Algorithmus ist, in der Distanzmatrix den Eintrag der die
U¨berdeckung zwischen cbest und einem neu gefundenen Client repra¨sentiert, zu lo¨schen
(siehe Code Zeile 6). Das ist notwendig, damit der Algorithmus terminiert, da andernfalls
die Menge der gefundenen Clients immer mindestens Gro¨ße 1 hat. Offensichtlich wird dies
mit einem Minimalbeispiel.
Annahme: Es existieren 2 Clients (A und B) die sich in U¨bertragungsreichweite zueinander
befinden und Zeile 6 des obigen Algorithmus wird nicht ausgefu¨hrt.
Ablauf:
1. Zuna¨chst wird fu¨r A die Menge CovA = B bestimmt (d.h. A u¨berdeckt B). Entspricht
Zeilen 3-9 des Algorithmus.
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2. Das Unterprogramm wird in Zeile 13 mit B und der unvera¨nderten Distanzmatrix
aufgerufen.
3. In Zeilen 3-9 wird A als u¨berdeckter Client gefunden.
4. In Zeile 13 wird das Unterprogramm mit A und der weiterhin unvera¨nderten Distanz-
matrix aufgerufen.⇒ Programm terminiert nicht!
Wird nun zusa¨tzlich noch Zeile 6 des obigen Algorithmus ausgefu¨hrt, so wird bei Schritt 3
keine weitere U¨berdeckung gefunden, die Schleife also nicht ausgefu¨hrt und die Abbruchbe-
dingung der Rekursion damit erfu¨llt.
Die beschriebene Art der U¨berdeckungsbestimmung la¨sst sich gut als Baum interpretie-
ren (siehe 4.5 DISTANCE ENHANCED Baumdarstellung). An der Wurzel des Baumes ist
der Zielclient. Die direkten Kinder entsprechen den Clients, die sich im U¨bertragungsradius
des Zielclients befinden. Jedes dieser Kinder kann wiederum eigene Kinder haben. Diese
befinden sich dann außerhalb des U¨bertragungsradius des Elternknotens, da es anderenfalls
Kinder des Elternknotens wa¨ren. Damit lassen sich die u¨berdeckten Clients in verschiedene
Level einteilen.
A
B C
DE
Abbildung 4.5: Beispiel eines einfachen U¨berdeckungsbaumes bei DISTANCE ENHANCED
anhand des vorherigen Beispiels.
4.3.3.2 Problem
Prinzipbedingt gibt es hier das gleiche Problem wie bei DISTANCE. U¨berdeckt der
Client eines Levels viele andere Clients, reicht mo¨glicherweise die Zeit, die beide in
U¨bertragungsreichweite verbringen, nicht aus um die Nachricht zu u¨bermitteln, da sich
beide Clients voneinander weg bewegen. Dieser Effekt versta¨rkt sich dadurch, dass Cli-
ents in a¨ußeren Leveln auf die U¨bertragung der Nachricht durch die Elternknoten war-
ten mu¨ssen und daher weniger Zeit haben die Nachricht an die eigenen Kindknoten zu
verteilen. Bei diesem Algorithmus ist das Problem besonders stark ausgepra¨gt, da unter
Umsta¨nden bereits eine einzelne nicht ausgelieferte Nachricht ausreicht, dass ein ganzer
Ast des U¨berdeckungsbaumes keine Nachricht erha¨lt. Dieser Effekt la¨sst sich einschra¨nken,
indem die U¨bertragungsradien a¨ußerer Level kleiner gewa¨hlt werden als die der inneren. Das
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fu¨hrt dazu, dass vom Wurzelknoten weiterhin viele Clients die Nachricht erhalten ko¨nnen
(voller U¨bertragungsradius). Je weiter die Nachricht jedoch nach außen wandert, desto na¨her
mu¨ssen die Clients zusammen sein, um in die U¨berdeckungsbestimmung aufgenommen
zu werden. Durch die geringere Distanz zwischen den a¨ußeren Clients wird sichergestellt,
dass sie sich la¨nger in ihren jeweiligen U¨bertragungsradien aufhalten (die tatsa¨chlichen
U¨bertragungsreichweiten werden natu¨rlich nicht verringert). Der entsprechende Parameter
findet sich unter: 4.4.3 Radius reduction
Zeit bis zur Auslieferung des Requests Es gilt dieselbe Zeit wie bei 4.3.2 DISTANCE, da
auch bei DISTANCE ENHANCED ein Client nur sehr selten mehr als fu¨nf andere Clients
u¨berdeckt. Weiterhin kann ein Teil der U¨bertragung parallel ausgefu¨hrt werden, da ein
Client der den Request erhalten hat an den na¨chsten Level bereits senden kann, wa¨hrend
der Zielclient noch an die Clients die ihn direkt umgeben sendet.
4.3.4 DISTANCE MOTION
Im Vergleich zu den vorherigen DISTANCE Algorithmen basiert DISTANCE MOTION nicht
einzig auf der Entfernung zwischen den Clients, sondern hauptsa¨chlich auf deren Bewe-
gungsrichtung und Geschwindigkeit. Daher ist es fu¨r diesen Algorithmus no¨tig, dass Clients
regelma¨ßig ihre aktuelle, die voraussichtlich na¨chste Position und ihre Geschwindigkeit an
den Server senden.
4.3.4.1 Funktion
Wichtigster Schritt ist zuna¨chst die Bewegungsrichtung der Clients festzustellen. Dazu wird
fu¨r jeden Client ein Richtungsvektor berechnet, der von der aktuellen Position auf die na¨chste
(wahrscheinliche) Position zeigt. Dieser Vektor wird normalisiert (|~v| = 1) und um einen
bestimmten Faktor verla¨ngert (siehe 4.4.4 Vector Extension). Die Verla¨ngerung repra¨sentiert
dabei die Zeit, von der angenommen wird, dass sich der Client noch in der berechneten
Richtung bewegt. Das heißt, der Bewegungsvektor kann beispielsweise mit dem Faktor
60 verla¨ngert werden, wenn man davon ausgehen kann, dass sich der Client weitere 60
Sekunden in der entsprechenden Richtung bewegt. Durch die Streckung um einen fixen
Faktor kann der Endpunkt des Richtungsvektors berechnet werden. Offensichtlich wird
der berechnete Endpunkt unwahrscheinlicher, je ho¨her der Verla¨ngerungsfaktor gewa¨hlt
wird. Damit existiert dann fu¨r jeden Client ein Liniensegment, auf dem sich der Client
voraussichtlich bewegt.
Beispiele siehe Abbildung 4.6. Die La¨nge der Vektoren (blau) repra¨sentiert deren Geschwin-
digkeit und die Streckung der Richtungsvektoren (gru¨n) um einen bestimmten Faktor. Alle
eingezeichneten Schnittpunkte (blaue Kreise) entsprechen mo¨glichen Treffpunkten, d.h. die
Clients erreichen diese Punkte wahrscheinlich zu einem a¨hnlichen Zeitpunkt.
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Abbildung 4.6: Beispiel der DISTANCE MOTION Strategie mit gekennzeichneten Schnitt-
punkten.
Diese Segmente ko¨nnen zuna¨chst wie einfache Geraden gehandhabt und auf Schnitt-
punkte untersucht werden. Nach der Schnittpunktanalyse gibt es zwei Sonderfa¨lle die
beachtet werden mu¨ssen:
1. Liegt der Schnittpunkt vor oder hinter einem Liniensegment ⇒ Kein Treffen der
Clients!
2. Liegt der Schnittpunkt auf den Liniensegmenten, aber beide Clients erreichen zu
unterschiedlichen Zeiten den Schnittpunkt⇒ Kein Treffen der Clients!
Beispiele siehe Abbildung 4.7.
Zu 2: Die Ankunftszeit beider Clients am berechneten Schnittpunkt darf aufgrund des
U¨bertragungsradius leicht variieren. Beispiel(vereinfacht): Angenommen Clients A und B
erreichen den Schnittpunkt zu den Zeiten tA und tB und bewegen sich mit vA = 0.5m/s bzw.
vB = 1.5m/s. Geht man von einem U¨bertragungsradius RANGEAd−Hoc = 10m aus, so wa¨re
A 20 Sekunden nach Erreichen des Schnittpunktes 10 m vom Treffpunkt entfernt und damit
nicht mehr in U¨bertragungsreichweite zu B. Selbiges gilt bis 20 Sekunden vor Erreichen
des Treffpunktes. Das bedeutet, dass ein Nachrichtentransfer zwischen A und B mo¨glich
ist, solange B den Treffpunkt zu einem Zeitpunkt tA − 20 < tB < tA + 20 erreicht. Hierbei
wurde die Dauer der Datenu¨bertragung zur Vereinfachung nicht beru¨cksichtigt. Es mu¨sste
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Abbildung 4.7: Beispiel der beiden Sonderfa¨lle, in denen kein Treffen zwischen den Clients
stattfindet. Links entspricht Fall 1, rechts Fall 2
daher ein weiterer Wert tδ =
Nachrichtengro¨ße
U¨bertragungsgeschwindigkeit
in der Ungleichung subtrahiert
bzw. entsprechend addiert werden.
Um den tatsa¨chlichen Ankunftszeitpunkt der beiden Clients zu bestimmen, ist jedoch
noch ein weiterer Wert erforderlich. Da die berechneten Liniensegmente Start- und Endpunkt
per Luftlinie verbinden (Clients sich aber anhand der Straßen bewegen mu¨ssen) kann nicht
allein die La¨nge der Liniensegmente als Grundlage fu¨r die Dauer bis zum Erreichen des
Endpunktes genu¨gen. Daher wird die berechnete Ankunftszeit um 20% erho¨ht, um dem
la¨ngeren Weg auf der Straße Rechnung zu tragen.
4.3.5 DISTANCE COMBINED
DISTANCE COMBINED verbindet die Ansa¨tze 4.3.4 DISTANCE MOTION und 4.3.3 DI-
STANCE ENHANCED.
4.3.5.1 Funktion
Zuna¨chst werden mo¨gliche Zielclients mittels der DISTANCE MOTION Strategie berech-
net. Danach wird zusa¨tzlich bestimmt wie viele Clients sich direkt oder indirekt in
U¨bertragungsreichweite zueinander befinden (durch DISTANCE ENHANCED). Na¨here
Informationen zu den jeweiligen Strategien siehe oben. Ziel des Algorithmus ist es einen
Client zu bestimmen, der die ho¨chst mo¨gliche U¨berdeckung generiert und dabei die di-
rekte Nachbarschaft sowie die in der Zukunft eintretenden U¨bertragungen beru¨cksichtigt.
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Zuna¨chst wird DISTANCE MOTION verwendet, um die Anzahl der U¨bertragungen die in
der Zukunft stattfinden ko¨nnen, zu bestimmen. Dabei liegt der in der Zukunft betrachtete Be-
reich, wie bereits erwa¨hnt, innerhalb der durch den Vector Extension Parameter angegebenen
Zeit (siehe 4.4.4 Vector Extension). Daraufhin wird DISTANCE ENHANCED genutzt, um
die Anzahl der Ad-Hoc U¨bertragungen die in naher Zukunft mo¨glich sind zu bestimmen.
4.3.6 SAME STREET
Beim SAME STREET Algorithmus werden Clients als erfolgversprechend eingestuft, wenn
sie besonders viele andere Clients auf derselben Straße treffen und somit eine Nachricht an
viele weitere Empfa¨nger verteilt werden kann. Da keine exakte Aussage daru¨ber getroffen
werden kann wohin sich die Clients in Zukunft bewegen (und damit auch nicht daru¨ber wie
sie sich an Kreuzungen verhalten) wird im Folgenden zur Vereinfachung angenommen, dass
ein Client immer auf der Straße bleibt auf der er sich aktuell bewegt. Um festzustellen, ob
zwei Clients sich auf einer Straße treffen, ist es wie bei 4.3.4 DISTANCE MOTION no¨tig, die
(wahrscheinlich) na¨chste Position eines Clients zu wissen. Dabei ist es wiederum unerheblich
ob die na¨chste Position tatsa¨chlich korrekt ist. Es kann lediglich tempora¨r die Anzahl der Ad-
Hoc U¨bertragungen etwas verschlechtern, wenn mit inkorrekten Positionsdaten gerechnet
wird. Daher wird wie in 4.1.5 Na¨chste Clientposition beschrieben, vorausgesetzt, dass der
Client auch fu¨r diese Verteilungsstrategie seine na¨chste Position sendet.
Dies widerspricht nicht der vorherigen Aussage, dass kein exaktes Vorherbestimmen der
Bewegung mo¨glich ist, da die na¨chste Position weiterhin nur eine Abscha¨tzung ist.
4.3.6.1 Funktion
Um bestimmen zu ko¨nnen, ob zwei Clients sich auf derselben Straße bewegen, wird zuna¨chst
der Pfad zwischen ihnen bestimmt. Hierzu besitzt der Simulator [KOK09] die Mo¨glichkeit,
zwischen zwei Knoten des Kartenmaterials den ku¨rzesten Pfad zu berechnen. Zwei Clients
werden genau dann als auf derselben Straße befindlich angesehen, wenn auf dem Pfad
zwischen ihnen keine Kreuzung ist (der Pfad ist kreuzungsfrei). Ein Pfad zwischen zwei
Clients entspricht der (ku¨rzesten) Verbindung die mit den vorhandenen Straßen/Wegen
mo¨glich ist. Der Pfad ist dabei aus mehreren Elementen aufgebaut, wobei jedes Element
einem Datenpunkt aus dem zugrunde liegenden Kartenmaterial entspricht. Fu¨r jedes Element
des Pfades ist weiterhin bekannt, welche Datenpunkte direkt benachbart sind. Daher ist
ein Pfad genau dann kreuzungsfrei, wenn jedes Element des Pfades nicht mehr als zwei
Nachbarelemente hat.
Zuna¨chst gibt es zwei Mo¨glichkeiten, wie sich zwei Clients auf derselben Straße treffen
ko¨nnen:
1. Sie kommen sich entgegen.
2. Beide Clients bewegen sich in dieselbe Richtung, wobei der hintere Client eine ho¨here
Geschwindigkeit besitzt.
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Fall 1 ist relativ einfach zu bestimmen. Liegt sowohl die na¨chste Position des ersten, als
auch die na¨chste Position des zweiten Clients auf dem Pfad der beide verbindet, so bewegen
sich beide Clients aufeinander zu und werden sich unweigerlich treffen. Das heißt, die Zeit
bis zum Treffen betra¨gt t =
d
v1 + v2
Sekunden, wobei d die Distanz ist, die zwischen den
Clients liegt. Siehe auch Abbildung 4.8; gestrichelte Abschnitte deuten zur wahrscheinlich
na¨chsten Position hin.
B
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Abbildung 4.8: Fall 1: Beide Clients bewegen sich aufeinander zu.
Fall 2 wird auf eine a¨hnliche Weise bestimmt. Da sich beide Clients in dieselbe Richtung
bewegen (d.h. sich auf einer Straße hintereinander bewegen) muss die na¨chste Position eines
Clients außerhalb des berechneten Pfades liegen. Dabei ko¨nnen sich die Clients nur treffen,
wenn der ”hintere“ Client eine ho¨here Geschwindigkeit besitzt. Der hintere Client ist in
diesem Fall immer der, dessen na¨chste Position auf dem Pfad liegt. Da sich der vordere
Client durchgehend vom hinteren fortbewegt, muss eine andere Formel zur Ermittlung der
Dauer bis zum Treffen genutzt werden. Angenommen v1 und v2 sind die Geschwindigkeiten
der Clients, wobei sich Client 1 hinter Client 2 befindet: t =
d
v1 − v2 (d entspricht der Distanz
die zwischen den Clients liegt.) Siehe auch Abbildung 4.9; gestrichelte Abschnitte deuten
zur wahrscheinlich na¨chsten Position hin.
Alle Clients mu¨ssen nun gegeneinander gepru¨ft werden, d.h. fu¨r jeden Client wird
untersucht welcher andere Client auf derselben Straße ist. Wird dabei ein Treffer gefunden,
wird mittels der oberen beiden Fa¨lle die Zeit bestimmt, zu der sich die Clients treffen. Dabei
muss beachtet werden, dass Clients nur dann als u¨berdeckt bzw. erreichbar za¨hlen, wenn
die Zeit des Zusammentreffens noch innerhalb der Gu¨ltigkeitsdauer der Nachricht liegt!
Nach dieser Berechnung steht fu¨r jeden Client fest, ob und wie viele andere Clients von ihm
getroffen werden und die Zeit des mo¨glichen Treffpunkts. Der beste Empfa¨nger (Zielclient)
ist, wie bei den Strategien, nun der, der die meisten anderen Clients u¨berdeckt. Fu¨r die
Auswahl des besten Empfa¨ngers ist der Zeitpunkt zu dem die Clients erreicht werden
irrelevant; lediglich die Anzahl der u¨berdeckten Clients ist ausschlaggebend.
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Abbildung 4.9: Fall 2: Beide Clients bewegen sich in die gleiche Rictung, dabei ist Client A
schneller als Client B.
4.4 Parameter
Neben den Verteilungsstrategien gibt es noch einige Parameter anhand derer man die
Verteilung der Requests bzw. die Auslastung des UMTS-Netzes vera¨ndern kann.
4.4.1 Adaptive message inquiry
”Adaptive message inquiry“ (kurz: AMI) wird genutzt um die Anzahl der versendeten
Positionsnachrichten zu reduzieren. Im Prinzip sollen statt regelma¨ßiger Updates der Positi-
onsinformation nur noch dann Aktualisierungen erfolgen, wenn die vorhandenen Daten zu
alt bzw. zu ungenau sind. Um festzustellen, wann Positionsdaten zu alt sind, wird u¨berpru¨ft
wie viele der berechneten U¨bertragungen tatsa¨chlich eingetroffen sind. Wie bereits in 4.1.4
Zielclients und fehlende Clients erwa¨hnt, wird fu¨r alle Algorithmen (außer RANDOM)
gespeichert, wann die vom Zielclient erreichbaren Empfa¨nger die Nachricht u¨bermittelt be-
kommen. Das heißt, es kann u¨berpru¨ft werden, wie viele der eingegangen ACKs rechtzeitig
beim Server eintrafen. Bevor fu¨r einen Request also ein weiteres Mal ein Zielclient gesucht
wird, wird die Anzahl der seit der letzten U¨berpru¨fung rechtzeitig eingegangenen Requests
berechnet.
Berechnung: Zuna¨chst wird u¨berpru¨ft fu¨r welche Clients ein Empfangszeitpunkt vorliegt
und ob dieser Zeitpunkt bereits verstrichen ist.
• Ist der Zeitpunkt bereits vorbei und es liegt ein ACK vor, so ist der Request rechtzeitig
eingegangen.⇒ ergibt die Zahl der erfolgreichen Transfers (tsucc).
• Ist der Zeitpunkt bereits vorbei und es liegt kein ACK vor, so ist der Request nicht bei
dem betreffenden Client eingegangen obwohl dieser ihn ha¨tte empfangen sollen.⇒
ergibt die Zahl der Transfers die nicht stattgefunden haben (t f ailed).
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Daraufhin werden alle gefundenen Zeitpunkte, sowohl korrekt durchgefu¨hrte als auch die
nicht stattgefundenen, aus der Liste gelo¨scht, damit bei der na¨chsten U¨berpru¨fung nur
Elemente betrachtet werden, die nicht bereits gepru¨ft wurden.
Liegt das Verha¨ltnis der rechtzeitig eingetroffenen ACKs zur Gesamtanzahl
(tsucc/(t f ailed + tsucc)) unter dem mit ”adaptive message inquiry“ definierten Prozentsatz,
kann davon ausgegangen werden, dass die Positionsdaten des Servers veraltet sind und
daher viele berechnete Treffen nicht stattgefunden haben. Daher wird ein neues Positionsup-
date ausgelo¨st. Der gewu¨nschte Prozentsatz la¨sst sich in der Settings-Datei des Simulators
einstellen. Soll dieser Parameter nicht genutzt werden, d.h. es soll nach einem fixen Timeout
immer wieder die Position der Clients abgefragt werden, so kann man den Parameter auf
−1 setzen.
Zula¨ssiger Wertebereich: [0, 1] falls Adapative Message Inquiry verwendet werden soll,
ansonsten −1.
4.4.2 Reinjection Threshold
Der Reinjection Threshold Parameter (kurz: RT) soll dazu beitragen, die Anzahl der per
Mobilfunk versendeten Requests weiter zu reduzieren. Durch eine U¨berpru¨fung der Anzahl
der eingehenden ACKs kann bestimmt werden, wie hoch die Verteilungsrate eines Requests
aktuell ist. Wurde innerhalb eines bestimmten Zeitfensters eine hohe Anzahl an ACKs
empfangen, so kann man darauf schließen, dass der Request hinreichend gut verteilt wird.
Ist die Anzahl der eingegangenen ACKs in diesem Zeitfenster allerdings gering, ist es
offenbar no¨tig, einem weiteren Client den Request zu schicken, um so weitere Sender zu
erhalten.
Problembeschreibung: Urspru¨nglich wurde alle 60 Sekunden jeder Request ein weiteres
Mal in das System gegeben, um weitere Clients zu erreichen, die den Request weiterlei-
ten ko¨nnen. Oft ist dies jedoch nicht no¨tig, da der berechnete Zielclient den Request in
naher Zukunft z.B. von einem benachbarten Client erhalten ha¨tte. In diesem Fall wa¨re der
entstehende Traffic um den Request an den Zielclient zu senden vergebens. Um das zu
vermeiden, wird die Anzahl der versendeten Datennachrichten reduziert, sofern das die
aktuelle Verteilungsquote zula¨sst.
Lo¨sungsansatz: Statt einer fixen Verteilung (alle 60 Sekunden) der Requests, soll ein
erneutes Senden vom Server nur dann erfolgen, wenn die Zahl der eingehenden ACKs
sinkt. Dazu u¨berpru¨ft der Server fortlaufend, wie viele ACKs in den letzten 60 Sekunden
eingegangen sind. Liegt das Verha¨ltnis von eingegangenen ACKs zur Anzahl der noch
fehlenden Clients unter einer gewissen Grenze (die mit ”Reinjection Threshold“ festgelegt
wird), wird der Request erneut an einen Zielclient geschickt. Dieser wird wiederum vom
aktuell verwendeten Algorithmus berechnet.
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Zula¨ssiger Wertebereich: [0, 1] Wobei 1 bedeutet, dass von allen fehlenden Clients ACKs
erwartet wurden. Da dies aber unrealistisch ist, entspricht 1 also dem regelma¨ßigen (im 60
Sekundentakt) Senden der Requestnachricht. Wird der Parameter zu hoch gewa¨hlt, (z.B.
gro¨ßer als 0.3) so sinkt die erreichte U¨berdeckung leicht, da oft an einen Client der Request
versandt wird, der diesen in naher Zukunft durch einen anderen Client erhalten ha¨tte.
Insgesamt wird dadurch also die Zahl der Ad-Hoc U¨bertragungen um eins reduziert. Dieser
Fall tritt ha¨ufiger ein, je ho¨her der Parameter gesetzt wird.
4.4.3 Radius reduction
Durch den Radius Reduction Parameter (kurz: RR) soll bei der Verwendung der DIS-
TANCE ENHANCED Strategie der Fall, dass Clients in a¨ußeren Leveln Requests nicht
erhalten, vermieden werden. Dazu wird der U¨bertragungsradius der weit außen liegenden
Clients kleiner simuliert.
Problembeschreibung: Wie bereits bei DISTANCE ENHANCED beschrieben (siehe 4.3.3.2
Problem), existiert das Problem, dass a¨ußere Clients Nachrichten nicht erhalten. Dies
liegt daran, dass die Zeit, in der die ausgewa¨hlten Clients in U¨bertragungsreichweite
sind, nicht ausreicht um eine Nachricht von Innen (Zielclient) nach Außen (u¨berdeckte
Clients) zu transportieren. Insbesondere tritt der Fall dann auf, wenn die Clients der
ho¨heren Level (also die a¨ußeren Clients) bereits weit von ihrem Sendeclient (also ein Client
einen Level tiefer) entfernt sind. Dann werden sie zwar zur U¨berdeckung hinzugerechnet
(sind also im U¨berdeckungsbaum), sind meist aber nur wenige Sekunden innerhalb der
U¨bertragungsreichweite eines Senders, der ebenfalls einige Sekunden warten muss bis die
Nachricht ihn erreicht.
Lo¨sungsansatz: Fu¨r die Berechnung der U¨berdeckung wird mit einem kleineren
U¨bertragungsradius der ho¨heren Level gerechnet. Genauer bedeutet das, dass der
U¨bertragungsradius mit steigendem Level um einen festen Wert kleiner gewa¨hlt wird. Als
Standardwert wird eine Reduktion um drei Meter genutzt. Geht man als U¨bertragungsradius
von zehn Metern aus (weil beispielsweise Bluetooth genutzt wird) gilt bei Level 0 (Zielcli-
ent) also der volle U¨bertragungsradius. Fu¨r alle vom Zielclient u¨berdeckte Clients (Level
1) geht der Radius mit sieben Metern in die Bestimmung ein. In Level 2 betra¨gt der, fu¨r
die Berechnung genutzte, U¨bertragungsradius dann nur noch vier Meter. Da der Radius
in Level 3 bereits nur noch einen Meter betra¨gt ist offensichtlich, dass bei dieser Wahl
des Reduzierungswerts ein weiterer Level nicht mehr mo¨glich ist. Damit Clients in die
U¨berdeckungsberechnung einfließen, mu¨ssen sie also na¨her an einem u¨berdeckten Client
sein, je weiter sie sich vom Zielclient entfernen.
Dadurch wird sichergestellt, dass besonders Clients in einem ho¨heren Level sich
la¨nger im U¨bertragungsradius ihres U¨bermittlers aufhalten. Damit werden die berech-
neten U¨berdeckungen genauer, es gibt also weniger Abweichung zwischen Anzahl der
berechneten U¨berdeckungen und der tatsa¨chlich eingehenden ACKs der Clients. Durch die
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ho¨here Genauigkeit des Algorithmus steigt letztendlich die Anzahl der versendeten Ad-Hoc
Nachrichten, womit wiederum der Traffic in dem Mobilfunknetz gesenkt werden kann.
Zula¨ssiger Wertebereich: [0,∞) Wobei nur ganzzahlige Werte zula¨ssig sind. Ein Wert der
gro¨ßer ist als der U¨bertragungsradius des verwendeten Kommunikationsinterface wu¨rde
dazu fu¨hren, dass der Algorithmus wie DISTANCE agiert. Das heißt fu¨r einen Client
(Zielclient) ko¨nnte bestimmt werden welche Clients u¨berdeckt sind, aber ein weiterer Level
wird nicht beachtet, da fu¨r die u¨berdeckten Clients ein U¨bertragungsradius von weniger als
null Metern simuliert wird.
4.4.4 Vector Extension
Wie bereits unter 4.3.4 DISTANCE MOTION beschrieben, repra¨sentiert ”Vector Extension“
(kurz: VE) die Verla¨ngerung des Richtungsvektors um einen bestimmten Faktor. Wird dabei
beispielsweise der Faktor ”120“ gewa¨hlt, entspricht das der Annahme, dass der Client sich
weitere 120 Sekunden auf der berechneten Richtung bewegt. Vera¨nderungen an der La¨nge
des Richtungsvektors vera¨ndern direkt die Zahl der berechneten Datentransfers. Wird der
Verla¨ngerungsvektor zu kurz gewa¨hlt, so kann der Fall eintreten, dass ein Client zum Ziel
gewa¨hlt wird der wenige andere Clients u¨berdeckt, diese aber sehr fru¨h trifft. Das hat zur
Folge, dass ein Client der wesentlich mehr Clients treffen ko¨nnte, das aber zu einem (etwas)
spa¨teren Zeitpunkt, nicht gewa¨hlt wird da in der direkten, u¨berpru¨ften Umgebung weniger
Schnittpunkte sind. Andererseits kann auch der Fall eintreten, dass ein Client gewa¨hlt wird
der in großer Entfernung viele andere Clients trifft, aber aufgrund der Ungenauigkeit dieses
Ansatzes diese nie erreicht. Dann wu¨rden bessere Ziele, die weniger Clients u¨berdecken
diese aber fru¨her und damit wahrscheinlicher treffen, ignoriert. Den optimalen Wert fu¨r die
Verla¨ngerung des Richtungsvektors zu finden ist Teil der Evaluation.
Zula¨ssiger Wertebereich: [0,∞) Wobei nur ganzzahlige Werte zula¨ssig sind. Ein Wert der
gro¨ßer ist als die Nachrichtenlebenszeit (in Sekunden) wu¨rde bedeuten, dass Treffpunkte
berechnet werden, bei deren Erreichen die entsprechende Nachricht bereits nicht mehr gu¨ltig
ist.
44
KAPITEL 5
EVALUIERUNG
5.1 ONE Simulator
Zur Simulation der Bewegungen und Datentransfers aller Clients wird der Simulator ”One“
[KOK09] genutzt. Dieser simuliert in erster Linie die Bewegungen und Datentransfers von
Clients. Alle Clients verschicken eingehende Nachrichten automatisch per Ad-Hoc Netzwerk
an alle verfu¨gbaren Nachbarn. Der Datentransfer wird abgebrochen, sobald die Distanz
zwischen zwei Clients gro¨ßer als die Reichweite des verwendeten Kommunikationsinterfaces
ist, oder ein Client die entsprechende Nachricht bereits gespeichert hat (also die Nachricht
in einem Puffer vorliegt).
Um die Bewegung des Clients realita¨tsnah darstellen zu ko¨nnen, wird dem Simulator
Kartenmaterial zugewiesen. Das in der folgenden Auswertung genutzte Kartenmaterial
entspricht einem Ausschnitt von Helsinki und ist etwa 16, 2km2 groß. Damit ist es dann
mo¨glich, dass sich die Clients nicht willku¨rlich, sondern nur noch auf den vorhandenen
Straßen fortbewegen. Clients bewegen sich auf dem Kartenmaterial allerdings nicht rein
zufa¨llig, sondern folgen einem (zu Beginn einer Simulation generierten) Pfad. Diese Pfade
sind zufallsgeneriert, bleiben jedoch bei jeder Simulation gleich. Das heißt, dass sich ein
bestimmter Client in jeder Simulation auf demselben Pfad bewegt. Dies ist notwendig
um gleiche Grundbedingungen zu schaffen und um die entstehenden Ergebnisse sinnvoll
vergleichen zu ko¨nnen.
5.2 Simulation
5.2.1 Aufbau
Vor dem Start einer Simulation mu¨ssen einige Optionen gesetzt werden, damit das Pro-
gramm ordnungsgema¨ß funktionieren kann. Dazu za¨hlen unter anderem die unter 4.4
Parameter genannten Parameter sowie der Algorithmus, anhand dessen die Verteilung der
Nachrichten erfolgen wird. Weiterhin muss spezifiziert werden, wie groß die zu versenden-
den Nachrichten sind und wie viele Clients sich in dem System aufhalten. Die verwendeten
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Nachrichtengro¨ßen fu¨r Requests betragen hier 0.25MB und 0.5MB. Gro¨ßere Nachrichten
wurden nicht simuliert, da das zugrunde liegende Mobilfunknetz nicht genug Bandbreite
bietet. Bei der Anzahl der simulierten Clients wu¨rden die no¨tigen Nachrichtenlebensdauern
dadurch stark ansteigen. Die Gro¨ße eines Request, sowie die Anzahl der Clients im System
sind nicht fu¨r alle Simulationen identisch. Alle simulierten Kombinationen stehen unter
5.2.2 Parameterkombinationen. Wa¨hrend einer laufenden Simulation wird die verwendete
Strategie nicht gewechselt, d.h. wurde die Simulation beispielsweise mit RANDOM gestartet,
so wird fu¨r alle Requests RANDOM als Verteilungsstrategie verwendet. Selbes gilt ebenfalls
fu¨r Parameter. Ein zu Beginn der Simulation gesetzter Wert bleibt erhalten, bis die Simulation
abgeschlossen ist.
Der Simulator wird mit einer zu simulierenden Zeit initialisiert, die angibt wie viele
Sekunden simuliert werden sollen. Wichtig ist dabei, dass der Simulator nicht in Echtzeit
simuliert. Das heißt, eine Simulationsdauer von einer Stunde kann unter Umsta¨nden we-
sentlich mehr als eine Stunde Rechenzeit beanspruchen. Die zu simulierende Zeit betra¨gt
7200 Sekunden (zwei Stunden) mit einer Ausnahme bei der SAME STREET Verteilungsstra-
tegie. Da der Algorithmus zum Berechnen ku¨rzester Pfade zwischen zwei Clients extrem
rechenintensiv ist, wurde hier die Simulationsdauer auf 3600 Sekunden reduziert.
Wie unter 4.1.2 Regula¨rer Ablauf (mit adaptiver Verteilung) beschrieben, wird wa¨hrend
der Simulation alle 200 Sekunden (Simulationszeit) ein neuer Request erstellt, um den
Datendurchsatz etwas realistischer zu gestalten. Auch diese Zeit wurde bei Simulationen
bezu¨glich SAME STREET vera¨ndert und betra¨gt dort 400 Sekunden. Damit werden pro
Simulation weniger Requests erstellt. Das fu¨hrt dazu, dass weniger Zielclients berechnet
werden mu¨ssen, da pro Request periodisch neue Zielclients bestimmt werden (siehe auch
4.1.2 Regula¨rer Ablauf (mit adaptiver Verteilung)). Dies tra¨gt ebenfalls dazu bei, die Dauer
dieser besonders rechenintensiven Simulation etwas zu verku¨rzen.
Eine Besonderheit des Simulators betrifft die ”Panic Zone“ (siehe 4.1.2 Regula¨rer Ablauf
(mit adaptiver Verteilung)). Dort haben Nachrichten, die per Mobilfunk gesendet werden
bisher noch keine Laufzeit. Das heißt wenn eine Nachricht, unabha¨ngig ihrer Gro¨ße, per
Mobilfunk versendet wird, erreicht diese sofort ihr Ziel. Daher erhalten alle fehlenden Clients
zu Beginn der Panic Zone den entsprechenden Request.
5.2.2 Parameterkombinationen
Die in 4.4 Parameter beschriebenen Parameter ko¨nnen u¨ber eine Einstellungsdatei dem
Simulator direkt u¨bergeben werden. Die Einstellungsdatei wird bei jedem Start einer Simu-
lation neu eingelesen und kann aus dem Quellcode des Simulators bequem ausgewertet
werden. Durch das Generieren mehrerer Einstellungsdateien, lassen sich so viele Simu-
lationen automatisiert erstellen. Fu¨r eine U¨bersicht der verwendeten Parameter siehe 5.1
Parameterkombinationen.
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RANDOM DISTANCE DISTANCE ENHANCED DISTANCE MOTION DISTANCE COMBINEDa SAME STREET
Anzahl Clients 300, 500, 750 300, 500, 750 300, 500, 750 300, 500, 750 300, 500, 750 300, 500
Dateigro¨ße (MB) 0.25, 0.5 0.25, 0.5 0.25, 0.5 0.25, 0.5 0.25, 0.5 0.5
Adaptive Message Inquiry - -1, 0.5, 0.75, 0.9 -1, 0.5, 0.75, 0.9 -1, 0.5, 0.75, 0.9 -1, 0.5, 0.75, 0.9 -1, 0.5, 0.75, 0.9
Reinjection Threshold 0.02, 0.05, 0.1, 0.2 0.02, 0.05, 0.1, 0.2 0.02, 0.05, 0.1, 0.2 0.02, 0.05, 0.1, 0.2 0.02, 0.05, 0.1, 0.2 0.02, 0.05, 0.1
Radius Reduction - - 0, 4, 8 - 0, (4), (8) -
Vector Extension (s) - - - 30, 60, 120, 180, 240 30, 60, (120), 180, 240 -
Tabelle 5.1: Diese Tabelle zeigt die wa¨hrend der Simulation genutzten Parameterkombinationen.
aDISTANCE COMBINED wurde wegen der hohen Zahl der Parameter nicht mit allen Kombinationen simuliert. Um die Auswirkungen des ”RadiusReduction“ Parameters zu untersuchen, wurde
”VectorExtension“ fest mit 120 belegt. Entsprechend wurde beim Test verschiedener ”VectorExtensions“ ebenfalls ”RadiusReduction“ fest gewa¨hlt (Wert: 4 und 8).
5 Evaluierung
5.3 Erwartungen
Mit dem Wissen u¨ber die Funktion der verschiedenen Algorithmen ergeben sich einige
Erwartungen bzgl. der Ergebnisse der Simulation. Dies betrifft sowohl die Menge der
erreichten Ad-Hoc U¨bertragungen eines Algorithmus, als auch die dafu¨r erforderlichen
Positionsnachrichten.
RANDOM Die niedrigste U¨berdeckung (d.h. am wenigsten Ad-Hoc U¨bertragungen) hat
wahrscheinlich RANDOM, da dabei keinerlei Positionsinformationen genutzt werden. Au-
ßerdem wird die U¨berdeckungsrate vermutlich sta¨rker variieren als bei den anderen Algo-
rithmen. Denn neben den sicherlich ha¨ufig vorkommenden niedrigen U¨berdeckungen, kann
es, zufallsbedingt, auch zu vielen Ad-Hoc U¨bertragungen kommen, wenn per Zufall eine
gute Folge von Zielclients getroffen wird.
DISTANCE Vermutlich sehr gute U¨berdeckungswerte und neben DISTANCE ENHANCED
mit die besten. Dieser Ansatz hat sich bereits in [BDR12] unter dem Namen ”Static Coverage“
als gut erwiesen. Wahrscheinlich wird dieser Ansatz vergleichsweise viele Positionsnach-
richten erzwingen, da die Clients sich fortlaufend bewegen und sich von einer einmal
bekannten Position schnell entfernen. Ist ein Client nicht mehr in der Na¨he der von ihm
bekannten Position, kann der Algorithmus wahrscheinlich auch keine korrekten Ergebnisse
mehr berechnen.
DISTANCE ENHANCED Die U¨berdeckungswerte werden wahrscheinlich etwas besser sein
als die des DISTANCE Algorithmus (insbesondere dann besser, wenn der Radius Reduction
Parameter genutzt wird). Das liegt in erster Linie daran, dass die Vorgehensweisen der
Algorithmen gleich sind, lediglich der durch DISTANCE ENHANCED betrachtete Bereich
ist gro¨ßer. Dadurch ko¨nnen Clients gefunden werden, die mehr Nachbarn direkt oder indirekt
u¨berdecken und so die Nachricht ha¨ufiger per Ad-Hoc Netzwerk versandt werden kann. Die
Anzahl der no¨tigen Positionsnachrichten wird vermutlich a¨hnlich wie bei DISTANCE oder
etwas ho¨her sein. Mehr Positionsnachrichten ko¨nnten erforderlich sein, da fu¨r mehr Clients
ein mo¨gliches Treffen berechnet wird, daher auch eine ho¨here Zahl korrekter U¨bertragungen
stattfinden muss. Da sich aber die a¨ußeren Clients unter Umsta¨nden schnell von einem
mo¨glichen Sender wegbewegen, ist es unwahrscheinlicher, dass diese die Nachricht erhalten
(dieser Effekt sollte reduziert werden, wenn der Parameter Radius Reduction genutzt wird).
DISTANCE MOTION Wahrscheinlich wird die U¨berdeckung etwa gleich hoch wie die des
DISTANCE Algorithmus sein. Dies la¨sst sich dadurch begru¨nden, dass wie bei DISTANCE,
Clients als Ziel bevorzugt werden, die viele andere Clients aus verschiedenen Richtungen
treffen. Entgegengesetzt dazu wa¨re der SAME STREET Ansatz, bei dem Clients bevorzugt
werden, die viele Schnittpunkte mit anderen Clients derselben Bewegungsrichtung haben.
Die Anzahl der no¨tigen Positionsnachrichten ist schwierig abzuscha¨tzen. Wahrscheinlich
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sind weniger Nachrichten als bei den u¨brigen Algorithmen no¨tig, da durch die Berechnung
der Richtungsvektoren kleinere Abweichungen von der Position nicht so stark ins Gewicht
fallen. Der Richtungsvektor a¨ndert sich dadurch unter Umsta¨nden nicht so stark, wodurch
auch mit alten Positionsdaten korrekte Ergebnisse berechnet werden ko¨nnen.
DISTANCE COMBINED Da dies eine Zusammenfu¨hrung der beiden vorherigen Algorith-
men ist, ergeben sich daraus a¨hnliche Erwartungen. Die U¨berdeckungswerte sollten denen
von DISTANCE ENHANCED entsprechen oder besser sein. Die Anzahl der Positionsnach-
richten, liegt dagegen eher auf Niveau des DISTANCE MOTION Ansatzes.
SAME STREET Die U¨berdeckungswerte werden vermutlich niedriger als die des DISTAN-
CE Algorithmus sein. Hauptgrund ist wahrscheinlich, dass hierbei Clients als Ziel gewa¨hlt
werden, die a¨hnliche Bewegungsrichtungen haben. Das heißt, Clients bewegen sich entwe-
der hintereinander (was wenige neue Ad-Hoc U¨bertragungen bringt) oder aufeinander zu
(was bis zum Treffpunkt ebenfalls keine neuen Ad-Hoc U¨bertragungen bewirkt). Insgesamt
verteilt sich ein Request also hauptsa¨chlich entlang einer Straße, nicht wie bei anderen
Algorithmen in verschiedene Richtungen. Die Anzahl der no¨tigen Positionsnachrichten wird
wahrscheinlich geringer als bei anderen Algorithmen ausfallen. Nimmt man an, dass Clients
auf einer Straße bleiben, ist die exakte Position auf der Straße nicht mehr so bedeutend um
mo¨gliche Treffpunkte zu bestimmen.
5.4 Vergleich
Es folgt die Auswertung jedes einzelnen Algorithmus, sowie zuletzt eine Gegenu¨berstellung
der Ergebnisse. Fu¨r alle folgenden Auswertungen gilt, der Anteil der Ad-Hoc U¨bertragungen
erho¨ht sich, je mehr Clients im System sind. Daher sind alle Auswertungen mit der maxima-
len Anzahl von Clients (750) aufgefu¨hrt. Alle folgenden Angaben bzgl. der Einsparung von
Traffic beziehen sich immer auf die Einsparung des insgesamt erzeugten Traffics. Welche Leis-
tungseinbußen durch das zusa¨tzliche Versenden vieler, relativ kleiner Positionsnachrichten
entsteht, kann hier nicht abgescha¨tzt werden.
5.4.1 RANDOM
Die Ergebnisse der Simulation entsprechen relativ genau den Erwartungen. Die erreich-
ten U¨berdeckungswerte schwanken deutlich (zwischen 20% und 50% hauptsa¨chlich). Da-
teigro¨ßen machen bei diesem Algorithmus keinen Unterschied, daher werden die Ergebnisse
nur bzgl. einer Dateigro¨ße gezeigt. Weiterhin interessant ist, dass eine Vera¨nderung des
Reinjection Threshold Parameters keine signifikante A¨nderung der U¨berdeckung bewirkt
(siehe dazu Abbildung 5.1).
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Abbildung 5.1: U¨berdeckungen des RANDOM Algorithmus anhand verschiedener Reinjec-
tion Threshold Werte. Die Anzahl der Clients betra¨gt 750 und die Dateigro¨ße
0,5MB
Beispielhaft soll fu¨r diesen Algorithmus gezeigt werden, wie stark sich eine Vera¨nderung
der Anzahl der Clients auf die erreichten U¨berdeckungswerte auswirkt. Deutlich sichtbar
ist, dass mit steigender Anzahl an Clients prozentual auch mehr U¨bertragungen stattfinden.
Siehe dazu Abbildung 5.2
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Abbildung 5.2: U¨berdeckungen des RANDOM Algorithmus anhand verschiedener Client-
zahlen.
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5.4.2 DISTANCE
Als Dateigro¨ße wurde fu¨r die folgende Darstellung 0.5MB gewa¨hlt. Der Unterschied zu
den Ergebnissen der Simulation mit 0.25MB großen Requests ist gering. Der Großteil der
U¨berdeckungen (fast 80%) ist zwischen 45% und 60% wie auch in der folgenden Darstel-
lung.
Adaptive Message Inquiry
Der Wert des Adaptive Message Inquiry Parameters hat beinahe keine Auswirkungen auf
die U¨berdeckungswerte gezeigt. Wurde der AMI Parameter genutzt (d.h. AMI ∈ [0, 1])
waren die Ergebnisse gleich, unabha¨ngig vom Wert des Parameters. Lediglich ein minimaler
Unterschied in der U¨berdeckung ist feststellbar, wenn der Parameter nicht genutzt wird (d.h.
AMI = −1.0).
Das angestrebte Ziel (Reduzierung der Positionsnachrichten) konnte allerdings erreicht
werden. Ohne die Verwendung des AMI Parameters wurden 510000 Positionsnachrichten
versendet. Mit der Verwendung wurden wa¨hrend der Simulation nur 4500 Positionsnachrich-
ten versendet. Davon je 2250 Location Update Inquiry (also Positionsanfragen vom Server)
und 2250 Antworten bzw. Positionen der Clients an den Server. Damit liegt die Anzahl
der beno¨tigten Positionsnachrichten deutlich unter den Erwartungen. Umgerechnet auf die
Anzahl der simulierten Clients (750) ergibt das drei Positionsaktualisierungen wa¨hrend der
Simulation. Entgegen der Erwartungen reichen also bereits relativ alte Positionsangaben
aus, um gute Ergebnisse mit diesem Algorithmus zu erzielen. Weiterhin la¨sst sich daraus
schließen, dass ”Nachbarschaften“, also Gruppen benachbarter Clients, mit hoher Wahr-
scheinlichkeit wa¨hrend der Simulation benachbart bleiben. Andernfalls ko¨nnten die vom
Algorithmus fu¨r einen Client berechneten Ziele, den Request nicht wa¨hrend der richtigen
Zeitspanne erhalten. Schließlich wird bei der Berechnung eines Zielclients gespeichert, wel-
che Clients durch diesen, den Request erhalten und zu welchem Zeitpunkt dies spa¨testens
geschehen musste.
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Abbildung 5.3: DISTANCE Algorithmus mit verschiedenen Werten des Reinjection Thresh-
old Parameters.
Gut zu sehen ist hier, dass mit steigendem Reinjection Threshold bis zu einem Wert von
0.1 auch die erreichte U¨berdeckung deutlich steigt. Ab einem Wert von 0.2 gibt es keine
signifikanten Vera¨nderungen mehr, weshalb auf die Darstellung und Simulation dieser Werte
verzichtet wurde.
Traffic Einsparung
Wie bereits erwa¨hnt wurden je 2250 LocationUpdateInquiry sowie die entsprechenden
Positionsantworten versendet. Das entspricht einem zusa¨tzlichen Traffic von: Tges =
4500 ∗ 250byte ≈ 1099Kbyte. Wobei 250Byte der Gro¨ße einer Nachricht entspricht (siehe
4.2.1 Allgemeines) Da mit einer Requestgro¨ße von 0.5MB simuliert wurde, folgt daraus, dass
bereits die Auslagerung von drei Datennachrichten aus dem UMTS Netz hin zu Ad-Hoc
U¨bertragungen genu¨gt, um den Traffic, der fu¨r einen Request erzeugt wurde zu senken.
Fu¨r eine Requestgro¨ße von 0.25MB mu¨ssten entsprechend mindestens fu¨nf Nachrichten
ausgelagert werden. Wie aus dem Diagramm ersichtlich ist, werden diese Zahlen bei wei-
tem u¨berschritten. Geht man von einer durchschnittlichen Auslagerung zwischen 45% und
55% der Nachrichten aus, wurden zwischen 337 und 412 Datennachrichten pro Request
eingespart. Das entspricht einer Trafficeinsparung zwischen 168 und 206MB (pro Request)
gegenu¨ber dem zusa¨tzlichen Traffic von etwa 1MB wa¨hrend der gesamten Simulation fu¨r
Positionsnachrichten. Je gro¨ßer Datennachrichten werden, desto gro¨ßer wird offensichtlich
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auch die Einsparung an Traffic. Die tatsa¨chliche Trafficeinsparung ist natu¨rlich etwas niedri-
ger, da der zusa¨tzliche Traffic der Positionsnachrichten abgezogen werden muss, in diesem
Fall ist dies allerdings vernachla¨ssigbar.
5.4.3 DISTANCE ENHANCED
Als Dateigro¨ße fu¨r die folgenden Auswertungen wurde 0.5MB gewa¨hlt. Der Unterschied
der U¨berdeckung zu 0.25MB großen Nachrichten ist vernachla¨ssigbar. Der Großteil der
erreichten U¨berdeckungen (72%) liegt zwischen 45 und 60%.
Adaptive Message Inquiry
Wie bei dem vorherigen Algorithmus, ist der interessanteste Punkt der, dass durch die
verschiedenen Werte des AMI Parameters quasi kein Unterschied in der U¨berdeckung
entsteht. Lediglich die Verwendung (AMI ∈ [0, 1]) bzw. Nicht-Verwendung (AMI = −1)
ergibt einen Unterschied in den erreichten U¨berdeckungswerten. Ohne die Verwendung
des AMI Parameters ko¨nnen etwas ho¨here Spitzenwerte bei den U¨berdeckungen erreicht
werden, im Mittel ist der Unterschied jedoch gering. Zudem ist die Zahl der erforderlichen
Positionsnachrichten bei der Verwendung deutlich geringer (10500) gegenu¨ber der Simulation
ohne AMI Parameter (508500). Die Anzahl der Positionsnachrichten liegt damit unter den
Erwartungen. Im Vergleich zur DISTANCE Strategie ist die erwartete leichte Steigerung der
no¨tigen Positionsnachrichten eingetroffen (4500 auf 10500).
Reinjection Threshold
Auch hier sind die Ergebnisse sehr a¨hnlich zum vorherigen Algorithmus. Eine hohe Stei-
gerung der U¨berdeckung la¨sst sich von RT = 0.02 auf RT = 0.05 und von RT = 0.05 auf
RT = 0.1 feststellen. Die A¨nderung von RT = 0.1 auf RT = 0.2 bewirkt dagegen nur noch
eine geringe Erho¨hung der U¨berdeckung.
Radius Reduction
Der Radius Reduction Parameter (RR) wird genutzt, um speziell bei diesem Algorithmus
den Fall, dass Clients in a¨ußeren Leveln eine Nachricht nicht erhalten, zu vermeiden. Die
Auswirkungen des Radius Reduction Parameters sind in dieser Simulation jedoch sehr gering
(siehe Abbildung 5.4). Durch die Verwendung eines relativ schnellen Kommunikationsin-
terfaces zwischen den Clients (hier: WiFi Direct) ko¨nnen Daten sehr schnell auch in a¨ußere
Levels transportiert werden. Dadurch verringert sich die Wirksamkeit des Parameters. Die
durchschnittlichen U¨berdeckungen betragen: 55.7%, 56.5% und 55.4% fu¨r Radius Reduction
Werte von 0, 4 und 8.
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Abbildung 5.4: DISTANCE ENHANCED Algorithmus mit verschiedenen Werten des Radius
Reduction Parameters.
Wesentlich wirksamer wird der Parameter, wenn gro¨ßere Nachrichten u¨bertragen werden
mu¨ssen oder die Kommunikation zwischen Clients sehr langsam ist. Gro¨ßere Datennach-
richten wurden hier allerdings nicht simuliert, da das zugrunde liegende Mobilfunknetz
relativ geringe U¨bertragungsgeschwindigkeiten bietet und bei gro¨ßeren Nachrichten die
Nachrichtenlebensdauer daher stark ansteigen wu¨rde.
Auf die gemessenen U¨berdeckungswerte hat dieser Parameter also wenig Einfluss. Die
Anzahl der entstehenden Positionsnachrichten vera¨ndert sich jedoch drastisch. Sind bei
einem Wert von RR = 0 91500 Nachrichten no¨tig, so sind bei RR = 4 10500 bzw. bei RR = 8
nur 9000 Nachrichten no¨tig. Das heißt, wa¨hlt man als Radius Reduction vier Meter (also
RR = 4) erho¨ht sich zwar die U¨berdeckung nur minimal, die Positionsnachrichten werden
jedoch auf ein Neuntel ihrer urspru¨nglichen Menge (bei RR = 0) reduziert.
Traffic Einsparung
Die 10500 zusa¨tzlich no¨tigen Positionsnachrichten (wiederum zu Ha¨lfte Location Upda-
tes und Location Update Inquiries) entsprechen einem zusa¨tzlichen Traffic von ca. 2.5
MB (10500 ∗ 250byte). Dieser zusa¨tzliche Traffic fa¨llt u¨ber die gesamte Laufzeit der Simu-
lation (zwei Stunden) an, nicht pro Request. Bei einer Requestgro¨ße von 0.5 MB ist der
zusa¨tzliche Traffic also nach der Ad-Hoc U¨bertragung von fu¨nf Requests kompensiert. Legt
man die durchschnittliche Auslagerung von 56.5% zugrunde, so werden pro Request etwa
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423 Nachrichten Ad-Hoc u¨bertragen. Das bedeutet, das tendenziell schon durch die Aus-
lagerungen wa¨hrend des ersten Requests der zusa¨tzliche Traffic der Positionsnachrichten
vernachla¨ssigbar ist.
5.4.4 DISTANCE MOTION
Alle folgenden Auswertungen der Simulationen beziehen sich auf eine Dateigro¨ße von
0.5MB. Der Unterschied zur Simulation mit 0.25MB ist nur marginal und wird daher nicht
na¨her betrachtet.
Adaptive Message Inquiry
Die Simulationen haben gezeigt, dass es keinen Unterschied macht welcher der drei positiven
simulierten Werte des AMI Parameters verwendet wird. Positive AMI Werte produzieren,
abha¨ngig von den u¨brigen Parametern Reinjection Threshold und Vector Extension, immer
die gleichen U¨berdeckungskurven. Eine andere U¨berdeckungskurve kommt nur dann zu-
stande, wenn ohne den AMI Parameter (d.h. AMI = −1) simuliert wird. Dadurch ist die
dynamische Versendung von Positionsnachrichten deaktiviert, d.h. es werden etwas mehr
Positionsnachrichten versendet (siehe dazu Abbildung 5.5). Wesentlich bessere Ergebnisse
lassen sich dadurch allerdings nicht erzielen. Fu¨r den Vector Extension Parameter wurde als
Wert 120 gewa¨hlt, da die Anzahl der entstehenden Positionsnachrichten relativ gering ist,
die U¨berdeckungswerte aber nicht wesentlich schlechter sind, als bei anderen Werten.
Ohne die Verwendung des AMI Parameters (d.h. mit regelma¨ßigen Positionsaktuali-
sierungen) werden 510000 Positionsnachrichten u¨ber die gesamte Dauer der Simulation
versendet, davon je eine Ha¨lfte vom Server zu den Clients bzw. von den Clients zuru¨ck
zum Server. Mit AMI = 0.9 kann diese Zahl auf 396000 reduziert werden. Trotzdem liegt
diese Zahl weit u¨ber den Erwartungen, da fu¨r DISTANCE MOTION eigentlich eine geringe
Anzahl von Positionsnachrichten erwartet wurde.
Reinjection Threshold
Vera¨nderungen des Reinjection Threshold Parameters verhalten sich wie bei den vorherigen
Algorithmen. Deutliche Steigerungen der U¨berdeckung sind bis zu einem Wert von 0.1 zu
sehen. Die Erho¨hung von RT = 0.1 auf RT = 0.2 bringt dagegen nur noch eine geringe
Steigerung der U¨berdeckung. Der optimale Wert ist hier RT = 0.2. Bereits vor der Simulation
hatte sich herausgestellt, dass ho¨herer Werte keine Verbesserung mehr bringen.
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Abbildung 5.5: DISTANCE MOTION Algorithmus mit verschiedenen Werten des Adaptive
Message Inquiry Parameters. Die beiden Geraden zeigen wie die Anzahl der
Positionsnachrichten u¨ber die Zeit wa¨chst.
Vector Extension
Interessanterweise, hat die Wahl des Vector Extension Parameters keinen großen Einfluss auf
die U¨berdeckungswerte. Insgesamt schwanken die erreichten U¨berdeckungswerte relativ
stark, wobei die Schwankungen bei allen simulierten Werten meist zum selben Zeitpunkt
stattfinden. Zu erkennen ist dies in Abbildung 5.6. Die Anzahl der no¨tigen Positionsnachrich-
ten (hier nicht dargestellt) zeigt ein a¨hnliches Verhalten. Eine leichte Steigerung von VE = 30
zu VE = 60 ist dabei zu erkennen, danach allerdings nur noch marginale Vera¨nderungen.
Traffic Einsparung
Wie unter 5.4.4 Adaptive Message Inquiry beschrieben, werden 396000 bzw. 510000
zusa¨tzliche Nachrichten im Laufe der Simulation beno¨tigt, um die gezeigten U¨berdeckungen
zu erreichen. Das heißt, es entstehen 510000 ∗ 250Byte ≈ 122MB neuer Traffic ohne die Ver-
wendung von AMI bzw. 396000 ∗ 250Byte ≈ 95MB mit der Verwendung. Da die Verwendung
des AMI Parameters einige zusa¨tzliche Nachrichten einsparen kann und keine deutliche
Verschlechterung der U¨berdeckung bewirkt, kann mit diesem Ergebnis die Einsparung be-
rechnet werden. Fu¨r die Einsparung der 95MB zusa¨tzlichem Traffic, mu¨ssen mindestens 190
Nachrichten im Laufe der Simulation per Ad-Hoc U¨bertragung versendet werden. Nimmt
man als Vector Extension Parameter den Wert 120, so liegt die niedrigste U¨berdeckung bei ca.
44%. Das heißt das etwa 330 Nachrichten pro Request erfolgreich per Ad-Hoc U¨bertragung
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Abbildung 5.6: DISTANCE MOTION Algorithmus mit verschiedenen Werten des Vector
Extension Parameters.
versendet wurden und damit der Algorithmus tatsa¨chlich Traffic einsparen kann. Nimmt
man statt der bisherigen Dateigro¨ße von 0.5MB die kleinere Wahl mit 0.25MB, mu¨ssten
mindestens 380 Datennachrichten eingespart werden. Aber auch dies ist u¨ber die Dauer der
Simulation problemlos erreichbar.
5.4.5 DISTANCE COMBINED
Die weiteren Auswertungen beziehen sich auf eine simulierte Dateigro¨ße von 0.5MB und
einer Clientanzahl von 750. Auch hier liegt ein Großteil (78%) der U¨berdeckungen zwischen
45% und 60%.
Adaptive Message Inquiry
Wie bei den vorherigen Algorithmen ist bei dem Adaptive Message Inquiry Parameter ein
Unterschied zwischen den simulierten Werten nicht feststellbar. Lediglich in dem Fall, in dem
dieser Parameter nicht genutzt wird ergeben sich andere U¨berdeckungswerte. Allerdings
sind die erreichten U¨berdeckungskurven in beiden Fa¨llen sehr a¨hnlich.
Das Ziel, die Anzahl der Positionsnachrichten zu reduzieren, konnte erreicht werden. Die
Einsparungen sind allerdings, im Vergleich zur DISTANCE oder DISTANCE ENHANCED
Strategie, sehr gering. Die beno¨tigten Positionsnachrichten liegen sogar etwas ho¨her als
bei dem DISTANCE MOTION Ansatz. Mit der Verwendung des AMI Parameters (hier
AMI = 0.9) waren 438000 Positionsnachrichten no¨tig, ohne dessen Verwendung 505500.
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Reinjection Threshold
A¨nderungen am Reinjection Threshold Parameter verhalten sich wie bei den vorherigen
Algorithmen. Deutliche Steigerungen der U¨berdeckungen sind vor allem von dem Wert
RT = 0.02 bis RT = 0.1 zu beobachten. Von RT = 0.1 auf RT = 0.2 ist dann allerdings nur
noch eine geringe Steigerung feststellbar.
Radius Reduction
Als bester Wert des Radius Reduction Parameters hat sich RR = 8 herausgestellt (siehe
auch Abbidung 5.7). Die im Durchschnitt erreichten U¨berdeckungen unterscheiden sich
jedoch nur marginal und variieren zwischen 54.7% und 55.3% Der ho¨chste durchschnittliche
U¨berdeckungswert wurde mit RR = 8 erzielt, weshalb fu¨r die Auswertungen dieser Strategie
immer RR = 8 gesetzt wurde.
 40
 45
 50
 55
 60
 65
 70
 75
 80
 0  5  10  15  20  25  30  35
A d
− H
o c
 Ü
b e
r d e
c k
u n
g  [
% ]
Requestnummer
DISTANCE_COMBINED, #Clients=750, FileSize=0.5MB, VE=120, RT=0.2, AMI=0.9
Radius Reduction = 0
Radius Reduction = 4
Radius Reduction = 8
Abbildung 5.7: DISTANCE COMBINED Algorithmus mit verschiedenen Werten des Radius
Reduction Parameters.
Vector Extension
Auch bei dem Vector Extension Parameter schlagen sich A¨nderungen am Wert das Pa-
rameters nur vernachla¨ssigbar auf die erreichten U¨berdeckungswerte nieder. Insgesamt
schwanken die durchschnittlichen U¨berdeckungswerte zwischen 54.9% und 55.3%. Der
ho¨chste durchschnittliche U¨berdeckungswert wurde mit VE = 60 und VE = 120 erzielt,
weshalb fu¨r die Auswertungen dieser Strategie immer VE = 120 gesetzt wurde.
58
5.4 Vergleich
Traffic Einsparung
Wie oben erwa¨hnt, werden 438000 bzw. 505500 zusa¨tzliche Nachrichten im Laufe der Simula-
tion beno¨tigt, um die gezeigten U¨berdeckungen zu erreichen. Das heißt, mit der Verwendung
des AMI Parameters entstehen 438000 ∗ 250Byte ≈ 104.5MB neuer Traffic. Um diesen neu
entstehenden Traffic zu kompensieren, mu¨ssen mindestens 209 Datennachrichten im Laufe
der Simulation eingespart werden (d.h. Ad-Hoc versendet werden). Die durchschnittliche
erreichte U¨berdeckung liegt bei 55.3%, d.h. von den 750 Datennachrichten die pro Request an
die Clients verschickt werden mu¨ssen, werden etwa 414 per Ad-Hoc U¨bertragung versendet.
Das heißt, der fu¨r Positionsnachrichten zusa¨tzlich entstehende Traffic wird bereits durch die
Ad-Hoc U¨bertragungen bei einem Request ausgeglichen.
5.4.6 SAME STREET
Wie unter 5.2.1 Aufbau beschrieben, musste bei dem SAME STREET Algorithmus auf eine
niedrige Anzahl an Simulationen geachtet werden. Darum wurde um die Auswirkung
der Parameter zu testen, nur mit einer Nachrichtengro¨ße von 0.5 MB sowie mit einer
Clientanzahl von 300 und 500 simuliert. Die vorherigen Algorithmen verhalten sich bezu¨glich
der Auswirkungen der Parameter sehr a¨hnlich. Wie z.B. die Verbesserung der U¨berdeckung
bis zu einem Reinjection Threshold von 0.2 oder einer Reduzierung der Positionsnachrichten
ohne Einbußen der U¨berdeckung bis zu einem Adaptive Message Inquiry Wert von 0.9.
Zur besseren Vergleichbarkeit wurde deshalb eine einzelne Simulation mit den selben
Parameterbelegungen, wie auch in den vorherigen Algorithmen, durchgefu¨hrt (siehe dazu
Abbildungen 5.10 und 5.11). Alle folgenden Auswertungen beziehen sich allerdings auf eine
Nachrichtengro¨ße von 0.5 MB bzw. 500 Clients.
Adaptive Message Inquiry
Die Simulationen haben gezeigt, dass es keinen Unterschied macht welcher der drei posi-
tiven simulierten Werte des AMI Parameters verwendet wird. Positive AMI Werte produ-
zieren, abha¨ngig von dem u¨brigen Parameter (Reinjection Threshold) immer die gleichen
U¨berdeckungskurven. Eine andere U¨berdeckungskurve kommt nur dann zustande, wenn
ohne den AMI Parameter (d.h. AMI = −1) simuliert wird. Dadurch ist die dynamische
Versendung von Positionsnachrichten deaktiviert, d.h. es werden etwas mehr Positionsnach-
richten versendet (siehe dazu Abbildung 5.8). Wesentlich bessere Ergebnisse lassen sich
dadurch allerdings nicht erzielen.
Ohne die Verwendung des AMI Parameters (d.h. mit regelma¨ßigen Positionsaktuali-
sierungen) werden 74000 Positionsnachrichten im Laufe der Simulation versendet, davon
je eine Ha¨lfte vom Server zu den Clients bzw. von den Clients zuru¨ck zum Server. Mit
AMI = 0.9 kann diese Zahl auf 65000 reduziert werden. Trotzdem liegt diese Zahl ho¨her
als die Erwartungen, da die Anzahl der zusa¨tzlichen Positionsnachrichten gro¨ßer ist, als bei
dem DISTANCE MOTION Algorithmus mit denselben Parameterkombinationen.
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Abbildung 5.8: SAME STREET Algorithmus mit verschiedenen Werten des Adaptive Mes-
sage Inquiry Parameters.
Insgesamt macht die Verwendung des AMI Parameters keinen großen Unterschied auf
die erreichten U¨berdeckungswerte. Die U¨berdeckung ohne den AMI-Parameter betra¨gt im
Durchschnitt etwa 41, 1% bzw. 41, 4% mit.
Reinjection Threshold
Zur Reduzierung der Anzahl der Simulationen wurde auf die Simulieren mit RT = 0.2
verzichtet. Das heißt es werden nur die Werte 0.02, 0.05 und 0.1 verglichen. Wie bei den
vorherigen Algorithmen zeigt sich die gro¨ßte Steigerung der U¨berdeckung wieder von dem
Wert 0.02 auf 0.05, wobei die maximale U¨berdeckung wiederum bei RT = 0.1 liegt (siehe
auch Abbildung 5.9).
Traffic Einsparung
Die 65000 zusa¨tzlich erforderlichen Positionsnachrichten im Laufe der Simulation entspre-
chen einem weiteren Traffic von 15.5 MB. Mit der simulierten Nachrichtengro¨ße von 0.5
MB ist dieser zusa¨tzliche Aufwand nach der Auslagerung von 31 Nachrichten kompensiert.
Bei der Verwendung von AMI = 0.9 und RT = 0.1 wurden wa¨hrend der Simulation im
Durchschnitt 207 Nachrichten pro Request ausgelagert. Das heißt, der zusa¨tzliche Aufwand
der durch die Positionsnachrichten zustande kommt, wurde bereits nach der Dauer eines
Requests vollsta¨ndig ausgeglichen.
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Abbildung 5.9: SAME STREET Algorithmus mit verschiedenen Werten des Reinjection
Threshold Parameters.
5.5 Fazit
5.5.1 Ergebnisse
Alle hier aufgefu¨hrten Ergebnisse beziehen sich auf Simulationen mit 750 Clients, einer
Nachrichtengro¨ße von 0.5 MB, einem Reinjection Threshold von 0.2 sowie einem Adaptive
Message Inquiry Wert von 0.9 (ausgenommen RANDOM).
RANDOM Das Ergebnis der RANDOM Strategie entspricht relativ genau den Erwartungen.
Die erreichten U¨berdeckungswerte sind geringer als bei den u¨brigen Strategien und sie
schwanken vergleichsweise stark.
durchschnittliche U¨berdeckung: 36.4%
DISTANCE Die erwarteten guten U¨berdeckungswerte wurden erreicht, jedoch waren we-
sentlich weniger Positionsnachrichten erforderlich, als angenommen.
durchschnittliche U¨berdeckung: 54.8%
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DISTANCE ENHANCED Maximale durchschnittliche U¨berdeckung wurde mit einem Ra-
dius Reduction Wert von 4 erreicht. Das Ergebnis Entspricht ebenfalls den Erwartungen.
Die U¨berdeckungswerte sind a¨hnlich wie die des DISTANCE Algorithmus und eine leichte
Erho¨hung der no¨tigen Positionsnachrichten kann ebenfalls festgestellt werden.
durchschnittliche U¨berdeckung: 56.5%
DISTANCE MOTION Maximale durchschnittliche U¨berdeckung wurde mit einem Vector
Extension Wert von 120 erreicht. Die Ho¨he der Ad-Hoc U¨berdeckung entspricht den Erwar-
tungen. Die Annahme, dass dieser Algorithmus weniger Positionsnachrichten bewirkt als
beispielsweise DISTANCE konnte nicht besta¨tigt werden. Es ist sogar die etwa vierzigfache
Menge an Nachrichten no¨tig im Vergleich zum DISTANCE ENHANCED Algorithmus.
durchschnittliche U¨berdeckung: 53.9%
DISTANCE COMBINED Maximale durchschnittliche U¨berdeckung wurde mit einem Ra-
dius Reduction Wert von 8, sowie einem Vector Extension Wert von 120 erreicht. Ent-
spricht den Erwartungen insofern, als dass die U¨berdeckung etwa so hoch wie die des
DISTANCE ENHANCED Algorithmus ist. Auch die Anzahl der no¨tigen Positionsnach-
richten stimmt mit den Erwartungen grundsa¨tzlich u¨berein, lediglich die Annahme das
DISTANCE MOTION und DISTANCE COMBINED weniger Positionsnachrichten bewirken
als die u¨brigen Algorithmen ist falsch.
durchschnittliche U¨berdeckung: 55.3%
SAME STREET Die erreichte U¨berdeckung entspricht den Erwartungen. Allerdings ist die
Anzahl der no¨tigen Positionsnachrichten deutlich ho¨her als angenommen.
durchschnittliche U¨berdeckung: 44.0%
Ein interessantes Resultat ist, dass die erreichten U¨berdeckungswerte sich offenbar nur
minimal unterscheiden. Mit Ausnahme des SAME STREET Algorithmus variieren die Ergeb-
nisse nur zwischen 53.9% und 56.5%. Das heißt, unabha¨ngig davon ob nur die Umgebung
eines Clients betrachtet wird (Algorithmen DISTANCE und DISTANCE ENHANCED) oder
dessen zuku¨nftige Bewegungsrichtung (DISTANCE MOTION und DISTANCE COMBINED)
sind die U¨berdeckungen sehr a¨hnlich. Siehe dazu auch Abbildung 5.10.
Ganz im Gegensatz zu diesem Ergebnis stehen die Resultate bezu¨glich der no¨tigen
Positionsnachrichten (Siehe Abbildung: 5.11). Dabei erzeugen die Algorithmen die lediglich
die Umgebung eines Clients betrachten wesentlich weniger zusa¨tzlichen Traffic (etwa ein
Vierzigstel verglichen mit den Algorithmen die die Bewegungsrichtung nutzen). Auch hier
stellt der SAME STREET Algorithmus wieder eine Ausnahme dar, der ebenfalls relativ viele
Positionsnachrichten beno¨tigt.
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Abbildung 5.10: Vergleich der erreichten U¨berdeckungswerte aller Algorithmen (mit Aus-
nahme von RANDOM).
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KAPITEL 6
AUSBLICK
6.1 Strategien
6.1.1 DISTANCE ENHANCED
Wie bereits unter 4.3.3.2 Problem beschrieben, gibt es vor allem bei der DIS-
TANCE ENHANCED Strategie das Problem, dass weit außen liegende Clients zwar als
u¨berdeckt eingestuft werden, aber Nachrichten nicht bekommen, da die U¨bertragung u¨ber
mehrere Clients zu lange dauert. Dies ist insbesondere dann der Fall, wenn ein Knoten im
U¨berdeckungsbaum (siehe 4.5 DISTANCE ENHANCED Baumdarstellung) viele Kinder hat,
selbst aber die Nachricht erst zum spa¨test mo¨glichen Zeitpunkt erha¨lt, also nachdem alle
anderen Knoten des Levels die Nachricht bereits empfangen haben. Je ha¨ufiger der genannte
Fall eintritt, desto ho¨her ist die Wahrscheinlichkeit, dass einige Clients (bzw. Knoten) in
hohen Leveln die Nachrichten nicht empfangen. Eine Mo¨glichkeit, die Auswirkungen dieses
Problems zu reduzieren wurde bereits beschrieben. Dabei wird fu¨r Clients, um die Bewegun-
gen zu kompensieren, ein kleinerer U¨bertragungsradius simuliert je weiter sie vom Zielclient
entfernt sind.
Ein weiterer Ansatz ist die Verteilungsreihenfolge der Nachrichten aktiv zu steuern.
Das heißt, dass eine vom Server festgelegte Reihenfolge der Clients bei dem Versenden der
Nachrichten eingehalten werden muss. Anhand des U¨berdeckungsbaumes kann serverseitig
fu¨r jeden Kindknoten der Wurzel bestimmt werden, welcher Ast die meisten Knoten und
damit die am weitesten entfernten Clients hat. Die Kindknoten erhalten dann die Nachricht
entsprechend in der absteigenden Reihenfolge der Astla¨nge.
Im na¨chsten Level muss wieder fu¨r jeden Kindknoten die La¨nge der A¨ste bestimmt werden.
Dabei erhalten die Kindknoten wiederum die Nachricht in absteigender Reihenfolge der
Astla¨nge.
Dieser Vorgang muss wiederholt werden, bis fu¨r jeden Knoten (außer der Bla¨tter des
Baumes) die Astla¨nge der Kindknoten bekannt ist und dadurch die Reihenfolge erstellt
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werden kann. Die zu verschickende Nachricht muss dann um die global berechnete Reihen-
folge erweitert werden, sodass jeder Empfa¨nger u¨berpru¨fen kann, an wen die Nachricht als
na¨chstes verschickt werden muss.
6.1.2 Panic Zone
Die Panic Zone startet wie unter Punkt 4.1.2 Regula¨rer Ablauf (mit adaptiver Verteilung)
erwa¨hnt 14 Minuten vor Ablauf der Gu¨ltigkeit einer Nachricht. Ab diesem Punkt wird, um
eine vollsta¨ndige Auslieferung zu gewa¨hrleisten, eine Nachricht an alle Clients versandt, die
diese noch nicht erhalten haben. 14 Minuten wurden gewa¨hlt, da dies auch bei schlechten
U¨berdeckungen (d.h. es wurden nur relativ wenig Ad-Hoc U¨bertragungen ausgefu¨hrt)
ausreicht, um ausstehenden Clients die Nachricht zu schicken.
Ein Verbesserung des Ansatzes ließe sich erreichen, indem die La¨nge der Panic Zone dy-
namisch gewa¨hlt wird. Zur Laufzeit muss dann folgendes bekannt sein und u.U. fortlaufend
gepru¨ft werden:
• Wie viele Clients die Nachricht noch nicht erhalten haben (xclients)
• Wie hoch die aktuelle Bandbreite ist (bandwithcurr in MBytes/s)
• Wie große der aktuelle Request ist (sizereq in MB)
Die Dauer (in Sekunden) der Panic Zone la¨sst sich dann wie folgt berechnen:
time =
xclients ∗ sizereq
bandwithcurr
Dadurch verku¨rzt sich unter Umsta¨nden die Panic Zone, was wiederum zu weiteren Ad-Hoc
U¨bertragungen fu¨hrt.
6.1.3 Einsatzmo¨glichkeit Verkehrsinformation
Fu¨r einen Einsatz in einem Verkehrsinformationssystem sind weitere Evaluierungen no¨tig.
Unter Umsta¨nden sind die Algorithmen DISTANCE und DISTANCE ENHANCED weniger
effizient, wenn die Begegnungszeiten der Clients sehr kurz sind. Da fu¨r diese Algorith-
men gute Ziele die sind, die viele Nachbarn haben (d.h. der Zielclient nach Empfang des
Requests diesen relativ oft versenden muss), ko¨nnten die Ergebnisse bei ho¨heren Bewe-
gungsgeschwindigkeiten schlechter ausfallen. Dagegen ko¨nnte der DISTANCE MOTION
Ansatz im Vergleich dazu bessere Ergebnisse erzielen, da hier die Anzahl der Treffen mit
anderen Clients innerhalb eines bestimmten Zeitraums ausschlaggebend ist. Interessant
wa¨ren auch die Ergebnisse des SAME STREET Ansatzes. Vermutlich schneidet dieser in ei-
ner Automobilumgebung etwas schlechter ab, da ein kritischer Punkt bei der Zielberechnung
eine kreuzungsfreie Verbindung zwischen zwei Clients ist. Dies ist fu¨r die Bewegungen von
Menschen auf einer Straße durchaus akzeptabel, da die Absta¨nde zwischen zwei Kreuzungen
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im Verha¨ltnis zur Geschwindigkeit der Personen deutlich gro¨ßer ist. Fu¨r eine Anwendung
mit Fahrzeugen und den daraus resultierenden ho¨heren Geschwindigkeit, ist dies allerdings
eine schlechte Voraussetzung.
6.2 Privacy
Bisher unbeachtet sind U¨berlegungen zur Privatspha¨re der Clients. Da es prinzipiell um das
Auslagern von Daten geht, die viele Empfa¨nger erreichen sollen, sind vertrauliche Daten in
jedem Fall ausgeschlossen. Es ist vermutlich ein System no¨tig, bei dem bei der U¨bertragung
eines Requests per WLAN der sendende Client nicht weiß, ob der Empfa¨nger den Request
tatsa¨chlich beno¨tigt, oder ob dieser nur eine weiterleitende Funktion hat.
6.3 Datenu¨bertragung
Besonders ausschlaggebend bei der gemessenen U¨berdeckung ist die U¨bertragungsgeschwindigkeit
sowie der U¨bertragungsradius der Smartphones. Um aussagekra¨ftige Werte dafu¨r zu erhalten,
sind Tests unter realen Bedingungen daher unvermeidbar. Deutlich ho¨here U¨berdeckungen
ko¨nnten beispielsweise erreicht werden, indem ein Kommunikationsinterface mit gro¨ßerer
Reichweite als Bluetooth oder WLAN verwendet wird.
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