Abstract. Rewrite systems obtained by some automated transformation often have a poor syntactic structure even if they have good properties from a semantic point of view. For instance, a rewrite system might have overlapping left-hand sides even if it can only produce at most one constructor normal form (i.e., value). In this paper, we propose a method for computing "more specific" versions of deterministic conditional rewrite systems (i.e., typical functional programs) by replacing a given rule (e.g., an overlapping rule) with a finite set of instances of this rule. In some cases, the technique is able to produce a non-overlapping system from an overlapping one. We have applied the transformation to improve the systems produced by a previous technique for function inversion with encouraging results (all the overlapping systems were successfully transformed to non-overlapping systems).
Introduction
Rewrite systems [4] form the basis of several rule-based programming languages. In this work, we focus on the so called deterministic conditional rewrite systems (DCTRSs), which are typical functional programs with local declarations [23] . When the rewrite systems are automatically generated (e.g., by program inversion [2, 14, 15, 17, 22, 27, 26, 28] or partial evaluation [1, 7, 8, 35] ), they often have a poor syntactic structure that might hide some properties. For instance, the rewriting systems generated by program inversion sometimes have overlapping left-hand sides despite the fact that they actually have the unique normal form property w.r.t. constructor terms-i.e., they can only produce at most one constructor normal form for every expression-or are even confluent.
Consider, e.g., the following TRS (left) from [28] Now, observe that every instance of inc −1 (x) using a constructor term has a unique constructor normal form. However, this system is not confluent-consider, e.g., the reductions starting from inc −1 ([0])-and, moreover some of the left-hand sides overlap, thus preventing us from obtaining a typical (deterministic) functional program. In this case, one can observe that the recursive call to inc −1 in the third rule can only bind variable ys to a non-empty list, say [z|zs] . Therefore, the system above could be transformed as follows:
Now, the transformed system is non-overlapping (and confluent) and, under some conditions, it is equivalent to the original system (roughly speaking, the derivations to constructor terms are the same).
A "more specific" transformation was originally introduced by Marriott et al. [24] in the context of logic programming. In this context, a more specific version of a logic program is a version of this program where each clause is further instantiated or removed while preserving the successful derivations of the original program. According to [24] , the transformation increases the number of finitely failed goals (i.e., some infinite derivations are transformed into finitely failed ones), detects failure more quickly, etc. In general, the information about the allowed variable bindings which is hidden in the original program may be made explicit in a more specific version, thus improving the static analysis of the program's properties.
In this paper, we adapt the notion of a more specific program to the context of deterministic conditional term rewriting systems. In principle, the transformation may achieve similar benefits as in logic programming by making some variable bindings explicit (as illustrated in the transformation of function inc −1 above). Adapting this notion to rewriting systems, however, is far from trivial:
-First, there is no clear notion of successful reduction, and aiming at preserving all possible reductions would give rise to a meaningless notion. Consider, e.g., the rewrite systems R = {f(x) → g(x), g(a) → b} and R = {f(a) → g(a), g(a) → b}. Here, one would expect R to be a correct more specific version of R (in the sense of
is not possible in R . -Second, different reduction strategies require different conditions in order to guarantee the correctness of the transformation. -Finally, in contrast to [24] , we often require computing a set of instances of a rewrite rule (rather than a single, more general instance) in order to produce non-overlapping left-hand sides. Consider the rewrite system
If we aim at computing a single more specific version for the second rule, only the same rule is obtained. However, if a set of instances is allowed rather a single common instance, we can obtain the system
which is non-overlapping.
Apart from introducing the notions of successful reduction and more specific version (MSV), we provide a constructive algorithm for computing more specific versions, which is based on constructing finite (possibly incomplete) narrowing trees for the right-hand sides of the original rewrite rules. Here, narrowing [36, 19] , an extension of term rewriting by replacing pattern matching with unification, is used to guess the allowed variable bindings for a given rewrite rule. We prove the correctness of the algorithm (i.e., that it actually outputs a more specific version of the input system). We have tested the usefulness of the MSV transformation to improve the inverse systems obtained by the program inversion method of [27, 26, 28] , and our preliminary results are very encouraging. This paper is organized as follows. In Section 2, we briefly review some notions and notations of term rewriting and narrowing. Section 3 introduces the notions of more specific version of a rewriting system. Then, we introduce an algorithm for computing more specific versions in Section 4 and prove its correctness. Finally, Section 5 concludes and points out some directions for future research. A preliminary version of this paper-with a more restricted notion of more specific version and where only unconditional rules are considered-appeared in [30] .
Preliminaries
We assume familiarity with basic concepts of term rewriting and narrowing. We refer the reader to, e.g., [4] , [32] , and [16] for further details.
Terms and Substitutions.
A signature F is a set of function symbols. Given a set of variables V with F ∩ V = ∅, we denote the domain of terms by T (F, V). We assume that F always contains at least one constant f/0. We use f, g, . . . to denote functions and x, y, . . . to denote variables. Positions are used to address the nodes of a term viewed as a tree. A position p in a term t is represented by a finite sequence of natural numbers, where denotes the root position. We let t| p denote the subterm of t at position p and t[s] p the result of replacing the subterm t| p by the term s. Var(t) denotes the set of variables appearing in t. A term t is ground if Var(t) = ∅.
A substitution σ : V → T (F, V) is a mapping from variables to terms such that Dom(σ) = {x ∈ V | x = σ(x)} is its domain. Substitutions are extended to morphisms from T (F, V) to T (F, V) in the natural way. We denote the application of a substitution σ to a term t by tσ rather than σ(t). The identity substitution is denoted by id. A variable renaming is a substitution that is a bijection on V. A substitution σ is more general than a substitution θ, denoted by σ θ, if there is a substitution δ such that δ • σ = θ, where "•" denotes the composition of substitutions (i.e., σ • θ(x) = (xθ)σ = xθσ). The restriction θ | V of a substitution θ to a set of variables V is defined as follows:
A term t 2 is an instance of a term t 1 (or, equivalently, t 1 is more general than t 2 ), in symbols t 1 t 2 , if there is a substitution σ with t 2 = t 1 σ. Two terms t 1 and t 2 are variants (or equal up to variable renaming) if t 1 = t 2 ρ for some variable renaming ρ. A unifier of two terms t 1 and t 2 is a substitution σ with t 1 σ = t 2 σ; furthermore, σ is the most general unifier of t 1 and t 2 , denoted by mgu(t 1 , t 2 ) if, for every other unifier θ of t 1 and t 2 , we have that σ θ.
TRSs and Rewriting. A set of rewrite rules l → r such that l is a nonvariable term and r is a term whose variables appear in l is called a term rewriting system (TRS for short); terms l and r are called the left-hand side and the right-hand side of the rule, respectively. We restrict ourselves to finite signatures and TRSs. Given a TRS R over a signature F, the defined symbols D R are the root symbols of the left-hand sides of the rules and the constructors are C R = F \ D R . Constructor terms of R are terms over C R and V. We sometimes omit R from D R and C R if it is clear from the context. A substitution σ is a constructor substitution (of R) if xσ ∈ T (C R , V) for all variables x.
For a TRS R, we define the associated rewrite relation → R as the smallest binary relation satisfying the following: given terms s, t ∈ T (F, V), we have s → R t iff there exist a position p in s, a rewrite rule l → r ∈ R and a substitution σ with s| p = lσ and t = s[rσ] p ; the rewrite step is often denoted by s → p,l→r t to make explicit the position and rule used in this step. The instantiated left-hand side lσ is called a redex.
A term t is called irreducible or in normal form w.r.t. a TRS R if there is no term s with t → R s. A substitution is called normalized w.r.t. R if every variable in the domain is replaced by a normal form w.r.t. R. We sometimes omit "w.r.t. R" if it is clear from the context. We denote the set of normal forms by NF R . A derivation is a (possibly empty) sequence of rewrite steps. Given a binary relation →, we denote by → * its reflexive and transitive closure. Thus t → * R s means that t can be reduced to s in R in zero or more steps; we also use t → n R s to denote that t can be reduced to s in exactly n rewrite steps. A conditional TRS (CTRS) is a set of rewrite rules l → r ⇐ C, where C is a set of equations. In particular, we consider only oriented equations of the form s 1 t 1 , . . . , s n t n . For a CTRS R, we define the associated rewrite relation → R as follows: given terms s, t ∈ T (F, V), we have s → R t iff there exist a position p in s, a rewrite rule l → r ⇐ s 1 t 1 , . . . , s n t n ∈ R and a substitution σ such that s| p = lσ, s i σ → * R t i σ for all i = 1, . . . , n, and
Narrowing. The narrowing principle [36] mainly extends term rewriting by replacing pattern matching with unification, so that terms containing logic (i.e., free) variables can also be reduced by non-deterministically instantiating these variables. Conceptually, this is not significantly different from ordinary rewriting when TRSs contain extra variables (i.e., variables that appear in the right-hand side of a rule but not in its left-hand side), as noted in [3] . Formally, given a TRS R and two terms s, t ∈ T (F, V), we have that s ; R t is a narrowing step iff there exist 3 -a nonvariable position p of s, -a variant l → r of a rule in R, -a substitution σ = mgu(s| p , l) which is a most general unifier of s| p and l, and t = (s[r] p )σ. We often write s ; p,l→r,θ t (or simply s ; θ t) to make explicit the position, rule, and substitution of the narrowing step, where θ = σ | Var(s) (i.e., we label the narrowing step only with the bindings for the narrowed term). A narrowing derivation t 0 ; * σ t n denotes a sequence of narrowing steps t 0 ; σ1 . . . ; σn t n with σ = σ n • · · · • σ 1 (if n = 0 then σ = id). Given a narrowing derivation s ; * σ t with t a constructor term, we say that σ is a computed answer for s.
defining the addition add/2 on natural numbers built from 0/0 and s/1. Given the term add(x, s(0)), we have infinitely many narrowing derivations starting from add(x, s (0)), e.g.,
Narrowing is naturally extended to deal with equations and CTRSs (see Section 4).
More Specific Conditional Rewrite Systems
In this section, we introduce the notion of a more specific conditional rewrite system. Intuitively speaking, we produce a more specific CTRS R from a CTRS R by replacing a conditional rewrite rule (l → r ⇐ C) ∈ R with a finite number of instances of this rule, i.e., R = (R\{l → r ⇐ C})∪{(l → r ⇐ C)σ 1 , . . . , (l → r ⇐ C)σ n }, such that R is semantically equivalent to R under some conditions. The key idea is that more specific versions should still allow the same reductions of the original system. However, as mentioned in Section 1, if we aimed at preserving all possible rewrite reductions, the resulting notion would be useless since it would never happen in practice. Therefore, to have a practically applicable technique, we only aim at preserving what we call successful reductions. In the following, given a CTRS R, we denote by s → R a generic conditional rewrite relation based on some strategy s (e.g., innermost conditional reduction Let us now introduce our notion of a more specific version of a rewrite rule:
Definition 2 (more specific version of a rule). Let R be a CTRS and s → R be a conditional rewrite relation. Let l → r ⇐ C ∈ R be a rewrite rule. We say that the finite set of rewrite rules
. . , n, and -for all terms t, u, we have that t
R u to apply the same rules to the same positions and in the same order, except for the rule l → r ⇐ C in R that is replaced with some
Note that a rewrite rule is always a more specific version of itself, therefore the existence of a more specific version of a given rule is always ensured. In general, however, the more specific version is not unique, and thus, there can be several strictly more specific versions of a rewrite rule.
The notion of a more specific version of a rule is extended to CTRSs in a stepwise manner: given a CTRS R, we first replace a rule of R by its more specific version thus producing R , then we replace another rule of R by its more specific version, and so forth. We denote each of these steps by R → more R . We say that R is a more specific version of R if there is a sequence of (zero or more) → more steps leading from R to R . Note that, given a CTRS R and one of its more specific versions R , we have that
Example 2. Consider the following CTRS R (a fragment of a system obtained automatically by the function inversion technique of [28] ):
where the definition of function inv is not relevant for this example and we omit the tuple symbol (e.g., tp 2 ) from the tuple of two terms-we write (t 1 , t 2 ) instead of tp 2 (t 1 , t 2 ). Here, we replace the first rule of R by the following two instances R msv :
Observe that function inv in (R\{R 1 }) ∪ R msv is now non-overlapping. Note that producing only a single instance would return an overlapping rule again since the only common generalization of σ 1 and σ 2 is {x 2 → [x 3 |x 4 ]} so that the more specific version would be
and function inv would still be overlapping.
Now, we show a basic property of more specific versions of a CTRS. In the following, we say that a CTRS R has the unique constructor normal form property w.r.t.
Theorem 1. Let R be a CTRS and let R be a more specific version of R w.r.t.
s → R . Then, R has the unique constructor normal form property w.r.t.
Proof. The claim follows straightforwardly since derivations producing a constructor normal form are successful derivations, and they are preserved by the MSV transformation by definition.
Computing More Specific Versions
In this section, we tackle the definition of a constructive method for computing more specific versions of a CTRS. For this purpose, we consider the following assumptions:
-We restrict the class of CTRSs to deterministic CTRSs (DCTRSs [5, 13, 23] ).
Furthermore, we require them to be constructor systems (see below). -We only consider constructor-based reductions (a particular case of innermost conditional reduction), i.e., reductions where the computed matching substitutions are constructor. -We use a form of innermost conditional narrowing to approximate the potential successful reductions and, thus, compute its more specific version.
DCTRSs are 3-CTRSs [5, 13, 23 ] (see also [32] ) (i.e., CTRSs where extra variables are allowed as long as Var(r) ⊆ Var(l) ∪ Var(C) for all rules l → r ⇐ C), where the conditional rules have the form
Moreover, we assume that the DCTRSs are constructor systems with t 1 , . . . , t n ∈ T (C, V).
In DCTRSs, extra variables in the conditions are not problematic since no redex contains extra variables when it is selected. Actually, as noted by [23] , these systems are basically equivalent to functional programs since every rule l → r ⇐ s 1 t 1 , . . . , s n t n can be seen in a functional language as
Here, DCTRSs allow us to represent functional local definitions using oriented conditions. Under these conditions, innermost reduction extends quite naturally to the conditional case. In particular, we follow Bockmayr and Werner's conditional rewriting without evaluation of the premise [6] , adapted to our setting as follows:
Definition 3 (constructor reduction). Let R be a DCTRS. Constructorbased conditional reduction is defined as the smallest relation satisfying the following transition rules:
where inn(s) selects the position of an innermost subterm matchable with the left-hand side of a rule (i.e., a term l σ of the form f (c 1 , . . . , c n ) with f ∈ D and c 1 , . . . , c n ∈ T (C, V) for some l → r ⇐ C ∈ R and some σ ), e.g., the leftmost one.
Intuitively speaking, in order to reduce a sequence of equations s 1 t 1 , . . . , s n t n , we consider two possibilities:
-If the first oriented equation has some innermost subterm that matches the left-hand side of a rewrite rule, we perform a reduction step. Note that, in contrast to ordinary conditional rewriting, the conditions are not verified but just added to the set of equations (as in Bockmayr and Werner's reduction without evaluation of the premise). -If the left-hand side of the first oriented equation is a constructor term, then we match both sides (note that the right-hand side is a constructor term by definition) and remove this equation from the sequence. In the original definition of [6] , this matching substitution is computed when applying a given rule in order to verify the conditions. Our definition simply makes computing the substitution more operational by postponing it to the point when its computation is required (and, thus, it is straightforward to compute).
Note that this rule requires having more than one equation, since the initial equation should not be removed.
In order to reduce a ground term s, we consider an initial oriented equation s x, where x is a fresh variable not occurring in s, and reduce it as much as possible using the reduction and matching rules. If we reach an equation of the form t x, where t is a constructor term, we say that s reduces to t; actually, [6, Theorem 2] proves the equivalence between ordinary conditional rewriting and conditional rewriting without evaluation of the premise.
Example 3. Consider again the system R from Example 2 and the initial term inv([left, str(a)]). We have, for instance, the following (incomplete) constructorbased reduction:
In the following, given a rule l → r ⇐ C, we introduce the use of conditional narrowing to automatically compute an approximation of the successful constructorbased reductions.
Our definition of constructor-based conditional narrowing (a special case of innermost conditional narrowing [9, 12, 18] ), denoted by c ;, is defined as follows:
Definition 4 (constructor-based conditional narrowing). Let R be a DC-TRS. Constructor-based conditional narrowing is defined as the smallest relation satisfying the following transition rules:
where inn(s) selects the position of an innermost subterm whose proper subterms are constructor terms, and which is unifiable with the left-hand side of a rule, e.g., the leftmost one.
As can be seen, our definition of constructor-based conditional narrowing for DCTRSs mimics the definition of constructor-based reduction but replaces matching with unification in both transition rules. Note, however, that the first rule is often non-deterministic since a given innermost subterm can unify with the left-hand sides of several rewrite rules.
We adapt the notion of successful derivations to rewriting and narrowing derivations of equations.
Definition 5. Let R be a CTRS and let
where t is a term, x is a fresh variable, C is a (possibly empty) sequence of (oriented) equations, and u ∈ T (C, V) is a constructor term, is called a successful reduction w.r.t.
, where x is a fresh variable.
Definition 6. Consider a set of equations C, a term s and a fresh variable x. We say that a constructor-based conditional narrowing derivation of the form
is a constructor term. We say that a derivation of the form (C, s x) c ; * σ (C , s x) is a failing derivation if no more narrowing steps can be applied and at least one of the following following holds:
-C is not the empty sequence, or -s is not a constructor term.
Otherwise, we say that it is an incomplete derivation.
Because of the non-determinism of rule narrowing, the computation of all narrowing derivations starting from a given term is usually represented by means of a narrowing tree:
Definition 7 (constructor-based conditional narrowing tree). Let R be a DCTRS and C be a sequence of equations. A (possibly incomplete) constructorbased conditional narrowing tree for C in R is a (possibly infinite) directed rooted node-and edge-labeled graph τ built as follows:
-the root node of τ is labeled with C; -every node C 1 is either a leaf (a node with no output edge) or it is unfolded as follows: there is an output edge from node C 1 to node C 2 labeled with σ for all constructor-based conditional narrowing steps C 1 c ; σ C 2 for the selected innermost narrowable term; -the root node is not a leaf-at least the root node should be unfolded.
By abuse of notation, we will denote a finite constructor-based conditional narrowing tree τ (and its subtrees) for C as a finite set with the constructor-based conditional narrowing derivations starting from C in this tree, i.e., C c ; * θ C ∈ τ if there is a root-to-leaf path from C to C in τ labeled with substitutions θ 1 , θ 2 , . . . , θ n such that C c ; θ1 . . . Example 4. Consider again the system R from Example 2 and the initial sequence of equations C = (inv(x 2 ) (x 1 , x), inv (x 1 ) (t, y), (t, n(x, y)) w), where w is a fresh variable (the reason to consider this initial sequence of equations will be clear in Definition 9 below). The depth-1 (i.e., derivations are stopped after one narrowing step) constructor-based conditional narrowing tree τ for C contains the following derivations:
Note that a constructor-based conditional narrowing tree can be incomplete in the sense that we do not require all unfoldable nodes to be unfolded (i.e., some finite derivations in the tree may be incomplete). Nevertheless, if a node is selected to be unfolded, it should be unfolded in all possible ways using constructor-based conditional narrowing (i.e., one cannot partially unfold a node by ignoring some matching rules, which would give rise to incorrect results). In order to keep the tree finite, one can introduce a heuristics that determines when the construction of the tree should terminate. We consider the definition of a particular strategy for ensuring termination out of the scope of this paper; nevertheless, one could use a simple depth-k strategy (as in the previous example) or some more elaborated strategies based on well-founded or well-quasi orderings [10] (as in narrowing-driven partial evaluation [1] ). Let us now recall the notion of least (general) generalization [34] (also called anti-unification [33] ), which will be required to compute a common generalization of all instances of a term by a set of narrowing derivations.
Definition 8 (least general generalization [34] , lgg). Given two terms s and t, we say that w is a generalization of s and t if w s and w t; moreover, it is called the least general generalization of s and t, denoted by lgg(s, t), if w w for all other generalizations w of s and t. This notion is extended to sets of terms in the natural way: lgg({t 1 , . . . , t n }) = lgg(t 1 , lgg(t 2 , . . . lgg(t n−1 , t n ) . . .)) (with lgg({t 1 }) = t 1 when n = 1).
An algorithm for computing the least general generalization can be found, e.g., in [11] . For instance, lgg(f(a, g(a)), f(b, g(b))) = f(x 3 , g(x 3 )).
We now introduce a constructive algorithm to produce a more specific version of a rule: Definition 9 (MSV algorithm for DCTRSs). Let R be a DCTRS and let l → r ⇐ C ∈ R be a conditional rewrite rule such that not all terms in r and C are constructor terms. Let τ be a finite (possibly incomplete) constructor-based conditional narrowing tree for (C, r x) in R, where x is a fresh variable, and τ ⊆ τ be the tree obtained from τ by excluding the failing derivations (if any). We compute a more specific version of l → r ⇐ C in R, denoted by MSV(R, l → r ⇐ C, τ ) , as follows:
where ⊥ is used to denote that the rule is useless (i.e., no successful constructor-based reduction can use it). -If τ = ∅, then we let τ = τ 1 . . . τ n be a partition of the set τ such that τ i = ∅ for all i = 1, . . . , n. Then,
Regarding the partitioning of the derivations in the constructor-based conditional narrowing tree τ , i.e., computing τ 1 , . . . , τ n such that τ = τ 1 . . . τ n , we first apply a simple pre-processing to avoid trivial overlaps between the generated rules: we remove from τ those derivations (C, r x) c ; * θ (C , r x) such that there exists another derivation (C, r x) c ; * θ (C , r x) with θ θ. In this way, we avoid the risk of having such derivations in different subtrees, τ i and τ j , thus producing overlapping rules. Once these derivations have been removed, we could proceed as follows:
. This is what is done in the original transformation for logic programs [24] and gives good results for most examples (i.e., produces a non-overlapping system). -Consider a maximal partitioning, i.e., each τ i just contains a single derivation. This strategy might produce poor results when the computed substitutions overlap, since overlapping instances would then be produced (even if the considered function was originally non-overlapping). -Use a heuristics that tries to produce a non-overlapping system whenever possible. Basically, it would proceed as follows. Assume we want to apply the MSV transformation to a function f . Let k be a natural number greater than the maximum depth of the left-hand sides of the rules defining f . Then, we partition the tree τ as τ 1 , . . . , τ n so that it satisfies the following condition (while keeping n as small as possible):
, where l → r ⇐ C is the considered rule. Here, given a fresh constant , top k is defined as follows:
, top k (t) returns the topmost symbols of t up to depth k and replaces the remaining subterms by the fresh constant .
Example 5. Let us apply the MSV algorithm to the first rule of the system R introduced in Example 2. Here, we consider the depth-1 constructor-based conditional narrowing tree τ with the derivations shown in Example 4. We first remove derivations labeled with less general substitutions, so that from the first and third derivations of Example 4, only the following one remains:
Now, either by considering a maximal partitioning or the one based on function top k , we compute the following partitions:
so that the computed more specific version, R msv , contains the two rules already shown in Example 2. Now, we consider the correctness of the MSV transformation.
Theorem 2. Let R be a DCTRS, l → r ⇐ C ∈ R be a rewrite rule such that not all terms in r and C are constructor terms. Let τ be a finite (possibly incomplete) constructor-based conditional narrowing tree for (C, r x) in R. Then,
The proof can be found in the appendix.
Conclusion and Future Work
We have introduced the notion of a more specific version of a rewrite rule in the context of conditional rewrite systems with some restrictions (i.e., typical functional programs). The transformation is useful to produce non-overlapping systems from overlapping ones while preserving the so called successful reductions. We have introduced an automatic algorithm for computing more specific versions and have proved its correctness. We have undertaken the extension of the implemented program inverter of [28] with a post-process based on the MSV transformation. We have tested the resulting transformation with the 15 program inversion benchmarks of [20] . In nine of these benchmarks (out of fifteen) an overlapping system was obtained by inversion while the remaining six are non-overlapping. By applying the MSV transformation to all overlapping rules-except for a predefined operator du-using a depth-3 constructor-based conditional narrowing tree in all examples, we succeeded in improving the nine overlapping systems, while the other six systems were left unchanged: nine overlapping systems are transformed into non-overlapping ones, and the remaining six are transformed into themselves. These promising results point out the usefulness of the approach to improve the quality of inverted systems.
As for future work, we plan to explore the use of the MSV transformation to improve the accuracy of termination analyses.
A Proof of Theorem 2
We first prove a lifting lemma for constructor-based reductions. We make a case analysis depending on which transition rule is applied at the first step.
-If the reduction rule is applied, there exist a conditional rewrite rule l → r ⇐ C ∈ R and a constructor substitution σ such that Var(l, r, C) ∩ V = ∅, sθ = sθ[lσ] p , T 1 = (Cσ, sθ[rσ] p tθ, S 1 θ) = (C, s[r] t, S 1 )(σ ∪ θ). Since θ is a constructor substitution, the root symbol of s| p is a defined symbol, and thus, s| p is not a variable. It follows from s| p θ = lσ that s| p and l are unifiable. Let δ be an mgu of s| p and l. Then, we have that δ (σ ∪ θ), and hence δ is a constructor substitution. Now, by applying narrowing to S = (s t, S 1 ), we have that S -If rule matching is applied, there exists a constructor substitution σ such that sθ = tθσ, and hence s and t are unifiable. Let δ be an mgu of s and t. Then, we have that δ (σ • θ), and hence δ is a constructor substitution. By applying unification to S, we have that S Theorem 2. Let R be a DCTRS, l → r ⇐ C ∈ R be a rewrite rule such that not all terms in r and C are constructor terms. Let τ be a finite (possibly incomplete) constructor-based conditional narrowing tree for (C, r x) in R. Then,
