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Résumé
Dans cette thèse sont montrés des développements de l’approximation de la phase aléatoire
(RPA) dans le contexte de théories à séparation de portée. On présente des travaux sur le forma-
lisme de la RPA en général, et en particulier sur le formalisme "matrice diélectrique" qui est exploré
de manière systématique. On montre un résumé d’un travail sur les équations RPA dans le contexte
d’orbitales localisées, notamment des développements des orbitales virtuelles localisées que sont
les  orbitales oscillantes projetées  (POO). Un programme a été écrit pour calculer des fonctions
telles que le trou de d’échange, la fonction de réponse, etc. . . sur des grilles de l’espace réel (grilles
parallélépipédiques ou de type "DFT"). On montre certaines de ces visualisations. Dans l’espace
réel, on expose une adaptation de l’approximation du dénominateur effectif (EED), développée ori-
ginellement dans l’espace réciproque en physique du solide. Également, les gradients analytiques
des énergies de corrélation RPA dans le contexte de la séparation de portée sont dérivés. Le forma-
lisme développé ici à l’aide d’un lagrangien permet une dérivation tout-en-un des termes courte- et
longue-portée qui émergent dans les expression du gradient, et qui montrent un parallèle intéressant.
Des applications sont montrées, telles que des optimisations de géométries aux niveaux RSH-dRPA-
I et RSH-SOSEX d’un ensemble de 16 petites molécules, ou encore le calcul et la visualisation des
densités corrélées au niveau RSH-dRPA-I.
Mots-clés :
énergie de corrélation ; interaction de Van der Waals ; force de dispersion de London ; théorie de
la fonctionnelle de la densité ; DFT ; séparation de portée ; RSH ; approximation de la phase aléa-
toire ; RPA ; connexion adiabatique ; matrice diélectrique ; formule de plasmon ; équation de Riccati ;
orbitale oscillante projetée ; POO ; développement multipolaire ; grille de l’espace réel ; dénomina-
teur effectif ; EED ; règles de somme ; gradient analytique ; Lagrangien ; coupled-perturbed ; densité
corrélée ; optimisation de géométrie

Abstract
In this thesis are shown developments in the random phase approximation (RPA) in the context
of range-separated theories. We present advances in the formalism of the RPA in general, and par-
ticularly in the "dielectric matrix" formulation of RPA, which is explored in details. We show a
summary of a work on the RPA equations with localised orbitals, especially developments of the
virtual localized orbitals that are the  projected oscillatory orbitals  (POO). A program has been
written to calculate functions such as the exchange hole, the response function,etc. . . on real space
grid (parallelepipedic or of the "DFT" type) ; some of those visualisations are shown here. In the real
space, we offer an adaptation of the effective energy denominator approximation (EED), originally
developped in the reciprocal space in solid physics. The analytical gradients of the RPA correlation
energies in the context of range separation has been derived. The formalism developped here with
a lagrangian allows an all-in-one derivation of the short- and long-range terms that emerge in the
expressions of the gradient. These terms show interesting parallels. Geometry optimisations at the
RSH-dRPA-I and RSH-SOSEX levels on a set of 16 molecules are shown, as well as calculations
and visualisations of correlated densities at the RSH-dRPA-I level.
Keywords :
correlation energy ; Van der Waals interaction ; London dispersion force ; density functional
theory ; DFT ; range separation ; RSH ; random phase approximation ; RPA ; adiabatic connection ;
dielectrique matrix ; plasmon formula ; Riccati equation ; projected oscillatory orbital ; POO ; mul-
tipolar expansion ; real space grid ; effective energy denominator ; EED ; sum-rules ; analytical gra-
dient ; Lagrangian ; coupled-perturbed ; correlated densities ; geometry optimisation
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Table des notations
Les notations suivantes sont utilisées dans le manuscrit :
Xa→b désigne une suite des éléments Xi : Xa, Xa+1, . . . , Xbˆ
Xa→b
de la même manière, désigne : dXadXa+1 . . . dXb
L2(A,C) est l’espace de Hilbert des fonctions de A dans C de carré intégrable.
〈 f |g〉 produit scalaire de l’espace L2(A,C) :
ˆ
A
f ∗g
Lb désigne plus librement un espace de Hilbert généré par la base b
δi, j produit de Kronecker (égal à 1 si i = j, à 0 sinon)
A  B indique un changement de notation ou une définition
A ∝ B est utilisé pour éviter les constantes (de normalisation par exemple)lorsqu’elles ne sont pas indispensables
On utilisera le système d’unités atomiques.
Autant que possible, |ψi〉 et |φi〉 désigneront respectivement des spin-orbitales et des orbitales spa-
tiales ; |Ψ〉 représentera des fonctions d’onde à N-électrons et |Φ〉 des fonctions d’onde à N-électrons
mono-déterminantales ; i, j, k, . . . désigneront des orbitales moléculaires occupées, a, b, c, . . . des or-
bitales virtuelles, p, q, r, . . . des orbitales quelconques, et α, β, . . . des orbitales atomiques.
On utilise la notation physique : 〈pq|rs〉 =
¨
φ∗p(x1)φr(x1)wˆ(x1, x2)φ
∗
q(x2)φs(x2).
On utilise de manière extensive la convention de Einstein, où les indices non répétés sont impli-
citement sommés.

Introduction
Le vaste domaine de recherche appelé  chimie théorique  recouvre tout ce qui vise à établir
des théories fondamentales pour expliquer ou prédire les comportements qui entourent les molécules
ou, plus généralement, les édifices moléculaires. En particulier la  chimie quantique  est une ap-
plication de la mécanique quantique aux molécules, c’est-à-dire regroupe les travaux qui cherchent à
étudier les propriétés des molécules à l’aide de théories et d’approximations directement dérivées de
l’équation de Schrödinger. Dans l’ère moderne, les progrès numériques liés aux puissances de calcul
disponibles ont étendu l’utilisation du calcul quantique bien au-delà des laboratoires de théoriciens.
Cette démocratisation de l’accès au calcul va de paire avec un effort sans cesse renouvelé pour amé-
liorer la compréhension de la physique des systèmes - et ainsi la précision des calculs. La quantité
de domaine où il n’est pas possible de faire des calculs à la précision chimique s’est donc largement
amenuisée, mais certains points précis restent problématiques. Parmi ces domaines problématiques
on peut encore compter la description des interactions faibles à longue-portée, dont on parlera plus
loin.
Toutes les théories qui ont été mises en place en chimie quantique ont comme point de départ
une approximation du problème compliqué de la gestion de l’interaction Coulombienne instanta-
née entre N électrons (ceci s’inscrit d’ailleurs dans le domaine beaucoup plus général du traitement
des problèmes à N-corps, un domaine qui traverse de nombreuses disciplines). En théorie Hartree-
Fock (et post-HF), on substitue l’ensemble des interactions de paires d’électrons par l’interaction
des électrons avec le champ moyen généré par les N − 1 autres électrons ; lorsque l’on applique la
théorie des fonctionnelles de la densité (DFT), on approxime la fonctionnelle d’échange-corrélation
par des fonctionnelles au mieux semi-locales. C’est-à-dire que comme toujours dans les raisonne-
ments scientifiques en général, on approxime un problème d’une complexité presque impénétrable
(l’interaction, corrélée à l’infini, de N corps) par des notions humainement compréhensibles, telles
que des  moyennes  et des  approximations sphériques . Ainsi, ces modèles décrivent bien (et
parfois : incroyablement bien, vue la sévérité des approximations) les comportements qui sont le
résultat d’une physique du système peu éloignée d’un champ moyen et/ou par nature locale. Ceci
n’est pas le cas des interactions longue-portée.
Les interactions longue portée que l’on appellera ici  interactions de Van der Waals  désignent
des interactions relativement faibles qui jouent un rôle structurant dans les grands édifices molécu-
laires ou en l’absence des forces plus importantes que sont les interactions covalentes ou ioniques.
Parmi ces interactions de Van der Waals, les forces de dispersion de London sont un type d’interac-
tion qui émergent de la polarisation dynamique mutuelle de nuages d’électrons, surtout entre sous-
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systèmes neutres. Ces forces ont un caractère très longue-portée. Dans la limite de sous-systèmes
qui ne se recouvrent pas, et en utilisant des développements multipolaires, on trouve que le terme
dominant les forces de dispersion de London est le terme d’interaction  dipôle induit/dipôle in-
duit , sous la forme d’un C6/R6 amorti. L’idée est que, contrairement aux forces électrostatiques
entre dipôles permanents, les forces de dispersion de London émergent de la manière bien connue
suivante : du fait de fluctuations quantiques dans une partie d’un grand système, un dipôle éphémère
apparaît et produit un champ électrique en 1/R3 dans le reste du système. Ce champ électrique induit
la création d’un autre dipôle éphémère dans une autre partie du système, et la partie du système où
est apparu le premier dipôle éphémère ressent alors un champ électrique  en retour  dont la dépen-
dance à la distance est : 1/R3.1/R3 = 1/R6. Une manière de voir cela (et d’expliquer pourquoi ces
forces ne peuvent être recouvrées par des fonctionnelles usuelles en DFT) est de dire que les fluctua-
tions dipolaires des parties éloignées d’un grand système sont corrélées ; c’est-à-dire que ces forces
émergent à cause d’un trou de corrélation qui est de très grande portée, bien loin des approximations
semi-locales.
Face à ce défi, de nombreuses solutions sont disponibles dans la littérature, notamment avec des
améliorations des fonctionnelles d’échange-corrélation. Une autre solution est d’utiliser l’Approxi-
mation de la Phase Aléatoire (RPA). Il s’agit d’une approximation élaborée dans les années 50′ pour
décrire la corrélation dans les plasma. L’idée initiale est que les comportements des éléments dans
un plasma sont le fruit de la collaboration/compétition entre d’une part un phénomène d’oscillations
cohérentes sur l’ensemble du plasma causées par des interactions à longue-portée et d’autre part des
corrections dues à des interactions à plus courte portée. Cette méthode est donc, par construction et
pour des raisons physiques, particulièrement adaptée à la description des interactions longue-portée.
Ceci est encore plus vrai si l’on utilise la RPA dans le cadre d’une théorie de séparation de portée des
interactions inter-électronique. Dans ce cas de figure, l’interaction courte-portée (pour laquelle les
approximations semi-locales des fonctionnelles sont pertinentes) est prise en charge par la DFT, et
les interactions longue-portée sont laissées à la RPA. Pour différentes raisons, ce couplage rigoureux
DFT+RPA élimine un certain nombre de faiblesses des deux théories, et s’est montré prometteur
pour le traitement des systèmes possédant des interactions longue-portées faibles.
Les deux premiers chapitres posent les bases théoriques, les notations et les concepts qui sont
utilisés tout au long du manuscrit. Le second chapitre, en particulier, décrit la RPA telle qu’elle a
été développée dans les articles originaux des années 50′ et dérive les multiples formulations dans
lesquelles on peut trouver la RPA aujourd’hui. Il s’agit à la fois d’un chapitre qui résume l’état
de l’art du domaine et d’un chapitre qui présente des réflexions personnelles sur le sujet et cla-
rifie certains points de détails. J’y montre le formalisme connexion adiabatique avec théorème de
fluctuation-dissipation (AC-FDT), que l’on peut considérer comme un point de départ pour dévelop-
per les formulations dites de "connexion adiabatique", de "matrice diélectrique", de "plasmon", ainsi
que la formulation qui utilise des équations de type "équations de Riccati " et qui est équivalente
à des approximations que l’on peut faire dans le contexte de la théorie Coupled-Cluster (CC). Des
dérivations unifiées sont montrées pour tous ces formalismes. Il existe un lien étroit entre la RPA
telle qu’elle est pratiquée dans la chimie quantique moderne et des notions de théorie quantique des
champs : ces liens sont rendus clairs dans l’Annexe A.
Après un court rappel des techniques et des enjeux liés à l’utilisation d’orbitales locales pour le
calcul d’énergies de corrélation, je présente au chapitre 3 deux travaux assez différents. Le premier
est un travail réalisé à l’occasion d’une collaboration avec le Laboratoire de Chimie Théorique (LCT)
de l’Université Pierre et Marie Curie à Paris. Une procédure a été mise en place par E. Chermak et
P. Reinhardt pour construire des orbitales localisées d’un dimère dans lesquelles on peut reconnaître
la trace des orbitales localisées pour les monomères. Avec une telle méthode, on peut classer les di-
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excitations en catégories selon un critère, disons : géométrique. On a montré que, de l’ensemble des
di-excitations imaginables pour le système, les couplages inter-moléculaires de mono-excitations
intra-moléculaires contribuent majoritairement à l’énergie d’interaction. La contribution de cette
thèse a été d’écrire un programme autonome interfacé avec MOLPRO qui permet le calcul d’énergies de
corrélation RPA avec des orbitales locales. Dans le même chapitre, je montre des réflexions autour
d’un type d’orbitales virtuelles localisées appelées POO, pour Projected Oscillatory Orbitals. Il
s’agit d’une idée originale de Boys qui n’a pas fait l’objet de développements significatifs dans la
littérature. Je dérive ici des équations de base concernant les POO, incluant des développements
multipolaires des intégrales bi-électroniques dans la base des POO. Je montre que les éléments de
matrice du moment dipolaire entre une orbitale occupée localisée et une orbitale virtuelle localisée de
type POO se réduisent à l’expression des recouvrements entre POO. Ce résultat non trivial simplifie
largement les équations RPA dans la base des POO, qui sont également dérivées ici.
Au cours de cette thèse j’ai créé des outils informatiques qui permettent de calculer sur des
grilles parallélépipédiques de l’espace réel ou sur des grilles de type "DFT" des fonctions telles que
χ(r1, r2), le trou d’échange hx(r1, r2), la fonction de Dirac δ(r1, r2), etc. . . Dans le chapitre 4, je
montre de telles visualisations, notamment de la fonction de réponse χ. Je souligne la structure de
la fonction de réponse, et sa relation avec les fonctions de corrélation inter-électronique, notamment
le trou d’échange. Ce chapitre est le fruit d’un travail pas complétement abouti, et qui vise à terme
à calculer des objets que l’on rencontre dans des calculs de corrélation RPA (tels que la fonction de
réponse) sur des grilles de l’espace construites dans ce but, c’est-à-dire sur des grilles où les points
sont générés de telle manière à mieux échantillonner l’espace entre les atomes (et non, comme c’est
le cas des grilles de type "DFT", l’espace où l’on s’attend à ce que la densité soit intéressante).
Dans la même optique de travail dans l’espace réel, l’objet principal du chapitre 5 est l’adaptation
de la technique de l’EED (Effective Energy Denominator) développée par Berger et. al. dans l’espace
réciproque. Cette technique est une généralisation de l’approximation de Unsöld dans laquelle le
dénominateur effectif dépend des coordonnées et de la fréquence. Une série de relations a pu être
dérivée concernant les numérateurs qui émergent lorsque l’on applique cette technique, et leur lien
aux règles de somme. L’objectif de ces développements est de pouvoir calculer la fonction réponse
Kohn-Sham sans faire intervenir des sommations sur les orbitales virtuelles et pouvoir exprimer à
terme l’énergie de corrélation de longue portée (et les corrections de l’énergie de dispersion) comme
fonctionnelle des orbitales occupées.
C’est dans le chapitre 6 qu’est présenté ce qui peut être considéré comme le travail principal de
cette thèse : la dérivation d’un gradient analytique de l’énergie de corrélation RPA dans un contexte
de séparation de portée. Jusqu’à présent, dans la littérature, la seule dérivation à notre connaissance
de gradient d’une énergie avec séparation de portée est celle de Chabbal et. al., pour RSH-(L)MP2.
Il s’agit d’une adaptation a posteriori du gradient MP2 sans séparation de portée. Je montre ici, en
utilisant le formalisme lagrangien, une dérivation tout-en-un du gradient de l’énergie RSH-RPA. Des
notations inédites sont introduites pour gérer de manière transparente les contributions des termes
courte-portée ; d’ailleurs, tout au long de la dérivation, on voit un parallèle solide entre le compor-
tement des contributions courte- et longue-portée qui émergent. Ces nouveaux gradients sont implé-
mentés dans le  cœur  de MOLPRO, c’est-à-dire d’une manière qui profite des forces et de la gestion
du reste du programme. À la suite de cette programmation, les calculs de dipôle au niveau RSH-RPA
ainsi que les optimisations de géométrie, par exemple, sont du coup disponibles immédiatement. Je
présente ici des résultats d’optimisation sur un ensemble de 16 molécules aux niveaux RSH-dRPA-I
et RSH-SOSEX, ainsi que des visualisations des densités corrélées au niveau RSH-dRPA-I.
De manière générale, un effort a été fait dans les Annexes pour décrire des notions qui sont à la
limite des habitudes d’un chimiste théoricien (on trouve par exemple des notions telles que celles qui
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sont décrites Annexe A et qui sont plutôt connues en théorie quantique des champs, ou des notions
d’intégration complexe montrées Annexe B) ainsi que pour fournir des détails de dérivations utiles
à la compréhension du manuscrit. Tous ces éléments sont regroupés dans des Annexes par soucis de
concision, et sont tout aussi primordiaux que ce qui est montré dans le corps du manuscrit.
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Chapitre 1
Premières approches d’un problème à
N-corps
Dans ce premier chapitre, on présente quelques notions de chimie quantique pour la
plupart largement connues du lecteur averti. Le but premier est de poser des notations
et des définitions qui seront utilisées tout au long du manuscrit, mais on va également
préparer les notions qui se révéleront importantes dans la suite (notions générales telles
que l’énergie de corrélation, les fluctuations, la connexion adiabatique, etc. . . ).
Tout le travail de la thèse a été pensé dans un cadre de séparation de portée électronique,
c’est-à-dire dans un contexte où l’on utilise des techniques qui mélangent un traitement
du système avec des méthodes dites  à fonction d’onde  et des méthodes de DFT. On
présente donc rapidement, dans l’ordre, la théorie Hartree-Fock, la théorie DFT, et les
techniques de séparation de portée (notamment : RSH). Toutes ces méthodes s’inscrivent
dans une philosophie de traitements des systèmes à N-corps basés sur l’approximation du
champ moyen ; ce sont des méthodes qui servent à calculer des énergies de référence qui
s’écartent de l’énergie exacte d’une valeur que j’appelle "énergie de corrélation".
Le travail de cette thèse est centré sur la RPA, montrée dans le chapitre 2, qui est une
méthode de calcul de l’énergie de corrélation. Dans ce chapitre on explique simplement ce
qu’est cette notion d’énergie de corrélation, à la fois d’un point de vue mathématique (c’est
l’énergie qui manque dans les approximations de champ moyen que l’on utilise comme
référence) et d’un point de vue physique (c’est une énergie qui est due à une partie des
mouvements corrélés des électrons tels qu’ils sont décrits par la fonction de corrélation de
paire, extraite de la fonction de réponse linéaire). On rappel dans ce chapitre que l’on peut
utiliser une connexion adiabatique pour rigoureusement faire le lien entre le système réel
et le système modélisé, c’est-à-dire que l’on peut connecter l’énergie exacte à l’énergie
de référence. De cette connexion émerge naturellement une expression potentiellement
exacte de l’énergie de corrélation. Toutes ces notions nous amènent vers une meilleure
compréhension de ce qu’est l’énergie de corrélation, et elles seront utilisées comme base
pour dériver les équations de l’énergie RPA dans le chapitre 2.
Premières approches d’un problème à N-corps
1.1 Comprendre le problème
Une molécule peut se voir comme une collection de M noyaux et N électrons interagissant les
uns avec les autres par force de Coulomb. Les noyaux sont modélisés par des charges ponctuelles
Z1→M de masses M1→M et de coordonnées R1→M ∈ R3 ; les électrons ont des coordonnées spatiales
r1→N ∈ R3 et des spins s1→N ∈ S = {+ 12 ;− 12 }. On introduit la coordonnée d’espace-spin xi  (ri, si) ∈
X = R3 ⊗ S. On décrit un tel système par des fonctions d’onde |Ψ〉  |Ψ(x1→N ;R1→M)〉 de l’espace
de Hilbert L2(XN ,C), fonctions propres de l’équation de Schrödinger Hˆ |Ψ〉 = E |Ψ〉.
L’hamiltonien Hˆ est :
Hˆ = Tˆe + Tˆn + Vˆnn + Vˆne + Vˆee (1.1.1)
Cet hamiltonien est la somme des énergies cinétiques des électrons et des noyaux (Tˆe et Tˆn), et
des interactions Coulombiennes instantanées de chaque paire de composants (Vˆnn, Vˆne et Vˆee).
On utilise communément l’approximation de Born-Oppenheimer (voir par exemple la référence
[1]), qui consiste à négliger le mouvement des noyaux (ces derniers sont presque 2000 fois plus
lourds que les électrons) c’est-à-dire à fixer les R1→M . On considère alors que les électrons évoluent
dans le champ des noyaux fixes d’énergie Enn et on écrit une équation de Schrödinger électronique
Hˆelec |Ψelec〉 = Eelec |Ψelec〉 qui dépend paramétriquement des coordonnées R1→M , avec :
Hˆelec  Hˆ = Tˆe + Vˆne + Vˆee, (1.1.2)
où l’on peut séparer les termes mono- et bi-électroniques en deux groupes :
Hˆ =
∑
i
hˆi +
∑
i j
gˆi j (1.1.3)
avec :
Tˆe + Vˆne =
∑
i
hˆi
Vˆee =
∑
i j
gˆi j
Les électrons sont des fermions et obéissent au principe d’antisymétrie : les fonctions d’onde
|Ψelec〉  |Ψ(x1→N)〉 sont donc des fonctions antisymétriques deL2(XN ,C). Je désignerai parA2(XN ,C)
l’espace des fonctions antisymétriques de XN dans C de carré intégrable.
Le problème reste ici la résolution d’un système à N-corps en interactions Coulombiennes ins-
tantanées, problème qui n’est pas soluble analytiquement : l’équation de Schrödinger ne peut être
résolue en l’état, et des approximations doivent être concédées. Toutes les premières approches de
chimie quantique émergent de la même idée : transformer le problème à N-corps en une superposi-
tion de N problèmes à 1-corps.
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Cela revient à utiliser une approche de type  champ moyen , où l’on remplace l’interaction de
chaque paire d’électrons (le terme à deux corps Vˆee ou
∑
gˆi j) par la somme des interactions d’un
électron avec le champ statique produit par les autres particules (qui est un terme à un corps).
Hˆapprox =
∑
i
hˆi +
∑
i
vˆmoyeni (1.1.4)
Avec ces méthodes, on ne néglige pas complètement l’interaction entre les électrons (présence
du potentiel moyenné), mais on néglige la corrélation entre les mouvements individuels des N par-
ticules.
Pour toute théorie T basée sur cette idée, on a donc :
Etotale = Eelec + Enn
= ETapprox + E
T
c + Enn, (1.1.5)
qui définit ce que j’appelle l’énergie de corrélation (l’énergie manquante lorsque l’on né-
glige la corrélation) : ETc = Eelec − ETapprox et qui est théorie-dépendante.
Nous allons utiliser cette définition pour désigner l’énergie de corrélation : soit par rapport à la
valeur moyenne de l’hamiltonien avec un déterminant Kohn-Sham, voir par exemple l’équation (83)
dans la référence [2], soit par rapport à l’énergie de séparation de portée, RSH, voir l’équation (84)
de la même référence (on introduit dans la suite ces développements de Kohn-Sham et de séparation
de portée, RSH). La définition largement acceptée de Löwdin serait plutôt Eexact,non-rel − ERHF[3] :
notre définition d’une certaine manière généralisée est un raccourci, une sorte d’abus de langage.
1.2 Bases dans les espaces de Hilbert
Dans un souci de clarifier les notations, on introduit ici des orbitales (i.e. des fonctions d’onde
d’états à une seule particule ou fonctions d’onde mono-électroniques) qui décrivent la distribution
spatiale d’un électron. On considère un ensemble infini d’orbitales spatiales {|φi〉}∞, qui forme une
base orthonormée de L2(R3,C) :
〈
φi
∣∣∣φ j〉 = δi j (1.2.1)
Un sous-ensemble de {|φi〉}∞ formera une base d’un sous-espace de L2(R3,C).
Pour une description complète des électrons, on définit également un ensemble infini de spin-
orbitales {|ψi〉}∞ qui décrivent chacune à la fois la distribution spatiale et le spin d’un électron. Deux
fonctions orthonormées suffisent pour décrire les deux spin possibles d’un électron : α et β qui
représentent respectivement les spin up ( 12 ) et down (− 12 ). On a :
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|ψi(x)〉 = |ψi(r, s)〉 =

|φi(r)α(s)〉 si s = +12
|φi(r)β(s)〉 si s = −12
(1.2.2)
De la même manière, ces spin-orbitales forment une base orthonormée de L2(X,C) :
〈
ψi
∣∣∣ψ j〉 = δi j, (1.2.3)
et un sous-ensemble de {|ψi〉}∞ une base orthonormée d’un sous-espace de L2(X,C).
Pour les fonctions d’onde à N-électrons, on introduit également les déterminants de Slater, qui
sont des déterminants formés à partir des orbitales spatiales ou des spin-orbitales. Dans le cas des
spin-orbitales, on a :
|Ψ(x1→N)〉 ∝
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · ·
ψ1(x2)
. . .
... ψn(xn)
∣∣∣∣∣∣∣∣∣∣∣∣  |ψ1→N〉 (1.2.4)
Les déterminants sont antisymétriques par construction ; on peut montrer que lorsque l’on dis-
pose d’une base complète {|ψi〉}∞ de l’espaceL2(X,C) des fonctions mono-électroniques, l’ensemble
{|ΨA〉}∞ de tous les déterminants de Slater à N-électrons qu’il est possible de construire à partir
de cette base forme une base complète de l’espace A2(XN ,C) des fonctions antisymétriques à N-
électrons (voir le paragraphe 2.2.7 du livre de Szabo-Ostlund [3]). Une expression simple pour une
fonction d’onde deA2(XN ,C) sera une fonction mono-déterminentale (composée d’un seul détermi-
nant), mais des expressions plus abouties peuvent contenir une combinaison linéaire de déterminants.
Lorsque l’on exprime les fonctions d’onde avec des déterminants de Slater, on dispose pour calculer
des éléments de matrices des règles de Slater-Condon.
1.3 HF : Théorie Hartree-Fock
Dans la suite de la thèse, on sera amené à manipuler des notions et des notations qu’il est bon
d’introduire dès maintenant. Je cherche ici notamment à clarifier ce que sont les énergies dites de
Hartree et d’échange ainsi que les implications de l’utilisation de fonctions mono-déterminentales.
Avant d’aborder la théorie Hartree-Fock, théorie centrale en chimie théorique, il est intéressant
d’introduire rapidement une théorie dite de Hartree, et ce dans le but de souligner les points forts et
faibles de la théorie Hartree-Fock.
Dans la théorie dite de Hartree, on restreint |Ψ〉 à de simples produits de fonctions mono-électro-
niques |ψi〉 (ainsi on remplace sa dépendance complexe aux coordonnées xi par un produit de fonc-
tions à une variable : les coordonnées xi sont dé-corrélées les unes des autres) :
|ΨH(x1→N)〉 = |ψ1(x1) . . . ψn(xn)〉 (1.3.1)
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Cette formulation néglige complètement toute forme de corrélation entre les électrons, comme
le montre l’expression de la probabilité P(r1, r2)dr1dr2 de trouver simultanément un électron dans
un volume dr1 autour de r1 et un autre dans un volume dr2 autour de r2, quel que soit leur spin et
les coordonnées xi des autres électrons :
P(r1, r2)dr1dr2 =
ˆ
s1,s2
ˆ
x3→N
ΨH(x1→N)2dr1dr2
= φ1(r1)2dr1 φ2(r2)2dr2, (1.3.2)
qui n’est que le produit des probabilités de trouver un électron en dr1 et de trouver indépendem-
ment un autre électron en dr2. Pourtant, la physique du problème dicte que ces deux électrons se
repoussent par l’interaction Coulombienne instantanée et que les mouvements des deux particules
doivent être intimement liés.
Cette corrélation des positions, manquante ici, régit le trou de Coulomb : une région
de l’espace qui suit un électron au cours de son mouvement et qui est interdite aux autres
électrons. On peut voir cette corrélation comme une répulsion fluctuante autour de la valeur
de celle provoquée par le champ moyenné. Cette corrélation est responsable d’une portion
faible en magnitude mais physiquement importante de l’énergie totale d’une molécule.
La théorie de Hartree-Fock propose plutôt de restreindre |Ψ〉 aux fonctions qui sont des détermi-
nants dits de Slater (des déterminants formés à partir des fonctions mono-électroniques |ψi〉) :
|ΨHF(x1→N)〉 ∝
∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · ·
ψ1(x2)
. . .
... ψn(xn)
∣∣∣∣∣∣∣∣∣∣∣∣ ∝ |ψ1→N〉 (1.3.3)
Comme on a vu dans la section 1.2, une telle décomposition assure l’antisymétrie de |Ψ〉 (i.e. le
respect du caractère fermionique et indiscernable des électrons) et est de fait une approximation de
type champ moyen, comme le montre la dérivation suivante : (on utilise dans (1.1.3) la séparation en
composant mono-électronique hˆi et bi-électronique gˆi j)
EHF = 〈ΨHF| Hˆ |ΨHF〉
=
∑
i
〈ψi| hˆi |ψi〉+ 12
∑
i j
(
〈ψiψ j| gˆi j |ψiψ j〉 − 〈ψiψ j| gˆi j |ψ jψi〉
)
, (1.3.4)
qui peut être réécrite, avec les bonnes notations :
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EHF =
∑
i
〈ψi| hˆi + 12
∑
j
(
Jˆ j − Kˆ j
)
|ψi〉
=
∑
i
〈ψi| hˆi + vˆHFi |ψi〉 (1.3.5)
c’est-à-dire que l’on peut écrire l’hamiltonien sous la forme (1.1.4) avec un potentiel à 1-corps vˆHFi =
1
2
∑
j Jˆ j − Kˆ j. L’effet de la restriction |Ψ〉 → |ΨHF〉 se traduit donc directement par une approximation∑
i j
1
ri j →
∑
i vˆHFi de type champ moyen.
On voit émerger, dans l’équation (1.3.4), l’énergie d’interaction Coulombienne classique entre
deux densités :
〈ψiψ j| gˆi j |ψiψ j〉 =
¨
ψ∗i (x1)ψi(x1)gˆi jψ
∗
j(x2)ψ j(x2), (1.3.6)
que l’on appelle : terme de Hartree. Il est suivi d’un terme dit d’échange, qui n’a pas d’équivalent
classique :
〈ψiψ j| gˆi j |ψ jψi〉 =
¨
ψ∗i (x1)ψ j(x1)gˆi jψ
∗
j(x2)ψi(x2) (1.3.7)
Notons ici qu’une approximation de la fonction d’onde en fonction mono-déterminen-
tale produit naturellement une approximation champ moyen et une énergie d’interaction
électron-électron composée uniquement de termes de type Hartree et échange. Inverse-
ment, un hamiltonien ne contenant pas de termes à deux corps aura pour vecteur propre
une fonction d’onde mono-déterminentale.
La méthode Hartree-Fock est exposée dans de nombreux ouvrages de référence (par exemple :
le livre de Szabo-Ostlund [3]), je me limite donc à un rappel des idées physiques du modèle. Une
bonne façon de comprendre l’implication physique de la restriction sur |Ψ〉 est de regarder à nouveau
la probabilité P(r1, r2)dr1dr2. Deux cas de figure différents apparaissent, selon le spin des électrons
1 et 2. Considérons d’abord le cas où les électrons sont de spin opposé, on a :
P(r1, r2)dr1dr2 ∝
ˆ
s1,s2
[ψi(x1)ψ j(x2) − ψ j(x1)ψi(x2)]2dr1dr2
∝
ˆ
s1,s2
[φi(r1)α(s1)φ j(r2)β(s2) − φ j(r1)β(s1)φi(r2)α(s2)]2dr1dr2
∝ [φi(r1)2φ j(r2)2 + φ j(r1)2φi(r2)2]dr1dr2, (1.3.8)
où seuls les termes présentant une même fonction de spin (α ou β)  survivent  à l’intégration sur s1
et s2. Cette probabilité est similaire à (1.3.2), avec simplement en plus une notion d’indiscernabilité,
c’est-à-dire un témoignage du fait que les électrons 1 et 2 peuvent occuper n’importe quelle orbitale
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i et j. La probabilité de trouver un électron en dr1 et un autre en dr2 est donc une moyenne des pro-
duits des probabilités de trouver les électrons dans ces domaines lorsqu’ils appartiennent de manière
indiscernable aux orbitales i ou j. Ainsi, au-delà de cette nuance, la probabilité P(r1, r2)dr1dr2 est
exactement comme dans (1.3.2) : complètement dé-corrélée. La théorie de Hartree-Fock, comme la
théorie dite de Hartree, ne reproduit pas le trou de Coulomb.
Le cas où les électrons sont de même spin, en revanche, donne :
P(r1, r2)dr1dr2 ∝
ˆ
s1,s2
[ψi(x1)ψ j(x2) − ψ j(x1)ψi(x2)]2dr1dr2
∝
ˆ
s1,s2
[φi(r1)α(s1)φ j(r2)α(s2) − φ j(r1)α(s1)φi(r2)α(s2)]2dr1dr2
∝ [φi(r1)2φ j(r2)2 + φ j(r1)2φi(r2)2
−φ∗i (r1)φ j(r1)φ∗j(r2)φi(r2)
−φ∗j(r1)φi(r1)φ∗i (r2)φ j(r2)]dr1dr2
(1.3.9)
Les termes  survivants  ici introduisent une corrélation entre les électrons de même spin, qui
émerge naturellement de la forme déterminantale de la fonction d’onde. En particulier, on voit que
la probabilité de superposer (r2 = r1) deux électrons de même spin est nulle :
P(r1, r1)dr1dr1 ∝ [φi(r1)2φ j(r1)2 + φ j(r1)2φi(r1)2
−φ∗i (r1)φ j(r1)φ∗j(r1)φi(r1)
−φ∗j(r1)φi(r1)φ∗i (r1)φ j(r1)]dr1dr1 = 0
(1.3.10)
Ainsi, en théorie Hartree-Fock, si le trou de Coulomb pour des électrons de spin opposé
n’est pas reproduit, on observe bien une corrélation de position entre électrons de même
spin, qui se repoussent selon ce que l’on appelle un trou de Fermi.
On parle souvent de l’état Hartree-Fock comme étant non corrélé, bien que les électrons de
même spin le soient (trou de Fermi). C’est une référence, un  zéro , pour la corrélation. Tout le
but de traitements post-HF est donc de retrouver une partie de la corrélation, comprise ici comme la
corrélation entre deux électrons de spin opposé.
1.4 DFT : Théorie de la Fonctionnelle de la Densité
On cherche à résoudre l’équation de Schrödinger car on veut obtenir |Ψ〉, qui contient toutes les
informations sur le système. C’est pourtant une fonction de L2(XN ,C), c’est-à-dire une fonction à
3N coordonnées d’espace et N coordonnées de spin. La Théorie de la Fonctionnelle de la Densité
(DFT pour l’anglais Density Functional Theory) est un effort pour mettre la densité n(r) comme
variable principale, en lieu et place de |Ψ〉. On définit n(r) par :
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n(r) = 〈Ψ| nˆ(r) |Ψ〉 où : nˆ(r) =
∑
i
δ(r − ri) (1.4.1)
Il faut donc se convaincre que la quantité n(r), qui est une fonction à 3 coordonnées d’espace
seulement, contient bien toutes les informations suffisantes pour décrire à elle seule le système :
c’est le rôle des théorèmes de Hohenberg et Kohn. Ces théorèmes montrent qu’une théorie de la
densité est possible, c’est-à-dire qu’il est bien possible de mettre n(r) au centre d’une théorie.
Dans l’approximation de Born-Oppenheimer, avec l’hamiltonien que l’on voit équation (1.1.2),
le seul élément spécifique à un système particulier est Vˆne (dans le formalisme DFT on parle en fait
de potentiel externe Vˆext, qui le plus souvent se réduit au potentiel des noyaux Vˆne, mais peut éga-
lement contenir un potentiel magnétique et électrique) ; les autres composants sont communs à tout
système à N-électrons. Le premier théorème de Hohenberg et Kohn stipule justement que la densité
de l’état fondamental détermine uniquement ce potentiel externe. Ainsi l’hamiltonien du système est
complètement déterminé par la densité de l’état fondamental, et à sa suite toutes les observables.
E = 〈Ψ| Tˆe + Vˆee |Ψ〉+
ˆ
n(r)vext(r) (1.4.2)
On peut donc voir une observable telle que l’énergie comme une fonctionnelle de la densité
n(r) (approche DFT).
Autrement dit, il existe une relation bi-univoque entre le potentiel externe et la densité d’un
système. On peut écrire :
E[vext] = E[vext[n]] = E[n] (1.4.3)
Un deuxième théorème de Hohenberg et Kohn démontre que l’énergie de l’état fondamental est
variationnelle par rapport à la densité, c’est-à-dire que toute approximation sur la densité produit
une énergie supérieure à l’énergie correspondant à la densité exacte. On trouve l’énergie correcte
en minimisant l’expression (1.4.2), et la minimisation se fait en deux temps selon l’approche de
Levy[4] :
E0 = min
n∈N
min
Ψ→n
{
〈Ψ| Tˆe + Vˆee |Ψ〉+
ˆ
n(r)vext(r)
}
= min
n∈N
{
min
Ψ→n
〈Ψ| Tˆe + Vˆee |Ψ〉+
ˆ
n(r)vext(r)
}
= min
n∈N
{
F[n] +
ˆ
n(r)vext(r)
}
, (1.4.4)
où N est l’ensemble des densités n(r) N-représentables, c’est-à-dire l’ensemble des densités qui
correspondent effectivement à un état lié à N-électrons. On utilise, pour passer de la première à
la deuxième ligne, le fait que
ˆ
n(r)vext(r) fournira la même valeur pour toutes fonctions d’onde
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qui produit la même densité n(r). On définit la fonctionnelle universelle (à tous les systèmes à N
électrons) F[n] = min
Ψ→n
〈Ψ| Tˆe + Vˆee |Ψ〉  Te[n] + Vee[n].
Les expressions de ces fonctionnelles sont inconnues : on ne connaît pas la manière dont l’éner-
gie cinétique dépend de la densité, ni l’expression de l’interaction des électrons. Ce que l’on peut
écrire de manière exacte, c’est l’énergie cinétique d’un système sans interaction Ts[n], et l’énergie
d’interaction Coulombienne classique (le terme de Hartree) EH[n]. On a alors l’expression exacte de
E0 :
E0 = min
n∈N
{
Ts[n] + Tc[n] + EH[n] + Enon-classique[n] +
ˆ
n(r)vext(r)
}
= min
n∈N
{
Ts[n] + EH[n] + Exc[n] +
ˆ
n(r)vext(r)
}
, (1.4.5)
où Tc[n] est une partie due aux corrélations dans l’énergie cinétique et Enon-classique[n] comporte tout
ce qui dans Vee[n] n’est pas décrit par EH[n].
On introduit dans l’équation (1.4.5) la fonctionnelle Exc[n] = Tc[n]+Enon-classique[n], fonc-
tionnelle d’échange-corrélation, qui recueille toutes les inconnues du problème. L’amé-
lioration de la compréhension et de l’expression de cette énergie est le sujet de tous les
développements actuels en DFT.
On sépare souvent l’énergie d’échange-corrélation en une composante d’échange et une com-
posante de corrélation. La composante d’échange (comme dans le cas Hartree-Fock) est une consé-
quence de la nature fermionique des électrons, et la composante de corrélation provient du manque-
ment, dans Ts[n] et EH[n], du caractère lié des mouvements individuels des électrons.
Insistons ici sur le fait que la théorie DFT est exacte si Exc[n] est connue exactement. Il n’y a
donc pas d’énergie de corrélation résiduelle au sens de l’équation (1.1.5). Pourtant, en pratique, cette
fonctionnelle d’échange-corrélation doit être approximée : on parle alors de DFAs ( pour l’anglais
Density Functional Approximations) et une énergie de  corrélation  peut donc être définie comme :
EDFAc = Eelec − EDFA. En DFT (en DFAs, en fait), on parle donc de la corrélation présente dans la
fonctionnelle Exc[n] et de la corrélation au sens de l’équation (1.1.5).
1.5 Séparation de portée électronique
L’utilisation pratique de la DFT repose sur l’approximation de la fonctionnelle (inconnue) d’é-
change-corrélation. L’approximation originelle, l’Approximation de Densité Locale (LDA pour l’an-
glais Local Density Approximation)[5], s’est révélée étonnamment efficace et difficile à améliorer de
manière systématique. Il a été montré que la LDA, étant locale par construction, est particulièrement
adaptée pour décrire les corrélations à (très) courte-portée inter-électronique, mais échoue à décrire
quantitativement les corrélations à longue-portée électronique[6]. Ceci reste vrai avec la plupart des
améliorations post-LDA classiques, qui demeurent par design des approximations de nature locale.
Ces faiblesses à décrire les corrélations à longue-portée deviennent particulièrement probléma-
tiques lorsque l’on veut traiter des systèmes qui présentent des interactions de Van der Waals. Les
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interactions de Van der Waals sont des interactions faibles mais uniformément attractives et à longue
portée d’action[7]. En l’absence d’autres interactions plus fortes (électrostatiques ou de covalence),
ce sont ces contributions attractives qui gouvernent la structure du système. Parmi les interactions
de Van der Waals, les forces de dispersion de London sont un type d’interaction qui émergent de la
polarisation dynamique mutuelle de nuages d’électrons. Comme l’a montré en premier London[8],
ces forces ont comme origine la corrélation dynamique des électrons à longue-portée, c’est-à-dire
la corrélation entre des groupes électroniques distants. Ainsi, les fonctionnelles usuelles locales ou
semi-locales, qui n’utilisent que des informations sur la valeur et la (ou les) dérivée(s) de la densité
électronique, ne peuvent pas prendre en compte les processus physiques entrant en jeu dans l’émer-
gence des forces de dispersion. Ce fait a été présenté dans le cadre d’un argumentaire plus-ou-moins
rigoureux par plusieurs auteurs dans la littérature (voir par exemple la figure 1 de la référence [9]
et la figure 2 de [10]). Le lecteur trouvera des descriptions détaillées des forces de dispersion aux
références [11], [12].
Différentes solutions existent dans la littérature pour traiter ce problème. Citons par exemple,
avec différents niveaux d’empirisme, les travaux autour de paramétrisations spécifiques de nou-
velles fonctionnelles GGA ou méta-GGA[13–17], les travaux de type DFT+D incluant des cor-
rections de dispersion de Grimme et d’autres[18–22], les fonctionnelles de corrélation semi-locales
de Wilson-Levy[23–25] et le modèle de Becke-Johnson basé sur un couplage entre l’électron et son
trou d’échange[26–31]. Parmi les solutions non-empiriques, on peut citer le modèle de Anderssson-
Langreth-Lundqvist basé sur l’expression AC-FDT de l’énergie de corrélation et sur des paramètres
tirés de théorie de la réponse linéaire[32–40] ou encore l’utilisation de la DFT-SAPT[41–45]. Un
autre chemin possible, celui que j’emprunterai ici, est basé sur la séparation de portée d’une manière
telle que les corrélations de longue portée soient prises en compte par une approche de type fonction
d’onde.
Le concept d’une théorie de la fonctionnelle de la densité hybride avec la séparation de portée
des interactions électron-électron (même si la terminologie est beaucoup plus récente[46, 47]) vient
des travaux de Savin et. al. [48–50] du milieu des années ’80. Savin et Stoll ont proposé la DFT
uniquement pour décrire la partie courte-portée d’un système électronique, où elle est performante,
et utiliser une méthode de théorie à N-corps - une méthode de type fonction d’onde - pour décrire
la partie longue-portée[46, 48, 50–54]. On parle alors de  séparation de portée électronique . En
pratique, on sépare rigoureusement l’interaction Coulombienne électron-électron comme :
1
r
= vµee(r) + vµee(r) = v
LR
ee (r) + v
SR
ee (r), (1.5.1)
où le paramètre µ contrôle la portée de l’interaction longue-portée. Au-delà d’un certain seuil, l’inter-
action est dominée par la contribution longue-distance, et la contribution complémentaire de courte-
portée possède une singularité à l’approche de la distance inter-électronique nulle. On peut utiliser
des fonctions diverses pour vµee[55], notamment la fonction erf [50], qui présente de nombreux avan-
tages pratiques lors de son implémentation avec des bases Gaussiennes ou des ondes planes. D’autres
possibilités pour représenter les interactions inter-électroniques de courte portée sont le potentiel Yu-
kawa[56], la fonction Gaussienne[57], ou la combinaison de erfc et Gaussienne (erfgau)[58].
On réécrit la fonctionnelle universelle :
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F[n] = FLR[n] + ESRHxc[n] (1.5.2)
où :
FLR[n] = min
Ψ→n
〈Ψ| Tˆ + VˆLRee |Ψ〉 (1.5.3)
La partie longue-portée de l’interaction électron-électron est traitée par des méthodes de type
fonction d’onde : 〈Ψ| VˆLRee |Ψ〉, et la partie courte-portée est traitée en DFT : ESRHxc[n]. Lorsque µ = 0,
on retrouve un DFT standard : VˆLRee est nul et E
SR
Hxc[nΨ] est la fonctionnelle Hartree-échange-corré-
lation usuelle ; lorsque µ → ∞ on retrouve la formulation fonction d’onde habituelle : VˆLRee est
l’interaction Coulombienne sans séparation de portée et ESRHxc[nΨ] est nulle.
Ainsi l’équation (1.4.4) s’écrit :
E0 = min
n∈N
{
FLR[n] + ESRHxc[n] +
ˆ
n(r)vext(r)
}
= min
Ψ→N
{
〈Ψ| Tˆ + VˆLRee |Ψ〉+ ESRHxc[nΨ] +
ˆ
nΨ(r)vext(r)
}
(1.5.4)
À partir de l’équation (en principe : exacte) (1.5.4), une approximation doit être choisie pour la
fonctionnelle ESRxc [n], et une procédure d’approximation doit être dérivée pour la partie longue-portée
du calcul, traitée en fonction d’onde. Parmi de nombreuses procédures existant dans la littérature[47,
59], on choisit d’utiliser une procédure dite Hybride à Séparation de Portée (RSH pour l’anglais
Range Separated Hybrid)[46], qui propose de restreindre la minimisation de l’équation (1.5.4) au
sous-ensemble des fonctions d’onde mono-déterminentales :
ESR,LRRSH = minΦ
{
〈Φ| Tˆ + Vˆext + VˆLRee |Φ〉+ ESRHxc[nΦ]
}
(1.5.5)
Cette procédure réduit donc le terme 〈Φ| VˆLRee |Φ〉 aux seuls termes de Hartree et d’échange de
type Hartree-Fock : elle n’inclue pas la corrélation longue-portée, qui est ajoutée a posteriori :
E = ESR,LRRSH + E
LR
c (1.5.6)
La fonction d’onde mono-déterminentale Φ0 qui minimise l’équation (1.5.5) est donnée par une
équation d’Euler-Lagrange auto-consistante :
(
Tˆ + Vˆext + VˆLRHx,HF + Vˆ
SR
Hxc
)
|Φ0〉 = E0 |Φ0〉 , (1.5.7)
où VˆLRHx,HF est le potentiel longue-portée de type Hartree-Fock et Vˆ
SR
Hxc est le potentiel correspondant
à la fonctionnelle ESRHxc[n].
Il reste à construire des fonctionnelles Hartree-échange-corrélation de la courte-portée. On dis-
pose dans la littérature de fonctionnelles srLDA[52, 58, 60] construites à partir de calculs Monte-
Carlo Quantique sur le gaz homogène d’électron avec une interaction longue- ou courte-portée, et
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divers fonctionnelles au-delà de LDA[53, 61] notamment les fonctionnelles srPBE comme HSE[62]
ou construites par interpolation[63].De nombreux schémas avec différentes méthodes de corrélation
longue-portée existent dans la littérature, on citera ici sans prétention d’exhaustivité les méthodes
RSH-PT2[46, 64–67], RSH-CI[51, 68], RSH-CC[53, 54, 69–71], RSH-MRPT2[72, 73] et RSH-
MCSCF[61, 74]. Les combinaisons RSH-RPA seront traitées plus en détail dans le chapitre 2.
Le choix optimal pour µ lors de calculs RSH a fait l’objet d’études dans la littérature, voir par
exemple[47, 75], et on peut dire que les valeurs choisies sont habituellement entre µ = 0.4, µ = 0.5,
etc. . . Tous les calculs montrés dans cette thèse sont d’ailleurs faits avec un paramètre de séparation
de portée de µ = 0.5. La signification physique du paramètre est la suivante : il contrôle la portée de
l’interaction prise en compte en DFT, c’est-à-dire qu’il contrôle la portion de l’interaction électron-
électron qui est traitée par la DFT (et celle qui est traitée par les méthodes de type fonction d’onde).
Ainsi, les études réalisées par Fromager et. al. [61, 74] consistent à observer le nombre d’occupation
d’orbitales naturelles et, en somme, à voir la valeur de µ pour laquelle il est pertinent d’écrire une
fonction d’onde mono-déterminantale. Une toute autre manière d’aborder le problème est de choisir
µ de sorte à reproduire correctement le passage HOMO-LUMO[76, 77]. Ceci ouvre en revanche
la question de l’optimisation de µ pour chacun des systèmes que l’on veut traiter. Ainsi : dans le
contexte d’un calcul multi-système, quel µ doit être choisi ?
1.6 Connexion Adiabatique
À partir de n’importe quelle théorie de type particules indépendantes, on peut utiliser une Con-
nexion Adiabatique (AC pour l’anglais Adiabatic Connexion) pour se donner un cadre de compré-
hension des énergies de corrélation. Dans une connexion adiabatique  classique , on propose de se
doter d’une série de systèmes fictifs en pondérant l’opérateur de l’interaction électron-électron d’un
hamiltonien de type (1.1.2) :
Hˆα = Tˆe + Vˆα + αVˆee, (1.6.1)
de sorte à connecter linéairement le système de référence (pour α = 0) au système réel (pour α = 1).
Je présenterai ici plutôt une connexion adiabatique généralisée[78, 79], où l’on introduit l’opérateur
d’interaction généralisé Vˆee,α, c’est-à-dire où l’on introduit les hamiltoniens suivants :
Hˆα = Tˆe + Vˆα + Vˆee,α (1.6.2)
On choisit Vˆα et Vˆee,α tels que, pour une valeur α0 de α on ait :
Hˆα0 = Tˆe + Vˆα0
= Tˆe + Vˆne + vˆmoyen (1.6.3)
(notons que Vˆα est un opérateur mono-électronique et que vˆmoyen détermine quelle théorie est
utilisée comme référence) ; et que pour α1 on retrouve l’hamiltonien réel, correspondant à l’énergie
Eα1 et à la fonction d’onde |Ψ1〉 :
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Hˆα1 = Tˆe + Vˆα1 + Vˆee
= Tˆe + Vˆne + Vˆee (1.6.4)
Le paramètre α est appelé constante de couplage et détermine la forme de l’interaction Coulom-
bienne du système intermédiaire décrit par l’hamiltonien Hˆα, de fonction d’onde |Ψα〉 et d’énergie
Eα. On voit dans la formulation de l’équation (1.6.2) que le potentiel à 1-corps est autorisé à évoluer
le long de la connexion.
On comprend bien déjà que l’énergie de corrélation (l’énergie manquante dans la des-
cription de l’hamiltonien de référence) est quelque part entre Eα0 et Eα1 .
En effet, en intégrant la dérivée de l’expression de Eα = 〈Ψα| Hˆα |Ψα〉, on trouve :
ˆ α1
α0
dα
dEα
dα
=
ˆ α1
α0
dα 〈Ψα| dHˆαdα |Ψα〉 , (1.6.5)
où l’on a utilisé le théorème de Hellmann-Feynman. On a donc :
Eα1 = Eα0 +
ˆ α1
α0
dα 〈Ψα| Wˆα |Ψα〉 , (1.6.6)
où Wˆα = dHˆαdα =
dVˆee
dα +
dVˆα
dα . Pour extraire une énergie de corrélation, comparons les expressions des
énergies Eα0 et E
ref :
Eα0 = 〈Φ0| Tˆe + Vˆα0 |Φ0〉 (1.6.7)
et :
Eref = 〈Φ0| Tˆe + Vˆα1 + Vˆee |Φ0〉
= Eα0 + 〈Φ0| Vˆee + Vˆα1 − Vˆα0 |Φ0〉 (1.6.8)
On obtient alors, via l’équation (1.6.6), une énergie de corrélation :
EACc =
ˆ α1
α0
dα
[
〈Ψα| Wˆα |Ψα〉 − 〈Φ0| Wˆα0 |Φ0〉
]
(1.6.9)
Les termes impliquant dVˆαdα dans Wˆ équilibrent si besoin le potentiel à 1-corps qui apparaît dans
Eα0 , et qui ne correspond pas forcément au potentiel physique de Eα1 . Le choix de la connexion
adiabatique (du chemin de la connexion) ne change pas le résultat de l’intégration équation (1.6.6),
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et n’est donc pas unique. Choisir, par exemple, une connexion linéaire Hˆα = Tˆe + Vˆ + αVˆee produit
un potentiel à 1-corps Vˆ constant par rapport à α : il n’y a pas de rééquilibrage nécessaire à partir du
potentiel à 1-corps de Eα0 , et
dVˆα
dα = 0. Cela revient finalement à une résolution de type théorie des
perturbations de Rayleigh-Schrödinger, où Hˆ0 = Tˆe + Vˆne et Wˆα = Vˆee.
Dans le cas RSH, on considère l’énergie dépendante de α suivante (voir, par exemple référence
[80]) :
Eα = min
Ψ
{
〈Ψ| Tˆ + Vˆext + (1 − α)VˆLRHx,HF + αVˆLRee |Ψ〉+ ESRHxc[nΨ]
}
, (1.6.10)
c’est-à-dire les hamiltoniens des systèmes fictifs :
Hˆα = Tˆ + Vˆext + (1 − α)VˆLRHx,HF + αVˆLRee + VˆSRHxc, (1.6.11)
qui connectent bien le système RSH pour α = 0 au système réel pour α = 1. L’objet Wˆα de l’équation
(1.6.9) s’écrit alors : Wˆα = VˆLRee − VˆLRHx,HF .
Les détails mathématiques de cette connexion adiabatique généralisée, et notamment des dériva-
tions des situations où l’on choisit la fonction erfc(αr)/r ou sa forme Yukawa exp(−αr)/r pour le
potentiel généralisé, sont à lire aux références[78, 81].
1.7 Conclusion
On a présenté dans ce chapitre les notations et notions de base qui vont servir dans le reste du
manuscrit (notions telles que la corrélation électronique et la connexion adiabatique) ; ainsi que les
deux manières assez différentes d’aborder le problème de la résolution de l’équation de Schrödinger
électronique : les méthodes Hartree-Fock et DFT. On a également rappelé les bases de la séparation
de portée électronique, qui propose de traiter un système en utilisant les forces de ces deux points de
vue que sont les méthodes de type "fonction d’onde" et les méthodes basées sur la densité.
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Chapitre 2
RPA : Approximation de la Phase Aléatoire
Ce chapitre peut être considéré comme une revue de l’approximation de la phase aléa-
toire, la RPA : il présente un bilan de l’état de l’art ainsi que des réflexions qui sont le fruit
du travail de cette thèse. La RPA est le sujet central de ce manuscrit et il est important de
présenter la dérivation et les racines de l’approximation de manière extensive. On montre
les raisons premières, historiques, qui ont menées à l’idée de la RPA, qui est de traiter un
problème à N-corps en séparant un comportement organisé des particules à longue-portée
(les oscillations de plasma) et une correction explicite à courte-portée. C’est dans l’ori-
gine de la RPA, notamment, que l’on trouve l’explication du nom de la méthode,  phase
aléatoire .
On combine les notions présentées dans le chapitre premier pour former un contexte
dit "AC-FDT" (connexion adiabatique et théorème de fluctuation-dissipation). Au cours
de cette dérivation émergent les fonctions de réponse χ qui seront finalement les objets
qui seront approximés en RPA (dans notre dérivation, c’est en fait le noyau de l’équation
de Bethe-Salpeter qui est l’objet approximé). Ce chapitre fonctionne en lien étroit avec
les Annexes A, B et C, qui se veulent les plus détaillées possible. À partir de l’équation
AC-FDT, le calcul pratique de la RPA peut se faire de deux manières complètement diffé-
rentes qui se rejoignent et se complètent : la formulation dite "connexion adiabatique" et la
formulation "matrice diélectrique", que l’on peut dériver chacune plus avant pour obtenir
la formulation de "plasmon". Toutes ces formulations sont largement explicitées dans le
chapitre.
En fin de chapitre, un résumé de toutes les méthodes décrites ici est donné sous la forme
d’une hiérarchie des équations (selon le nombre d’intégrations analytiques effectuées), et
on donne la syntaxe à utiliser pour lancer ces calculs en utilisant notre implémentation
dans le programme MOLPRO.
RPA : Approximation de la Phase Aléatoire
2.1 Point de vue historique et physique, Revue de la littérature
Il semble intéressant de se pencher sur l’aspect historique et physique de la RPA, pour la simple
raison qu’il est d’une certaine manière caché dans la plus grande partie du formalisme de la RPA
en chimie quantique moderne. L’Approximation de la Phase Aléatoire (RPA pour l’anglais Random
Phase Approximation) apparaît dans les années 50′[82–85] comme une méthode de résolution du
problème à N-corps et naît de la volonté de mieux décrire (c’est-à-dire mieux que dans une approxi-
mation de champ moyen) la physique du gaz uniforme d’électron, où la corrélation entre les positions
des électrons à longue-portée est importante.
En effet on observe dans un gaz d’électrons des oscillations collectives (dites oscillations de
plasma) qui sont la conséquence directe de la corrélation longue-portée entre les électrons. Bohm
et Pines, qui introduisent la RPA, proposent de placer ces oscillations collectives au centre de la
résolution du problème à N-corps, espérant qu’une bonne description des unes apportera une bonne
compréhension de l’autre. L’idée première[82] est de découpler, par une transformation canonique,
les variables des particules de celles du champ. Schématiquement, on passe alors de l’hamiltonien
habituel du système :
Hˆ = Hˆparticules + Hˆchamp + Hˆinteraction particules/champ (2.1.1)
à (voir figure 2.1) :
HˆRPA = Hˆparticules + Hˆoscillations + HˆSRinteraction particules/particules (2.1.2)
 
 
   
 
 
 
  
 
Figure 2.1: À gauche : un schéma représentant l’hamiltonien habituel que l’on voit équation (2.1.1)
et qui est la somme d’une composante cinétique des particules (flèches bleues pleines), de l’énergie
du champ moyen (arrière plan, en gris) et de l’interaction entre les particules et le champ (flèches
en zig-zag vertes). À droite : l’hamiltonien tel qu’il est écrit équation (2.1.2), somme d’une com-
posante cinétique (flèches bleues pleines), des oscillations collectives du plasma (double flèches
droites rouges) et de l’interaction -à courte-portée- entre particules proches (double flèches en zig-
zag vertes).
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On parvient alors à une description avec deux comportements physiques bien distincts :
d’une part un comportement collectif (des oscillations qui s’installent dues à une interac-
tion à grande distance entre les électrons), et d’autre part une interaction explicite écrantée
entre des particules proches les unes des autres et pour lesquelles la description en terme
d’oscillations collectives ne suffit plus.
Cette séparation entre deux comportements (longue-portée et courte-portée) émerge naturelle-
ment de la transformation canonique et fait intervenir une distance caractéristique. Au-dessus de
cette distance, la force écrantée à courte-portée est négligeable et le système est dominé par les os-
cillations du plasma, et au contraire au-dessous de cette distance la force écrantée décrit mieux le
système. Autrement dit, en RPA, l’énergie s’exprime comme une somme d’énergies d’oscillateurs
(comportement à longue-portée) et d’une correction à courte-portée (interaction résiduelle écrantée),
ce qui en fait une méthode qui semble, par construction, particulièrement adaptée à un traitement
RSH.
Pour conduire la transformation canonique, Bohm et Pines proposent quelques approximations,
et notamment celle de ne considérer pour la description des oscillations du plasma que la réponse des
particules qui sont en phase avec le champ oscillant. La réponse des autres particules, dont les phases
dépendent de leur position et sont donc aléatoires, est négligée. C’est l’origine du nom  Approxi-
mation de la Phase Aléatoire  (la figure 2.2 donne un extrait de Bohm et Pines où l’approximation
est motivée).
Figure 2.2: Un extrait du premier papier de Bohm et Pines, référence [82], explicitant la motivation
de l’approximation de la phase aléatoire
Parmi les méthodes non-empiriques qui semblent bien décrire les interactions exigeantes la RPA
est devenue populaire du fait de son large champ d’application, qui va des atomes et molécules[86–
92] aux solides infinis[93–95]. Il a été montré que la RPA ne donne pas de bons résultats lorsqu’elle
est utilisée sur des systèmes à corrélation de courte-portée[86, 96, 97], et avec des bases Gaussiennes
converge lentement avec la taille des bases[86] : la RPA est donc utilisée de nos jours dans un
contexte RSH[98–102], ce qui semble palier à ces deux désavantages. La RPA a été utilisée avec
un certain succès dans la littérature pour décrire des systèmes contenant des interactions de Van der
Waals et en particulier impliquant des forces de dispersion[12, 37, 39, 103–105], qui sont connues
pour être difficiles à traiter[12]. Les interactions faibles en général[86–89, 92, 94, 95, 106–110], ainsi
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que certaines dissociations de liaison[86, 88] ont également fait l’objet d’un traitement RPA.
2.2 AC-FDT : Théorème de Fluctuation-Dissipation avec Connexion
Adiabatique
On va voir tout au long de ce manuscrit que la RPA peut être dérivée à partir de points de vue
fort différents : j’utilise ici comme point de départ l’expression de l’énergie de corrélation par le
théorème de fluctuation-dissipation avec connexion adiabatique[111–113]. Comme on a vu plus tôt,
la connexion adiabatique est souvent utilisée dans les traitements post-HF ou post-KS, et c’est dans
ce contexte que l’on rappelle ici l’équation (1.6.9) :
EACc =
ˆ 1
0
dα
[
〈Ψα| Wˆα |Ψα〉 − 〈Φ0| Wˆα=0 |Φ0〉
]
, (1.6.9)
dont on peut réécrire l’intégrande I =
[
〈Ψα| Wˆ |Ψα〉 − 〈Φ0| Wˆ |Φ0〉
]
, dans une représentation avec des
coordonnées d’espace-spin x et avec le potentiel w correspondant à Wˆ :
I =
1
2
¨
w(x1, x2) [〈Ψα| nˆ(x1) (nˆ(x2) − δ(x1, x2)) |Ψα〉 − 〈Φ0| nˆ(x1) (nˆ(x2) − δ(x1, x2)) |Φ0〉] (2.2.1)
On manipule les deux termes en écrivant l’opérateur densité comme un écart (une fluctuation)
autour de sa moyenne nˆ(x) = n(x) + δnˆ(x), ainsi pour n’importe quelle fonction d’onde A :
〈A| nˆ(x1) (nˆ(x2) − δ(x1, x2)) |A〉 = 〈A| δnˆ(x1)δnˆ(x2) |A〉+ nA(x1)nA(x2) − nA(x1)δ(x1, x2), (2.2.2)
d’où :
I =
1
2
¨
w(x1, x2) [〈Ψα| δnˆ(x1)δnˆ(x2) |Ψα〉 − 〈Φ0| δnˆ(x1)δnˆ(x2) |Φ0〉+ ∆nα] , (2.2.3)
avec ∆nα = nα(x1)nα(x2) − nα(x1)δ(x1, x2) − n0(x1)n0(x2) + n0(x1)δ(x1, x2).
On retrouve une expression de la corrélation comme manifestation de fluctuation autour
d’une moyenne (celle due au champ statique). On peut lier les fonctions de corrélation des
densités (les fluctuations) qui apparaissent dans l’équation (2.2.3) à la partie imaginaire
des fonctions de réponse du système χα (les dissipations) par le théorème de fluctuation-
dissipation de l’équation (2.2.4).
〈Ψα| δnˆ(x1)δnˆ(x2) |Ψα〉 =
ˆ ∞
−∞
−dω
2pii
χα(x1, x2, ω) (2.2.4)
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On trouve dans la littérature différentes façons d’écrire les expressions en relation avec la par-
tie imaginaire de la fonction de réponse. Les quelques lignes suivantes devraient lever d’éventuels
doutes sur le sujet[114] :
ˆ ∞
−∞
dω Im (χ(ω)) = Im
(ˆ ∞
−∞
dω χ(ω)
)
= Im
(ˆ ∞
−∞
d(iω) χ(iω)
)
=
ˆ ∞
−∞
dω χ(iω), (2.2.5)
et :
1
i
i
ˆ ∞
−∞
dω χ(iω) =
1
i
ˆ ∞
−∞
d(iω) χ(iω) =
1
i
ˆ ∞
−∞
dω χ(ω), (2.2.6)
ceci explique, notamment, les versions du théorème de fluctuation-dissipation trouvées dans les ré-
férences [80, 98].
Le lecteur intéressé trouvera en Annexe A.1 une discussion d’arrière plan sur le théorème de
fluctuation-dissipation et diverses discussions sur la fonction de réponse χ. On utilise de manière
équivalente pour désigner χ les dénominations  fonction de réponse  ou  propagateur , qui font
sens dans des contextes différents où χ peut apparaître. Lorsqu’une fonction de réponse est évaluée
avec des opérateurs Aˆ  rˆα et Bˆ  rˆβ (voir A.1 et A.6.2), on parle de polarisabilité.
On trouve finalement pour l’énergie de corrélation l’expression suivante :
EAC-FDTc =
1
2
ˆ 1
0
dα
¨ ˆ ∞
−∞
−dω
2pii
w(x1, x2)
[
χα(x1, x2, ω) − χ0(x1, x2, ω) + ∆nα] (2.2.7)
2.3 L’approximation RPA
L’équation (2.2.7) ne contient aucune approximation, et est une expression exacte de l’énergie
de corrélation dans laquelle seules les fonctions de réponse χα des systèmes fictifs le long de la
connexion adiabatique sont à approximer, par exemple en utilisant la RPA. L’ambition de ce chapitre
est de donner un certain nombre de détails de la dérivation des équations RPA. Par soucis de clarté,
dans cette section, la dérivation est légèrement simplifiée mais le lecteur trouvera en Annexe A la
plupart des éléments laissés de côté.
Les expressions que l’on trouve équation (2.2.7) mettent en jeu des objets à deux corps ; elles
peuvent être vues comme des diagonales d’expressions à 4 points[80] (on utilise la notation 1 
x1) : le potentiel w(1, 2)  w(1, 2; 1, 2) est la diagonale de w(1, 2; 1′, 2′) , et la fonction de réponse
χα(1, 2)  χα(1, 2; 1, 2) de χα(1, 2; 1′, 2′). L’expression – exacte – de l’énergie de corrélation (2.2.7)
se réécrit alors, avec les objets à 4-points :
EAC-FDTc =
1
2
ˆ 1
0
dα
¨
1,2;1′,2′
ˆ ∞
−∞
−dω
2pii
w(1, 2; 1′, 2′)
[
χα(1, 2; 1′, 2′, ω) − χ0(1, 2; 1′, 2′, ω) + ∆nα]
(2.3.1)
L’expression de la fonction de réponse χ0 est connue exactement, sous la forme de l’expression
de Lehmann suivante (Annexe A.6.1) :
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χ0(1, 2; 1′, 2′, ω) =
∑
ia
ψ∗i (1
′)ψa(1)ψ∗a(2′)ψi(2)
ω − (εa − εi) + iη+ +
ψ∗i (2
′)ψa(2)ψ∗a(1′)ψi(1)
−ω − (εa − εi) + iη+ , (2.3.2)
où ψi, εi (ψa, εa) sont des orbitales et énergies occupées (virtuelles). La petite quantité positive η+ →
0 assure que χ0 est analytique, et est une conséquence directe de la nature physique du propagateur
χ0 (comme visible dans l’Annexe A.6.1).
On est également capable d’écrire χα en utilisant une relation de Bethe-Salpeter suivante :
χα(1, 2; 1′, 2′, ω)−1 = χ0(1, 2; 1′, 2′, ω)−1 − f BSEα (1, 2; 1′, 2′, ω) (2.3.3)
Nous appliquons l’approximation adiabatique au noyau à quatre points de l’équation Bethe-
Salpeter, f BSEα , c’est-à-dire que l’on travaille avec un noyau indépendant de la fréquence. Dans
l’approximation dite "direct-RPA", ou dRPA (voir plus de détails section 2.4.2, ainsi que dans l’An-
nexe A.5) le noyau contient une composante de Hartree seule ; dans l’approximation dite "RPA-
échange", ou RPAx (voir plus de détails aux mêmes endroits) il contient une composante de Fock,
i.e. d’échange, supplémentaire. Ainsi on approxime f BSEα par :
f BSEα (1, 2; 1
′, 2′, ω)→ α f RPA(1, 2; 1′, 2′)
avec : f RPA(1, 2; 1′, 2′) = w(1, 2)
[
δ(1, 1′)δ(2, 2′) − ζδ(1, 2′)δ(2, 1′)] , (2.3.4)
où ζ permet de passer de dRPA (ζ = 0) à RPAx (ζ = 1), c’est-à-dire d’exclure/inclure une compo-
sante d’échange dans le noyau de l’équation de Bethe-Salpeter.
C’est ici que se fait l’approximation RPA : tout est formellement exact jusqu’à l’approxi-
mation du noyau de l’équation de Bethe-Salpeter. Une plus longue discussion sur les ra-
cines de cet aspect de l’approximation RPA peut être trouvée dans l’Annexe A, de A.2 à
A.5.
L’expression finale de l’énergie de corrélation RPA sous sa forme AC-FDT[89] est donc :
EAC-FDTc =
1
2
ˆ 1
0
dα
¨
1,2;1′,2′
ˆ ∞
−∞
−dω
2pii
w(1, 2; 1′, 2′)
[
χRPAα (1, 2; 1
′, 2′, ω)
−χ0(1, 2; 1′, 2′, ω)] , (2.3.5)
où l’approximation RPA a comme conséquence : ∆nα = 0.
À propos de ce terme correctif : lors d’une application dans un contexte de pure DFT, on a
naturellement une densité égale en tout point de la connexion adiabatique à la densité du système
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réel, c’est-à-dire que dans le contexte de pure DFT, on a sans problème ∆nα = 0. Dans n’importe quel
autre contexte plus général (notamment en RSH vue comme une Generalized Kohn-Sham), ceci n’est
plus trivialement vrai et doit être supposé. Toutefois, en RPA, l’approximation qui consiste à négliger
les termes de corrélation (c’est-à-dire qui consiste à garder les termes de Coulomb et possiblement
d’échange) dans la self-energy de l’équation de Dyson dont est dérivée l’équation de Bethe-Salpeter
a comme conséquence directe que les fonctions de Green à une particule sont constantes le long de
la connexion, c’est-à-dire que ∆nα = 0[80].
L’obtention de l’énergie de corrélation réclame donc une double intégration (sur la fréquenceω et
sur la constante de couplage α). Plusieurs scénarios sont alors envisageables, selon les modes d’in-
tégration choisis (analytiques ou numériques). On préférera pratiquer des intégrations analytiques
sur une, ou sur les deux variables, à l’utilisation répétée de quadratures. Une intégration analytique
sur (1) la fréquence ω suivie d’une intégration numérique sur (2) la constante de couplage α résulte
en une formulation où apparaît la partie corrélation de la densité à deux particules Pc,α, formulation
dite "connexion adiabatique" ou "matrice densité" ; une intégration analytique sur (1) la constante de
couplage α suivie d’une intégration numérique sur (2) la fréquence ω résulte en une formulation où
émerge la matrice diélectrique, appelée formulation "matrice diélectrique" . Avec une double inté-
gration analytique (c’est-à-dire avec une intégration analytique le long de la coordonnée α à partir
d’une expression de type "connexion adiabatique", ou le long de la coordonnée ω à partir d’une
expression de type "matrice diélectrique" ), ces deux formulations produisent la même expression
de l’énergie de corrélation, dite "formule de plasmon". Dans la suite, je présente : la dérivation à
partir de l’énergie (2.3.5) de la formulation "connexion adiabatique", suivie de la dérivation de la
formulation de "plasmon". Finalement, en repartant de l’expression de l’énergie AC-FDT (2.3.5), je
montre la dérivation de la formulation "matrice diélectrique", et prouve que l’on peut retrouver la
formule de "plasmon" par cette voie.
2.4 Formulation "connexion adiabatique"
Dans la formulation "connexion adiabatique", l’énergie présentée équation (2.3.5) est intégrée
analytiquement le long de la coordonnée de fréquenceω. En observant l’équation (2.2.3), on introduit
la partie corrélation de la densité à deux particules, Pc,α :
Pc,α(x1, x2) = 〈Ψα| δnˆ(x1)δnˆ(x2) |Ψα〉 − 〈Φ0| δnˆ(x1)δnˆ(x2) |Φ0〉+ ∆nα, (2.4.1)
qui, avec le théorème de fluctuation-dissipation et sous l’approximation RPA, s’écrit :
PRPAc,α (1, 2) =
ˆ ∞
−∞
−dω
2pii
[
χRPAα (1, 2, ω) − χ0(1, 2, ω)
]
, (2.4.2)
de sorte que l’énergie que l’on cherche à calculer ici est :
EACc =
1
2
ˆ 1
0
dα
¨
1,2;1′,2′
w(1, 2; 1′, 2′)PRPAc,α (1, 2; 1
′, 2′), (2.4.3)
où PRPAc,α (1, 2)  P
RPA
c,α (1, 2; 1, 2) est la diagonale de P
RPA
c,α (1, 2; 1
′, 2′) et est calculée par l’intégration
analytique de l’équation (2.4.2).
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2.4.1 Forme matricielle
Ici, de nombreuses notations vont être introduites qui serviront dans la suite du manuscrit et qui
sont centrales en RPA. Le seul but de la suite de section est d’exprimer matriciellement les équations
(2.3.2), (2.3.3), puis (2.4.3). Chaque élément de ces équations peut parfaitement être caractérisé par
une matrice dans l’espace Locc ⊗ Lvir ⊕ Lvir ⊗ Locc[2, 92], c’est-à-dire dans la base des produits
d’orbitales occupées-virtuelles ψ∗i (1
′)ψa(1) et virtuelles-occupées ψ∗a(1
′)ψi(1). On calcule l’élément
pq, rs de la matrice A qui représente un objet A comme :
Apq,rs =
ˆ
1,2;1′,2′
ψp(1′)ψ∗q(1)A(1, 2; 1
′, 2′)ψ∗r (2)ψs(2
′) (2.4.4)
L’énergie de corrélation de l’équation (2.4.3) s’écrit donc sous forme matricielle :
EACc =
1
2
ˆ 1
0
dα Tr
(
W.PRPAc,α
)
, (2.4.5)
où  Tr (unionsq)  représente la trace sur l’espace Locc ⊗ Lvir ⊕ Lvir ⊗ Locc, Wpq,rs = 〈ps| wˆ |qr〉 est la
représentation matricielle de w et PRPAc,α celle de P
RPA
c,α :
PRPAc,α =
ˆ ∞
−∞
−dω
2pii
[
ΠRPAα (ω) − Π0(ω)
]
(2.4.6)
On a, pour les éléments de matrice de Π0 et FRPA caractérisant respectivement χ0 et f RPA :
(Π0)ia, jb =
δi jδab
ω − (εa − εi) + iη+
(Π0)ai,b j =
δi jδab
−ω − (εa − εi) + iη+
(Π0)ai, jb = (Π0)ia,b j = 0
FRPApq,rs = 〈qr| wˆ |ps〉 − ζ 〈qr| wˆ |sp〉 = 〈qr|ps〉 − ζ 〈qr|sp〉
(2.4.7)
Soit les représentations matricielles dans l’espace Locc ⊗Lvir ⊕Lvir ⊗Locc de (χ0)−1 et (χRPAα )−1 :
(Π0)−1 = ω∆ − Λ0
(ΠRPAα )
−1 = ω∆ − Λ0 − αFRPA = ω∆ − Λα,
(2.4.8)
avec les super-matrices par blocs suivantes (chaque bloc est de dimension égale à nocc × nvir) :
∆ =
 1 00 −1
 ; Λ0 =
 ε 00 ε
 ; FRPA =
 A′ BB A′
 ; Λα =
 Aα αBαB Aα
 , (2.4.9)
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et avec :
(ε)ia, jb = (εa − εi)δi jδab(
A′
)
ia, jb = 〈ib|a j〉 − ζ 〈ib| ja〉 = Kia, jb − ζJia, jb
(B)ia, jb = 〈ab|i j〉 − ζ 〈ab| ji〉 = Kia, jb − ζK′ia, jb
Aα = ε + αA′
(2.4.10)
On se souvient que le noyau RPA (voir équation (2.3.4)) est le lieu de l’approximation,
et donne naissance à deux approximations distinctes : l’approximation dRPA et l’approxi-
mation RPAx. On ne fait pas ici la différence, c’est-à-dire que l’on utilise un formalisme
décrivant les deux cas de figure ; on désigne simplement les matrices concernées pas l’ex-
posant "RPA".
On est en mesure d’obtenir la représentation spectrale de ΠRPAα en considérant l’équation aux
valeurs et vecteurs propres (voir (2.4.8)) :
ΛαCα,n = ωα,n∆Cα,n, (2.4.11)
où les ωα,n sont les énergies d’excitations RPA du mode n. La symétrie du problème (voir (2.4.9))
impose qu’à un vecteur solution Cα,n =
 xα,nyα,n
, de valeur propre ωα,n, soit lié le vecteur solution
Cα,−n =
 yα,nxα,n
, de valeur propre ωα,−n = −ωα,n. La représentation spectrale de ΠRPAα est (voir
Annexe B.2.1) :
ΠRPAα (ω) =
∑
n>0
 Cα,nC†α,nω − ωα,n + iη+ + Cα,−nC
†
α,−n
−ω + ωα,−n + iη+
 (2.4.12)
Dans la formulation "connexion adiabatique", l’intégrale en fréquence de l’équation (2.4.6) est
calculée analytiquement par intégration curviligne sur un contour du plan complexe supérieur (voir
Annexe B.2.2). On obtient les résidus des pôles de ΠRPAα et Π0 :
PRPAc,α =
∑
n>0
{
Cα,−nC†α,−n − C0,−nC†0,−n
}
(2.4.13)
La structure par bloc de PRPAc,α est :
PRPAc,α =
 YαY†α YαX†αXαY†α XαX†α
 −
 0 00 1
 (2.4.14)
où les matrices Xα et Yα rassemblent les vecteurs xα,n et yα,n.
43
RPA : Approximation de la Phase Aléatoire
2.4.2 Différentes flavors de RPA
En se rappelant de l’expression matricielle exacte de l’énergie de corrélation dans le cadre AC-
FDT :
EACc =
1
2
ˆ 1
0
dα Tr
(
WI.Pc,α
)
, (2.4.15)
on peut utiliser l’antisymétrie de Pc,α pour écrire une expression équivalente :
EACc =
1
4
ˆ 1
0
dα Tr
(
WII.Pc,α
)
, (2.4.16)
où l’on distingue la représentation matricielle d’origine : W  WI = 〈ps| wˆ |qr〉 (intégrales non
antisymétrisées) de la représentation matricielle WIIpq,rs = 〈ps| wˆ |qr〉 − 〈pr| wˆ |qs〉 (intégrales antisy-
métrisées). La notation usuelle 〈ps| |qr〉 pour les intégrales antisymétrisées explique la dénomination
II, pour double-barre, par opposition à des intégrales 〈pq|rs〉 qui donnent lieu à des formulations I,
pour simple-barre.
Comme il a été vu précédemment, Pc,α est approximée dans le cadre RPA, c’est-à-dire que les
fonctions de réponse Πα sont approximées : elles sont calculées avec un noyau Fα de l’équation de
Bethe-Salpeter approximé. Utiliser un noyau contenant uniquement des termes de Hartree résulte
en une approximation dite direct-RPA (dRPA) de la partie corrélation de la matrice densité à deux
particules : PdRPAc,α , dans laquelle seul l’effet de l’écrantage de l’interaction Coulombienne est pris en
compte ; utiliser un noyau contenant des termes de Hartree et d’échange résulte en une approximation
dite RPA-échange (RPAx) : PRPAxc,α , pour laquelle on prend en compte l’effet de l’écrantage de type
échange. Ces objets approximés ne sont pas parfaitement antisymétriques et les formulations (2.4.15)
et (2.4.16) ne sont plus strictement équivalentes. Cela donne naissance à quatre expressions[2] de
l’énergie de corrélation RPA dans le cadre AC-FDT :
EdRPA-Ic =
1
2
ˆ 1
0
dα Tr
(
WI.PdRPAc,α
)
EdRPA-IIc =
1
2
ˆ 1
0
dα Tr
(
WII.PdRPAc,α
)
ERPAx-Ic =
1
2
ˆ 1
0
dα Tr
(
WI.PRPAxc,α
)
ERPAx-IIc =
1
4
ˆ 1
0
dα Tr
(
WII.PRPAxc,α
)
(2.4.17a)
(2.4.17b)
(2.4.17c)
(2.4.17d)
où l’on contracte la partie corrélation de la matrice densité à deux particules PdRPAc,α ou P
RPAx
c,α avec
les intégrales WI ou WII.
Notons que d’après l’équation (2.4.16), c’est un facteur un quart qui devrait apparaître équation
(2.4.17b). La question semble avoir fait débat dans la littérature, mais le facteur un quart ne doit
apparaître que lorsque l’on travaille avec des objets Pc,α complètement antisymétriques. Même si
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ce n’est pas le cas d’une manière exacte pour la version RPAx-II, PRPAxc est approximativement
antisymétrique, tandis que ce n’est pas le cas du tout pour la version dRPA-II. On ajoute que dans ce
dernier cas c’est avec un facteur un demi que la limite MP2 est recouvrée (voir section 2.4.6), tandis
que pour RPAx-II la limite MP2 se retrouve avec le facteur d’un quart.
De la même manière que, dans l’équation (2.3.4), ζ permettait d’exclure/inclure l’échange dans
le noyau de l’équation de Bethe-Salpeter, ici l’expression par bloc de WI/II est :
WI/II =
 A′ BB A′
 , (2.4.18)
avec :
A′ia, jb = 〈ib| wˆ |a j〉 − ξ 〈ib| wˆ | ja〉
Bia, jb = 〈ab| wˆ |i j〉 − ξ 〈ab| wˆ | ji〉 ,
(2.4.19)
où cette fois ξ permet de passer d’une formulation simple-barre (ξ = 0) à une formulation double-
barre (ξ = 1). L’introduction de cet  interrupteur  ξ est une idée originale de cette thèse, et permet
un traitement complètement unifié de toutes les variantes de RPA, comme rendu clair dans la suite.
Notons que, dans un souci d’alléger les notations, je ne distingue pas les matrices A′ et
B qui sont construites avec ζ dans le but de générer PRPAc,α (équation (2.4.10)) de celles qui
sont construites avec ξ dans le but de générer WI/II (équation (2.4.19)) : elles apparaissent
dans des contextes différents mais obéissent à la même démarche d’antisymétriser des
intégrales bi-électroniques (pour inclure l’échange) : les rôles des  interrupteurs  ζ et ξ
sont complètement similaires.
2.4.3 Équation unique
L’équation la plus générale possible pour exprimer les énergies de corrélation de type connexion
adiabatique (AC-RPA) (2.4.17a), (2.4.17b), (2.4.17c) et (2.4.17d) est :
Ec =
1
2
ˆ 1
0
dα Tr

 A′ BB A′
 .

 YαY†α YαX†αXαY†α XαX†α
 −
 0 00 1


 , (2.4.20)
où les éléments A′ et B peuvent être définis pour correspondre à un scénario simple-barre ou à
un scénario double-barre et les éléments Xα et Yα peuvent être obtenus dans un cadre direct-RPA
ou RPA-échange. (Le facteur un demi doit être remplacé par un quart dans le cas RPAx-II). Le
développement de cette formulation donne :
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Ec =
1
2
ˆ 1
0
dα tr
{
A′.
(
YαY†α + XαX
†
α − 1
)
+ B.
(
XαY†α + YαX
†
α
)}
=
1
2
ˆ 1
0
dα tr
{
1
2
(
A′ + B
)
(Xα + Yα) (Xα + Yα)†
+
1
2
(
A′ − B) (Xα − Yα) (Xα − Yα)† − A′} , (2.4.21)
où l’on souligne la diminution de dimension par la notation  tr {unionsq}, la trace sur l’espaceLocc⊗Lvir.
En définissant Qα = (Xα + Yα) (Xα + Yα)† on obtient :
Ec =
1
2
ˆ 1
0
dα tr
{
1
2
(
A′ + B
)
Qα +
1
2
(
A′ − B)Q−1α − A′} , (2.4.22)
où l’on peut aisément montrer qu’en effet (Xα − Yα) (Xα − Yα)† est l’inverse de (Xα + Yα) (Xα + Yα)†
en utilisant la complétude de la base {Cα}.
2.4.4 Éviter le calcul des vecteurs propres
Obtenir explicitement les matrices Xα et Yα requiert la résolution de l’équation aux valeurs et
vecteurs propres (2.4.11) de (grande) dimension nocc×nvir+nocc×nvir. On peut réduire ces dimensions
de moitié en comprenant que l’équation (2.4.11) est équivalente[86] à (somme et différence des
lignes des matrices par blocs) :

(
ε + αA′ + αB
) (
xα,n + yα,n
)
= ωα,n
(
xα,n − yα,n)(
ε + αA′ − αB) (xα,n − yα,n) = ωα,n (xα,n + yα,n) , (2.4.23)
et qu’ainsi les solutions de (2.4.11) sont accessibles exactement par la résolution de l’équation aux
valeurs et vecteurs propres symétriques de dimension nocc × nvir :
Mαzα,n = ω2α,n zα,n (2.4.24)
où :
Mα =
(
ε + αA′ − αB) 12 (ε + αA′ + αB) (ε + αA′ − αB) 12 (2.4.25)
zα,n =
√
ω
(
ε + αA′ − αB)− 12 (xα,n + yα,n) = 1√
ω
(
ε + αA′ − αB) 12 (xα,n − yα,n) , (2.4.26)
où on utilise la deuxième ligne de (2.4.23) pour remplacer le terme
(
xα,n − yα,n) de la première ligne.
Avec la matrice Mα et les vecteurs zα,n ainsi définis, on obtient pour Qα :
Qα =
(
ε + αA′ − αB) 12 (Mα)− 12 (ε + αA′ − αB) 12 (2.4.27)
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En résumé, toutes les expressions des énergies de corrélation RPA dans un cadre AC-
FDT sont obtenues à partir de l’unique équation (2.4.22), en utilisant des matrices qui
sont construites uniquement avec les éléments ε, A′ et B, c’est-à-dire sans résoudre ni
l’équation à grande dimension (2.4.11), ni même l’équation (2.4.24). L’étape déterminante
du calcul est la construction de (Mα)−
1
2 .
Pour élever Mα à la puissance − 12 , il faut supposer qu’elle est définie positive. Dans la version
dRPA, on peut vérifier qu’en effet la matrice Mα est bien définie positive ; en revanche dans le cas
RPAx, on peut rencontrer des instabilités qui font que le traitement par l’équation (2.4.27) échoue.
Dans un formalisme adapté de spin (voir la section 2.6), on peut avoir affaire à la fois à des instabilités
singulets (dans le cas où des liaisons sont dissociées) et à des instabilités triplets (dans des systèmes
tels que le Be2).
J’insiste à nouveau sur le fait que les matrices A′ et B de l’équation (2.4.22) sont construites avec
ξ, celles de l’équation (2.4.27) sont construites avec ζ.
Pour être complet, on peut noter qu’une formulation alternative des objets Mα et zα existe dans
la littérature[115], et consiste à réécrire l’équation (2.4.23) en :
 ε
1
2
(
ε + αA′ + αB
)
ε
1
2ε−
1
2
(
xα,n + yα,n
)
= ωα,nε
1
2
(
xα,n − yα,n)
ε
1
2
(
1 + ε−
1
2
(
αA′ − αB)ε− 12 )ε 12 (xα,n − yα,n) = ωα,n (xα,n + yα,n) (2.4.28)
Comme précédemment, on utilise la deuxième ligne pour remplacer le terme
(
xα,n − yα,n) de la
première ligne, pour obtenir :
Maltα z
alt
α,n = ω
2
α,n z
alt
α,n (2.4.29)
où :
Maltα =
(
1 + ε−
1
2
(
αA′ − αB)ε− 12 ) 12 (ε2 + ε 12 (αA′ + αB)ε 12 ) (1 + ε− 12 (αA′ − αB)ε− 12 ) 12
(2.4.30)
zaltα,n =
√
ω
(
1 + ε−
1
2
(
αA′ − αB)ε− 12 )− 12 ε− 12 (xα,n + yα,n) (2.4.31)
L’intérêt de cette formulation est l’expression sous la forme (1 + x)
1
2 qui ouvre la voie à des
approximations d’expansion de Taylor lorsque l’on est amené à calculer M
1
2
α . Notons que si l’on
cherche à exprimer la matrice Mα de la même manière, on trouve :
Mα = ε
1
4
(
1 + ε−
1
2
(
αA′ − αB)ε− 12 ) 12 ε− 14 (ε2 + ε 12 (αA′ + αB)ε 12 )ε− 14 (1 + ε− 12 (αA′ − αB)ε− 12 ) 12 ε 14 ,
(2.4.32)
qui n’est pas en général égal à Maltα .
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2.4.5 Approximations dites "-IIa"
On a conservé un formalisme le plus général possible, qui englobe toutes les combinaisons (d/x)×
(I/II). Notons simplement ici que pour les énergies de corrélation simple-barre on a : A′I = BI = K,
c’est-à-dire (A′ +B)I = 2K et (A′ −B)I = 0, d’où l’expression particulièrement simple de l’équation
(2.4.22) :
Ed/x-Ic =
1
2
ˆ 1
0
dα tr
{(
Qd/xα − 1
)
K
}
, (2.4.33)
où les exposants d/x rappellent que les matrices impliquées dans la construction de Qα sont expri-
mées dans un cadre dRPA ou RPAx. On peut également approximer les équations (2.4.22) dans les
cas double-barre pour ressembler aux équations simples (2.4.33) des cas simple-barre[2]. On écrit :
Qα = 1 + Pα et Q−1α = (1 + Pα)
−1 ≈ 1 − Pα = 2 −Qα, (2.4.34)
ce qui réduit les équations des énergies dRPA-II et RPAx-II aux approximations dRPA-IIa et RPAx-
IIa :
EdRPA-IIac =
1
2
ˆ 1
0
dα tr
{(
QdRPAα − 1
)
BII
}
(2.4.35)
ERPAx-IIac =
1
4
ˆ 1
0
dα tr
{(
QRPAxα − 1
)
BII
}
(2.4.36)
2.4.6 Limites MP2 au second ordre de l’interaction
Avec une théorie des perturbations basée sur l’interaction électron-électron, on peut montrer que
dans une approximation au second ordre les énergies de corrélation des versions dRPA-II, RPAx-I
et RPAx-II correspondent à l’énergie MP2[2, 46, 64]. On cherche à déterminer les corrections de
premier ordre d’une expansion en puissance de α :
ωα,n = ω0,n + αω
(1)
n + . . .
Cα,n = C0,n + αC
(1)
n + . . . ,
(2.4.37)
Notons que pour α = 0, le système des équations (2.4.11) est considérablement simplifié : on
a y0,n = 0 (ceci est rendu clair en considérant les équations (2.4.23)), et l’on est amené à résoudre
εx0,n = ω0,nx0,n : les modes n correspondent à des transitions i → a du système de référence, les
valeurs propres sont les éléments diagonaux de ε : ω0,n = εa − εi, et les vecteurs propres sont de la
forme :
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x0,n = 1n 

0
...
1
0
...

← position n (2.4.38)
Avec les expressions de ωα,n et Cα,n données (2.4.37), l’équation (2.4.11) multipliée à gauche par
C†0,n, C
†
0,m et C
†
0,−m fournit les informations suivantes :
ω(1)n = C
†
0,nWC0,n = A
′
n,n (2.4.39)
C†0,m∆C
(1)
n =
C†0,mWC0,n
−ω0,m + ω0,n =
A′m,n
−εm + εn (2.4.40)
C†0,−m∆C
(1)
n =
C†0,−mWC0,n
ω0,m + ω0,n
=
B′m,n
εm + εn
, (2.4.41)
où l’on applique simplement la définition C0,n =
 1n0
. Ici les indices n et m se confondent avec les
super-indices ia et jb. Pour obtenir une expression de C(1)n , on somme sur m les équations (2.4.40) et
(2.4.41) multipliées à gauche respectivement par ∆C0,m et ∆C0,−m pour obtenir :
∆
∑
m,n
C0,mC
†
0,m +
∑
m
C0,−mC†0,−m
∆C(1)n = ∑
m,n
A′m,n
−εm + εn∆C0,m +
∑
m
B′m,n
εm + εn
∆C0,−m (2.4.42)
On utilise à gauche du signe égal la résolution de l’identité
∑
m C0,mC
†
0,m +
∑
m C0,−mC
†
0,−m = 1 (où
c’est l’orthogonalité C†0,n∆C
(1)
n = 0 qui permet d’ajouter le terme m = n) ainsi que l’identité ∆
2 = 1
pour obtenir :
C(1)n 
 x(1)ny(1)n
 = ∑
m,n
A′m,n
−εm + εn
 1n0
 + ∑
m
Bm,n
εm + εn
 0−1n
 (2.4.43)
Pour écrire l’énergie RPA générale de l’équation (2.4.22), on a besoin des matrices Qα et Q−1α :
Qα = (Xα + Yα) (Xα + Yα)†
=
∑
n
(
xα,n + yα,n
) (
xα,n + yα,n
)†
=
∑
n
(
1n + αx(1)α + αy
(1)
α
) (
1†n + αx
(1)
α
† + αy(1)α
†) + O(α2)
=
∑
n
1n1†n + α
∑
n
(
x(1)α 1
†
n + 1nx
(1)
α
†) + α∑
n
(
y(1)α 1
†
n + 1ny
(1)
α
†) + O(α2) (2.4.44)
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Le lecteur trouvera aisément que les trois sommations sur les modes n sont, respectivement : la
matrice identité 1, zéro et −2B où on définit :
Bm,n =
Bm,n
εm + εn
c’est-à-dire : Bia, jb =
Bia, jb
εa − εi + εb − ε j (2.4.45)
Ainsi les matrices Q et Q−1α (que l’on obtient par un même raisonnement) s’écrivent-elles :
Qα = 1 − 2αB + O(α2) (2.4.46)
Q−1α = 1 + 2αB + O(α
2), (2.4.47)
ce qui mène à l’approximation au second ordre de l’énergie (2.4.22) :
Ec ≈ 12
ˆ 1
0
dα tr
{
1
2
(
A′ + B
) (
1 − 2αB
)
+
1
2
(
A′ − B) (1 + 2αB) − A′} = 1
2
ˆ 1
0
dα tr
{
−2αBB
}
,
(2.4.48)
où B est construit avec l’ interrupteur  ξ des formulations I/II et B avec l’ interrupteur  ζ pour
les formulations dRPA/RPAx. Ainsi les expressions des approximations au second ordre des quatre
versions de RPA sont :
EdRPA-I(2) =
1
2
ˆ 1
0
dα tr
{
−2αKK
}
= −1
2
tr
{
KK
}
= EdMP2
EdRPA-II(2) =
1
2
ˆ 1
0
dα tr
{
−2αBK
}
= −1
2
tr
{
BK
}
= E MP2
ERPAx-I(2) =
1
2
ˆ 1
0
dα tr
{
−2αKB
}
= −1
2
tr
{
KB
}
= E MP2
ERPAx-II(2) =
1
4
ˆ 1
0
dα tr
{
−2αBB
}
= −1
4
tr
{
BB
}
= E MP2
(2.4.49)
Ainsi toutes les versions de RPA se réduisent à une énergie MP2 au second ordre de la per-
turbation, sauf la version EdRPA-I qui se réduit à une version "directe" de l’énergie MP2[67,
86], c’est-à-dire une version de l’énergie MP2 sans terme d’échange.
2.5 Formulation de "plasmon"
On s’intéresse ici à une formulation, dite "de plasmon"[92, 116], des énergies RPA où les deux
intégrations de l’équation (2.3.5) sont réalisées de manière analytique. Dans cette section, on intègre
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analytiquement sur la constante de couplage α des expressions du type (2.4.5), où l’intégration sur
la fréquence ω a déjà été effectuée, pour obtenir une formule de plasmon. Plus tard dans le chapitre,
on montrera que l’on peut obtenir la même formule en intégrant analytiquement sur la fréquence ω
une expression de l’énergie RPA déjà intégrée sur la constante de couplage α.
2.5.1 Équation aux valeurs et vecteurs propres
Pour des raisons qui seront rendues claires dans la suite, on va trouver utile d’exprimer de manière
compacte les n équations :
ΛαCα,n = ωα,n∆Cα,n, (2.4.11)
en écrivant :
ΛαCα = ∆CαΩα, (2.5.1)
où l’on définit :
Cα
↑
(2noccnvir .noccnvir)
=
 XαYα
 = (Cα,1 Cα,2 . . . Cα,n) =
 Xα,1Xα,2 . . . Xα,nYα,1Yα,2 . . . Yα,n
 , (2.5.2)
et la matrice Ωα qui porte les valeurs propres ωα,n sur sa diagonale. Chaque colonne des matrices à
gauche et à droite du signe égal de l’équation (2.5.1) correspond aux vecteurs à gauche et à droite du
signe égal d’une équation (2.4.11).
2.5.2 Dérivation
Souvenons-nous à nouveau ici que les matrices de l’équation (2.4.11) sont exprimées dans un
cadre direct-RPA ou RPA-échange (approximation du noyau f BSEα ) ; ce fait est souligné dans la suite
par les exposants "d/x". La normalisation de l’équation (2.4.11) :
Cd/x,†α,n ∆C
d/x
α,n =
(xd/x,†α,n y
d/x,†
α,n )
 1 00 −1

 xd/xα,nyd/xα,n
 = xd/x,†α,n xd/xα,n − yd/x,†α,n yd/xα,n = 1, (2.5.3)
permet d’écrire les relations suivantes pour ωα,n :
Cd/x,†α,n Λ
d/x
α C
d/x
α,n = ω
d/x
α,nC
d/x,†
α,n ∆C
d/x
α,n = ω
d/x
α,n (2.5.4)
Cd/x,†α,−nΛ
d/x
α C
d/x
α,−n = −ωd/xα,nCd/x,†α,−n∆Cd/xα,−n = ωd/xα,n (2.5.5)
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En dérivant l’équation (2.5.5), on obtient :
dωd/xα,n
dα
= Cd/x,†α,−n
dΛd/xα
dα
Cd/xα,−n = C
d/x,†
α,−nW
I/IICd/xα,−n, (2.5.6)
où la dérivée de la matrice Λd/xα , construite avec ξ = 0 ou ξ = 1, correspond aux matrices W
I/II,
construites avec ζ = 0 ou ζ = 1. On reprend donc les expressions des énergies de corrélation pour
lesquelles (2.5.6) est applicable, c’est-à-dire pour lesquelles ξ = ζ (équations (2.4.17a) et (2.4.17d)).
En considérant la définition de la partie corrélation de la matrice densité à deux particules (2.4.13),
l’invariance de la trace par permutation circulaire, et en intégrant sur la constante de couplage, on
obtient :
EdRPA-Ic =
1
2
∑
n
ωdRPA1,n − ωdRPA0,n − dωdRPAα,ndα
∣∣∣∣∣∣
α=0

ERPAx-IIc =
1
4
∑
n
ωRPAx1,n − ωRPAx0,n − dωRPAxα,ndα
∣∣∣∣∣∣
α=0
 , (2.5.7)
où les deux énergies de corrélation RPA s’écrivent comme la différence entre les énergies d’exci-
tation RPA à pleine constante de couplage (ωd/xα=1,n) et la somme des ordres zéro et un des énergies
d’excitation RPA : ωd/x0,n +
dωd/xαn
dα
∣∣∣∣∣
α=0
.
On retrouve dans cette formulation des énergies RPA la vision physique qui a motivé la
dérivation de l’approximation RPA par Bohm et Pines, c’est-à-dire l’idée que l’on peut dé-
crire le comportement des électrons (à l’origine : dans un plasma) par une somme d’hamil-
toniens de type oscillateurs harmoniques, contenant la physique de l’énergie de corrélation
longue-portée (voir 2.1).
On peut réécrire les termes d’ordre zéro et un comme :
ωd/x0,n +
dωd/xα,n
dα
∣∣∣∣∣∣∣
α=0
= ωd/x0,n + C
d/x,†
0,−nW
I/IICd/x0,−n = C
d/x,†
0,−nΛ
0,d/xCd/x0,−n + C
d/x,†
0,−nW
I/IICd/x0,−n = C
d/x,†
0,−nΛ
d/x
1 C
d/x
0,−n,
(2.5.8)
et, en notant qu’imposer yα,n = 0 dans (2.4.11) revient à poser B = 0 (voir les équations (2.4.23)
pour s’en convaincre) :
Cd/x,†0,−nΛ
d/x
1 C
d/x
0,−n =
(0 x0,n)
 ε + A′ 00 ε + A′

 0x0,n
 = εa − εi + A′ia,ia = ωTDA,d/x1,n , (2.5.9)
où l’on voit que la somme des ordres zéro et un correspond à une approximation Tamm-Dancoff des
excitations RPA[117, 118] à pleine constante de couplage. On voit également que les sommes sur
les modes n des équations (2.5.7) peuvent s’écrire avec des traces, comme suit :
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EdRPA-Ic =
1
2
∑
n
ωdRPA1,n − ωdTDA1,n =
1
2
tr
{
ΩdRPA1 − ε − A′dRPA
}
ERPAx-IIc =
1
4
∑
n
ωRPAx1,n − ωTDAx1,n =
1
4
tr
{
ΩRPAx1 − ε − A′RPAx
} (2.5.10)
2.5.3 Formulation avec équations de "Riccati"
On peut montrer que l’équation (2.5.1) est équivalente[106] aux équations dites de Riccati, c’est-
à-dire que :
ΛαCα = ∆CαΩα
(a)


(b)
Rα[Tα] = 0, (2.5.11)
oùRα[Tα] sera explicité dans la suite. L’implication de gauche à droite (a) se démontre en multipliant
l’expression par blocs de (2.5.1) à droite par X−1α :
 ε + αA′ αBαB ε + αA′

 1YαX−1α
 =
 1−YαX−1α
XαΩαX−1α (2.5.12)
En multipliant à gauche par
 YαX−1α1

†
on trouve que si Cα =
 XαYα
 est solution de l’équation
(2.5.1) , alors un objet Tα définit comme Tα = YαX−1α respecte l’équation de Riccati suivante :
Rα[Tα] = α
(
B + A′Tα + TαA′ + TαBTα
)
+ εTα + Tαε = 0 (2.5.13)
À l’inverse, (b) : en supposant que l’on a résolu l’équation de Riccati pour Tα, on peut  tou-
jours  écrire une décomposition de Schur :
ε + α
(
A′ + BTα
)
= xαSαx†α (2.5.14)
L’équation (2.5.13) impose alors que :
εTα + α (B + ATα) = −Tα (ε + α (A′ + BTα)) = −TαxαSαx†α (2.5.15)
En multipliant les équations (2.5.14) et (2.5.15) à droite par xα et en définissant yα = Tαxα, on
obtient :
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 ε + αA′ αBαB ε + αA′

 xαyα
 =
 1 00 −1

 xαyα
Sα, (2.5.16)
qui est l’équation aux valeurs et vecteurs propres (Sα n’est pas diagonale mais contient sur sa diago-
nale les valeurs propres de la matrice RPA Λα). De plus on peut réécrire les équations de plasmon
(2.5.10) en fonction de T  T1 (de nouveau, il faut se rappeler que toutes ces matrices peuvent être
écrites dans un cadre dRPA ou RPAx) :
EdRPA-I-Riccatic =
1
2
tr
{
BdRPATdRPA
}
ERPAx-II-Riccatic =
1
4
tr
{
BRPAxTRPAx
}
,
(2.5.17)
en considérant la première ligne de l’équation matricielle (2.5.12), ou l’équation (2.5.14).
On retrouve avec cette formulation (énergies RPA calculées avec des amplitudes déterminées
par des équations de Riccati) des équations qui peuvent être dérivées en théorie Coupled Cluster.
La version Coupled Cluster Double (CCD) met en effet en jeu des équations qui ressemblent beau-
coup aux équations de Riccati, et il a été montré que la RPA est en fait complètement équivalente
à une approximation "ring" de ces équations Coupled Cluster Double (CCD). Plus précisément, la
version dRPA-I correspond à l’approximation dite drCCD (direct-ring CCD) et la version RPAx-II
correspond à l’approximation rCCD (ring CCD). À ce jour, toutes les formes alternatives de RPA
concevables dans le cadre rCCD n’ont pas d’analogues facilement reconnaissables dans la formula-
tion "connexion adiabatique". D’ailleurs, une correspondance stricte n’existe que pour les variantes
dRPA-I et RPAx-II[119–121].
Pour ce qui est de la résolution des équations de Riccati (2.5.13) pour α = 1, on sépare les parties
diagonales et hors-diagonales de la matrice A′, pour écrire :
(
ε + A′diag+
)
T + T
(
ε + A′diag
)
= −
(
B + A′hors-diagT + TA
′
hors-diag + TBT
)
, (2.5.18)
que l’on résout par une procédure itérative :
T (n)ia, jb = −
(
B + A′hors-diagT
(n−1) + T(n−1)A′hors-diag + T
(n−1)BT(n−1)
)
ia, jb(
ε + A′diag
)
ia,ia
+
(
ε + A′diag
)
jb, jb
(2.5.19)
L’expérience montre que le meilleur choix pour l’itération 0 de l’amplitude est le suivant :
T (0)ia, jb = −
Bia, jb(
ε + A′diag
)
ia,ia
+
(
ε + A′diag
)
jb, jb
, (2.5.20)
qui fait penser à une partition Epstein-Nesbet en théorie des perturbations. On peut aussi tout à fait
écrire une itération 0 qui ressemble plus à une partition de type Møller-Plesset :
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T (0)ia, jb = −
Bia, jb
εia,ia + ε jb, jb
, (2.5.21)
qui nous ramène à l’analyse perturbative que l’on a réalisée section 2.4.6 et qui a montré qu’à l’ordre
deux, les versions de RPA correspondent toutes à une version de MP2 (éventuellement direct-MP2).
La partition de type Epstein-Nesbet conduit en général de manière plus sûre vers une solution
stabilisante des équations de Riccati.
2.6 Adaptation de spin
Toutes les matrices montrées jusqu’à présent sont écrites en spin-orbitales, mais les implémen-
tations sont faites en orbitales spatiales, c’est-à-dire après une adaptation de spin[2]. Cette étape
ne comporte cependant pas de difficulté particulière : toute matrice X utilisée dans les dérivations
précédentes peut s’écrire :
X =

X↑↑,↑↑ X↑↑,↓↓ 0 0
X↓↓,↑↑ X↓↓,↓↓ 0 0
0 0 X↑↓,↑↓ X↑↓,↓↑
0 0 X↓↑,↑↓ X↓↑,↓↑

(2.6.1)
(ceci est une conséquence du fait que les intégrales bi-électroniques ne peuvent être non nulle
que pour des paires de spin identiques, voir Annexe C.1). Le premier bloc est appelé no-spinflip
block (il représente des excitations qui ne changent pas le spin des électrons), le deuxième est appelé
spinflip block (il contient des excitations qui changent le spin des électrons). La transformation :
U =
1√
2

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

, (2.6.2)
permet d’écrire des matrices adaptées de spin X˜ = U†XU. Le lecteur est vivement invité à se
convaincre que toutes les matrices construites de cette manière en RPA sont bloc-diagonales (voir
Annexe C.1), avec une composante singulet et trois composantes triplets :
X˜ =

1X 0 0 0
0 3,0X 0 0
0 0 3,1X 0
0 0 0 3,−1X

(2.6.3)
On retrouve ici des matrices sans spinflip (singulet 1X et triplet 3,0X) et les matrices spinflip
(triplets 3,1X et 3,−1X). Toutes les matrices rencontrées dans les dérivations sont construites à partir
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des matrices ε, A′ et B formulées soit dans un cadre dRPA ou RPAx, soit - avec des formules
exactement similaires - dans un contexte simple-barre ou double-barre. L’adaptation de la matrice ε
est triviale, et les adaptations de spin de A′ et B s’écrivent :
A˜′
d/x
I/II =

1A′d/xI/II 0 0 0
0 3A′d/xI/II 0 0
0 0 3A′d/xI/II 0
0 0 0 3A′d/xI/II

; B˜d/xI/II =

1Bd/xI/II 0 0 0
0 3Bd/xI/II 0 0
0 0 3Bd/xI/II 0
0 0 0 − 3Bd/xI/II

(2.6.4)
avec :
1A′d/xI/II = 2K − ζ/ξJ
3A′d/xI/II = −ζ/ξJ
1Bd/xI/II = 2K − ζ/ξK′
3Bd/xI/II = −ζ/ξK′,
(2.6.5)
où les intégrales K, K′ et J sont à présent évaluées avec des orbitales spatiales. Je veux rappeler ici
une nouvelle fois, avec les notations unionsqd/xI/II , le fait que l’antisymétrie de ces matrices est  allumée
par des  interrupteurs  complètement similaires ; l’interrupteur correspondant aux situations "d/x"
est ζ, celui correspondant aux situations "I/II" est ξ. Ainsi les matrices sont les mêmes lorsqu’elles
sont construites dans des contextes dRPA (ζ = 0) et simple-barre (ξ = 0), et les mêmes également
dans des contextes RPAx (ζ = 1) et double-barre (ξ = 1). Avec les expressions des matrices A˜′
et B˜ en main, on peut montrer simplement que toutes les expressions d’énergies comportant des
matrices dRPA et/ou des matrices simple-barre (c’est-à-dire les expressions de type dRPA-I, dRPA-
II et RPAx-I) ne font pas intervenir de contribution triplet ; seules les expressions de type RPAx-II
font intervenir des contributions triplets (voir Annexe C.2).
Dans la suite de la thèse, la plupart des dérivations (autour des orbitales localisées, des gradients
des énergies RPA, etc. . . ) utilisent la formulation avec équation de "Riccati", c’est donc sur cette
formulation que l’on se concentre ici. Les propriétés de symétrie des amplitudes T[122] imposent :
T˜ =

1T 0 0 0
0 3T 0 0
0 0 3T 0
0 0 0 − 3T

(2.6.6)
L’adaptation de spin de l’équation de Riccati dans le cas de figure dRPA-I est donc :
0 = 1BdRPA + 1AdRPA 1T + 1T 1AdRPA + 1T 1BdRPA 1T + ε 1T + 1Tε (2.6.7)
Une fois les amplitudes singulets 1T connues, l’énergie est donnée par l’adaptation de spin de la
première équation (2.5.17) :
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EdRPA-I-Riccatic =
1
2
tr
{
1BdRPA 1T
}
, (2.6.8)
que l’on peut compléter en introduisant une antisymétrie a posteriori, par :
EdRPA-I-SOSEXc =
1
2
tr
{
1BRPAx 1T
}
, (2.6.9)
dans une approximation dite Second Order Screened EXchange (SOSEX)[102, 123]. La dénomi-
nation provient du fait que le diagramme du terme ajouté pour passer de (2.6.8) à (2.6.9) est le
diagramme d’échange au second ordre en théorie des perturbations. On peut noter à ce propos que la
version dRPA-II (voir équation (2.4.17b)) est très similaire par construction au SOSEX, mais inclue
des ordres supérieurs d’échange écranté. L’approximation de la version dRPA-II, que l’on a nommée
dRPA-IIa, est de fait une approximation qui se rapproche du SOSEX (voir (2.4.35), où l’on tronque
les ordres de Pα ; se rappeler que BRPAx et BII sont les mêmes matrices). Le lien entre la formulation
SOSEX dérivée ici par un formalisme avec équation de "Riccati" (c’est-à-dire par un formalisme
"CC") et l’approximation dRPA-IIa dérivée dans un contexte AC-FDT a été clarifié dans les réfé-
rences [124] (où la version dRPA-IIa est d’ailleurs notée AC-SOSEX) et [125]. La variante dRPA-II
dérivée dans le contexte "connexion adiabatique" peut être légitimement appeler Screened Exchange
(SX) pour signifier le fait que le rôle de l’échange est plutôt passif, et il est écranté par la fonction
réponse du système.
Dans ce contexte, Hesselmann a récemment proposé une version qu’il nomme RPAX2[126], et
qui consiste à introduire l’échange dans les équations des Riccati en écrivant :
0 = 1BRPAx + 1BRPAx 1T + 1T 1BRPAx + 1T 1BRPAx 1T + ε 1T + 1Tε, (2.6.10)
avec l’expression de l’énergie :
ERPAX2c =
1
2
tr
{
1BdRPA 1T
}
(2.6.11)
On retrouvera cette version de RPA dans les dérivations du formalisme "matrice diélectrique".
L’adaptation de spin du cas de figure RPAx-II oblige à résoudre une équation de Riccati pour 1T
et pour 3T :
0 = 1BRPAx + 1A′RPAx 1T + 1T 1A′RPAx + 1T 1BRPAx 1T + ε 1T + 1Tε
0 = 3BRPAx + 3A′RPAx 3T + 3T 3A′RPAx + 3T 3BRPAx 3T + ε 3T + 3Tε
(2.6.12)
L’énergie est alors donnée par l’adaptation de spin de la deuxième équation (2.5.17) :
ERPAx-II-Riccatic =
1
4
tr
{
1BRPAx 1T + 3 3BRPAx 3T
}
(2.6.13)
L’énergie peut également être obtenue de manière théoriquement équivalente, mais en pratique
différente (tout comme les équations (2.4.17c) et (2.4.17d) sont en théorie équivalentes mais sont
distinctes puisque Pc,α est approximée) par :
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ERPAx-II-SO2c =
1
2
tr
{
1BdRPA 1T
}
, (2.6.14)
et, pour des raisons moins directes, approximée par :
ERPAx-II-SO1c =
1
2
tr
{
1BRPAx
(
1T − 3T
)}
(2.6.15)
Ces deux dernières versions des énergies RPA sont labellisées "SO1" et "SO2" car elles ont été
originellement proposées par Szabo-Ostlund [127, 128] comme approximations d’ordre zéro d’une
procédure RPA auto-cohérente[129, 130].
2.7 Formulation "matrice diélectrique"
[NOTE:Les dérivations qui suivent on depuis été conduites plus élégamment dans un travail
en cours de publication, où il est fait usage de fonctions de matrices.]
Dans la formulation "matrice diélectrique", l’énergie AC-FDT (2.3.5) est intégrée analytique-
ment le long de la coordonnée de constante de couplage α. On reprend les équations (2.4.5) et
(2.4.6) pour écrire l’énergie de corrélation RPA :
EAC-FDTc = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pii
Tr
{
Πα(ω)d/xWI/II − Π0(ω)WI/II
}
, (2.7.1)
où il est pratique ici d’exprimer Π0 comme :
Π0(z) =
 −(ε − z1)−1 00 −(ε + z1)−1
 =
 Π+0 (z) 00 Π−0 (z)
 , (2.7.2)
et où Πd/xα (z) obéit à l’équation de Bethe-Salpeter :
Πd/xα (z)
−1 = Π−10 (z) − αWd/x ⇔ Πd/xα (z) =
(
1 − αΠ0(z)Wd/x
)−1
Π0(z) (2.7.3)
L’expansion en série de Taylor de la deuxième formulation de l’équation de Bethe-Salpeter donne
une expression de l’énergie :
EAC-FDTc = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pi
∞∑
n=2
αn−1 Tr
{(
Π0(iω)Wd/x
)n−1
Π0(iω)WI/II
}
(2.7.4)
Comme dans les sections précédentes, cette formule est générale et peut en théorie correspondre
à tous les scénarios (d/x) × (I/II). On cherche, comme précédemment, à réduire les dimensions du
problème, c’est-à-dire à passer d’une trace Tr {unionsq}  sur l’espaceLocc⊗Lvir⊕Lvir⊗Locc à une trace
 tr {unionsq}  sur l’espace Locc ⊗Lvir. On ne peut pas ici continuer la dérivation générale de manière très
avancée. Il nous faut considérer au cas par cas les versions (d/x) × (I/II).
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2.7.1 dRPA-I
Dans le cas dRPA-I, on a : Wd = WI =
 K KK K
, ce qui simplifie considérablement la dériva-
tion. On remarque notamment que :
Tr
{
(Π0(iω)Wd)n
}
= Tr

 Π+0 (iω)K Π+0 (iω)K
Π−0 (iω)K Π
−
0 (iω)K

n = tr {(Π0(iω)K)n} , (2.7.5)
où Π0(iω) = Π+0 (iω) + Π
−
0 (iω). Ainsi l’équation (2.7.4) est-elle intégrée analytiquement le long de
la coordonnée α, pour donner (après avoir reconstitué l’expansion de Taylor d’un logarithme) :
EdRPA-Ic =
1
2
ˆ ∞
−∞
dω
2pi
tr
{
log(1 −Π0(iω)K) +Π0(iω)K} , (2.7.6)
où l’on reconnaît en effet la représentation matricielle de la matrice diélectrique ε(iω) = 1−Π0(iω)K,
justifiant le nom donné à cette formulation.
2.7.2 dRPA-II
Le cas dRPA-II est déjà bien plus compliqué : la structure de bloc de WII ne permet pas une
réduction de la dimension aussi simple que précédemment. On considère l’expression suivante pour
WII, séparée en une matrice principale et une correction :
WII =
 A′ BB A′
 =
 B BB B
 +
 A′ − B 00 A′ − B
 , (2.7.7)
de sorte que la trace de l’équation (2.7.4) s’écrit :
Tr

 Π+0K Π+0K
Π−0K Π
−
0K

n−1  Π+0B Π+0B
Π−0B Π
−
0B
 +
 Π+0K Π+0K
Π−0K Π
−
0K

n−1  Π+0 (A′ − B) 00 Π−0 (A′ − B)


(2.7.8)
Cette expression se réduit à un terme dominant tr
{
(Π0K)n−1Π0B
}
suivi d’une correction de la
forme :
tr
{(
Π+0K(Π0K)
n−2Π+0 +Π
−
0K(Π0K)
n−2Π−0
) (
A′ − B)} (2.7.9)
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On peut montrer que le terme d’ordre 2, n = 2, de la correction ne contribue pas à l’énergie de
corrélation. En effet, les deux éléments de l’intégrande, impliquant l’unΠ−0 et l’autreΠ
+
0 , produisent
la même intégrale - on le voit par le simple changement de variable ω ← −ω. Cette intégrale est
nulle par vertu du théorème de Cauchy : les pôles, par exemple de Π+0KΠ
+
0 , sont tous situés dans le
même plan complexe, permettant ainsi de fermer un contour dans l’autre (voir l’Annexe B pour plus
de détails concernant l’intégration complexe). On suppose de plus que les corrections des termes
d’ordre supérieur, n > 2, sont négligeables. On trouve donc l’équation :
EdRPA-IIac = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pi
∞∑
n=2
αn−1 tr
{
(Π0(iω)K)n−1Π0(iω)B
}
(2.7.10)
On note qu’une intégration surω nous permet de retrouver l’équation (2.4.35) de l’approximation
dRPA-IIa, dérivée dans le cadre du formalisme "connexion adiabatique". Ici, une intégration sur α
donne (après reconstitution de l’expansion de Taylor) :
EdRPA-IIac =
1
2
ˆ ∞
−∞
dω
2pi
tr
{
log (1 −Π0(iω)K)K−1B +Π0(iω)B
}
(2.7.11)
Comme on a vu dans la section 2.6, l’approximation dRPA-IIa est très proche de l’approximation
SOSEX dérivée à partir de la formulation direct-ring-CCD. Le caractère  second ordre  de SOSEX
est rendu très clair dans cette dérivation, où l’on néglige les termes correctifs d’ordres supérieurs à 2
de l’expansion (2.7.8).
2.7.3 RPAx-Ia
De manière très similaire au cas dRPA-II, on exprime la matrice Wx qui apparaît dans la formule
de l’énergie RPAx-I comme :
Wx =
 A′ BB A′
 =
 B BB B
 +
 A′ − B 00 A′ − B
 , (2.7.12)
de sorte que, dans l’équation (2.7.4), la matrice élevée à la puissance n − 1, (Π0(iω)Wx)n−1, s’écrit à
présent, au premier ordre de la matrice de correction :
(Π0(iω)Wx)n−1 ≈
 Π+0B Π+0BΠ−0B Π−0B

n−1
+
n−1∑
p=1
 Π+0B Π+0BΠ−0B Π−0B

n−1−p  Π+0 (A′ − B) 00 Π−0 (A′ − B)

 Π+0B Π+0BΠ−0B Π−0B

p−1
,
(2.7.13)
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où l’approximation la plus simple de l’expression RPAx-I (négliger toute contribution provenant de
la matrice corrective) donne :
ERPAx-Iac = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pi
∞∑
n=2
αn−1 tr
{
(Π0(iω)B)n−1Π0(iω)K
}
, (2.7.14)
dont l’intégration le long de la coordonnée α fournit (après reconstitution d’un logarithme) :
ERPAx-Iac =
1
2
ˆ ∞
−∞
dω
2pi
tr
{
log (1 −Π0(iω)B)B−1K +Π0(iω)K
}
(2.7.15)
Notons que cette approximation peut être considérée comme un analogue dans un formalisme
AC (connexion adiabatique) de la méthode RPAX2 de Hesselmann[126], qui est basée sur des consi-
dérations plutôt d’ordre pratiques, dans le cadre rCCD. Le bien-fondé de cette méthode reste tout de
même une question ouverte, car il est difficile d’associer à cette approche une fonction de réponse
bien définie.
En travaillant l’expression dans le formalisme "connexion adiabatique" de cette variante, il de-
vient clair que la réponse est traitée à un niveau "RPAx", c’est-à-dire que l’on peut écrire PRPAXc,α =
ε1/2(MRPAXα )
−1/2ε1/2 − I, avec MRPAXα = ε1/2(ε + 2αB)ε1/2. Toutefois, la signification physique de la
matrice MRPAXα reste à comprendre dans un contexte réponse linéaire.
2.7.4 Retrouver la formulation de plasmon
À partir de l’expression dRPA-I, on peut retrouver la formule de plasmon correspondante, ori-
ginellement dérivée (voir équation (2.5.10)) par une intégration analytique (1) sur la fréquence ω
suivie d’une intégration analytique sur (2) la constante de couplage α, en faisant cette fois tout
d’abord une intégration analytique (1) le long de la coordonnée α puis une intégration analytique sur
(2) la fréquence ω (c’est-à-dire une intégration analytique de l’équation (2.7.6) sur la fréquence ω).
Reprenons l’équation (2.7.4) avec les expressions correctes pour le cas dRPA-I :
EdRPA-Ic = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pi
∞∑
n=2
αn−1 tr {(Π0(iω)K)n} (2.7.16)
L’expansion en série de Taylor peut être reconstituée pour obtenir :
EdRPA-Ic = −
1
2
ˆ 1
0
dα
ˆ ∞
−∞
dω
2pi
tr
{
(1 − αΠ0(iω)K)−1Π0(iω)K −Π0(iω)K
}
, (2.7.17)
où l’on peut définirΠα(z), qui obéit à l’équation de Bethe-Salpeter de plus petite dimension :
Πα(z)−1 = Π−10 (z) − αK ⇔ Πα(z) = (1 − αΠ0(z)K)−1Π0(z) (2.7.18)
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Muni de cette équation de Bethe-Salpeter, on voit que l’intégration sur la constante de couplage
α de l’équation (2.7.16) peut s’écrire (après reconstitution de l’expansion de Taylor) :
EdRPA-Ic =
1
2
ˆ ∞
−∞
dω
2pi
tr
{
log
(
Π0(iω)Π−11 (iω)
)
+Π0(iω)K
}
(2.7.19)
Cette équation réclame que l’on travaille sur les termes tr
{
log
(
Π0(iω)Π−11 (iω)
)}
et tr {Π0(iω)K}.
On donne les expressions explicites deΠ0(iω) etΠα(iω)−1 suivantes :
Π0(iω) = Π+0 (iω) +Π
−
0 (iω) =
−1
ε − iω1 +
−1
ε + iω1
=
−2ε
ε2 + ω21
= −2ε 12
(
ε2 + ω21
)−1
ε
1
2
(2.7.20)
Πα(iω)−1 = −12ε
− 12
(
ε2 + ω21 − 2αε 12 Kε 12
)
ε−
1
2 = −1
2
ε−
1
2
(
Mα + ω21
)
ε−
1
2 (2.7.21)
avec :
Mα = ε
1
2 (ε + 2αK)ε
1
2 , (2.7.22)
où l’on retrouve la matrice Mα rencontrée dans la partie concernant le formalisme "connexion adia-
batique" (voir l’équation (2.4.25) adaptée au cas dRPA) dont l’expression en terme de valeurs et
vecteurs propres est : MαZα = ZαΩ2α. Le deuxième terme que l’on doit clarifier donne aisément :
tr {Π0(iω)K} = tr
−2ε
1
2 Kε 12
ε2 + ω21
 = − tr {(ε2 + ω21)−1 (M1 − ε2)} (2.7.23)
Le premier terme est plus compliqué à mettre en place. On a (voir équations (2.7.20) et (2.7.21)) :
tr
{
log
(
Π0(iω)Π−11 (iω)
)}
= tr
{
log
(
ε
1
2
(
ε2 + ω2
)−1 (
M1 + ω2
)
ε−
1
2
)}
= tr
{
log
(
1 + ε
1
2
(
ε2 + ω2
)−1 (
M1 − ε2
)
ε−
1
2
)}
, (2.7.24)
où la réécriture sous la forme log(1 + z) ne sert qu’à permettre la procédure suivante : (1) expansion
en série de Taylor du logarithme, (2) permutation circulaire des traces pour éliminer les ε±
1
2 , (3)
recomposition de la série de Taylor pour obtenir :
tr
{
log
(
Π0(iω)Π−11 (iω)
)}
= tr
{
log
(
1 +
(
ε2 + ω2
)−1 (
M1 − ε2
))}
= tr
{
log
((
ε2 + ω2
)−1 (
M1 + ω2
))}
(2.7.25)
On se sert de l’expression de M1 en terme de valeurs et vecteurs propres : M1Z = ZΩ2, avec
ZZ† = 1, pour écrire :
tr
{
log
(
Π0(iω)Π−11 (iω)
)}
= tr
{
log
((
ε2 + ω2
)−1
Z
(
Ω2 + ω2
)
Z†
)}
(2.7.26)
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On utilise ensuite la propriété : tr
{
log (X)
}
= log (det (X)) pour éliminer les Z et finalement
obtenir :
tr
{
log
(
Π0(iω)Π−11 (iω)
)}
= log
(
det
((
ε2 + ω2
)−1
Z
(
Ω2 + ω2
)
Z†
))
= log
(
det
((
ε2 + ω2
)−1 (
Ω2 + ω2
)))
= tr
{
log
((
ε2 + ω2
)−1 (
Ω2 + ω2
))}
(2.7.27)
En définitive, cela nous permet d’écrire l’équation (2.7.19) :
EdRPA-Ic =
1
2
ˆ ∞
−∞
dω
2pi
∑
ia
log Ω2ia + ω2ε2ia + ω2
 − M1,ia,ia − ε2ia
ε2ia + ω
2
 , (2.7.28)
que l’on peut intégrer analytiquement en utilisant le principe de l’argument (voir la section B.1.5 du
chapitre sur l’intégration complexe en Annexe, où ce théorème est démontré, ainsi que la section B.3
où cette intégration analytique est expliquée) :
EdRPA-Ic =
1
2
∑
ia
Ωia − (εia + Kia,ia) (2.7.29)
On retrouve donc bien l’exacte même expression de la formulation de plasmon que celle dérivée
à partir d’une formulation "connexion adiabatique".
2.8 Hiérarchie des formulations RPA
Il sera sûrement bon ici de résumer les différentes formulations que l’on a dérivées dans ce cha-
pitre. On peut parler d’une hiérarchie des formulations si l’on considère les intégrations analytiques
et/ou numériques qui sont effectuées à partir de la formule AC-FDT montrée équation (2.3.5), et que
l’on peut prendre ici comme notre point de départ. Ainsi les formulations "connexion adiabatique"
et "matrice diélectrique" sont un premier niveau (une intégration est analytique et une quadrature
doit être faite), et les formulations avec équation de "Riccati" et de "plasmon" sont un autre niveau
(toutes les intégrations sont analytiques). Je montre ceci dans la figure 2.3.
J’ai écrit une routine dans la suite de programme MOLPRO [131], dont on a une licence dévelop-
peur au laboratoire et sur lequel de nombreux développements on été implémentés durant cette thèse,
qui rassemble et unifie les différents calculs RPA possibles, qui étaient pour la plupart précédemment
implémentés. On récapitule ici les mots-clés, dans cette approche, pour lancer des calculs RPA. La
base de la syntaxe est la suivante :
{rpatddft;ecorr,DRPAI-AC}, (2.8.1)
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EAC-FDTc =
1
2
∫ 1
0
dα
∫ ∞
−∞
−dω
2pii
tr {WΠα−WΠ0}
Formalisme "matrice densité de corrélation"(∫
dα numérique
)
EACc =
1
2
∫ 1
0
dαtr {KPα}
Variantes :
— approximations de type "-Ia" et "-IIa"
Formalisme "matrice diélectrique"(∫
dω numérique
)
EDIELc =
1
2
∫ ∞
−∞
dω
2pi
tr
{
log(1−Π0(iω)K)+Π0(iω)K}
Variantes :
— approximations de type "-Ia" et "-IIa"
Formalisme de "plasmon"
EPLASMONc =
1
2
tr
{
Ω−ΩTDA
}
Formalisme "rCCD"
ErCCDc =
1
2
tr {KT}
Variantes :
— SOSEX
— Szabo-Ostlund 1 et 2
— RPAX2
∫
dω analytique
∫
dα analytique
∫
dω analytique
∫
dα analytique
Figure 2.3: À partir de l’expression de l’énergie de corrélation AC-FDT que l’on voit équation
(2.3.5), on peut dériver en parallèle deux formalismes. En intégrant analytiquement le long de la
coordonnée de fréquence ω, on donne naissance à une expression mettant en jeu une intégrale sur la
coordonnée de la connexion adiabatique (à gauche). Ce formalisme est dérivé section 2.4, et aboutit
aux équations (2.4.15) ou encore (2.4.20). Dans cette section on voit que l’on peut faire émerger de
petites variantes dans le traitement des équations, avec notamment différentes façon de calculer la
matrice Mα ; on introduit également les approximations de type "-IIa". Si l’on intègre analytiquement
sur la constante de couplage α, on se retrouve à écrire une équation (à droite) mettant en jeu la matrice
diélectrique ε = 1−Π0V, et qui est dérivée section 2.7. On écrit dans ce schéma l’équation (2.7.6) du
cas dRPA-I : ce n’est pas l’équation la plus générale mais elle est représentative de la formulation (on
voit explicitement la matrice diélectrique, notamment). Dans cette formulation, les approximations
de type "-a" sont également naturellement dérivées. À partir de chacune de ces formulations, dans
les cas dRPA-I et RPAx-II, on peut intégrer analytiquement sur la coordonnée restante (α ou ω)
pour obtenir de manière équivalente une équation de "plasmon" (voir équation (2.5.10)), et une
formulation avec équation de "Riccati" (voir (2.5.17)). Ceci est montré dans la section 2.5. Dans
la section traitant de l’adaptation de spin, section 2.6, on introduit les approximations SOSEX et
Szabo-Ostlund 1 et 2.
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où rpatddft est le mot-clé qui ouvre le module RPA dans MOLPRO ; ecorr est le mot-clé qui permet
de spécifier quel calcul RPA doit être lancé (d’autres mots-clés permettent de préciser des données
telles que les orbitales à utiliser pour le calcul, etc. . . ). Par défaut, un calcul de type "équation de
Riccati " SO2 est lancé. Les  interrupteurs  ζ et ξ peuvent être donnés par l’utilisateur au travers
des mots-clés xfac et antifac, mais toutes les flavors de RPA ont des mot-clés et les calculs sont
lancés de la manière suivante :
dRPA-I {rpatddft;ecorr,SO2-RCCD}[par défaut]
dRPA-II {rpatddft;ecorr,DRPAI-AC}
RPAx-I {rpatddft;ecorr,RPAXI-AC}
RPAx-I {rpatddft;ecorr,RPAXII-PLASMON}
. . .
(2.8.2)
Dans ces calculs de type "connexion adiabatique", l’intégration sur la constante de couplage est
réalisée par une quadrature de Gauss-Legendre[86] qui est paramétrable. Notons que dans le cas
d’un calcul dRPA-II, la variante dRPA-IIa est également fournie. Pour de plus amples détails sur
l’implémentation, le lecteur est invité à consulter le manuel utilisateur de MOLPRO, disponible en
ligne.
On a présenté ici avec un certain nombre de détails les différents formulations de ce que l’on
appelle  RPA . Toutes les expressions dérivées peuvent être retracées vers ce qui est utilisé ici
comme point d’origine : l’expression de l’énergie de corrélation AC-FDT. Ainsi, la RPA peut-être
dérivée dans des contextes forts différents dans la littérature, et on s’attache ici à unifier et à discuter
les relations (éventuelles) entre les différentes formulations. L’introduction de l’ interrupteur  ξ,
le pendant de ζ, participe d’un tel effort d’unification, tout comme les explorations du formalisme
"matrice diélectrique". Un fait intéressant, dans le contexte de ces dérivations "matrice diélectrique",
est le fait que l’on retrouve de manière indépendante l’expression RPAX2 récemment proposée par
Hesselmann. Une prochaine étude permettra de voir si ses bons résultats numériques se confirment
dans un contexte avec séparation de portée.
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Chapitre 3
Orbitales localisées
On présente ici brièvement les techniques de localisation des orbitales, a priori et a
posteriori, c’est-à-dire sans et avec passage par un calcul conventionnel qui produit des
orbitales canoniques délocalisées. On rappelle quelques méthodes de localisation des orbi-
tales occupées, et la technique des orbitales atomiques projetées (PAO) pour la construction
d’orbitales virtuelles à caractère local.
Dans le contexte des calculs inter-moléculaires, l’utilisation des orbitales localisées
peut conduire à des méthodologies particulièrement efficaces. Les méthodes de corrélation
locale, rapidement rappelées ici, permettent d’atteindre une croissance linéaire du coût de
calcul avec la taille du système pour la plupart des théories de corrélation. On présente
dans la continuité de ces idées une procédure développée en collaboration avec le Labo-
ratoire de Chimie Théorique de l’Université Pierre et Marie Curie de Paris qui permet de
construire des orbitales d’un dimère dans lesquelles on peut reconnaître la trace des orbi-
tales des monomères. On montre que l’on peut ainsi réduire considérablement le nombre
d’excitations qui contribuent effectivement à l’énergie d’interaction.
Au centre de ce chapitre est le développement d’une méthode de construction d’orbi-
tales virtuelles non-orthogonales appelées orbitales oscillantes projetées (POO). On dérive
des relations importantes concernant la pratique de la RPA dans la base de ces POO, avec
notamment une approximation d’excitations locales similaire aux approximations impli-
quées dans la sélection de domaines dans les méthodes de corrélation locale. Cette partie
du chapitre est à lire en couple avec l’Annexe D.
3.1 À propos des orbitales occupées localisées
Comme il sera expliqué d’une manière plus détaillée dans la suite, la corrélation est un effet
majoritairement courte-portée. Ainsi, pourvu que l’on dispose d’outils le permettant, l’expérience
montre que, dans certains circonstances, on peut négliger les contributions à la corrélation de paires
d’électrons qui sont éloignés l’un de l’autre, tandis que dans d’autres situations, ce sont ces corréla-
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tions conduisant à un gain d’énergie relativement faible, qui nous préoccupent. Une telle séparation
ne peut se concevoir raisonnablement lorsque l’on travaille avec des orbitales (c’est-à-dire des élec-
trons) délocalisées sur tout le système : les  orbitales localisées  sont les outils qui permettent de
telles approximations.
On définit une orbitale localisée comme une orbitale qui est spatialement confinée dans un petit
volume, montrant ainsi clairement les atomes qui sont impliqués dans une liaison. On peut donc pen-
ser que cette notion est intimement liée à la notion de paires d’électrons, c’est-à-dire qu’une orbitale
localisée est censée bien représenter une liaison, une paire libre, ou même des paires d’électrons de
cœur. D’ailleurs, historiquement, les orbitales localisées sont développées pour donner des informa-
tions sur la chimie du système, pour correspondre aux liaisons chimiques conceptuelles telles qu’on
les idéalise : avec une séparation entre des centres (les liaisons idéalisées) et des queues (qui cor-
respondraient alors à des interactions faibles délocalisées). Aujourd’hui, les orbitales localisées sont
plutôt utilisées dans des schémas de réduction des coûts de calculs, comme l’illustre un travail mené
au cours de cette thèse et présenté dans la section 3.4.
Je présente dans un premier temps un rappel des techniques de localisations des orbitales occu-
pées bien connues, que l’on sépare en méthodes dites a priori et a posteriori. Le lecteur trouvera
dans les références [132], [133] et [134] ainsi que [135–137] les écrits qui rassemblent la plupart des
informations sur le sujet.
3.1.1 Localisation a priori
Habituellement les orbitales Hartree-Fock/Kohn-Sham sont obtenues en diagonalisant la matrice
de Fock (de Kohn-Sham). Ces orbitales, dites canoniques, respectent la symétrie du système (c’est-
à-dire appartiennent au groupe de symétrie de la molécule, i.e. sont invariantes par transformation
selon des représentations irréductibles du groupe de symmétrie de la molécule), par conséquent elles
sont souvent complètement délocalisées sur l’ensemble du système, et ce évidemment indépendam-
ment des orbitales de départ qui ont été données à la procédure SCF.
On peut chercher à résoudre les équations générales de Hartree-Fock/Kohn-Sham, fˆψi =∑
j εi jψ j, sans imposer la diagonalité de la matrice ε.
On trouve dans la littérature des idées autour de la résolution d’équations dérivées des équations
de Hartree-Fock/Kohn-Sham mais contenant un  potentiel localisant [138] . Les solutions trouvées
de cette manière conduisent à des orbitales qui correspondent au même sous-espace des orbitales
occupées que les orbitales canoniques et sont donc également des solutions des équations de Hartree-
Fock/Kohn-Sham.
Une alternative possible est d’utiliser des techniques qui ne déforment pas les orbitales de départ
autant qu’une procédure de diagonalisation, de sorte que si l’on fournit comme orbitales de départ
des orbitales localisées (par exemple des orbitales intuitives et très approximatives, construites par
combinaison linéaire d’orbitales atomiques, en lien avec la chimie du système), les orbitales opti-
misées et solutions des équations Hartree-Fock/Kohn-Sham en sortie de ces procédures seront assez
ressemblantes et, donc, assez localisées. On peut citer les techniques de perturbation au premier
ordre[139–142], où à chaque itération les orbitales sont modifiées en mélangeant les orbitales occu-
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pées et virtuelles de la manière suivante :
|i〉 ← |i〉+
∑
a
cai |a〉
|a〉 ← |a〉 −
∑
i
cai |i〉 ,
(3.1.1)
où les coefficients cai sont déterminés en cherchant à respecter le théorème de Brillouin, démarche
équivalente à chercher à résoudre les équations de Hartree-Fock/Kohn-Sham[143, 144]. Ainsi, on
considère que l’on atteint une convergence lorsque l’énergie n’est plus modifiée, ou, de manière
équivalente, lorsque le théorème de Brillouin est satisfait. Par construction, l’orthogonalité entre les
occupées et les virtuelles est conservée. En revanche on perd l’orthogonalité des orbitales occupées
entre elles et des virtuelles entre elles, qui peut être restaurée à chaque itération.
3.1.2 Localisation a posteriori
On rappelle que les déterminants, solutions des équations générales d’une méthode SCF comme
Hartree-Fock ou Kohn-Sham (ou RSH), sont invariants par rotations des orbitales à l’intérieur du
sous-espace des orbitales occupées ou du sous-espace des orbitales virtuelles. La localisation d’or-
bitales occupées peut donc être réalisée a posteriori[145–147], à partir d’orbitales issues des calculs
standards, par transformation unitaire dans le sous-espace des orbitales occupées. Notons que ces
transformations ne mélangent pas les espaces occupé et virtuel, et préservent l’orthogonalité au sein
des orbitales occupées.
Ainsi, si l’on veut localiser des orbitales canoniques obtenues lors d’un calcul conven-
tionnel Hartree-Fock/Kohn-Sham, on peut utiliser une méthode dite de localisation a pos-
teriori, où l’on utilise une transformation unitaire qui obéit à un critère de localisation,
c’est-à-dire qui maximise/minimise un critère de localisation/d’étendue des orbitales.
Les méthodes de localisation a posteriori sont souvent classifiées en deux grandes catégories :
les critères dits "externes" et les critères dits "internes". Les critères externes correspondent aux
méthodes de localisation où l’on décide au préalable par un critère spatial ou par une partition de
l’espace des orbitales, quels seront les fragments du système qui supporteront les orbitales localisées.
Les critères internes sont formulés en termes généraux, sans faire référence à une conception au
préalable concernant la forme des orbitales localisées.
Le prototype des méthodes de localisation à critères externes est celui de Magnasco et Per-
ico[148] qui vise à maximiser la somme des populations de fragments. La population peut être
définie dans le cadre de l’analyse de population de Mulliken, comme dans la version originale (voir
par exemple [149]), ou les populations des atomes de Bader (voir par exemple [150]).
Parmi les critères internes celui Edmiston-Ruedenberg[145] cherche à minimiser une grandeur
énergétique : la répulsion Coulombienne entre les orbitales, ou à maximiser la répulsion intra-
orbitalaire, ce qui est équivalent mathématiquement. Malgré un concept physiquement transparent,
c’est une méthode qui n’est plus tellement utilisée, car elle fait intervenir des intégrales bi-électro-
niques. Une approche différente a été proposée par Foster et Boys[146, 151] (l’approche est connue
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sous la dénomination de "critère de Boys") : les orbitales localisées sont obtenues en maximisant la
distance entre leurs centroïdes, c’est-à-dire :
max
∑i< j |〈i|rˆ|i〉 − 〈 j|rˆ| j〉|
 , (3.1.2)
ou, de manière équivalente, en minimisant leur second moment, c’est-à-dire leur variance, leur éten-
due :
min
∑
i
〈
i
∣∣∣(rˆ − 〈i|rˆ|i〉)2∣∣∣i〉 = min
∑
i
〈
i
∣∣∣rˆ2∣∣∣i〉 − 〈i|rˆ|i〉2 (3.1.3)
Le second moment d’une orbitale caractérise la déviation de sa densité autour de la position
moyenne, c’est-à-dire mesure la position de l’essentiel de la densité de l’orbitale. Pour des raisons
qui seront rendues claires dans la suite, on s’intéressera particulièrement aux orbitales localisées par
le critère de Boys.
Il est intéressant de noter que l’autre critère de localisation souvent utilisé dans les méthodes
de corrélation locale, celui de Pipek et Mezey[152], exprime une vision analogue pour quantifier la
localisation sous forme d’une variance[153].
3.2 Orbitales virtuelles localisées
Le problème général de ces méthodes est qu’elles sont performantes pour localiser les orbitales
occupées mais échouent souvent à proprement localiser simultanément les orbitales occupées et les
orbitales virtuelles[154]. Dans la littérature, dans le contexte de méthodes de corrélation locale[155–
160], on trouve des solutions diverses pour régler ce problème.
Une des solutions pratiques qui a rencontré beaucoup de succès, évite la localisation des vir-
tuelles et exploite la localité de la base des orbitales atomiques. Cette méthode des Projected Atomic
Orbitals (PAO) est due à Pulay[156]. Je montrerai dans la section 3.5 notre propre proposition sur
le sujet. Une autre alternative, basée sur les orbitales localisées a priori, élaborée à Toulouse par
Daudey et ses collaborateurs sera développée en quelques détails à propos du travail effectué en
collaboration avec Peter Reinhardt et son étudiant, Edrisse Chermak, à Paris[161].
Récemment, le groupe de Poul Jørgensen à Aarhus a suggéré qu’une généralisation de la minimi-
sation du spread à la puissance 4[162, 163] pourrait conduire à des orbitales virtuelles suffisamment
bien localisées pour être utilisées dans des calculs de corrélation locale. La procédure s’applique
aussi bien pour le critère de Boys que pour celui de Pipek-Mezey et elle a été utilisée dans les ap-
proches DEC (divide-expand-consolidate) MP2[159] et CCSD.
3.2.1 Orbitales atomiques projetées : PAO
Ici, je présente succinctement la technique de génération d’orbitales virtuelles appelée PAO, mais
il existe des alternatives dans la littérature. On citera par exemple l’utilisation de paire d’orbitales
naturelles (PNO)[164], d’orbitales virtuelles spécifiques[165] qui permettent de construire des bases
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virtuelles plus petites que les PAO, des orbitales naturelles gelées (FNO)[166, 167], la méthode de
l’espace d’orbitales virtuel optimisé (OVOS)[168, 169].
La procédure est construite autour de l’idée que les orbitales atomiques constituent un
point de départ optimal en ce qui concerne la localité des orbitales.
Comme ce sont les mêmes orbitales atomiques qui servent à construire les orbitales de l’espace
occupé, les orbitales virtuelles correspondent au sous-espace  non-utilisé  de la totalité des or-
bitales atomiques. Cet espace complémentaire est obtenu par projection, d’où la dénomination des
orbitales atomiques projetées (PAO).
Les PAO sont localisées par construction (puisqu’à l’origine, ce sont des orbitales atomiques),
même si la projection détériore la localité. Tandis qu’elles sont orthogonales aux orbitales occu-
pées, elles ne le sont pas entre elles. Ce manque d’orthogonalité entre les PAO permet de préserver
un maximum de localité ; en contrepartie, c’est une source de complication quant aux équations à
résoudre.
3.3 Méthodes de corrélation locale
Une fois que l’on dispose d’espaces occupé et virtuel qui sont construits par des orbitales lo-
calisées, on peut approximer la fonction d’onde en obéissant à la physique du système, selon des
méthodes que l’on nomme méthodes de corrélation locale[156, 170–172]. Notons que le simple fait
de faire des transformations linéaires entre des orbitales occupées d’une part, et entre les orbitales
virtuelles de l’autre correspond à un changement de base qui n’affectera pas les observables telles
que l’énergie de corrélation, à condition que leur expression soit formulée d’une manière invariante.
Cette invariance est un test important de la cohérence de la méthode. L’intérêt de ces méthodes réside
justement dans le fait que des approximations dont les conséquences numériques sont négligeables
peuvent être introduites et conduisent à des gains importants aussi bien du point de vue du temps
de calcul, du besoin de stockage ou de la loi de croissance avec la taille du système à traiter. Nous
allons souligner deux types d’approximations qui permettent de réaliser ces gains importants.
Considérons d’abord le choix des déterminants excités pris en compte dans le calcul. On fait
correspondre à chaque orbitale i un domaine [i][173] qui contient toutes les orbitales atomiques qui
permettent d’approximer l’orbitale i avec une précision donnée (les orbitales atomiques composant
le domaine [i] peuvent appartenir à différents atomes, selon la qualité de la localisation de l’orbitale
i). Le domaine correspondant dans l’espace virtuel est construit par des PAO générées à partir des
orbitales atomiques de [i]. Avec cette procédure, les PAO du domaine [i] sont toutes spatialement
proches de l’orbitale i.
La première approximation que l’on met en place pour la fonction d’onde consiste à
considérer que les excitations sont purement locales.
Ainsi les simples excitations émergeant de l’orbitale occupée localisée i sont restreintes aux PAO
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du domaine [i], et les doubles excitations d’une paire entre i et j aux PAO de [i j]  [i] ∪ [ j]. Ceci
réduit le nombre de doubles excitations à considérer, c’est-à-dire que pour une paire donnée i j d’or-
bitales occupées localisées, le nombre d’éléments i j→ rs à considérer dans une théorie n’augmente
pas quadratiquement avec le nombre d’électron, mais est en fait indépendant du nombre d’électron
(on passe, pour chaque paire i j, d’une dépendance O(N2) à O(1)). Notons que cette présentation de
l’approximation est une simplification : on peut introduire un contrôle plus souple dans la sélection
des domaines, c’est-à-dire que l’on peut aller au-delà des domaines purement locaux. La force est
que des approximations moins sévères dans le choix des domaines résulteront tout autant en une
méthode qui aura la même (in-)dépendance au nombre d’électrons.
Un autre aspect concerne la classification des excitations par leur nature physique, rendu possible
par l’utilisation des orbitales localisées.
Ainsi, une seconde approximation peut être faite si l’on se rappelle que la corrélation est
un phénomène essentiellement de courte-portée. Ainsi on peut discriminer les paires entre
des orbitales occupées localisées i et j selon leur éloignement.
Les paires entre orbitales qui sont "très distantes" sont tout simplement négligées (l’expérience
montre qu’elles contribuent à l’énergie de corrélation à la hauteur de quelques micro Hartree). Les
paires restantes peuvent être traitées d’une manière hiérarchique, c’est-à-dire que l’on peut à nouveau
distinguer les paires "fortes" (d’orbitales très proches), traitées à un haut niveau de théorie ; les paires
"faibles" (d’orbitales relativement éloignées), qui sont traitées à un plus faible niveau de théorie ; et
les paires "distantes" (d’orbitales plus éloignées encore) qui sont traitées avec des intégrales bi-
électroniques approximées par expansion multipolaire[174]. Le point important à comprendre est
que le nombre de paires "fortes", "faibles" et "distantes" augmente linéairement avec la taille du
système : seules le nombre de paires "très distantes" augmente quadratiquement avec la taille du
système, et ces paires sont négligées (cette fois on passe, en ce qui concerne le nombre de paire i j,
d’une dépendance O(N2) à O(N), c’est-à-dire à une croissance linéaire du coût de calcul avec la taille
du système).
Le schéma général esquissé ici doit être appliqué avec précaution, surtout lorsqu’il s’agit de
l’étude des interactions faibles, comme les forces de van der Waals. Une approximation souvent
exploitée pour accélérer les calculs de type "local-CCSD(T)" consiste à traiter les paires distantes au
niveau MP2, ce qui peut détériorer d’une manière significative l’énergie de dispersion par rapport
à la méthode Coupled-Cluster. Dans ces cas-là, soit il faut renoncer à cette approximation ou la
remplacer par une autre dont les conséquences sont moins néfastes (voir ci-dessous).
Notons pour finir qu’il existe des alternatives au schéma de sélection des domaines [i] que l’on
décrit ici : on peut citer notamment les travaux des références [175, 176] qui cherchent à répondre à
la problématique des domaines [i] qui changent d’un point à l’autre lorsque l’on explore une surface
d’énergie potentielle.
3.4 Orbitales localisées pour le calcul d’énergies d’interaction
Comme décrit juste en amont, d’un point du vue physique, la corrélation dynamique dans des
systèmes non-métalliques est un effet à courte-portée, qui diminue en 1/R6 où R est la distance
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inter-électronique. Ainsi il ne doit pas être nécessaire de corréler tous les électrons d’un système
moléculaire étendu, et le coût (élevé) des calculs corrélés en terme de nombre d’électrons impliqués
n’est qu’un artefact de l’utilisation des bases orthogonales, délocalisées, qui sont habituellement
utilisées. Ceci n’est plus vrai lorsque l’on utilise des orbitales locales pour construire les espaces
occupé et virtuel : avec ces orbitales, il est possible de restreindre les calculs de corrélation aux
électrons proches qui contribuent effectivement à la corrélation physique du système (voir section
3.2.1).
À ce sujet, dans le contexte de calculs d’énergies d’interaction, nous avons développé à l’oc-
casion d’une collaboration[161] avec le Laboratoire de Chimie Théorique de l’Université Pierre et
Marie Curie, à Paris, une procédure de construction des orbitales d’un dimère localisées sur chaque
monomères, c’est-à-dire une procédure avec laquelle on est capable d’identifier dans un dimère les
orbitales provenant de chacun de ses monomères. De cette manière on est en mesure de classer des
couplages de mono-excitations en différentes catégories (voir figure 3.1).
On a pu montrer qu’en général, dans des calculs avec séparation de portée, les couplages
de type "dispersion" dans le dimère suffisent à eux seuls à décrire correctement la contri-
bution ∆ELRRPA de l’énergie de corrélation RPA longue-portée à l’énergie d’interaction. Le
coût de ces calculs croit linéairement avec la taille des molécules considérées.
Ainsi, pour le calcul de cette contribution ∆ELRRPA, seul le calcul sur le dimère est nécessaire : on
considère les monomères pour construire des orbitales du dimère localisées sur les monomères, mais
ils ne font pas l’objet d’un calcul de corrélation. De plus, dans le calcul de corrélation du dimère, le
nombre d’éléments de matrices RPA, de structure ia, jb, est drastiquement réduit.
La contribution de cette thèse dans la collaboration a principalement concerné la partie liée au
calcul de l’énergie de corrélation RPA longue portée. Des procédures écrites dans le cadre d’une
version de développement du programme MOLPRO [131], à Nancy, ont été adaptées pour être com-
pilées dans un programme autonome. Ce programme est prévu pour être interfacé avec les scripts
écrits au LCT : il lit en input une liste de mono-excitations et de couplages et construit les matrices
des équations d’un calcul de RPA dans un formalisme de type "connexion adiabatique" adapté au
contexte des orbitales localisées.
3.5 Orbitales oscillantes projetées : POO
[NOTE: ce travail a depuis fait l’objet d’une publication : Local Random Phase Approxi-
mation with Projected Oscillator Orbitals. B. Mussard, J.G. Ángyán, Theor. Chem. Acc. 134
(2015)]
On propose ici de revisiter une idée originellement proposée par Boys[151, 177], finalement très
peu utilisée par la suite (par exemple [178]). On suggère de construire des orbitales virtuelles loca-
lisées directement à partir des orbitales occupées localisées par le critère de Boys, en les multipliant
par une harmonique sphérique centrée sur le barycentre de l’orbitale. Nous allons appeler ces orbi-
tales des orbitales oscillantes (OO). Il faut bien sûr, comme précédemment avec les PAO, les projeter
sur l’espace virtuel pour supprimer les composantes servant déjà à construire l’espace occupé. On
parle alors d’orbitales oscillantes projetées, POO (Projected Oscillator Orbitals). Ces POO partagent
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intra dispersion
polarisation de charge
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Figure 3.1: Couplage de deux mono-excitations (flèches) entre des orbitales occupées et virtuelles de
deux monomères. Les combinaisons possibles sont : couplage de deux mono-excitations intra-molé-
culaires, couplage d’une mono-excitation intra-moléculaire et d’une mono-excitation inter-molécu-
laire, couplage de deux mono-excitations inter-moléculaires (à chaque fois : sur le même monomère
ou sur deux monomères différents). Vue la localisation des orbitales, on considère que l’on peut
négliger les mono-excitations inter-moléculaires : ainsi, seuls les couplages de type "intra" et "dis-
persion" contribuent à l’énergie. Les couplages de type "intra" sont similaires dans le dimère et ses
monomères : seul les couplages de type "dispersion" contribuent à l’énergie d’interaction.
bon nombre de caractéristiques avec les PAO, elles ne sont notamment pas orthogonales entre elles.
3.5.1 Construction
On suppose que l’on dispose d’un ensemble d’orbitales occupées localisées {i} (appelées LMO
pour Localized Molecular Orbitals) et d’un sous-espace virtuel construit par des orbitales virtuelles
orthogonales {a} (appelées VMO pour Virtual Molecular Orbitals). Pour rendre les notions plus
transparentes au lecteur, nous allons nous restreindre à un traitement d’ordre bas, sans  s’engouf-
frer  dans une écriture plus compliquée d’un formalisme d’ordre quelconque. On introduit donc un
polynôme du premier ordre d’harmonique sphérique, rˆα −Diα, où rˆα est un composant de l’opérateur
de position et Diα = 〈i|rˆα|i〉 est le vecteur position orienté vers le centroïde de l’orbitale i. La POO
correspondante est :
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|iα〉 =
1 −∑
j
| j〉 〈 j|
 (rˆα − Diα) |i〉 = rˆα |i〉 −∑
j
| j〉 〈 j|rˆα|i〉 =
(
1 − Pˆ
)
rˆα |i〉 , (3.5.1)
qui définit le projecteur
(
1 − Pˆ
)
. La dénomination iα sert à rappeler le fait que la POO a été construite
à partir de l’orbitale i en utilisant rˆα. Il est clair que l’orbitale oscillante pure est rˆα |i〉 − |i〉 〈i|rˆα|i〉 et
que contributions −∑ j,i | j〉 〈 j|rˆα|i〉 sont des projections orthogonalisantes. Ainsi la localisation des
orbitales oscillantes est détériorée par la projection, puisque nous avons des contributions de toutes
les LMO j qui donnent lieu à des  queues  d’orbitale. Pourtant, si ces orbitales ont été localisées
avec un critère de Boys, c’est-à-dire si les étendues quadratiques ont été minimisées, on s’attend
à ce que ces éléments hors-diagonaux des opérateurs x, y et z entre orbitales occupées, 〈 j|rˆα|i〉,
ne viennent pas détériorer énormément la localisation des orbitales virtuelles[179]. En ce sens, la
méthode de localisation des orbitales occupées selon Boys et cette méthode POO de localisation des
orbitales virtuelles semblent naturellement aller de paire.
On peut exprimer les POO par rapport aux VMO :
|iα〉 =
∑
a
|a〉 〈a|
(
1 − Pˆ
)
rˆα |i〉 =
∑
a
|a〉 〈a| rˆα |i〉 
∑
a
|a〉Vaiα (3.5.2)
Les POO sont orthogonales aux orbitales occupées par construction ; elles ne sont pas orthogo-
nales entre elles et leur recouvrement s’écrit :
S iα jβ =
〈
iα
∣∣∣ jβ〉 = ∑
ab
V†iαa 〈a|b〉Vb jβ =
∑
a
V†iαaVa jβ =
(
V†V
)
iα jβ
(3.5.3)
Notons que notre objectif dans la suite sera de ne pas garder de référence explicite aux orbitales
virtuelles : à terme, tout sera exprimé avec les orbitales occupées LMO. Le lecteur peut voir une
certaine analogie avec les méthodes de corrélation dites  dual-basis [180, 181], où, pour les cal-
culs de corrélation, les bases d’orbitales sont augmentées soit par des orbitales construites soit pour
correspondre à une base cible. Les bases du calcul corrélé ne correspondent donc plus aux bases
sur lesquelles les calculs SCF ont été faits : il y a donc des complications liées au non-respect du
théorème de Brillouin et à la structure non bloc-diagonale occupé/virtuel de la matrice de Fock dans
la base augmentée. J’attire l’attention du lecteur sur le fait que ce n’est pas le cas avec les POO, qui
continuent à satisfaire la condition de Brillouin,
〈
i
∣∣∣ fˆ ∣∣∣ jα〉 = 0 : il n’y a pas ici de telles complications.
Je montre figure 3.2 de simples visualisations d’une LMO correspondant à une paire libre de
l’oxygène du formaldéhyde et des trois POO que l’on construit à partir de cette LMO. Je montrerai
dans le chapitre 4 des visualisations plus systématiques.
3.5.2 Équations RPA dans la base des POO
Cet exposé a été inspiré par le traitement des méthodes de corrélation locale par Knowles et
Werner[170]. On va trouver plus pratique ici de réécrire toutes les matrices (X)ia, jb trouvées dans
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Table 3.2: De gauche à droite : isosurfaces d’une LMO correspondant à une paire libre de l’oxygène
du formaldéhyde les trois POO construites à partir de cette LMO. On voit l’effet de la multiplication
par les polynômes d’ordre un, selon les trois axes du système référentiel. Je présenterai au chapitre
4 des visualisations plus systématiques.
la dérivation des équations RPA dans sa formulation avec les équations de "Riccati ", section 2.5.3,
comme :
(
Xi j
)
ab
. Ainsi un produit (XY)ia, jb s’écrit-il
(
Xik
)
ac
(
Yk j
)
cb
, et on écrit les équations de
Riccati :
Ri j = Bi j + AikTk j + TikAk j + TikBklTl j = 0, (3.5.4)
où les matrices sont de dimensions nVMO × nVMO. On établit une relation de passage entre les ampli-
tudes Ti j exprimées dans la base des VMO et des POO de la manière suivante :
Ψ =
∑
pαqβ
T i jpαqβ |pαqβi j 〉 =
∑
pαqβ
T i jpαqβ | . . . φpα . . . φqβ . . .〉
=
∑
pαqβ
∑
ab
T i jpαqβ | . . . φaVapα . . . φbVbqβ . . .〉
=
∑
ab
∑
pαqβ
VapαT
i j
pαqβV
†
qβb
| . . . φa . . . φb . . .〉 =
∑
ab
T i jab |abi j 〉 , (3.5.5)
c’est-à-dire que l’on dispose de la relation suivante :
Ti jVMO = VT
i j
POOV
† (3.5.6)
On peut donc écrire, en multipliant les équations de Riccati à gauche par V† et à droite par V :
V†Ri jV = V†Bi jV + V†Aik
(
VTk jPOOV
†)V + V† (VTikPOOV†)Ak jV
+ V†
(
VTikPOOV
†)Bkl (VTl jPOOV†)V, (3.5.7)
c’est-à-dire :
Ri jPOO = B
i j
POO + A
ik
POOT
k j
POOS + ST
ik
POOA
k j
POO + ST
ik
POOB
kl
POOT
l j
POOS, (3.5.8)
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avec des définitions évidentes pour Ri jPOO, B
i j
POO et A
ik
POO. Ces matrices sont de dimensions nPOO ×
nPOO = 3.nLMO × 3.nLMO. Dans les équations précédentes, j’ai distingué les matrices exprimées dans
la base des VMO de celles exprimées dans la base des POO par la dénomination "Xi jPOO", mais dans
la suite ce sont les indices de dépendance qui indiqueront au lecteur la base considérée :
(
Xi j
)
ab
ou(
Xi j
)
mαnβ
.
Notons que si l’on veut écrire séparément les contributions de la fockienne des contributions des
intégrales bi-électroniques dans les termes AikTk jS (et STikAk j) on se retrouve à écrire, par exemple :
AikmαlβT
k j
lβnγ
= V†mαa
(
fabδik − fikδab + A′ikab
)
VblβT
k j
lβnγ
= V†mαa fabVblβT
k j
lβnγ
δik − fikV†mαaδabVblβT k jlβnγ − V†mαaA′ikVblβT
k j
lβnγ
=
(
fTi j
)
mαnγ
− fik
(
STk j
)
mαnγ
+
(
A′T
)i j
mαnγ ,
(3.5.9)
de sorte que l’équation (3.5.8) s’écrit :
Ri j = Bi j +
(
fTi jS − fikSTk jS + A′ikTk jS
)
+
(
STi jf − STikS fk j + STikA′k j
)
+ STikBklTl jS (3.5.10)
Les éléments de la matrice de fock dans la base des POO sont donnés dans l’Annexe D.3. Du
fait de la non orthogonalité des POO et de la structure non diagonale de la matrice de Fock, le
schéma de résolution habituel des équations de Riccati (montré équation (2.5.19)) doit être revu : un
nouveau schéma comportant une transformation vers des orbitales virtuelles pseudo-canoniques qui
diagonalisent la matrice de Fock est dérivé dans l’Annexe D.1.1.
3.5.3 Approximation des excitations locales
On peut considérer que les excitations sont limitées à des domaines de paires, et ainsi les dimen-
sions effectives des équations correspondantes à une paire sont plus ou moins indépendantes de la
taille du système.
Dans les cas les plus simples, on peut considérer que les POO à prendre en compte pour
une paire [i j] donnée sont les orbitales iα et jβ. Ainsi, pour chaque paire [i j] d’orbitales
occupées, de tous les éléments de matrice
(
Xi j
)
mαnβ
, seuls ceux du bloc 3×3 correspondant
aux orbitales virtuelles localisées construites à partir des orbitales occupées i j sont non nuls
(voir 3.3).
Pour comprendre l’impact d’une telle simplification du modèle, reprenons les équations de Ric-
cati vues équation (3.5.8) en explicitant les indices des matrices impliquées :
Ri jmαnβ = B
i j
mαnβ + A
ik
mαpγT
k j
pγqδS qδnβ + S mαpγT
ik
pγqδA
k j
qδnβ + S mαpγT
ik
pγqδB
kl
qδrT
l j
r sξS sξnβ , (3.5.11)
qui se simplifie en :
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a1b1 · · · anb1..
.
.
.
.
a1bn anbn

nVMO

xx yx zx xx yx zx
xy yy zy · · · xy yy zy
xz yz zz xz yz zz
.
.
. xx yx zx
xy yy zy
xz yz zz
xx yx zx xx yx zx
xy yy zy xy yy zy
xz yz zz xz yz zz

.
.
.
i j
i1 j1
i1 jn
in j1
in jn
3× nLMO

xx yx zx xx yx zx
xy yy zy · · · xy yy zy
xz yz zz xz yz zz
.
.
. xx yx zx
xy yy zy
xz yz zz
xx yx zx xx yx zx
xy yy zy xy yy zy
xz yz zz xz yz zz

.
.
.
i j
0
0
0
0
3× nLMO
Figure 3.3: Dans la formulation canonique des équations de Riccati, pour chaque paire i j d’orbitales
occupées, on doit résoudre un problème matriciel de dimension nVMO × nVMO (schématiquement, à
gauche). Avec un formalisme d’orbitales virtuelles localisées de type POO, chaque orbitale occupée
fournit 3 orbitales oscillantes, ainsi pour chaque paire i j d’orbitales occupées, on doit résoudre un
problème matriciel de dimension 3.nLMO × 3.nLMO (schéma du milieu), qui est a priori de plus faible
dimension que nVMO × nVMO. Avec l’approximation des excitations locales, pour chaque paire i j
d’orbitales occupées, seules les POO formées à partir de cette paire sont à considérer, et on ne doit
plus résoudre qu’un problème matriciel de dimension 3 × 3 (voir le schéma de droite).
Ri jiα jβ = B
i j
iα jβ
+ AikiαkγT
k j
kγ jδ
S jδ jβ + S iαiγT
ik
iγkδA
k j
kδ jβ
+ S iαiγT
ik
iγkδB
kl
kδlT
l j
l jξ
S jξ jβ (3.5.12)
Dans ce modèle d’excitations locales, on peut utiliser les notations adaptées suivantes :
(
Xi j
)
αβ
(
Xi j
)
iα jβ
, c’est-à-dire que les exposants i j indiquent à la fois la paire d’orbitales occupées considérée
et les orbitales occupées qui servent de bases aux POO α et β. On désigne également par
(
sii
)
αβ

S iαiβ la sous-matrice de S correspondant au bloc 3 × 3 lié à la paire [i j] (voir figure 3.3). On obtient,
sous forme matricielle :
Ri j = Bi j + AikTk js j j + siiTikAk j + siiTikBklTl js j j, (3.5.13)
où les matrices sont de dimensions 3 × 3, peu importe la taille du système.
La formulation qui sépare les contributions de la fockienne des intégrales bi-électroniques dans
A dérivée équation (3.5.10) fait émerger ici des termes sik et sk j, selon :
Ri j = Bi j +
(
fiiTi js j j − fiksikTk js j j + A′ikTk js j j
)
+
(
siiTi jf j j − siiTiksk j fk j + siiTikA′k j
)
+ siiTikBklTl js j j, (3.5.14)
où on désigne par fii la sous-matrice de f correspondant aux orbitales virtuelles POO construites
à partir des orbitales occupées [i j]. On décide de négliger les termes sik pour i , k : il s’agit de
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termes S iαkβ de recouvrement d’orbitales virtuelles construites à partir d’orbitales occupées localisées
potentiellement éloignées les unes des autres. On écrira alors plutôt :
Ri j = Bi j +
(
fiiTi js j j − fiisiiTi js j j + A′ikTk js j j
)
+
(
siiTi jf j j − siiTi js j j f j j + siiTikA′k j
)
+ siiTikBklTl js j j (3.5.15)
Cette équation peut être résolue de manière itérative de la même manière que précédemment,
comme montré dans l’Annexe D.1.2.
3.5.4 Intégrales bi-électroniques
Les matrices A′i j et Bi j sont composées des éléments Ki j, K′i j et Ji j que je m’efforce ici d’expli-
citer. On se concentre sur l’expression de Ki j, avant de discuter les expressions de K′i j et Ji j.
Les éléments de matrice des intégrales bi-électroniques peuvent être exprimés simplement par la
transformation entre les VMO et les POO, en écrivant :
〈
mα j
∣∣∣inβ〉 = VMO∑
a,b
V†mαa 〈a j|ib〉Vbnβ =
VMO∑
a,b
∑
µνρσ
V†mαaCµaCν j 〈µν|ρσ〉C†iρC†bσVbnβ
=
∑
µνρσ
C˜µmαCν j 〈µν|ρσ〉C†iρC˜†nβσ (3.5.16)
Cette manière d’écrire les intégrales bi-électroniques dans la base des POO n’est pas dévelop-
pée plus dans la suite du manuscrit, mais pourrait se révéler intéressant à poursuivre dans le futur,
comme mesure de contrôle de tous ces développements autour des POO. On peut notamment se
poser des questions au sujet du comportement des POO dans le cas de deux extrêmes : les POO
construites à partir de bases minimales seront-elles  pauvres , d’une certaine manière, c’est-à-dire
présenteraient-elles peu de flexibilité pour décrire correctement un système ; au contraire les POO
construites à partir de grandes bases possédant une grande flexibilité produiraient-elles une sorte de
sous-espace optimale de virtuelles (optimale dans le sens où elle reproduirait correctement l’énergie
de corrélation longue-portée). Ces questions feront l’objet de développements futurs.
Notons également que les définitions que l’on donne section 3.5.1 des POO s’arrêtent à l’ordre
le plus bas des polynômes. On peut en principe générer des POO d’ordres plus élevés, et définir
des matrices V correspondant à ces POO. Sélectionner un ordre de polynôme pour générer les POO
revient à sélectionner certaines formes et propriétés de ces POO, c’est-à-dire revient en fait à sélec-
tionner une sous-espace des orbitales virtuelles, par exemple dans le but de bien décrire telle ou telle
propriété.
Dans l’esprit de mettre en place une théorie approximée qui profite du caractère local des or-
bitales, on peut également écrire une expansion multipolaire[174, 182] (ici dipolaire), par exemple
pour les éléments de la matrice K :
Ki jmαnβ =
〈
mα j
∣∣∣inβ〉 = (mαi∣∣∣ jnβ) = 〈mα∣∣∣rˆγ∣∣∣i〉 Liγ jδ 〈 j∣∣∣rˆδ∣∣∣nβ〉 , (3.5.17)
où
〈
mα
∣∣∣rˆγ∣∣∣i〉 sont des moments dipolaires et L est le tenseur d’interaction longue-portée de second
ordre (voir Annexe D.2.1).
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Un résultat remarquable dans ce développement d’orbitales POO est que les moments dipolaires
que l’on trouve dans l’équation (3.5.17) s’écrivent :
〈
mα
∣∣∣rˆγ∣∣∣i〉 = 〈m∣∣∣∣rˆα (1 − Pˆ) rˆγ∣∣∣∣i〉 = S mαiγ , (3.5.18)
et sont en fait les recouvrements entre orbitales virtuelles POO. Ceci permet d’écrire les matrices de
type K :
Ki jmαnβ = S mαiγLiγ jδS jδnβ , (3.5.19)
et, avec le modèle des excitations locales :
Ki j = siiLi js j j (3.5.20)
Les matrices K′i j dans l’approximation des excitations locales s’écrivent :
K′i j = si jL jisi j, (3.5.21)
et impliquent des recouvrements de densité de charge appartenant à des domaines différents, que
l’on peut négliger en accord avec l’approximation des excitations locales : de toutes les matrices
K′i j, seules les matrices K′ii = siiLiisii sont non nulles. On écrit :
Bi j = Ki j − ζK ji = Ki j(1 − ζδi j) = siiLi j(1 − ζδi j)s j j = siiLi jBs j j , (3.5.22)
qui définit Li jB . Je choisis l’indice B  pour rappeler que c’est un objet qui émerge dans l’expansion
multipolaire de la matrice B. Les intégrales de type Ji j dans la formulation sans approximation
s’écrivent :
Ji jmαnβ =
〈
imα
∣∣∣ jnβ〉 = (i j∣∣∣mαnβ) (3.5.23)
Il s’agit de l’interaction de densités de charge formées par des orbitales localisées qui appar-
tiennent à des domaines différents : on peut les négliger. On doit néanmoins garder les termes(
ii
∣∣∣mαmβ), qui sont dérivés Annexe D.2.2. On écrit, dans l’approximation des excitations locales :
A′i j = Ki j − δi jLiiA, (3.5.24)
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où LA contient l’ interrupteur  ζ qui permet de passer d’une formulation dRPA à une formulation
RPAx, et est défini dans la même Annexe. Il s’agit d’un terme long mais pas compliqué ; son intérêt
est ici assez relatif. Le nom que je lui donne, LiiA, est censé rappeler le terme L
i j
B que l’on a vu émerger
plus haut, et rappeler qu’ici il l’objet émerge dans la dérivation de la matrice A′.
La méthode présentée ci-dessus, déjà amplement simplifiée par l’ensemble des approximations,
prend en couple les corrélations dipolaires anisotropes entre les électrons associés par les paires d’or-
bitales localisées. Par la résolution des équations Riccati simplifiées, on note que les effets à N-corps
sont pris en compte à l’ordre infini. Dans la suite j’introduis quelques simplifications supplémen-
taires dans le but de rendre ce modèle le plus proche possible des modèles qui sont postulés, souvent
d’une manière ad hoc, en terme de coefficients de dispersion C6 et d’interaction 1/R6 modulée par
une fonction d’atténuation.
3.5.5 Approximation par moyenne sphérique et coefficients C6
On peut encore simplifier les matrices 3 × 3 discutées plus haut par des objets scalaires, en
considérant une moyenne sphérique des recouvrements entre POO et des éléments de la fockienne
dans la base POO :
S iiαβ ≈ 13 siδαβ où : si =
〈
i
∣∣∣r2∣∣∣i〉 −∑
k
|〈i|r|k〉|2 (3.5.25)
f iiαβ ≈ 13 f iδαβ où : f i = 34 +
∑
k
fik
〈
k
∣∣∣r2∣∣∣i〉 −∑
kl
〈i|r|k〉 fkl 〈l|r|i〉 (3.5.26)
(l’expression de si se retrouve facilement à partir de la définition du recouvrement Sii ; les dérivations
qui mènent à f i sont montrées dans l’Annexe D.3). Avec cette approximation, les équations (3.5.15)
s’écrivent :
Ri jαβ =
1
32
siLB
i j
αβs
j +
(
1
32
f iTi js j − 1
32
fiisiTi js j +
1
33
siLikαδs
kT k jδβ s
j − 1
3
LAiiαδT
i j
δβs
j
)
+
(
1
32
siTi j f j − 1
32
siTi js j f j j +
1
33
siT ikατs
kLk jτβs
j − 1
3
siT i jατLA
j j
τβ
)
+
1
34
siT ikατs
kLBklτδs
lT l jδβs
j,
(3.5.27)
c’est-à-dire, en multipliant par 32 :
Ri j = sis jLi jB +
(
f is jI − fiisis jI − 3s jLiiA
)
Ti j + Ti j
(
si f jI − f j jsis jI − 3siL j jA
)
+ 13 s
is jskLikTk j + 13 s
is jskTikLk j + 132 s
is jsk slTikLklBT
l j
(3.5.28)
On montre dans l’Annexe D.1.3 que cette équation peut être résolue sans effectuer de trans-
formation pseudo-canonique, puisque l’on n’a plus à gérer le problème de la matrice de Fock non
diagonale.
On va pouvoir dériver ici une expression de coefficients C6. Pour rappel rapide, les coefficients
C6 sont les coefficients que l’on utilise dans la modélisation de la force de dispersion de London par
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la formule C6/R6. On peut les dériver à partir de l’équation de Casimir-Polder[183, 184] (qui décrit
les forces de dispersion comme résultant de fluctuations corrélées des densités de charges entre
deux couples de points situés dans deux sous-systèmes) avec une succession d’approximations qui
ressemblent aux approximations qui nous ont menés à ce point (expansion multipolaire, moyenne
sphérique, etc. . . ). On trouvera dans les sections II et IV.A de la référence [31] une description
sommaire du procédé.
On rappelle que, notamment, la version dRPA-I de la formulation avec équations de "Riccati " se
réduit au deuxième ordre de l’interaction (voir la section 2.4.6) à l’énergie MP2 directe. Dans cette
formulation, et avec une adaptation de spin, l’énergie dRPA-I s’écrit (voir l’équation (2.6.8), et la
section 2.6 en général) :
EdRPA-I-Riccatic =
1
2
tr
{
1BdRPA 1TdRPA
}
= tr {KT} =
∑
i j
∑
αβ
siLi jαβs
jT i jαβ, (3.5.29)
où T est l’amplitude obtenue avec des équations de Riccati où, dans notre cas présent, LB = L et
LA = 0 (c’est-à-dire où ζ = 0). Une approximation de la première itération de la procédure montrée
équation (D.1.15) est :
T i jαβ ≈
sis jLi jαβ
si f j − sis j f j j + f is j − sis j fii , (3.5.30)
qui, inséré dans l’équation (3.5.29) de l’énergie, fournit une expression proche d’une sorte de MP2
directe simplifié.
Faisant usage du fait que la trace des tenseurs d’interaction longue-portée est
∑
αβ L
i j
αβL
i j
αβ =
6
Ri j6 F
µ
(
Ri j
)
(voir l’Annexe D.2.1 où ceci est montré), on se retrouve à écrire l’énergie de corrélation
de l’équation (3.5.29) sous la forme :
EdRPA-I(2)c ≈
∑
i j
2
3
si2s j2
si f j − sis j f j j + f is j − sis j fii
1
Ri j6
Fµ(Ri j) =
∑
i j
Ci j6
Ri j6
Fµ
(
Ri j
)
(3.5.31)
Cette équation définit un coefficient Ci j6 approximé entre entre les LMO i et j. En utilisant la
forme complète de l’énergie de corrélation dans cette approximation (avec les amplitudes conver-
gées) nous avons un modèle de type  dispersion à N-corps  ("many-body dispersion") dipolaire
entre les orbitales localisées. Sur des bases assez différentes, avec des ingrédients empiriques, un
modèle du même esprit a été proposé très récemment par Silvestrelli [185].
Dans une dérivation des coefficients C6 à partir de la formule de Casimir-Polder, on trouve en
fait ces coefficients par l’intégration :
Ci j6 =
3
pi
ˆ ∞
0
dω αi0(iω)α
j
0(iω), (3.5.32)
c’est-à-dire que, en  remontant  ce raisonnement à partir des coefficients C6 que l’on a trouvé
par un autre moyen, on peut établir qu’ils correspondent à une approximation terme unique de la
polarisabilité dynamique dipolaire non-interagissante moyenne suivante :
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αi0(iω) ≈
2
3
f i s j−si s j fii
si s j(
f i s j−si s j fii
si s j
)2
+ ω2
si (3.5.33)
Le lecteur peut vérifier que cette expression de αi0(iω), injectée dans l’équation (3.5.32), four-
nit bien les coefficients C6 vus équation (3.5.31). On observe que dans l’équation (3.5.33), l’éner-
gie d’excitation effective qui permet d’écrire la polarisabilité moyenne est dans notre cas ωi =
f is j − sis j fii
sis j
. On reverra cette façon d’exprimer les objets tels que les fonctions de réponse (et,
ici, les polarisabilités) avec des énergies effectives moyennes dans le chapitre 5, où on adapte la
technique EED à l’espace réel. Dans l’expression (3.5.33), le fait que l’on peut exprimer αi0(iω)
uniquement en fonction des objets f unionsq et sunionsq est une conséquence de la propriété remarquable que le
second moment entre une orbitale occupée et une POO correspond au recouvrement entre POO (voir
équation (3.5.18)).
L’énergie de corrélation RPA non approximée peut être obtenue par itération, c’est-à-dire par la
formule logarithmique (voir la section 2.7 sur le sujet) :
EdRPA-Ic ≈ −
1
2
ˆ
dω
2pi
tr
{
Log (I − Π0(iω)K) + Π0(iω)K} , (3.5.34)
où Π0(iω) est la fonction de réponse non-interagissante dans un exemple à deux centres :
Π0(iω) =
 α10(iω) 00 α20(iω)
 où : αi0(iω) =

αi0(iω) 0 0
0 αi0(iω) 0
0 0 αi0(iω)
 , (3.5.35)
et :
K =
 K11 K12K21 K22
 où : Ki j =

siLi jxxs j siL
i j
xys j siL
i j
xzs j
siLi jyxs j siL
i j
yys j siL
i j
yzs j
siLi jzxs j siL
i j
zys j siL
i j
zzs j
 (3.5.36)
On retrouve avec cette formulation alternative un modèle qui lui aussi contient des sommations
d’interaction à N-corps à l’ordre infini, comme on a mentionné plus haut avec l’utilisation des am-
plitudes convergées.
3.6 Conclusion et perspectives
Dans ce chapitre j’ai esquissé quelques pistes possibles pour exploiter les avantages de formuler
le problème RPA dans une base localisée, notamment dans le contexte de calculs inter-moléculaires
(collaboration avec le LCT). Les dérivations des équations avec les orbitales oscillantes projetées
montrent que l’on peut, sous certaines approximations que l’on considère adaptées, exprimer la tota-
lité des équations impliquées dans les calculs RPA sans mention explicite des orbitales virtuelles. Cet
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axe de travail est d’un intérêt certain du point de vue pratique du temps de calcul. Également, ceci
est un message encourageant quant à la perspective de construire des fonctionnelles de corrélation
de qualité RPA mais qui ne nécessitent pas l’utilisation des orbitales virtuelles. Après un chapitre
concernant un travail sur les visualisations dans l’espace réel, on va retrouver cette idée d’éviter la
connaissance du spectre complet de l’hamiltonien dans l’approximation EED (chapitre 5).
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Chapitre 4
Visualisations dans l’espace réel
On propose dans ce chapitre des visualisations sur des grilles de l’espace réel. Un
programme a été écrit, capable de calculer des fonctions de l’espace réel telles que le
trou d’échange, la fonction de réponse, ou encore une approximation Gaussienne de la
fonction de Dirac, etc. . . Ce programme utilise en input des orbitales d’un calcul MOLPRO
quelconque calculées sur des grilles parallélépipédiques ou sur des grilles dites de type
"DFT", et écrites dans des fichiers formatés ou non.
Ce travail est une sorte de préambule à un travail plus important qui consisterait à
repenser la génération des points des grilles de type "DFT" pour mieux échantillonner
l’espace entre les atomes et mieux correspondre aux besoins de calculs de corrélation
longue-portée.
On montre des visualisations des orbitales POO décrites au chapitre 3, ainsi que des
visualisations du trou d’échange et de la fonction de réponse.
4.1 À propos des grilles
Représenter une fonction f (r) dans l’espace réel suppose de mettre en place une grille de l’es-
pace, avec un ensemble de points discrets {A}, de sorte que l’on puisse représenter la fonction f (A)
sur les points de grille. Les grilles les plus communément utilisées lorsque l’on veut atteindre une
représentation visuelle des objets sont des grilles parallélépipédiques, ou grilles "régulières", dans
lesquelles les points sont régulièrement disposés dans les directions x, y et z, voir figure 4.1. Dans
le cas de ces grilles "régulières", les coordonnées des points sont entièrement connues lorsque l’on
connaît un point d’origine et l’espacement entre les points dans chaque direction. On peut égale-
ment utiliser des grilles développées pour la DFT, qui sont des grilles dans lesquelles les points
sont judicieusement placés pour correctement représenter l’espace là où la densité est supposée être
 intéressante , et sont épars voire inexistants là où la densité est attendue nulle. En pratique, on
place des points munis de poids autour des atomes avec des paramètres dépendant des propriétés des
atomes. Ceci permet d’obtenir des grilles avec beaucoup moins de points, et où les points sont tous
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importants (voir par exemple figure 4.1). Avec ces grilles, on doit explicitement donner toutes les
coordonnées, ainsi que les poids qui sont associés à chaque point.
Table 4.1: Grilles "régulières" (haut) et de type "DFT" (bas). On montre les points de grilles à
gauche, les connexions qui permettent de tracer des isosurfaces etc. . . au milieu, et les points avec
leurs connexions à droite. (Dans le cas de la grille "régulière" seulement un point sur dix est montré,
pour des raisons de clarté). On voit nettement les différences de densité et de distribution dans les
deux méthodes. Notons que dans le cas des grilles de type "DFT", quelques points sont placés loin
de la molécule, ce qui oblige ici à visualiser une plus grande boîte. Dans l’exemple que l’on montre
ici, la grille "régulière" contient 80 × 80 × 80 = 512000 points ; la grille DFT en contient 5835.
Nous pensons qu’un développement intéressant autour de l’utilisation de ces grilles de
type "DFT" pour calculer et représenter des objets ayant trait à la corrélation longue-portée
serait une reprogrammation de la génération des points de manière à échantillonner plus
précisément l’espace entre les atomes.
J’ai écrit un programme interfacé avec MOLPRO [131] capable de calculer sur des grilles (de type
"régulières" ou de type "DFT") des fonctions telles que la fonction de réponse χ(r1, r2)  χ(A, B), le
trou d’échange hX(r1, r2)  hX(A, B), etc. . . À partir d’un calcul MOLPRO au choix, les orbitales sont
récupérées dans des fichiers CUBE classiques dans le cas des grilles "régulières", et, dans le cas de
grilles de type "DFT", dans des fichiers CUBE modifiés qui semblent décrire des grilles 1 × 1 × Ntot
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où Ntot est le nombre total de points de grille. Une liste des coordonnées et des poids est alors lue
dans le fichier de sortie du calcul MOLPRO. Les fichiers peuvent être sous forme formatée ou non.
De nombreux outils de visualisation existent pour représenter des fonctions de l’espace à l’aide
de grilles réelles (citons VMD, ou MoProViewer). J’ai mis en place une procédure pour représenter des
fonctions de l’espace calculées sur des grilles de type "DFT", en utilisant OpenDX DataExplorer
(par brièveté : DX). Ainsi, les fonctions calculées sur des grilles par notre programme sont données
en sortie, soit à nouveau sous forme de fichiers CUBE dans le cas des grilles "régulières", soit sous
une forme lisible par DX dans le cas des grilles de type "DFT".
4.2 Orbitales localisées POO
Je propose la procédure suivante de visualisation systématique des orbitales POO : pour un en-
semble LMO/POO
{
i, ix, iy, iz
}
donné, on montre les isocontours sur les trois plans de coupe (xy, yz,
zx) centrés sur le centroïde de la LMO i.
Dans la figure 4.2 est présenté le résultat d’une telle procédure pour une orbitale LMO corres-
pondant à une paire libre de l’oxygène d’une molécule d’eau et figure 4.3 pour une orbitale corres-
pondant à une liaison C-C de l’éthylène. À chaque fois, pour chaque plan de coupe, je montre, de
gauche à droite : le plan de coupe, l’isocontour de la LMO, et les isocontours des 3 POO construites
à partir de la LMO. Le centroïde de la LMO, centre des plans de coupes, est représenté par un point
noir labelisé "Q".
On voit bien l’effet de la multiplication par un élément rˆα dans chaque direction, c’est-à-dire
la création de plans nodaux et la succession de zones de contours positifs et négatifs autour du
centroïde. Pour chaque direction (c’est-à-dire pour chaque POO) un des plans de coupe est  inutile
(par exemple un plan de coupe yz pour une POO créée par multiplication par rˆx). On voit également
la détérioration relative de la localité par rapport à l’orbitale LMO.
4.3 Trou d’échange
[NOTE: ce travail a depuis fait l’objet d’une publication : Relationships between charge
density response functions, exchange holes and localized orbitals. B. Mussard, J.G. Ángyán,
Comp. Theor. Chem. 1053 44-52 (2015)]
Une idée intéressante pour évaluer la qualité des orbitales localisées est d’utiliser une rela-
tion bien connue[186–189] concernant l’expression du trou d’échange dans le contexte des or-
bitales localisées. On considère l’expression du trou d’échange avec des fonctions d’onde mono-
déterminantales :
hx(r1, r2) =
−1
n(r1)
∑
i j
φ∗i (r1)φ j(r1)φ
∗
i (r2)φ j(r2), (4.3.1)
qui, dans le cas d’orbitales parfaitement localisées, s’écrit :
hx(r1, r2) = −
∑
i
|φi(r1)|2
n(r1)
|φi(r2)|2 (4.3.2)
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(1) (2) (3) (4)
Figure 4.2: Isocontours des orbitales oscillantes projetées (POO, colonnes (2), (3) et (4)) construites
à partir d’une orbitale localisée occupée (LMO, colonne (1)) correspondant à un doublet libre de
l’oxygène de la molécule d’eau. On montre (tout à gauche) un schéma indiquant les plans de coupe
sur lesquels sont calculés les isocontours ; on représente par un point noir labelisé "Q" le centroïde
de la LMO.
On peut en effet considérer que l’espace de la molécule est divisé en domaines[31] Ωi dans
lesquels |φi(r1)|
2
n(r1) ≈ 1. Ainsi, avec la fonction fenêtre Θi(r1) (qui est égale à 1 si r1 est dans Ωi et est
nulle autrement), on écrit :
hx(r1, r2) = −
∑
i
Θi(r1) |φi(r2)|2 , (4.3.3)
c’est-à-dire que l’on peut approximer le trou d’échange lié à un point de référence rA par le carré
de l’orbitale qui est localisée dans le domaine de l’espace de ce point : hx(rA, r2) = |φA(r2)|2, où A
désigne l’orbitale pour laquelle ΘA(rA) = 1.
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(1) (2) (3) (4)
Figure 4.3: Isocontours des orbitales oscillantes projetées (POO, colonnes (2), (3) et (4)) construites
à partir d’une orbitale localisée occupée (LMO, colonne (1)) correspondant à une liaison C-C de
l’éthylène. On montre (tout à gauche) un schéma indiquant les plans de coupe sur lesquels sont
calculés les isocontours ; on représente par un point noir labelisé "Q" le centroïde de la LMO.
Je montre figure 4.4 un exemple d’une telle approximation pour un point de référence rA au
niveau du centroïde d’une orbitale localisée correspondant à un doublet libre de l’oxygène de la mo-
lécule d’eau et figure 4.5 pour un point de référence au niveau du centroïde d’une orbitale localisée
correspondant à une liaison C-C de l’éthylène. On est enclins à penser que la bonne correspondance
entre les représentations des objets des deux côtés du signe égal de l’équation (4.3.3) indique la
qualité de la localisation des orbitales.
4.4 Fonction de réponse
[NOTE: ce travail a depuis fait l’objet d’une publication : Relationships between charge
density response functions, exchange holes and localized orbitals. B. Mussard, J.G. Ángyán,
Comp. Theor. Chem. 1053 44-52 (2015)]
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(1) (2)
Figure 4.4: Représentation sur trois plans de coupe des isocontours (1) du trou d’échange corres-
pondant au point de référence rA montré par le point noir labelisé "Q" et (2) du carré de l’orbitale
localisée dont le centroïde est le point de référence, rA.
Des définitions de la densité à deux particules nˆ2(r1, r2) = nˆ(r1)nˆ(r2) − δ(r1, r2)nˆ(r1) et du trou
d’échange-corrélation hxc(r1, r2) =
n2(r1, r2)
n(r1)
− n(r2), on peut déduire la relation qui suit :
n(r1)hxc(r1, r2) = n2(r1, r2) − n(r1)n(r2)
= 〈nˆ2(r1, r2)〉 − 〈nˆ(r1)〉 〈nˆ(r2)〉
= 〈nˆ(r1)nˆ(r2)〉 − δ(r1, r2) 〈nˆ(r1)〉 − 〈nˆ(r1)〉 〈nˆ(r2)〉
= 〈δnˆ(r1)δnˆ(r2)〉 − δ(r1, r2) 〈nˆ(r1)〉 , (4.4.1)
où 〈unionsq〉 désigne une valeur moyenne sur l’état fondamental, 〈0|unionsq|0〉 et où on utilise nˆ = n + δnˆ (voir
2.2). Ainsi :
n(r1)hxc(r1, r2) + δ(r1, r2)n(r1) = 〈δnˆ(r1)δnˆ(r2)〉 (4.4.2)
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Figure 4.5: Représentation sur trois plans de coupe des isocontours (1) du trou d’échange corres-
pondant au point de référence rA montré par le point noir labelisé "Q" et (2) du carré de l’orbitale
localisée dont le centroïde est le point de référence, rA.
On retrouve une expression qui met en jeu les fluctuations de densité de charge. Comme on a vu
dans le chapitre sur la RPA, et notamment équation (2.2.4), ces fluctuations sont liées à la fonction
de réponse par le théorème de fluctuation-dissipation. On va d’ailleurs voir à présent que l’on peut
lier l’équation (4.4.2) à la fonction de réponse statique. Ainsi, comme il sera rendu abondamment
clair dans la suite (voir chapitre 5), on peut approximer la fonction de réponse en utilisant des dé-
nominateurs effectifs de sorte à  faire monter  la sommation sur les états excités au numérateur, y
utiliser une résolution de l’identité et se débarrasser du besoin de connaître le spectre d’excitation.
Ceci appliqué simplement à la fonction de réponse statique donne :
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χ(r1, r2; 0) =
∑
α,0
nα(r1)n∗α(r2)
iη+ −Ωα +
n∗α(r1)nα(r2)
iη+ −Ωα (4.4.3)
= 2
∑
α,0
nα(r1)nα(r2)
iη+ −Ωα
 2
∑
α,0 nα(r1)nα(r2)
Ω(r1, r2)
(4.4.4)
≈ 2
∑
α,0 nα(r1)nα(r2)
Ω
∝
∑
α,0
nα(r1)nα(r2), (4.4.5)
où, à part la supposition que les orbitales soient réelles, seule la dernière étape est une approximation,
c’est-à-dire seule l’étape qui réduit la fonction Ω(r1, r2) définie ligne (4.4.4) à une simple constante
Ω est une approximation. On fait le lien entre la forme de la fonction de réponse vue ligne (4.4.3) et
celles vues dans le chapitre sur la RPA dans l’Annexe A.6.3. L’approximation que l’on voit ici est
une esquisse d’une technique largement développée dans la suite, et d’une certaine manière vue dans
les références[31, 153]. L’idée pour le moment est simplement de pouvoir montrer qu’au final, une
comparaison des équations (4.4.2) et (4.4.5) permet d’écrire :
χ(r1, r2; 0) ∝ n(r1)hxc(r1, r2) + δ(r1, r2)n(r1) (4.4.6)
Les portées de cette équation sont multiples. Elle permet de comprendre que la réponse de la
densité de charge d’un système au point r2 à une perturbation extérieure appliquée en r1 peut être
prédite à partir de la connaissance du trou d’échange-corrélation du point de référence r1. Ainsi la
réponse du système (la redistribution des électrons ; c’est-à-dire la polarisation des électrons) ne sera
non-nulle que dans l’espace où le trou est non-nul. Ceci lie intimement les notions de trou d’échan-
ge-corrélation, de fonction de réponse, et de localisation des électrons[153].
Avec le programme décrit section 4.1, on peut calculer sur une grille les fonctions χ(rA, rB),
hxc(rA, rB) et δ(rA, rB), de sorte que l’on peut représenter visuellement les objets à gauche et à droite
du signe égal de l’équation (4.4.6).
De telles représentations sont montrées figure 4.6 pour un point de référence rA placé au niveau
du centroïde d’une orbitale localisée correspondant à un doublet libre de l’oxygène de la molécule
d’eau et figure 4.7 pour un point de référence placé au niveau de la liaison C-C de l’éthylène. On voit
que la structure primaire de la fonction de réponse est récupérée par l’approximation vue équation
(4.4.6).
4.5 Conclusion
Le travail présenté ici rend compte de pistes de reflexions autour de l’utilisation de grilles de l’es-
pace réel pour des calculs de corrélation RPA. Cette possibilité a toujours été repoussée à cause de
la résolution nécessaire lorsque l’on utilise des grilles parallélépipédiques, et donc du nombre rédhi-
bitoire de points de grilles sur lesquels faire des sommations. L’utilisation (et à terme : l’adaptation)
des grilles de type "DFT" devrait ouvrir la voie à d’intéressants développements à ce sujet. Avec le
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Figure 4.6: Représentation sur trois plans de coupe des isocontours de (1) la fonction de réponse
correspondant au point de référence rA montré par le point noir labelisé "Q" et de (2) l’objet vu à
droite du signe égal de l’équation (4.4.6), également au point de référence rA.
programme que j’ai écrit lors de ces réflexions, il est tout de même d’ores et déjà possible d’obtenir
des visualisations, entre autres : de fonctions de réponse. Ceci est un outil assez peu répandu malgré
son intérêt certain pour atteindre une meilleure compréhension des phénomènes liés à la corrélation.
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(1) (2)
Figure 4.7: Représentation sur trois plans de coupe des isocontours de (1) la fonction de réponse
correspondant au point de référence rA montré par le point noir labelisé "Q" et de (2) l’objet vu à
droite du signe égal de l’équation (4.4.6), également au point de référence rA.
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Chapitre 5
EED : Approximation du dénominateur
effectif
Le but de ce chapitre est de montrer un développement d’une approximation appe-
lée EED (pour Effective Energy Denominator) et qui consiste à écrire la "sommation de
fractions" qui apparaît dans les expressions des fonctions de réponse comme une "frac-
tion d’une sommation", c’est-à-dire que l’on écrit un objet qui autorise l’application d’une
résolution de l’identité au numérateur, et permet ainsi de s’affranchir de la connaissance
du spectre de l’hamiltonien. Cette technique est une généralisation de l’approximation de
Unsöld où l’énergie moyenne dépend de la fréquence. On trouve en Annexe E les détails
des dérivations.
Ce développement se place dans l’espace direct, c’est-à-dire que l’on manipule des
objets avec leurs dépendances aux coordonnées spatiales, par opposition aux habitudes de
présenter des développements dans les espaces de Hilbert, c’est-à-dire sur des objets écrits
avec des éléments de matrice sur une base d’orbitales.
5.1 Contexte et motivation
Habituellement, on travaille en chimie quantique avec une représentation matricielle des objets
qui nous intéressent, où les dimensions du problème sont déterminées par celles de l’espace des
fonctions de base (par exemple orbitales atomiques, ondes planes, etc. . . ). On réfère souvent à une
telle technique comme une approche spectrale, étant donné qu’il s’agit d’une expansion de type
Fourier de la fonction cible ; ce que l’on peut mettre en opposition avec des méthodes qui représentent
cette fonction cible directement sur une grille de points soit dans l’espace direct, soit dans l’espace
réciproque. Typiquement, en DFT, on utilise une représentation sur grille de la densité électronique,
qui est une fonction relativement simple à 3 variables. On a vu qu’en RPA la quantité fondamentale
est la fonction de réponse (et les fonctions de corrélation de paire), qui dépendent de 2 fois 3 variables
d’espace, ce qui entraîne une complexité considérablement plus importante.
EED : Approximation du dénominateur effectif
Dans les expressions de la fonction de réponse que l’on rencontre dans les autres sections, on
a besoin du spectre complet des excitations de l’hamiltonien, c’est-à-dire que l’on a besoin d’une
lourde sommation sur les états virtuels. On montre ici une sorte de généralisation de l’approximation
de Unsöld[190], autrement connue sous le nom d’ approximation du dénominateur effectif. L’idée
de base, très simple, est de sortir le dénominateur de la sommation en définissant un dénominateur
effectif. La sommation ne porte plus ainsi que sur le numérateur, sur lequel on applique une simple
résolution de l’identité pour se débarrasser de la sommation sur les états excités.
Lors des applications de l’approximation d’Unsöld, le dénominateur effectif peut être choisi de
différentes manières : à partir du premier potentiel d’ionisation[191], pour reproduire une valeur ex-
périmentale, ou à partir des considérations de perturbatives[192]. Ces choix présentent leurs limites
lorsque l’on considère la quantité de la fonction de réponse approximée sur l’ensemble de la gamme
de fréquence.
5.2 Technique de l’énergie effective
Une approche alternative, potentiellement exacte, a été proposée par Berger et. al. [193, 194]
sous la forme d’un dénominateur effectif qui est fréquence-dépendant. Cette technique porte le nom
d’approximation du dénominateur effectif (Effective Energy Denominator : EED). La dérivation de
Berger et. al. est faite dans le cadre de la physique du solide, donc en espace réciproque. Je montre
ici une étude du sujet en espace réel.
On utilise une forme de la fonction de réponse χ qui nous sera pratique dans la suite. Cette
forme est dérivée dans la section A.6.3, et s’écrit (se souvenir que la quantité iη+ que l’on voit dans
l’Annexe tend in fine vers zéro et n’est présente que pour justifier certains raisonnements, voir A.6.1
et surtout A.6.2) :
χ(r1, r2; iω) =
∑
α,0
{nα(r1)n∗α(r2)
iω −Ωα +
n∗α(r1)nα(r2)
−iω −Ωα
}
= χ+(r1, r2; iω) + χ−(r1, r2; iω), (5.2.1)
où l’on observe la propriété suivante : χ∗+(r1, r2;−ω) = χ−(r1, r2;ω). Ainsi, la procédure que l’on
va décrire dans la suite peut être appliquée à χ+ et χ−. Ceci générerait, comme on va le voir dans la
suite, une série d’objets Ωnn± , Ω
n j
± , etc. . . qui sont tous liés par le même type de relation qui lie χ±. Il
semble plus pédagogique de travailler sous l’hypothèse d’orbitales réelles, où on a n∗α(r2) = nα(r2)
et où on peut écrire :
χ(r1, r2; iω) =
∑
α,0
nα(r1)nα(r2)
{ 1
iω −Ωα +
1
−iω −Ωα
}
= 2Re
{∑
α,0
nα(r1)nα(r2)
iω −Ωα
}
, (5.2.2)
et d’appliquer le procédure directement à χ 
∑
α,0
nα(r1)nα(r2)
iω−Ωα .
La procédure est donc la suivante : on définit le dénominateur effectif (l’EED) Ωnn(r1, r2, iω) par
la relation :
χ(r1, r2; iω) =
∑
α,0 nα(r1)nα(r2)
iω −Ωnn(r1, r2, iω) , (5.2.3)
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qui donne une nouvelle expression (en principe exacte) de la fonction de réponse. Grâce à cette
formulation, on peut utiliser la résolution de l’identité au numérateur et obtenir la fonction de réponse
comme une valeur moyenne sur l’état fondamental (voir section 5.3) pourvu, bien sur, que Ωnn soit
connu.
Notons que l’énergie effective Ωnn(r1, r2, iω) dépend à la fois des deux coordonnées qui sont im-
pliquées dans la fonction réponse, ainsi que de la fréquence y. Cette dépendance peut être considérée
comme une généralisation naturelle d’une observation rapportée dans la littérature à propos des uti-
lisations diverses de l’approximation de Unsöld : il n’existe pas une énergie d’excitation moyenne
pour un système donné ; il faut dériver ou ajuster des énergies effectives séparément pour les diffé-
rentes composantes de la polarisabilité statique, pour la polarisabilité moyenne, pour l’estimation du
coefficient de dispersion, etc. . . [192].
Avec cette méthode, ce qu’il faut trouver à présent c’est une expression exacte pour l’EED, et
un cadre pour l’obtenir par des approximations successives. Une relation intéressante est obtenue
en multipliant l’équation (5.2.3) de chaque côté par (iω −Ωnn(r1, r2, iω)) puis en multipliant chaque
terme de la somme sur les états excités à droite du signe égal par 1 = iω−Ωαiω−Ωα :
(iω −Ωnn(r1, r2, iω)) χ(r1, r2; iω) =
∑
α,0
nα(r1)nα(r2)
iω −Ωα (iω −Ωα), (5.2.4)
qui se simplifie en :
Ωnn(r1, r2, iω) χnn(r1, r2; iω) =
∑
α,0
nα(r1)nα(r2)Ωα
iω −Ωα  χ
n j
(5.2.5)
La nouvelle quantité obtenue à la droite de l’équation (5.2.5) ressemble à une fonction de ré-
ponse : on la désigne par χn j, tandis que la fonction réponse de densité de charge a été désignée
comme χnn.
L’idée est d’appliquer la même procédure de manière répétée pour obtenir une hiérarchie
d’objets χnn, χn j . . . , Ωnn,Ωn j . . . , ouvrant ainsi la porte à un cadre précis où approximer
χnn.
Ainsi on définit un deuxième EED sur la  quasi-fonction de réponse  χn j :
χn j(r1, r2; iω) =
∑
α,0 nα(r1)nα(r2)Ωα
iω −Ωn j(r1, r2, iω) , (5.2.6)
conduisant au même type de relation que nous avons vu dans l’équation (5.2.5) :
Ωn j(r1, r2, iω)χn j(r1, r2; iω) =
∑
α,0
nα(r1)nα(r2)ΩαΩα
iω −Ωα , (5.2.7)
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qui, à son tour, définit une nouvelle fonction χ j j pour laquelle on peut écrire :
χ j j(r1, r2; iω) =
∑
α,0
nα(r1)nα(r2)ΩαΩα
iω −Ωα =
∑
α,0 nα(r1)nα(r2)ΩαΩα
iω −Ω j j(r1, r2; iω) , (5.2.8)
et ainsi de suite : la procédure itérative peut continuer ad infinitum.
5.3 Expression des numérateurs
Une observation attentive des numérateurs des équations (5.2.3) (5.2.6) et (5.2.8) va nous per-
mettre de montrer que l’on peut les exprimer comme des valeurs moyennes sur l’état fondamental,
c’est-à-dire que l’on peut s’affranchir de la connaissance du spectre de l’hamiltonien pour les cal-
culer. Je fais également émerger des relations avec les règles de somme[195], un aspect qui est plus
développé Annexe E.5.
Comme il a déjà été vu, par exemple équation (4.4.1), le numérateur de la définition du premier
EED, équation (5.2.3), va s’écrire :
∑
α,0
nα(r1)nα(r2) =
1
2
∑
α,0
〈0|nˆ(r1)|α〉 〈α|nˆ(r2)|0〉 + 〈0|nˆ(r2)|α〉 〈α|nˆ(r1)|0〉
=
1
2
(〈nˆ(r1)nˆ(r2)〉 − n(r1)n(r2) + 〈nˆ(r2)nˆ(r1)〉 − n(r2)n(r1))
=
1
2
(〈δnˆ(r1)δnˆ(r2)〉 + 〈δnˆ(r2)δnˆ(r1)〉) , (5.3.1)
où 〈unionsq〉 désigne une valeur moyenne sur l’état fondamental, 〈0|unionsq|0〉. Ainsi le numérateur s’écrit en
fait (voir Annexe E.5) :
S nn(r1, r2) =
1
2
(
S −1(r1, r2) + S −1(r2, r1)
)
(5.3.2)
J’ai désigné ce numérateur par S nn, de sorte que l’on peut écrire l’équation (5.2.3) d’une manière
abrégée :
χnn =
S nn
iω −Ωnn (5.3.3)
Concernant le numérateur de l’équation (5.2.6), on considère que :
∑
α,0
nα(r1)nα(r2)Ωα =
1
4
∑
α,0
〈0|nˆ(r1)|α〉
(
〈α|nˆ(r2)|0〉Ωα
)
+
(
Ωα 〈0|nˆ(r1)|α〉
)
〈α|nˆ(r2)|0〉
+ 〈0|nˆ(r2)|α〉
(
〈α|nˆ(r1)|0〉Ωα
)
+
(
Ωα 〈0|nˆ(r2)|α〉
)
〈α|nˆ(r1)|0〉 , (5.3.4)
98
Expression des numérateurs
où l’on utilise le théorème hyperviriel[196, 197] (voir en Annexe E.1 les quelques lignes qui per-
mettent de démontrer cette relation) pour écrire :
∑
α,0
nα(r1)nα(r2)Ωα =
1
4
∑
α,0
〈0|nˆ(r1)|α〉
〈
α
∣∣∣∣[Hˆ, nˆ(r2)]∣∣∣∣0〉 − 〈0∣∣∣∣[Hˆ, nˆ(r1)]∣∣∣∣α〉 〈α|nˆ(r2)|0〉
+ 〈0|nˆ(r2)|α〉
〈
α
∣∣∣∣[Hˆ, nˆ(r1)]∣∣∣∣0〉 − 〈0∣∣∣∣[Hˆ, nˆ(r2)]∣∣∣∣α〉 〈α|nˆ(r1)|0〉
=
1
4
(〈[
nˆ(r1),
[
Hˆ, nˆ(r2)
]]
+
[
nˆ(r2),
[
Hˆ, nˆ(r1)
]]〉)
, (5.3.5)
où [unionsq,unionsq] est un commutateur. On utilise, pour passer de la première à la deuxième ligne, le fait que〈[
Hˆ, nˆ(r)
]〉
= 0 pour appliquer une résolution de l’identité. On montre dans les Annexes E.2 et E.3
que le commutateur est lié à la divergence de la densité de courant :
[
Hˆ, nˆ(r2)
]
= i∇r2 · jˆ(r2). Ceci
explique la notation unionsqn j utilisée pour la fonction de réponse χn j ; je désigne d’ailleurs ce numérateur
par S n j :
S n j(r1, r2) =
1
2
(
S 0(r1, r2) + S 0(r2, r1)
)
, (5.3.6)
et on écrit :
χn j =
S n j
iω −Ωn j (5.3.7)
Dans les développements de l’EED dans l’espace réciproque, ce commutateur est travaillé de
sorte à faire sortir deux termes différents (voir par exemple les équations (6) à (9) de [193] et (6) à
(10) de [194]) : le lecteur trouvera dans l’Annexe E.4 une discussion sur le lien entre ces dérivations
et l’expression de notre commutateur en fonction de la densité de courant.
De manière analogue, le théorème hyperviriel sur le numérateur de l’équation (5.2.8) nous permet
d’écrire :
∑
α,0
nα(r1)nα(r2)ΩαΩα =
1
2
∑
α,0
(
Ωα 〈0|nˆ(r1)|α〉
)(
〈α|nˆ(r2)|0〉Ωα
)
+
(
Ωα 〈0|nˆ(r2)|α〉
)(
〈α|nˆ(r1)|0〉Ωα
)
= −1
2
∑
α,0
〈
0
∣∣∣∣[Hˆ, nˆ(r1)]∣∣∣∣α〉 〈α∣∣∣∣[Hˆ, nˆ(r2)]∣∣∣∣0〉 + 〈0∣∣∣∣[Hˆ, nˆ(r2)]∣∣∣∣α〉 〈α∣∣∣∣[Hˆ, nˆ(r1)]∣∣∣∣0〉
= −1
2
〈[
Hˆ, nˆ(r1)
] [
Hˆ, nˆ(r2)
]
+
[
Hˆ, nˆ(r2)
] [
Hˆ, nˆ(r1)
]〉
, (5.3.8)
qui se réduit à une moyenne sur l’état fondamental pour les mêmes raisons que précédemment.
Ce numérateur est appelé S j j pour des raisons qui sont à présent évidentes, et on peut écrire (voir
Annexe E.5) :
S j j(r1, r2) =
1
2
(
S 1(r1, r2) + S 1(r2, r1)
)
, (5.3.9)
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d’où :
χ j j =
S j j
iω −Ω j j (5.3.10)
On a dérivé une série d’objets connus (S nn, S n j et S j j) qui permettent d’exprimer les premières
approximations d’une séquence hiérarchique potentiellement exacte par de simples moyennes sur
l’état fondamental, c’est-à-dire sans connaître l’ensemble des états excités (mais pourvu que l’on
soit capable de calculer les EED Ωnn, etc. . . ).
Toutefois, il serait trop tôt pour se réjouir : d’une part, le théorème hyperviriel, que nous avons
évoqué lors des dérivations n’est valable que pour les solutions exactes de l’équation de Schrödinger,
d’autre part les calculs de ces moyennes sur l’état fondamental sont loin d’être triviaux à effectuer,
car nous avons affaire à des opérateurs à deux électrons, venant de produits d’opérateurs mono-
électroniques. Avant aborder la question d’un cadre pratique de l’utilisation de ces moyennes sur
l’état fondamental, je vais montrer comment clore cette série des approximations successives de
l’EED.
5.4 Approximations des EED
L’objet d’intérêt ici est χnn ; les numérateurs S nn, S n j et S j j sont connus et les dénominateurs
effectifs Ωunionsq sont les éléments qu’il nous faut approximer. Les définitions les plus explicites des EED
sont obtenues lorsque l’on considère, par exemple pour Ωnn :
Ωnn =
χn j
χnn
=
S n j
S nn
iω −Ωnn
iω −Ωn j , (5.4.1)
dans laquelle, à nouveau, on peut exprimer explicitement Ωnn et Ωn j pour écrire :
Ωnn =
S n j
S nn
iω − S
n j
S nn
iω −Ωnn
iω −Ωn j
iω − S
j j
S n j
iω −Ωn j
iω −Ω j j
, (5.4.2)
dans une procédure que l’on peut répéter à l’envi pour obtenir une hiérarchie d’expressions (exactes)
pour Ωnn. Une approximation de premier ordre pour Ωnn est obtenue en posant Ωnn ≈ Ωn j dans
(5.4.1) :
Ωnn(1) =
S n j
S nn
, (5.4.3)
et une approximation de deuxième ordre est obtenue en posant Ωnn ≈ Ωn j ≈ Ω j j dans (5.4.2) :
Ωnn(2) =
S n j
S nn
iω − S
n j
S nn
iω − S
j j
S n j
(5.4.4)
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Remarquons que dans cette approximation d’ordre deux, l’EED comporte une dépendance ex-
plicite et non triviale à la fréquence.
5.5 Évaluation de la fonction réponse non-interagissante
D’un point de vue plus pratique, on peut chercher à mettre en place des expressions calculables
pour les numérateurs, et pour les fonctions de réponse. Dans une perspective d’applications pour
calculer l’énergie de corrélation RPA par une approche matrice diélectrique, l’objet central qui nous
intéresse est la fonction réponse non-interagissante. Ainsi, l’hamiltonien devient l’hamiltonien Kohn-
Sham ou Kohn-Sham généralisé, éventuellement l’opérateur Hartree-Fock ; la somme sur les états
excités se simplifie comme une sommation sur des orbitales virtuelles.
Deux approches s’offrent à nous : dans une première approche, on travaille sur la fonction de
réponse avec sa dépendance explicite aux coordonnées r1 et r2 et on dégage des EED qui dépendent
des coordonnées : Ω(r1, r2) ; dans une deuxième approche, on applique la procédure des EED di-
rectement à un objet qui est la fonction de réponse écrite sur la base des orbitales atomiques et on
obtient des EED qui dépendent des bases : Ωµν,σρ (au lieu de dépendre des coordonnées).
On considère dans les deux cas la fonction de réponse suivante :
χ(r1, r2; iω) = 2Re
{∑
ia
φ∗i (r1)φa(r1)φ
∗
a(r2)φi(r2)
iω −Ωia
}
(5.5.1)
5.5.1 Approche avec une EED dépendante des coordonnées
Considérons l’objet χ(i) défini de la manière suivante :
χ(r1, r2; iω) = 2Re
{∑
i
∑
a
φ∗i (r1)φa(r1)φ
∗
a(r2)φi(r2)
iω −Ωia
χ(i)
}
(5.5.2)
La procédure EED que l’on connaît bien à présent, appliquée à χ(i), se résume aux équations
suivantes :
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χ(i)(r1, r2; iω) =
φ∗i (r1)
(∑
a φa(r1)φ∗a(r2)
)
φi(r2)
iω −Ω(i)(r1, r2, iω)
Ω(i)(r1, r2, iω)χ(i)(r1, r2; iω) =
∑
a
φ∗i (r1)φa(r1)φ
∗
a(r2)φi(r2)Ωia
iω −Ωia = Y
(i)(r1, r2; iω)
Y (i)(r1, r2; iω) =
φ∗i (r1)
(∑
a φa(r1)Ωiaφ∗a(r2)
)
φi(r2)
iω − Ω˜(i)(r1, r2, iω)
etc . . . ,
(5.5.3)
où l’on évite soigneusement d’utiliser les dénominations  nn ,  n j , etc. . . Comme précédem-
ment, une première approximation de l’EED est :
Ω(i)(r1, r2, iω) =
φ∗i (r1)
(∑
a φa(r1)Ωiaφ∗a(r2)
)
φi(r2)
φ∗i (r1)
(∑
a φa(r1)φ∗a(r2)
)
φi(r2)
, (5.5.4)
ce qui produit une première approximation de la fonction de réponse :
χ(i)(r1, r2; iω) =
φ∗i (r1)
(∑
a φa(r1)φ∗a(r2)
)
φi(r2)
iω − φ
∗
i (r1)
(∑
a φa(r1)Ωiaφ∗a(r2)
)
φi(r2)
φ∗i (r1)
(∑
a φa(r1)φ∗a(r2)
)
φi(r2)
= φ∗i (r1)

∑
a φa(r1)φ∗a(r2)
iω −
∑
a φa(r1)Ωiaφ∗a(r2)∑
a φa(r1)φ∗a(r2)
 φi(r2)
(5.5.5)
Les quantités qui contiennent les sommations sur les états virtuels peuvent être écrites dans une
base d’orbitales atomiques :
∑
a
φa(r1)φ∗a(r2) =
∑
µν
∑
a
caµcaνχµ(r1)χ∗ν(r2) =
∑
µν
Qνµχµ(r1)χ∗ν(r2), (5.5.6)
et :
∑
a
φa(r1) (a − i) φ∗a(r2) =
∑
µν
∑
a
caµcaνaχµ(r1)χ∗ν(r2) − i
∑
µν
∑
a
caµcaνχµ(r1)χ∗ν(r2)
=
∑
µν
(
S−1FQ − iQ
)
νµ
χµ(r1)χ∗ν(r2) (5.5.7)
L’expression finale de la première approximation de la fonction de réponse est avec cette ap-
proche :
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χ(i)(r1, r2; iω) =
∑
µν
∑
λσ
χ∗λ(r1)χµ(r1)c
∗
iλ
∑
µν Qνµχµ(r1)χ∗ν(r2)
iω −
∑
µν
(
S−1FQ − iQ
)
νµ
χµ(r1)χ∗ν(r2)∑
µν Qνµχµ(r1)χ∗ν(r2)

ciσχ∗ν(r2)χσ(r2)
(5.5.8)
On peut constater que cette stratégie n’est pas très adaptée aux applications numériques car la
quantité définie par l’équation (5.5.8) ne se prête pas aux techniques d’intégrations analytiques et
l’inévitable intégration numérique risque d’être coûteuse.
5.5.2 Approche avec fonctions de base atomiques
Avec cette approche, on cherche directement à faire émerger une expression de la fonction de
réponse dans la base des orbitales atomiques :
χ(r1, r2; iω) = 2Re
{∑
µν
∑
λσ
∑
ia
c∗iµcaνc
∗
aλciσ
iω −Ωia

Πµν,λσ(iω)
χ∗µ(r1)χν(r1)χ
∗
λ(r2)χσ(r2)
}
(5.5.9)
On applique la procédure des EED directement à Πµν,λσ(iω) :
Πµν,λσ(iω) =
∑
ia c∗iµcaνc
∗
aλciσ
iω − Ω˜µν,λσ(iω)
Ω˜µν,λσ(iω)Πµν,λσ(iω) =
∑
ia
c∗iµcaνc
∗
aλciσΩia
iω −Ωia = Υµν,λσ(iω)
Υµν,λσ(iω) =
∑
ia c∗iµcaνc
∗
aλciσΩia
iω − ˜˜Ωµν,λσ(iω)
etc . . .
(5.5.10)
Ainsi la première approximation de l’élément de matrice de la fonction de réponse est :
Πµν,λσ(iω) =
∑
ia c∗iµcaνc
∗
aλciσ
iω −
∑
ia c∗iµcaνc
∗
aλciσΩia∑
ia c∗iµcaνc
∗
aλciσ
(5.5.11)
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À nouveau, on peut écrire les quantités qui impliquent les sommations dans la base des orbitales
atomiques :
∑
i
ciσc∗iµ
∑
a
caνc∗aλ = PσµQνλ∑
i
ciσc∗iµ
∑
a
caνc∗aλa −
∑
i
ciσc∗iµi
∑
a
caνc∗aλ = Pσµ
(
S−1FQ
)
νλ
−
(
S−1FP
)
σµ
Qνλ (5.5.12)
Ainsi on écrit pour Π :
Πµν,λσ(iω) =
PσµQνλ
iω −
Pσµ
(
S−1FQ
)
νλ
−
(
S−1FP
)
σµ
Qνλ
PσµQνλ
(5.5.13)
5.5.3 Illustration numérique : polarisabilité dynamique à fréquence imaginaire
Une fois que l’on a établi cette équation, on peut éventuellement l’utiliser dans l’expression de la
polarisabilité dynamique dépendante de la fréquence, à une fréquence imaginaire, c’est-à-dire dans :
ααβ(iω) = 2Re
{∑
µν
∑
λσ
∑
i
∑
a
c∗iµcaνc
∗
aλciσ
ω −Ωia
 〈µ |rα| ν〉 〈λ ∣∣∣rβ∣∣∣σ〉}
= 2
∑
µν
∑
λσ
Re
{
Πµν,λσ(iω) 〈µ |rα| ν〉
〈
λ
∣∣∣rβ∣∣∣σ〉}, (5.5.14)
On propose plutôt la procédure suivante : considérons l’expression de la polarisabilité :
ααβ(iω) = 2Re
∑
i
∑a
〈i|rˆα|a〉
〈
a
∣∣∣rˆβ∣∣∣i〉
iω −Ωia

αi,αβ(iω)
(5.5.15)
On obtient, en appliquant la procédure EED à αi,αβ(iω), l’expression suivante :
αi,αβ(iω) =
S˜ nni,αβ
iω − Ω˜i,αβ
, (5.5.16)
où S˜ nni,αβ n’est pas tout à fait similaire au numérateur S
nn que l’on a rencontré précédemment (on
contracte ici directement avec les opérateurs position rˆα une quantité qui dépend des orbitales occu-
pées) ; la similitude est cependant évidente.
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Les approximations d’ordre un et deux de Ω˜i,αβ sont :
Ω˜
(1)
i,αβ =
S˜ n ji,αβ
S˜ nni,αβ
et : Ω˜(2)i,αβ =
S˜ n ji,αβ
S˜ nni,αβ
ω −
S˜ n ji,αβ
S˜ nni,αβ
ω −
S˜ j ji,αβ
S˜ n ji,αβ
(5.5.17)
On est en mesure de calculer les objets S˜ nni,αβ, S˜
n j
i,αβ, et S˜
j j
i,αβ par des opérations matricielles simples
à partir des matrices P, S−1F, et X, Y et Z.
On présente ainsi aux figures 5.1 et 5.2 des applications numériques de polarisabilité dynamique
dépendante de la fréquence, à une fréquence imaginaire, c’est-à-dire des applications numériques de
l’objet α(iω). On montre des calculs d’approximation à l’ordre un et à l’ordre deux avec des orbitales
occupées canoniques et localisées par le critère de Boys ; ces calculs sont faits avec MOLPRO à partir
de la procédure décrite juste au-dessus.
On compare dans chaque figure les comportements en fonction de la fréquence des composants
xx (en bleu), yy (en rouge) et zz (en vert) ainsi que de la moyenne sphérique (en noir) des polarisabili-
tés de l’éthylène C2H4 calculées dans la base vDz. On trouve des résultats similaires avec le benzène
C6H6. On calcule également une polarisabilité que l’on considère référente et qui est obtenue par
sommation explicite sur les états virtuels dans un cadre Uncoupled Hartree-Fock.
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Table 5.1: Comparaison des composantes xx (en bleu), yy (en rouge) et zz (en vert) ainsi que des
moyennes sphériques (en noir, à droite) des polarisabilités dépendantes de la fréquence, à fréquence
imaginaire, approximée à l’ordre un (en pointillé fin) et deux (en pointillé plus large) selon l’ap-
proximation EED. Toutes les comparaisons sont à lire en fonction de la polarisabilité référente cor-
respondante, montrée en trait plein.
Dans la figure 5.1 sont montrés les comportements de : l’approximation d’ordre un (en poin-
tillé fin), l’approximation d’ordre deux (en pointillé plus large) et la polarisabilité référente (en trait
plein). On voit que ces deux approximations reproduisent très bien la forme de la polarisabilité tout
au long de la gamme de fréquence. Notons que, comme on l’a vu dans les développements de l’ap-
proximation EED, l’approximation de l’ordre deux du dénominateur effectif dépend explicitement
de la fréquence.
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Table 5.2: Comparaison des composantes xx (en bleu), yy (en rouge) et zz (en vert) ainsi que des
moyennes sphériques (en noir, à droite) des polarisabilités dépendantes de la fréquence, à fréquence
imaginaire, approximée à l’ordre un selon l’approximation EED avec des orbitales canoniques (en
pointillé fin) et localisées selon le critère de Boys (en pointillé plus large). Toutes les comparaisons
sont à lire en fonction de la polarisabilité référente correspondante, montrée en trait plein.
On montre dans la figure 5.2 les résultats de calculs approximés à l’ordre un réalisés avec des
orbitales canoniques (en pointillé fin) ou locales (en pointillé plus large). À nouveau la polarisabilité
référente est donnée en trait plein, et à nouveau on voit que le choix des orbitales influe peu sur la
qualité des résultats.
5.6 Conclusion
Dans ce chapitre on montre une adaptation à l’espace réel de la technique dite du dénominateur
effectif (EED), qui est développée dans l’espace réciproque par Berger et. al.. Au cours de cette
adaptation, on montre que les numérateurs qui émergent sont des règles de sommes qui sont bien
connues dans la littérature. On dérive également des moyens de calculer la fonction de réponse
approximée par la méthode de l’EED et on montre quelques résultats numériques sur le sujet. Le
but à terme est bien entendu le calcul de l’énergie de corrélation sans avoir à utiliser explicitement
d’orbitales virtuelles ; en cela on rejoint l’objectif poursuivi dans le chapitre 3 lorsque l’on a dérivé
les équations RPA dans la base des POO.
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Chapitre 6
Gradients analytiques des énergies
RSH-RPA
On dérive ici les équations qui permettent de calculer le gradient de l’énergie
RSH+RPA, c’est-à-dire de l’énergie courte-portée RSH et longue-portée RPA. La déri-
vation d’un gradient RPA est une nouveauté de cette thèse, tout comme la dérivation tout-
en-un d’un gradient d’une énergie mêlant courte- et longue-portée. Le travail de Chabbal,
Leininger et Stoll portant sur la dérivation d’un gradient RSH-(L)MP2, et qui semble être
le seul dans la littérature à donner un gradient d’une énergie à séparation de portée, pro-
pose une dérivation basée sur une modification du gradient MP2 sans séparation de portée.
Notre formulation offre une dérivation claire et tout-en-un des couplages entre les contri-
butions courte- et longue-portée de l’énergie RSH-RPA. Notons que, parallèlement à notre
travail, le groupe de Helgaker a dérivé des gradients RPA pour une fonction d’onde de
référence de type Hartree-Fock (voir [198]).
On rappelle pour commencer les bases du formalisme Lagrangien, que l’on utilise pour
dériver le gradient RSH-RPA : à partir de l’énergie RSH-RPA qui n’est pas variationnelle,
l’idée est simplement de se rapporter à un objet variationnel, et donc plus facile à ma-
nier. On cherche à établir des formules analytiques du gradient de l’énergie RSH-RPA, où
l’énergie RPA est exprimée dans sa formulation avec équations de "Riccati " (ring CCD),
que l’on rappelle ici. Au cours de la dérivation, de nouvelles équations émergent pour le
calcul des différentes composantes du gradient, notamment une équation CP-RPA, simi-
laire aux équations Coupled Perturbed habituellement rencontrées lorsque l’on dérive des
gradients. À nouveau, ce chapitre est à lire en coordination avec l’Annexe F, qui offre des
détails des dérivations.
On peut mettre en avant un parallèle entre les gradients RSH-RPA et les gradients
RSH-MP2 . Une façon de voir ce parallèle est de dire que les gradients RSH-RPA sont une
généralisation des gradients RSH-MP2, ou les gradients RSH-MP2 un cas particulier des
gradients RSH-RPA. Cette observation est utilisée pour implémenter les gradients RSH-
RPA dans MOLPRO, dont on présente quelques premiers résultats.
[NOTE: Ce travail a depuis fait l’objet d’une publication : Analytical Energy Gradients
in Range-Separated Hybrid Density Functional Theory with Random Phase Approximation. B.
Mussard, P. Szalay, J.G. Ángyán, J. Chem. Theory Comput. 10 1968-1979 (2014)]
Gradients analytiques des énergies RSH-RPA
6.1 Formalisme Lagrangien
Le calcul de gradients analytiques d’énergies de corrélation a été initié par les travaux de Pople
et. al. [199] et on peut retrouver les avancées théoriques les plus importantes sur le sujet aux ré-
férences[200–205]. On introduit ici notamment le formalisme Lagrangien[206–210] utilisé dans la
suite, et qui donne le cadre général pour la dérivation de gradients d’énergies de méthodes non va-
riationnelles.
Considérons une énergie E qui dépend de paramètres V et T et qui, aux paramètres corrects V∗
et T∗, prend une valeur voulue E[V∗,T∗] = E. On a distingué ici les paramètres stationnaires V
et les paramètres non stationnaires T. Les paramètres stationnaires sont déterminés en annulant la
dérivée de l’énergie ∂E
∂V = 0, c’est-à-dire que les paramètres corrects V
∗ avec lesquels il faut calculer
l’énergie sont ceux qui donnent : ∂E
∂V
∣∣∣
V=V∗ = 0. Les paramètres non stationnaires sont déterminés par
d’autres conditions R[T] = 0, c’est-à-dire que les paramètres corrects avec lesquels il faut calculer
l’énergie, T∗, sont ceux qui annulent les règles : R[T∗] = 0.
On cherche à obtenir la dérivée de l’énergie par rapport à une perturbation x, dEdx . Il nous faut
alors bien comprendre de quelles manières l’énergie dépend de la perturbation. L’énergie dépend
de la perturbation de manière directe, à travers l’hamiltonien, et de manière implicite à travers les
paramètres de la fonction d’onde (V etT). On écrit donc l’énergie E  E[x,V(x),T(x)], et la dérivée :
dE
dx
=
∂E
∂x
+
∂E
∂V
∂V
∂x
+
∂E
∂T
∂T
∂x
(6.1.1)
La dépendance de l’hamiltonien est en fait une dépendance des fonctions de bases, c’est-à-dire
de hµν, (µν|σρ), et des recouvrements S µν. Considérant ces dépendances, le gradient s’écrit :
dE
dx
=
∂E
∂h
h(x) +
∂E
∂(µν|σρ) (µν|σρ)
(x) +
∂E
∂S
S(x) +
∂E
∂V
V(x) +
∂E
∂T
T(x), (6.1.2)
où la notation en exposant A(x) dénote la dérivée par rapport à une perturbation, évaluée au point où
la perturbation est nulle (au point où la fonction d’onde est optimisée, où les quantités telles que les
intégrales, les paramètres. . . sont calculées) :
A(x) =
dA
dx
∣∣∣∣∣
x=0
(6.1.3)
Le calcul de V(x) n’est jamais nécessaire ( ∂E
∂V = 0) et , avec une méthode de calcul de l’énergie
totalement stationnaire (pas de paramètre T), le gradient s’écrit simplement :
dE
dx
=
∂E
∂h
h(x) +
∂E
∂(µν|σρ) (µν|σρ)
(x) +
∂E
∂S
S(x), (6.1.4)
où h(x), (µν|σρ)(x) et S(x) sont des dérivées de l’hamiltonien de cœur, des intégrales bi-électroniques et
de la matrice de recouvrement. L’équation (6.1.4) est connue sous le nom de théorème de Hellmann-
Feynman généralisé[211, 212], et n’est bien sûr valable que pour des méthodes de calcul de l’éner-
gie totalement stationnaires, comme mentionné plus haut. Avec une méthode de calcul de l’énergie
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contenant des paramètres T, en revanche, la non stationnarité ∂E
∂T , 0 oblige à effectuer d’une ma-
nière ou d’une autre le calcul de T(x). Le mieux est alors d’utiliser un formalisme Lagrangien[206,
207, 209] (voir figure 6.1) :
L[V,T, z] = E[V,T] + zR[T], (6.1.5)
où chaque règle pour déterminer les paramètres non stationnaires est introduite avec un multiplica-
teur de Lagrange inconnu, z. Tous les paramètres du Lagrangien (les paramètres de l’énergie V et T
et le nouveau paramètre z) sont trouvés en imposant la stationnarité du Lagrangien :
∂L
∂T
=
∂E
∂T
+ z
∂R
∂T
= 0
∂L
∂V
=
∂E
∂V
= 0
∂L
∂z
= R[T] = 0
(6.1.6a)
(6.1.6b)
(6.1.6c)
Ces trois équations stationnaires apportent chacune des informations importantes sur le forma-
lisme Lagrangien : les équations (6.1.6b) et (6.1.6c) montrent que les paramètres corrects de l’énergie
sont calculés de la même manière dans le formalisme Lagrangien que lorsque l’on travaille avec la
fonctionnelle E[V,T], c’est-à-dire que le Lagrangien est une fonctionnelle de la même théorie que
l’énergie, et ne définit pas une nouvelle théorie. Ainsi, la stationnarité des paramètres du Lagrangien
fournira les même paramètres V∗ et T∗ du calcul de l’énergie.
L’équation (6.1.6a) est une nouvelle équation qui émerge du formalisme Lagrangien ; elle
permet de calculer le multiplicateur de Lagrange de telle manière que le Lagrangien soit
stationnaire par rapport aux paramètres T.
Ainsi, aux paramètres corrects (V∗ et T∗, qui proviennent de la fonctionnelle de l’énergie, et z∗,
qui assurent la stationnarité (6.1.6a)), on a :
L[V∗,T∗, z∗] = E[V∗,T∗] + z∗R[T∗] = E (6.1.7)
Et le gradient est simplement :
dL
dx
=
dE
dx
=
∂L
∂h
h(x) +
∂L
∂(µν|σρ) (µν|σρ)
(x) +
∂L
∂S
S(x) +
∂L
∂V
V(x) +
∂L
∂T
T(x) +
∂L
∂z
z(x)
=
∂L
∂h
h(x) +
∂L
∂(µν|σρ) (µν|σρ)
(x) +
∂L
∂S
S(x), (6.1.8)
où, comme on l’a vu plus haut, h(x), (µν|σρ)(x) et S(x) sont des quantités bien connues.
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e´nergie
e´nergie
(c)(b)(a)
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parame`tre
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lagrangien
E[V]
E[T]
T TV
L[T]
E[T]
R[T] = 0
Figure 6.1: Comportement de l’énergie E d’une méthode avec des paramètres (a) stationnaires
(les paramètres corrects pour le calcul de l’énergie sont ceux qui annulent la dérivée) et (b) non
stationnaires (les paramètres corrects pour le calcul de l’énergie doivent être définis par une règle
autre qu’une procédure d’annulation de la dérivée, R[T] = 0). Je montre en (c) la construction du
Lagrangien L[T], qui est égal à l’énergie aux paramètres corrects pour le calcul de l’énergie, et qui
est stationnaire par rapport aux paramètres de l’énergie.
6.2 Lagrangien RSH-RPA
Dans la suite, je dérive un gradient de l’énergie totale RSH-RPA E par un formalisme Lagrangien.
La dérivation d’un gradient RPA est un travail original de cette thèse ; de plus la dérivation d’un
gradient d’une énergie RSH+énergie de corrélation longue-portée  n’a jamais été faite en utilisant
un Lagrangien contenant par construction tous les termes courte- et longue-portée.
On rappelle que l’énergie totale dans un cadre RSH s’écrit :
E = ESR,LRRSH + E
LR
c (6.2.1)
6.2.1 Expression de l’énergie RSH
On trouvera qu’il est pratique, dans un tel contexte, d’exprimer l’énergie RSH avec des fo-
ckiennes courte- et longue-portée :
ERSH =
〈
d(0)f
〉
+ ∆DC =
〈
d(0)fLR
〉
+ ∆LRDC +
〈
d(0)fSR
〉
+ ∆SRDC, (6.2.2)
où les termes  ∆DC  sont les termes de double comptage. Dans ce chapitre, on ne rencontrera plus
de problématique où il est bon de distinguer les traces  Tr(unionsq)  et  tr(unionsq) . On utilise la notation
plus compacte vue ci-dessus :  〈unionsq〉  tr(unionsq) . On a :
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fLR = h + gLR
[
d(0)
]
∆LRDC = −
1
2
〈
d(0)gLR
[
d(0)
]〉
avec :
gLR
[
d(0)
]
pq
= d(0)rs
(
〈pr|qs〉LR − 1
2
〈ps|rq〉LR
) (6.2.3)
Et où on peut dériver une f SR en considérant que :
ESRHxc =
ˆ
dr F(ξ(r)), (6.2.4)
où ξ est un vecteur contenant toutes les dépendances envisageables pour une fonctionnelle de la
densité, c’est-à-dire où ξ = {ξA} = {ρα,∇ρα∇ρβ, . . .}. On a alors :
f SRab =
∑
A
ˆ
dr
∂F
∂ξA
∂ξA
∂d(0)ab
(6.2.5)
Observons le terme
〈
d(0)fSR
〉
:
〈
d(0)fSR
〉
=
∑
A
ˆ
dr
∂F
∂ξA
 ∂ξA
∂d(0)ab
d(0)ab
 , (6.2.6)
qui n’est pas en général égal à ESRHxc : on a donc ∆
SR
DC = E
SR
Hxc −
〈
d(0)fSR
〉
. La définition en terme de
fockienne courte-portée est donc purement formelle, mais est utile dans la suite de la dérivation.
6.2.2 Expression de l’énergie RPA
Dans l’équation (6.2.1), l’énergie de corrélation longue-portée est ici une énergie RPA, et plus
spécifiquement une énergie RPA exprimée dans la formulation avec équations de "Riccati ". On
rappelle que dans cette formulation, on dispose des énergies suivantes :
EdRPA-I-Riccatic =
1
2
tr
{
1BdRPA 1T
}
(6.2.7)
EdRPA-I-SOSEXc =
1
2
tr
{
1BRPAx 1T
}
, (6.2.8)
avec les amplitudes :
0 = 1BdRPA + 1BdRPA 1T + 1T 1BdRPA + 1T 1BdRPA 1T + ε 1T + 1Tε, (6.2.9)
et :
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ERPAx-II-Riccatic =
1
4
tr
{
1BRPAx 1T + 3 3BRPAx 3T
}
(6.2.10)
ERPAx-II-SO2c =
1
2
tr
{
1BdRPA 1T
}
(6.2.11)
ERPAx-II-SO1c =
1
2
tr
{
1BRPAx
(
1T − 3T
)}
, (6.2.12)
avec les amplitudes :
0 = 1BRPAx + 1A′RPAx 1T + 1T 1A′RPAx + 1T 1BRPAx 1T + ε 1T + 1Tε
0 = 3BRPAx + 3A′RPAx 3T + 3T 3A′RPAx + 3T 3BRPAx 3T + ε 3T + 3Tε
(6.2.13)
On peut aussi considérer la version RPAX2 (voir section 2.6) :
ERPAX2c =
1
2
tr
{
1BdRPA 1T
}
, (6.2.14)
avec les amplitudes :
0 = 1BRPAx + 1BRPAx 1T + 1T 1BRPAx + 1T 1BRPAx 1T + ε 1T + 1Tε (6.2.15)
6.2.3 Lagrangien total
La structure du Lagrangien associé à l’énergie totale RSH-RPA dans un cadre Riccati est :
L = ESR,LRRSH + ELRRPA + règles (6.2.16)
Les règles à ajouter au Lagrangien sont :
- les équations de Riccati correspondant à la version de RPA choisie : R(C,T) = 0,
- l’orthogonalité des orbitales moléculaires : C†SC − 1 = 0, où C sont les coefficients orbita-
laires,
- le théorème de Brillouin, qui ne concerne que les éléments ai (orbitales virtuelles-occupées)
de la matrice de Fock : (f)ai = 0,
Ces règles sont respectivement associées aux multiplicateurs de Lagrange (inconnus) λ, x et z.
Le Lagrangien s’écrit donc :
L[C, x, z,T,λ] =
〈
d(0)f
〉
+ ∆DC + ERPAc + 〈λR(C,T)〉 +
〈
x(C†SC − 1)
〉
+ 〈zf〉 (6.2.17)
(on définit zi j = zab = 0 pour pouvoir écrire une formulation matricielle compacte).
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Comme voulu dans le formalisme du Lagrangien, les conditions stationnaires du Lagrangien par
rapport à ses multiplicateurs :
∂L
∂λ
= R(C,T) = 0
∂L
∂x
= C†SC − 1 = 0
∂L
∂zai
= fai = 0,
(6.2.18)
assurent que l’on a bien défini un objet de la méthode RSH-RPA, et non pas une autre. Les conditions
stationnaires par rapport aux paramètres non stationnaires de l’énergie vont fournir de nouvelles
équations déterminant les multiplicateurs de Lagrange.
6.3 Conditions stationnaires
Les conditions stationnaires par rapport aux amplitudes T sont très simples à dériver (peu de
termes dépendent de T dans (6.2.17)) :
∂L
∂T
= Q(T)λ + λQ(T)† = −I†, (6.3.1)
et fournissent λ avec des équations très proches des équations de Riccati qui définissent T. L’expres-
sion de la matrice Q(T) dépend des équations de Riccati choisies pour le calcul et la matrice I de la
formule de l’énergie considérée (voir la section 6.2.2).
Les conditions stationnaires par rapport aux coefficients des orbitales C, en revanche, demandent
une longue dérivation. Dans toutes les versions des équations de Riccati et de l’énergie, on peut
toujours réécrire les termes suivants comme :
ERPAc + 〈λR(C,T)〉 = 〈KM〉 +
〈
K′N
〉
+ 〈JO〉 + 〈λεT + λTε〉 , (6.3.2)
où je distingue les contributions liées aux intégrales K, K′, et J des contributions liées à la matrice
de Fock présentent dans la matrice ε :
〈λεT + λTε〉 = λia, jb( fbcδ jk − f jkδbc)Tkc,ia + λia, jbT jb,kc( fcaδki − fkiδca)
= λia, jbT jc,ia fbc − λia, jbTkb,ia f jk + λia, jbT jb,ic fca − λia, jbT jb,ka fki
= {T,λ}cb fbc − {T,λ}k j f jk + {λ,T}ac fca − {λ,T}ik fki (6.3.3)
=
〈
d(2)f
〉
, (6.3.4)
où j’introduis à la fois d(2) :
113
Gradients analytiques des énergies RSH-RPA
(
d(2)
)
i j
= − (Tλ + λT)ia, ja = − {T,λ}i j − {λ,T}i j(
d(2)
)
ab
= (Tλ + λT)ia,ib = {T,λ}ab + {λ,T}ab(
d(2)
)
ai
= 0,
(6.3.5)
et la notation d’une sorte de  trace incomplète , qui dépend encore de deux indices parmi ceux qui
composent les super-indices de deux matrices X et Y :
{X,Y}i j = Xia,kcYkc,ja
{X,Y}ab = Xia,kcYkc,ib
(6.3.6)
Cette réécriture n’est pas utile en amont, car elle rendrait plus compliquée la dérivation des
conditions de stationnarité par rapport aux amplitudes T, mais elle permet ici d’écrire le Lagrangien
en factorisant les termes qui dépendent des coefficients C, facilitant la dérivation des conditions
stationnaires. Le Lagrangien s’écrit en effet à présent :
L =
〈(
d(0) + z + d(2)
)
f
〉
+ ∆DC + 〈KM〉 + 〈K′N〉 + 〈JO〉 + 〈x(C†SC − 1)〉 (6.3.7)
Une dérivation minutieuse de chacun de ces termes par rapport à une rotation V des coefficients
C, détaillée dans l’Annexe F, permet d’écrire :
∂L
∂Vi j
= 2
(
fd(2) + fd(0) +gLR
[
z + d(2)
]
d(0) + WSR
[
z + d(2)
]
d(0) + {K,M} + {K′,N} + {J,O} + x)
i j
∂L
∂Va j
= 2
(
fz +gLR
[
z + d(2)
]
d(0) + WSR
[
z + d(2)
]
d(0) +
{
K,M
}
+
{
K
′
,N
}
+
{
J,O
}
+ x
)
a j
∂L
∂Vib
= 2
(
fz +
{
K,M
}
+
{
K
′
,N
}
+
{
J,O
}
+ x
)
ib
∂L
∂Vab
= 2
(
fd(2) + {K,M} + {K′,N} + {J,O} + x)
ab
,
(6.3.8)
où, dans un souci d’exhaustivité, on montre les structures de chaque élément de matrice (i j, a j, ib,
et ab). Les différences dans les expressions s’expliquent par la structure des matrices qui composent
le Lagrangien (voir Annexe F.5). Dans la suite, on rassemble les éléments qui ne dépendent ni de x
ni de z dans la matrice Θ et les éléments qui dépendent de z dans la matrice Θ˜(z), de sorte que la
condition de stationnarité du Lagrangien par rapport à la rotation des coefficients C s’écrit :
1
2
∂L
∂V
= Θ + Θ˜(z) + 2x = 0 (6.3.9)
C’est l’équation qui nous servira pour déterminer les multiplicateurs z et x.
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6.4 Multiplicateurs z et x
Le multiplicateur de Lagrange x est hermitien, on peut donc écrire à partir de (6.3.9) :Θ −Θ† + Θ˜(z) − Θ˜(z)† = 0Θ +Θ† + Θ˜(z) + Θ˜(z)† = −4x (6.4.1a)(6.4.1b)
La première équation est une sorte d’équation CP-RPA[200, 213–215] (Coupled Perturbed RPA)
dont uniquement la partie virtuelle-occupée (ai) est à considérer. En effet, on peut montrer que les
blocs occupée-occupée i j et virtuelle-virtuelle ab de Θ et Θ˜(z) sont hermitiens ; et de toutes les
manières, seul zai nous intéresse. On ne doit donc résoudre que
(
Θ −Θ† + Θ˜(z) − Θ˜(z)†
)
ai
= 0,
c’est-à-dire :
(
Θ −Θ† + fz − zf + 4gLR [z] + 4WSR [z]
)
ai
= 0 (6.4.2)
Une fois z connu, l’équation (6.4.1b) fournit x.
Le formalisme qui est développé ici contraste avec la démarche suivie par Chabbal et. al. [216],
où les gradients de méthodes de type séparation de portée (RSH+(L)MP2) ont été dérivés à partir
du gradient MP2 sans séparation de portée , et ensuite accommodés pour la longue-portée. La partie
courte-portée correspondant à un gradient DFT n’était rajoutée qu’ultérieurement, terme par terme.
La théorie que je développe ici prend le chemin d’une dérivation tout-en-un du gradient total courte-
et longue-portée. Notamment, l’émergence de l’objet WSR [z], l’analogue courte-portée de gLR [z],
montre une synergie claire entre la dérivation des parties courte- et longue-portée du gradient de
l’énergie (voir l’Annexe F.4).
De plus, on peut séparer dans le bloc i j de x (1) les termes provenant de la dérivation de la partie
du gradient provenant de l’énergie RPA longue-portée et (2) les termes émergeant de la dérivation
de la partie du gradient qui vient de l’énergie RSH de référence. En d’autres termes, on peut écrire
(voir l’équation (6.4.1b) pour trouver la formule pour x et l’équation (6.3.8) pour l’origine des termes
2(fd(0))i j + 2(d(0)f)i j) :
−4(x)i j = −4(xRPA)i j + 2(fd(0))i j + 2(d(0)f)i j
(x)i j = (xRPA)i j − 2(f)i j, (6.4.3)
où l’on reconnaît le terme du multiplicateur de Lagrange trouvé dans les dérivations d’énergies de
référence.
Une fois les équations (6.3.1), (6.4.2) et (6.4.1b) résolues pour λ, z et x, on connaît entièrement le
Lagrangien, stationnaire par rapport à tous les paramètres de l’énergie RSH-RPA, et égal à l’énergie
RSH-RPA aux paramètres T∗ et C∗ de l’énergie RSH-RPA.
6.5 Gradient analytique RSH-RPA
J’obtiens alors un gradient total (voir Annexe F.6) :
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E(x)RSH+RPA = L(x) =
〈
D1H(x)
〉
+
(
D2 + Γ2
)
µν,ρσ
(µν|ρσ)LR(x) +
〈
XS(x)
〉
+ SR(x), (6.5.1)
où :
(D1)µν = Cµp
(
d(0) + d(2) + z
)
pq
C†qν =
(
D(0) + D(2) + Z
)
µν
(D2)µν,σρ =
(
1
2D
(0) + D(2) + Z
)
µν
D(0)ρσ −
1
2
(
1
2D
(0) + D(2) + Z
)
µρ
D(0)νσ
(Γ2)µν,σρ = CµkCν jC†cρC
†
bσ (M)ia,kc + CµkCν jC
†
bρC
†
cσ (N)ia,kc + CµkCνbC
†
jρC
†
cσ (O)ia,kc
(X)µν = Cµp(x)pqC†qν
SR(x) =
∑
A
ω(x)λ
(
F(ξA) +
∂F
∂ξA
(
ξd
(2)
A + ξ
z
A
))
+
∑
A
ωλ
∂F
∂ξA
(
ξd
(0)(x)
A + ξ
d(2)(x)
A + ξ
z(x)
A
)
+
∑
AB
ωλ
∂2F
∂ξB∂ξA
(
ξd
(2)
A + ξ
z
A
)
ξ(x)B
(6.5.2)
6.6 Discussion autour du parallèle avec le gradient RSH-MP2
La dérivation présentée dans les sections précédentes montre d’intéressants parallèles avec la
dérivation du gradient de l’énergie RSH-MP2. Concernant l’énergie MP2 sans séparation de portée,
considérons la fonctionnelle Hylleraas [156, 217] suivante :
H =
〈
ψ(1)
∣∣∣Hˆ(0) − E(0)∣∣∣ψ(1)〉 + 2 〈ψ(1)∣∣∣Hˆ∣∣∣ψ(0)〉 , (6.6.1)
où :
ψ(1) =
1
2
Tia, jbφia, jb = T˜ia, jbφ˜ia, jb
φia, jb = EˆaiEˆb jψ(0)
φ˜ia, jb =
1
6
(
2φia, jb + φib, ja
)
,
(6.6.2)
où Eˆai sont les opérateurs d’excitations à une particule bien connus, et où les objets contravariants
T˜ et φ˜[218, 219] sont introduits pour des raisons qui ne sont pas développées ici.
Les conditions de stationnarité de la fonctionnelle Hylleraas par rapport à T˜ s’écrivent :
∂H
∂T˜ia, jb
= 2
〈
φ˜ia, jb
∣∣∣Hˆ(0) − E(0)∣∣∣T˜kl,cdφ˜kl,cd〉 + 2 〈φ˜ia, jb∣∣∣Hˆ∣∣∣ψ(0)〉 = 2R˜ia, jb = 0 (6.6.3)
Une dérivation attentive montre que :
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R˜ = K + Tε + εT, (6.6.4)
et, avec E(2) = T˜ia, jb
〈
φ˜ia, jb
∣∣∣Hˆ∣∣∣ψ(0)〉 = T˜ia, jbKia, jb , que :
H = E(2) + T˜ia, jbR˜ia, jb (6.6.5)
Ainsi, lorsque les conditions stationnaires de la fonctionnelle Hylleraas par rapport aux ampli-
tudes T˜ sont respectées (i.e. lorsque R˜ = 0), la fonctionnelle Hylleraas est à la fois égale à l’énergie
MP2, E(2), et stationnaire par rapport à T˜. Ceci n’est bien évidemment rien d’autre qu’une consé-
quence de la stationnarité de la fonctionnelle Hylleraas, mais peut être vu dans un formalisme La-
grangien comme :
H  L = E(2) +
〈
λR˜
〉
, (6.6.6)
où λ = T˜ est le multiplicateur qui assure la stationnarité du Lagrangien par rapport aux amplitudes.
En d’autres termes : là où, dans le cas RPA, les équations de Riccati permettent de cal-
culer les amplitudes, et les conditions stationnaires d’un Lagrangien sont imposées dans
un deuxième temps à travers un multiplicateur de Lagrange non trivial, λ, ici, dans le cas
MP2, les amplitudes sont déterminées par la stationnarité de la fonctionnelle Hylleraas
elle-même, c’est-à-dire que dans un parallèle avec un formalisme Lagrangien, on introduit
pour s’assurer de la stationnarité un multiplicateur de Lagrange trivial (redondant) : λ = T˜.
C’est pourquoi on retrouve dans des dérivations du gradient MP2[220, 221] la quantité suivante :
L = E(2) +
〈
T˜R˜
〉
= 2
〈
T˜K
〉
+
〈
d(2)f
〉
, (6.6.7)
avec :
(
d(2)
)
i j
= −2
{
T˜,T
}
i j(
d(2)
)
ab
= 2
{
T˜,T
}
ab(
d(2)
)
ai
= 0,
(6.6.8)
qui est à comparer à la définition de d(2) dans le cas RPA, équation (6.3.5), en se souvenant qu’ici
λ = T˜. Le Lagrangien total RSH+MP2 est :
L =
〈(
d(0) + z + d(2)
)
f
〉
+ ∆DC + 2
〈
KT˜
〉
+
〈
x(C†SC − 1)
〉
, (6.6.9)
où, mise à part la définition de d(2), seuls les termes impliquant les matricesM,N etO sont différents :
c’est-à-dire que la totalité de la dérivation du gradient de l’énergie RSH-MP2 peut être vue comme
un cas particulier de RSH-RPA, ou la dérivation du gradient de l’énergie RSH-RPA comme une
généralisation de RSH-MP2.
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6.7 Implémentation et Validation
Cette (nouvelle) dérivation de gradient RSH-RPA a été implémentée dans MOLPRO [131]. Un gros
effort a été fait pour implémenter les gradients dans le  cœur de MOLPRO (par opposition à l’écriture
d’un module en périphérie de MOLPRO) de sorte que, à la suite de cette implémentation, toutes les
possibilités de MOLPRO soient disponibles pour les gradients RSH-RPA (notamment : optimisation
de géométrie, calcul de dipôle, etc. . . ). Le parallèle entre les gradients RSH-MP2 et RSH-RPA a été
utilisé, c’est-à-dire qu’une implémentation préexistante des gradients RSH-MP2[216] a été modifiée
pour permettre le calcul de gradient RSH-RPA.
On cherche ainsi à construire les objets vus équation (6.5.2), après avoir calculé les amplitudes
RPA par résolution d’une équation de Riccati et les multiplicateurs de Lagrange via les équations
(6.3.1), (6.4.2) et (6.4.1b). Chronologiquement : les matrices T et λ sont obtenues par résolution ité-
rative des équations de Riccati et de stationnarité du Lagrangien par rapport aux amplitudes (équation
(6.3.1)). Ces deux résolutions sont très semblables et ne posent pas de problème majeur. Une fois
connus ces deux éléments, on peut calculer les matrices M, N et O ainsi que la matrice d(2). À ce mo-
ment, il reste à calculer les multiplicateurs z et x, c’est-à-dire à résoudre l’équation CP-RPA (6.4.2).
L’étape capitale est la contraction des objets {K,M}, etc. . . , et, surtout,
{
K,M
}
etc. . . vus équation
(6.3.8) et qui composent la matrice Θ −Θ† utilisée dans l’équation CP-RPA. En pratique, tous ces
objets sont calculés en amont d’un calcul de gradient et sauvegardés dans des records que MOLPRO
utilise dans un calcul très classique de gradient, comme montré équation (6.5.1).
Dans l’état actuel de l’implémentation, toutes les versions de RPA qui ne contiennent pas les
intégrales bi-électroniques J, dans l’expression de l’énergie ou des équations de Riccati sont fonc-
tionnelles (c’est-à-dire : dRPA-I, SOSEX, et RPAX2). Les autres versions ne sont pas théoriquement
plus compliquées, et sont d’ailleurs prévues dans le programme, mais demandent la contraction d’ob-
jets de la forme {J,O} et surtout
{
J,O
}
dont la construction efficace reste à mettre en œuvre dans le
programme. La résolution de ce problème est une tâche prioritaire pour rendre notre implémentation
la plus générale possible.
L’implémentation en elle-même a été testée par des comparaisons à des gradients numériques
calculés avec des formules à 3- et 5-points ; les gradients analytiques coïncident tous avec une préci-
sion d’au moins 10−6 Hartree aux gradients numériques. Le temps de calcul nécessaire est, comme
attendu, grossièrement le double du temps de calcul nécessaire pour un calcul d’énergie RPA. En
terme de pourcentage du temps de calcul d’une énergie, la même différence de temps de calcul est
observée en RPA et en MP2 entre le calcul d’un gradient et le calcul d’une énergie ; également : la
même différence est observée entre un coût de calcul RPA ou MP2, qu’il s’agisse d’un calcul de
gradient ou d’énergie. Ceci tend à montrer que l’implémentation dans le  cœur  de MOLPRO permet
de s’assurer que l’on ne perd pas de temps de calcul sur un point ou l’autre de la procédure. La
majorité du temps de calcul est passé à construire les objets
{
K,M
}
et à la résolution des équations
CP-RPA (comme dans le cas d’un calcul MP2). On remarque que les convergences avec la base
sont meilleures en RSH que sans séparation de portée, en accord avec les observations faites dans la
littérature[222].
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6.8 Premiers résultats
6.8.1 Densités corrélées
Une première exploitation du développement de ces gradients est à trouver dans l’étude des den-
sités corrélées qui émergent dès l’équation (6.3.7), et que l’on trouve dans l’expression du gradient
total, équation (6.5.1) :
(
D1
)
µν
= Cµp
(
d(0) + d(2) + z
)
pq
C†qν =
(
D(0) + D(2) + Z
)
µν
(6.8.1)
Vu que l’on dispose de tous les outils pour visualiser des objets sur tout type de grille (voir
section 4.1), on peut montrer ici les structures des corrections aux densités de référence dues à la
corrélation, c’est-à-dire les structures des objets :
ncorrélée = n(0) + n(2)
∆(2)
et : ncorrélée = n(0) + n(2) + n(z)
∆(2+z)
, (6.8.2)
où n(0), n(2) et n(z) sont formées à partir des matrices densité d(0), d(2) et z. On montre figures 6.2 et
6.3 les isocontours des objets ∆(2) et ∆(2+z) pour un calcul RSH+RPA réalisé sur les molécules d’eau
et d’éthylène. On a vérifié que ces densités s’intègrent bien à zéro. À propos du signe de ces densités,
on écrit la chose suivante : si ∆ > 0 (en bleu dans la figure), cela signifie que cette zone de l’espace
est munie de  plus d’électrons (d’une densité électronique plus importante) que dans la description
de référence ; si ∆ < 0 (en rouge sur la figure), la zone subit une déplétion du nombre d’électron.
On voit donc sur la figure 6.2, qui concerne la molécule d’eau, que les électrons sont, relativement
à la référence RSH, repoussés par rapport aux noyaux et redistribués à l’extérieur de l’espace des
liaisons O-H. On trouve des conclusions similaires aux références[223, 224]. Concernant l’éthylène,
on voit également que les électrons sont éloignés des noyaux, mais ils semblent se concentrer sur la
liaison C-C dans le cas de la représentation de ∆(2) et plutôt hors de la liaison dans le cas de ∆(2+z).
Des calculs sur des dipôles et quadrupoles moléculaires au niveau RSH-dRPA-I sont en cours
sur un ensemble de systèmes étudiés récemment au niveau coupled cluster [225].
6.8.2 Optimisation de géométrie
Une bonne façon d’exploiter ces nouveaux gradients RSH+RPA est de les utiliser dans le cadre
d’optimisation de géométrie de molécules ou de complexes intermoléculaires qui présentent des
caractéristiques qui exigent un traitement fin des corrélations. Pour critiquer les résultats obtenus
on peut (1) comparer les géométries en elles-mêmes (c’est-à-dire comparer les 3N − 6 variables
indépendantes du système une à une) ou (2) dans un cadre d’interaction intermoléculaire : comparer
les énergies d’interaction obtenues après optimisation de géométrie.
Pour des raisons techniques l’optimisation de géométrie est réalisée par un optimiseur externe
qui, à chaque itération, produit de nouvelles coordonnées à partir des énergies et gradients d’un
calcul MOLPRO en utilisant des algorithmes d’optimisation quasi-Newton avec contrainte sur les co-
ordonnées internes. Les scripts de l’optimiseur sont rassemblés dans un programme appelé GADGET
développé par Bucˇko et. al. [226]. Ce programme est pensé dans l’esprit d’une interface avec VASP,
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(1) (2)
Figure 6.2: Isocontours sur trois plans de coupe des densités (1) ∆(2) et (2) ∆(2+z) formées à partir des
matrices densité d(2) et d(2) + z pour la molécule d’eau.
des scripts ont donc été écrits pendant cette thèse, en profitant des conseils de Tomáš Bucˇko, pour
traduire des input/output de sorte à pouvoir utiliser GADGET avec MOLPRO.
De manière générale j’utilise pour présenter les résultats des outils simples qu’il faut définir ici.
Pour comparer un ensemble de données {a} à un ensemble de référence {aref}, j’utilise :
Mean Absolute Error : MAE =
1
N
∑
i
∣∣∣ai − arefi ∣∣∣
Mean Signed Error : MSE =
1
N
∑
i
ai − arefi
Mean Absolute percentage Error : MA%E =
1
N
∑
i
∣∣∣∣∣∣ai − arefiarefi
∣∣∣∣∣∣
Mean Signed pperentage Error : MS%E =
1
N
∑
i
ai − arefi
arefi
(6.8.3)
Je propose des résultats d’optimisation de géométrie sur une série de petites molécules proposées,
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(1) (2)
Figure 6.3: Isocontours sur trois plans de coupe des densités (1) ∆(2) et (2) ∆(2+z) formées à partir des
matrices densité d(2) et d(2) + z pour l’éthylène.
entre autres, par Helgaker et. al. [227]. Les géométries ont été optimisées au niveau RSH+RPA, avec
la fonctionnelle d’échange-corrélation courte-portée srLDA[58, 60] et avec les versions de dRPA-I
et SOSEX (voir section 2.6). On dispose également des résultats publiés récemment par Rekkedal
et. al. [198] concernant leur dérivation des gradients dRPA-I sans séparation de portée (notons que
j’ai pu reproduire ces résultats exactement, ce qui d’une certaine manière valide également la théorie
et l’implémentation développées ici). Par soucis de comparaison homogène entre ces résultats et les
optimisations que je présente ici, tous les calculs présentés ici sont faits avec la base cc-pvQz. Ceci
étant dit, la comparaison de matériel fourni par Rekkedal et. al. tend à montrer que la convergence
des résultats des optimisations avec la base utilisée est plus rapide dans le cas des calculs RSH,
comme attendu (ceci pourrait faire l’objet d’une étude plus systématique).
On présente dans les figures 6.4 à 6.8 les longueurs de liaisons des géométries optimisées avec
ces différentes méthodes, relativement à des longueurs de liaisons considérées comme référentes, ob-
tenues par des calculs de type CCSD(T)[228]. Les liaisons montrées dans les graphes sont classées
par longueurs référentes croissantes ; toutes les erreurs relatives sont inférieures à 0.1 Ångström. On
présente figure 6.4 les longueurs de liaisons des géométries optimisées aux niveaux RHF-MP2, RHF-
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dRPA et RHF-SOSEX (c’est-à-dire sans séparation de portée). On voit que les longueurs RHF-MP2
sont quelque peu meilleures que les longueurs RHF-RPA, notamment pour les liaisons longues. Les
optimisations au niveau RHF-SOSEX sont légèrement inférieures aux optimisations RHF-dRPA.
Aux figures 6.5, 6.6 et 6.7 sont montrées des comparaisons entre les longueurs de liaisons des géo-
métries optimisées avec et sans séparation de portée, pour les méthodes MP2, dRPA et SOSEX. La
MP2 voit sa performance réduite par l’utilisation de la séparation de portée, surtout pour les liaisons
longues, alors que les résultats dRPA et SOSEX sont tous améliorés dans le cadre RSH, notamment
pour les liaisons courtes. Les méthodes dRPA et SOSEX ont exactement le même comportement. En-
fin, on présente figure 6.8 les résultats compilés des longueurs de liaisons des géométries optimisées
aux niveaux LDA-MP2, LDA-dRPA et LDA-SOSEX. On voit, comme observé par Rekkedal et. al.,
que les longueurs des liaisons F − F de F2 et O− F de HOF sont les plus éloignées de la référence ;
elles contribuent à un haut niveau aux moyennes qui seront montrées plus loin. On n’observe plus la
différence que l’on voyait dans les calculs sans séparation de portée entre MP2 et dRPA/SOSEX. La
perte de performance de MP2 et le gain de dRPA/SOSEX résultent en des qualités de longueurs de
liaisons comparables pour les trois méthodes dans le cadre de la séparation de portée. La physique
de ces liaisons s’apparente à des corrélations plutôt de courte portée, on n’est donc pas étonné de
voir que la performance des méthodes de type séparation de portée n’est pas largement meilleure que
celles des méthodes sans séparation de portée. Le but in fine sera plutôt d’utiliser les optimisations
dans le cadre d’interaction inter-moléculaires. La figure 6.9, qui montre les Mean Absolute Error et
Mean Signed Error en Ångström, ainsi que les Mean Absolute pourcentage Error et Mean Signed
pourcentage Error des longueurs de liaisons de toutes les méthodes confirment les remarques précé-
demment faites. Notons que malgré les différences que l’on énumère ici, toutes les géométries sont
au final très proches les unes des autres.
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Figure 6.4: Déviations (Å) à la référence[228] des longueurs de liaison de 16 molécules optimisées
aux niveaux RHF-MP2 (en cyan, carré plein), RHF-dRPA (en magenta, cercle plein) et RHF-SOSEX
(en jaune, triangle plein). Les liaisons sont classées par longueurs référentes croissantes.
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Figure 6.5: Déviations (Å) à la référence[228] des longueurs de liaison de 16 molécules optimisées
aux niveaux RHF-MP2 (en cyan, carré plein), et LDA-MP2 (en bleu, carré vide). Les liaisons sont
classées par longueurs référentes croissantes.
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Figure 6.6: Déviations (Å) à la référence[228] des longueurs de liaison de 16 molécules optimi-
sées aux niveaux RHF-dRPA (en magenta, cercle plein), et LDA-dRPA (en rouge, cercle vide). Les
liaisons sont classées par longueurs référentes croissantes.
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Gradients analytiques des énergies RSH-RPA
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Figure 6.7: Déviations (Å) à la référence[228] des longueurs de liaison de 16 molécules optimisées
aux niveaux RHF-SOSEX (en jaune, triangle plein), et LDA-SOSEX (en vert, triangle vide). Les
liaisons sont classées par longueurs référentes croissantes.
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Figure 6.8: Déviations (Å) à la référence[228] des longueurs de liaison de 16 molécules optimisées
aux niveaux LDA-MP2 (en bleu, carré vide), LDA-dRPA (en rouge, cercle vide) et LDA-SOSEX
(en vert, triangle vide). Les liaisons sont classées par longueurs référentes croissantes.
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Figure 6.9: Moyennes telles que définies (6.8.3) concernant les longueurs de liaisons de géomé-
tries optimisées avec les méthodes RHF-MP2, LDA-MP2 ; RHF-dRPA, LDA-dRPA et RHF-SOSEX,
LDA-SOSEX. (Si le lecteur lit une version noir et blanc : les barres sont dans le même ordre que
dans la légende.)
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Conclusion
Le travail de cette thèse a mené à divers résultats de natures très différentes, toujours autour de
développements de l’approximation de la phase aléatoire (RPA).
Du point de vue du formalisme, il a été fait une certaine unification dans la manière de voir ce
que l’on appelle les flavors de RPA (dRPA-I, dRPA-II, RPAx-I et RPAx-II) avec l’introduction de
l’ interrupteur  ξ. Également, j’ai présenté des explorations du formalisme "matrice diélectrique"
et des approximations qui peuvent y être faites. Ceci est dans la continuité de ce qui a été fait par
Ángyán et. al. [2] à propos du formalisme "connexion adiabatique". Côté programmation, cet effort
d’unification s’est traduit par un effort pour rassembler dans MOLPRO en un seul et même script (et
une seule et même syntaxe) toutes les possibilités de calculs RPA qui sont décrits dans le manus-
crit. D’un point de vue des détails de dérivations, j’ai démontré des relations qui n’avaient à notre
connaissance jamais vraiment été montrées en détail dans la littérature, comme par exemple l’in-
tégration de la formulation "matrice diélectrique", proposée par McLachlan et que le lecteur peut
voir dans l’Annexe B.3. Lors des développements des expressions de type "matrice diélectrique" de
RPA avec échange, nous sommes arrivés à une expression qui s’est avérée très proche à la méthode
RPAX2, proposée récemment par Hesselmann, et qui lui a permis d’avoir des résultats numériques
excellents sans séparation de portée. Étant donné qu’il s’agit d’un thème intéressant qui a surgit
d’une manière inattendue (comme c’est souvent le cas dans la recherche) nous n’avons pas trouvé
encore le temps pour approfondir la question du statut de la formule que nous avons identifiée et sa
performance dans un cadre avec séparation de portée. Les premiers essais n’étaient pas très convain-
cant, mais nous n’avons certainement pas fait encore le tour de la question.
On peut discerner deux travaux principaux en rapport avec les orbitales locales. D’une part, un
travail a été conduit à l’occasion d’une collaboration avec le Laboratoire de Chimie Théorique de
l’Université Pierre et Marie Curie, à Paris. Là-bas a été développée une procédure pour construire
des orbitales localisées d’un dimère à partir d’orbitales qui ont été localisées pour les monomères.
De cette manière il est possible de discerner les di-excitations qui contribuent significativement à la
contribution de la RPA à l’énergie d’interaction. À cette occasion, un programme a été écrit à partir de
codes mentionnés précédemment. Ce programme est pensé pour être interfacé avec MOLPRO et avec
des scripts écrits à Paris. Il permet de calculer une énergie RPA à partir d’une liste de di-excitations
importantes dans des bases d’orbitales locales. D’autre part, j’ai montré des développements d’or-
bitales dites  orbitales oscillantes projetées  (POO). Ces développements inédits utilisent les pro-
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priétés de ces orbitales virtuelles localisées pour écrire des versions locales des équations RPA. De
plus, grâce à une structure analytique intéressante des POO, dans le cadre d’un formalisme détaillée
dans la thèse, il est possible de s’affranchir de la connaissance explicite des orbitales virtuelles et
d’écrire une énergie de corrélation approximative, mais fort vraisemblablement bien adaptée pour le
calcul de l’énergie de dispersion, uniquement en fonction des orbitales occupées. C’est un résultat
intéressant en soi, et qui de plus ouvre la possibilité de l’élaboration de fonctionnelles de corrélation
de qualité RPA, mais qui ne nécessitent pas l’utilisation des orbitales virtuelles.
Un des volets de cette thèse concerne des réflexions dans l’espace direct, c’est-à-dire sur des
fonctions vues avec leurs dépendances aux coordonnées spatiales. Les travaux dans ce domaine ont
été doubles : d’un côté, il a été mis en place un programme capable de lire des orbitales d’un cal-
cul MOLPRO et de calculer des fonctions telles que la fonction de réponse χ, le trou d’échange hx,
la fonction de Dirac δ, etc. . . Les orbitales peuvent être fournies sur des grilles parallélépipédique,
que l’on dit "régulières", ou sur des grilles de type "DFT", et dans des fichiers formatés ou non. À
court terme, ce programme n’a été utilisé que pour générer les visualisations dans l’espace direct qui
sont montrées dans cette thèse. Un développement futur pourrait consister à repenser la construction
des grilles de type "DFT" pour échantillonner l’espace de sorte à correspondre plus aux besoins des
fonctions rencontrées dans les calculs de corrélation (c’est-à-dire l’espace entre les atomes).
D’un autre côté, je présente une adaptation à la chimie quantique de l’approche EED, développée
à l’origine par Berger et. al. dans l’espace réciproque et avec des ondes planes. Lors de ce travail
d’adaptation, j’ai pu dégager des relations intéressantes entre certains objets qui émergent lors des
dérivations et les règles de sommes des fonctions de réponse, ainsi que – d’un point de vue plus
pragmatique – des pistes pour calculer la fonction de réponse avec des éléments de matrices simples.
Cette méthode peut trouver des applications futures dans un formalisme RPA dans l’espace direct,
où le calcul de l’énergie de corrélation se ferait sans utiliser explicitement les orbitales virtuelles. On
retrouve en cela une visée déjà explorée lors la dérivation des équations RPA dans la base des POO.
Ce que l’on peut considérer comme le travail majeur de cette thèse a consisté à développer les
gradients analytiques de l’énergie de corrélation RPA dans un contexte de séparation de portée, c’est-
à-dire les gradients analytiques de l’énergie E = ESR,LRRSH + E
LR
RPA. Lorsque nous avons commencé ce
projet, il n’existait pas dans la littérature de gradients analytiques pour la RPA, et il n’existait pas non
plus de dérivation tout-en-un de gradients d’énergies avec séparation de portée. Une Communication
vient d’être publiée par le groupe de Helgaker sur les gradients RPA, avec des orbitales de référence
Hartree-Fock, qui est du point de vue formalisme le cas le plus simple, mais présente probablement
le moins d’intérêt du point de vue des applications. En utilisant le formalisme Lagrangien, j’ai pu
mettre en place une dérivation qui permet d’obtenir en une fois un gradient qui mêle des contributions
courte- et longue-portée. Au cours de la dérivation, le parallèle entre les comportements des termes
bi-électroniques courte- et longue-portée est clair et les couplages émergent naturellement. Cette
théorie a pu être implémentée dans le  cœur  de MOLPRO, c’est-à-dire d’une manière qui profite des
outils de programmation mis en place lors de précédentes implémentations des gradients corrélés,
notamment des gradients RSH-MP2. À la suite de cette programmation, les calculs de dipôle au ni-
veau RSH-RPA ainsi que les optimisations de géométrie sont du coup disponibles immédiatement.
J’ai présenté des résultats d’optimisation de géométrie aux niveaux RSH-dRPA-I et RSH-SOSEX,
ainsi que des densités corrélées au niveau RSH-dRPA-I. Il faut voir ces résultats comme une solide
validation de l’implémentation, mais le but à terme est de calculer des énergies d’interaction sur géo-
métries optimisées sur des complexes présentant des interactions faibles (complexes de l’ensemble
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S22, par exemple). Également, quelques premiers tests semblent indiquer que des résultats intéres-
sants pourraient être obtenus en faisant des calculs de dipôles.
Il est certain que beaucoup reste à faire en relation des travaux présentés dans cette thèse. Je
mentionnerais la programmation des gradients analytiques pour les variantes RPA avec échange, no-
tamment les deux versions proposées par Szabo et Ostlund, qui se montrent particulièrement efficace
pour calculer des forces intermoléculaires dans un cadre de séparation de portée. Également, il se-
rait important de poursuivre les travaux basés sur les orbitales localisées, notamment implémenter et
tester le formalisme POO numériquement. La liste des pistes à explorer pourrait être rallongée.
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Annexe A
Un contexte pour la RPA, des discussions
autour des fonctions de réponse
Cette Annexe offre au lecteur des discussions et développements autour de notions que
l’on manipule lorsque l’on dérive les équations RPA, et qui sont à la limite des habitudes
d’un chimiste théoricien. On introduit notamment le formalisme des fonctions de Green,
qui offre un cadre particulièrement adapté à la RPA et s’impose comme une méthode de
choix pour comprendre les implications physiques de l’approximation RPA. Sont succinc-
tement montrés des développements tels que l’approximation GW (que l’on trouve plutôt
en physique du solide) et l’équation de Bethe-Salpeter, centrale dans notre façon de dériver
les équations RPA. On montre également une discussion sur la nature de l’objet χ que l’on
peut rencontrer dans de nombreux contextes.
Ces développements sont indiqués dans un souci de positionner la RPA, et cette thèse,
dans un contexte plus général, mais ne sont pas démontrés dans les plus grands détails :
cette Annexe est un effort de vulgarisation d’un domaine limitrophe à la chimie théorique.
A.1 Théorème de Fluctuation-Dissipation
L’étude d’un système se fait très souvent par l’étude de sa réponse à une perturbation[229, 230].
Un système soumis à une perturbation extérieure (à une force extérieure) voit les valeurs de ses
observables dévier de leur valeur moyenne. En théorie de la réponse linéaire, on écrit la variation
de la valeur moyenne d’une observable Bˆ dans un système soumis à une perturbation F(t)Aˆ (F
est l’amplitude de la perturbation, Aˆ est l’opérateur du système auquel est couplée la perturbation)
comme :
〈B〉 (t) − 〈B〉0 =
ˆ t
−∞
χBA(t − t′)F(t′) dt′, (A.1.1)
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où l’on a défini χBA, dont la transformée de Fourier est χBA(ω). Cette fonction de réponse dépend
de l’hamiltonien à l’équilibre Hˆ0 : elle décrit la dynamique du système à l’équilibre mais, dans une
approximation linéaire, permet de connaître le comportement du système hors de son équilibre.
Le système soumis à une perturbation extérieure perd de l’énergie par dissipation et les obser-
vables retournent à leur valeur d’équilibre. Une façon de voir cela est de dire que les degrés de
liberté du système sont couplés les uns aux autres et jouent les uns pour les autres le rôle de réservoir
(thermique) qui offre une résistance à la force extérieure. Le lecteur trouvera cette explication, et les
démonstrations des équations qui sont esquissées dans la suite, par exemple dans la référence [231].
On peut montrer[231] que cette variation de l’énergie moyenne du système soumis à une perturbation
extérieure (cette dissipation) est liée à la partie imaginaire de la fonction de réponse :
∂E
∂t
∝ ω Im (χ(ω)) (A.1.2)
D’autres sources d’écart à la moyenne sont les fluctuations statistiques autour de la valeur moy-
enne, mesurées par les fonctions d’auto-corrélation telles que celles qui apparaissent équation (2.2.3).
On peut montrer[231] que ces fluctuations sont également liées à la partie imaginaire de χ :
G(ω) ∝ Im (χ(ω)) (A.1.3)
En d’autres mots, avec les équations (A.1.2) et (A.1.3), on montre que la réponse d’un système
à une force extérieure (que l’on exprime en terme de dissipation) est identique à la réponse d’un
système à une fluctuation autour de l’équilibre ; c’est-à-dire qu’un système  ne sait pas  ce qui
l’a mené à un état hors équilibre (une force extérieure ou une fluctuation spontanée autour de la
moyenne) et son évolution de retour à l’équilibre sera la même dans les deux cas : c’est ce que l’on
exprime dans le théorème de Fluctuation-Dissipation.
A.2 Introduction au formalisme des fonctions de Green
L’étude du problème à N-corps est l’étude des effets des interactions entre les N corps sur le
comportement du système à N-corps. Il s’agit d’un problème d’une grande complexité, qui est en
général insoluble. Bien souvent, les premières approches de résolution passent par la supposition de
l’absence d’interaction pure et simple, c’est-à-dire que l’on substitue au problème à N-corps compli-
qué une superposition de N problèmes à un corps, très simples. Ces suppositions, dites de  champ
moyen , donnent étonnement de bon résultats, malgré la sévérité de l’approximation. Cependant, ce
qu’il reste à décrire, la partie qui est perdue dans l’approximation, est physiquement très importante.
La théorie quantique des champs offre une manière unifiée et systématique pour attaquer le pro-
blème à N-corps, et ce dans tous les domaines où il peut émerger. Elle propose une nouvelle des-
cription, c’est-à-dire propose de substituer l’étude du problème de N particules réelles en interaction
par l’étude de N particules fictives, que l’on appelle  quasi-particules , qui sont (presque) sans
interaction. En d’autres termes : on observe que le système des corps réels interagissant fortement
est bien décrit par un système de corps fictif interagissant faiblement. (Rappelons-nous que l’on a
mentionné plus haut que, en effet, les résultats obtenus avec l’approximation (drastique) de particule
sans interaction sont  bons .)
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Une bonne manière de comprendre l’efficacité de cette description est de considérer le comporte-
ment et les évènements entourant le déplacement d’une particule réelle. Lorsqu’une particule réelle
se déplace dans le système à N-corps en interaction attractive (on peut faire globalement le même
raisonnement pour une interaction répulsive, bien évidemment), elle emporte avec elle un  nuage 
de ses plus proches voisins, avec lesquels elle est en forte interaction. Ce nuage écrante la particule
à la vue des autres particules du système. Il est donc plus pertinent d’étudier directement le com-
portement des quasi-particules (les particules et leur nuage), qui interagissent entre elles bien plus
faiblement que les particules réelles : on peut considérer que leurs comportements sont indépendants
les uns des autres. Dans divers domaines de la physique, l’interaction entre les particules réelles est
appelée interaction  nue , là où l’interaction entre quasi-particules est appelée interaction  effec-
tive ,  habillée , ou :  renormalisée .
Dans un système à N particules, et dans une description en terme de quasi particules, chaque
particule est à la fois au cœur d’une quasi particule et membre des nuages de plusieurs autres quasi
particules. Ainsi, une étude du système des quasi particules risque de prendre en compte les parti-
cules réelles plus d’une fois. Il est plus simple de définir une description en terme de quasi particules
dans un contexte où l’on ajoute une particule réelle au système et où l’on observe et décrit le mou-
vement de cette particule supplémentaire dans le système. On peut aussi étudier la propagation d’un
 trou , c’est-à-dire l’évolution d’une situation où l’on a enlevé une particule au système.
Dans une telle description, les quasi-particules ont des propriétés propres : elles ont, ou peuvent
avoir, une masse effective, une charge effective, etc. . . et ont, donc, également une énergie propre. On
donne le nom de self-energy (Σ) à la différence entre l’énergie d’une quasi-particule et l’énergie d’une
particule  nue . Une explication que l’on peut donner pour le nom de self-energy est la suivante :
la particule nue interagit avec le système à N-corps, génère ainsi le nuage qui l’entoure, et le nuage
interagit avec la particule nue, modifiant son comportement. En un sens : la particule interagit avec
elle-même via le système à N-corps et ce faisant change sa propre énergie d’une quantité Σ.
Dans la suite je présente ces formalismes peut-être peu connus du lecteur chimiste théoricien. De
bonnes références à lire sur le sujet seront, par exemple, les chapitres des livres [229, 230, 232–236]
et les références [237, 238].
A.3 Fonctions de Green
On introduit la fonction de Green à une particule[234, 237–240] :
iG1(1, 2) = 〈N0| T
[
ψˆ1ψˆ
†
2
]
|N0〉
= Θ(t1 > t2) 〈N0| ψˆ1ψˆ†2 |N0〉 − Θ(t1 < t2) 〈N0| ψˆ†2ψˆ1 |N0〉 ,
(A.3.1)
où | N0 〉 est l’état fondamental à N particules du système, l’opérateur de Wick T ordonne les opérateurs
qui le composent en temps décroissants (l’opérateur qui agit temporellement en premier est à droite).
Les opérateurs sont des opérateurs en seconde quantification, de création (ψˆ†) et d’annihilation (ψˆ) ;
les variables d’espace-temps sont contractées en 1  (x1, t1), et on note Θ(t1 > t2) la fonction de
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Heaviside qui vaut un pour t1 > t2. Cette formulation permet de traiter les électrons et les trous de la
même manière.
On peut atteindre une interprétation de la fonction de Green en utilisant la représentation en in-
teraction des opérateurs[234, 237], où la dépendance temporelle est exprimée explicitement comme
ψˆ1 = eiHˆt1 ψˆx1 e
−iHˆt1 :
iG1(1, 2) = Θ(t1 > t2) 〈 N0 | eiHˆt1 ψˆx1 e−iHˆt1 eiHˆt2 ψˆ†x2 e−iHˆt2 | N0 〉
− Θ(t1 < t2) 〈 N0 | eiHˆt2 ψˆ†x2 e−iHˆt2 eiHˆt1 ψˆx1 e−iHˆt1 | N0 〉
= Θ(t1 > t2)eiEN,0(t1−t2) 〈 N0 | ψˆx1 e−iHˆ(t1−t2)ψˆ†x2 | N0 〉
− Θ(t1 < t2)e−iEN,0(t1−t2) 〈 N0 | ψˆ†x2 eiHˆ(t1−t2)ψˆx1 | N0 〉 , (A.3.2)
où l’on voit que la fonction de Green représente, pour un temps t1 supérieur à t2, l’amplitude de
probabilité de l’événement suivant : création d’un électron en x2 (ψˆ†x2 ), propagation de cet électron de
t2 à t1 (e−iHˆ(t1−t2)) et destruction de l’électron en x1 (ψˆx1 ). Il s’agit donc de l’amplitude de probabilité
de trouver au temps t1 et en x1 un électron crée en x2 au temps t2. De la même manière, pour un
temps t2 supérieur à t1, la fonction de Green est la probabilité de trouver au temps t2 et en x2 un trou
crée en x1 au temps t1. Avec cette réécriture, on voit bien également que la fonction de Green ne
dépend que de la différence τ des deux temps t1 et t2 :
G1(1, 2)  G1(x1, x2; τ) (A.3.3)
On peut prouver que la fonction de Green à une particule est intimement liée à la densité à une
particule[234, 237, 238], et que l’on peut donc obtenir les observables de l’état fondamental comme
des moyennes de fonction de Green 〈G1(1, 2)〉. Mais toutes les informations du système ne sont pas
contenues dans la fonction de Green à une particule : les phénomènes dûs à des couplages électron-
trou sont perdus, les phénomènes dûs aux corrélations entre particules sont perdus. On peut écrire de
manière plus générale des fonctions de Green à N particules, liées aux densités à N particules :
Gn(1→ 2n)  (−i)n 〈 N0 | T
[
ψˆ1 . . . ψˆnψˆ
†
n+1 . . . ψˆ
†
2n
]
| N0 〉 (A.3.4)
A.4 Équations de Dyson et de Hedin, Approximation GW
A.4.1 Hiérarchie des fonctions de Green
Les équations de propagation des opérateurs de création et d’annihilation, appliquées aux Gn
nous donnent une hiérarchie d’équations de propagation des fonctions de Green[232, 238, 239], où
la fonction de Green à une particule dépend de la fonction de Green à deux particules, qui dépend de
la fonction de Green à trois particules, etc. . . On cherche à tronquer cette hiérarchie en exprimant
la fonction de Green à deux particules en fonction de la fonction de Green à une particule. Plus
précisément : on modifie l’équation de propagation de G1 (A.4.1) pour obtenir l’équation de Dyson
(A.4.2)[232, 233, 237–240] :
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[
i∂t1 − h(x1)
]
G1(1, 2) + i
ˆ
v(1, 3)G2(1, 3; 2, 3) = δ(1, 2) (A.4.1)
⇔ [i∂t1 − h(x1)]G1(1, 2) − ˆ Σ(1, 3)G1(3, 2) = δ(1, 2), (A.4.2)
où la  self-energy  Σ rend compte de tous les effets portés par G2. Une interprétation de Σ émerge
si l’on considère un système sans effet de couplage de deux particules, dont la fonction de Green à
une particule Gtronquée1 obéit à l’équation de propagation :
[
i∂t1 − h(x1)
]
Gtronquée1 (1, 2) = δ(1, 2) (A.4.3)
On retrouve ici une définition des fonctions de Green plus classique dans d’autre domaine de la
physique : Gtronquée1 (1, 2)
−1 =
[
i∂t1 − h(x1)
]
. L’équation de Dyson se réécrit alors schématiquement :
G1 = G
tronquée
1 + G
tronquée
1 Σ G1, (A.4.4)
et la self-energy se comprend comme la connexion entre le système sans effet de couplage de deux
particules et le système réel décrit par G1. Tous les effets d’interactions sont inclus dans Σ, c’est-à-
dire les effets d’interaction de Coulomb, les effets d’échange et de corrélation : Σ  ΣHxc = vh + ΣXC.
A.4.2 Approximation GW
L’enjeu est ensuite bien sûr de trouver une expression de la self-energy exacte et un cadre où
l’approximer. On trouve satisfaction dans une théorie des perturbations, que je vais présenter dans
la suite de manière très succincte : les notations ne seront pas détaillées en profondeur, les lois
d’intégrations ne seront pas redémontrées, les dépendances ne seront pas surveillées avec attention.
Le but ici est simplement de comprendre d’où vient l’approximation faite sur Σ, et ses conséquences
dans le cadre de la RPA. Le lecteur intéressé trouvera de bonnes revues sur le sujet dans la littérature,
entre autres dans la référence [237]. On ajoute au système une perturbation U dépendante du temps,
et on définit le potentiel :
V = U + vh = U − i
ˆ
v G1, (A.4.5)
dont la présence force à redéfinir les fonctions de Green (non détaillé ici). Une dérivation attentive
des nouvelles fonctions de Green permet rapidement d’obtenir la formule de Schwinger :
∂G1
∂U
= −G2 + G1G1, (A.4.6)
dont on comprend immédiatement la portée : cette équation permet d’exprimer la fonction de Green
à deux particules exclusivement en fonction de fonctions de Green à une particule. Insérée dans
l’équation (A.4.1) et (A.4.2), elle donne en effet :
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ΣXC = i
ˆ
v
∂G1
∂U
G−11
1↓
= −i
ˆ
v G1
∂G−11
∂U
2↓
= −i
ˆ
v G1
∂G−11
∂V
∂V
∂U
= i
ˆ
G1 W Γ˜, (A.4.7)
où la loi 1 est la  loi de l’inverse  et la loi 2 est la  chain-rule , deux lois d’analyse fonctionnelle
bien connues. Cette équation définit les objets Γ˜ et W :
Γ˜ = −∂G
−1
1
∂V
Dyson avec
ΣV+ΣXC↓
= −∂G
tronquée,−1
1
∂V
+
∂V
∂V
+
∂ΣXC
∂V
1+2↓
= δδ +
ˆ
∂ΣXC
∂G1
G1 Γ˜ G1, (A.4.8)
et :
W =
ˆ
v
∂V
∂U
def de
V+2↓
= v − i
ˆ
v
∂G1
∂V
v
∂V
∂U
= v +
ˆ
v χ˜ W, (A.4.9)
où :
χ˜ = −i∂G1
∂V
1↓
= i
ˆ
G1
∂G−11
∂V
G1 = −i
ˆ
G1 Γ˜ G1, (A.4.10)
est la polarisabilité irréductible du système, c’est-à-dire la réponse du système -de G1- à une pertur-
bation V . La dénomination  irréductible  souligne le fait que χ˜ est définie par rapport à V , là où
une polarisabilité  réductible  peut être définie comme χ = −i ∂G1
∂U .
Il est intéressant de se pencher sur la définition de W. Il s’agit du potentiel v écranté par l’inverse
de la fonction diélectrique : ε−1 = ∂V
∂U . Comme on l’a vu dans l’introduction, l’interaction entre les
quasi particules est bien plus faible (elle est quasi nulle) que l’interaction entre les particules réelles :
W est plus faible que le v.
On a donc une collection de cinq objets (ΣXC et G1, et Γ˜, χ˜ et W) qui ont émergés dans la
dérivation et de cinq équations ((A.4.4), (A.4.8), (A.4.10), (A.4.9), (A.4.7)) que l’on peut
faire tourner dans une procédure SCF jusqu’à convergence, c’est-à-dire jusqu’à obtenir
l’exacte self-energy.
Ce schéma, proposé par Hedin[241], est une théorie des perturbations dont la composante de base
est le potentiel écranté W, qui est beaucoup plus faible que le potentiel v : une série en puissance de W
converge beaucoup plus rapidement qu’une théorie des perturbations en puissance de v. (Cette idée
n’est pas sans lien avec le modèle de Hubbard[242] en physique du solide). De fait, l’approximation
la plus répandue consiste à faire un unique cycle
(
Σ
guess
XC ,G
guess
1
)
→
(˜
Γ, χ˜,W
)
→
(
ΣnewXC ,G
new
1
)
. Avec
une self-energy de départ ΣguessXC = 0, on obtient :
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
G1 = G
tronquée
1
Γ˜ = δδ
χ˜ = −iG1 G1 = χIP
W = v − i
ˆ
v G1 G1 W
ΣnewXC = iG W,
(A.4.11)
où l’expression de la self-energy ainsi obtenue donne son nom à l’approximation : GW.
A.5 Équation de Bethe-Salpeter, Approximation du noyau
Dans les cas où la fonction de Green à deux particules est effectivement nécessaire (dans le cas
de couplage électron-trou par exemple), on utilise une équation similaire à l’équation de Dyson :
l’équation de Bethe-Salpeter[243]. Considérons la polarisabilité  réductible , en portant attention
cette fois aux dépendances :
χ(1, 2; 1′, 2′) = −i∂G1(1, 1
′)
∂U(2′, 2)
= iG2(1, 2; 1′, 2′) − iG1(1, 1′)G1(2, 2′) (A.5.1)
Cette équation est du plus grand intérêt d’un point de vue physique : χ est un objet à 4
points, définit à la fois (voir l’équation (A.4.6)) comme la réponse (linéaire) d’un système
à une perturbation extérieure et (voir l’équation (A.5.1)) comme la différence entre le mou-
vement couplé d’un électron et d’un trou et leur mouvement indépendant. On voit ici les
prémisses d’une utilisation dans un cadre de théorème de fluctuation dissipation
On peut procéder comme précédemment et dériver l’équation de Bethe-Salpeter[80, 237, 240]
de la manière simplifiée suivante :
χ
1↓
= i
ˆ
G1
∂G−11
∂U
G1
Dyson avec
ΣU+vh+ΣXC↓
= i
ˆ
G1
∂
(
Gtronquée,−11 − U − vh − ΣXC
)
∂U
G1
2↓
= −iG1 G1 − i
ˆ
G1
∂ (vh + ΣXC)
∂G1
∂G1
∂U
G1 = χIP +
ˆ
χIP K χ, (A.5.2)
où l’on retrouve la polarisabilité à particules indépendantes χIP qui apparaît (à deux points) dans
l’équation (A.4.11), et où l’on définit le noyau K = i ∂(vh+ΣXC)
∂G1
à partie de la self-energy totale, c’est-
à-dire du potentiel de Hartree et de la self-energy d’échange-corrélation. On voit que l’équation de
Bethe-Salpeter est une sorte d’équation de Dyson pour la polarisabilité à 4 points[80], et que le noyau
K joue le même rôle que la self-energy : il connecte le système à particules indépendantes représenté
par χIP au système réel. On représente schématiquement l’équation de Bethe-Salpeter :
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χ = χIP + χIP K χ (A.5.3)
Comme précédemment avec la self-energy, le noyau doit être approximé, c’est-à-dire la dérivée
de ΣXC doit être approximée : il semble naturel d’utiliser l’approximation mise en place pour ΣXC,
i.e. l’approximation GW, où ΣXC = 0. Ceci mène à un noyau qui ne contient que le terme de Hartree,
et est appelé TD-H, ou : RPA, que l’on appelle ici direct-RPA (dRPA).
KRPA(1, 2; 3, 4) = i∂vh(3)δ(3, 4)
∂G1(4, 2)
= v(1, 4) δ(1, 3)δ(2, 4) (A.5.4)
(voir définition de vh, équation (A.4.5)). Dans ce cas, les  δ  qui émergent vont réduire l’équa-
tion de Bethe-Salpeter (A.5.2) à une équation d’objets à deux points. Une approximation moins
sévère consiste à inclure un terme d’échange, ce qui donne un noyau :
KRPAx(1, 2; 3, 4) = i∂ (vh + ΣX)
∂G1
= v(1, 4) δ(1, 3)δ(2, 4) − v(1, 3) δ(1, 4)δ(2, 3) (A.5.5)
Il s’agit de l’approximation TD-HF, ou : RPA-échange (RPAx).
Ainsi l’approximation RPA sur le noyau de l’équation de Bethe-Salpeter est similaire à
l’approximation GW sur la self-energy de l’équation de Dyson et consiste à négliger to-
talement toutes contributions autres que Hartree. L’approximation RPA-échange (RPAx)
consiste à inclure un terme d’échange dans la self-energy, c’est-à-dire dans le noyau de
l’équation de Bethe-Salpeter.
A.6 Fonctions de réponse
A.6.1 Représentations de Lehmann
La représentation spectrale dans le contexte du formalisme des fonctions de Green est appelé
 représentation de Lehmann . Pour obtenir la représentation de Lehmann de la fonction de Green
à une particule[234, 237, 240], on insère dans l’équation (A.3.1) la complétude d’une base d’états à
M particules dans leurs états fondamental ou excités n,
∑
M,n | Mn 〉 〈 Mn | = 1. Du fait des opérateurs de
création/annihilation, seuls les états | N+1n 〉 (resp. | N−1n 〉) survivent pour τ > 0 (resp. τ < 0) :
iG1(1, 2) =
∑
n
Θ(τ > 0) 〈 N0 | ψˆ1 | N+1n 〉 〈 N+1n | ψˆ†2 | N0 〉
− Θ(τ < 0) 〈 N0 | ψˆ†2 | N−1n 〉 〈 N−1n | ψˆ1 | N0 〉 (A.6.1)
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La représentation en interaction des opérateurs donne :
iG1(x1, x2; τ) =
∑
n
Θ(τ > 0)e−i(EN+1,n−EN,0)τ 〈 N0 | ψˆx1 | N+1n 〉 〈 N+1n | ψˆ†x2 | N0 〉
− Θ(τ < 0)e−i(EN,0−EN−1,n)τ 〈 N0 | ψˆ†x2 | N−1n 〉 〈 N−1n | ψˆx1 | N0 〉 , (A.6.2)
dont la transformée de Fourier est :
G1(x1, x2;ω) =
∑
n
〈 N0 | ψˆx1 | N+1n 〉 〈 N+1n | ψˆ†x2 | N0 〉
ω − (EN+1,n − EN,0) + iη+ + 〈
N
0 | ψˆ†x2 | N−1n 〉 〈 N−1n | ψˆx1 | N0 〉
ω − (EN,0 − EN−1,n) − iη+ (A.6.3)
On a utilisé :
ˆ ∞
−∞
dt Θ(τ > 0)e−iετeiωτ =
i
ω − ε + iη+
et :
ˆ ∞
−∞
dt Θ(τ < 0)e−iετeiωτ =
−i
ω − ε − iη+ ,
(A.6.4)
qui s’explique lorsque l’on comprend, par exemple pour la première relation, que ei(ω−ε)τ = eiRe(ω−ε)τ
e−Im(ω−ε)τ est intégrable analytiquement si Im (ω − ε) et τ ont le même signe. Ici, vu la présence de
la fonction de Heaviside, si Im (ω − ε) > 0. Ainsi l’apparition des éléments ±iη+ est due à la nature
physique de G1 et à la scission entre le traitement de la propagation d’un électron pour τ supérieur à
0 et le traitement de la propagation d’un trou pour τ inférieur à 0[229].
On adopte la notation de Feynman, où η+ implique la présence d’une limite : η+  lim
η+→0
. Il faut
ainsi comprendre que les pôles de la première fraction de l’équation (A.6.3) sont EN+1,n −EN,0 − iη+,
c’est-à-dire sont les différences d’énergie EN+1,n − EN,0 décalées à partir de l’axe des réels dans le
plan complexe inférieur, et ceci simplement pour justifier certains raisonnements, avant de prendre
η+ → 0. Une plus ample discussion sur la présence et la signification de η+ est donnée section A.6.2.
Considérons à présent la représentation de Lehmann de χIP(1, 2; 1′, 2′) = −iG1(1, 2′)G1(2, 1′).
On procède de la même manière que précédemment, c’est-à-dire que l’on insère des bases complètes
pour obtenir (on peut aussi utiliser directement les représentations de Lehmann dérivées plus haut) :
iχIP(1, 2; 1′, 2′) = Θ(τ > 0) 〈 N0 | ψˆ1ψˆ†2′ | N0 〉 〈 N0 | ψˆ†1′ ψˆ2 | N0 〉+ Θ(τ < 0) 〈 N0 | ψˆ†2′ ψˆ1 | N0 〉 〈 N0 | ψˆ2ψˆ†1′ | N0 〉
(A.6.5)
En explicitant les coordonnées d’espace et de temps, on a :
iχIP(x1, x2; x1′ , x2′ ; τ) = Θ(τ > 0)e−i(EN+1,n−EN,0−EN,0+EN−1,0)τ
〈 N0 | ψˆx1 | N+1n 〉 〈 N+1n | ψˆ†x2′ | N0 〉 〈 N0 | ψˆ†x1′ | N−1n 〉 〈 N−1n | ψˆx2 | N0 〉
+ Θ(τ < 0)ei(EN+1,n−EN,0−EN,0+EN−1,0)τ
〈 N0 | ψˆx2′ | N−1n 〉 〈 N−1n | ψˆ†x1 | N0 〉 〈 N0 | ψˆ†x2 | N+1n 〉 〈 N+1n | ψˆx1′ | N0 〉 (A.6.6)
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L’équation (A.6.5) montre que χIP décrit la propagation simultanée d’un électron et d’un trou.
La transformée de Fourier de (A.6.6) est (avec des définitions évidentes pour f ) :
χIP(x1, x2; x1′ , x2′ ;ω) =
fN+1(x1) fN−1(x1′ ) f ∗N+1(x2′ ) f
∗
N−1(x2)
ω − (EN+1,n − EN,0) − (EN,0 − EN−1,0) + iη+
− fN+1(x2) fN−1(x2′ ) f
∗
N+1(x1′ ) f
∗
N−1(x1)
ω +
(
EN+1,n − EN,0) − (EN,0 − EN−1,0) − iη+ ,
(A.6.7)
où, à nouveau, les ±iη+ sont une conséquence de la nature de χIP.
Notons que χIP = −iG1G1 n’est pas encore bien définie puisque l’on a pas choisi de fonction de
Green à une particule en particulier. En choisissant les fonctions de Green sans interaction G01 d’un
calcul KS ou HF, on obtient χIP = −iG01G01 = χ0. Ainsi, dans ce contexte de fonctions d’onde mono-
déterminentales, on retrouve pour la représentation de Lehmann la définition de l’équation (2.3.2).
A.6.2 Des propagateurs "causal", "avancé" et "retardé"
L’expression de Lehmann, équation (A.6.7), introduit une quantité positive η+ que l’on comprend
lorsque l’on considère les conditions d’analyticité des transformés de Fourier vues équations (A.6.4).
Une plus importante discussion peut être faite sur les η+ des fonctions de réponse χ.
La fonction de corrélation temporelle K qui émerge naturellement dans un contexte de réponse
linéaire[229], où l’on cherche à exprimer l’évolution de la valeur moyenne 〈B〉 d’un système d’hamil-
tonien perturbé Hˆ = Hˆ0+F(t)Aˆ avec les fonctions d’onde perturbées écrites |0′〉 = |0〉+cn(t)e−iω0,nt |n〉,
est :
〈B〉 − 〈B〉0 =
ˆ t
−∞
K(t − t′)F(t′) dt′ (A.6.8)
et :
K(t − t′) =
∑(
〈0|B|n〉 〈n|A|0〉 e−iω0,n(t−t′) − 〈0|A|n〉 〈n|B|0〉 eiω0,n(t−t′)
)
, (A.6.9)
où c’est la causalité qui dicte le choix des bornes d’intégration : la réponse de 〈B〉 au temps t dépend
de la perturbation aux temps inférieurs à t. Cette fonction de corrélation temporelle est la transformé
de Fourier d’une fonction de réponse (d’un propagateur) χ. Plus exactement, étant donné que K n’est
définie que pour τ = t − t′ > 0, on a :
χ(ω) =
ˆ ∞
−∞
Θ(τ)K(τ)eiωτdτ (A.6.10)
et :
Θ(τ)K(τ) ∝
ˆ ∞
−∞
χ(ω)e−iωτdω (A.6.11)
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Pour obtenir une expression de χ à partir de K, équation (A.6.9), on ajoute à la perturbation
un facteur de convergence eη
+t qui assure une apparition graduelle à t = −∞ (essentiellement, cela
revient à travailler avec une fonction plus lisse que Θ dans l’équation (A.6.10)), on résout l’équation
de Schrödinger pour les cn (avec les bons choix pour Hˆ′), pour finalement pouvoir écrire[229] :
χ(ω) =
∑ 〈0|B|n〉 〈n|A|0〉
ω − ω0,n + iη+ −
〈n|A|0〉 〈0|B|n〉
ω + ω0,n + iη+
(A.6.12)
(Noter les signes des termes de convergence : +iη+, là où l’équation (A.6.7) montrait des termes
iη+ et −iη+. Je reviendrai sur cette question dans la suite). C’est à ce moment, il me semble, que
l’on comprend le mieux le lien entre la causalité (c’est-à-dire : le fait que τ > 0) et la présence de
η+. La fonction χ à des pôles sur l’axe des réels ±ω0,n, déplacés dans le plan complexe inférieur
d’une quantité iη+. L’intégrale (A.6.11) est donc : analytique dans le plan complexe inférieur (sauf
en ces pôles) pour τ > 0 (on applique alors le théorème des résidus pour obtenir une intégration par
contour non nulle, voir par exemple B.2.2) ; analytique, pour τ < 0, dans la totalité du plan complexe
supérieur, qui ne contient pas de pôle et dans lequel l’intégration par contour donne un résultat nul
en vertu du théorème de Cauchy (voir B.1.3).
Une manière de présenter les choses est de dire que l’on impose la causalité soit par le
biais de fonction de Heaviside, soit par la présence du facteur de convergence qui décale
les pôles de χ de manière à forcer le signe de τ dans la transformée de Fourier (A.6.11).
Cette formulation du propagateur χ est appelée  retardée [232]. Il décrit un phénomène phy-
sique réel, où la réponse est déterminée après l’application de la perturbation, et le facteur de conver-
gence eη
+t est inclus pour respecter la causalité. Une autre formulation du propagateur peut être
écrite, en remplaçant les termes +iη+ par −iη+ dans (A.6.12), pour obtenir :
χ(ω) =
∑ 〈0|B|n〉 〈n|A|0〉
ω − ω0,n − iη+ −
〈n|A|0〉 〈0|B|n〉
ω + ω0,n − iη+ (A.6.13)
Ce propagateur a des pôles décalés dans le plan complexe supérieur, et avec le même raisonne-
ment que précédemment, cela mène à une fonction de corrélation temporelle pour laquelle τ < 0.
En d’autres termes, ce propagateur résulte d’une vision où l’on a ajouté un facteur de convergence
inverse e−η
+t et décrit un phénomène imaginaire où le temps  descend  de +∞, et où la réponse est
déterminée avant la perturbation. On appelle ce propagateur : propagateur  avancé [232].
Le propagateur de l’équation (A.6.7), obtenu dans un formalisme de fonction de Green avec
l’opérateur de Wick, est appelé propagateur  causal [232]. On rappelle ici son expression :
χ(ω) =
∑ 〈0|B|n〉 〈n|A|0〉
ω − ω0,n + iη+ −
〈n|A|0〉 〈0|B|n〉
ω + ω0,n − iη+ (A.6.14)
Pour résumer : le propagateur retardé est analytique dans le plan complexe supérieur, a tous ses
pôles dans le plan complexe inférieur et donne donc une intégrale non nulle dans le plan complexe
inférieur. Le propagateur avancé est analytique dans le plan complexe inférieur, a tous ses pôles dans
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le plan complexe supérieur et donne une intégrale non nulle dans le plan complexe supérieur. Le
propagateur causal n’est analytique dans aucun des deux plans, mais a (donc) une transformée de
Fourier bien définie et non nulle pour toute valeur de τ (sauf τ = 0). Notons que dans la section
B.2.2, on est amené à intégrer la fonction de réponse causale et à discuter de la position de ses pôles.
A.6.3 Une expression alternative
Concernant la fonction de réponse χ à 4 points vue par exemple équation (A.5.1), ayant quatre
opérateurs, elle peut décrire le comportement d’une paire d’électron, d’une paire de trous, ou, ce qui
nous intéresse ici : d’un électron et d’un trou. On choisit donc judicieusement l’ordonnement des
temps :
χ(1, 2; 1′, 2′)  χ(x1, t1, x2, t2; x1′ , t+1 , x2′ , t
+
2 ), (A.6.15)
où les temps t+1 et t
+
2 sont légèrement supérieurs à t1 et t2. Ainsi l’opérateur de Wick de la fonction
de Green à deux particules de l’équation (A.5.1) ne fournit-il que deux composants, qui sont :
−G2(x1, t1, x2, t2; x1′ , t+1 , x2′ , t+2 ) = Θ(t1 > t2) 〈 N0 | ψˆ†1′ ψˆ1ψˆ†2′ ψˆ2 | N0 〉 − Θ(t2 > t1) 〈 N0 | ψˆ†2′ ψˆ2ψˆ†1′ ψˆ1 | N0 〉
(A.6.16)
Si l’on considère la définition (A.5.1) de la fonction de réponse χ, on se retrouve à écrire la
représentation de Lehmann suivante :
χ(x1, x2; x1′ , x2′ ;ω) =
∑
n,0
 〈
N
0 | ψˆ†x1′ ψˆx1 | Nn 〉 〈 Nn | ψˆ†x2′ ψˆx2 | N0 〉
ω + iη+ −Ωn +
〈 N0 | ψˆ†x2′ ψˆx2 | Nn 〉 〈 Nn | ψˆ†x1′ ψˆx1 | N0 〉
−ω + iη+ −Ωn
 ,
(A.6.17)
que l’on obtient en insérant la complétude de la base
∑
n | Nn 〉 〈 Nn | = 1 et où la somme sur n , 0
s’explique par la présence du terme −iG1G1 dans (A.5.1). Ωn est la différence entre les énergies de
l’état excité n et de l’état fondamental. L’objet à 2 points, χ(r1, r2) (on ne s’occupe pas ici de la
coordonnée de spin, qui est intégrée), s’écrit donc :
χ(r1, r2;ω) =
∞∑
α,0
{ nα(r1)n∗α(r2)
ω + iη+ −Ωα +
n∗α(r1)nα(r2)
−ω + iη+ −Ωα
}
= χ+(r1, r2;ω) + χ−(r1, r2;ω), (A.6.18)
où l’on préfère écrire |0〉  | N0 〉 et |α〉  | Nn 〉 (on n’a plus besoin de mentionner explicitement le
nombre de particule, qui est toujours N). On définit nα(r) = 〈0| ψˆ†rψˆr |α〉 = 〈0| nˆ(r) |α〉.
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Éléments d’intégration complexe
Le but de cette Annexe se situe dans les sections B.2.2 et B.3 : il s’agit de démontrer
clairement des relations liées à des intégrations dans le chapitre sur la RPA. On présente en
amont de ces sections des notions de base d’intégration complexe, dans le but d’éclairer le
lecteur sur les méthodes et le vocabulaire utilisé lorsque que l’on intègre les équations, no-
tamment (2.4.6) et (2.7.29). Tous les outils nécessaires à la compréhension du théorème des
résidus, relativement bien connu des chimistes théoriciens, et du principe de l’argument,
qui n’est qu’une application un peu exotique du théorème des résidus, sont présentés ici.
À nouveau, il s’agit d’une Annexe de vulgarisation et les démonstrations sont simplement
indicatives ; la plupart des dérivations sont une simplification de la référence [244].
B.1 Notions de bases
Afin de dissiper d’éventuels doutes dans la suite, je présente ici des notations et quelques défini-
tions de base en intégration complexe. L’idée, bien sûr, n’est pas de rentrer dans la totalité des détails
que l’on pourrait rigoureusement réclamer (on suppose notamment acquises les existences des objets
lorsqu’elles sont nécessaires), mais de se convaincre du fonctionnement des points clés qui mènent
aux formulations importantes des sections B.2.2 et B.3. On définit l’intégrale sur un arc γ paramétré
par z = z(t) ∈ C, a ≤ t ≤ b de la fonction complexe f (t) comme :
ˆ
γ
f (z) dz =
ˆ b
a
f (z(t))z′(t)dt, (B.1.1)
dont la valeur est invariante par changement de paramétrisation de l’arc. On accepte également une
généralisation des arcs en chaîne d’arcs, et on peut notamment écrire symboliquement :
ˆ
γ1+γ2+···+γn
f dz =
ˆ
γ1
f dz +
ˆ
γ2
f dz + · · · +
ˆ
γn
f dz, (B.1.2)
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en particulier :
´
−γ f dz = −
´
γ f dz. Une chaîne d’arc qui forme un contour fermé est appelée un
cycle.
Dans la suite, on dit que a est un zéro d’ordre n de la fonction f si f (a) ainsi que les n − 1
premières dérivées, f (i)(a), sont nulles. C’est-à-dire que l’on peut écrire f (z) = (z − a)n fn(z) où
fn(a) , 0. De la même manière un pôle d’ordre n de f est un zéro d’ordre n de g(z) = 1/ f (z),
c’est-à-dire que l’on peut écrire f (z) = (z − a)−n fn(z), avec fn(z) = 1/gn(z).
B.1.1 Index
Une notion importante à considérer en intégration complexe est l’index d’un point par rapport à
un contour fermé. De manière simple, l’index indique le nombre de fois où un cycle tourne autour
d’un point qui n’est pas sur le cycle. Observons l’intégrale de 1/(z − a) sur un cycle γ :
ˆ
γ
dz
z − a =
ˆ
γ
dLog(z − a) =
ˆ
γ
dLog|z − a| + i
ˆ
γ
dArg(z − a) (B.1.3)
Le premier terme est nul (sur un cycle, Log|z − a| retrouve sa valeur initiale), et le second terme
augmente ou diminue d’un multiple de 2pii . On définit justement l’index n(γ, a) d’un point a par
rapport à un cycle γ comme ce multiple :
n(γ, a) =
1
2pii
ˆ
γ
dz
z − a , (B.1.4)
qui indique donc le nombre de fois où un cycle tourne dans le sens trigonométrique autour d’un
point qui n’est pas sur la cycle (l’index prend une valeur négative lorsque le cycle tourne dans le sens
anti-trigonométrique autour d’un point). Ceci n’est pas une démonstration rigoureuse mais donne
 avec les mains  l’esprit de la justification complète. On trouve une démonstration plus rigoureuse
dans la section 2.1 de la référence [244].
B.1.2 Homologie
Une fois la notion d’index définie, une propriété des cycles émerge : l’homologie. En quelques
mots : dire que des cycles γ1 et γ2 sont homologues par rapport a une région Ω, c’est dire qu’ils
tournent autour de tous les points hors de cette région le même nombre de fois (voir la figure B.1).
En effet, si γ est un cycle dans une région Ω pouvant contenir des trous, on dit que γ est homologue
à zéro par rapport à Ω si n(γ, a) = 0 pour tous les points a dans le complément de Ω. On écrit
γ ∼ 0[Ω] et on comprend que γ1 ∼ γ2[Ω] est équivalent à γ1 − γ2 ∼ 0[Ω].
B.1.3 Théorème de Cauchy
Un théorème fondamental pour nous est le théorème de Cauchy, qui dit que : si f est analytique
dans une région Ω, alors :
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Figure B.1: Ω est une région contenant les trous A1, A2, ..., An, An+1 (An+1 est l’ extérieur  de Ω).
On a : γ1 ∼ 0[Ω], i.e. le cycle ne tourne autour d’aucun point hors de Ω. Et : γ2 ∼ γ3[Ω], i.e. les deux
cycles tournent autour de tous les points hors de Ω de la même manière.
ˆ
γ
f (z) dz = 0, (B.1.5)
pour tout γ tel que γ ∼ 0[Ω]. Ce théorème est intimement connecté avec la propriété qu’ont certaines
intégrales de ne dépendre que des points d’extrémités de l’arc γ, c’est-à-dire d’être nulles pour un
contour fermé. Je ne démontrerai pas ce théorème, le lecteur intéressé trouvera une démonstration
claire dans la partie 4 de [244].
B.1.4 Théorème des résidus
Considérons une région Ω munie de trous A1, A2, ..., An, An+1 (on dit que Ω est multi-connectée).
Étant donnée un cycle γ de Ω, on peut montrer que l’index n(γ, a) est constant quand a varie dans
un même Ai. En d’autres termes : le cycle tourne autour des trous, et l’index est le même pour tous
les points d’un trou. On appelle ci la valeur constante de l’index des points d’un trou Ai. On est en
mesure de construire des cycles γ1, γ2, ..., γn autour des trous tels que n(γi, a) = 1 pour a ∈ Ai et
n(γi, a) = 0 pour tout autre point hors de Ω. (Notons que An+1 est l’ extérieur  de la région, et n’est
pas à strictement parlé un  trou , voir figure B.1 ; de toutes les manières : n(γ, a) = 0 pour tout
cycle γ de Ω et tout point a de An+1). Ainsi pour tout cycle γ de Ω, il existe des cycles γ1, γ2, ..., γn
tels que :
γ ∼ (c1γ1 + c2γ2 + ... + cnγn)[Ω], (B.1.6)
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c’est-à-dire : les cycles de chaque côté du signe ∼ tournent autour des trous le même nombre de fois.
Les cycles γi sont parfois appelés une  base d’homologie pour Ω .
Considérons une fonction f analytique sur toute la région, sauf en des pôles isolés a1, a2, ..., an
qui sont situés dans les trous A1, A2, ..., An ( f est dite méromorphe). Par le théorème de Cauchy, on
a :
ˆ
γ
f dz = c1
ˆ
γ1
f dz + c2
ˆ
γ2
f dz + ... + cn
ˆ
γn
f dz
= 2pii(c1Ra1 + c2Ra2 + ... + cnRan ),
(B.1.7)
qui définit les Rai , les résidus de f aux points ai. L’équation (B.1.7) est appelée le théorème des
résidus, et fournit une manière de calculer l’intégrale
´
γ f dz pourvu que l’on dispose d’un moyen
de calculer les résidus Rai . Dans le cas particulier d’un pôle simple en ai, on obtient le résidu Rai
comme la limite (z − ai) f (z) pour z→ ai.
B.1.5 Principe de l’argument
Une application particulière du théorème des résidus est d’un intérêt spécial pour nous : il s’agit
du principe de l’argument. Considérons un fonction méromorphe f qui a des zéros ai d’ordre hi et
des pôles b j d’ordre h j. Pour chaque zéros, on peut écrire :
f (z) = (z − ai)hi fhi (z) avec : fhi (ai) , 0
f ′(z) = hi(z − ai)hi−1 fhi (z) + (z − ai)hi f ′hi (z)
(B.1.8)
La fonction f ′/ f s’écrit alors :
f ′(z)
f (z)
=
hi
z − ai +
f ′hi (z)
fhi (z)
, (B.1.9)
et a des pôles simples ai de résidus hi. On peut écrire pareillement, pour chaque pôle de f :
f ′(z)
f (z)
=
−h j
z − bi +
f ′hi (z)
fhi (z)
(B.1.10)
En résumé : si f est une fonction méromorphe avec des zéros ai d’ordre hi et des pôles b j d’ordre
h j, alors la fonction f ′/ f a des pôles simples ai et b j de résidus hi et −h j. Le théorème des résidus
appliqué à f ′/ f donne :
1
2pii
ˆ
γ
f ′(z)
f (z)
dz =
∑
i
n(γ, ai)hi −
∑
j
n(γ, b j)h j (B.1.11)
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Cette équation est appelée principe de l’argument, et peut être généralisée à une fonction g
f ′
f
:
1
2pii
ˆ
γ
g(z)
f ′(z)
f (z)
dz =
∑
i
n(γ, ai)g(ai)hi −
∑
j
n(γ, b j)g(b j)h j (B.1.12)
Le lecteur trouvera dans la littérature le principe de l’argument écrit avec une convention où les
sommations sur les zéros et les pôles sont répétées autant de fois que l’exige leur ordre respectif, ce
qui permet une expression compacte :
1
2pii
ˆ
γ
g(z)
f ′(z)
f (z)
dz =
∑
i
n(γ, ai)g(ai) −
∑
j
n(γ, b j)g(b j), (B.1.13)
et même, avec un contour choisi tel que les index sont tous égaux à 1 :
1
2pii
ˆ
γ
g(z)
f ′(z)
f (z)
dz =
∑
i
g(ai) −
∑
j
g(b j) (B.1.14)
B.2 Intégration curviligne des fonctions de réponse
B.2.1 Représentation spectrale de la représentation matricielle de la fonction de réponse
On rappelle que l’on résout ΛαCα,n = ωα,n∆Cα,n ; que Π−1α = ω∆ − Λα et que ∆ =
 1 00 −1
.
Considérant les symétries du problème (voir 2.4.1), on écrit :
Λα =
∑
n
ωα,nCα,nC
†
α,n =
∑
n>0
ωα,nCα,nC
†
α,n +
∑
n<0
ωα,nCα,nC
†
α,n
=
∑
n>0
ωα,nCα,nC
†
α,n − ωα,−nCα,−nC†α,−n (B.2.1)
∆ =
∑
n
∆nCα,nC
†
α,n =
∑
n>0
∆nCα,nC
†
α,n +
∑
n<0
∆nCα,nC
†
α,n
=
∑
n>0
Cα,nC
†
α,n − Cα,−nC†α,−n, (B.2.2)
où ∆n, bien sur, sont les valeurs propres qui permettent de reconstruire ∆. On a donc l’expression
suivante pour Π−1α :
(Πα)−1 = ω∆ − Λα =
∑
n>0
(ω − ωα,n)Cα,nC†α,n + (−ω + ωα,−n)Cα,−nC†α,−n, (B.2.3)
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et, en étant attentif à rajouter les quantités iη+ (voir discussion section A.6) :
Πα =
∑
n>0
Cα,nC
†
α,n
ω − ωα,n + iη+ +
Cα,−nC†α,−n
−ω + ωα,−n + iη+ (B.2.4)
B.2.2 L’intégration
L’intégration de l’équation (2.4.6) se fait par une méthode appelée  décalage du contour d’inté-
gration . Rappelons que :
PRPAc,α =
ˆ ∞
−∞
−dω
2pii
[
ΠRPAα (ω) − Π0(ω)
]
(2.4.6)
On cherche donc à intégrer une fonction f sur l’axe réel, de −∞ à ∞. Une telle intégration peut
s’écrire :
1
2pii
ˆ ∞
−∞
f (ω)dω = lim
R→∞
1
2pii
ˆ +R
−R
f (ω)dω = lim
R→∞
1
2pii
ˆ
γR
f (z) dz, (B.2.5)
où γR est le segment de l’axe réel allant de −R à R. Le décalage du contour d’intégration consiste
à exprimer l’intégrale sur une variable réelle par une intégrale complexe que l’on peut aisément
calculer. On considère l’intégrale suivante, où l’on ajoute à γR un arc CR qui clôt un contour dans le
plan complexe supérieur :
1
2pii
(ˆ
γR
f (z) dz +
ˆ
CR
f (z) dz
)
=
1
2pii
‰
γR+CR
f (z) dz (B.2.6)
Le choix le plus simple pour fermer le contour est un demi-cercle, allant du point réel R au point
réel −R, en passant par le plan complexe supérieur (voir figure B.2). En considérant que f tend vers
zéro à l’infini, on peut considérer que l’intégrale sur l’arc CR ne contribue pas :
lim
R→∞
1
2pii
ˆ
γR
f (z) dz = lim
R→∞
1
2pii
‰
γR+CR
f (z) dz (B.2.7)
On est capable de calculer l’intégrale sur un contour fermé en utilisant le théorème des résidus.
Observons la fonction f :
f (z) =
∑
n
 −Cα,nC†α,nz − ωα,n + iη+ + +Cα,−nC
†
α,−n
z + ωα,n − iη+ +
+C0,nC
†
0,n
z − ω0,n + iη+ +
−C0,−nC†0,−n
z + ω0,n − iη+
 (B.2.8)
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Figure B.2: Schéma du plan complexe z. Les pôles de f (points noirs, voir équation (B.2.8)) sont
légèrement au-dessus de l’axe des réels négatifs (−ωα,n + iη+ et −ω0,n + iη+ ; on rappelle que ωα,n
et ω0,n sont positifs) et légèrement au-dessous de l’axe des réels positifs (ωα,n − iη+ et ω0,n − iη+).
On intègre sur le contour trigonométrique γR + CR, mais l’intégration sur le contour γR + C′R est
équivalente.
Cette fonction possède des pôles dans le plan complexe supérieur, légèrement au-dessus de l’axe
réel : aux points z = −ωα,n + iη+, de résidus Cα,−nC†α,−n et z = −ω0,n + iη+, de résidus −C0,−nC†0,−n.
Tous les index sont égaux à +1. Ainsi :
1
2pii
ˆ ∞
−∞
f (ω)dω = lim
R→∞
1
2pii
‰
γR+CR
f (z) dz =
∑
n
{
Cα,−nC†α,−n − C0,−nC†0,−n
}
(B.2.9)
Pour être complet, on peut remarquer que la fonction f possède également des pôles dans le
plan complexe inférieur, aux points z = ωα,n − iη+, de résidus −Cα,nC†α,n et z = ω0,n − iη+, de
résidus C0,nC
†
0,n ; on peut intégrer dans le plan complexe inférieur : le sens du contour est alors anti-
trigonométrique et les index des singularités sont tous égaux à −1. L’intégration donne un résultat
qui à terme produit la même expression de l’énergie (c’est-à-dire qui a la même trace).
B.3 Intégration de la formulation "matrice diélectrique"
Ayant à présent tous les outils à disposition, on est en mesure ici d’expliquer en détail la mé-
thode esquissée par McLachlan et al.[245]. L’intégrale en fréquence (2.7.28) est calculée par inté-
gration par parties du logarithme et application du principe de l’argument, pour obtenir la formulation
(2.7.29) après intégration curviligne.
Considérons, donc, l’équation (2.7.28) :
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EdRPA-Ic =
1
2
ˆ ∞
−∞
dω
2pi
∑
ia
Log Ω2ia + ω2ε2ia + ω2
 − M1,ia,ia − ε2ia
ε2ia + ω
2
 (2.7.28)
Le second terme s’intègre en Kia,ia, et le logarithme peut être intégré par partie :
1
2pi
ˆ ∞
−∞
Log( f (z)) dz =
1
2pi
[
Log( f (z)) z
]∞
−∞ −
1
2pi
ˆ ∞
−∞
f ′(z)
f (z)
z, (B.3.1)
où le premier terme est nul et où on peut appliquer le principe de l’argument de l’équation (B.1.14)
au second terme, avec : g(z) = z et f (z) =
Ω2ia + z
2
ε2ia + z
2
. La fonction f a deux zéros simples en ±iΩia
et deux pôles simples en ±iεia. En utilisant le même raisonnement que dans la section B.2.2 sur
les contours de la figure B.2 où cette fois les éléments intéressants sont sur l’axe imaginaire, on
intègre de manière équivalente sur le plan complexe supérieur ou sur le plan complexe inférieur pour
obtenir :
− 1
2pi
ˆ ∞
−∞
f ′(z)
f (z)
z = −i 1
2pii
ˆ ∞
−∞
f ′(z)
f (z)
z = −i (iΩia − iεia) , (B.3.2)
c’est-à-dire pour obtenir une énergie de plasmon :
EdRPA-Ic =
1
2
∑
ia
(Ωia − εia) − (Kia,ia) (B.3.3)
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Annexe C
Détails de l’adaptation de spin
Dans cette Annexe, on se convainc de l’adaptation de spin des matrices d’intégrales
bi-électroniques, qui sont diagonales par bloc avec des composants singulets et triplets[2,
80, 246]. Une fois ceci établi, il est aisé de montrer que les composants triplets ne sont à
prendre en compte que dans la formulation RPAx-II[2].
C.1 Structure des matrices bi-électroniques
Une intégrale bi-électronique entre des spin-orbitales p, q, r, s s’écrit :
〈pq|rs〉 =
ˆ
p∗(x1)q∗(x2)w(x1, x2)r(x1)s(x2)
=
ˆ
p∗(r1)q∗(r2)w(r1, r2)r(r1)s(r2)
ˆ
s∗p(s1)sr(s1)
ˆ
s∗q(s2)ss(s2), (C.1.1)
et ne peut être non nulle que si les fonctions de spin respectent sp = sr et sq = ss. Ainsi, sur
les 24 combinaisons de spin possible pour les orbitales p, q, r, s, seules 22 sont non nulles. Plus
particulièrement, on a pour les matrices K, K′ et J les structures suivantes :
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Kia, jb = 〈i j|ab〉 K′ia, jb = 〈i j|ba〉 Jia, jb = 〈ib| ja〉
si = sa et s j = sb si = sb et s j = sa si = s j et sb = sa
ia


jb
↑↑,↑↑ ↑↑,↓↓ 0 0
↓↓,↑↑ ↓↓,↓↓ 0 0
0 0 0 0
0 0 0 0


jb
↑↑,↑↑ 0 0 0
0 ↓↓,↓↓ 0 0
0 0 0 ↑↓,↓↑
0 0 ↓↑,↑↓ 0


jb
↑↑,↑↑ 0 0 0
0 ↓↓,↓↓ 0 0
0 0 ↑↓,↑↓ 0
0 0 0 ↓↑,↓↑

La transformation de chacune de ces matrices selon X˜ = U†XU (voir (2.6.2)) donne :
K˜ia, jb K˜′ia, jb J˜ia, jb
K1 K3 0 0
K2 K4 0 0
0 0 0 0
0 0 0 0


K′1 K
′
3 0 0
K′2 K
′
4 0 0
0 0 K′5 K
′
7
0 0 K′6 K
′
8


J1 J3 0 0
J2 J4 0 0
0 0 J5 J7
0 0 J6 J8

où :
K1 = 12 (↑↑,↑↑+↓↓,↑↑
+↑↑,↓↓+↓↓,↓↓) = 2Kia, jb
K2 = 12 (↑↑,↑↑−↓↓,↑↑
+↑↑,↓↓−↓↓,↓↓) = 0
K3 = 12 (↑↑,↑↑+↓↓,↑↑
−↑↑,↓↓−↓↓,↓↓) = 0
K4 = 12 (↑↑,↑↑−↓↓,↑↑
−↑↑,↓↓+↓↓,↓↓) = 0
K′1 =
1
2 (↑↑,↑↑+↓↓,↓↓) = K
′
ia, jb
K′2 =
1
2 (↑↑,↑↑−↓↓,↓↓) = 0
K′3 =
1
2 (↑↑,↑↑−↓↓,↓↓) = 0
K′4 =
1
2 (↑↑,↑↑+↓↓,↓↓) = K
′
ia, jb
K′5 =
1
2 (↓↑,↑↓+↑↓,↓↑) = K
′
ia, jb
K′6 =
1
2 (↓↑,↑↓−↑↓,↓↑) = 0
K′7 =
1
2 (↑↓,↓↑−↓↑,↑↓) = 0
K′8 = − 12 (↓↑,↑↓+↑↓,↓↑) = −K′ia, jb
J1 = 12 (↑↑,↑↑+↓↓,↓↓) = Jia, jb
J2 = 12 (↑↑,↑↑−↓↓,↓↓) = 0
J3 = 12 (↑↑,↑↑−↓↓,↓↓) = 0
J4 = 12 (↑↑,↑↑+↓↓,↓↓) = Jia, jb
J5 = 12 (↑↓,↑↓+↓↑,↓↑) = Jia, jb
J6 = 12 (↑↓,↑↓−↓↑,↓↑) = 0
J7 = 12 (↑↓,↑↓−↓↑,↓↑) = 0
J8 = 12 (↑↓,↑↓+↓↑,↓↑) = Jia, jb
Les matrices K˜ia, jb, K˜′ia, jb et J˜ia, jb sont donc bien bloc-diagonales, et on construit les matrices
A′, et B vues équation (2.6.5).
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C.2 Contributions triplets
On veut montrer ici que des contributions triplets n’apparaissent que dans le cas de figure de la
RPAx-II. Rappelons l’équation générale des énergies RPA AC-FDT :
Ec =
1
2
ˆ 1
0
dα tr
12
I/II
↓(
A′ + B
)
Qα
↑
d/x
+
1
2
I/II
↓(
A′ − B)Q−1α
↑
d/x
−
I/II
↓
A′
 , (2.4.22)
où les matrices Qα (et Mα) sont définies aux équations (2.4.27) et (2.4.25). On rappelle que les
matrices sont construites dans un cadre simple-barre ou double-barre ; direct-RPA ou RPA-échange.
Il est clair que les formulations simple-barre ne font pas émerger de contribution triplet (les matrices
3A′I et 3BI sont nulles). Pour le cas des formulations direct-RPA, on a :
3MdRPAα = (ε + α0 − α0)
1
2 (ε + α0 + α0) (ε + α0 − α0) 12 = ε2, (C.2.1)
et :
3QdRPAα = (ε + α0 − α0)
1
2
(
ε2
)− 12 (ε + α0 − α0) 12 = 1 (C.2.2)
Ce qui mène à écrire la contribution triplet de l’intégrande de l’équation (2.4.22), dans le cas
direct-RPA (indépendamment de la construction simple-barre ou double-barre des matrices A′ et
B) :
1
2
(
A′ + B
)
+
1
2
(
A′ − B) − A′ = 0 (C.2.3)
Ainsi, en effet, seule la combinaison de matrices construites dans un cadre RPAx-II font émerger
des contributions triplets.
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Annexe D
Dérivations pour les orbitales localisées
On dérive ici tout ce qui est nécessaire aux développements concernant les POO dans
le manuscrit, c’est-à-dire que l’on écrit : les différentes procédures itératives pour calculer
les matrices T selon le niveau d’approximation (approximation des excitations locales,
moyenne sphérique), les objets qui émergent lors de l’expansion multipolaire des intégrales
bi-électroniques, et les éléments de matrice de Fock dans la base des POO.
D.1 Résolution itérative des équations de Riccati locales
D.1.1 Équation de Riccati dans la base des POO
Du fait de la non orthogonalité des POO et la structure non diagonales de la matrice de Fock,
le schéma de résolution habituel des équations de Riccati doit être revu. On sépare dans (3.5.10) les
contributions des paires i j pures, et les contributions d’autres paires ik ou k j :
Ri j = Bi j +
(
f − fiiS + A′ii
)
Ti jS + STi j
(
f − S f j j + A′ j j
)
−
∑
k,i
fikSTk jS −
∑
k, j
STikS fk j +
∑
k,i
A′ikTk jS +
∑
k, j
STikA′k j +
∑
kl
STikBklTl jS = 0 (D.1.1)
Dans ces équations, on ne peut pas traiter les termes impliquant la matrice (f)pαqβ , que l’on va
diagonaliser en utilisant la matrice X solution du problème aux valeurs propres généralisé fX = SXε.
On va donc écrire des objets tels que, par exemple, X†fX : j’attire l’attention du lecteur sur le fait
que cette transformation n’est pas un retour vers les orbitales virtuelles VMO. On a :
fPOO = V†fVMOV c’est-à-dire :
(
V†
)−1
fPOO (V)−1 = fVMO, (D.1.2)
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où la relation qui lie (V)−1 et V n’est pas évidente (V n’est pas une matrice orthogonale). La trans-
formation avec la matrice X s’écrit :
X†a˜pα fpαqβXqβb˜ =
(
X†SX
)˜
a˜b
εb˜ = δa˜˜bεb˜, (D.1.3)
où les orbitales a˜ ne sont pas les orbitales virtuelles VMO, mais des orbitales virtuelles pseudo-
canoniques qui diagonalisent la matrice de fock virtuelle exprimée en POO. Ainsi, on transforme
les équations de Riccati dans une base d’orbitales virtuelles pseudo-canoniques qui diagonalisent la
matrice fPOO, et ce séparément pour chaque paire [i j].
On multiplie donc à gauche par X† et à droite par X :
X†Ri jX = X†Bi jX +
(
X†f − fiiX†S + X†A′ii
)
Ti jSX + X†STi j
(
fX − SX f j j + A′ j jX
)
−
∑
k,i
fikX†STk jSX −
∑
k, j
X†STikSX fk j +
∑
k,i
X†A′ikTk jSX +
∑
k, j
X†STikA′k jX
+
∑
kl
X†STikBklTl jSX = 0 (D.1.4)
On applique l’équation aux valeurs propres, ainsi que les relations I = SXX† = XX†S, pour
obtenir :
X†Ri jX = X†Bi jX +
(
ε − fiiI + X†A′iiX
)
X†STi jSX + X†STi jSX
(
ε − f j jI + X†A′ j jX
)
−
∑
k,i
fikX†STk jSX −
∑
k, j
X†STikSX fk j +
∑
k,i
X†A′ikXX†STk jSX +
∑
k, j
X†STikSXX†A′k jX
+
∑
kl
X†STikSXX†BklXX†STl jSX = 0, (D.1.5)
qui peut s’écrire de manière plus compacte :
R
i j
= B
i j
+
(
ε − fiiI + A′ii
)
T
i j
+ T
i j
(
ε − f j jI + A′ j j
)
−
∑
k,i
fikT
k j −
∑
k, j
T
ik
fk j +
∑
k,i
A′
ik
T
k j
+
∑
k, j
T
ik
A′
k j
+
∑
kl
T
ik
B
kl
T
l j
= 0, (D.1.6)
où l’on a introduit les notations :
R
i j
= X†Ri jX
A′
i j
= X†A′i jX
B
i j
= X†Bi jX
T
i j
= X†STi jSX
(D.1.7)
On résout l’équation (D.1.6) par la formule itérative :
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T
i j (n)
a˜˜b = −
B
i j
a˜˜b + ∆R
i j
a˜˜b
(
T
(n−1))(
εa˜ − fii + A′iia˜˜a
)
+
(
εb˜ − f j j + A′ j jb˜˜b
) , (D.1.8)
où ∆R
i j (
T
)
est :
∆R
i j (
T
)
= −
∑
k,i
fikT
k j −
∑
k, j
T
ik
fk j +
∑
k,i
A′
ik
T
k j
+
∑
k, j
T
ik
A′
k j
+
∑
kl
T
ik
B
kl
T
l j
(D.1.9)
Après convergence, les amplitudes obtenues peuvent être transformées vers la base POO d’ori-
gine par la simple transformation Ti j = XT
i j
X†, en effet on a :
Ti j =
(
X†S
)−1
T
i j
(SX)−1 = S−1(X†)−1T
i j
X−1S−1 = XX†(X†)−1T
i j
X−1XX† = XT
i j
X† (D.1.10)
En fait, l’énergie de corrélation peut tout à fait être obtenue sans transformation, par exemple :
∑
i j
tr
{
K
i j
T
i j
}
=
∑
i j
tr
{
X†Ki jXX†STi jSX
}
=
∑
i j
tr
{
Ki jS−1STi jSXX†
}
=
∑
i j
tr
{
Ki jTi jSS−1
}
=
∑
i j
tr
{
Ki jTi j
}
(D.1.11)
D.1.2 Équation de Riccati dans le modèle des excitations locales
Pour ce qui est de la résolution des équations de Riccati dans le modèle des excitations locales,
équations (3.5.15), le même raisonnement aboutit au même genre de procédure :
T
i j (n)
a˜˜b = −
B
i j
a˜˜b + ∆R
i j
a˜˜b
(
T
(n−1))(
εa˜ − fii + A′iia˜˜a
)
+
(
εb˜ − f j j + A′ j jb˜˜b
) , (D.1.12)
où cette fois :
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∆R
i j (
T
)
=
∑
k,i
A′
ik
T
k j
+
∑
k, j
T
ik
A′
k j
+
∑
kl
T
ik
B
kl
T
l j
, (D.1.13)
et :
T
i j
= X†siiTi js j jX (D.1.14)
Les amplitudes trouvées peuvent être retransformées dans la base POO comme précédemment.
D.1.3 Équation de Riccati dans l’approximation des moyennes sphériques
Quant aux équations trouvées dans le cadre d’approximation avec moyenne sphérique, (3.5.28) :
elles peuvent être résolues directement, i.e. sans transformation pseudo-canonique. On trouve la
procédure d’itération suivante :
T i j (n)αβ = −
sis jLB
i j
αβ + ∆R
i j
αβ
(
T(n−1)
)
∆i j + ∆ ji
, (D.1.15)
où :
∆i j = f is j − fiisis j + 13 sis jsiLiiαβ − 3s jLAiiαα, (D.1.16)
et où les seules quantités nécessaires sont les moyennes sphériques si et f i ainsi que les tenseurs
dipôle-dipôle Li j. On a :
∆Ri j (T) = 13
∑
k,i
sis jskLikTk j − 3s jLAiihors-
diag
Ti j + 13
∑
k, j
sis jskTikLk j − 3siTi jLA j jhors-
diag
+ 132
∑
kl
sis jsk slTikLklBT
l j (D.1.17)
D.2 Expansions multipolaires
D.2.1 Généralités
On écrit les expansions multipolaires des intégrales bi-électroniques en choisissant les centroïdes
des orbitales occupées Di et D j comme centres d’expansion. On dénote le vecteur connectant les
centres d’expansion par Ri j de sorte à écrire, pour deux points quelconque ri et r j autour de Di et
158
Expansions multipolaires
D j : R = ri − r j =
(
ri − Di
)
+Ri j −
(
r j − D j
)
. On écrit la double expansion de Taylor de l’interaction
longue-portée :
L(R) = Li j + (riα − Diα)Li jα + (r jβ − D jβ)Li jβ + (riα − Diα)(r jβ − D jβ)Li jαβ + . . . , (D.2.1)
où les définitions de Li jα , L
i j
αβ, etc. . . sont évidentes. Par exemple, pour L = erf(µR)/R, on a :
Li jα (R) = −RαR3
(
1 − 2√
pi
µRe−µ
2R2 − erf(µR)
)
(D.2.2)
Li jαβ(R) =
3RαRβ
R5
(
erf(µR) − 2√
pi
µRe−µ
2R2
(
1 + 23µ
2R2
))
− δαβR
2
R5
(
erf(µR) − 2√
pi
µRe−µ
2R2
)
(D.2.3)
En se rappelant que le tenseur de l’interaction Coulombienne pleine portée s’écrit T i jαβ =
3RαRβ
R5 −
δαβR2
R5 , on peut écrire L
i j
αβ sous une forme alternative qui montre bien la contribution amortie de l’in-
teraction dipôle-dipôle :
Li jαβ(R) = T
i j
αβ
(
erf(µR) − 2√
pi
µRe−µ
2R2
(
1 + 23µ
2R2
))
− δαβ 4µ
3
3
√
pi
e−µ
2R2 (D.2.4)
La trace du produit de deux tenseurs de second ordre (que l’on utilisera au moment de dériver
des coefficients C6 approximés, voir section 3.5.5) s’écrit alors :
Li jαβL
i j
βα =
6
R6
4e−2µ2R2µR
µR
(
3 + 4µ2R2 + 2µ4R4
)
3pi
−
(
3 + 2µ2R2
)
erf(µR)
3
√
pi
 + erf(µR)2

Fµ (R)
(D.2.5)
D.2.2 Intégrales Coulombiennes
Lorsque l’on veut écrire l’expansion multipolaire des intégrales de type Ji jmαnβ , on est amené à
écrire :
Ji jmαnβ =
(
i j
∣∣∣mαnβ) = 〈i∣∣∣rˆγ∣∣∣ j〉 L 〈m∣∣∣∣rˆα (1 − Pˆ) rˆδ (1 − Pˆ) rˆβ∣∣∣∣n〉 (D.2.6)
Ces intégrales représentent l’interaction entre des densités provenant de sites éloignés les uns des
autres : on ne doit considérer comme non nuls que les éléments
(
ii
∣∣∣iαiβ) :
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Jiiiαiβ =
〈
i
∣∣∣rˆγ∣∣∣i〉 Liiγδ 〈m∣∣∣∣rˆα (1 − Pˆ) rˆδ (1 − Pˆ) rˆβ∣∣∣∣m〉 (D.2.7)
Le deuxième bra-ket s’écrit :
〈
m
∣∣∣∣rˆα (1 − Pˆ) rˆδ (1 − Pˆ) rˆβ∣∣∣∣m〉 = 〈m∣∣∣rˆαrˆδrˆβ∣∣∣m〉 −∑
k
〈m|rˆα|k〉
〈
k
∣∣∣rˆδrˆβ∣∣∣m〉 −∑
k
〈m|rˆαrˆδ|k〉
〈
k
∣∣∣rˆβ∣∣∣m〉
+
∑
kl
〈m|rˆα|k〉 〈k|rˆδ|l〉
〈
l
∣∣∣rˆβ∣∣∣m〉
=
〈
m
∣∣∣rˆαrˆδrˆβ∣∣∣m〉 − 〈m|rˆα|m〉 〈m∣∣∣rˆδrˆβ∣∣∣m〉 − 〈m|rˆαrˆδ|m〉 〈m∣∣∣rˆβ∣∣∣m〉
+ 〈m|rˆα|m〉 〈m|rˆδ|m〉
〈
m
∣∣∣rˆβ∣∣∣m〉 , (D.2.8)
où on néglige les éléments hors diagonaux de 〈m|rˆα|k〉, qui sont d’une certaine manière minimisés
dans une localisation selon Boys. On se souvenant que Diα = 〈i|rα|i〉, on a :
Jiiiαiβ = D
i
γL
ii
γδ
{〈
m
∣∣∣rˆαrˆδrˆβ∣∣∣m〉 − Dmα 〈m∣∣∣rˆδrˆβ∣∣∣m〉 − 〈m|rˆαrˆδ|m〉Dmβ + DmαDmδ Dmβ } (D.2.9)
On va donc écrire la matrice A′ dans l’approximation des excitations locales :
A′i jαβ = K
i j
αβ − δi jLAiiαβ, (D.2.10)
où je définis les matrices LiiA :
LAiiαβ = ζ
∑
γδ
DiγL
ii
γδ
{〈
m
∣∣∣rˆαrˆδrˆβ∣∣∣m〉 − Dmα 〈m∣∣∣rˆδrˆβ∣∣∣m〉 − 〈m|rˆαrˆδ|m〉Dmβ + DmαDmδ Dmβ } , (D.2.11)
qui incluent par soucis de brièveté l’ interrupteur  qui sert à passer d’une formulation dRPA à une
formulation RPAx. On veut, en donnant ce nom LA, mimer l’objet LB qui émerge dans la dérivation
de B.
D.3 Éléments de la matrice de fock
Il nous faut expliciter les éléments de matrices dans la base des POO, c’est-à-dire les éléments
fiα jβ . On peut facilement écrire :
fPOO = V†fVMOV, (D.3.1)
qui implique explicitement le bloc virtuel/virtuel de la matrice de fock. On préférerait exprimer tous
les éléments de matrices avec des orbitales occupées, on procède donc d’une manière alternative, en
écrivant :
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〈
iα
∣∣∣ fˆ ∣∣∣ jβ〉 = 〈i∣∣∣∣rˆα (1 − Pˆ) fˆ (1 − Pˆ) rˆβ∣∣∣∣ j〉
=
〈
i
∣∣∣rˆα fˆ rˆβ∣∣∣ j〉 −∑
kl
〈i|rˆα|k〉 fkl
〈
l
∣∣∣rˆβ∣∣∣ j〉 (D.3.2)
Le triple produit d’opérateurs est transformé selon :
rˆα fˆ rˆβ = 12
([
rˆα, fˆ
]
rˆβ + rˆα
[
fˆ , rˆβ
]
(a)
+ fˆ rˆαrˆβ + rˆαrˆβ fˆ
(b)
)
(D.3.3)
Pour ce qui est du terme (b) dans l’équation (D.3.3), on utilise la complétude de la base et le
théorème de Brillouin local pour écrire les éléments de matrice :
〈
i
∣∣∣ fˆ rˆαrˆβ∣∣∣ j〉 = 〈i∣∣∣ fˆ ∣∣∣p〉〈p∣∣∣rˆαrˆβ∣∣∣ j〉 = fik 〈k∣∣∣rˆαrˆβ∣∣∣ j〉
et :〈
i
∣∣∣rˆαrˆβ fˆ ∣∣∣ j〉 = 〈i∣∣∣rˆαrˆβ∣∣∣k〉 fk j (D.3.4)
D’une manière générale (avec un opérateur d’échange non local), le commutateur de l’opérateur
de position avec la fockienne trouvée dans le terme (a) est :
[
rˆα, fˆ
]
= 12
[
rˆα, ∇ˆ2
]
+
[
rˆα, Kˆ
]
= 12∇α +
[
rˆα, Kˆ
]
, (D.3.5)
c’est-à-dire que les contributions des deux commutateurs dans l’équation (D.3.3), (a), sont :
(a) 12
(
∇αrˆβ − rˆβ∇α
)
+
([
rˆα, Kˆ
]
rˆβ − rˆα
[
rˆβ, Kˆ
])
(D.3.6)
Si l’on utilise la définition de l’échange non local :
Kˆ =
LMO∑
k
ˆ
dr′ φ∗k(r
′)w(r, r′)Pˆφk(r′), (D.3.7)
on écrit les éléments de matrice suivant :
〈
i
∣∣∣rˆαKˆ∣∣∣ j〉 = LMO∑
k
¨
drdr′φ∗i (r)φ
∗
k(r
′)rαw(r, r′)φk(r)φ j(r′)
=
LMO∑
k
〈
ik
∣∣∣rαw(r, r′)∣∣∣k j〉
et :〈
i
∣∣∣Kˆrˆα∣∣∣ j〉 = LMO∑
k
〈
ik
∣∣∣r′αw(r, r′)∣∣∣k j〉 (D.3.8)
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Muni de la relation canonique
〈
i
∣∣∣∇ˆαrˆβ − rˆα∇ˆβ∣∣∣ j〉 = δαβδi j, on exprime l’élément de matrice de (a)
(équation (D.3.6)) sous la forme simple :
1
2δαβδi j +
LMO∑
k
〈
ik
∣∣∣∣w(r, r′) ((rˆα − rˆ′α) rˆ′β − rˆα (rˆβ − rˆ′β))∣∣∣∣k j〉 (D.3.9)
On obtient donc finalement :
〈
iα
∣∣∣ fˆ ∣∣∣ jβ〉 = 14δi jδαβ + 12 LMO∑
k
〈
ik
∣∣∣∣w(r, r′) ((rˆα − rˆ′α) rˆ′β − rˆα (rˆβ − rˆ′β))∣∣∣∣k j〉
+ 12
∑
k
(
fik
〈
k
∣∣∣rˆαrˆβ∣∣∣ j〉 + 〈i∣∣∣rˆαrˆβ∣∣∣k〉 fk j) −∑
kl
〈i|rˆα|k〉 fkl
〈
l
∣∣∣rˆβ∣∣∣ j〉 (D.3.10)
On peut négliger le commutateur d’échange dans un premier temps. Une bonne manière de la
traiter pourrait être d’utiliser la même approximation multipolaire que pour les intégrales bi-électro-
niques.
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Dérivations autour de l’approximation EED
Ici on montre les détails des dérivations liées aux développements de l’approximation
EED. On remontre notamment, suivant deux points de vue complémentaires, le lien qui
existe entre le commutateur de l’hamiltonien avec l’opérateur densité et la densité de cou-
rant. Une discussion courte permet de faire le pont entre cette expression du commutateur
et celle qui est vue dans les développements faits par d’autres dans l’espace réciproque.
Finalement, on montre que les numérateurs qui émergent dans les procédures EED sont
bien des règles de somme.
E.1 Théorème Hyperviriel
Pour montrer la version du théorème hyperviriel que l’on utilise ici, il suffit d’appliquer les
définitions de nα(r) et Ωα :
n∗α(r)Ωα = 〈α| nˆ(r) (Eα − E0) |0〉
= 〈α| Hˆnˆ(r) − nˆ(r)Hˆ |0〉
= 〈α|
[
Hˆ, nˆ(r)
]
|0〉 , (E.1.1)
là où :
−nα(r)Ωα = 〈0| nˆ(r) (E0 − Eα) |α〉
= 〈0| Hˆnˆ(r) − nˆ(r)Hˆ |α〉
= 〈0|
[
Hˆ, nˆ(r)
]
|α〉 (E.1.2)
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E.2 Lien entre commutateur et densité de courant
On voit émerger, équation (5.3.5), le commutateur
[
Hˆ, nˆ(r1)
]
. Les opérateurs de potentiel com-
mutent avec la densité, ainsi seule la partie énergie cinétique de l’hamiltonien contribue. On écrit :
[
Hˆ, nˆ(r1)
]
= −1
2
∑
i
∑
j
[
∇ri · ∇ri , δ(r1 − r j)
]
(E.2.1)
On utilise dans la suite l’identité des commutateurs [AB,C] = [A,C] B + A [B,C], c’est-à-dire :
[
∇ri · ∇ri , δ(r1 − r j)
]
=
[
∇ri , δ(r1 − r j)
]
· ∇ri + ∇ri ·
[
∇ri , δ(r1 − r j)
]
(E.2.2)
Il est facile alors de montrer que le terme bi-électronique (i , j) ne contribue pas : le commuta-
teur que l’on trouve ici à droite, appliqué à une fonction test, produit :
[
∇ri , δ(r1 − r j)
]
f (ri) = ∇ri
(
δ(r1 − r j) f (ri)
)
− δ(r1 − r j)∇ri f (ri) = 0 (E.2.3)
Le même commutateur dans le cas mono-électronique(i = j) donne en revanche :
[∇ri , δ(r1 − ri)] f (ri) = (∇riδ(r1 − ri)) f (ri) + δ(r1 − ri) (∇ri f (ri)) − δ(r1 − ri) (∇ri f (ri))
=
(∇riδ(r1 − ri)) f (ri) (E.2.4)
Une chain-rule permet d’échanger les variables de dérivation, selon ∇riδ(r1−ri) = −∇r1δ(r1−ri),
pour écrire la contribution mono-électronique de l’équation (E.2.1) :
−1
2
∑
i
[∇ri · ∇ri , δ(r1 − ri)] = −12 ∑
i
(−∇r1δ(r1 − ri) · ∇ri − ∇ri · ∇r1δ(r1 − ri))
=
1
2
∇r1 ·
∑
i
{
δ(r1 − ri) · ∇ri + ∇riδ(r1 − ri)
}
, (E.2.5)
ou l’on reconnaît en effet les éléments de la densité de courant jˆ(r1) = − i2
∑
i
{δ(r1 − ri) · ∇ri +
∇riδ(r1 − ri)}, ainsi :
[
Hˆ, nˆ(r1)
]
= i∇r1 · jˆ(r1) (E.2.6)
Cette équation peut être considérée comme la forme opérateur de l’équation de continuité de
mécanique quantique.
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E.3 Lien entre commutateur et densité de courant : point de vue des
éléments de matrices
On met au jour la relation entre le commutateur et la densité de courant d’une autre manière :
en s’intéressant à leurs éléments de matrices. Cette démonstration alternative est complémentaire et
permet de comparer ce résultat au résultat dérivé dans l’espace réciproque par Berger et. al. (voir
section E.4).
E.3.1 Éléments de matrice du commutateur
On va utiliser dans la suite les relations suivantes concernant la fonction Dirac et ses dérivées
(dans les formules générales de gauche, les xi sont les zéros de la fonction g) :
ˆ
dx f (x)δ(g(x)) =
∑
i
f (xi)
|g′(xi)| en part. :
ˆ
dr j f (r j)δ(r1 − r j) = f (r1)
˜ˆ
dx f (x)δ(n)(g(x)) =
∑
i
(−1)n f (n)(xi)
|g′(xi)| en part. :
ˆ
dr j f (r j)δ(n)(r1 − r j) = (−1)n f (n)(r1)
(E.3.1)
On cherche à écrire les éléments de matrices de la partie mono-électronique du commutateur de
l’opérateur énergie cinétique avec l’opérateur densité, c’est-à-dire que l’on cherche à expliciter les
objets :
C j = −12
ˆ
dr j φp(r j)
[
∇2r j , δ(r1 − r j)
]
φq(r j) (E.3.2)
En développant le commutateur et en utilisant la dérivée d’un produit, on obtient :
C j = −12
ˆ
dr j φp(r j)∇2r jδ(r1 − r j)φq(r j) +
1
2
ˆ
dr j φp(r j)δ(r1 − r j)∇2r jφq(r j)
= −1
2
ˆ
dr j φp(r j)
(
∇2r jδ(r1 − r j)
)
φq(r j)
(1)
−1
2
2
ˆ
dr j φp(r j)
(
∇r jδ(r1 − r j)
) (
∇r jφq(r j)
)
(2)
− 1
2
ˆ
dr j φp(r j)δ(r1 − r j)
(
∇2r jφq(r j)
)
+
1
2
ˆ
dr j φp(r j)δ(r1 − r j)
(
∇2r jφq(r j)
)
(E.3.3)
Les deux derniers termes s’annulent ; vues les relations (E.3.1) concernant les dérivées de la
fonction de Dirac, le premier terme donne :
(1) = −1
2
(−1)2
{
∇2r j
(
φp(r j)φq(r j)
)}∣∣∣∣
r1
=
{
−1
2
(
∇2r jφp(r j)
)
φq(r j) − 122
(
∇r jφp(r j)
) (
∇r jφq(r j)
)
− 1
2
φp(r j)
(
∇2r jφq(r j)
)}∣∣∣∣∣∣
r1
, (E.3.4)
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et le deuxième :
(2) = −1
2
2(−1)
{
∇r j
(
φp(r j)
(
∇r jφq(r j)
))}∣∣∣∣
r1
=
{(
∇r jφp(r j)
) (
∇r jφq(r j)
)
+ φp(r j)
(
∇2r jφq(r j)
)}∣∣∣∣
r1
, (E.3.5)
si bien que les éléments de matrice du commutateur s’écrivent :
〈
p
∣∣∣∣[Hˆ, ˆn(r1)]∣∣∣∣q〉 = 12 {φp(r1) (∇2r1φq(r1)) − (∇2r1φp(r1)) φq(r1)} (E.3.6)
E.3.2 Éléments de matrice de la densité de de courant
Cherchons d’abord à retrouver les éléments de matrice de l’opérateur densité de courant :
jˆ(r1) = − i2
∑
j
(
δ(r1 − r j)∇r j + ∇r jδ(r1 − r j)
)
, (E.3.7)
c’est-à-dire cherchons à travailler les objets :
J j = − i2
ˆ
dr j φp(r j)
(
δ(r1 − r j)∇r j + ∇r jδ(r1 − r j)
)
φq(r j) (E.3.8)
De la même manière que précédemment, le développement de dérivées d’un produit et l’utilisa-
tion des relations (E.3.1) concernant les dérivées de la fonction de Dirac donnent :
J j = − i2
ˆ
dr j φp(r j)δ(r1 − r j)
(
∇r jφq(r j)
)
− i
2
ˆ
dr j φp(r j)
(
∇r jδ(r1 − r j)
)
φq(r j) − i2
ˆ
dr j φp(r j)δ(r1 − r j)
(
∇r jφq(r j)
)
= − i
2
2
{
φp(r j)
(
∇r jφq(r j)
)}∣∣∣∣
r1
− i
2
(−1)
{
∇r j
(
φp(r j)φq(r j)
)}∣∣∣∣
r1
= −i
{
φp(r j)
(
∇r jφq(r j)
)}∣∣∣∣
r1
+
i
2
{(
∇r jφp(r j)
)
φq(r j)
}∣∣∣∣
r1
+
i
2
{
φp(r j)
(
∇r jφq(r j)
)}∣∣∣∣
r1
(E.3.9)
On retrouve finalement l’expression bien connue :
〈
p
∣∣∣jˆ(r1)∣∣∣q〉 = i2 {(∇r1φp(r1)) φq(r1) − φp(r1) (∇r1φq(r1))} (E.3.10)
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Quant à démontrer le lien entre les éléments de matrice du commutateur et de la densité de
courant, on voit que :
i∇r1 jˆ(r1) =
1
2
∇r1 ·
(
δ(r1 − r j)∇r j + ∇r jδ(r1 − r j)
)
, (E.3.11)
dont les éléments de matrice s’écrivent (tout simplement à partir de l’équation (E.3.10)) :
−1
2
∇r1
{(
∇r1φp(r1)
)
φq(r1) − φp(r1)
(
∇r1φq(r1)
)}
= −1
2
{ (
∇2r1φp(r1)
)
φq(r1) +
(
∇r1φp(r1)
) (
∇r1φq(r1)
)
−
(
∇r1φp(r1)
) (
∇r1φq(r1)
)
− φp(r1)
(
∇2r1φq(r1)
) }
=
1
2
{
φp(r1)
(
∇2r1φq(r1)
)
−
(
∇2r1φp(r1)
)
φq(r1)
}
,
(E.3.12)
qui est l’équation (E.3.6).
E.4 Commentaire sur l’espace réciproque
Au cours de dérivations de l’approximation EED dans l’espace réciproque, Berger et. al. [194]
sont amenés à écrire une équation similaire à notre équation (5.2.5), et qui s’écrit :
Ωnn(k1,k2;ω)χ(k1,k2;ω) =
1
2
∑
v,c
nv
ρ˜∗cv(k1)
〈
c
∣∣∣∣[Hˆ, e−ik2·r′]∣∣∣∣v〉 + h.c.
ω −Ωcv + iη+ , (E.4.1)
où je montre une version partiellement  traduite  vers nos notations. Les sommations sur les états
de valence v et de conduction c correspondent à nos sommations sur les états occupés et virtuels. Le
commutateur à travailler ici est le même que celui qui a été travaillé dans les sections précédentes :
traduire l’équation (E.3.3) en espace réciproque donne (se souvenir que les deux derniers termes
s’annulent) :
J j = −12
ˆ
dr j φc(r j)
(
∇2r j e−ik2r j
)
φv(r j) − 122
ˆ
dr j φc(r j)
(
∇r j e−ik2r j
) (
∇r jφv(r j)
)
=
k22
2
ˆ
dr j φc(r j)e−ik2r jφv(r j) +
ˆ
dr j φc(r j)e−ik2r j
(
i∇r jφv(r j)
)
k2
=
k22
2
ρ˜cv(k2) +
〈
c
∣∣∣∣e−ik2r j (i∇r j)∣∣∣∣v〉 · k2 (E.4.2)
Ainsi l’équation (E.4.1) s’écrit-elle :
Ωnn(k1,k2;ω)χ(k1,k2;ω) =
1
2
k222 + k212
∑
v,c
nv
ρ˜∗cv(k1)ρ˜cv(k2)
ω −Ωcv + iη+
+
1
2
∑
v,c
nv
ρ˜∗cv(k1)
〈
c
∣∣∣∣e−ik2r j (i∇r j)∣∣∣∣v〉 · k2 + h.c.
ω −Ωcv + iη+ (E.4.3)
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La division par χ va faire émerger le terme Q vu équation (7) de la référence [194] (l’apparition
de k21/2 est un effet du terme +h.c. dans l’équation (E.4.1)). Cette manipulation n’est possible que
dans le contexte de l’espace réciproque, où la dérivé seconde de l’exponentielle laisse une expression
de l’élément de matrice densité intouchée par une dérivation, ce qui permet de reformer la fonction
χ. Il semble (voir sections précédentes) que pour former la densité de courant l’on ait besoin des
deux termes de l’équation (E.4.2). Ainsi l’objet appelé j˜cv(k2) dans l’équation (9) de la référence
[194] n’est pas la densité de courant.
E.5 Règles de somme
On cherche ici à confirmer les liens entre les numérateurs des équations (5.2.3), (5.2.6) et (5.2.8),
c’est-à-dire entre
∑
α,0
nα(r1)nα(r2),
∑
α,0
nα(r1)nα(r2)Ωα, et
∑
α,0
nα(r1)nα(r2)ΩαΩα et les règles de som-
mes, que l’on peut définir de la manière suivante (voir [247] et surtout [248]) :
S˜ k(r1, r2) =
∑
α
Ωk+1α nα(r1)nα(r2), (E.5.1)
et dériver (voir toujours référence [248]) :
S˜ 2k−1(r1, r2) = (−1)k 〈nˆ(k)(r1)nˆ(k)(r2)〉
S˜ 2k(r1, r2) =
1
2
(−1)k 〈nˆ(k)(r1)nˆ(k+1)(r2) − nˆ(k+1)(r1)nˆ(k)(r2)〉 , (E.5.2)
où nˆ(k)(r1) est un commutateur défini de la manière suivante :
 nˆ(0)(r1) = nˆ(r1)nˆ(k)(r1) = [Hˆ, nˆ(k−1)(r1)] c’est-à-dire : nˆ(k)(r1) =
[
Hˆ,
[
Hˆ,
[
. . . ,
[
Hˆ, nˆ(r1)
]]]]
(E.5.3)
Appliquer ces formules pour nos besoins donne :
S˜ −1(r1, r2) = 〈nˆ(r1)nˆ(r2)〉 (E.5.4)
S˜ 0(r1, r2) =
1
2
〈
nˆ(r1)
[
Hˆ, nˆ(r2)
]
−
[
Hˆ, nˆ(r1)
]
nˆ(r2)
〉
(E.5.5)
S˜ 1(r1, r2) = −
〈[
Hˆ, nˆ(r1)
] [
Hˆ, nˆ(r2)
]〉
(E.5.6)
Ce qui a été fait ici est une application stricte des règles de somme telles qu’on les trouve dans les
références citées plus haut. Dans notre cas de figure, la sommation n’inclut pas l’état fondamental.
On définit donc en fait :
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S −1(r1, r2) = 〈nˆ(r1)nˆ(r2)〉 − n0(r1)n0(r2) = 〈δnˆ(r1)δnˆ(r2)〉
S 0(r1, r2) =
1
2
〈
nˆ(r1)
[
Hˆ, nˆ(r2)
]
−
[
Hˆ, nˆ(r1)
]
nˆ(r2)
〉
S 1(r1, r2) = −
〈[
Hˆ, nˆ(r1)
] [
Hˆ, nˆ(r2)
]〉
,
(E.5.7)
où l’on utilise
〈[
Hˆ, nˆ(r1)
]〉
= 0. Passer de ces relations aux équations (5.3.2), (5.3.6) et (5.3.9) est
aisé, et montre que les numérateurs qui émergent dans une procédure EED sont bien des règles de
somme.
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Annexe F
Détails des équations du gradient RSH-RPA
Dans cette Annexe sont explicitées les équations principales impliquées dans la déri-
vation du gradient de l’énergie RSH-RPA. Mise à part la dernière section, toute l’Annexe
consiste à dériver les conditions stationnaires de tous les éléments du Lagrangien par rap-
port aux coefficients orbitalaires. En particulier, la dérivation des termes liés à la fockienne
courte- et longue-portée font tout l’intérêt de notre formulation, qui montre naturellement
un parallèle remarquable entre les deux dérivations.
Au cours de la dérivation des conditions stationnaires des termes liés à la fockienne
courte-portée par rapport aux coefficients orbitalaires, des notations inédites sont intro-
duites, qui permettent un traitement très général des termes dérivant de la fonctionnelle
d’échange-corrélation.
L’objet de ces sections est principalement de dériver les conditions stationnaires du Lagrangien
de l’équation (6.3.7) par rapport aux coefficients orbitalaires. Une modification des orbitales molé-
culaires peut s’exprimer comme une rotation des coefficients C :
|p〉 = C†pµ |µ〉 devient au premier ordre : | ∗p〉 =
(
1 + V†
)
pt
C†tµ |µ〉 (F.0.1)
Autrement dit, les coefficients subissent la transformation :
∗
C← C + CV (F.0.2)
On cherche donc à obtenir ici :
∂X
∂V
∣∣∣∣∣
V=0
, (F.0.3)
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pour tous les termes X du Lagrangien. Pour certains de ces termes, on dérive directement l’équation
(F.0.3) (voir section F.3). Dans d’autres cas il est plus simple de considérer une expansion au premier
ordre en V :
X( ∗C) =
V→0
X(C) + dX
dV
∣∣∣∣∣
V→0
V = X(0) + X(1) (F.0.4)
On atteint alors la dérivée de ces termes par rapport à une modification des coefficients en consi-
dérant X(1) (voir sections F.1 et F.2).
J’attire l’attention du lecteur sur le fait que, particulièrement dans cette Annexe, j’utilise exten-
sivement la convention de Einstein concernant les indices implicitement sommés.
F.1 Intégrales bi-électroniques
Considérons une intégrale bi-électronique quelconque 〈pq|rs〉. On cherche à écrire une expres-
sion des intégrales bi-électroniques calculées avec des orbitales ayant subi une rotation
∗
C = C+CV.
Le développement en série par rapport à V de
∗〈pq|rs〉 est :
∗〈pq|rs〉 = ∗Cµp
∗
Cνq 〈µν|ρσ〉
∗
C†rρ
∗
C†sσ
=
(
Cµp + CµtVtp
) (
Cνq + CνtVtq
)
〈µν|ρσ〉
(
C†rρ + V
†
rtC
†
tρ
) (
C†sσ + V
†
stC
†
tσ
)
= 〈pq|rs〉 + Vtp 〈tq|rs〉 + Vtq 〈pt|rs〉
+ Vtr 〈pq|ts〉 + Vts 〈pq|rt〉 + O(V2) (F.1.1)
On travaille dans la suite avec les intégrales (K)ia, jb = 〈i j|ab〉 ; le raisonnement est inchangé
pour les intégrales de type K′ et J. Les intégrales bi-électroniques apparaissent toujours dans le
contexte d’une trace avec un autre objet, c’est-à-dire dans des sommations du type Xia, jbK jb,ia : nous
travaillerons directement sur l’expansion de ces traces. Les termes du premier ordre des traces sont :
(
Xia, jb
∗
K jb,ia
)(1)
= Xia, jbVt j 〈ti|ba〉 + Xia, jbVti 〈 jt|ba〉
+ Xia, jbVtb 〈 ji|ta〉 + Xia, jbVta 〈 ji|bt〉
= Xia, jbVt j 〈ti|ba〉 + X jb,iaVt j 〈it|ab〉
+ Xia, jbVtb 〈 ji|ta〉 + X jb,iaVtb 〈i j|at〉
=
(
X + X†
)
ia, jb
Vt j 〈ti|ba〉
+
(
X + X†
)
ia, jb
Vtb 〈 ji|ta〉 , (F.1.2)
où c’est en échangeant les indices de sommations ia et jb des deuxième et quatrième termes que
l’on passe de la première à la deuxième ligne, et où ce sont les propriétés de symétrie des intégrales
bi-électroniques qui permettent de passer de la deuxième à la troisième ligne. Un effort peut être fait
pour réécrire la dernière équation avec la structure des matrices K, en se souvenant que l’indice t
court sur les orbitales occupées (k) et virtuelles (c) :
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(
Xia, jb
∗
K jb,ia
)(1)
= V†jkKkb,ia
(
X + X†
)
ia, jb
+ V†jcKcb,ia
(
X + X†
)
ia, jb
+ V†bkK jk,ia
(
X + X†
)
ia, jb
+ V†bcK jc,ia
(
X + X†
)
ia, jb
= V†jk
{
K,X + X†
}
k j
+ V†jc
{
K,X + X†
}
c j
+ V†bk
{
K,X + X†
}
kb
+ V†bc
{
K,X + X†
}
cb
, (F.1.3)
où j’utilise la notation {unionsq,unionsq}, vue équation (6.3.6), d’une sorte de  trace incomplète  qui dépend
encore de deux indices parmi ceux qui composent les super-indices de deux matrices X et Y :
{X,Y}i j = Xia,kcYkc,ja
{X,Y}ab = Xia,kcYkc,ib
(F.1.4)
Remarquer que la notation K est utilisée pour signifier un terme qui provient de l’expansion de
K, mais ne respecte plus sa structure de type ia, jb (on a, aussi : K′ et J).
En supposant que X est hermitien, on obtient l’expression finale du terme de premier ordre de
l’expansion de
〈
X
∗
K
〉
:
〈
X
∗
K
〉(1)
= 2V†jk {K,X}k j + 2V†jc
{
K,X
}
c j
+ 2V†bk
{
K,X
}
kb
+ 2V†bc {K,X}cb (F.1.5)
F.2 Fockienne longue-portée (et double comptage)
On veut dériver l’expression de
LR(1) =
(〈(
d(0) + d(2) + z
) ∗
fLR
〉
− 12
〈
d(0)
∗
gLR
[
d(0)
]〉)(1)
(F.2.1)
On a donc besoin des expansions de
∗
h et
∗
gLR
[
d(0)
]
dans le contexte d’une trace avec un objet X.
Le terme de premier ordre d’une expansion de
〈
X
∗
h
〉
est simplement :
(
Xqp
∗
hpq
)(1)
=
(
Xqp
∗
Cµphµν
∗
C†qν
)(1)
= XqpCµtVtphµνC†qν + XqpCµphµνV
†
qtC
†
tν
= V†pt (hX)tp + V
†
qt
(
hX†
)
tq
, (F.2.2)
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et une expansion du terme à deux électrons
〈
X
∗
gLR
[
d(0)
]〉
donne :
Xqp
∗
gLR
[
d(0)
]
pq
= Xqpd(0)rs
[ ∗〈pr|qs〉 − 1
2
∗〈ps|rq〉
]
= Xqpd(0)rs
∗
Cµp
∗
Cνq
[
〈µρ|νσ〉 − 1
2
〈µσ|ρν〉
] ∗
C†rρ
∗
C†sσ
= XqpgLR
[
d(0)
]
pq
+ Xqpd(0)rs Vtp
[
〈tr|qs〉 − 1
2
〈ts|rq〉
]
+ Xqpd(0)rs Vtq
[
〈pr|ts〉 − 1
2
〈ps|rt〉
]
+ Xqpd(0)rs Vtr
[
〈pt|qs〉 − 1
2
〈ps|tq〉
]
+ Xqpd(0)rs Vts
[
〈pr|qt〉 − 1
2
〈pt|rq〉
]
+ O(V2)
(F.2.3)
Les deux premiers éléments du terme de premier ordre peuvent aisément être exprimés avec
gLR
[
d(0)
]
. Les deux derniers, en revanche, nécessitent une manipulation des intégrales faisant usage
de leurs symétries pour faire émerger gLR [X] :
XqpVtpd(0)rs
[
〈tr|qs〉 − 1
2
〈ts|rq〉
]
= XqpVtpgLR
[
d(0)
]
tq
= V†pt(g
LR
[
d(0)
]
X)tp
XqpVtqd(0)rs
[
〈pr|ts〉 − 1
2
〈ps|rt〉
]
= XqpVtqgLR
[
d(0)
]
pt
= V†qt(g
LR
[
d(0)
]
X†)tq
d(0)rs VtrX
†
pq
[
〈tp|sq〉 − 1
2
〈tq|ps〉
]
= d(0)rs Vtrg
LR
[
X†
]
ts
= V†rt(g
LR
[
X†
]
d(0))tr
d(0)rs VtsXqp
[
〈tq|rp〉 − 1
2
〈tp|qr〉
]
= d(0)rs Vtsg
LR [X]tr = V†st(g
LR [X]d(0))ts
(F.2.4)
On a tous les éléments à présent pour écrire le terme de premier ordre de l’expansion de la somme
de la fockienne longue-portée et du double comptage longue-portée :
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(〈
X
∗
fLR
〉
− 1
2
〈
d(0)
∗
gLR
[
d(0)
]〉)(1)
= V†pt(hX)tp + V
†
pt(g
LR
[
d(0)
]
X)tp + V†st(g
LR [X]d(0))ts
− 12 V†pt(gLR
[
d(0)
]
d(0))tp − 12 V†st(gLR
[
d(0)
]
d(0))ts
+ V†qt(hX
†)tq + V†qt(g
LR
[
d(0)
]
X†)tq + V†rt(g
LR
[
X†
]
d(0))tr
− 12 V†qt(gLR
[
d(0)
]
d(0))tq − 12 V†rt(gLR
[
d(0)
]
d(0))tr
= V†pt(f
LRX)tp + V†st(g
LR
[
X − d(0)
]
d(0))ts
+ V†qt(f
LRX†)tq + V†rt(g
LR
[
X† − d(0)
]
d(0))tr, (F.2.5)
qui s’écrit, dans le cas d’une trace avec la matrice hermitienne
(
d(0) + d(2) + z
)
:
LR(1) = 2V†pt
(
fLR
(
d(0) + d(2) + z
))
tp
+ 2V†rt
(
gLR
[
d(2) + z
]
d(0)
)
tr (F.2.6)
F.3 Fockienne courte-portée (et double comptage)
On cherche à expliciter :
∂SR
∂V
∣∣∣∣∣
V=0
=
∂
∂V
(〈(
d(0) + d(2) + z
)
fSR
〉
+ ∆SRDC
)
V=0
(F.3.1)
La dérivée de la trace de la fockienne s’écrit comme suit :
Xqp
∂ f SRpq
∂Vab
∣∣∣∣∣∣∣
V=0
=
∑
A
ˆ
dr
∂
∂Vab
 ∂F∂ξA ∂ξA∂d(0)pq

∣∣∣∣∣∣∣
Vab=0
Xqp
=
∑
AB
ˆ
dr
∂2F
∂ξB∂ξA
∂ξB
∂Vab
∣∣∣∣∣∣
Vab=0
 ∂ξA
∂d(0)pq
Xqp

(a)
+
∑
A
ˆ
dr
∂F
∂ξA
∂
∂Vab
 ∂ξA
∂d(0)pq
Xqp

∣∣∣∣∣∣∣
Vab=0
(b)
,
(F.3.2)
où les notations ξA et ξB dénotent deux dépendances (a priori) différentes, c’est-à-dire où notamment
∂2
∂ξA∂ξB
représente une dérivée de la forme, par exemple ∂
2
∂ρα∂ρβ
, ∂
2
∂ρα∂∇ρα∇ρβ , etc. . .
On va montrer que cette dérivation fait apparaître, de la même manière que dans le cas longue-
portée, les termes suivants :
Xqp
∂ f SRpq
∂Vab
∣∣∣∣∣∣∣
V=0
= 2
(
fSRX
)
ab
+ 2
(
WSR [X]d(0)
)
ab
, (F.3.3)
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où le terme WSR [X]d(0) est le miroir courte-portée du terme gLR [X]d(0) trouvé dans l’équation
(F.2.6). Pour s’en convaincre il faut dériver attentivement tous les éléments des termes (a) et (b). De
manière complètement générale, j’écris que toutes les dépendances sont des produits de fonctions de
la densité :
ξA =
∏
n
XξAn
(
ρ(0)
)
=
∏
n
XξAn
(
d(0)pqφ
†
pφq
)
, (F.3.4)
oùXξA sont des fonctions différentes pour chaque ξA. Seules les fonctionnelles incluant explicitement
des orbitales virtuelles ne peuvent s’écrire de cette manière. Avec ces notations, on peut écrire les
éléments du terme (a) :
(1) :
∂ξA
∂d(0)pq
=
∑
i
XξAi
(
φ†pφq
)∏
n,i
XξAn
(
ρ(0)
)
(F.3.5)
et :
∂ξA
∂d(0)pq
Xqp =
∑
i
XξAi
(
ρX
)∏
n,i
XξAn
(
ρ(0)
)
= ξXA (F.3.6)
(2) :
∂ξB
∂Vab
∣∣∣∣∣
Vab=0
= 2
∑
i
XξBi
(
φ†aφt
)
d(0)tb
∏
n,i
XξBn
(
ρ(0)
)
, (F.3.7)
où l’on utilise la dérivation suivante :
∑
pq
∂d(0)pqφ
†
pφq
∂Vab
∣∣∣∣∣∣∣
Vab=0
= 2φ†aφtd
(0)
tb (F.3.8)
Dans l’élément (1) (équation (F.3.5)), une des occurrences de XξA est dérivée, les autres sont
laissées inchangées, c’est-à-dire qu’une occurrence de d(0)pq est  éliminée  dans ξA. On voit ensuite
dans (F.3.6) que des termes ξXA émergent. Ce sont des versions modifiées de ξA, c’est-à-dire des
versions où une occurrence de d(0)pq dans ξA est remplacée par un autre élément de matrice densité,
Xqp. Dans (F.3.7), on voit poindre une structure de type atd
(0)
tb qui mènera in fine à W
SR [X]at d
(0)
tb ;
l’expression très générale du terme (a) est d’ailleurs :
(a) =
ˆ
dr
∂2F
∂ξB∂ξA
∂ξB
∂Vab
∣∣∣∣∣∣
Vab=0
 ∂ξA
∂d(0)pq
Xqp
 = 2 ˆ dr ∂2F∂ξB∂ξA ξXA
∑
i
XξBi
(
φ†aφt
)∏
n,i
XξBn
(
ρ(0)
) d(0)tb ,
(F.3.9)
c’est-à-dire contribue uniquement au terme WSR [X]at d
(0)
tb .
La dérivation du terme (b) est plus compliquée : dû à des effets de  dérivation d’un produit ,
il fournit à la fois des éléments pour reconstituer le terme fSRX de l’équation (F.3.3) et des éléments
supplémentaires de WSR [X]d(0). En effet, la dérivation par Vab se fait soit sur un XξA  contaminé 
par X, soit sur un XξA  d’origine , c’est-à-dire que la dérivation par Vab va faire sortir soit un Xtb,
soit un d(0)tb :
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(b) =
ˆ
dr
∂F
∂ξA
∂
∂Vab
 ∂ξA
∂d(0)pq
Xqp

Vab=0
=
ˆ
dr
∂F
∂ξA
∑
i
(
∂
∂Vab
XξAi
(
ρX
))
Vab=0
∏
n,i
XξAn
(
ρ(0)
)
+
ˆ
dr
∂F
∂ξA
∑
i j
XξAi
(
ρX
) ( ∂
∂Vab
XξAj (ρ)
)
Vab=0
∏
n,i
n, j
XξAn
(
ρ(0)
)
= 2
ˆ dr ∂F∂ξA
∑
i
XξAi
(
φ†aφt
)∏
n,i
XξAn
(
ρ(0)
) Xtb
+ 2

ˆ
dr
∂F
∂ξA
∑
i j
XξAi
(
ρX
)
XξAj
(
φ†aφt
)∏
n,i
n, j
XξAn
(
ρ(0)
) d(0)tb ,
(F.3.10)
où on ne fait qu’utiliser le résultat (F.3.8). Dans le premier terme, on voit l’expression de la fo-
ckienne (voir équation (F.3.5)) et le deuxième terme fournit de nouveaux éléments à WSR [X], dont
l’expression finale est :
WSR [X]at =
ˆ
dr
∑
AB
∑
i j
( ∂2F
∂ξAξB
ξXBXξAj
(
ρ(0)
)
+
∂F
∂ξA
XξAj
(
ρX
) )
XξAi
(
φ†aφt
)∏
n,i
n, j
XξAn
(
ρ(0)
) (F.3.11)
Considérons à présent la dérivée du terme de double comptage ∆SRDC = E
SR
Hxc−
〈
d(0)fSR
〉
. La dérivée
de la fonctionnelle Hartree-échange-corrélation est :
∂ESRHxc
∂V
∣∣∣∣∣∣
V=0
=
∑
A
ˆ
dr
∂F
∂ξA
∂ξA
∂V
∣∣∣∣∣
V=0
(F.3.12)
En se rappelant que l’expression de la fockienne est fSR =
∑
A
ˆ
dr
∂F
∂ξA
∂ξA
∂d(0)
, une comparaison
des équations (F.3.5) et (F.3.7) permet d’écrire :
∂ESRHxc
∂V
∣∣∣∣∣∣
V=0
= 2fSRd(0) (F.3.13)
Ainsi, en utilisant (F.3.3) et (F.3.13), on montre que la dérivée du terme de double comptage
s’écrit :
∂∆SRDC
∂Vab
∣∣∣∣∣∣
V=0
= 2fSRd(0) − 2
(
fSRd(0)
)
ab
− 2
(
WSR
[
d(0)
]
d(0)
)
ab
, (F.3.14)
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c’est-à-dire annule le termeWSR
[
d(0)
]
d(0) qui émerge lors de la dérivation de la trace de la fockienne.
On obtient ainsi l’expression finale pour la dérivée de SR par rapport à V :
∂SR
∂V
∣∣∣∣∣
V=0
= 2
(
fSR
(
d(0) + d(2) + z
))
+ 2WSR
[
d(2) + z
]
d(0) (F.3.15)
F.4 Un parallèle remarquable
Cette section reprend les résultats dérivés dans les sections F.2 et F.3 pour mieux mettre à jour
les similarités dans la dérivation des contributions des termes  fockienne plus double comptage  de
courte- et longue-portée aux équations de stationnarité du Lagrangien. Pour plus de clarté, on définit
d = d(0) +d(2) +z. Dans la partie longue-portée, la dérivation du terme
〈
dfLR
〉
fait émerger fLRd ainsi
que, par un phénomène d’ interversion , gLR [d]d(0). L’effet de la dérivation du terme de double
comptage est d’annuler la partie gLR
[
d(0)
]
d(0) du terme d’interversion. On a ainsi :
1
2
∂
∂V
(〈
dfLR
〉
+ DCLR
)∣∣∣∣∣
V=0
= fLRd + gLR
[
d(2) + z
]
d(0) (F.4.1)
De la même manière, pour la partie courte-portée, le terme
〈
dfSR
〉
fait émerger fSRd ainsi que, par
un phénomène d’ interversion  finalement comparable à précédemment, le nouvel objet que j’ai
appelé WSR [d]d(0). Le terme de double comptage se comporte de la même manière que le double
comptage longue-portée : il annule la partie WSR
[
d(0)
]
d(0) dans le terme interverti. On a finalement :
1
2
∂
∂V
(〈
dfSR
〉
+ DCSR
)∣∣∣∣∣
V=0
= fSRd + WSR
[
d(2) + z
]
d(0) (F.4.2)
Les équations (F.4.1) et (F.4.2) sont le miroir l’une de l’autre ; les termes gLR [X]d(0) et
WSR [X]d(0) sont très semblables et émergent de l’exacte même manière au cours de la
dérivation. Cela montre que je tiens ici une dérivation solide du gradient des énergies de
méthodes mélangeant courte- et longue-portée.
F.5 Lagrangien total
En observant les équations (F.2.5) et (F.3.15), on peut écrire :
∂SR + LR
∂V
∣∣∣∣∣
V=0
= 2f
(
d(0) + d(2) + z
)
+ 2gLR
[
d(2) + z
]
d(0) + 2WSR
[
d(2) + z
]
d(0) (F.5.1)
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On dispose à présent des équations (F.1.5) et (F.5.1) pour écrire les conditions stationnaires du
Lagrangien que l’on rappelle ici :
L =
〈(
d(0) + z + d(2)
)
f
〉
+ ∆DC
SR + LR
+ 〈KM〉 + 〈K′N〉 + 〈JO〉 + 〈x(C†SC − 1)〉 , (6.3.7)
c’est-à-dire :
1
2
∂L
∂V
= f
(
d(0) + d(2) + z
)
+ gLR
[
d(2) + z
]
d(0) + WSR
[
d(2) + z
]
d(0)
+ {K,M} + {K′,N} + {J,O} + x (F.5.2)
Les expressions des éléments de matrice ∂L
∂Vpq
ne sont pas les mêmes selon la nature de p et q. Les
éléments fpq, d(0)pq et d
(2)
pq sont non nuls si et seulement si p et q appartiennent à la même catégorie
d’orbitale (orbitales occupées ou orbitales virtuelles), au contraire des éléments zpq, qui sont non
nuls si p et q appartiennent à des catégories d’orbitale différentes. Ainsi (fd(0))pq et (fd(2))pq sont non
nuls si p et q appartiennent à la même catégorie d’orbitale et (fz)pq est non nul si p et q appartiennent
à des catégories d’orbitale différentes. De plus les éléments de matrices clôturés par d(0) ne sont non
nuls que dans les domaines i j et a j. Étant donnés ces remarques structurelles, les éléments de matrice
∂L
∂Vpq
s’écrivent :
∂L
∂Vi j
= 2
(
fd(2) + fd(0) +gLR
[
z + d(2)
]
d(0) + WSR
[
z + d(2)
]
d(0) + {K,M} + {K′,N} + {J,O} + x)
i j
∂L
∂Va j
= 2
(
fz +gLR
[
z + d(2)
]
d(0) + WSR
[
z + d(2)
]
d(0) +
{
K,M
}
+
{
K
′
,N
}
+
{
J,O
}
+ x
)
a j
∂L
∂Vib
= 2
(
fz +
{
K,M
}
+
{
K
′
,N
}
+
{
J,O
}
+ x
)
ib
∂L
∂Vab
= 2
(
fd(2) + {K,M} + {K′,N} + {J,O} + x)
ab
(F.5.3)
F.6 Dérivée du Lagrangien
La dérivé du Lagrangien tel qu’écrit équation (6.3.7) est :
L(x) =
〈(
d(0) + z + d(2)
)
f(x)
〉
+ ∆
(x)
DC +
〈
MK(x)
〉
+
〈
NK′(x)
〉
+
〈
OJ(x)
〉
+
〈
xC†S(x)C
〉
(F.6.1)
Seule la dérivation des termes fockienne plus double comptage demandent une attention particu-
lière. On obtient, pour les parties courte- et longue-portée :
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Annexe: Détails des équations du gradient RSH-RPA
SR(x) = ESR(x)Hxc +
〈(
d(2) + z
)
fSR(x)
〉
(F.6.2)
LR(x) =
〈(
d(0) + d(2) + z
)
h(x)
〉
+
((
1
2d
(0) + z + d(2)
)
pq
d(0)rs
)
(pq|rs)LR(x)
− 1
2
((
1
2d
(0) + z + d(2)
)
pr
d(0)ps
)
(pq|rs)LR(x) (F.6.3)
Les dérivées apparaissant dans les termes de longue-portée (h(x) et (pq|rs)LR(x)) sont connues, il
nous faut expliciter les dérivées de la partie courte-portée, où les intégrales sont évaluées sur une
grille de point {ωλ}. Deux termes vont donc émerger de la dérivation : des termes contenant les
dérivées de l’intégrande et des termes traduisant la variation de la grille avec la modification des
coordonnées atomiques :
SR(x) =
∑
A
ˆ F(ξA) + ∂F∂ξA ∂ξA∂d(0)pq
(
d(2) + z
)
qp
(x)
=
∑
A
{
ωλ
(
F(ξA) +
∂F
∂ξA
(
ξd
(2)
A + ξ
z
A
))}(x)
=
∑
A
ω(x)λ
(
F(ξA) +
∂F
∂ξA
(
ξd
(2)
A + ξ
z
A
))
+
∑
AB
ωλ
(
∂F
∂ξB
ξ(x)B +
∂2F
∂ξB∂ξA
(
ξd
(2)
A + ξ
z
A
)
ξ(x)B +
∂F
∂ξA
(
ξd
(2)(x)
A + ξ
z(x)
A
))
(F.6.4)
Soit, finalement :
SR(x) =
∑
A
ω(x)λ
(
F(ξA) +
∂F
∂ξA
(
ξd
(2)
A + ξ
z
A
))
+
∑
A
ωλ
∂F
∂ξA
(
ξd
(0)(x)
A + ξ
d(2)(x)
A + ξ
z(x)
A
)
+
∑
AB
ωλ
∂2F
∂ξB∂ξA
(
ξd
(2)
A + ξ
z
A
)
ξ(x)B (F.6.5)
On peut écrire, en AO :
L(x) =
〈
D1H(x)
〉
+
(
D2 + Γ2
)
µν,ρσ
(µν|ρσ)LR(x) +
〈
XS(x)
〉
+ SR(x), (F.6.6)
où :
(D1)µν = Cµp
(
d(0) + d(2) + z
)
pq
C†qν =
(
D(0) + D(2) + Z
)
µν
(D2)µν,σρ =
(
1
2D
(0) + D(2) + Z
)
µν
D(0)ρσ −
1
2
(
1
2D
(0) + D(2) + Z
)
µρ
D(0)νσ
(Γ2)µν,σρ = CµkCν jC†cρC
†
bσ (M)ia,kc + CµkCν jC
†
bρC
†
cσ (N)ia,kc + CµkCνbC
†
jρC
†
cσ (O)ia,kc
(X)µν = Cµp(x)pqC†qν
(F.6.7)
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