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Can robotics play a moral role in the life of humans? This 
question has been systematically addressed by the main 
approaches to machine ethics, which are prevalently inspired 
by normative theories in the consequentialist and deonto-
logical traditions. These theories focus on the maximiza-
tion of practical and psychological advantages for the users 
and the obligation to protect human dignity, respectively. In 
many circumstances, for example when designing autono-
mous vehicles, the careful implementation of these theories 
is indispensable to assure that the systems’ behaviour aligns 
with the ethical intuitions that are shared by most people and 
enshrined in our systems of laws, such as the fundamental 
principles pertaining to common good or individual rights 
[7].
However, in addition to providing utilitarian benefits to 
the users and diligently imposing severe normative prescrip-
tions, social robots can play a moral function also in another 
important sense: through repeated, interactive engagement 
in familiar scenarios, appropriately designed robots can help 
the human users recognize and correct their bad habits, dedi-
cate themselves to commendable activities, and incorporate 
values as spontaneous inclinations to think and behave vir-
tuously. Like other forms of virtue cultivation, this process 
may lead, eventually, to fortify one’s moral character and 
adopt a better way of living. This kind of moral betterment is 
central to virtue ethics, the normative theory that construes 
morality around the idea of living a praiseworthy lifestyle.
The assumption behind this idea is that true fulfilment 
and enduring happiness can only be accomplished through 
self-improvement and constant engagement in admirable 
activities. Specifically, developing one’s good nature is pos-
sible by recognizing and correcting one’s own flaws, fol-
lowing the inspiring moral example of others, and learning 
to embody their positive habits and qualities. It seems that 
today’s robots are still unable to do any of these things for 
us, but they can already help us doing all of them better, if 
we decide that that is our goal. This is the key idea of what 
we call “virtuous robotics”, an approach to machine ethics 
and social robots design inspired by the theory of virtues.
Virtue ethics has enjoyed a significant renaissance during 
the last few decades, thanks both to the philosophers who 
rediscovered its importance within the Western (e.g., Aris-
totelian) tradition and those who explored the links with its 
East-Asian (e.g., Confucian) homologous. During the last 
ten years, especially thanks to the work of philosophers like 
Mark Coeckelbergh, Rob Sparrow, and Shannon Vallor, vir-
tue ethics became a prominent option in the field of technol-
ogy ethics, as epitomised by Vallor’s influential monograph 
Technology and the Virtues [2, 5, 6]. The foundational work 
conducted by these pioneers inspire in more than one way 
this special issue.
The approach to technology ethics inspired by virtue the-
ory operates under the assumption that our technological 
practices are not value-neutral, but importantly contribute to 
shape our understanding of what is right and wrong. Moral 
values are always embedded, more or less implicitly, in the 
way technology is designed and adopted. By channelling 
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such values into everyday life, autonomous technologies can 
be leveraged to exert a positive or negative influence on the 
user’s character. Our approach, that we feel close in spirit to 
the proposal advanced by Paul Dumouchel and Luisa Dami-
ano in their book, Living with Robots. Emerging Issues on 
the Psychological and Social Implications of Robotics [3], 
particularly focuses on the moral role played by social robots 
and their transformative potential. Embodied humanoid 
agents have an unprecedented power to shape our conduct, 
our relationships, and our perception of what is ethically 
acceptable and desirable in the interpersonal sphere.
One important transformative aspect of our relationship 
with autonomous technology is that we often feel inclined 
to perceive social robots as moral patients, which raises the 
question—systematically addressed by David J. Gunkel 
in his recent book Robot Rights [4]—concerning whether 
or not robots deserve some form of moral consideration. 
Because they seem to claim for themselves the roles of both 
moral agents and moral patients, social robots—more than 
any other assistive technology– promise to transform not 
only the evaluative categories that we adopt in the legal and 
public policy domains, but also, more deeply and less obvi-
ously, the spirit of our customs and social norms.
Virtuous robotics reinterprets the groundwork estab-
lished by our predecessors to put forward an entirely original 
approach to human–robot interaction. Our approach intends 
to offer a systematic response to the need, perceived more 
and more urgently by both makers and scholars, of a new 
human-centric normative framework to regulate autonomous 
assistive technologies without hindering the expression of 
their innovative potential.
Unfortunately, today’s discussions in robot ethics are 
still narrowly focused on the moral risks that human–robot 
interaction could possibly bring to our society. To be clear: 
discussing the ethical risks associated with social robotics 
is indispensable because, without appropriate regulation and 
scrutiny, assistive technologies (either because inappropri-
ately used or because loaded with misleading expectations) 
may eventually produce a tangible deterioration of the socio-
ethical and political fabric of interpersonal relations. How-
ever, it would be impossible to assess the real transformative 
potential of social robotics without addressing the opposite, 
positive side of the story as well: by promoting a vigilant 
optimism, virtuous robotics can help us express a legiti-
mate hope that technology will be capable to bring about 
authentic human development and opportunities of moral 
betterment.
Unlike other approaches to robot ethics, we are not sim-
ply advocating compliance with the ethical standards dic-
tated by an abstract normative theory. That is why we will 
not limit ourselves to hope that assistive technologies were 
used to create the necessary material and intellectual pre-
conditions for moral flourishing (for example, freeing people 
from urgent needs and inequalities). We certainly share this 
hope, but we also believe that, compared to it, our project 
is more ambitious and more concrete at once: we envision 
that autonomous technologies, if considerately designed and 
sensibly integrated in our cultural forms of life, will soon be 
called to play not only the role of moral enablers, but also 
that of moral facilitators and enhancers. This means that 
social robots can and should be used to actively, concretely 
contribute to the development of their users’ moral postures 
in practically significant scenarios, and not just to the fulfil-
ment of some abstract rules or the formation of some generic 
ethical beliefs. If this hypothesis is correct, then a new gen-
eration of robots should be primarily conceived and specifi-
cally designed to promote moral flourishing in humans, aim-
ing to make tomorrow’s users wiser and gentler people, with 
more decent and realized lifestyles. This development is in 
principle possible if virtuous technologies are conceived to 
play an expansive and supportive role in the moral domain, 
analogously to how some assistive technologies are already 
successfully used to augment our resources and capabilities 
in the cognitive domain.
To give voice to this hope, but also to carefully explore 
the most efficacious strategies to pursue it, this special issue 
intends to address whether and how the responsible design 
and application of social robots could actively promote 
true moral awareness in humans and support their ethical 
decisional processes, considering both the case studies that 
favour such an optimistic expectation and the critical objec-
tions that encourage prudence.
We would like to acknowledge how our journey has 
crossed the path of several other studies and researchers 
in social-robotics, human–robot interaction, and technol-
ogy ethics, importantly benefitting from these encounters. 
Some of our ideas about a virtuous approach to robotics 
were initially explored during a panel discussion held on 
9 August 2017 at the Philosophy Department of Univer-
sity of Wollongong as part of the first UOW Social Robot-
ics Workshop. This discussion, which primarily revolved 
on a paper published in the same year by Sparrow [5] in 
International Journal of Social Robotics, inspired Massi-
miliano Cappuccio, Anco Peeters and William McDonald 
[1] to respond with another paper on moral consideration for 
robots based on virtue and recognition, which was published 
in Philosophy & Technology in early 2019. Some of these 
ideas were further developed during a thematic session on 
“Robots and Virtue” (co-organized by Fady Alnajjar, Mas-
similiano Cappuccio, Friederike Eyssel and Mohamad Eid) 
held on 4–7 February 2018 at United Arab Emirates Uni-
versity and New York University Abu Dhabi. Then again, 
a seminal investigation on flourishing informed the second 
day of activities of the interdisciplinary workshop “Robots 
& AI in society”, co-organized by Omar Mubin and Mas-
similiano Cappuccio and held on 8–9 November 2018 at 
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Western Sydney University in collaboration with the Digital 
Humanities Research Group.
Summarizing the outcome of this journey, this special 
issue seeks to explore from a multidisciplinary perspective 
the idea that, if effectively programmed for pedagogical, 
training, and self-development purposes, robots could be 
used to cultivate virtues like compassion, honesty, and gen-
erosity, learn to manage negative emotions like anger and 
envy, and practice positive attitudes towards others, such 
as respect, care, and friendliness. The nine original papers 
selected for publication in this special issue investigate the 
philosophical, psychological, and technological/implemen-
tational dimensions of this hypothesis.
The paper that opens the collection is co-authored by the 
five guest editors of this special issue. Its aim is to provide a 
solid conceptual foundation to the “virtuous robotics” pro-
ject, rooting this proposal into the principles of virtue theory 
and distinguishing it from other approaches to machine eth-
ics. The paper explores functions, tasks, roles, and design 
principles that best suit the virtuous application of social 
robots and discusses a number of theoretical and practical 
objections.
The second contribution is authored by Australian tech-
nology ethicist Rob Sparrow. The well-argued doubts that 
he raises in this paper somehow temper the optimistic per-
spective presented in the previous one. Sparrow argues 
that a structural asymmetry informs our relationship with 
robots: while social robots can promote the cultivation of 
vice, they cannot help humans develop their virtues. The 
paper discusses the reasons and ethical implications of this 
asymmetry.
The third paper is authored by a technology ethicist work-
ing in the European philosophical tradition, Mark Coeckel-
bergh. Giving voice to a post-phenomenological perspec-
tive, his analyses highlight the need to further emphasize 
the relational dimension of moral character in human–robot 
interactions and the dependency of virtue on systems of cul-
tural practices, critically discussing the absolute primacy 
incorrectly attributed by the Western ethical traditions to 
individual agency and rational deliberation.
The fourth paper, co-authored by Merel Keijsers, Hussain 
Kazmi, Friederike Eyssel, Christoph Bartneck is an empiri-
cal study in human–robot interaction informed by the rigor-
ous methodology of social psychology. The study focuses 
on the psychological mechanisms underlying vandalism 
and abusive acts conducted against robots in public spaces. 
This study investigates how aggressive and punitive attitudes 
toward robots correlate to technology acceptance, desires to 
assert dominance, and the tendency to attribute intelligence 
and mentalistic features to robots.
The fifth contribution to the special issue1 examines a 
well-known dilemma in the virtue ethical tradition—i.e. the 
philosophical question concerning why mistreating non-
human animals is ethically unacceptable—and transposes 
it into the contemporary debate concerning the moral con-
sideration for social robots. The four authors of the paper, 
Simon Coghlan, Frank Vetere, Jenny Waycott, and Barbara 
Barbosa Neves argue that robots may affect the moral devel-
opment of children and, in general, the human responses to 
nonhuman animals, and consider the implications for design 
and policy.
In the sixth paper included in the collection, its authors, 
Anco Peeters and Pim Haselager discuss the psychological 
background and the moral implications of designing virtu-
ous sex robots, that is social robots specifically conceived to 
engage in intimate relationships with humans. Is the exist-
ence of such robots, and the desire to utilise them to satisfy 
erotic needs, inherently vicious, or can these robots be devel-
oped with a moralising and educational intent, considering 
also the alleged deceptiveness of humanoid robots and the 
fact that they can be used instrumentally, without receiving 
consent from the robot itself?
Social virtues require the ability to empathise with oth-
ers and regulate one’s own conduct to establish joint atten-
tion with them. But what happens when these abilities are 
disrupted and what can be done to recover them? The sev-
enth paper, co-authored by Fady Alnajjar, Massimiliano 
Cappuccio, Abdulrahman Renawi, Omar Mubin, and Chu 
Kiong Loo, addresses this question, presenting the results 
of an experimental study on the beneficial impact played 
by robots to facilitate interactive engagement and maintain 
social attention in autistic children.
The eighth paper investigates a key anthropomorphic 
feature of social robots, i.e. their capability to communi-
cate via facial expressions. The authors, Chris Chesher and 
Fiona Andreallo, explain how robot faciality plays not only 
an aesthetic function but also an ethical one, soliciting moral 
awareness and self-regulation in the human users. Unlike 
face-less technologies, social robots can rely on their face 
and gaze to make humans feel recognized as objects of moral 
evaluation and hence as moral agents who carry the burden 
of ethical responsibility.
The ninth paper offers decisive empirical evidence that 
robots can be efficaciously deployed in public contexts to 
encourage ethical behaviours in casual interactants, educat-
ing them to respect deontological norms and fulfill their 
civic duties. The study conducted by Berardina De Carolis, 
1 Note that, although this paper was originally written to be included 
in our thematic collection on Virtuous Robotics, it has already been 
published by International Journal of Social Robotics. The paper 
is not reproduced in this special issue, but readers can find it in the 
December 2019 issue.
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Francesca D’Errico, Nicola Macchiarulo, and Veronica Ros-
sano successfully tested robot-mediated playing as a method 
to promote ecological awareness among children, who 
acquired environment-friendly recycling habits as a result.
These papers helped us understand whether and how 
social robots (especially those explicitly programmed to act 
as coaches, companions, or training assistants) can incul-
cate new virtues or assist humans in developing good hab-
its, accompanying their personal search for a morally aware 
and more balanced way of living. We hope that new studies 
will be designed and conducted to explore other applications 
of virtuous robotics in an even greater variety of scenarios 
and tasks, further clarifying—through the use of socially 
interactive robots—the cognitive and social mechanisms that 
underpin the formation of character and the cultivation of 
virtue in adults and children.
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