Introduction
In order to make progress toward understanding the sensory coding strategies employed by the cortex, it will be necessary to draw upon guiding principles that provide us with reasonable ideas for what to expect and what to look for in the neural circuitry. The unifying theme behind all of the chapters in this book is that probabilistic inference-i.e., the process of inferring the state of the world from the activities of sensory receptors and a probabilistic model for interpreting their activity-provides a major guiding principle for understanding sensory processing in the nervous system. Here, I shall propose a model for how inference may be instantiated in the neural circuitry of the visual cortex, and I will show how it may help us to understand both the form of the receptive fields found in visual cortical neurons as well as the nature of spiking activity in these neurons.
In order for the cortex to perform inference on retinal images, it must somehow implement a generative model for explaining the signals coming from optic nerve fibers in terms of hypotheses about the state of the world (Mumford, 1994) . I shall propose here that the neurons in the primary visual cortex, area V1, form the first stage in this generative modeling process by modeling the structure of images in terms of a linear superposition of basis functions (figure 13.1). One can think of these basis functions as a simple "feature vocabulary" for describing images in terms of additive functions. In order to provide a vocabulary that captures meaningful structure within time-varying images, the basis functions are adapted according to an unsupervised learning procedure that attempts to form a representation of the incoming image stream in terms of sparse, statistically independent events. Sparseness is desired because it provides a simple description of the structures occurring in natural image sequences in terms of a small number of vocabulary elements at any point in time (Field, 1994) . Such representations are also useful for forming associations at later stages of processing (Foldiak, 1995; Baum, 1988) . Statistical independence reduces the redundancy of the code, in line with Barlow's hypothesis for achieving a representation that reflects the underlying causal structure of the images (Barlow, 1961; 1989) . 1 I shall show here that when a sparse, independent code is sought for timevarying natural images, the basis functions that emerge resemble the receptive field properties of cortical simple-cells in both space and time. Moreover, the model yields a representation of time-varying images in terms of sparse, spikelike events. It is suggested that the spike trains of sensory neurons essentially serve as a sparse code in time, which in turn forms a more efficient and meaningful representation of image structure. Thus, a single principle may be able to account for both the receptive properties of neurons and the spiking nature of neural activity.
The first part of this chapter presents the basic generative image model for static images, and discusses how to relate the basis functions and sparse activities of the model to neural receptive fields and activities. The second part applies the model to time-varying images and shows how space-time receptive fields and spike-like representations emerge from this process. Finally, I shall discuss how the model may be tested and how it would need to be further modified in order to be regarded as a fully neurobiologically plausible model.
Sparse Coding of Static Images

Image model
In previous work (Olshausen & Field, 1997) , we described a model of V1 simplecells in terms of a linear generative model of images (figure 13.1a). According to this model, images are described in terms of a linear superposition of basis functions plus noise: . b, The prior probability distribution over the coefficients is peaked at zero with heavy tails as compared to a Gaussian of the same variance (overlaid as dashed line). Such a distribution would result from a sparse activity distribution over the coefficients, as depicted in c.
image with equal probability. This degeneracy in the representation is resolved by imposing a prior probability distribution over the coefficients. The particular form of the prior imposed in our model is one that favors an interpretation of images in terms of sparse, independent events:
where 5 is a non-convex function that shapes ¤ ¦ ¥ © so as to have the requisite "sparse" form-i.e., peaked at zero with heavy tails, or positive kurtosis-as shown in figure 13 .1b. The posterior probability of the coefficients for a given image is then 
pling from the posterior. The solution we propose here is to choose the coefficients that maximize the posterior distribution (MAP estimate)
which is accomplished via gradient ascent on the log-posterior:
where e is the residual error between the image and the model's reconstruction of the image, e F e x j f E
. When is a non-convex function appropriate for encouraging sparseness, such as
, provides a form of non-linear self-inhibition for coefficient values near zero. A recurrent neural network implementation of this differential equation (13.9) is shown in figure 13 .2.
Learning
The basis functions of the model are adapted by maximizing the average loglikelihood of the images under the model, which is equivalent to minimizing the model's estimate of code length,
provides an upper bound estimate of the entropy of the images, which in turn provides a lower bound estimate of code length.
A learning rule for the basis functions may be obtained via gradient descent on
Thus, the basis functions are updated by a Hebbian learning rule, where the residual error
B
constitutes the pre-synaptic input and the coefficients constitute the post-synaptic outputs. Instead of sampling from the full posterior distribution, though, we utilize an simpler approximation in which a single sample is taken at the posterior maximum, and so we have
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The price we pay for this approximation is that the basis functions will grow without bound, since the greater their norm, ¥d f e g ¥ , the smaller each h e will become, thus decreasing the sparseness penalty in (13.8) . This trivial solution is avoided by rescaling the basis functions after each learning step (13.14) 
Does V1 do sparse coding?
When the model is adapted to static, whitened 2 natural images, the basis functions that emerge resemble the Gabor-like spatial profiles of cortical simple-cell receptive fields (figure 13.3, similar results were also obtained with van Hateren & Ruderman's ICA model). That is, the functions become spatially localized, oriented, and bandpass (selective to structure at different spatial scales). Because all 2. Whitening removes second-order correlations due to the f power spectrum of natural images, and it approximates the type of filtering performed by the retina (see Atick & Redlich, 1992 ). of these properties emerge purely from the objective of finding sparse, independent components for natural images, the results suggest that the receptive fields of V1 neurons have been designed according to a similar coding principle. The result is quite robust, and has been shown to emerge from other forms of independent components analysis (ICA). Some of these also make an explicit assumption of sparseness (Bell & We are comparing the basis functions to neural receptive fields 3 here because they are the feedforward weighting functions used in computing the outputs of the model, ¦ § (see figure 13 .2). However, it is important to bear in mind that the outputs are not computed purely via this feedforward weighting function, but also via a non-linear, recurrent computation (13.9), the result of which is to sparsify neural activity. Thus, a neuron in our model would be expected to respond less often than one that simply computes the inner product between a spatial weighting function and the image, as shown in figure 13 .4a.
How could one tell if V1 neurons were actively sparsifying their activity according to the model? One possibility is to measure a neuron's receptive field via reverse correlation, using an artificial image ensemble such as white noise, and then use this measured receptive field to predict the response of the neuron to natural images via convolution. If neural activities were being sparsified as in the model, then one would expect the actual responses obtained with natural images to be non-linearly related to those predicted from convolution, as shown in fig-3 . It should be noted that term 'receptive field' is not well-defined, even among physiologists. Oftentimes it is taken to mean the feedforward, linear weighting function of a neuron. But in reality, the measured receptive field of a neuron reflects the sum total of all dendritic non-linearities, output non-linearities, as well as recurrent computations due to horizontal connections and top-down feedback from other neurons. ure 13.4c. The net effect of this non-linearity is that it tends to suppress responses where the basis function does not match well with the image, and it amplifies responses where the basis function does match well. This form of non-linearity is qualitatively consistent with the "expansive power-function" contrast response non-linearity observed in simple cells (Albrecht & Hamilton, 1982; Albrecht & Geisler, 1991) . Note however that this response property emerges from the sparse prior in our model, rather than having been assumed as an explicit part of the response function. Whether or not this response characteristic is due to the kind of dynamics proposed in our model, as opposed to the application of a fixed pointwise non-linearity on the output of the neuron, would require more complicated tests to resolve.
The above method assumes that the analog valued coefficients in the model (or positively rectified versions of these quantities) correspond to spike rate. However, recent studies have demonstrated that spike rates, which are typically aver-aged over epochs of 100 ms or more, tend to vastly underestimate the temporal information contained in neural spike trains (Rieke et al., 1997) . In addition, we are faced with the fact that the image on the retina is constantly changing due to both self-motion (eye, head and body) and the motions of objects in the world. The model as we have currently formulated it is not well-suited to deal with such dynamics, since the procedure for maximizing the posterior over the coefficients requires a recurrent computation, and it is unlikely that this will complete before the input changes appreciably. In the next section we show how these issues may be addressed, at least in part, by reformulating the model to deal directly with time-varying images.
Sparse Coding of Time-Varying Images
Image model
We can reformulate the sparse coding model to deal with time-varying images by explicitly modeling the image stream 
The model is illustrated schematically in figure 13 .5.
The coefficients for a given image sequence are computed as before by maximizing the posterior distribution over the coefficients
which is again achieved by gradient descent, leading to the following differential equation for determining the coefficients: issue of causality, and in the discussion we shall consider some ways of dealing with this issue.
This model differs from the ICA (independent components analysis) model for time-varying images proposed earlier by van Hateren and Ruderman (1998) in an important respect: namely, the basis functions are applied to the image sequence in a shift-invariant manner, rather than in a blocked fashion. In van Hateren and Ruderman's ICA model, training data is obtained by extracting blocks of size 12x12 pixels and 12 samples in time from a larger movie, and a set of basis functions were sought that maximize independence among the coefficients (by seeking extrema of kurtosis) averaged over many such blocks. An image block is described via
and the coefficients are computed by multiplying the rows of the pseudo-inverse of A with each block extracted from the image stream (akin to convolution). By contrast, our model assumes shift-invariance among the basis functions-i.e., a basis function may be applied to describe structure occurring at any point in time in the image sequence. In addition, since the basis set is overcomplete, the coefficients may be sparsified, giving rise to a non-linear, spike-like representation that is qualitatively different from that obtained via linear convolution (see section 13).
Learning
The objective function for adapting the basis functions is again the code length 
Results from natural movie sequences
The model was trained on moving image sequences obtained from Hans van Hateren's natural movie database (http://hlab.phys.rug.nl/vidlib/vid db).
The movies were first whitened by a filter that was derived from the inverse spatio-temporal amplitude spectrum, and lowpass filtered with a cutoff at 80% of the Nyquist frequency in space and time (see also Dong & Atick, 1995, for a similar whitening procedure). Training was done in batch mode by loading a ( y 6 ( y # pixel, 64 frame sequence into memory and randomly extracting a spatial subimage of the same temporal length. The coefficients were fitted to this sequence by maximizing the posterior distribution via eqs. (13.19) and (13.20) . The statistics for learning were averaged over ten such subimage sequences and the basis functions were then updated according to (13.26) , again subject to rescaling (13.15) . After several hours of training on a 450Mhz Pentium, the solution reached equilibrium.
The results for a set of 96 basis functions, each 8x8 pixels and of length 5 in time, are shown in figure 13.6. Spatially, they share many of the same characteristics of the basis functions obtained previously with static images ( figure 13.3 ). The main difference is that they now also have a temporal characteristic, such that they tend to translate over time. Thus, the vast majority of the basis functions are direction selective (i.e., their coefficients will respond only to edges moving in one direction), with the high spatial-frequency functions biased toward lower velocities. These properties are typical of the space-time receptive fields of 
Discussion
We have shown in this chapter how both the spatial and temporal response properties of neurons may be understood in terms of a probabilistic model which attempts to describe images in terms of sparse, independent events. When the model is adapted to time-varying natural images, the basis functions converge upon a set of space-time functions which are spatially Gabor-like and translate with time. Moreover, the sparsified representation has a spike-like character, in that the coefficient signals are mostly zero and tend to concentrate their non-zero activity into brief, punctate events. These brief events represent longer spatiotemporal events in the image via the basis functions. The results suggest, then, that both the receptive fields and spiking activity of V1 neurons may be explained in terms of a single principle, that of sparse coding in time.
The interpretation of neural spike trains as a sparse code in time is not new. Most recently, Bialek and colleagues have shown that sensory neurons in the fly visual system, frog auditory system, and the cricket cercal system, essentially employ about one spike per "correlation time" to encode time-varying signals in their environment (Rieke et al., 1997) . In fact, the image model proposed here is identical to their linear stimulus reconstruction framework used for measuring the mutual information between neural activity and sensory signals. The main contribution of this paper, beyond this previous body of work, is in showing that the particular spatiotemporal receptive field structures of V1 neurons may actually be derived from such sparse, spike-like representations of natural images.
This work also shares much in common with Lewicki's shift-invariant model of auditory signals, discussed in the preceding chapter. The main difference is that Lewicki's model utilizes a much higher degree of overcompleteness, which allows for a more precise alignment of the basis functions with features occurring in natural sounds. Presumably, increasing the degree of overcompleteness in our model would yield even higher degrees of sparsity and basis functions that are even more specialized for the spatio-temporal features occurring in images. But learning becomes problematic in this case because of the difficulties inherent in properly maximizing or sampling from the posterior distribution over the coefficients. The development of efficient methods for sampling from the posterior is thus an important goal of future work.
Another important yet unresolved issue in implementing the model is how to deal with causality. Currently, the coefficients are computed by taking into account information both in the past and in the future in order to determine their optimal state. But obviously any physical implementation would require that the outputs be computed based only on past information. The fact that the basis functions become two-sided in time (i.e., non-zero values for both negative and positive time) indicates that a coefficient at time . This fact could possibly be exploited in order to make the model predictive. That is, by committing to respond at the present time, based only on what has happened in the past, a unit will be making a prediction about what is to happen a short time in the future. An additional challenge in learning, then, is to adapt an appropriate decision function for determining when a unit should become active, so that each unit serves as a good predictor of future image structure in addition to being sparse.
