This article first gives a brief introduction to the research background of Knowware System (KWS), and then describes automatic construction of knowledge-based system using KWS. The KWS offers a set of intelligent components together with the function of automatic construction of knowledge-based system, and supports application developer to generate his/her desired hybrid intelligent system without the necessity of being familiar with AI techniques.
Introduction
The research and development of intelligent systems is attracting more attention as an important branch of computer science and one of the future trends of application of information technology. How to better appreciate and make good use of human knowledge from various domains, in order to further promote the application of intelligent systems in wide areas has become a critical issue. There is a demand for advanced tools to handle knowledge of different types for solving difficult and challenging problems. The success of development and application of an intelligent system requires the availability of two groups of people: AI experts who hold the techniques and tools for problem solving, and domain experts who know well the problem to be solved and hold domain knowledge leading to a necessity of the development of intelligent system. However, in reality, it is often a challenge to get the both groups working together to derive the inherent synergies.
In the contemporary globalized context, economic progress (or lack thereof) has far less to do with abundance of natural resources and increasingly more to do with the capacity to enhance the quality of human capital leading to creation of new knowledge and ideas that can be infused into the decision making process in the manufacturing and services sectors [1] . Thus, knowledge deficit and economic penury go hand-in-hand. Hence, in order to make any meaningful impact on the economically disadvantaged geographies, it is essential that this knowledge asymmetry be addressed by creating the necessary 'infostructure' that is adequately robust and flexible to incorporate the domain knowledge that a grassroots level entrepreneur possesses and yet is sufficiently user friendly to allow him/her to leverage it as a decision making tool to his/her economic advantage. The availability of such a decision-making tool that allows the application developer control over the choice of input variables and provides the ability to integrate subjective domain expertise into the algorithm will be of benefit to a variety of sectors which are characterized by small and medium sized enterprises. The tourism sector is a case in point. The utility value of such a tool would be of particular significance to small and medium tourism enterprises (SMTEs), especially in economically disadvantaged geographies, who in contrast to their corporate counterparts in developed economies, lack the wherewithal to invest in expensive dedicated Enterprise Resource Planning (ERP) and Customer Relationship Management (CRM) systems. This has been the underlying motivation behind our endeavors at developing Knowware System (KWS).
The development of KWS involves the creation of self-contained intelligent components that include various intelligent techniques embedded into the algorithm that also takes into consideration subjective domain knowledge. It is this 'block-by-block' approach which differentiates this method from the conventional application of standard decision science tools, by providing the targeted beneficiary a user-friendly interface and a greater jurisdiction over the ICT facilitated part of the decision making process.
The rest of the article is structured as follows. Section II gives the research background of KWS from knowledge engineering perspective. In Section III, the KWS concept is further discussed as a model of hierarchical knowledge representation. Section IV introduces a set of intelligent components. An overall picture of developing knowledgebased system using KWS is provided in Section V. Concluding arguments are presented in Section VI.
Knowware system
In comparison with the "knowware" concept given in [6] , we are interested not only in the functions of knowledge description, knowledge reuse, and knowledge manipulation but mainly in the mechanisms of automatically constructing knowledge-based system. Our objective is modeling useful patterns of knowledge-based processing in relevant application domain, and developing a set of intelligent processors that serve as intelligent components for the construction of hybrid intelligent system. Individual intelligent processors may process data, information and knowledge of different types, adopt different inference mechanisms that are suitable to inputs and outputs of varying nature. In order to have a meaningful and unified data / information flow in the entire constructed intelligent system, protocol between intelligent components is necessary. We define such a set of intelligent components together with their integration mechanism "Knowware System" (KWS).
A KWS of a particular domain performs as an intelligent machine that supports lay (non-IT specialist) users to effortlessly develop their customized intelligent system in that domain without the necessity of being familiar with AI techniques.
Domain, application and working hierarchies
Hierarchical structure has been considered a potential candidate for multi-resolutionary knowledge representation [7, 8] to achieve fuzzy information granulation and computing with words [10] [11] [12] . The overall design of KWS originates from the hierarchical knowledge representation [3, 4] . In a knowledge hierarchy, each node represents an intelligent processor associated with its knowledge source and corresponding inference mechanism. From a knowledge engineering point of view, such a knowledge hierarchy provides a model of multi-resolutionary knowledge representation. 
Domain hierarchy
For a selected application domain, a domain hierarchy is an enumeration set of all the available types of knowledge processing unit that can be applied to the domain. For each type, it describes: i) the kind of knowledge source expected ii) the kind of inference strategy needed iii) the way to connect with other unit(s)
A domain hierarchy is an abstract representation in the sense that it does not specify the details of knowledge sources, parameters of inference algorithms, and connections among units. In other words, a domain hierarchy serves as a general pool of knowledge processing units.
Application hierarchy
With the corresponding domain hierarchy available, an application hierarchy can be built by specifying the properties and features of knowledge processing units selected from the domain hierarchy. An application hierarchy is for a specific application. There can be many different application hierarchies defined with a same domain hierarchy provided.
Working hierarchy
A working hierarchy is a run-time dynamic version of its corresponding application hierarchy. In other words, a working hierarchy has a corresponding application hierarchy as its static basis. A knowledge-based inference is dynamic in nature and a partial decision often needs to be made, given the situation at a specific time point. Therefore, it is appropriate to have an application hierarchy support many working hierarchies dynamically derived from it. Figure. 2 shows a conceptual illustration. 
KWS scheme
Some of the preliminary thought of KWS can be traced back to [2] , which introduced a development of automatic construction of knowledge-based system, using pre-defined building blocks.
A knowledge-based system is, in some sense, a set of knowledge-based processing units inter-connected in an appropriate way to ensure a desired inference flow. Our goal is to provide the user a set of intelligent components together with the function of automatic construction. Thus, the user can easily input his/her design ideas as well as domain knowledge, and deploy KWS to construct a customized intelligent system based on the information and knowledge sources provided. This concept is general, and not necessarily limited to any specific application.
A KWS of a particular domain typically consists of five key components [5] .
1. A warehouse that stores pre-defined knowledgebased processors (knowware) for that domain. Conceptually, it plays the role of domain hierarchy.
2. An interactive editor that allows user to define his/her desired target system through a friendly GUI. It checks the correctness of user's definition, and helps find missing parts of the target system. Once the design is confirmed by the user, it generates the corresponding KDL description of the target system for the KDL processor to create the internal knowledge hierarchy. 3. A KDL processor that receives the KDL description of a target system, and compiles it to the corresponding internal knowledge hierarchy using suitable knowware stored in the warehouse with possible customization. The KDL description can be either from the interactive editor or from user's input. In the latter case, it checks the correctness of syntax of the KDL description. 4. A tester that helps debugging a knowledge hierarchy defined, by tracing the inference flow using test data provided.
5. An installer that converts the internal knowledge hierarchy to a suitable format and then save the information when a user's definition of target system is confirmed. It will reloads the saved system during user's calling of the application.
In order to develop a desired intelligent system, the user can chose any of the knowware that fits into his/her need and provide the details of specific input and output, and necessary data or knowledge source, through either the KDL processor or the editor.
Intelligent components
Intelligent components are the basic building blocks of KWS, classified by the nature of processing, in terms of the corresponding input and output.
A KWS offers a set of k classes of intelligent components defined as
where i = 1, …, k, cl i ∈ CL= {cl 1 , …, cl k }, the set of class names of intelligent components; t i ∈ T cli , the type set under the class cl i ; s i ∈ S cli , the source and strategy set under the class cl i ; and c i ∈ C cli , the connection set under the class cl i .
Under a class cli, (i = 1, …, k), we need further define specific types, according to the nature of input and output, the knowledge applied, as well as the inference mechanism used. The types of component defined under general classes form the domain hierarchy for a selected domain. In general, there are different types of knowledge designed to work at different levels of resolution.
At an abstract level, for any class cl defined, there is a mapping function f CL : It is an important feature of KWS that an intelligent component under certain class always follows the same syntax for the interface with other intelligent components no matter which specific intelligent approach is adopted for the knowledge-based processing inside it. At the same time, intelligent components under the same class may behave differently when different approaches of knowledge-based processing applied in problem solving. For instances, decision-making may be done by applying traditional rulebased approach, or soft computing approaches, such as fuzzy logic inference, or neural networks; knowledge discovery may be achieved by data mining applying different approaches; prediction may be made by statistical methods or by using neural networks. Therefore, the K in (3) is general, in the sense that selection of specific approach for knowledge-based processing is a problem-specific decision, but not a part of the syntax of the corresponding intelligent component. When an intelligent component is defined as "conditional component", it may chose suitable knowledge source to be applied among the alternatives provided according to run-time conditions detected. Figure. 3 gives a general illustration of an intelligent component.
We have designed ten classes of intelligent components under two different categories: processing components and learning components [5] .
1) Filtering
The key mechanism of Filtering components, as we can see from the name, is to filter out unexpected data entries from possible candidate list. Its input and output share the same type of data structure; the length of output (as a list of recommended candidates) should not be longer than that of input. With various types of knowledge used, it is necessary to further define different types of intelligent components under the class Filtering. The knowledge processing units used in [2] can be considered as of specific types under Filtering.
2) Recognition This class of components makes one "pattern→symbol" step, labeling the input pattern by a symbol or name as the recognition result. Its input and output usually have different types of data structure; the processing establishes the relation between an input pattern and an output label. An intelligent component of Recognition class applies its knowledge to "read out" the meaning of a single input pattern, unlike the Filtering class maps a list of candidates to a shorter list of the same type.
3) Summarization It processes the input, and produces a summary at a more abstract level. Its input and output are equivalent or approximate, in terms of their meaning or explanation; the degree or the level of abstraction of the output is determined by the knowledge applied and the inference mechanism adopted. Conceptually, we can understand that the Summarization class contains the Recognition class as a special case, where the summary is a label or a highly summarized meaning.
4) Projection
It projects an input data set with k features to an output data set with j ≤ k features. The process of projection does not remove any data entry, but "remove" some of its features; after projection, the data set will remain as entries but each of them probably appears in a space of lower dimensionality.
5) Confirmation
It checks the input (may be a single candidate or a group of candidates), and gives "Yes/No" to each of the candidates. It can be used as a conditional checker to support other intelligent components, fuzzy logic approaches may be introduced when a clear Yes/No cannot be simply decided.
6) Prediction
It is a more general class than Confirmation in the sense that the output (prediction) can be defined as linguistic terms or values, such as high, expensive, going-up. Changing the linguistic terms may change the behavior of intelligent component.
7) Decision
It checks the input as a situation and recommends a possible action or decision. It is more complex than the Prediction in terms of the output. This class of intelligent components usually positions at a late or final stage of intelligent systems, but not at the beginning; for a complicated problem, multiple techniques and approaches may be required to form the inference strategy used in the component.
The above seven classes are processing components which make use of knowledge provided to carry out the tasks as knowledge-based processing. Besides the processing components, we also define three classes of learning components.
8) Discovery
It has relevant domain data (may be in various types) for input and gives output as the 'discovered' knowledge represented in desired types. Its output result is applied as knowledge source to support other intelligent components.
9) Training Similar to Discovery class, this class is also to help learning knowledge. It has training data and parameters as input, and outputs knowledge base learned which may be represented in different forms according to the training strategy used.
10) Post-learning It offers post-processing to optimize the result of learning from Discovery or Training components. Its input and output share the same representation structure.
It is important to mention that the KWS also accepts user-defined procedure for any of the above classes. 
Knowledge integration and inference flow
One of the main challenges facing KWS for the construction of intelligent system is the complexity associated with inference mechanism having multi-level, and multi-modal knowledge integration. Each single intelligent component is actually a mini intelligent processor, and its input and output can be directly linked to problem domain, or the result from different stages of processing. How to assemble intelligent components to get a meaningful and unified data/information flow in the entire constructed intelligent system constitutes a key task.
We solve this problem from two aspects: syntax and semantics. With the general classes of intelligent components defined, we can have syntactical rules indicating the possible connections between different classes. For instance, while it is possible for the Confirmation class to send its output to the input of Decision class, it should not do the same to the input of Filtering class.
For each allowable connection at class level, we need further set semantic rules with more details to specify legal connections. A Filtering component may connect to another Filtering component syntactically. However, there may be semantic constraints based on the detailed types of knowledge used in each Filtering component. For instance, a Dictionary component can be the support for a List component, but the reverse does not hold true [2] . Further discussion on this aspect is beyond the scope of this article and provides scope for future study.
Description of domain knowledge
We have designed a Knowledge Description Language (KDL) as a medium for user to describe his/her desired system. In each intelligent component defined, there is a data or knowledge source indicated, according to the class and the type of component. It allows the user (application developer) freely deploy domain knowledge and expertise for problem solving.
Processing flow
An application developer has two possible ways of using KWS. One is to define his/her target system in KDL text and then call the KDL processor for compilation to generate the desired target system as an internal inference hierarchy. The other alternative is to use the friendly GUI to "build" the target system step-by-step and get the system constructed after test and confirmation. In the later case, the editor also generates a corresponding KDL text so the developer can make modification conveniently later on. For a knowledge-based system successfully constructed, the installer will save the internal inference hierarchy to a suitable format and reconstruct it later on when required.
The processing flow of construction of a knowledgebased system using KWS is as illustrated in Figure. 4.
An illustrated application
The Food & Beverage departments in hotels and restaurants are faced with the problem of maintaining optimal stocks of fresh/perishable commodities with short shelf-lives. Excessive stocks imply loss because of nonusage whereas under-stocking runs the risk of opportunity costs. KWS allows the user (application developer) to build an intelligent system that can accept historical data and trends, seasonality issues and random events (e.g. competition commencing operations, government policy changes), perform coherent analysis based on domain knowledge, and offer intelligible decision making options.
The manager considers build an Adviser system for optimization of strategy, which is a hybrid system with five intelligent components.
• Figure. 5 shows the hierarchical structure of system. The shadowed components, 'Discovery' and 'Post-learning', work at backstage for the preparation of knowledge source that supports the inference in the Recognition component, while other components are involved in daily operation.
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Conclusion
We briefly introduced the research background of Knowware System (KWS) as an intelligent machine to support user (application developer) to conveniently develop their customized intelligent system without the necessity of being familiar with AI techniques; the KWS scheme with five key subsystems; and ten general classes of intelligent components. We also showed the overall processing flow of constructing a customized knowledgebased system using KWS and provided an illustrated application to explain the idea.
As a part of our future work, besides the refinement of KWS in theoretical aspects, we will design more specific types of intelligent components that meet the need of tourism domain and obtain a customized knowledge-based system in that domain through automatic construction using the enriched KWS, and refine the design of KWS according to end-user feedback. We expect to report new results in the near future.
