Abstract-Detecting compact overlapping communities in large networks is an important pattern recognition problem with applications in many domains. Most community detection algorithms trade-off between community sizes, their compactness and the scalability of finding communities. Clique Percolation Method (CPM) [1] and Local Fitness Maximization (LFM) [2] are two prominent and commonly used overlapping community detection methods that scale with large networks. However, significant number of communities found by them are large, noisy, and loose. In this paper, we propose a general algorithm that takes such large and loose communities generated by any method and refines them into compact communities in a systematic fashion. We define a new measure of community-ness based on eigenvector centrality, identify loose communities using this measure and propose an algorithm for partitioning such loose communities into compact communities. We refine the communities found by CPM and LFM using our method and show their effectiveness compared to the original communities in a recommendation engine task.
I. INTRODUCTION
Unsupervised pattern recognition tasks such as clustering, density estimation, outlier detection, dimensionality reduction, etc. are used to understand the underlying nature of the data, find latent structures within the data, and derive useful features from it. One such important unsupervised learning task on network or graph data is to find compact overlapping communities i.e. groups of nodes in the graph that are tightly connected to each other. This has applications in many domains such as Biology, Social Networking [3] , Web Mining [4] , etc.
Most community detection algorithms strive to strike a balance between community size and their compactness. Oversized communities might contain unnecessary noise while undersized communities might not generalize the concept well enough. Another trade-off in community detection is that of compactness and scalability. Finding large number of compact communities such as maximal cliques is an NP-hard problem [5] , making them impractical for large networks. Because of these trade-offs, existing community detection algorithms find several communities that are large, noisy, and loose, which pose significant problems in using them in many applications of communities like recommendation systems [6] , semantic retrieval, semantic user profiling, conceptual browsing [7] etc.
Two popular and commonly used overlapping community detection algorithms are the Clique Percolation Method (CPM) and the Local Fitness Maximization (LFM). CPM by Palla et al. [1] , is based on the belief that communities are unions of adjacent k-cliques (complete graphs with k nodes) and that inter-community regions of the network do not possess such strong edge density. LFM [2] is a well known greedy algorithm that grows a seed node into a community by maximizing the modularity [8] of the community.
A problem with communities discovered using CPM [1] and LFM [2] is that a significant number of them are large in size and loosely associated. Figure 1 (left part of the figure) shows example of a community of books discovered by CPM in Amazon dataset, which is reasonably large and loose as it contains sub-communities of two highly related electrical engineering topics. To appreciate the seriousness of the problem, we show the community frequency distribution across various community size buckets for the two datasets, Amazon and Flickr (Figure 2(a) ). On average, 23.17% of CPM communities and 33.66% of LFM communities are of size >= 13 in both datasets. This shows the scope and significance of the large community size problem. Figure 2 (b) shows the average community density across various community size buckets for the two datasets. Edge density of a community typically is a good metric for measuring the structure within a community. Low edge density scores indicate loose structure within the community. As expected, there is a strong inverse correlation between community size and their densities. The point to note here is that the average density of the large size communities (>= 13) is 12.59% for CPM and 9.04% for LFM, which is almost three times less than the average densities of smaller communities, illustrating the looseness in the community structure of large communities. This is primarily because, in real-world networks, there is a lot of density variations in different regions of the graph and existing community detection methods have no mechanism to adapt their parameters to different regions of the network based on the network densities. Note that not every large-size community is loose, only experimentally ( Figure 2 ) it has been observed, more often than not large-sized communities are typically loose.
In this paper, we address this problem of compacting and cleaning such large and loose communities generated by any method into small and compact communities. We first propose a novel and natural measure of communityness called coherence, defined in terms of nodes weights of the network. Coherence is used to determine whether a community is compact and if not, it is greedily partitioned into smaller communities until each of the sub-communities are compact. Our greedy algorithm, called hereafter the Loose Community Partition (LCP) algorithm, iterates over two phrases: (i) Shrink Phase that removes the most noisy nodes in the current community and generates a compact candidate seed community, and (ii) Grow Phase enriches this candidate seed community by adding the most related nodes (if any) to it. Note that LCP does not partition every large-size community, but only loose communities explained in Section II-D.
Extensive evaluations on large real world datasets like Amazon [9] and Flickr [10] , show that the proposed algorithm significantly cleans up these large noisy communities into compact and high precision communities. We robustly evaluate LCP using an unsupervised metric that measures the "average overlapping community modularity" [11] . We also show application of our method in real world, by building a community based product/tag recommendation system and measure the precision and recall for evaluation.
The rest of the paper proceeds as follows. In Section II we introduce the basic notation and explain our algorithm in detail. The experimental evaluations and conclusions are presented in Sections III and IV respectively.
II. COMPACTING LARGE AND LOOSE COMMUNITIES
We start by defining three concepts: (i) a notion of how important a node is within a community or sub-graph (Section II-A), (ii) our notion of community-ness called coherence (Section II-B), and (iii) the notion of "neighborhood" of a community or sub-graph (Section II-C). We use these notions to describe the LCP algorithm in Section II-D.
A. Local Node Centrality
Most community-ness measures are direct aggregates over edge weights. Coherence, on the other hand, is defined indirectly. First we use the edge weights to derive node weights that capture how "important" a node is within a community. Then we aggregate these node weights into the coherence of the community. To motivate node weights, consider two subgraphs A= {rain, storm, cloudy, umbrella, chocolate} and B = {candy, cocoa, chocolate, kid, milk}. It is pretty obvious that the node chocolate "belongs" more in subgraph B and perhaps not at all in subgraph A. In other words, if we were to assign a weight to each node in the subgraph, we would assign a low weight to chocolate in A and a high weight in B. We do this because intuitively the weight of the node should depend on the other nodes it is present with. This intuition is captured by our node importance measure called Local Node Centrality (LNC), according to which a node is central to the community if it is strongly connected to other central nodes in the community.
Node centrality [12] is a well known concept in graph theory for capturing the global importance of a node in the network. There are a number of measures of centrality to choose from: degree centrality, closeness centrality, betweenness centrality, eigenvector centrality [12] . The above recursive definition of importance of a node in the community is best captured by the eigenvector centrality as the other measures capture just a first order property of the node w.r.t. other nodes within or outside the community. Instead of applying eigenvector centrality globally, we apply it locally to each community or subgraph.
According to eigenvector centrality, the centralities of nodes within a community correspond to the first eigenvector of the community adjacency matrix. To avoid communitysize bias, we use the first unnormalized eigenvector obtained by multiplying the first eigenvalue to each element of the first eigenvector.
More precisely, let x = {x 1 , x 2 , ..., x m } be a set of m nodes in a subgraph and W(x) = [w(x i , x j )] be the adjacency matrix associated with this sub-graph, where w(x i , x j ) is the edge weight between nodes x i and x j . Let ρ t (x i |W(x)) denote the LNC of node x i w.r.t. the subgraph W(x) in iteration t. Initialize all LNCs to be 1 (i.e. ρ 0 (x i |W(x)) = 1 ∀i = 1...m). Then, the LNCs are updated in each iteration using Equation (1), until convergence: This converges to the first unnormalized eigenvector of W(x) i.e. if λ 1 (W(x)) is the first eigenvalue and v 1 (W(x)) is the first (normalized) eigenvector of this matrix then converged ρ(x|W(x)) = λ 1 (W(x)) × v 1 (W(x) ).
B. Coherence of Community
We propose a new community-ness measure called coherence, π(x), loosely defined as: A community is coherent if each of its nodes belongs with all other nodes in the community. In other words, coherence is high if every node in the community has a high belongingness score. Even if one node is peripheral to it, the coherence goes down. According to this definition, all the nodes in a community must have a high LNC score in order for the community to have a high coherence score. So the most conservative definition of coherence would be to take the minimum of all LNC scores (Equation (2)).
This essentially makes sure that even if one of the nodes does not belong in the community, the community's coherence score goes down, no matter how high the LNC scores of other nodes in the community are.
C. Neighborhood of a Community
Consider a network of four nodes: {a, b, c, d} with some edges among them. We are interested in knowing which subgraph(s) of this graph i.e. which subset(s) of these four nodes are communities. Figure 3 shows a lattice representing the powerset of the four vertices. Each element in this lattice is a subgraph comprising of those nodes and is a potential candidate for a community depending on its coherence score and the coherence score of all its "neighbors". We first define neighborhood of a subgraph as: A subgraph y is said to be a neighbor of subgraph x, if y is obtained by either removing a single node (and the relevant edges) from x or by adding a single node (and the relevant edges) to x.
Let V denote the set of all nodes in the network and N (x) = N + (x) ∪ N − (x) denote the neighborhood of subgraph x where N + (x) denotes the up-neighbors obtained by adding a node (and relevant edges) currently not in x and N − (x) are all the down-neighbors obtained by removing a node (and relevant edges) currently in x.
Note that |N + (x)| = |V|−|x| and |N − (x)| = |x|, therefore, |N (x)| = |V| for all x ∈ 2 V . In the lattice structure shown in 
D. LCP Algorithm for Partitioning Loose Communities
Before we describe our LCP algorithm, we start by defining two important operations of our greedy algorithm (i) grow operation and (ii) shrink operation. The grow operation finds the highest coherence up-neighbor of x in N + (x), by finding the best node (and relevant edges) from V−x, to add to x. The shrink operation finds the highest coherence downneighbor of x in N − (x). We do this with O(1) complexity by picking the node in x with the least LNC, since removal of this node will maximally increase the coherence of the resulting down-neighbor. There is no guarantee that the most optimal node will be removed using this heuristic, but we found empirically that it is true more than 95% of the times. Figure 3 illustrates the grow and shrink operation on the subgraph {a, c, d } in the lattice.
Our algorithm for partitioning communities is iterative and involves three major phases:
• Shrink Phase, where we iteratively apply the shrink operation on the input community, until the coherence of the community keeps increasing. Each shrink operation will result in removal of least important node from the community. As output, we will have (i) a set of nodes left in the input community (candidate set) and, (ii) a set of nodes removed during the shrink operations on the input community (residue set).
• Grow Phase, where we iteratively apply the grow operation on the candidate set, until the coherence of the candidate set keeps increasing. Each grow operation will result in addition of a correlated node (if any) to the candidate set. The output of this phase would be a strong and compact community.
• Final Phase, where we send the residue set as input to shrink phase, until there is no residue set left or no further shrink is possible. Figure 1 shows an example of partition of a loose community into two compact sub-communities by the shrink phase and the further enhancement of the sub-communities by the grow phase. Given community x and network Φ, our greedy iterative method for partitioning loose communities is shown in Algorithm 1. The worst-case time-complexity of the shrink phase and grow phase of the LCP algorithm is O(|x 0 |) and O(N 2 ) respectively, where |x| denotes the size of community x and N the number of nodes in the network. Given the strong intuition behind coherence measure and the Algorithm 1 Loose Community Partition (x, Φ)
1:
[x candidate , x residue ] = ShrinkPhase(x, Φ)
4:
x ← x residue 6: end loop 7: return x compact 8: A. ShrinkPhase(x, Φ) 9: loop 10:
13:
x ← x − {Not reached maximum coherence yet.}
14:
x residue = [ x ← x + 23:
24: end while 25: return x dependency of our algorithm on coherence at each step, the possibility of partition of strong, clean communities reduces by large extent, even if the community is of large size.
III. EXPERIMENTAL EVALUATION
We compare the communities obtained using CPM and LFM, with communities obtained after applying the LCP algorithm on the CPM and LFM communities (LCP-CPM and LCP-LFM), over two real world datasets.
A. Datasets
We use the unweighted Amazon product network and the weighted Flickr tag network for finding communities. The Amazon product co-purchasing network [9] is obtained by crawling Amazon website and contains product metadata and review information of about 548,552 different products. Ground-truth communities are available for this network. The Flickr tag network [10] is created using a random subset of 800,000 images from a collection of 3.5 million socialtagged images from Flickr. Since, ground truth communities are not available for this network, we divide the data into training and testing, with communities being discovered on training tagsets network and testing tagsets are used for evaluating them. 
B. Evaluation Metrics
We use two different types of methods for evaluations: overlapping modularity and product/tag recommendation.
Overlapping Modularity [11] extends the classical notion of modularity [8] , a standard metric defined for nonoverlapping communities to overlapping communities, by introducing notion of belonging coefficients.
Community based Product/Tag Recommendation: We build a recommendation system using these communities, and finally evaluate the quality of the prediction system on the ground-truth communities of Amazon and the test set of Flickr. Our recommendation system, via communities, works as follows: (i) From each ground-truth community/test tagset, remove all other products/tags, except 1. The goal is to see how well we predict the removed (target) products/tags using the remaining (input) product/tag, via communities.
(ii) Find all the communities that contain the input product/tag and take the union of all products/tags in these communities. Score the products/tags by the number of communities in which they are present, referred as recommendation scores. (iii) Sort all predicted products/tags on the basis of this recommendation score and find the ranks of the target products/tags in this list. (iv) Evaluations are done by calculating precision, recall and F-measure. Community frequency distribution (CFD) and the average community edge density, after applying LCP algorithm on the communities obtained using CPM and LFM on both Amazon and Flickr.
C. Comparison of LCP communities with CPM and LFM
algorithm. Also note that LFM is primarily a modularity maximization method and even on that, LCP leads to a significant improvement in the modularity metric.
In Table III , we compare the community based product/tag recommendation performances of CPM and LFM communities with its LCP counterparts. Communities discovered using LCP significantly outperform CPM and LFM in all aspects of the evaluation. While the average size of LCP communities (≈ 6.06) are significantly smaller than the average size of their non-LCP counterparts (≈ 12.57), the number of communities increases significantly (25.92% for CPM, 61.39% for LFM). This is because each large, loose community is partitioned by LCP into a number of small but compact communities. Significant improvement is also seen over precision, recall and F-measure, in task of product/tag recommendations. Compared to CPM and LFM, we observe, on average, 19.65% and 23.57% increase in precision, 22.11% and 40.95% increase in recall, thus resulting in 21.89% and 36.35% increase in F-measure respectively. This partitioning of loose communities into compact ones improves their productivity, which is exemplified by their performances in the task of recommendation. Figure 4 shows the community frequency distribution and average community edge density of LCP-CPM and LCP-LFM communities on Amazon and Flickr networks. Compared to the corresponding statistics of CPM and LFMbased communities (Figure 2) , we see substantial reduction in the number of large-sized communities(90.26% for CPM, 82.02% for LFM) and significant increase in the average community density(17.88% for CPM, 24.14% for LFM).
Hence, from compactness to recommendation performances, it can be seen that LCP improves the quality of the communities discovered by CPM and LFM by partitioning them into compact and semantically strong communities.
IV. CONCLUSIONS In this paper, we present a new algorithm for partitioning large and loose communities discovered by any method into compact and meaningful communities. We also introduce a new notion of community-ness called coherence based on the notion of local node centrality, derived from standard node centrality [12] in graph theory. Our algorithm is parameter-free, fast and efficient. An important future work to pursue is to extend this approach to build a hierarchy of communities instead of just a flat set of communities, which can evolve into identification of beautiful semantic concepts.
