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The neurotransmitter dopamine (DA) represents a neural substrate for positive 
motivation as its spatiotemporal distribution across the brain is responsible for goal-
directed behavior and learning reward associations.  The critical determinant of DA 
release throughout the brain is the firing pattern of DA-producing neurons. Synchronized 
bursts of spikes can be triggered by sensory stimuli in these neurons, evoking phasic 
release of DA in target brain areas to drive reward-based reinforcement learning and 
behavior.  These bursts are generated by NMDA-type glutamate receptors (NMDARs).  
This dissertation reports a novel form of long-term potentiation (LTP) of NMDAR-
mediated excitatory transmission at DA neurons as a putative cellular substrate for 
changes in DA neuron firing during reward learning.   
Patch-clamp electrophysiological recording from DA neurons in acute brain slices 
from young adult rats demonstrated that synaptic NMDARs exhibit LTP in an associative 
 viii 
manner, requiring coordinated pre- and postsynaptic burst firing. Ca2+ signals produced 
by postsynaptic burst firing needed to be amplified by preceding metabotropic 
neurotransmitter inputs to effectively drive plasticity.  Activation of NMDARs 
themselves was also necessary.  These two coincidence detectors governed the timing-
dependence of NMDAR plasticity in a manner analogous to the timing rule for cue-
reward learning paradigms in behaving animals.  Further mechanistic study revealed that 
PKA, but not PKC, activity gated LTP induction by regulating the magnitude of Ca2+ 
signal amplification via the inositol 1,4,5-triphospate (IP3) receptor and release of Ca2+ 
from intracellular stores.  Plasticity of NMDARs was input specific and appeared to be 
expressed postsynaptically, but was not associated with a change in NMDAR subunit 
stoichiometry.  LTP of NDMARs was DA-independent, and was specific for NMDARs: 
the same induction protocol produced long-term depression of AMPA receptors. 
NMDARs that had undergone LTP could be depotentiated in a spike-conditional manner, 
consistent with active unlearning.  Finally, repeated, in vivo amphetamine experience 
dramatically increased facilitation of spike-evoked Ca2+ signals, which in turn drove 
enhanced plasticity.  
NMDAR plasticity thus represents a potential neural substrate for conditioned DA 
neuron burst responses to environmental stimuli acquired during reward-based learning 
as well a novel therapeutic target for intervention-based therapy of addictive disorders.   
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CHAPTER 1: INTRODUCTION 
 
The appropriate association between environmental cues and motivational valence 
is crucial for the brain to accurately guide behavior.  Dopamine (DA) neurons located in 
the substantia nigra pars compacta (SNc) and ventral tegmental area (VTA) of the 
midbrain are thought to assign positive values to objects and experiences in order to 
effectively influence decision-making strategies (Dayan and Niv, 2008; Doya, 2008; 
Floresco et al., 2008; Montague, 2007; Montague and Berns, 2002; Montague et al., 
2004; Montague et al., 2006; Niv et al., 2006; Rangel et al., 2008; Roesch et al., 2007; St 
Onge and Floresco, 2009).  In vivo electrophysiological experiments in humans, non-
human primates, and rodents, coupled with human functional imaging and computational 
modeling studies, have suggested that this occurs through changes in DA neuron firing 
rate, which encode reward prediction errors (D'Ardenne et al., 2008; Montague et al., 
1996; Montague et al., 2004; Morris et al., 2004; Nakahara et al., 2004; Pan et al., 2005; 
Roesch et al., 2007; Schultz, 1998; Schultz et al., 1997; Zaghloul et al., 2009).  As such, 
DA neurons transition from tonic single-spike firing (1-5 Hz) to burst firing (2-10 spikes 
at 10-50 Hz) in response to the unexpected presentation of primary rewards.  Intriguingly, 
the burst response shifts in time to respond to environmental cues that reliably predict 
reward delivery after repeated cue-reward pairing. The locus of neural plasticity 
responsible for this conditioned DA neuron response is unknown.   
Release of phasic DA in target areas of the striatum, prefrontal cortex, and/or 
other structures in response to burst firing influences synaptic integration, plasticity, and 
network output (Bao et al., 2001; Costa, 2007; Floresco and Magyar, 2006; Gonzalez-
Islas and Hablitz, 2003; Gurden et al., 1999; Hassani et al., 2001; Ito et al., 2002; Nicola 
et al., 2000; Otani et al., 1998; Otani et al., 2003; Reynolds et al., 2001; Reynolds and 
Wickens, 2000, 2002; Sawaguchi and Goldman-Rakic, 1991; Schultz, 2006; 
Vijayraghavan et al., 2007; Wang et al., 2004; Wickens et al., 2007).  These structures 
either directly or indirectly feedback onto DA neurons, and thus represent a putative 
substrate for the plasticity associated with DA neuron activity during learning. However, 
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plasticity of synaptic transmission and/or intrinsic excitability (i.e. ion channels) at DA 
neurons themselves has recently emerged as a candidate mechanism for changes in DA 
neuron responsiveness (Bonci and Malenka, 1999; Liu et al., 2005; Mameli et al., 2007; 
Nugent et al., 2007; Thomas and Malenka, 2003; Thomas et al., 2000).  A compelling 
argument in support of this hypothesis comes from the study of drug addiction.  All 
addictive drugs elevate DA in target regions (Di Chiara and Imperato, 1988), either 
through changes in terminal efflux or changes in DA neuron firing.  More recent 
neurobiological evidence shows that drug experience either drives or influences various 
forms of cellular plasticity at DA neurons (Bellone and Luscher, 2006; Berke and 
Hyman, 2000; Borgland et al., 2006; Engblom et al., 2008; Hyman, 2005; Hyman et al., 
2006; Jones and Bonci, 2005; Jones et al., 2000; Kauer and Malenka, 2007; Liu et al., 
2005; Saal et al., 2003; Schilstrom et al., 2006; Thomas et al., 2001; Ungless et al., 2001; 
Zweifel et al., 2008).  AMPA-type glutamate receptors, the main arbiters of excitatory 
synaptic transmission throughout the brain, have received significant attention as a 
substrate for changes in DA neuron excitability associated with learning and drug 
experience.  However, it is NMDA-type glutamate receptors (NMDARs) that drive the 
transition from slow, tonic firing to burst firing in DA neurons (Chergui et al., 1994a; 
Morikawa et al., 2003; Overton and Clark, 1997; Tong et al., 1996a).  Thus, potentiation 
of NMDAR-dependent excitation of DA neurons should preferentially control the 
development of the conditioned burst response.  It is therefore likely that drugs of abuse 
influence NMDARs, resulting in the profound behavioral alterations that accompany 
drug abuse, including motivational dysfunction and overlearning of stimuli associated 
with drug experience.  Despite numerous studies describing the plasticity of AMPARs in 
DA neurons in both naïve and drug-experienced animals (Jones and Bonci, 2005; Kauer 
and Malenka, 2007), synaptic activity-dependent plasticity of NMDAR-mediated 
transmission has yet to be demonstrated. 
This dissertation investigates the plasticity of NMDARs at DA neurons in acute 
slices prepared from young adult rats using whole-cell patch-clamp electrophysiology, 
Ca2+ imaging, and electrical synaptic stimulation in a manner designed to mimic the 
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neural activity that occurs during reward learning in the behaving animal.  The data 
presented here show for the first time NMDARs at DA neurons are plastic in an activity 
dependent manner consistent with in vivo learning rules.  This novel form of plasticity 
exhibits a number of interesting cellular features and represents one of the few instances 
of burst timing-dependent synaptic plasticity described in the brain.  In addition, the 
induction of this form of plasticity can be altered by repeated in vivo amphetamine 
experience via changes in intracellular Ca2+ signaling.  These results demonstrate that 
synaptic plasticity of NMDARs at DA neurons may represent a novel cellular substrate 
for reward learning that is modulated by drug experience.  
This introduction will summarize the theories, hypotheses, and background 
studies in the fields of reward learning and DA neuron physiology and synaptic plasticity 




1.1 DA and Reward Learning 
 
1.1.1 WHAT IS THE FUNCTION OF DOPAMINE? 
Dopamine was “discovered” as a neurotransmitter in its own right, not a precursor 
to epinephrine and norepinephrine, in the late 1950s by Arvid Carlsson (Carlsson et al., 
1957), see also (Benes, 2001).  Since that time, experimental manipulations of DA have 
been shown to produce profound behavioral changes, yet defining the specific role(s) of 
DA in brain function has proven remarkably challenging (Berridge, 2006; Redgrave et 
al., 2008; Schultz, 2007).   Anatomical lesion studies, pharmacological intervention, 
disease-based dysfunction of dopamine systems, exogenous electrical stimulation of 
dopaminergic pathways, genetic and optical manipulation, and functional brain imaging 
all implicate DA in positive motivated behavior; that is, appetitive goal-directed 
movement (as opposed to avoidance of aversive outcomes, which is negative motivated 
behavior).  However, depending on the many details of the experimental paradigms 
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employed, DA appears to influence and/or control a whole host of neural functions, 
resulting in no specific set of “DA behaviors” (Schultz, 2007).  DA is clearly involved in 
motor output (shown most dramatically in cases of Parkinson’s disease) (Baik et al., 
1995; Carlsson et al., 1957; Schultz, 2007; Wickens et al., 2007; Wickens et al., 2003), 
but it is also a (if not the) major factor in reward learning (Day et al., 2007; Delamater 
and Oakeshott, 2007; Ljungberg et al., 1992; Mirenowicz and Schultz, 1996; Montague et 
al., 1996; Morris et al., 2004; Niv et al., 2005; Pan et al., 2005; Reynolds et al., 2001; 
Roesch et al., 2007; Schultz, 1998, 2002; Waelti et al., 2001; Wise, 2004; Zweifel et al., 
2009) and addiction (Berke and Hyman, 2000; Everitt and Robbins, 2005; Hyman, 2005; 
Hyman et al., 2006a; Kalivas and Volkow, 2005; Melis et al., 2005; Phillips et al., 2003; 
Volkow et al., 2009); plays a significant role in habit formation (Costa, 2007; Everitt and 
Robbins, 2005; Ito et al., 2002; Wickens et al., 2007) and the modulation of memory by 
both novelty and emotional context (Adcock et al., 2006; Amico et al., 2007; Li et al., 
2003; Lisman and Grace, 2005; Schott et al., 2006; Shohamy and Wagner, 2008; 
Wittmann et al., 2005); is critical for working memory (Aleman et al., 2000; Amico et al., 
2007; Castner et al., 2000; Sawaguchi and Goldman-Rakic, 1991; Vijayraghavan et al., 
2007; Wang et al., 2004; Williams and Goldman-Rakic, 1995); influences cognition, 
decision making and higher order brain function (Dayan and Niv, 2008; Doya, 2008; 
Floresco and Magyar, 2006; Floresco et al., 2008; Montague, 2007; Montague and Berns, 
2002; Montague et al., 2004; Montague et al., 2006; Niv et al., 2006; Niv et al., 2005; 
Rangel et al., 2008; St Onge and Floresco, 2009); and is implicated in a wide range of 
neurological diseases including obsessive compulsive disorder (Denys et al., 2004), 
attention deficit hyperactivity disorder (Arnsten, 2006a, b; Leo et al., 2003),  psychosis, 
and schizophrenia (Aleman et al., 2000; Guillin et al., 2007; Toda and Abi-Dargham, 
2007).  The various subtleties and wide-ranging effects of DA in the CNS have so far 
prevented a single, comprehensive DA theory from unifying these diverse processes.   
Recently, one particular function of DA has been the subject of intense 
investigation, and as such, significant insight has been gained into a neural process that 
had previously been underappreciated.  Through a combination of in vivo 
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electrophysiology in awake, behaving animals, computational modeling, and functional 
imaging, it has been shown that DA neuron firing, the critical determinant of 
spatiotemporal DA concentration throughout the brain, is sensitive to environmental 
reward contingency in a manner consistent with theoretical models of reinforcement-
based machine learning.  This has significant implications for how the brain interprets its 
surroundings in order to guide behavior in a way to maximize positive outcomes.  In 
addition, this finding is supported by recent evidence suggesting that drug addiction may 
represent a disease of reward learning: a computational reinforcement process gone awry 
(Redish, 2004). 
 
1.1.2 REINFORCEMENT LEARNING 
Reinforcement learning was originally developed in the field of machine learning 
to train artificial systems (computational models) to learn based on their interactions with 
the environment rather than on an a priori instruction set.  The theoretical framework was 
built on the psychological concept of reinforcement first demonstrated experimentally by 
Ivan Pavlov in the late 19th century and further refined by B. F. Skinner in the middle of 
the 20th.  Reinforcement is the process by which the outcome, either positive or negative, 
of behavior influences subsequent behavior.  Recent neurobiological investigations have 
begun to address the circuit and cellular substrates of reinforcement, thus providing 
neural loci for processes that were previously only either abstract psychological concepts 
or implemented solely in computational models.  Thus the concept of reinforcement 
learning has recently been heavily applied to learning in animals, particularly within a 
systems-level framework. The effects of reinforcement can be dramatic (as in the case of 
a foot-shock paired with an operant level press) or subtle (an increase in the rate of 
response for maze running after a food reward). Learning occurs in both scenarios, and 
although the neuronal processes underlying the learning are currently under intense 
scrutiny, they remain unclear.   
Reinforcers - those stimuli that alter behavior - can be categorized into two 
groups: positive and negative.  Positive reinforcers are usually rewards and are often 
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termed appetitive stimuli, while negative reinforcers are usually punishments and are 
referred to as aversive stimuli.  The valence, positive or negative, of a particular stimulus 
is not static; reinforcers are conditional in that what was once positive may become 
negative and vice versa.  There is no small amount of controversy about the correct 
nomenclature for these concepts, but for the sake of clarity and brevity this dissertation 
will assume all rewards are positive reinforcers and appetitive while all punishments are 
negative reinforcers and aversive.  In terms of behavioral consequences, animals tend to 
repeat behaviors that lead to the delivery of rewards and to eliminate behaviors that result 
in punishment. 
DA has been shown to play a critical role in reward-based reinforcement learning 
- that is, the learning associated with appetitive stimuli and positive reinforcers 
(Mirenowicz and Schultz, 1996) (but see (Rosenkranz and Grace, 2002)).  The most 
compelling explanation for how DA influences this process has emerged primarily from 
the laboratory of Wolfram Schultz and is termed the reward prediction error hypothesis 
(Contreras-Vidal and Schultz, 1999; Ljungberg et al., 1992; Schultz, 1998, 2006; Waelti 
et al., 2001).  A competing, though not necessarily mutually exclusive, hypothesis, 
incentive salience, has also been proposed to explain what DA does in the brain 
(Berridge, 2006; Berridge and Robinson, 1998, 2003; Berridge et al., 2009; Robinson and 
Berridge, 1993).  
 
1.1.2.1 Reward Prediction  
While recording single unit spikes extracellularly in awake, behaving primates, 
Schultz and colleagues discovered that DA neurons in the midbrain regions of the SNc 
and VTA robustly and phasically increased their firing rate in response to the 
presentation of an unexpected reward (in this case a small amount of juice delivered near 
the mouth through a tube) (Ljungberg et al., 1992).  An unexpected reward is one that the 
animal had no way of accurately predicting and thus cannot expect.  Numerous 
subsequent studies have confirmed this original finding, demonstrating that in awake (and 
anesthetized) animals, the majority of DA neurons fire in a slow, tonic pattern, 
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approximately 2-5 Hz.  However, when animals are presented with an unexpected 
reward, a large population of DA neurons (~50 to 80%) transiently increase their firing to 
10-50 Hz for 100-500 ms, approximately 2-10 spikes, in what is termed a burst.  
Interestingly, DA neurons do not respond to neutral sensory cues presented in the same 
manner as primary rewards (either tones or lights), demonstrating that DA neurons 
selectively detect primary rewards (though DA do respond to high intensity neutral 
sensory cues, which will be discussed below).  What is even more interesting is that the 
response pattern of DA neurons can be altered by repetitively pairing a neutral cue with a 
primary reward at a set time interval.  If the cue accurately predicts the delivery of the 
reward, the DA neurons “learn” to respond with a burst to the reward-predicting cue and 
stop responding at the time of predicted reward delivery.  This process can be forward 
conditioned, in that a new, earlier cue can be paired with the first reward-predicting cue 
and subsequent reward delivery, resulting in DA neurons changing their response to burst 
selectively to the earliest reliable reward predictor, and then not responding to any of the 
previously learned cues or predicted reward delivery (Schultz, 1998).  This indicates that 
DA neurons, and thus animals themselves, are always “looking” for the earliest reward 
predicting cues, in order to have the most accurate positive valence map for reference in 
planning and executing behaviors.  In addition, after conditioning animals to a certain 
cue-reward pairing, omitting the predicted reward causes a transient suppression of DA 
neuron firing to or near 0 Hz for 100 to 500 ms at exactly the time of predicted, but 
omitted, reward delivery.  Based on these results, Schultz and colleagues posited that DA 
neuron firing rate coded for error in the animals’ internal reward prediction model. Thus, 
when the reward contingency of the environment is exactly as predicted (according to 
some undefined internal model), DA neuron firing rate is stable (tonic firing at 1-5 Hz).  
However, when things are “better than predicted,” as when an unexpected reward is 
presented, DA neurons transiently increased their firing rate.  When things are “worse 
than expected,” i.e. a reward that is predicted is omitted, DA neurons transiently decrease 
their firing rate.  It is important to note that these contingency changes are only for 
positive valence events – although it is currently a subject of contention, there is limited 
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evidence supporting the idea that DA neurons respond to aversive outcomes or their 
predictors (Brischoux et al., 2009; Mirenowicz and Schultz, 1996; Ungless et al., 2004); 
they selectively signal changes in reward delivery.  Thus “worse than expected,” coded 
by decreases in DA neuron activity, is only in terms of rewards that were omitted or not 
obtained. 
Efficient reward learning is of obvious adaptive value – the more accurate the 
internal model of environmental reward contingency, the better the decisions about which 
options to pursue in a complex world, and the higher the chances of survival and 
reproductive success (Doya, 2008; Floresco et al., 2008; Montague, 2007; Montague and 
Berns, 2002; Montague et al., 2006; Niv et al., 2006; Rangel et al., 2008; St Onge and 
Floresco, 2009).  Thus, even honeybees express associative reward learning (Hammer, 
1997; Hammer and Menzel, 1995), with reinforcement provided by an octopaminergic 
neuron that operates in a similar manner to that hypothesized for DA neurons in 
mammals (Hammer, 1993).  Single cell analogues for operant reward learning have been 
described in Aplysia (Lorenzetti et al., 2008), underscoring the importance and 
prevalence of reward learning. 
 
1.1.2.2 Neural Error Signals and the Temporal Difference Model 
Changes in DA neuron population firing rate drive changes in the spatiotemporal 
distribution of DA in target areas (Aragona et al., 2008; Sombers et al., 2009).  It is 
hypothesized that these changes in DA concentration are read out by downstream brain 
structures like the striatum and prefrontal cortex and used to update internal reward 
contingency models to more accurately guide decision-making and action selection in a 
complex and dynamic environment.  One way this may occur is through temporal 
difference (TD) learning (Brown et al., 1999; Nakahara et al., 2004; Niv et al., 2005; Pan 
et al., 2005, 2008; Suri and Schultz, 1999), a supervised form of learning by which 
predictions are refined through an iterative process of comparison between an internal 
model and immediate experience.  The difference between the model and the outcome for 
each time-step is compared, in an effort to update to a more accurate set of predictions 
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about the environment.  Thus, the fluctuations in postsynaptic DA produced by changes 
in DA neuron firing rate during reward experience are the error signals exploited by the 
brain to teach the TD model to alter its predictions about the future appropriately.  Under 
certain conditions, these phasic DA signals in target regions may be sufficient to directly 
drive behavioral output (Cheer et al., 2007; Phillips et al., 2003; Roitman et al., 2004; 
Talwar et al., 2002), though it is unclear how much of these effects is a result of learning 
vs. a direct consequence of DA release. 
 Changes in DA neuron firing during reward learning and the basic tenets of the 
TD model have been confirmed by other laboratories in both primates (Morris et al., 
2004; Nakahara et al., 2004) and rodents (Pan et al., 2005; Roesch et al., 2007).  These 
results have been extended by fMRI studies that have detected reward prediction error 
signals in other parts of the brain (McClure et al., 2003; O'Doherty et al., 2003) and 
recently in the midbrain (D'Ardenne et al., 2008).  Finally, in vivo single unit recordings 
in human beings have also detected TD-type error signals at DA neurons, confirming the 
initial observations of Schultz et al (Zaghloul et al., 2009).   
 
1.1.2.3 The Competing Hypothesis: Incentive Salience 
 The incentive salience hypothesis seeks to explain the role of DA in the nervous 
system based on behavioral observations and parses reward into separable components of 
“liking” vs. “wanting.”  This hypothesis was developed by Robinson and Berridge after 
they observed that despite inhibition of DA via a variety of approaches, rats still 
displayed behavioral measures of “liking” rewards and drugs of abuse (Berridge, 2006; 
Berridge and Robinson, 1998, 2003; Berridge et al., 2009; Berridge et al., 1989; 
Robinson and Berridge, 1993, 2000, 2001, 2008).  This is in contrast to the 
overwhelming majority of literature showing that DA inhibition decreased reward.  
Robinson and Berridge resolved this conflict by suggesting that it is difficult for an 
animal to express “liking” in the absence of “wanting,” as “wanting” seems to mediate 
the motivational component of reward and is what DA is encoding.  This makes it very 
challenging to experimentally measure “liking,” necessitating approaches like measuring 
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facial expressions in response to administered sucrose after DA inhibition (Berridge et 
al., 1989).  This is one of the weaknesses of this hypothesis; it is particularly hard to 
measure experimentally, and the assays that have been employed are often difficult to 
interpret (i.e. quantifying rat facial expressions).   
A point of support put forward by advocates of this hypothesis is the results from 
work on dopamine deficient (DD) mice, which have had the tyrosine hydroxylase gene 
knocked out and are thus unable to synthesize L-dopa, the precusor to DA (Zhou and 
Palmiter, 1995; Zhou et al., 1995), conducted by Richard Palmiter’s group.  Though these 
studies show limited differences between DD mice and controls for “liking” sucrose 
(Cannon and Palmiter, 2003) and drug-induced conditioned place preference (CPP) 
(Hnasko et al., 2005), they are again difficult to interpret in light of the fact that this is an 
extreme transgenic phenotype, which must be kept alive through supplemental L-dopa.  
As is always the concern with non-conditional, non-specific knockouts, off target or 
compensatory effects may be more significant than the knockout itself in accounting for 
experimental results.  Indeed, DD mice exhibit CPP in response to cocaine via serotonin 
(Hnasko et al., 2007). 
 Further support for the incentive salience hypothesis comes from the unlikely 
source of the superior colliculus (SC).  Using anesthetized animals, Peter Redgrave and 
colleagues have shown that a direct projection from SC to DA neurons can trigger short-
latency, phasic bursts of spikes from DA neurons after disinhibition of SC in response to 
high-intensity visual stimuli with no presumable valence or predictive power (Comoli et 
al., 2003; Dommett et al., 2005).  Direct electrical stimulation of SC could recapitulate 
this effect.  This result has been used to argue in favor of DA neuron responses not being 
necessarily selective to reward, but instead sensitive to “biological salience” in that 
important, significant, surprising, or novel stimuli activate DA neurons, not just rewards 
and reward contingencies (Redgrave and Gurney, 2006; Redgrave et al., 2008; Redgrave 
et al., 1999; Ungless, 2004).  This idea that DA neurons are not slaves to the reward 
prediction error model is congruent with studies reporting the effects of novelty on DA 
signals (Horvitz et al., 1997; Legault and Wise, 2001), as well as the effects of aversive 
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stimuli on DA neuron activity (Brischoux et al., 2009; Ungless et al., 2004).  However, 
both SC and aversion experiments were all performed in anesthetized rats, and are thus 
subject to speculation with regards as to how important these processes are in behaving 
animals.   
 
 
1.2 Anatomical and Functional Input/Output of DA neurons 
 
1.2.1 CONNECTIVITY OF DA NEURONS 
 
1.2.1.1 Inputs 
DA neurons are thought to construct a dynamic representation of reward for 
objects, events, experiences, or environments.  One simple strategy that may contribute to 
this process is integration of information across a broad range of brain structures 
including sensory, memory, and internal state processing areas.  This is generally 
consistent with what is known from DA neuron anatomy as they are innervated by 
glutamatergic projections from the prefrontal cortex (PFC) (Carr and Sesack, 2000; Tong 
et al., 1996a, b), subthalamic nuclei (STN) (Chergui et al., 1994; Iribe et al., 1999; Kitai 
et al., 1999; Smith and Grace, 1992), SC (Coizet et al., 2003; Comoli et al., 2003; 
Dommett et al., 2005; McHaffie et al., 2006) pedunculopontine tegmental nucleus 
(PPTN, which also includes a cholinergic component) (Kitai et al., 1999; Lodge and 
Grace, 2006b; Overton and Clark, 1997; Pan and Hyland, 2005), bed nucleus of the stria 
terminalis (BNST) (Dumont and Williams, 2004; Georges and Aston-Jones, 2001, 2002), 
amygdala (Han et al., 1997; Lee et al., 2005; Lee et al., 2006),and hippocampus, though 
this may be through ventral pallidum via an indirect basal ganglia loop (Floresco et al., 
2003; Lisman and Grace, 2005; Lodge and Grace, 2006a, 2007, 2008). DA neurons 
receive strong reciprocal inhibitory feedback from the striatum in addition to GABAergic 
inhibition from the nearby substantia nigra pars reticulata (Celada et al., 1999; Grace and 
Bunney, 1979; Tepper et al., 1995) and local interneurons.  Activity in the habenula is 
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also associated with inhibition of DA neurons in vivo, which is curious as it is thought to 
be a glutamatergic region (Hong and Hikosaka, 2008; Matsumoto and Hikosaka, 2007, 
2009).  Possibly, habenular neurons synapse onto local GABAergic neurons to inhibit 
DA neurons (Hikosaka et al., 2008).  Finally, DA neurons receive serotonergic and 
hormonal input via the dorsal raphe and hypothalamus, respectively (Aston-Jones et al., 
2009; Harris and Aston-Jones, 2006; Harris et al., 2005; Harris et al., 2007; Rodaros et 
al., 2007; Tagliaferro and Morales, 2008; Wanat et al., 2008; Wang et al., 2007). 
 
1.2.1.2 Outputs 
DA neurons have a highly divergent projection pattern: the ~20-40,000 DA 
neurons in the midbrain of rats innervate almost every one of the ~3-5 million medium 
spiny neurons in the striatum (Goldman-Rakic et al., 1992; Loizou, 1972; Schultz, 1998; 
Swanson and Hartman, 1975; Voorn et al., 1988).  As well, DA neurons innervate many 
of the neurons in the PFC, hippocampus, amygdala, and polysensory associational 
cortices, resulting in a redundancy of the DA signal in various brain regions (Goldman-
Rakic et al., 1992; Hyman et al., 2006b; Sawaguchi and Goldman-Rakic, 1991; Schultz, 
1998; Smiley et al., 1992; Williams and Goldman-Rakic, 1993; Williams et al., 1992).  
DA innervation of these areas is often layer- and cell-type specific.  DA neurons do not 
generally send significant projections to primary sensory cortices (Berger et al., 1991) 
(but see below).   
While the basal ganglia, in particular the striatum, and the PFC are considered to 
be the primary targets of DA neurons, via the mesostriatal and mesocortical pathways, 
respectively, and appear to be most involved in effecting the behavioral consequences of 
DA neural activity (Hyman et al., 2006; Schultz, 1998), DA does play an important role 
in memory encoding in the hippocampus (Adcock et al., 2006; Gasbarri et al., 1996; 
Hersi et al., 1995; Li et al., 2003; Lisman and Grace, 2005; Wittmann et al., 2005) and 
amygdala (Bissiere et al., 2003; Everitt et al., 2003; Kroner et al., 2005; Rosenkranz and 
Grace, 2002).  In addition, despite the limited anatomical evidence mentioned above, DA 
may also play a role in plasticity and/or remodeling in sensory cortex (Bao et al., 2001; 
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Bao et al., 2003; Gavornik et al., 2009; Shuler and Bear, 2006).  The effects of DA in 
sensory cortex may be similar to those of other neuromodulators that have received more 
attention (Froemke et al., 2007; Kilgard and Merzenich, 1998). 
 
1.2.1.3 Cellular Morphology of DA Neurons 
 DA neurons exhibit an atypical morphological profile, particularly when 
compared with the far more numerous pyramidal neurons of the hippocampus and cortex 
or medium spiny neurons of the striatum (Figure 1.1) (Lapish et al., 2007; Prensa and 
Parent, 2001; Tepper et al., 1987).  DA neuron cell bodies are generally ovoid in shape 
and ~20-30 µm in size.  From 2 to 6 primary dendrites give rise to a limited set of 
secondary and tertiary dendrites, the vast majority of which are smooth (i.e. lacking 
spines) and restricted to SNc and VTA, except for 1-2 large dendrites which can reach 
into substantia nigra pars reticulata (SNr).  Dendrites generally project bilaterally from 
the soma, are usually oriented along the mediolateral axis, and can span over 1 mm.  The 
axons of DA neurons often emerge not from the soma, as in “conventional” neurons, but 
from either a primary or even secondary dendrite, usually within 50 µm of the soma but 
in some cases greater than 200 µm distal (Gentet and Williams, 2007; Hausser et al., 
1995; Lapish et al., 2007).  The functional impact of this dramatic morphological 
phenotype is unclear; it may operate to “privilege” one set of dendrites over another, in 
either controlling axonal output or backpropagation through the rest of the arbor (Gentet 
and Williams, 2007; Vetter et al., 2001).  An important note is that the few studies that 
have addressed single-cell anatomy of DA neurons have focused on SNc – relatively little 









Figure 1.1.  Example Morphology of a DA Neuron in the Horizontal Slice. 
Two-photon laser scanning microscopy image of a rosto-medial SNc DA neuron 
filled with 80 µM of the morphological dye Alexa594 via the patch pipette.  Image 
is a 2-dimensional maximal intensity projection of 100 1 µm optical z-sections.  
Only the proximal part of the medial dendritic arbor is visible before it dives into 
the slice beyond the range of the imaging system (white arrowhead).  Below the 
imaging plane, it gives rise to the axon, which resurfaces before being cut, 
resulting in a terminal bleb (red arrowhead). 
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1.2.1.4 Subpopulations 
A final point regarding DA neuron anatomy is that recent reports suggest that a 
variety of subpopulations exist in the SNc and VTA exhibiting specific patterns of 
innervation and enervation, as well as physiological properties (Fadel and Deutch, 2002; 
Ford et al., 2006; Ikemoto, 2007; Lammel et al., 2008; Omelchenko and Sesack, 2005, 
2006), in addition to the canonical segregation of DA pathways into mesolimbic, 
mesocortical, and nigrostriatal.  There has been almost no morphological comparison 
across different types of DA neurons in light of the reports of these differences.  These 
results have yet to be integrated into a unified framework for understanding the 
spatiotemporal regulation of DA release, but a more sophisticated and subtle 
understanding of DA neuron input and output based on these subpopulations is likely to 
be forthcoming. 
 
1.2.2 CONTROL OF FIRING IN DA NEURONS 
 
1.2.2.1 An Intrinsic Pacemaker Guides DA Neuron Firing 
 DA neurons possess an intrinsic pacemaking capability.  Even when dissociated 
in a dish, DA neurons lacking axons and dendrites exhibit robust oscillatory spiking at 1-
4 Hz (Cardozo and Bean, 1995; Puopolo et al., 2007).  This same oscillation is observed 
in acute brain slices (Figures 1.2A-C) (Cui et al., 2007; Okamoto et al., 2006) and is 
thought to underlie the tonic, background firing of DA neurons observed in vivo (Grace 
and Bunney, 1980, 1983a, b, 1984b; Hyland et al., 2002).  In vivo firing of DA neurons is 
usually faster and more irregular than that observed in vitro, due to interaction of the 
pacemaker with synaptic input (Brazhnik et al., 2008; Lee et al., 2004; Paladini and 
Tepper, 1999; Tepper and Lee, 2007; Tepper et al., 1995; Tepper et al., 1998) (Floresco 
et al., 2003; Grace et al., 2007; Smith and Grace, 1992).  Blockade of Na+ channels with 
TTX reveals a subthreshold oscillation (Figure 1.2C) mediated by a low voltage- 




Figure 1.2.  Distinctive physiological features of DA neurons: spontaneous 
firing and Ih. 
(A) Example cell-attached tight-seal recording of spontaneous firing in a DA 
neuron in voltage-clamp mode (Vc = -55 mV). Inset below shows magnified 
averaged cell-attached spikes.  Note broad AP waveform. 
(B) Spontaneous firing in a different neuron recorded in the gramicidin 
perforated-patch configuration in current-clamp (Iinjection = 0 pA).  Inset below 
shows expanded waveform.  Note the large, slow AHP (which is mediated in 
large part by SK/IK(Ca)) and prolonged subthreshold depolarizing phase. 
(C) Partial blockade of Na+ channels with TTX (50 nM) reveals subthreshold 
oscillations (right) that lack the characteristic broad and deep AHP associated 
with pacemaker firing (left).    
(D) Representative whole-cell voltage-clamp recording of Ih. Voltage command is 
shown below. 
(E) Distribution of firing frequencies recorded in cell-attached voltage-clamp prior 
to whole-cell break-in for a set of 30 neurons used for plasticity experiments (left) 
and maximal Ih current amplitudes for the same set of neurons immediately after 
break-in (right).  Individual neurons are shown as gray circles; black squares 
represent mean ± SEM. 
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 (Avery and Johnston, 1996; Chan et al., 2007; Durante et al., 2004; Harris et al., 1989; 
Helton et al., 2005; Lipscombe et al., 2004; Takada et al., 2001; Xu and Lipscombe, 
2001).  There is recent evidence, however, suggesting that this mechanism is specific to 
adult SNc DA neurons, whereas VTA and young SNc neurons employ a Ca2+-
independent subthreshold oscillation (Chan et al., 2007; Surmeier et al., 2007).  HCN 
channels, the canonical “pacemaking channels” first identified in cardiac cells (Brown 
and Difrancesco, 1980), are expressed in DA neurons and mediate the Ih conductance 
gated by hyperpolarization (Figure 1.2D) (Okamoto et al., 2006; Robinson and 
Siegelbaum, 2003).  Ih contributes to bringing the cell back to threshold following 
activation by the deep and broad afterhyperpolarization (AHP) of the previous spike 
cycle.  A subthreshold, persistent Na+ current may also contribute to the roles of L-type 
VACCs and Ih in driving the cell to spike (Puopolo et al., 2007).  After the spike, Ca2+ 
influx via VACCs (augmented by Ca2+-induced Ca2+ release from internal stores (CICR), 
see below) gates the opening of small-conductance Ca2+-activated K+ channels (SK), 
resulting in the prolonged hyperpolarizing trajectory of the AHP, which begins the cycle 
again. 
 
1.2.2.2 Burst Firing of DA Neurons 
 DA neurons transition from tonic single-spike firing (1-5 Hz) to phasic burst 
firing (>10 Hz) in response to primary rewards and reward predicting cues in vivo.  A DA 
neuron burst is classically defined as a discrete event initiated by two spikes less than 80 
ms apart and terminated by an interspike interval of greater than 160 ms (Grace and 
Bunney, 1984; Overton and Clark, 1997).  Bursts commonly consist of 2-5 spikes, but 
bursts of up to 23 spikes have been observed in anesthetized animals (Grace and Bunney, 
1984).  Burst firing dramatically increases release of DA in target areas (Floresco et al., 
2003) to drive learning and behavior (Cheer et al., 2007a; Day and Carelli, 2007; Day et 
al., 2007; Phillips et al., 2003; Redgrave et al., 2008; Roitman et al., 2004; Tsai et al., 
2009).  This transition in firing mode is gated by the activation of postsynaptic NMDARs 
and is independent of AMPARs (Chergui et al., 1993; Overton and Clark, 1992; Tong et 
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al., 1996a; Zweifel et al., 2009).  It has been suggested that bursting results from the 
interaction of pacemaker oscillations with the voltage-dependence of NMDARs due to 
Mg2+ pore block (Kuznetsov et al., 2006; Wilson and Callaway, 2000).  In particular, the 
negative slope conductance of NMDARs is in a range (-60 to -40 mV) where the DA 
neuron voltage dwells for an extended period of time between spikes.  DA neurons also 
exhibit broad AP waveforms (Figures 1.2A-C) (Cardozo and Bean, 1995; Grace and 
Bunney, 1980, 1983a, b; Puopolo et al., 2007) which may enhance Mg+ unblock of 
NMDARs during spiking, allowing the increased voltage-dependent synaptic 
conductance to entrain the neuron to a transient, high firing frequency.   
 The anatomical source(s) of glutamatergic input activating NMDARs to trigger 
subsequent bursting are controversial.  Previous work has suggested that specific 
upstream loci mediated bursting including the STN (Chergui et al., 1994a; Smith and 
Grace, 1992) and PFC (Tong et al., 1996a, b), though recent studies have focused on 
PPTN (Floresco et al., 2003; Lodge and Grace, 2006a; Lokwan et al., 1999; Zweifel et 
al., 2009) and SC (Comoli et al., 2003; Dommett et al., 2005; Redgrave and Gurney, 
2006; Redgrave et al., 2008; Redgrave et al., 1999).  However, it is unlikely that bursting 
is solely controlled by one of these brain areas, due to the limited nature of their inputs.  
More likely, different environmental or motor information is conveyed to DA neurons to 
activate NMDARs through the appropriate upstream circuitry.  In addition, these studies 
were all conducted in anesthetized animals; it remains to be seen how these brain 
structures, and others, contribute to reward-based bursting in behaving animals.    
  
1.2.2.3 “Information” and “Coding” in DA Neurons 
Understanding how information is represented in the brain is one of the 
overarching goals of neuroscience.  Remarkably little is known about what is actually 
being conveyed by neural activity, let alone how it is processed in the brain, particularly 
outside of primary sensory systems.  Conventional theories posit that within higher order 
brain regions (i.e. cortex and hippocampus) the temporal patterning of spikes is used to 
convey meaning and content between and across various circuits, but exactly what a 
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single spike means, or if it means anything at all, is unclear.  Timing, down to the order 
of milliseconds, however, does appear to be important in coding, particularly in the well-
studied integrate-and-fire neurons such as pyramidal neurons in the hippocampus and 
cortex (Borst and Theunissen, 1999; Durstewitz et al., 2000; Fellous et al., 2004; Tiesinga 
et al., 2008).  Appropriate timing of spikes is important for the induction of plasticity 
(Dan and Poo, 2004), perception and behavior  (Houweling and Brecht, 2008; Huber et 
al., 2008; Voigt et al., 2008), and memory encoding (Dragoi and Buzsaki, 2006; Harris et 
al., 2003; Wierzynski et al., 2009).  In DA neurons, however, what is being coded is 
reasonably well understood, at least from the reward prediction error hypothesis 
perspective.  Information from DA neurons is read out as changes in the spatiotemporal 
pattern of DA release in target structures.  Therefore, individual spikes and their 
millisecond-to-millisecond timing are insignificant: as long as tonic dopamine stays 
within a physiological range, downstream targets are able to perform their tasks (if this 
level is artificially or pathologically altered, however, performance suffers with 
considerable behavioral consequences).  What does significantly alter the informational 
content of the downstream DA signal are changes in firing pattern (from tonic firing to 
bursting or from tonic firing to pausing) (Niv, 2007; Schultz, 2007) and recruitment of 
larger or smaller assemblies of DA neurons to these firing pattern transitions (Floresco et 
al., 2003; Grace et al., 2007; Niv et al., 2007).  Thus, while timing is extremely important 
to DA neurons, it is on a much slower scale than conventional model neurons, requiring 
an altered perspective on the relative importance of action potential output and the 









1.3 Intracellular Ca2+ signaling in DA neurons 
 
1.3.1 FACILITATION OF SPIKE-EVOKED CA2+ SIGNALS BY 
INTRACELLULAR STORES 
Ca2+ signaling, triggered by either postsynaptic spikes or local synaptic events, is 
critical for the plasticity of synapses throughout the CNS (Linden, 1999; Sjostrom and 
Nelson, 2002).  In DA neurons, spike-evoked Ca2+ influx through VACCs can trigger 
CICR from the endoplasmic reticulum through ryanodine receptors (RyRs) and inositol 
1,4,5-triphosphate receptors (IP3Rs) (Figure 1.3) (Cui et al., 2007).  IP3Rs can also be 
activated independent of VACCs by PI-coupled receptors.  These two processes can 
synergistically interact to amplify spike-evoked Ca2+ signals, as we have shown 
previously (Cui et al., 2007).  After weak, persistent stimulation of PI-coupled receptors 
has elevated intracellular IP3 tone, but not enough to trigger significant Ca2+ release from 
stores on its own, spike-evoked, VACC-mediated Ca2+ influx is more effective at 
mobilizing Ca2+ release from internal stores due to the supralinear interaction between 
Ca2+ and IP3 in gating the IP3R (Berridge, 1995, 1998; Ehrlich et al., 1994; Finch et al., 
1991; Mak et al., 1998; Taylor and Laude, 2002).  This is similar to a previous report of 
IP3R facilitation of spike-evoked Ca2+ signals in hippocampal CA1 neurons (Nakamura et 
al., 1999). 
 
1.3.2 CA2+ WAVES IN DA NEURONS 
As mentioned above, PI-coupled receptor stimulation can directly activate IP3Rs 
through increasing IP3 via phospholipase C (PLC) even at resting cytosolic Ca2+ levels.  
When PI-coupled receptors are stimulated strongly enough to generate large increases 
intracellular IP3, regenerative, propagating waves of Ca2+ release from stores are 
triggered in both DA (Fiorillo and Williams, 1998; Morikawa et al., 2003; Paladini and 
Williams, 2004) and other neurons (Jaffe and Brown, 1994; Larkum et al., 2003; 
Nakamura et al., 1999; Watanabe et al., 2006).  In DA neurons, the Ca2+ wave manifests 






Figure 1.3.  Ca2+ signaling pathways in DA neurons. 
Small conductance Ca2+-activated K+ channels (SK) are opened directly during 
spikes via Ca2+ influx from voltage-activated Ca2+ channels (VACC) and indirectly 
by Ca2+-induced Ca2+ release (CICR) from internal stores via both IP3 receptors 
(IP3R) and ryanodine receptors (RyR), resulting in IK(Ca).  The IP3R-dependent, 
CICR-mediated component of the spike-evoked Ca2+ signal can be modulated by 
the activity of Gq-coupled metabotropic receptors (GPCR) via phospholipase C 
(PLC) due to the synergistic interaction between IP3 and Ca2+ at the IP3R.  In 
addition, strong activation of Gq-coupled receptors can generate enough IP3 to 
mobilize Ca2+ release from stores in a VACC-independent manner, resulting in a 
propagating Ca2+ wave.  Red arrows represent Ca2+ pathways while gray arrows 








a prolonged (0.5-5s), hyperpolarizing pause in spontaneous firing in current clamp (Cui et 
al., 2007; Morikawa et al., 2000; Morikawa et al., 2003; Paladini et al., 2001). 
  
1.3.3 CA2+ STORES AND PLASTICITY 
Despite reports demonstrating the importance of IP3R-mediated release from 
stores for synaptic plasticity in pyramidal neurons (Raymond and Redman, 2002, 2006), 
few studies have directly examined the role of either propagating Ca2+ waves or 
facilitation of spike-evoked Ca2+ signals by intracellular Ca2+ stores in synaptic plasticity 
outside of the cerebellum (but see (Fernandez de Sevilla et al., 2008)), where the role of 
IP3Rs in facilitating complex spike-evoked Ca2+ signals for plasticity is well 
characterized (Augustine et al., 2003; Bosman and Konnerth, 2009; Finch and Augustine, 
1998; Hartmann and Konnerth, 2005; Miyata et al., 2000; Wang et al., 2000). 
 
 
1.4 Cellular Plasticity as a Substrate for Reward Learning 
 
It has been proposed that the cellular locus for the changes in firing observed at 
DA neurons during reward learning in vivo is in the striatum or in the glutamatergic input 
structures to DA neurons (Hyman et al., 2006; Nicola et al., 2000; Schultz, 1998).  In 
both the striatum and the PFC, DA is released at discrete perisynaptic sites on or near 
glutamatergic spines where it has been demonstrated to play a critical role in synaptic 
plasticity (Gurden et al., 1999; Huang et al., 2004; Nicola et al., 2000; Otani et al., 1998; 
Otani et al., 2003; Reynolds and Wickens, 2000, 2002; Thomas and Malenka, 2003; 
Thomas et al., 2000).  DA release is thought to interact with ongoing sensory-, motor-, 
and memory-related neural activity to trigger postsynaptic intracellular signaling 
cascades, teaching the striatum or PFC to learn specific contexts and actions associated 
with rewarding stimuli.  Long-term synaptic and cellular modifications in these structures 
then result in changes in the network activity of the reward and/or motivational systems 
that drive behavior.  
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However, it is also possible that changes in synaptic transmission at DA neurons 
themselves represent a locus for components of reward learning, particularly in light of 
the various forms of plasticity at DA neurons recently described (see below).  According 
to this hypothesis, a neutral stimulus (a tone, for example) drives weak glutamatergic 
input to DA neurons that does not evoke bursting.  This subthreshold input to DA 
neurons is persistent (for 1-5 s), via either continuous presentation of the tone (Schultz, 
1998) or sustained neural activity as has been described in the PFC (Constantinidis and 
Wang, 2004; Durstewitz et al., 2000; Goldman-Rakic, 1995; Wang et al., 2006; Wang, 
1999) and entorhinal cortex (Egorov et al., 2002; Fransen et al., 2006).  Repetitive pairing 
of the subthreshold stimulus with a primary reward (which drives bursting via a strong 
NMDAR activation) correlates the weak input with postsynaptic bursting.  Following 
Hebb’s postulate for associativity, this form of classical conditioning should strengthen 
the weak input, paralleling the many examples of spike-timing dependent plasticity 
(STDP) described in other neurons (Dan and Poo, 2004; Froemke and Dan, 2002; Wang 
et al., 2005), though on a slower timescale.  As the previously weak synapse is 
strengthened, the tone eventually drives bursting on its own.  Multiple factors suggest 
that synaptic plasticity induction in DA neurons may operate on slower timescales than 
classical STDP, in which single excitatory postsynaptic potentials (EPSPs) which reliably 
precede single postsynaptic APs within ~10-20 ms are potentiated after repetitive pairing 
of EPSP and AP, while EPSPs that lag postsynaptic spikes within ~50 ms are depressed, 
as per Hebb’s postulate (“cells that fire together, wire together”).  First, as mentioned 
previously, DA neurons are temporally imprecise neurons: their intrinsic pacemaker 
limits their ability to be correlated with precisely timed input, they fire slowly (1-5 Hz 
tonic firing, 10-50 Hz bursting) and irregularly enough that individual spikes cannot be 
used for synchronization or prediction.  Additionally, other forms of synaptic plasticity in 
tonically active neurons are either not highly spike-timing sensitive or spike-timing 
independent (Bagnall and du Lac, 2006; Coesmans et al., 2004; Nelson et al., 2005; Zhou 
and Poo, 2004).  Finally, this form of plasticity is hypothesized to be expressed at 
NMDARs (see below), which have significantly slower kinetics than AMPARs and are 
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voltage-dependent due to pore block by Mg2+ at hyperpolarized voltages, requiring time 
at depolarized voltages to open. 
 As burst firing of DA neurons has been shown to be NMDAR-dependent and 
AMPAR-independent (Chergui et al., 1994; Chergui et al., 1993; Overton and Clark, 
1992; Tong et al., 1996a; Zweifel et al., 2009), a critical component of this “burst timing-
dependent plasticity” hypothesis is that NMDAR-mediated transmission must be plastic.  
 
1.4.1 SYNAPTIC PLASTICITY AT DA NEURONS 
 
1.4.1.1 Plasticity of AMPAR-mediated synaptic transmission 
Over the past decade, numerous studies have characterized a variety of forms of 
classical and experience-dependent synaptic plasticity in midbrain DA neurons (Bellone 
and Luscher, 2006; Bonci and Malenka, 1999; Chen et al., 2008; Hyman et al., 2006; 
Kauer, 2004; Liu et al., 2005; Mameli et al., 2007; Pu et al., 2006; Saal et al., 2003; 
Stuber et al., 2008; Thomas and Malenka, 2003; Ungless et al., 2001). Both conventional 
LTP and LTD of AMPARs have been described as well as experience-dependent 
correlates of LTP and LTD after exposure to drugs of abuse, stress, and food 
conditioning.   
 
1.4.1.2 Limited Significance of AMPAR Plasticity at DA Neurons 
Two recent studies have serious implications for the significance of AMPAR 
plasticity at DA neurons (Tsai et al., 2009; Zweifel et al., 2009).  As mentioned above, 
significant evidence from anesthetized animals has indicated that burst firing, the relevant 
output for DA neurons in signaling reward, is mediated by NMDARs and not by 
AMPARs (Chergui et al., 1994; Chergui et al., 1993; Christoffersen and Meltzer, 1995; 
Overton and Clark, 1992; Tong et al., 1996a).  Zweifel and colleagues confirmed this 
result using a knockout of the obligatory NR1 subunit of the NMDAR expressed only in 
DA neurons via dopamine reuptake transporter (DAT) (Engblom et al., 2008; Zweifel et 
al., 2008).  When they behaviorally characterized these animals lacking NMDA-mediated 
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burst firing in DA neurons, the animals exhibited impaired acquisition of conditioned 
behavioral responses as well as cue learning for predicting appetitive and aversive events.  
However, a variety of other measures of DA-dependent behaviors were normal.   
Furthermore, an even more recent study (Tsai et al., 2009) has demonstrated that 
burst firing of DA neurons is sufficient for behavioral conditioning by circumventing 
NMDARs to artificially activate phasic firing with optogenetic techniques in behaving 
animals.  Tsai et al. selectively targeted the light-activated gene channelrhodopsin-2 
(ChR2) (Arenkiel et al., 2007; Boyden et al., 2005; Zhang et al., 2006; Zhang et al., 2007) 
to DA neurons via the tyrosine hydroxylase gene in Cre transgenic animals with local 
injection of adenoassociated virus.  An optical probe was lowered into the midbrain and 
DA neurons were phasically activated by excitation of ChR2, which was sufficient to 
induce conditioned place preference in the absence of environmental reinforcers.   
Together, these studies suggest that NMDARs at DA neurons are necessary for 
burst firing which is sufficient for subsequent reward learning.  They also significantly 
diminish the significance of previous results on AMPAR plasticity at DA neurons, which 
become extremely challenging to interpret in light of the findings by Zweifel et. al. and 
Tsai et al. 
 
1.4.1.3 Plasticity of GABAA-Mediated Synaptic Transmission 
Given the well-characterized role for GABAA and GABAB receptors in regulating 
the firing of DA neurons in vivo (Brazhnik et al., 2008; Celada et al., 1999; Erhardt et al., 
2002; Tepper and Lee, 2007; Tepper et al., 1995; Tepper et al., 1998) and the 
hypothesized role of GABAergic feedback during reward learning (Brown et al., 1999; 
Contreras-Vidal and Schultz, 1999; Houk et al., 1995), the demonstration that 
GABAergic transmission at DA neurons is also plastic in an experience-dependent 
manner (Liu et al., 2005; Melis et al., 2002; Nugent et al., 2007) represents a compelling 
extension of the previous plasticity work at DA neurons.  This is reinforced by exciting 
recent reports showing that lateral habenula, which responds to negative reward and 
aversive outcomes (reward omission or punishment), inhibits DA neurons, presumably 
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through GABAergic pathways (Hikosaka et al., 2008; Hong and Hikosaka, 2008; 
Matsumoto and Hikosaka, 2007, 2009).  
 
1.4.1.4 Agonist-Induced Enhancement of DA Neuron NMDARs 
Though the mechanisms driving the forms of plasticity discussed above are not 
well understood, they demonstrate that synaptic transmission at DA neurons is indeed 
plastic and that this plasticity is sensitive to environmental modulation (i.e. conditioning 
and/or learning, exposure to drugs of abuse and stressors). 
It has also been shown that NMDARs at DA neurons can also exhibit some 
degree of plasticity, though in these cases it was induced by perfusion or incubation of 
brain slices with receptor agonists (Argilli et al., 2008; Borgland et al., 2006; Ungless et 
al., 2003). 
 
1.4.2 PLASTICITY OF NMDARS IN OTHER NEURONS 
Though not nearly so common as classical AMPAR plasticity, examples of 
synaptic plasticity of NMDARs exist and are becoming more prevalent (Carroll and 
Zukin, 2002)Bashir et al., 1991; Bellone and Nicoll, 2007; Harney et al., 2008; Kwon and 
Castillo, 2008; Morishita et al., 2005; O'Connor et al., 1994; Rebola et al., 2008; Selig et 
al., 1995; Sobczyk and Svoboda, 2007; Xie et al., 1992).  NMDARs have been shown to 
be mobile in the postsynaptic membrane (Tovar and Westbrook, 2002) and to change 
during development in the visual cortex in an experience-dependent manner (Philpot et 
al., 2001; Quinlan et al., 1999; Snyder et al., 2001).  In addition, NMDARs in the dentate 
gyrus of the hippocampus express mGluR-dependent synaptic plasticity (Harney et al., 
2006; O'Connor et al., 1994), both LTP and LTD of NMDARs has been demonstrated in 
CA1 neurons (Bashir et al., 1991; Morishita et al., 2005; Selig et al., 1995) and CA3 pairs 
have been shown to express state-dependent LTD of NMDARs (Montgomery and 
Madison, 2002; Montgomery et al., 2001; Montgomery et al., 2005).  More recent studies 
have explored the mechanistic basis of a postsynaptic form of NMDAR LTP in CA3 
neurons, which were previously thought to only express presynaptically-mediated 
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plasticity (Kwon and Castillo, 2008; Rebola et al., 2008).  The majority of these forms of 
NMDAR plasticity also critically depend on postsynaptic Ca2+ concentration. 
 
1.4.3 METAPLASTICITY 
The plasticity of NMDARs is of particular interest due to its dominant role in 
controlling the plasticity of AMPARs as well a variety of ion channels that have been 
shown to regulate intrinsic excitability (Campanac and Debanne, 2007; Daoudal and 
Debanne, 2003; Debanne et al., 2003; Johnston and Narayanan, 2008; Narayanan and 
Johnston, 2007, 2008).  Thus, changes in NMDARs should influence the subsequent 
plasticity of AMPARs (as well as ion channels).  A change in the capacity of a neuron to 
express plasticity is termed “metaplasticity”  - the plasticity of plasticity (Abraham, 2008; 
Abraham and Bear, 1996).  For example, in the visual cortex, changes in experience 
during development can dramatically alter the level and stoichiometry of NMDAR 
expression in pyramidal neurons (Chen and Bear, 2007; Philpot et al., 2007; Philpot et 
al., 2003; Philpot et al., 2001; Quinlan et al., 1999).  This in turn influences the capacity 
of AMPARs to undergo and express NMDAR-dependent LTP and LTD.  When 
NMDARs are functionally depressed, only very little AMPAR plasticity can be induced.  
However, when NMDARs are functionally enhanced, significant AMPAR plasticity can 
be observed.  Other potential loci for metaplasticity in addition to the NMDAR have also 
been identified (Bellone et al., 2008; Chevaleyre and Castillo, 2004; Edwards et al., 2008; 
Jung et al., 2008; Pelkey et al., 2008; Thiagarajan et al., 2007; Thiagarajan et al., 2005). 
  
 
1.5 Hypotheses and specific Aims 
 
 NMDARs at DA neurons are critical for burst firing, which drives goal-directed 
behavior and reward learning.  Coincident activation of NMDARs by cue inputs and 
burst firing at DA neurons may occur during in vivo reward learning via two potential 
mechanisms: 1) continuous presentation of the cue during the task, and 2) persistent 
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activity of glutamatergic input structures to DA neurons.  These processes are not 
mutually exclusive and may operate in concert.  We have recently described a form of 
supralinear Ca2+ signaling in DA neurons: facilitation of spike-evoked Ca2+ signals via 
PI-coupled receptor enhancement of CICR, similar to what has been observed in 
hippocampus.  This process can be recruited by pairing weak, persistent presynaptic 
stimulation with postsynaptic spikes, reminiscent to the neural activity that may occur in 
vivo during reward learning.  As supralinear Ca2+ signaling has been shown to drive 
plasticity in cerebellum, an associative learning structure with historical parallels to DA 
neurons, we have applied a supralinear Ca2+ signaling protocol to drive plasticity of 
NMDARs in DA neurons.  The overall hypothesis of this work is that NMDARs in DA 
neurons are plastic in an activity dependent manner that exhibits cellular features 
congruent with a potential cellular substrate for reward based reinforcement learning. 
 The first specific aim will examine the plasticity of NMDARs at midbrain DA 
neurons using a protocol designed to mimic cue-reward pairing in behaving animals.  The 
activity of NMDARs will be monitored by recording excitatory postsynaptic currents 
(EPSCs) evoked by local synaptic stimulation using whole-cell patch-clamp 
electrophysiology at midbrain DA neurons in acute slices from young adult rats.  An in 
vitro pairing protocol designed to simulate in vivo reward learning will be applied to 
individual neurons based on our previous study regarding supralinear Ca2+ signaling at 
DA neurons.  The stimulus requirements and cellular mechanisms of plasticity will be 
explored using physiological and pharmacological techniques as well as Ca2+ imaging 
and flash photolysis of caged compounds.   
 The second specific aim will address the effects of repeated amphetamine 
experience on Ca2+ signaling and NMDAR plasticity.  Two groups of rats will receive 
once per day intraperitoneal injections of either saline or amphetamine for 7 days.  Acute 
slices will be prepared from treated animals 18-24 hours after final injections.  Ca2+ 
signaling and NMDAR plasticity as described in Aim 1 will be compared between 
neurons from saline- vs. amphetamine-treated animals. 
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CHAPTER 2: MATERIALS AND METHODS 
 
 
2.1 Animals and In Vivo Drug Treatment 
 
All animal procedures were approved by the University of Texas Institutional 
Animal Care and Use Committee.  Male Sprague-Dawley rats (4-8 weeks old, Harlan 
Life Sciences) were group housed (2-3 animals per cage) in standard conditions at the 
University of Texas Animal Resource Center.  For Aim 2, 4-5 week old rats were 
individually removed from their home cage and habituated to handling and a novel cage 
for 15-20 min once per day for 2-3 days.  For injections, animals were removed from 
their home cage, given single interperitoneal injections with amphetamine (5 mg/kg) or 
saline (0.9% w/v) once per day for 7 days, and then placed in the habituated environment 
for 15-20 min before being returned to their home cage.  Slices were prepared 18 to 24 
hours after the last injection. 
 
 
2.2 Acute Brain Slice Preparation and Solutions 
 
Animals were deeply anesthetized with halothane and rapidly decapitated.  
Horizontal midbrain slices (200 µm) were cut with a vibratome (Leica) in ice-cold cutting 
solution containing (in mM): 205 sucrose, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 0.5 
CaCl2, 7.5 MgCl2, and 10 glucose, saturated with 95% O2/5% CO2 (~300 mOsm/kg).  
Slices were incubated at 35ºC for >1 hr in recovery solution containing (in mM): 126 
NaCl, 2.5 KCl, 1.2 NaH2PO4, 2.4 MgCl2, 2.4 CaCl2, 11 glucose, 21.4 NaHCO3, 1.3 
ascorbate, 3 pyruvate, saturated with 95% O2/5% CO2 (pH 7.4, ~300 mOsm/kg). 
Recordings were made at 34-35ºC in a chamber perfused at ~2.5 ml/min with recording 
solution containing (in mM): 126 NaCl, 2.5 KCl, 1.2 NaH2PO4, 1.2 or 0.1 MgCl2, 2.4 
CaCl2, 11 glucose, 21.4 NaHCO3, saturated with 95% O2/5% CO2 (pH 7.4, ~295 
 31 
mOsm/kg).  The majority of NMDAR plasticity experiments were conducted with a 
pipette solution containing (in mM): 120 K-gluconate or K-methylsulfate, 20 KCl, 1.5 
MgCl2, 10 HEPES, 0.025 EGTA, 2 Mg-ATP, 0.2 Na2-GTP, and 10 Na2-phosphocreatine 
(pH 7.25, 285 mOsm/kg).  For experiments in which the internal solution contained 
BAPTA or Fluo5F (see below), EGTA was omitted.  For experiments examining LTP 
induction in physiological extracellular Mg2+ at depolarized voltages 120 mM Cs-
methanesulfonate and 20 mM CsCl replaced K-gluconate/K-methylsulfate and KCl, 
respectively.  For conductance analysis, NMDARs were activated by local 
microiontophoresis of 100 mM NMDA and 10 mM HEPES (pH 7.3) through a high 
resistance pipette while recording with an internal solution containing (in mM): 115 Cs-
methanesulfonate, 20 CsCl, 1.5 MgCl2, 10 HEPES, 5-10 EGTA, 2 Mg-ATP, 0.2 Na2-
GTP, 10 Na2-phosphocreatine, and 1 QX-222 (pH 7.25, ~285 mOsm/kg).  Perforated 
patch firing experiments were conducted by tip filling pipettes with 135 mM KCl and 10 
mM HEPES (pH 7.3, 295 mOsm/kg) and then backfilling with this solution plus 50-250 





Neurons were visualized using an upright microscope with IR-DIC optics 
(Olympus).  For plasticity experiments whole-cell voltage-clamp recordings were 
performed at a holding potential of -62 mV, corrected for a liquid junction potential of -7 
mV, unless otherwise noted.  Pipette resistance was 2.0-2.5 MΩ.  Pipette capacitance was 
neutralized but series resistance was left uncompensated.  Input resistance (typically 200 
to 300 MΩ) and holding current (typically 0 to -150 pA) were monitored continuously; 
experiments were discarded if they changed by more than 25% or 60 pA, respectively, or 
if series resistance increased above 16 MΩ. A Multiclamp 700B amplifier (Molecular 
Devices) was used to record the data, which were filtered at 2-10 kHz, digitized at 4-20 
kHz, and collected using AxoGraph X (AxoGraph Scientific).   
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For NMDAR conductance analysis, 1.5 to 2.0 MΩ pipettes were used.  Series 
resistance (4-12 MΩ) was compensated by >70% using the compensation/prediction 
circuit of an Axopatch 200B amplifier (Molecular Devices) after pipette capacitance 
neutralization.  Neurons were voltage-clamped in whole-cell mode at -67 mV (after 
junction potential correction) and stepped to various command voltages to measure 
NMDAR currents.  Neurons were accepted for subsequent analysis only if 
uncompensated Rs remained below 12 MΩ. 
For perforated patch experiments, spontaneous action potential amplitude and 
access resistance were monitored for 20-30 min after gigaseal formation to ensure 
adequate access before commencing experiments.  Access resistance during recording 
was between 20 and 40 MΩ. 
 
 
2.4 Identification and Anatomical Location of DA Neurons 
 
Putative DA neurons were identified by spontaneous pacemaker firing at 1-4 Hz 
with broad (>1.2 ms duration) spike waveforms in cell-attached mode prior to break-in 
and the presence of large whole-cell Ih currents after break-in (>200 pA in response to a 
1.5-s voltage step from -62 mV to -112 mV).  All neurons presented in this study 
exhibited at least 20 pA IK(Ca) amplitude.  Aim 1 of this study sampled predominately 
from neurons in the rostro-medial SNc (~85%) as well as the lateral VTA (~15%), within 
100 µm from the medial border of the medial terminal nucleus of the accessory optic tract 
(MT) in horizontal slices. Aim 2 was restricted solely to neurons in the VTA.  These 
neurons were always located between 50 and 150 µm medial to the medial border of MT. 
They were only slightly rostral or caudal (<50 µm) to the respective borders MT. The 
electrophysiological criteria for DA neuron identification described above are generally 
accepted for these areas (Ford et al., 2006; Riegel and Williams, 2008; Wanat et al., 
2008).   
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Experiments conducted with Cs+-based internal solutions (NMDAR conductance 
analysis and plasticity experiments in 1.2 mM extracellular Mg2+ at depolarized Vm), 
were performed exclusively in rostro-medial SNc to increase the likelihood of recording 
from DA neurons.  For these experiments, Ih was >50 pA (measured immediately after 
break-in) and all neurons fired in regular pacemaker mode (albeit with significantly 
broadened action potentials) during cell-attached recording.  Previous studies have shown 
that >50 pA Ih is an adequate marker for DA neurons while recording with Cs+-based 
internal solutions via post-hoc tyrosine hydroxylase staining (Borgland et al., 2006; Cruz 
et al., 2004; Jones and Kauer, 1999).  Due to the low permeability of Cs+ through SK 
channels, it was impractical to record IK(Ca) for these experiments (Shin et al., 2005).  
 
 
2.5 Synaptic Stimulation 
 
Synaptic stimuli (50 µs) were generated via an Iso-Flex stimulus isolator 
(A.M.P.I.) in constant current mode and applied at 0.05 Hz using bipolar tungsten 
electrodes (100-150 µm tip separation) placed 50-150 µm rostral to the recorded cell.  
The identity of the glutamtergic inputs to DA neurons stimulated in this manner is 
unknown.  To isolate NMDAR EPSCs, recordings were performed in the presence of 
DNQX (10 µM), picrotoxin (100 µM), eticlopride (100 nM), and CGP55845 or 
CGP54626 (50-200 nM) to block AMPA, GABAA, DA D2, and GABAB receptors, 
respectively.  Most experiments were performed in low Mg2+ (0.1 mM) aCSF to remove 
blockade of NMDARs, unless otherwise mentioned.  Some experiments were conducted 
without a GABAB antagonist – no differences were observed and the two groups of 
experiments were combined.  Stimulation intensity was adjusted (20-60 µA) to elicit 
relatively small NMDAR EPSCs (30-90 pA) in 0.1 mM Mg2+ (see Table S1).  EPSCs 
thus evoked were completely blocked by the NMDAR antagonist DL-AP5 (50-100 µM, n 
= 12).  Experiments conducted in 1.2 mM Mg2+ with K+-based internal used stimulation 
intensities up to 120 µA to evoke resolvable EPSCs.  Stimulation artifacts were removed 
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from EPSC traces in the figures for clarity.  AMPAR EPSCs were recorded at -62 or -77 
mV in the absence of DNQX and in physiological Mg2+ (1.2 mM) solution with similar 
stimulation intensity to that used for NMDAR EPSCs in 0.1 mM Mg2+.  EPSCs thus 
recorded were blocked by an AMPA/kainate receptor antagonist DNQX (10 µM) (95% ± 
1% inhibition, n = 3).   
 
 
2.6 Facilitation of IK(Ca) 
 
To examine the effect of sustained synaptic stimulation on spike-evoked Ca2+ 
signals, IK(Ca) was measured after triggering a single unclamped AP via a 2-ms 
depolarizing pulse from -62 mV to -7 mV.  The integral of the outward tail current, i.e., 
IK(Ca), was calculated between 20 ms and 400-600 ms after the depolarizing pulse.  We 
have shown previously that IK(Ca) thus measured is action potential-dependent (it is 
completely eliminated by TTX), is mediated by Ca2+-sensitive SK channels (it is blocked 
by apamin), and hence can be used as a readout of AP-induced Ca2+ transients (Cui et al., 
2007).  The magnitude of IK(Ca) facilitation by synaptic stimulation was calculated by 
comparing Ik(Ca) evoked in isolation with Ik(Ca) evoked 60 or 100 ms after a 0.25 to 1.5 s 
train of 50-Hz synaptic stimulation, after subtracting the trace of synaptic stimulation 
alone. For plasticity experiments, facilitation of IK(Ca) by 1 s of synaptic stimulation was 
measured immediately before induction, using a single AP, instead of a burst of APs, in 
order to avoid potential contaminating influence on LTP induction.  For experiments 
addressing the role of PKA and PKC in Ca2+ signaling and plasticity, facilitation of IK(Ca) 
was compared between control internal solution and internal solution containing either 
PKI or chelerythrin via bath perfusion of the mGluR1/5 agonist DHPG (1 to 10 µM) in 
order to normalize PI-coupled receptor activation intensity across solutions and remove 
any potentially contaminating influence of discrepancies in synaptic activation of these 
receptors.  In these cases, average IK(Ca) was measured for 5-10 min before perfusion and 




2.7 Plasticity Induction 
 
The routine plasticity induction protocol consisted of sustained synaptic 
stimulation (70 stimuli at 50 Hz) paired with a postsynaptic burst of 5 unclamped APs at 
20 Hz, where the burst was delayed by 1 s from the onset of the synaptic stimulation.  In 
this case synaptic stimulation extended 200 ms beyond the end of the burst, i.e., until 
burst-evoked Ik(Ca) mostly decayed, to ensure that synapses were activated while cytosolic 
Ca2+ concentration was elevated.  Synaptic stimulation-burst pairing was repeated 10 
times every 20 s.  The same stimulation intensity used for monitoring NMDAR EPSCs 
was used for synaptic stimulation during induction.  The magnitude of LTP was 
calculated by comparing averaged EPSC amplitudes from 10-min windows (30 traces) 
immediately before and 30-40 min after LTP induction.  These windows were also used 
to assess PPR and 1/CV2.  It should be noted that all neurons were held in a quiescent 
state (i.e. not tonically firing) at -62 mV during both EPSC monitoring and plasticity 
induction unless otherwise mentioned. 
For input specificity experiments, the two stimulating electrodes were placed the 
same rostral distance from the recorded cell, but separated by at least 100 µm laterally.  
Independence of inputs was tested with cross paired-pulse analysis: after determination of 
basal EPSC amplitude and paired-pulse ratio (EPSC2/EPSC1) for each input, the opposing 
input was substituted for the second pulse.  A lack of paired-pulse depression or 
facilitation during substitution confirmed the absence of interaction between the two 
inputs. 
In some neurons, sustained synaptic stimulation used for induction produced a 
slow outward current (Isyn-slow).  This is caused by strong PI-coupled receptor activation 
generating sufficient cytosolic IP3 levels to elicit SK channel opening via waves of 
intracellular Ca2+ release in the absence of VACC-mediated influx (Cui et al., 2007; 
Morikawa et al., 2003).  As such, Isyn-slow was never observed in slices treated with CPA 
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(10 µM) or with a cocktail of PI-coupled receptor antagonists.  Neurons with large Isyn-
slow (>50 pA) were excluded from the initial analyses for two reasons: first, Isyn-slow is 
associated with large, propagating Ca2+ waves that invade the dendrites in DA neurons, 
which we suspected might alter the processing of spike-evoked Ca2+ signals by plasticity 
machinery.  In addition, neurons with large Isyn-slow frequently exhibited rundown of both 
Isyn-slow itself and burst-induced IK(Ca) during repeated synaptic stimulation-burst pairing.  
This rundown is most likely due to depletion of intracellular Ca2+ stores with repeated, 
large Ca2+ release (Cui et al., 2007), and may also impair LTP induction.  On average, 
Isyn-slow was 21 ± 3 pA for the 31 neurons tested for NMDAR LTP with repeated pairing 
in 0.1 mM Mg2+ (control dataset; Figure 3.1B).  Large Isyn-slow (>50 pA, 103 ± 14 pA, n = 
9) was routinely observed when NMDAR EPSCs were recorded in physiological Mg2+ 
(1.2 mM) solution at -62 mV with K+-based internal solution, because of the relatively 




2.8 Flash Photolysis 
 
Caged IP3 (100 µM) was loaded into the cytosol through the whole-cell pipette for 
at least 20 min before the start of the experiment.  A 1-ms UV pulse was applied using a 
xenon arc lamp (Cairn Research) to rapidly release IP3 and the resulting SK-mediated 
outward current (IIP3) was measured.  The amount of photolysis is known to be 
proportional to the UV pulse intensity, which is proportional to the capacitance of the 
capacitor feeding current to the flash lamp.  This capacitance was varied (50-4050 µF) to 
adjust the UV pulse intensity.  The UV pulse was focused through a 60x objective onto a 
~350-µm diameter area centered on the recorded neuron.  The concentration 
(capacitance)-response (IIP3 amplitude) curve was fit with a logistic equation to determine 
the EC50 value (in µF) and the maximal IIP3 amplitude.  The peak of IIP3 trace was sharp 
and did not show any plateau even with a supra-maximal intensity UV pulse, suggesting 
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that Ca2+ levels produced by released IP3 do not saturate SK channels.  A previous study 
demonstrated a roughly linear relationship between IIP3 amplitude and bulk cytosolic Ca2+ 





Fluorescence imaging of intracellular Ca2+ was performed using fluo-5F (50 µM) 
loaded into the cytosol via the whole-cell pipette for at least 20 min before commencing 
experiments.  Full-frame images in a single focal plane were captured at 15 Hz with a 
spinning disk confocal imaging system (Olympus) synchronized to synaptic stimulation 
and electrophysiological recording.  Ca2+ signals from selected ROIs were expressed as 
ΔF/F = (F – Fbaseline)/(Fbaseline – Fbackground). Typically, 4-5 ROIs were placed along the 
proximal dendrites (<50 µm from the soma) in each neuron, and the ROI exhibiting the 
largest facilitation of burst-induced fluorescence change (ΔF/F) by synaptic stimulation 
was chosen for analysis.  The peak ΔF/F value was measured to assess burst-evoked Ca2+ 
signals. 
Morphological reconstruction was conducted by filling the neuron with 80 µM 
Alexa594 for 10-15 min via the patch pipette during electrophysiological characterization 
and then slowly removing the pipette to form an outside-out patch and re-seal the 
neuronal membrane.  The slice was transferred to the stage of a 2-photon laser scanning 
microscopy system (Leica TCS SP5) and the neuron was imaged in a series of 1 µm 
optical z-sections.  Image stacks were optimally projected into 2D images that were 






2.10 Conductance Analysis 
  
 NMDARs were activated by local microiontophoresis of 100 mM NMDA at the 
soma of the recorded neuron (10-20 µm away from the recording pipette) using 20-100 
nA of ejection current for 20-100 ms through the pipette resistance of ~100 MΩ.  
NMDAR currents were recorded from -87 to +37 mV by stepping the Vc away from a 
rest of -67 mV.  In each neuron, NMDAR currents were recorded at the full range of 
voltages 2 to 10 times to ensure the stability of the recording and the NMDAR responses.  
Averaged peak NMDAR currents at each voltage were used to plot the current-voltage (I-
V) relationship, from which the reversal potential (Erev) for each neuron was calculated 
via extrapolation from a linear fit between 0 and +10 mV.  These values were then used 
to calculate the conductance-voltage (G-V) curve for each neuron via 
 
GV = I/(V – Erev)  (Equation 1) 
 
where GV is the conductance at a given voltage V, and I is peak NMDAR current. 
 
Gv was converted to fractional conductance (G/Gmax) by normalizing to the maximal 
conductance for each neuron and the average G-V relationship across all neurons was 
constructed by plotting averaged G/Gmax versus Vc and then fitting with a Boltzmann 
curve of the form: 
 
GV = Gmin + (Gmax-Gmin)/(1+exp[-(Vm-V1/2)/s])  (Equation 2) 
 
 
2.11 Drugs and Reagents 
 
DNQX, DL-AP5, CGP55845, CGP54626, CPCCOEt, CPA, PKI (6-22), 
chelerythrine, QX-222, Ro 25-6981, and ifenprodil were purchased from Tocris 
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Bioscience (Ellisville, MO, USA).  Caged IP3 and Fluo-5F were purchased from 
Invitrogen (San Diego, CA).  Alexa594 was a kind gift from the laboratory of Dr. Daniel 
Johnston.  All other chemicals were purchased from Sigma-RBI (St. Louis, MO, USA).   
 
 
2.12 Data Analysis and Statistics 
 
Data are expressed as means ± SEM.  Statistical significance was determined by 
Student’s t-test (paired or unpaired) or ANOVA followed by Dunnett's test.  Differences 




CHAPTER 3: RESULTS 
 
 
3.1  Aim 1: Burst Timing-Dependent Synaptic Plasticity of NMDARs at 
DA Neurons  
 
3.1.1 PAIRING PRESYNAPTIC INPUTS WITH POSTSYNAPTIC BURST 
FIRING TO MIMIC IN VIVO NEURAL DYNAMICS DURING LEARNING 
 
3.1.1.1 Burst Pairing Drives LTP of NMDARs  
To address the plasticity of NMDARs in DA neurons, we applied patch-clamp 
electrophysiological techniques to acute horizontal midbrain slices containing the SNc 
and VTA from adolescent/young adult rats (4 to 8 weeks).  We first recorded 
pharmacologically isolated NMDAR EPSCs in whole-cell voltage-clamp at -62 mV in 
low Mg2+ (0.1 mM) to remove voltage-dependent Mg2+ blockade (Nowak et al., 1984).  
A bipolar stimulating electrode was placed 50-150 µm rostral to the recorded neuron to 
deliver relatively weak (20-60 µA stimulation intensity; 30-90 pA EPSCs) synaptic 
stimuli at 0.05 Hz.  After 10 min of baseline EPSC recording, we delivered an LTP 
induction protocol consisting of a train of presynaptic stimulation (70 stimuli at 50 Hz) 
paired with a burst of 5 postsynaptic unclamped APs at 20 Hz (diagramed in Figure 3.1A, 
see Materials and Methods, section 2.6 and 2.7), which mimics burst firing observed in 
behaving rats (Hyland et al., 2002).  The onset of the burst was delayed by 1 s from that 
of the synaptic stimulation train to emulate the delay between the presentation of cues 
and rewards in vivo.  We found that repetitive synaptic stimulation-burst pairing (10 
times every 20 s, a duty cycle used for in vivo reward learning in rats (Pan et al., 2005)) 
resulted in LTP of NMDAR EPSCs in some but not all neurons tested (Figure 3.1A,B).  
The pattern of synaptic stimulation used in the induction protocol can enhance AP-
induced Ca2+ signals via activation of PI-coupled receptors, mainly mGluR1 (Cui et al., 




Figure 3.1.  Repeated Synaptic Stimulation-Burst Pairing Induces LTP of 
NMDAR EPSCs in DA Neurons. 
(A) Representative experiment showing LTP of NMDAR EPSCs.  Left: Time 
graph of NMDAR EPSC amplitude, input resistance (Ri, black), and holding 
current (Ihold, gray).  The LTP induction protocol, which consisted of 10 synaptic 
stimulation-burst pairings (illustrated at top right), was delivered at the time 
indicated by the arrow.  Middle right: Current traces evoked by burst alone (gray) 
and synaptic stimulation-burst pairing (black).  Bottom right: Traces of EPSCs 
(averaged over 10 min) at times indicated by numbers in the EPSC time graph. 
(B) Relationship between the magnitude of NMDAR LTP and facilitation of AP-
evoked IK(Ca) by preceding synaptic stimulation for 31 neurons.  Solid line is a 
linear fit to the data (r2 = 0.8).  Dashed vertical line indicates 15% IK(Ca) 
facilitation.  Inset at right shows traces of IK(Ca) for a single AP alone (gray) and 
an AP following synaptic stimulation (black) from the same neuron as in (A).  
(C) Summary time graph of NMDAR LTP for neurons that exhibited >15% IK(Ca) 
facilitation (n = 21).  Each symbol represents mean normalized EPSC amplitude 
from a 2-min window.  
(D) PPR (left) and 1/CV2 (right) were not significantly altered after LTP induction 
for the 21 neurons in (C).  Black squares indicate mean. 
(E) Summary time graph showing that synaptic stimulation alone (n = 6), burst 
alone (n = 6), and pairing synaptic stimulation with a single AP (n = 5) all failed to 
induce NMDAR LTP.  Note that a small LTD was induced with synaptic 
stimulation alone. 
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conductance Ca2+-sensitive K+ (SK) currents (IK(Ca)) activated by unclamped APs (see 
Materials and Methods, section 2.6).  Immediately before induction, we tested each 
neuron for facilitation of IK(Ca) following synaptic stimulation by evoking a single AP at 
60 ms after the offset of a 1-s stimulation train (example traces shown in inset of Figure 
3.1B).  The magnitude of NMDAR LTP, determined 30-40 min after induction, was 
positively correlated with that of IK(Ca) facilitation (n = 31, r2 = 0.80; Figure 3.1B). On 
average, NMDAR EPSCs were potentiated by 43% ± 6% in 21 neurons that exhibited 
IK(Ca) facilitation >15%, whereas little to no LTP was observed when IK(Ca) facilitation 
was <15% (1% ± 2% change, n = 10; Figure 3.1C). 
The paired-pulse ratio (PPR, 50-ms interstimulus interval, expressed as 
EPSC2/EPSC1) and the coefficient of variation (CV, expressed as 1/CV2) of EPSCs over 
the 10 min baseline period compared to 30-40 min after pairing were not significantly 
different in 21 neurons that exhibited LTP (p > 0.05 for both, paired t-test; Figure 3.1D), 
suggesting a postsynaptic locus of LTP expression via an increase in either receptor 
number or function (Malinow and Tsien, 1990; Zalutsky and Nicoll, 1990).  Note that the 
PPR of NMDAR EPSCs in this study is similar to that previously reported for AMPARs 
at DA neurons (Bonci and Malenka, 1999; Gutlerner et al., 2002). 
Due to the correlation between IK(Ca) facilitation and LTP in our initial findings 
(Figure 3.1B), all subsequent experiments were conducted in neurons that exhibited 
>15% IK(Ca) facilitation unless otherwise stated (Table 3.1).  Table 3.1 also compares the 
size of IK(Ca) itself for single APs and bursts, and basal NMDAR EPSC size across all 
experimental groups.  There were no significant differences in these parameters 
throughout the experiments presented unless specifically mentioned.   
We next investigated the stimulus requirements for plasticity by systematically 
altering the induction protocol (Figure 3.1E).  Repeated delivery of postsynaptic burst 
firing alone failed to induce LTP of NMDAR EPSCs (0% ± 3% change, n = 6). The 
converse paradigm, synaptic stimulation alone, produced a small but significant LTD 
(-8% ± 4% change, n = 6).  Furthermore, no plasticity was observed when pairing was 
conducted with a single AP instead of a burst (-1% ± 10% change, n = 5).  These results  
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Table 3.1.  Summary of Parameters in Different Experimental Groups for Aim 1 
 









Control: >15% IK(Ca) facilitation  43 ± 6  51 ± 6  9 ± 1  34 ± 4  56 ± 4  21 
Control: <15% IK(Ca) facilitation  1 ± 2***  5 ± 2***  7 ± 2  35 ± 11  58 ± 4  10 
1.2 mM Mg2+, KMeSO4 ICS -3 ± 3*** 75 ± 10 7 ± 2 31 ± 5 30 ± 2** 10 
0.1 mM Mg2+, >50 pA Isyn-slow -12 ± 6*** 56 ± 14 11 ± 2 35 ± 4 61 ± 8 8 
1.2 mM Mg2+, CsMeSO3 ICS 16 ± 6* NA NA NA 23 ± 3** 8 
Synaptic stimulation alone  -8 ± 4***  45 ± 6  7 ± 2  29 ± 5  69 ± 3  6 
Burst alone  0 ± 3***  41 ± 6  9 ± 2  32 ± 8  51 ± 9  6 
Single-AP pairing  -1 ± 10***  56 ± 8  7 ± 2  38 ± 6  48 ± 8  5 
CPA   2 ± 4***  0 ± 2***  2 ± 0**  14 ± 2*  43 ± 2  6 
PI-coupled receptor blockade  -6 ± 4***  2 ± 3***  9 ± 3  31 ± 7  57 ± 5  6 
BAPTA -1 ± 5*** 4 ± 1*** 2 ± 0** 7 ± 1** 43 ± 4 6 
PKI -3 ± 6*** 9 ± 3*** 9 ± 1 38 ± 4 47 ± 3 7 
Chelerythrine 28 ± 7 37 ± 7 7 ± 2 27 ± 5 40 ± 2 4 
SCH 23390  38 ± 9 44 ± 10 5 ± 2 21 ± 6 49 ± 4 5 
AP5  -1 ± 2***  56 ± 13  5 ± 1  25 ± 5  44 ± 11  4 
Burst timing:             
500 ms before onset -10 ± 4*** 43 ± 10 8 ± 2 33 ± 6 55 ± 7 5 
250 ms before onset -22 ± 7*** 42 ± 14 10 ± 4 31 ± 10 57 ± 9 4 
Onset  -3 ± 10***  64 ± 9  7 ± 2  26 ± 5  56 ± 5  4 
200 ms after onset 3 ± 5** 46 ± 10 5 ± 3 19 ± 10 47 ± 9 3 
500 ms after onset 20 ± 6 44 ± 8 6 ± 1 24 ± 5 47 ± 10 5 
60 ms after offset  13 ± 14*  52 ± 13  6 ± 2  25 ± 2  48 ± 4  4 
120 ms after offset  6 ± 5***  46 ± 10  5 ± 1  25 ± 6  50 ± 5  5 
Input specificity:             
Paired  65 ± 16  63 ± 11  51 ± 10 
Unpaired  2 ± 2***  35 ± 8  6 ± 2  31 ± 6  56 ± 8  4 
NR2 subunit composition:             
Ro 25-6981  29 ± 6  54 ± 18  7 ± 1  26 ± 4  42 ± 4  4 
Ifenprodil  38 ± 7  56 ± 7  7 ± 1  28 ± 5  43 ± 7  3 
Zn2+  42 ± 9  50 ± 6  7 ± 1  27 ± 5  43 ± 7  4 
Depotentiation:             
Synaptic stimulation alone  30 ± 6  32 ± 9  5 ± 1  28 ± 9  59 ± 9  4 
Single-AP pairing  35 ± 7  47 ± 16  8 ± 2  26 ± 5  53 ± 3  4 
Failed LTP expression 5 ± 3** 6 ± 2** 10 ± 3 40 ± 5 48 ± 10 3 
AMPAR LTD:             
Burst pairing  -29 ± 3***  76 ± 14  9 ± 2  40 ± 8  139 ± 21  5 
Synaptic stimulation alone  -26 ± 3***  60 ± 15  11 ± 2  32 ± 7  157 ± 37  3 
The magnitude of synaptic stimulation-induced facilitation of IK(Ca) shown in this table was always 
obtained with a single AP evoked 60 ms after the offset of 1-s synaptic stimulation (see Materials 
and Methods).  All data are mean ± SEM.  *p < 0.05, **p < 0.01, ***p < 0.001 vs. the control: 
>15% IK(Ca) facilitation group (ANOVA followed by Dunnett’s test).  Statistical comparison with this 
group was not made for the baseline EPSC data in the two groups tested for AMPAR LTD.  NA 
indicates experiments where it was not possible to measure IK(Ca) or facilitation (see text).  
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show that LTP of NMDARs is associative and requires presynaptic input coordinated 
with postsynaptic bursting. 
 Intrinsic cellular differences in Ca2+ signaling or biases in the strength of synaptic 
activation may exert contaminating influences on plasticity. We therefore confirmed that 
NMDAR LTP was not correlated with either the size of IK(Ca) itself for single APs (r2 = 
0.01) and bursts (r2 = 0.0005; Figure 3.2A) or initial EPSC amplitude (r2 = 0.006; Figure 
3.2B) for the 31 neurons in Figure 3.1B. 
Thus, NMDARs in DA neurons express LTP that is induced in an associative 
manner that requires postsynaptic bursting and is correlated with synaptic facilitation of 
spike-evoked Ca2+ signals during pairing. 
 
3.1.1.2 LTP of NMDARs in 1.2 mM Extracellular Mg2+ 
The initial set of experiments described above in Figures 3.1 and 3.2 were 
conducted in 0.1 mM extracellular Mg2+ in order to record NMDAR EPSCs evoked with 
relatively weak stimulation intensities at a physiologically relevant holding voltage (-62 
mV).  Numerous studies have used this approach to analyze NMDARs and synaptic 
plasticity (Harvey and Svoboda, 2007; Harvey et al., 2008; Selig et al., 1995; Sobczyk et 
al., 2005; Sobczyk and Svoboda, 2007; Xie et al., 1992); some have even directly 
confirmed that plasticity of NMDARs observed in low Mg2+ also occurs in physiological 
Mg2+ (Morishita et al., 2005; Rebola et al., 2008).  This is in contrast to studies that have 
monitored NMDAR function by chronically depolarizing neurons filled with Cs+-based 
internal solutions to +40 mV in voltage-clamp (Bellone and Nicoll, 2007; Borgland et al., 
2006; Kwon and Castillo, 2008; Quinlan et al., 1999; Rebola et al., 2008; Saal et al., 
2003; Schilstrom et al., 2006; Ungless et al., 2003).  While both types of experiments 
represent non-physiological approaches to solving the technical problems of recording 
from ligand-gated channels with limited conductance at resting voltages, performing the 
experiments at near-physiological voltage with K+-based internal solution in low Mg2+ 
allows us to take advantage of the properties of DA neurons to examine synaptic 







Figure 3.2.  NMDAR LTP is Not Correlated with the Size of IK(Ca) or Baseline 
EPSC Amplitude. 
(A) Relationship between the magnitude of NMDAR LTP and the size of IK(Ca) 
evoked by a single AP (white circles) or a burst of APs (gray circles) for the same 
31 neurons shown in Figure 1B.  Black line is a linear fit to single AP-evoked 
IK(Ca) data (r2 = 0.01), while gray line is a linear fit to burst-induced IK(Ca) data (r2 = 
0.0005).  
(B) Relationship between the magnitude of NMDAR LTP and baseline NMDAR 
EPSC amplitude for the same 31 neurons.  The EPSC amplitude was averaged 
over the 10-min period (30 traces) preceding plasticity induction in each neuron.  
Black line represents linear fit to the data (r2 = 0.006). 
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neurons based on physiological characteristics (Figures 1.2 and 1.3, see also Materials 
and Methods, section 2.4), in particular firing rate, action potential width, and Ih, all of 
which are distorted by Cs+.  We can also initiate appropriately timed single action 
potentials during the induction protocol, which is not possible with Cs+ in the pipette due 
to its blockade of many K+ channels causing poorly controlled burst firing of long 
duration plateau potentials in response to depolarization. Additionally, we can monitor 
spike-evoked Ca2+ signals via IK(Ca) (which is also significantly attenuated in Cs+-based 
internal solutions due to the relatively low permeability of SK channels to Cs+ (Shin et 
al., 2005)).  Finally, we are not depolarizing the cell to +40 mV and dramatically altering 
intracellular Ca2+ signaling. In spite of all these caveats, it is important to demonstrate 
that the burst-pairing protocol can drive plasticity of NMDARs in physiological Mg2+, 
regardless of the specific limitations of the experimental paradigm. 
To that end, we first performed the identical experiment to that presented in 
Figure 3.1 in 1.2 mM extracellular Mg2+ (Figure 3.3).  Stimulation intensity had to be 
significantly increased (47 ± 3 µA in 0.1 mM Mg2+, n = 31 vs. 77 ± 5 µA in 1.2 mM 
Mg2+, n = 10, p < 0.0001, unpaired t-test) in order to resolve NMDAR EPSCs during 
Mg2+ blockade at -62 mV (57 ± 4 pA in 0.1 mM Mg2+, n = 31 vs. 30 ± 2 pA in 1.2 mM 
Mg2+, n = 10, p < 0.0001, unpaired t-test).  Under these conditions, little to no LTP 
occurred (Figure 3.3A-D) and there was no correlation between plasticity and facilitation 
of IK(Ca) (Figure 3.3B).  However, we observed large, slow, outward currents during the 
pairing protocol in all experiments conducted in this manner (103 ± 14 pA, n = 9; Figure 
3.3A and 3.3C).  These slow outward currents (Isyn-slow) were caused by strong, phasic PI-
coupled receptor activation generating sufficient cytosolic IP3 levels to elicit SK channel 
opening via intracellular Ca2+ release (Cui et al., 2007; Fiorillo and Williams, 1998; 
Morikawa et al., 2000; Morikawa et al., 2003) (see Materials and Methods, section 2.7).  
Isyn-slow results from a propagating Ca2+ wave that spreads through the soma and proximal 
dendrites, which may disrupt the normal Ca2+ signaling pathway(s) required for NMDAR 




Figure 3.3.  Strong Stimulation During Pairing in 1.2 mM Mg2+ Prevents 
NMDAR LTP Induction by Recruiting Ca2+ Waves. 
(A) Example experiment illustrating lack of NMDAR LTP in 1.2 mM extracellular 
Mg2+ is associated with large Isyn-slow during burst pairing.  Averaged NMDAR 
EPSCs (inset at left) are taken at the points indicated in the EPSC time graph.  
The pairing protocol is diagramed at top right; below are example traces in 
response to burst alone in black and pairing in red.  Note the large, slow, outward 
current (Isyn-slow) during the train of NMDAR EPSCs. 
(B) Experiments conducted in 1.2 mM Mg2+ failed to exhibit LTP despite 
significant facilitation of IK(Ca).  Red open circles are 10 neurons recorded in 1.2 
mM Mg2+ shown in contrast to the 31 control experiments conducted in 0.1 mM 
Mg2+ from Figure 3.1B (gray open circles). 
(C) All experiments conducted in 1.2 mM Mg2+ exhibited large (>50 pA) Isyn-slow 
(red open circles), the magnitude of which was not correlated with plasticity.  The 
31 control neurons from Figure 3.1B, which expressed significant correlation 
between facilitation of IK(Ca) and plasticity, showed little to no Isyn-slow during pairing 
(gray open circles). 
(D) Summary time graph of NMDAR EPSCs in response to burst pairing for 
experiments conducted in 1.2 mM Mg2+ (same neurons as in B and C).  Pairing 
was delivered at the arrow. 
(E) PPR and CV for the 10 neurons from B-D before and after burst pairing.  
Note that while initial PPR in 1.2 mM Mg2+ is similar to that in 0.1 mM, initial 




Figure 3.4. Ca2+ Waves During Pairing Inhibit NMDAR LTP in 0.1 mM Mg2+. 
(A) Example experiment conducted in 0.1 mM Mg2+ exhibiting significant Isyn-slow 
during synaptic stimulation-burst pairing, as shown in the black pairing trace at 
right compared with burst alone in gray (pairing protocol is diagrammed above).  
Average NMDAR EPSCs are shown inset, taken from the times indicated.   
(B) Lack of correlation between facilitation of IK(Ca) and NMDAR plasticity for 
experiments performed in 0.1 mM Mg2+ with >50 pA Isyn-slow (black open circles, n 
=8). Gray open circles represent the 31 control LTP neurons from Figure 3.1B 
while red open circles are from the 10 neurons presented in Figure 3.3C 
recorded in 1.2 mM Mg2+, all of which exhibited >50 pA Isyn-slow.  
(C) Relationship between magnitude of Isyn-slow and plasticity of NMDAR EPSCs 
for the neurons in (B).  
(D) Summary time graph of NMDAR plasticity experiments from neurons with 
>50 pA Isyn-slow in 0.1 mM Mg2+ (n = 8). 
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Isyn-slow, which obviated LTP (Figure 3.4).  These experiments had previously been 
rejected from the initial data set of 31 neurons presented in Figure 3.1 due to concerns 
about strongly activating mGluRs and subsequent Ca2+ waves (see Materials and 
Methods, section 2.7).  It should be noted that PPR was similar between experiments 
performed in 0.1 and 1.2 mM Mg2+ (compare Figures 3.1D and 3.3E), suggesting that 
presynaptic release was not altered by changes in extracellular Mg2+, though 1/CV2 was 
significantly increased in 1.2 mM Mg2+, consistent with stronger synaptic stimulation 
recruiting more presynaptic release sites.  In addition, four measures of intrinsic cellular 
properties were not significantly different between experiments conducted in 0.1 vs. 1.2 
mM Mg2+ (Table 3.2), reinforcing the idea that low Mg2+ has limited effects on the basic 
physiology of DA neurons. 
 
Table 3.2.  Comparison of Intrinsic Cellular Parameters between 0.1 and 1.2 mM Mg2+ 
 





0.1 mM Mg2+  2.7 ± 0.1  1.4 ± 0.1  0.8 ± 0.1  8 ± 2  35 ± 7  31 
1.2 mM Mg2+  2.4 ± 0.2  1.5 ± 0.1  0.8 ± 0.1  7 ± 2  31 ± 5  10 
 
Datasets are those presented in Figures 1.1D and 3.1B for 0.1 mM Mg2+ and Figure 3.3B and C 
for 1.2 mM Mg2+.  Firing frequency and AP width were measured in tight-seal cell-attached 
voltage-clamp prior to break-in (from >50 APs over >2 min).  AP width was determined from the 
start of the inward component to the peak of the outward component of the cell-attached 
waveform as described (Ford et al., 2006).  Ih was always measured ~2 min after break-in.  There 
were no significant differences between groups for all parameters (p > 0.05, unpaired t-tests). 
 
 
To abrogate the need for strong synaptic stimulation, an alternative approach was 
implemented. Neurons were filled with Cs+-based internal solution and slightly 
depolarized (-47 to -62 mV).  The Cs+-based ICS reduced the current noise normally 
present at these voltages by blocking subthreshold K+ channels, allowing us to resolve 
smaller NMDAR EPSCs (23 ± 3 pA, n = 8) at weaker stimulation intensities (20-60 µA) 
in 1.2 mM extracellular Mg2+.  Pairing presynaptic stimulation with postsynaptic bursting 
while holding at -60 to -70 mV produced >10% LTP in 6 out of 8 neurons tested under 





Figure 3.5.  NMDAR LTP Can Be Induced in Physiological Mg2+. 
(A) Representative time graph showing LTP of NMDAR EPSCs recorded at -52 
mV in 1.2 mM Mg2+ with Cs+-based internal solution.  Recording was switched to 
current clamp during synaptic stimulation-burst pairing (arrow).  A 250-ms 
depolarizing current injection, which produced 4-6 postsynaptic spikes, was 
made at 1 s after the onset of 1.4-s synaptic stimulation during pairing.  Pairing 
was repeated 10 times every 20 s.  The membrane potential was maintained at 
~-65 mV with constant current injection between pairings.  Traces of NMDAR 
EPSCs (averaged over 10 min) at the times indicated are shown at right.  
(B) Summary time graph of NMDAR plasticity experiments conducted in 1.2 mM 
Mg2+ with Cs+-based internal solution.  Pairing was performed in current clamp (n 
= 7) or in voltage clamp (n = 1).  6 out of 8 neurons exhibited >10% LTP, 
indicated by black open circles.  Gray open circles represent data from all 
neurons.   
(C) Amount of NMDAR plasticity expressed in all 8 individual experiments (gray 
open circles).  Black square represents mean ± SEM. 
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not observed in these experiments, most likely due to the low permeability of SK 
channels to Cs+ (Shin et al., 2005), it is not surprising that plasticity was not as robust as 
that shown in Figure 3.1, given the dependence of LTP on facilitation of IK(Ca), which 
may not have occurred in some of these experiments. 
These results demonstrate that NMDAR LTP can be induced in physiological 
extracellular Mg2+.  They also suggest that intracellular Ca2+ waves recruited by strong, 
phasic activation of PI-coupled receptors by synaptic stimulation can interact with and 
possibly control the induction of plasticity by changing the dynamics of postsynaptic 
Ca2+ signaling. 
 
3.1.1.3 Burst Pairing Drives LTD of AMPARs 
We next examined the effect of the burst pairing protocol on AMPAR-mediated 
transmission (Figure 3.6).  Here, AMPAR EPSCs were recorded at -62 or -77 mV in 1.2 
mM Mg2+ with NMDARs intact, while synaptic stimulation-burst pairing was delivered 
at -62 mV.  This resulted in LTD of EPSCs (-29% ± 3% change, n = 5; Figure 3.6B).  
The magnitude of LTD showed no correlation with IK(Ca) facilitation by synaptic 
stimulation (r2 = 0.0003; Figure 3.6C).  Furthermore, there was no difference (p > 0.5, 
unpaired t-test) in the amount of LTD expressed when postsynaptic burst firing was 
omitted and neurons received the synaptic stimulation train alone (-26% ± 3% change, n 
= 3; Figures 3.6B and C).  This form of plasticity thus presumably corresponds to the 
mGluR-dependent but postsynaptic spike-independent LTD of AMPARs previously 
described in DA neurons (Bellone and Luscher, 2005, 2006; Mameli et al., 2007) 
mediated by rapid synthesis and synaptic exchange of lower conductance AMPARs.  
This postsynaptic expression mechanism is consistent with our observation that LTD 
produced by either protocol was not associated with significant changes in PPR (0.89 ± 
0.12 vs. 0.85 ± 0.10 for pairing and 1.09 ± 0.35 vs 1.27 ± 0.39 for synaptic stimulation 
alone, p > 0.1 for both, paired-tests) or 1/CV2 (18.1 ± 1.9 vs. 18.7 ± 2.6 for pairing and 
27.7 ± 11.8 vs. 25.4 ± 18.7 for synaptic stimulation alone, p > 0.1 for both, paired-tests).  





Figure 3.6.  Repeated Synaptic Stimulation Induces LTD of AMPAR EPSCs 
Independent of Postsynaptic Burst Firing. 
(A) Representative time graph depicting LTD of AMPAR EPSCs.  Synaptic 
stimulation-burst pairing was delivered at arrow.  Input resistance (Ri, black) and 
holding current (Ihold, gray) at -77 mV are shown below.  Traces of AMPAR 
EPSCs (averaged over 10 min) at the times indicated are shown at top right.  
Facilitation of AP-evoked IK(Ca) in this neuron is shown at bottom right (gray: AP 
alone, black: AP preceded by synaptic stimulation). 
(B) Summary time graph of AMPAR LTD for burst pairing experiments (n = 5) 
and experiments inducing LTD with synaptic stimulation alone (n = 3).  Error bars 
indicate SEM. 
(C) Relationship between the magnitude of AMPAR LTD and facilitation of IK(Ca) 
for experiments performed with burst pairing (white circles) and those with 
synaptic stimulation alone (gray circles). 
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recorded in 0.1 mM Mg2+ (Figure 3.1D) and also to that reported for AMPAR EPSCs in 
DA neurons by other groups (Bonci and Malenka, 1999; Gutlerner et al., 2002). 
 
 
3.1.2 MECHANISMS OF INDUCTION OF NMDAR LTP 
 
3.1.2.1 Induction of NMDAR LTP Requires Facilitation of Postsynaptic Spike-
Evoked Ca2+ Signals Through PI-Coupled Receptor Activation and Release of Ca2+ 
from Internal Stores 
We have previously shown that activation of PI-coupled receptors facilitates AP-
evoked Ca2+ signals in DA neurons via an increase in IP3 levels, which enhances IP3R-
dependent CICR from intracellular stores (Cui et al., 2007).  This process may occur in a 
manner similar to what we hypothesize occurs at DA neurons in vivo during reward 
learning as weak persistent glutamatergic inputs representing cues precede strong 
postsynaptic burst firing driven by primary rewards or previously learned reward 
predicting cues.  Furthering this idea, the data presented in Figure 3.1 suggest that 
coincident pre- and postsynaptic activity can drive plasticity of NMDARs when spike-
evoked Ca2+ signals are facilitated by synaptic stimulation.  We thus probed the 
mechanistic basis of this Ca2+ signaling cascade in NMDAR LTP.  Treatment of slices 
with cyclopiazonic acid (CPA, 10 µM), which depletes intracellular Ca2+ stores (Seidler 
et al., 1989), eliminated the facilitation of IK(Ca) by synaptic stimulation (0% ± 2%, n = 6) 
as well as the induction of NMDAR LTP (2% ± 4% change, n = 6; Figures 3.7A-C).  
Consistent with its effects on intracellular Ca2+ stores and our previous study (Cui et al., 
2007), CPA also decreased the size of IK(Ca) itself for single APs (2 ± 0 vs. 9 ± 1 pA·s for 
the 21 control LTP neurons from Figure 3.1, p < 0.01, ANOVA) and bursts (14 ± 2 vs. 34 
± 4 pA·s for the 21 control LTP neurons from Figure 3.1, p < 0.05, ANOVA).   To 
circumvent the potential contaminating influence of decreasing this component of spike-
evoked Ca2+ signals, we intervened further upstream in the Ca2+ signaling pathway by 





Figure 3.7.  PI-Coupled Receptor Activation and Release of Ca2+ from 
Internal Stores Is Necessary for NMDAR LTP Induction. 
(A) Time graph of a representative experiment conducted in the presence of CPA 
(10 µM).  Sample traces to the right show average NMDAR EPSCs before (1) 
and after (2) synaptic stimulation-burst pairing (top traces) and IK(Ca) with (black) 
and without (gray) synaptic stimulation (bottom traces).  Note the lack of 
facilitation of IK(Ca) by synaptic stimulation. 
(B) Summary time graph of experiments conducted with 100 µM BAPTA in the 
patch pipette (black filled circles, n = 6), in the presence of CPA (open black 
circles, n = 6), and when PI-coupled receptors were blocked during the induction, 
as indicated by the gray bar, with a cocktail containing the mGluR1 antagonist 
CPCCOEt (50-75 µM), the muscarinic acetylcholine receptor antagonist 
scopolamine (100 nM), and the α1-adrenergic receptor antagonist prazosin (1 
µM; gray filled circles, n = 6).   
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(C) Summary graph depicting lack of significant facilitation of IK(Ca) by synaptic 
stimulation in BAPTA, CPA, or during PI-coupled receptor blockade.  Gray open 
circles indicate individual experiments; black squares represent mean. 
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including 75 µM CPCCOEt, 1 µM scopolamine and 100 nM prazosin to block mGluR1, 
muscarinic acetylcholine and α1-adrenergic receptors, respectively, all of which are PI-
coupled and expressed in DA neurons (Fiorillo and Williams, 2000; Paladini and 
Williams, 2004).  When applied immediately before and during pairing, the PI-coupled 
receptor antagonist cocktail abolished IK(Ca) facilitation (2% ± 3%, n = 6) and NMDAR 
LTP (-6% ± 4% change, n = 6; Figures 3.7B and 3.7C) without influencing IK(Ca) itself 
(single APs: 9 ± 3 pA·s, p > 0.05; bursts: 31 ± 7 pA·s, p > 0.05, both compared to the 21 
control LTP neurons from Figure 3.1).   
Finally, to rule out contributions from presynaptic or distributed network sources 
on Ca2+ signaling due to bath perfusion of CPA and the PI-coupled receptor antagonist 
cocktail, we confirmed that specifically loading the postsynaptic neuron with 100 µM 
BAPTA via the patch pipette blocked IK(Ca) facilitation (4% ± 1%, n = 6) and NMDAR 
LTP (-1% ± 5% change, n = 6; Figures 3.7B and 3.7C).  Loading neurons with BAPTA 
was associated with a dramatic decrease in IK(Ca) itself (single APs: 2 ± 0 pA·s, p < 0.01; 
bursts: 7 ± 1 pA·s, p < 0.01, both compared to the 21 control LTP neurons from Figure 
3.1) as would be expected from rapid and robust intracellular Ca2+ chelation of release 
from stores and/or voltage-gated Ca2+ influx through VACCs. 
When considered in light of the data presented in Figures 3.1B and 3.1E, this 
series of experiments demonstrates that Ca2+ store-dependent enhancement of burst-
induced Ca2+ signals by synaptic activation of PI-coupled metabotropic receptors is 
critical for LTP induction.   
 
3.1.2.2 Protein Kinase A, but not Protein Kinase C, Regulates PI-coupled Receptor-
Mediated Facilitation of Spike-Evoked Ca2+ Signals and the Induction of NMDAR 
LTP 
The sensitivity of IP3Rs to IP3 can be increased by PKA-mediated 
phosphorylation (Tang et al., 2003; Wagner et al., 2008) while both PKA and PKC can 
regulate NMDARs in DA and other neurons (Borgland et al., 2006; Jia et al., 1998; 
Kwon and Castillo, 2008; Liao et al., 2001; Skeberdis et al., 2006; Ungless et al., 2003). 
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We therefore investigated the roles of PKA and PKC in facilitation of spike-evoked Ca2+ 
signaling and NMDAR LTP by loading recorded neurons with either the PKA inhibitor 
PKI (100-200 µM) or the PKC inhibitor Chelerythrine (10 µM) through the whole-cell 
pipette.  We first tested the effect of PKI on the sensitivity of IP3Rs to IP3.  By 
performing UV flash photolysis of caged IP3 at different UV pulse intensities (expressed 
in µF; see Materials and Methods, section 2.8 and (Cui et al., 2007; Morikawa et al., 
2000)) to vary the concentration of photoreleased IP3, we could measure resulting SK-
mediated outward currents (IIP3) as a metric for IP3R activation (Figure 3.8A).  
Intracellular PKI significantly increased the UV pulse intensity producing half maximal 
IIP3 amplitude (138 ± 12 µF in control, n = 5 vs. 220 ± 37 µF in PKI, n = 7, p < 0.05, 
unpaired t-test; Figure 3.8B), suggesting that IP3 sensitivity is enhanced by tonic PKA 
activity.  Although PKA is not known to modulate SK channel function, recent evidence 
indicates that PKA phosphorylation can regulate surface expression of SK2 channels (Lin 
et al., 2008; Ren et al., 2006).  However, PKI failed to alter the maximal IIP3 amplitude in 
our experiments (data not shown).  This may be due to the predominant expression of 
SK3 channels in DA neurons (Wolfart et al., 2001).  
Intracellular PKI also significantly reduced the magnitude of IK(Ca) facilitation 
caused by bath perfusion of the mGluR agonist DHPG (1 µM) (92% ± 21% in control, n 
= 13 vs. 27% ± 10% in PKI, n = 10, p < 0.01, unpaired t-test; Figures 3.8C and 3.8D).  In 
5 PKI-loaded neurons that exhibited <20% IK(Ca) facilitation (9% ± 3%) in response to 1 
µM DHPG, higher concentrations of DHPG (5-10 µM), which should further elevate 
cytosolic IP3 levels, produced significantly larger IK(Ca) facilitation (221% ± 51%, p < 
0.05, paired t-test; Figure 3.8E), consistent with the idea that PKI reduced the IP3 
sensitivity of IP3Rs.   
We next tested the effect of PKI on NMDAR LTP.  Intracellular PKI suppressed 
facilitation of IK(Ca) by synaptic stimulation (9% ± 3%, n = 7) as well as the induction of 
LTP (-3% ± 6% change, n = 7; Figures 3.8F and 3.8G).  In contrast, intracellular dialysis 
with the PKC inhibitor chelerythrine (10 µM), which has been shown to block LTP of 





Figure 3.8.  PKA Regulates IP3 Sensitivity and Gates NMDAR LTP Induction. 
(A) Left: Traces of IIP3 evoked with different UV pulse intensities in a PKI-loaded 
neuron.  Colors indicate UV pulse intensity as shown in the plot at right, 
expressed in terms of the capacitance (µF) of the flash photolysis system.  
Dotted line represents fit to a logistic equation.  EC50 intensity was 275 µF in this 
neuron.   
(B) PKI (n = 7) significantly increased the EC50 intensity of IIP3 compared to 
control internal solution (n = 5, p < 0.05).   
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(C) Representative traces illustrating the effects of DHPG on single AP-evoked 
IK(Ca) recorded with control internal solution (left) or PKI (right).  Facilitation of 
IK(Ca) could be reconstituted in PKI with a higher concentration of DHPG (red 
trace at right).   
(D) PKI (n = 10), but not chelerythrine (n = 6), significantly reduced the effect of 1 
µM DHPG on IK(Ca) (p < 0.01 vs. control internal solution, n = 13).   
(E) The effects of DHPG at 1 µM vs. 5-10 µM are plotted for 5 PKI-loaded 
neurons (p < 0.05).   
(F) Summary time graph showing that PKI (black open circles, n = 7), but not 
chelerythrine (gray filled circles, n = 4), blocked NMDAR LTP.   
(G) Summary of IK(Ca) facilitation by synaptic stimulation in PKI and chelerythrine 
for experiments shown in (F; p < 0.01).  Gray open circles indicate individual 
experiments; black squares represent mean. 
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facilitation of IK(Ca) by either DHPG perfusion (Figure 3.8D) or synaptic stimulation 
(Figure 3.8G), or on LTP of NMDARs (Figure 3.8F). 
PKA activity thus regulates the induction of NMDAR LTP by augmenting PI-
coupled receptor-mediated facilitation of Ca2+ signals.  However, PKC does not appear to 
influence spike-evoked Ca2+ signals or plasticity of NMDARs in DA neurons. 
 
3.1.2.3 NMDAR LTP is DA-Independent 
Burst firing of DA neurons may provide a synaptic plasticity “teaching signal” in 
projection areas via synchronized, phasic DA release, thus driving reward-based learning 
(Reynolds et al., 2001; Schultz, 1998).  DA neuron bursts may also trigger local Ca2+-
dependent release of DA in the SNc and/or VTA (Beckstead et al., 2004; Chen and Rice, 
2001; Vandecasteele et al., 2008).  Furthermore, activation of DA D1/5 receptors by bath 
perfusion of agonists can produce enhancement of NMDAR EPSCs (Schilstrom et al., 
2006), raising the possibility that local DA may play a role in LTP induction.  However, 
significant NMDAR LTP was observed (38% ± 9% change, n = 5) when the DA D1/5 
receptor antagonist SCH 23390 (1 µM) was present during pairing (Figure 3.9).  The DA 
D2 receptor antagonist eticlopride (100-200 nM) was always present in the extracellular 
solution of all experiments presented in this study to block D2 receptor-mediated IPSCs 
(Beckstead et al., 2004).  Thus, DA release is not involved in the induction of NMDAR 
LTP by burst-pairing in DA neurons. 
 
3.1.2.4 NMDAR Activation is Necessary for the Induction of NMDAR LTP 
Recent studies on the plasticity of NMDARs at hippocampal mossy fiber 
synapses indicate that activation of NMDARs, in addition to activation of mGluRs, is 
required during LTP induction (Kwon and Castillo, 2008; Rebola et al., 2008).  In order 
to test this possibility in DA neurons, we acutely blocked NMDARs with the NMDAR 
antagonist DL-AP5 (50-100 µM) immediately before and during induction (Figure 3.10).  
Perfusion of DL-AP5 after 10 min of baseline recording rapidly and completely blocked 








Figure 3.9.  NMDAR LTP Does Not Require DA Receptor Activation. 
Summary time graph of plasticity experiments where SCH 23390 (1 µM) was 
perfused during the induction protocol (as indicated by the black back; n = 5).  All 
experiments were conducted with 100 nM Eticlopride in the aCSF.  Each symbol 





Figure 3.10.  NMDAR LTP Requires NMDAR Activation During Synaptic 
Stimulation-Burst Pairing. 
(A) Transiently blocking NMDARs with DL-AP5 (100 µM) during delivery of the 
induction protocol, as indicated by the red bar, prevented the development of 
LTP in this example experiment.  Average NMDAR EPSCs taken at the times 
indicated are shown in inset for control (1), in AP5 (2), and after LTP induction 
and AP5 washout (3). 
(B) Summary time graph of experiments where LTP was blocked by DL-AP5 (50-
100 µM) perfused during the induction (n = 4).  Summary of control experiments 
is also shown, where DL-AP5 (100 µM) was perfused and washed out without 
delivery of the induction protocol (n = 3).  
 66 
delivered thereafter.  DL-AP5 was washed out immediately after induction.  Despite 
robust facilitation in all neurons tested (56% ± 13%, n = 4), none exhibited LTP of 
NMDAR EPSCs (-1% ± 2% change; Figure 3.10B).  We further confirmed that the 
washout of DL-AP5 (100 µM) was complete in ~30 min when no burst pairing protocol 
was delivered (n = 3; Figure 3.10B).  These results indicate that, similar to reports of 
NMDAR plasticity in other systems, the induction of NMDAR LTP in DA neurons by 
burst-pairing requires the activation of NMDARs themselves. 
 
 
3.1.3 BURST-TIMING DEPENDENCE OF SYNAPTIC FACILITATION OF 
SPIKE-EVOKED CA2+ SIGNALS AND NMDAR PLASTICITY 
Reward-based reinforcement learning, like most forms of learning, exhibits 
distinct temporal characteristics in behaving animals (Contreras-Vidal and Schultz, 1999; 
Delamater and Oakeshott, 2007; Hyman et al., 2006a; Ljungberg et al., 1992; Niv et al., 
2005; Pan et al., 2005; Redish, 2004; Schultz, 1998, 2002, 2006; Waelti et al., 2001).  In 
the standard and most effective training paradigm, termed delay conditioning, there is a 
delay of hundreds of milliseconds to several seconds between the onset of the cue and 
that of the reward, with the two stimuli overlapping in time (Fiorillo et al., 2003; 
Schwartz et al., 2002).  In this case, the cue reliably predicts the reward at a set interval, 
making the computational process to link the two stimuli relatively simple.  However, 
when the converse situation occurs, i.e. the reward is presented prior to the cue 
(backward conditioning), little to no learning occurs (Schwartz et al., 2002) because 
reward delivery is not contingent; there are no reward predictors, only post-reward 
stimuli.  Due to these well-characterized features of reward learning, we examined the 
burst timing-dependence of NMDAR LTP at DA neurons to see if this cellular process 
could be congruent with what occurs in behaving animals by systematically varying the 
time at which the postsynaptic burst of APs was evoked relative to the presynaptic 
stimulation train (diagrammed in the boxed inset in Figure 3.11B).  An important 
procedural note about these experiments is that all neurons were first tested for 
 67 
facilitation of IK(Ca) at the routine 1 s timing interval with a single AP, as per the previous 
experiments described above and in Materials and Methods, section 2.6.  These values 
are shown in Table 3.1.  Facilitation of IK(Ca) at the timing interval at which pairing was 
conducted was also measured for each neuron and the relative facilitation, normalized to 
that observed at the routine 1 s delay, was reported below and in Figure 3.11.  Thus, all 
neurons included for analysis expressed >15% faciltation of IK(Ca) at the conventional 
timing interval (1 s), and should express LTP if properly induced, as per Figure 3.1B. 
 
3.1.3.1 Decreasing the Latency Between the Onset of Synaptic Stimulation and 
Postsynaptic Burst Firing 
In the routine burst-pairing induction protocol, there is a 1-s delay between the 
onset of the 1.4-s synaptic stimulation train and that of the burst (see schematic and 
example traces in Figure 3.1A).  Our first step in analyzing the timing-dependence of 
plasticity was to omit this delay; i.e. shift the onset of the burst forward in time to 
coincide with the onset of synaptic stimulation.  Under this contingency, no LTP was 
induced (-3% ± 10% change, n = 4; Figure 3.11C).  Similarly, no significant LTP was 
observed when the burst was elicited with a delay of 200 ms after the onset of synaptic 
stimulation (3% ± 5% change, n = 3).  However, some LTP was induced when the burst 
occurred with a 500-ms delay during the pairing protocol (20% ± 6% change, n = 5), 
although reduced in magnitude compared to the LTP induced with a 1-s burst delay.  In 
line with these observations, we found that the magnitude of IK(Ca) facilitation increased at 
longer delays between the onset of synaptic stimulation and burst firing in these neurons 
tested for the burst-timing dependence of LTP induction (Figure 3.11D), most likely 
reflecting gradual increases in cytosolic IP3 levels associated with metabotropic receptor 
activation and the subsequent PI-hydrolysis cascade.   
In a separate series of experiments, we directly examined the Ca2+ dynamics 
associated with this timing-dependence by fluorescence imaging of burst-induced Ca2+ 
signals after filling neurons with the Ca2+ indicator fluo-5F (50 µM) through the patch 




Figure 3.11.  Burst Timing-Dependence of NMDAR Plasticity and 
Associated Ca2+ Signals. 
(A) Example experiment in which the burst was delayed by 120 ms after the 
offset of synaptic stimulation train during pairing, as illustrated at top right in (B).   
(B) Middle: Sample traces show the response to postsynaptic burst alone (black) 
and synaptic stimulation-burst pairing with a 120-ms delay (red). Average EPSCs 
before (1) and after (2) 120-ms delay pairing taken at the times indicated are 
shown inset, top left.  Box at bottom shows schematic representation of the 
experimental paradigm used to investigate the timing dependence of facilitation 
of spike-evoked Ca2+ signals and plasticity. 
(C) Summary graph depicting the burst-timing dependence of NMDAR plasticity.  
The magnitude of LTP/LTD is plotted versus time of burst onset relative to the 
onset of 1.4-s synaptic stimulation (black bar) during the induction protocol.  
Individual experiments are shown as gray open circles; black squares represent 
mean.  Data for the 1-s delay (n = 21) are from control LTP experiments with 
IK(Ca) facilitation >15% shown in Figure 1B, while the data for synaptic stimulation 
alone are from Figure 1E. 
(D) Summary graph illustrating the timing dependence of IK(Ca) facilitation 
assessed using 1-s synaptic stimulation.  Data are from neurons shown in (C); 21 
neurons in the control LTP experiments with 1-s delay are not included.  In order 
to measure IK(Ca) facilitation, a single AP was evoked at the indicated time relative 
to 1-s synaptic stimulation.  The amount of IK(Ca) facilitation thus obtained was 
normalized to that measured at 60 ms after the offset of synaptic stimulation in 
each neuron.  Therefore, data in the “60 ms after offset” group are all normalized 
to unity.  Gray open circles represent data from individual experiments; black 
squares indicate mean. 
(E) Example experiment imaging burst-evoked Ca2+ signals at various synaptic 
stimulation-burst timing intervals.  Fluorescence changes were measured at the 
ROI indicated in the confocal fluorescence image of a DA neuron filled with fluo-
5F (scale bar: 20 µm).  Black and gray traces represent burst alone and synaptic 
stimulation alone, respectively, while red traces represent synaptic stimulation-
burst pairing, in which the burst was evoked at onset, 500 ms after onset, 1 s 
after onset, and 120 ms after offset of 1.4-s synaptic stimulation (black bar).  
(F) Summary graph showing the timing dependence of synaptic facilitation of 
burst-evoked Ca2+ signals.  Facilitation is plotted versus time of burst onset 
relative to the onset of 1.4-s synaptic stimulation (black bar).  The magnitude of 
facilitation was normalized to that produced when burst was elicited 1 s after 
onset of synaptic stimulation in each neuron.  Gray open circles represent data 





Figure 3.12.  Example Pharmacology of Synaptic Facilitation of Burst-
Evoked Ca2+ Signals during Imaging. 
(A) Ca2+ fluorescence signal produced by a burst of 5 APs at 20 Hz (black trace) 
was facilitated (red trace) by 1.4-s synaptic stimulation, which evoked no 
detectable change in fluorescence by itself (gray trace).  Experimental protocol is 
diagrammed below. 
(B) Perfusion of DL-AP5 (100 µM) had no effect on fluorescence signals 
associated with burst alone (black trace), synaptic stimulation alone (gray trace), 
or synaptic stimulation-burst pairing (red trace).  
(C) Perfusion of CPCCOEt (75 µM) in addition to DL-AP5 blocked synaptic 
facilitation of burst-evoked fluorescence change. 
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as the delay between the onset of synaptic stimulation and that of the burst was prolonged 
up to 1 s in 6 neurons tested (Figures 3.11E and 3.11F).  Synaptic stimulation increased 
burst-evoked fluorescence change by 35% ± 5% (n = 6) at the routine 1-s delay.  This 
increase was abolished by CPCCOEt (75 µM, n = 2; Figure 3.12), consistent with the role 
of mGluR1 in synaptic facilitation (Cui et al., 2007), but was unaffected by DL-AP5 (50-
100 µM, n = 4; Figure 3.12).  No AP5-sensitive fluorescence change was observed with 
synaptic stimulation alone (Figure 3.12), indicating that NMDAR-mediated Ca2+ influx 
during synaptic stimulation did not contribute to the fluorescence signals detected with 
our imaging system. 
   
3.1.3.2 Delaying the Postsynaptic Burst after the Offset of Synaptic Stimulation 
Next, we delayed the burst until after the offset of the synaptic stimulation train.  
This resulted in a significant decrease in LTP with an interval of 60 ms (13% ± 14% 
change, n = 4) and near complete lack of LTP with a 120-ms interval (6% ± 5% change, n 
= 5; Figures 3.11A and 3.11C).  In the 5 neurons in which pairing was conducted with a 
120-ms interval, facilitation of IK(Ca) at 120 ms after the offset of synaptic stimulation was 
indistinguishable from that at 60 ms, the interval routinely used to assess IK(Ca) facilitation 
(Figure 3.11D).   
Furthermore, Ca2+ imaging experiments confirmed that facilitation of burst-
evoked fluorescence change was not significantly reduced when the burst was elicited at 
120 ms after the offset of the 1.4-s synaptic stimulation train (Figures 3.11E and 3.11F), 
indicating that the decrease in LTP is not due to a reduction in synaptic facilitation of 
Ca2+ signaling.   Indeed, IP3-mediated enhancement of Ca2+ signals has been shown to 
last for hundreds of milliseconds because of prolonged lifetime of IP3 binding to IP3Rs 
(Sarkisov and Wang, 2008).  In contrast, NMDAR EPSCs evoked by synaptic stimulation 
decayed by 80% ± 4% at 60 ms after the offset of stimulation in the 4 neurons tested at 
60-ms interval for LTP induction, while the decay of NMDAR EPSCs was almost 
complete (96% ± 1%) at 120 ms in the 5 neurons tested for 120-ms interval.  This implies 
that the burst may need to occur while NMDARs are activated during induction.  
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Therefore, the burst-timing dependence of LTP induction described here is shaped by the 
requirements for both PI-coupled receptor-mediated facilitation of burst-induced Ca2+ 
signals (Figures 3.1 and 3.7) and activation of NMDARs (Figure 3.10). 
 
3.1.3.3 Negative Timing Intervals 
Finally, we evoked burst firing before the onset of synaptic stimulation during 
induction to mimic backward conditioning.  Sizable LTD of NMDARs was observed 
when the onset of the burst was placed 250 ms before that of the synaptic stimulation 
train (-22% ± 7% change, n = 4; Figure 3.11C).  There was no significant change in either 
PPR or 1/CV2 after expression of LTD (0.84 ± 0.07 vs. 0.86 ± 0.06 and 41 ± 12 vs. 39 ± 
10, respectively; p > 0.5 for both parameters, paired t-tests), suggesting a postsynaptic 
locus of LTD expression as for LTP (Figure 3.1D).  When the interval between burst 
onset and synaptic stimulation was increased to 500 ms, where the burst-induced Ca2+ 
signal had minimal overlap, if any, with synaptic stimulation, the magnitude of LTD was 
reduced to a level comparable to that induced by presynaptic stimulation alone (500 ms 
before onset: -10% ± 4% change, n = 4 vs. stim alone: -8% ± 4% change, n = 6, p > 0.5, 
unpaired t-test).  Stim alone data are from Figure 3.1E. 
These results demonstrate that the relative timing between presynaptic stimulation 
and postsynaptic burst firing determines the direction and the magnitude of NMDAR 
plasticity in a manner congruent with what has been described for reward-based 
reinforcement learning in behaving animals. 
 
 
3.1.4 INPUT SPECIFICITY AND SPIKE-CONDITIONAL REVERSIBILITY OF 
NMDAR PLASTICITY 
 
3.1.4.1 NMDAR LTP Is Input Specific 
The involvement of NMDAR activation in the induction of NMDAR LTP raises 





Figure 3.13.  Input Specificity of NMDAR LTP. 
(A) Time graphs of a representative experiment where two independent 
pathways were alternately stimulated via two extracellular electrodes while 
recording from a single neuron.  During the induction, only one pathway was 
stimulated in conjunction with postsynaptic bursting (top, “paired”), while the 
other pathway was held silent (bottom, “unpaired”).  Sample traces at top right 
show average NMDAR EPSCs taken at the times indicated for the paired (left) 
and unpaired (right) pathways. 
(B) Summary time graph of NMDAR LTP in paired versus unpaired pathways in 4 
neurons. 
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stimulated during induction.  To test this possibility, we placed two stimulating electrodes 
rostal to the recorded neuron but separated from each other by >100 µm along the medio-
lateral axis.  After confirming the independence of the two pathways (see Materials and 
Methods, section 2.7), we monitored NMDAR EPSCs in each pathway for 10 min.  Once 
a stable baseline was established, one pathway received sustained synaptic stimulation 
paired with burst firing while the other pathway was held silent (Figure 3.13).  This 
produced significant LTP in the paired pathway with little change in the unpaired 
pathway (paired pathway: 65% ± 16% change vs. unpaired pathway: 2% ± 2% change, n 
= 4, p < 0.05, paired t-test), demonstrating that NMDAR LTP can be input specific. 
 
3.1.4.2 Spike-Conditional Reversal of NMDAR LTP 
It has been demonstrated that synapses that have undergone LTP can be 
“depotentiated” (Fujii et al., 1991; Kim et al., 2007; O'Dell and Kandel, 1994), usually by 
low frequency and/or intensity stimulation. Indeed, synaptic plasticity induced by 
correlated presynaptic and postsynaptic activity can be reversed by presynaptic 
stimulation in the absence of postsynaptic activation (Bellone and Nicoll, 2007; Fujii et 
al., 1991; Kim et al., 2007; Massey and Bashir, 2007; O'Dell and Kandel, 1994).  To 
examine if NMDAR LTP could be reversed in DA neurons, we repeatedly delivered 
synaptic stimulation (10 times every 20 s) in the absence of postsynaptic activity (“pre 
alone”, diagrammed in red inset at bottom of Figure 3.14B) 30 min after inducing LTP of 
NMDAR EPSCs (30% ± 6% change, n = 4; Figures 3.14A and 3.14B).  This 
depotentiation protocol rapidly depressed previously potentiated NMDAR EPSCs back 
towards baseline in all 4 neurons tested (baseline: 59 ± 9 pA, LTP: 75 ± 10 pA, post-
depotentiation: 57 ± 9 pA).  Depotentiation was not associated with a change in either 
PPR or 1/CV2 (0.99 ± 0.10 vs. 1.00 ± 0.10 and 19 ± 4 vs. 17 ± 4, respectively; p > 0.5 for 
both parameters, paired t-test; Figures 3.14H and 3.14I).  It should be noted that the same 
procedure, i.e. delivery of synaptic stimulation alone, also induced a small but rapid LTD 
of control EPSCs that had not undergone LTP induction (-8% ± 4% change, n = 6) 









Figure 3.14.  Spike-conditional reversal of NMDAR LTP. 
(A) Representative experiment showing that repeated synaptic stimulation can 
depotentiate previously potentiated NMDAR EPSCs.  The black arrow indicates 
LTP induction by synaptic stimulation-burst pairing, while the red arrowhead 
indicates the delivery of the depotentiation protocol consisting of synaptic 
stimulation alone.  Average NMDAR EPSCs taken at the times indicated are 
shown in inset for control (1), after LTP (2), and after depotentiation (3).  
(B) Summary time graph of depotentiation experiments (n = 4).  Burst pairing 
protocol was delivered at the black arrow to induce LTP, while the depotentiation 
protocol (shown below in red) was applied at the red arrowhead.   
(C) Time course of a representative experiment in which pairing synaptic 
stimulation with single postsynaptic APs during the depotentiation protocol 
prevented reversal of previously induced NMDAR LTP.  LTP was induced at the 
black arrow, while the synaptic stimulation-single AP pairing protocol was applied 
at the blue arrowhead.  Average NMDAR EPSCs are shown in inset for control 
(1), after LTP (2), and after single-AP pairing (3). 
(D) Summary time graph of depotentiation experiments conducted by pairing 
synaptic stimulation with single postsynaptic spikes (shown below in blue; n = 4).   
(E) Example experiment in which lack of facilitation of IK(Ca) during pairing 
resulted in no LTP and subsequently no depotentiation after presynaptic 
stimulation alone.  Pairing was conducted at the black arrow while the 
depotentiation protocol was delivered at the green arrowhead. Average traces 
are shown inset at indicated times. 
(F) Summary time graph of experiments showing that failure of LTP resulted in 
the ineffectiveness of the depotentiation protocol in depressing NMDAR EPSCs.  
Pairing was applied at the black arrow while the depotentiation protocol (shown 
below in green) was applied at the green arrowhead (n = 3). 
(G) Summary of synaptic facilitation of IK(Ca) for the three different depotentiation 
experimental groups.  LTP failure was presumably due to insufficient facilitation 
of spike-evoked Ca2+ signaling (p < 0.05), as per Figure 1B. 
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(H & I) Depotentiation was not accompanied by a change in either the paired 
pulse ratio (H) or in the coefficient of variation (I) of NMDAR EPSCs.  Data are 
from the 4 neurons in (B). 
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We next inserted a single AP into the depotentiation protocol at 1 s after the onset 
of synaptic stimulation (the same interval as the burst in the pairing protocol, 
diagrammed in the blue inset at bottom of Figure 3.14D).  Surprisingly, paring synaptic 
stimulation with single APs completely prevented depotentiation in 4 out of 4 neurons 
(baseline: 53 ± 3 pA, LTP: 71 ± 3 pA, post-single AP pairing: 71 ± 3 pA; Figures 3.14C 
and 3.14D).  The same protocol also produced no change in control NMDAR EPSCs that 
had not undergone LTP induction (1% ± 8% change, n = 5; Figure 3.1E).  Thus, synaptic 
stimulation paired with single spikes had no effect on NMDAR EPSCs regardless of 
whether they had been previously potentiated.   
Finally, we investigated the effects of the depotentiation protocol in neurons that 
exhibited a lack of facilitation of IK(Ca) during the delivery of the burst-pairing protocol 
and thus failed to express LTP.  In 3 neurons which expressed only 6% ± 2% IK(Ca) 
facilitation (Figure 3.14G), presynaptic stimulation alone had no effect on EPSCs that 
had not undergone LTP (baseline: 68 ± 7 pA, LTP: 71 ± 8 pA, post-depotentiation: 67 ± 
7 pA; Figures 3.14E and 3.14F).  
These results show that NMDAR LTP can be reversed in a spike conditional 
manner, which may depend on either the amount of PI-coupled receptor activation during 
depotentiation or previous expression of LTP. 
 
 
3.1.5 NMDAR LTP IS UNLIKELY TO BE ASSOCIATED WITH A CHANGE IN 
SUBUNIT COMPOSITION 
It has been shown that bath application of orexin A or DA D1/5 receptor agonists 
produces long-lasting increases in NMDAR EPSCs via changes in the composition of 
NR2 subunits of NMDARs in DA neurons (Borgland et al., 2006; Schilstrom et al., 
2006).  An activity-dependent switch in NR2 subunit composition has also been reported 
at neonatal hippocampal synapses (Bellone and Nicoll, 2007).  We therefore tested if 
burst-dependent LTP of NMDARs in DA neurons is also associated with a change in the 






Figure 3.15.  NMDAR LTP Is Unlikely to Be Expressed via a Change in NR2 
Subunit Composition. 
(A) Representative time graph showing the effect of Ro 25-6981 (1 µM) on 
control NMDAR EPSCs.  Ro 25-6981 was perfused during the time indicated by 
the black bar.  Average EPSCs before (1) and after Ro 25-6981 application (2) 
are shown in inset. 
(B) Representative time graph depicting the effect of Ro 25-6981 (1 µM) on 
NMDAR EPSCs after successful induction of LTP.  Burst pairing protocol was 
delivered at the arrow, while Ro 25-6981 was perfused during the time indicated 
by the black bar.  Inset shows average EPSCs before (1) and after (2) LTP 
induction, together with the average EPSC after Ro 25-6981 application (3). 
(C-E) Summary of the effects of Ro 25-6981 (1 µM; C), ifenprodil (3 µM; D), and 
Zn2+ (100 nM; E) on control NMDAR EPSCs (n = 6, n = 4, and n = 6, 
respectively) and potentiated EPSCs after LTP induction (n = 4, n = 3, and n = 4, 
respectively).  Gray circles indicate data from individual neurons; black squares 
indicate mean ± SEM. 
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control NMDAR EPSCs versus potentiated EPSCs after successful LTP induction.  We 
used three different NR2 subtype-specific antagonists: Ro 25-6981 (1 µM) and ifenprofil 
(3 µM), both NR2B-containing receptor antagonists, and Zn2+ (100 nM), an NR2A-
containing receptor antagonist (Borgland et al., 2006; Fischer et al., 1997; Paoletti et al., 
1997; Williams, 1993).  None of these antagonists showed differential effects on control 
versus potentiated NMDAR EPSCs (Figure 3.15A-E), suggesting that the burst pairing 
protocol induces NMDAR LTP without a change in the relative NR2A or NR2B subunit-
containing composition of NMDARs. 
 
 
3.1.6 CONDUCTANCE ANALYSIS OF DA NEURON NMDAR RECEPTORS  
NMDARs exhibit a range of molecular characteristics depending on subunit 
stoichiometry (Paoletti and Neyton, 2007; Yamakura and Shimoji, 1999), 
phosphorylation by various kinases (Chen and Roche, 2007; Lan et al., 2001; Liao et al., 
2001; Skeberdis et al., 2006; Sobczyk and Svoboda, 2007), interaction with postsynaptic 
density proteins and subcellular distribution (Lin et al., 2006; Lin et al., 2004; Logan et 
al., 2007; Losi et al., 2003; Prybylowski et al., 2005; Vicini and Rumbaugh, 2000).  
Indeed, distinct NMDAR properties can be expressed in a pathway specific manner in the 
same neuron (Arrigoni and Greene, 2004; Kumar and Huguenard, 2003).  In light of the 
critical role that NMDARs play in controlling burst firing of DA neurons in vivo (Chergui 
et al., 1994a; Chergui et al., 1993; Christoffersen and Meltzer, 1995; Kuznetsov et al., 
2006; Overton and Clark, 1992; Tong et al., 1996a) and the novel cellular plasticity we 
have described above, we examined the basic voltage-dependence of activation of 
NMDARs in DA neurons to see if it differed significantly from canonical NMDARs 
reported in other systems.  To this end, we recorded NMDAR currents evoked by fast, 
local microiontophoresis of 100 mM NMDA in 1.2 mM extracellular Mg2+ at a range of 
command voltages after filling the cell with a Cs+-based internal solution containing 1 
mM QX-222 (to block Na+ channels) and 5-10 mM EGTA (to limit activation of Ca2+-









Figure 3.16.  Ionic Conductance Analysis of DA Neuron NMDARs. 
(A) Example traces of NMDAR currents activated at different command voltages 
by local microiontophoresis of 100 mM NMDA at the soma recorded under 
whole-cell voltage-clamp with Cs+-based internal solution containing QX-222 and 
high EGTA. Rs was 9 to 12 MΩ before 70% compensation/prediction.  
(B) Peak current-voltage relationship for traces shown in (A).  
(C) NMDAR conductance-voltage relationship constructed from 10 experiments 
performed as described in (A) and (B).  Averaged peak NMDAR currents at a 
range of command voltages were converted to fractional conductance in each 
neuron and combined. The resulting average G/Gmax vs. Vc plot was fit with a 
Boltzmann curve (slope = 13.4 mV-1, V1/2 = -23.5 mV) after subtraction of liquid 
junction potential.  Symbols represent mean ± SEM. 
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recording from neurons with elaborate dendritic trees in brain slices, NMDA was applied 
locally at the soma <20 µm from the recording pipette.  Only neurons with stable series 
resistances (Rs) below 12 MΩ before at least 70% Rs compensation/prediction were 
accepted for analysis.  Data from 10 such experiments were combined and the 
conductance-voltage relationship was constructed (Figure 3.16C; see Materials and 
Methods, section 2.10).  A Boltzmann fit to the data yielded a V1/2 of -23.5 mV and a 
slope of 13.4 mV-1.  These values are not significantly different from those described for 
NMDARs at conventional synapses in other neurons (Arrigoni and Greene, 2004; Kumar 
and Huguenard, 2003; Nowak et al., 1984) and are thus consistent with the observed 






3.2  Aim 2: Effects of Repeated Amphetamine Experience on Synaptic 
Facilitation of Spike-Evoked Ca2+ Signals and Plasticity of NMDARs at 
VTA DA neurons. 
 
 The results presented in Aim 1 implicate PI-coupled receptor activation and 
subsequent release of Ca2+ from internal stores in the plasticity of NMDARs in a manner 
regulated by the activity of protein kinase A, presumably through phosphorylation of the 
IP3R (Tang et al., 2003; Wagner et al., 2008; Wagner et al., 2004; Wojcikiewicz and Luo, 
1998).  Substantial evidence links exposure to drugs of abuse with an upregulation of the 
adenylate cyclase/cAMP/PKA pathway (Nestler and Aghajanian, 1997; Peterson et al., 
2006; Tolliver et al., 1999; White et al., 1995), even in humans (Hope et al., 2007).  The 
addicted brain state resulting from chronic drug abuse is associated with pathological 
over-learning of cues associated with the drug experience as well as a devaluation of 
“natural” rewards (Berke and Hyman, 2000; Hyman, 2005; Hyman et al., 2006a; Kalivas 
et al., 2005; Kalivas and Volkow, 2005; Redish, 2004; Volkow et al., 2009; Volkow et 
al., 2005; Wojcikiewicz and Luo, 1998).  We thus investigated the effects of repeated 
amphetamine (AMPH) experience on synaptic facilitation of spike-evoked Ca2+ signals 
and LTP of NMDARs.   
For this set of experiments, we restricted our analysis to DA neurons located in 
the VTA as this area is thought to be more actively involved in processing environmental 
cue information related to drugs of abuse and is particularly important in the early stages 
of addiction (Cheer et al., 2007b; Di Chiara and Imperato, 1988; Everitt and Robbins, 
2005). In addition, in order to be able to compare across treated and non-treated animals, 
we wanted to record from and stimulate a consistent and limited anatomical area, due to 
the variability in NMDAR EPSC amplitude, facilitation of IK(Ca), and plasticity that we 
observed in the previous Aim, where we stimulated and recorded from a large anatomical 




3.2.1 REPEATED AMPHETAMINE EXPERIENCE BROADENS THE TIMING 
WINDOW FOR SYNAPTIC FACILIATION OF SPIKE-EVOKED CA2+ SIGNALS 
 We first compared synaptic facilitation of IK(Ca) between rats that had been treated 
once per day for 7 days with either saline or 5 mg/kg AMPH via intraperitoneal injection.  
We examined synaptic facilitation of IK(Ca) for both single APs and bursts at timing 
intervals of 0.25, 0.5, 1.0, and 1.5 s (schematic and examples shown in Figure 3.17A-D).  
In order to compare across animals, we attempted to normalize synaptic activation by 
NMDAR EPSC amplitude, setting stimulation intensity to evoke EPSCs in the range of 
~30 to 40 pA (Figure 3.17G and Table 3.3).  Previous studies have demonstrated no 
prolonged change in DA neuron NMDARs in response to drug experience, despite 
significant changes in AMPARs as discussed in the section 1.4.1.1-3 (Argilli et al., 2008; 
Saal et al., 2003; Schilstrom et al., 2006; Ungless et al., 2001).  Experiments conducted in 
this manner showed a remarkable difference in the facilitation of IK(Ca) between neurons 
from AMPH- and saline-treated animals (Figures 3.17A-F).  At all timing intervals 
tested, neurons from AMPH-treated animals exhibited significantly greater facilitation 
than those from saline-treated animals for both single APs (n = 6 for AMPH vs. n = 7 for 
saline, p < 0.01, unpaired t-tests) and bursts (n = 4 for AMPH vs. n = 7 for saline, p < 
0.05, unpaired t-tests).  There were no significant differences in basal IK(Ca) for single 
spikes or bursts between saline- and AMPH-treated animals (Table 3.3).  Thus, repeated 
AMPH experience robustly alters intracellular Ca2+ signaling in DA neurons in a manner 
that may be critically important for the induction of synaptic plasticity. 
 
 
3.2.2 REPEATED AMPHETAMINE EXPERIENCE INCREASES 
SUSCEPTIBILITY OF NMDARS TO LTP INDUCTION 
 Due to the strong correlation between facilitation of spike-evoked Ca2+ signals 
and plasticity of NMDARs reported in Aim 1, we proceeded to examine how repeated 
AMPH experience altered LTP.  Experiments were again normalized via the NMDAR 




Figure 3.17.  Repeated Amphetamine Experience Enhances Synaptic 
Facilitation of Spike-Evoked Ca2+ Signals in VTA DA Neurons. 
(A-D) Representative traces illustrating the difference in synaptic facilitation of 
IK(Ca) between saline- (A, C) and AMPH-treated (B, D) rats using synaptic 
stimulation trains of 0.25 (green), 0.5 (blue), 1.0 (black), and 1.5 s (turquoise).  A 
single AP (A, B) or a burst of 5 APs at 20 Hz (C, D) was evoked 100 ms after the 
offset of each synaptic stimulation train.  Traces of IK(Ca) following synaptic 
stimulation are shown after subtraction of synaptic stimulation alone.  Stimulation 
protocols are shown inset in A and C.  Postsynaptic firing in the absence of 
synaptic stimulation is shown in gray for each timing interval. 
 86 
(E-F) Summary graphs of synaptic facilitation of IK(Ca) at a range of timing 
intervals for both single APs (E) and bursts (F) in AMPH-treated (red) vs. saline-
treated (gray) rats.  
(G) NMDAR EPSC amplitudes used to evaluate timing-dependence of synaptic 
facilitation of IK(Ca) were comparable between neurons from saline- (gray) and 
AMPH-treated (red) rats.   



























3.18E and Table 3.2).  In VTA neurons from saline-treated animals, synaptic stimulation 
at this intensity produced limited facilitation of IK(Ca) (7% ± 5% change, n = 6; Figure 
3.18D) and no systematic change in synaptic efficacy in response to the conventional 
burst-pairing protocol (-1% ± 4% change, n = 6; Figure 3.18A,C,D).  However, in VTA 
neurons from AMPH-treated animals, synaptic stimulation evoked substantial facilitation 
IK(Ca) (37% ± 6% change, n = 5, p < 0.01 compared to saline, unpaired t-test; Figure 
3.18D) and subsequent burst pairing drove significant LTP of NMDAR EPSCs (24% ± 
5% change, n = 5, p < 0.01 compared to saline, unpaired t-test; Figure 3.18B-D).  This 
LTP was again not associated with a change in PPR or CV (Figures 3.18F and 3.18G, 
respectively), suggesting a postsynaptic locus for the changes in EPSC amplitude, similar 
to what was observed in Aim 1 (Figure 3.1D).  The combined data set (neurons from both 
saline- and AMPH-treated animals) was well fit by a linear regression of IK(Ca) facilitation 
vs. NMDAR plasticity (slope = 0.75 ± 0.11, r2 = 0.84; Figure 3.18D), similar to that seen 
in Aim 1 for both SNc and VTA neurons from naïve animals (slope = 0.84 ± 0.08, r2 = 
0.79; Figure 3.1B).  This suggests that AMPH enhances LTP through changes in spike-
evoked Ca2+ signaling and not through changing the sensitivity of downstream plasticity 
machinery. 
 These results, when combined with those presented in section 3.2.1, demonstrate 
that repeated amphetamine exposure can potently regulate Ca2+ signaling in DA neurons, 
which may have a number of significant effects, including but not limited to, increasing 
the plasticity of NMDARs and potentially altering the processes by which environmental 





Figure 3.18.  Repeated Amphetamine Experience is Associated with 
Increased LTP of NMDARs in VTA DA Neurons. 
(A-B) Representative experiments applying burst-pairing to induce NMDAR LTP 
in saline- (A; gray) and AMPH-treated (B; red) rats.  Time graphs of NMDAR 
EPSC amplitude are shown on the left.  The LTP induction protocol, which 
consisted of 10 synaptic stimulation-burst pairings every 20 s (illustrated at top 
right), was delivered at the time indicated by the arrow.  Averaged NMDAR 
EPSCs taken at times indicated from the time graphs are shown at right. 
(C) Summary time graph of NMDAR LTP experiments.  Symbols represent 
means ± SEM  
(D) The magnitude of NMDAR LTP is plotted versus the magnitude of synaptic 
facilitation of IK(Ca) in neurons examined for NMDAR LTP.  Solid line is a linear fit 
to all neurons from both saline- and AMPH-treated rats (r2 = 0.84). 
(E) NMDAR EPSC amplitudes for plasticity experiments were comparable in 
neurons from saline- (gray) and AMPH-treated (red) rats.   
(F-G) PPR and 1/CV2 were not significantly different after LTP induction for the 5 
neurons from AMPH-treated rats that exhibited more than 15% facilitation of 
IK(Ca).  Open circles indicate individual experiments; black squares represent 






Table 3.3.  Summary of Parameters in Different Experimental Groups for Aim 2 
 









Timing of facilitation: saline  NA  18 ± 5  6 ± 2  31 ± 5  37 ± 1  7 
Timing of facilitation: AMPH  NA  77 ± 20**  8 ± 2  28 ± 13  38 ± 2  5 
Plasticity: saline  -1 ± 4  7 ± 5  7 ± 2  36 ± 6  40 ± 2  6 
Plasticity: AMPH  24 ± 5**  37 ± 6**  5 ± 1  29 ± 7  41 ± 2  5 
 
The magnitude of synaptic stimulation-induced facilitation of IK(Ca) shown in this table is for a 
single AP at 100 ms after the offset of 1-s synaptic stimulation (see Experimental Procedures).  
All data are mean ± SEM.  *p < 0.05, **p < 0.01, ***p < 0.001 difference from respective saline 
group (unpaired t-test).   
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CHAPTER 4: DISCUSSION 
 
 
This study represents the first demonstration of activity-dependent synaptic 
plasticity of NMDARs at midbrain DA neurons.  This form of plasticity may be 
particularly important for in vivo reward learning in light of the critical role NMDARs 
play in burst firing of DA neurons.  In support of this idea, plasticity of DA neuron 
NMDARs exhibited numerous features that were congruent with a putative cellular 
substrate for reward learning, as described below.  Furthermore, repeated in vivo 
amphetamine experience dramatically altered spike-evoked Ca2+ signals in DA neurons 
and thus strongly influenced the induction of synaptic plasticity of NMDARs.   
To summarize the major experimental results presented in this study, which will 
be considered in detail below: repetitive pairing of sustained presynaptic stimulation with 
postsynaptic firing can drive LTP of NMDAR EPSCs, in a manner that is associative and 
requires postsynaptic bursting.  This form of LTP appears to be expressed via a change in 
postsynaptic receptor number and/or function.  The induction of NMDAR LTP is 
dependent upon both synaptic facilitation of burst-evoked Ca2+ signals via PI-coupled 
receptors generating IP3, which requires PKA but not PKC, and concomitant activation of 
NMDARs.  The timing dependence of LTP is shaped by these two requirements in that 
the burst first needs to occur with a certain delay (~0.5-1 s) after the onset of synaptic 
stimulation, reflecting the time required for synaptic stimulation to cause a rise in IP3 
levels, and the burst must also take place prior to or immediately (within tens of 
milliseconds) after the termination of synaptic stimulation so that NMDARs are activated 
at the time of the burst.  Intriguingly, LTD of NMDAR EPSCs is induced when the burst 
precedes synaptic stimulation during the induction protocol, although the data presented 
here provide limited mechanistic insight into this process (Harney et al., 2006).  In 
addition, DA neuron NMDAR LTP is input specific, reversible in a spike-conditional 
manner, DA-independent, and does not appear to be expressed by a change in NR2A- or 
NRB-containing subunit stoichiometry.  LTP is not observed when strong, phasic 
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activation of PI-coupled receptors during pairing recruits IP3-mediated Ca2+ waves.  Also, 
the burst-pairing protocol used to induce LTP of NMDARs produces LTD of AMPARs, 
presumably through a previously described mGluR-dependent process (Bellone and 
Luscher, 2005, 2006; Mameli et al., 2007).  Finally, repeated in vivo amphetamine 
experience profoundly increased facilitation of spike-evoked Ca2+ signals in DA neurons, 
broadening the timing window, and resulting in enhanced NMDAR LTP compared to 
neurons from saline-treated animals. 
The activity-dependent plasticity of NMDARs demonstrated in this study 
represents a novel mechanism for long-term regulation of DA neuron output.  It may also 
exhibit metaplastic consequences, interacting with and/or controlling previously 
described forms of synaptic plasticity including spike-timing LTP of AMPAR-mediated 
transmission (Argilli et al., 2008; Chen et al., 2008; Liu et al., 2005; Luu and Malenka, 
2008), as well as plasticity of GABAAR-mediated transmission, both of which are 
NMDAR-dependent in DA neurons (Engblom et al., 2008; Nugent et al., 2007; Zweifel 
et al., 2008). 
 
 
4.1 Mechanisms of NMDAR LTP in DA Neurons 
 
4.1.1 INDUCTION 
Ca2+ signals triggered by postsynaptic APs play a critical role in the induction of 
most forms of synaptic plasticity (Linden, 1999; Sjostrom and Nelson, 2002).  Study of 
the role of spikes in plasticity has previously been mostly restricted to integrate and fire 
neurons, which generally rest at a hyperpolarized voltage and fire only in response to 
excitatory input, usually with millisecond level precision.  DA neurons, however, are 
pacemakers: they have an internally generated oscillator that brings the neuronal voltage 
to threshold autonomously at 1-5 Hz.  The precision of this form of firing is on the order 
of tens to hundreds of milliseconds in slices and significantly less in vivo, due to constant 
bombardment by synaptic input.  Furthermore, it has been shown that single spikes in DA 
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neurons are initiated in the axon and can propagate and trigger Ca2+ influx through the 
dendritic arbor with high efficiency (Gentet and Williams, 2007; Hausser et al., 1995; 
Wilson and Callaway, 2000).  Thus, single APs may represent background activity and 
may not be an accurate or effective signal for implementing synaptic plasticity rules.  
Consistent with this idea, the induction of NMDAR LTP in this study requires burst 
firing, as pairing synaptic stimulation with a single AP was ineffective at driving 
plasticity (Figure 3.1E).  Spike-timing LTP of AMPARs in DA neurons also utilizes 
bursting, though at 10 Hz instead of 20 (Argilli et al., 2008; Chen et al., 2008; Liu et al., 
2005; Luu and Malenka, 2008); however, it is not known how dependent this form of 
plasticity is on firing pattern as the parameter space remains completely unexplored.  
Bursts can be differentiated from single spikes on the basis of their Ca2+ signals and 
downstream channel activation in DA (Cui et al., 2007) and other neurons (Christie et al., 
1996; Kampa et al., 2006, 2007; Kampa and Stuart, 2006; Letzkus et al., 2006; Markram 
et al., 1995; Nevian and Sakmann, 2004, 2006).  Spike timing-dependent plasticity 
requires precision on the order of milliseconds (Dan and Poo, 2004; Markram et al., 
1997; Sjostrom and Nelson, 2002), while burst timing occurs on the order of tens to 
hundreds of milliseconds.  This epoch is more consistent with the physiology of DA 
neurons as well as the behavioral timescales on which this sort of learning occurs.  As the 
burst appears to be the relevant in vivo response to rewards and reward-predicting cues, 
while ongoing single-spiking activity may represent basal activity, perhaps burst timing-
dependent plasticity is simply an alternative implementation of the same sort of spike-
timing plasticity architecture, but scaled up in time, firing, and Ca2+ requirements.  
Clearly, this is an incomplete picture, as burst-induced Ca2+ signals need to be 
amplified by preceding activation of PI-coupled receptors, which recruits CICR via IP3Rs 
on intracellular stores, to effectively induce LTP of NMDARs in DA neurons (Figures 
3.1B, 3.7, 3.8, and 3.11).  How is it that burst-associated Ca2+ transients are insufficient 
to drive plasticity by themselves?  It may be a mechanism similar to that described for 
localized Ca2+ signaling and LTD of AMPAR EPSCs at parallel fiber synapses on 
cerebellar Purkinje neurons (Sarkisov and Wang, 2008; Wang et al., 2000).  Here, 
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climbing fiber activation and subsequent dendritic Ca2+ spike generation do not evoke 
large enough Ca2+ transients in dendritic spines to reach the threshold for plasticity 
induction unless CICR is triggered by appropriately-timed parallel fiber inputs to activate 
mGluRs and producing local IP3 increases.  The main difference between NMDAR LTP 
in DA neurons and AMPAR LTD in Purkinje neurons is the involvement of NMDAR 
activation in the induction.  At parallel fiber-Purkinje neuron synapses, which lack 
NMDARs, chemical compartmentalization offered by dendritic spines restricts IP3 and 
Ca2+ signaling to individual spines, thereby mediating synapse specificity of plasticity 
(Nimchinsky et al., 2002; Wang et al., 2000).  However, such compartmentalization of 
IP3-dependent Ca2+ signaling may not occur at glutamatergic synapses on DA neurons, 
which are mostly formed on dendritic shafts (Carr and Sesack, 2000; Charara et al., 
1996).  Indeed, in DA neurons, synaptic activation of mGluRs augments burst-induced 
Ca2+ transients throughout individual dendrites (Cui et al., 2007).  Therefore, the 
localized signal underlying the input specificity of NMDAR LTP is presumably provided 
by NMDARs causing Ca2+ influx only at activated synapses, which would be below the 
spatial resolution of the confocal imaging system used in our study.  In support of this 
idea, synaptic activation of Ca2+-permeable AMPARs has been shown to produce highly 
localized (~1 µm) Ca2+ transients in aspiny dendrites mediating input-specific Ca2+ 
signaling and plasticity (Goldberg et al., 2003; Soler-Llavina and Sabatini, 2006).  The 
requirement for coactivation of NMDARs (Figure 3.10) and mGluRs, together with the 
dependence on intracellular Ca2+ stores, is in line with recent studies demonstrating 
input-specific LTP of NMDAR EPSCs at hippocampal mossy fiber synapses (Kwon and 
Castillo, 2008; Rebola et al., 2008).  It should also be noted that Ca2+ transients resulting 
from NMDAR-induced Ca2+ influx can be amplified via an mGluR- and IP3-dependent 
CICR mechanism at Schaffer collateral synapses on hippocampal CA1 pyramidal 
neurons (Dudman et al., 2007).   
Abundant evidence implicates PKA in multiple aspects of synaptic plasticity 
(Micheau and Riedel, 1999; Nguyen and Woo, 2003; Wang et al., 2006a).  In particular, 
PKA has been shown to gate the induction of AMPAR LTP by modulating CaMKII and 
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SK2 channels in the hippocampus and amygdala (Blitzer et al., 1998; Faber et al., 2008; 
Lin et al., 2008; Wang et al., 1991).  Our data show that PKA gates the induction of 
NMDAR LTP in DA neurons through tonic enhancement of IP3R function (Figure 3.8).  
LTP induction may also be affected by PKA regulation of NMDAR-mediated Ca2+ influx 
(Skeberdis et al., 2006).  The present work does not directly rule out a contribution of 
PKA in the expression of NMDAR LTP.  The data clearly support PKA’s role in 
induction; however, it is possible that PKA activity is also involved in the expression of 
LTP (Schilstrom et al., 2006; Skeberdis et al., 2006).  This could be addressed by 
performing experiments with PKI in the patch pipette while reconstituting facilitation of 
IK(Ca) and plasticity by stimulating strongly enough to overcome the inhibition of IP3Rs.  
We showed that this is conceptually feasible by increasing mGluR agonist concentration 
(Figures 3.8C and 3.8E) and it should therefore be possible synaptically as well.   
Finally, to more comprehensively define the cellular mechanisms responsible for 
triggering this form of plasticity, it would be particularly interesting to probe the local 
Ca2+ signals at activated synapses in DA neurons during induction in order to analyze the 
contributions from bursts, facilitation, NMDARs and other potential sources, such as L-
type VACC.  In addition, changes in the number of spikes within a burst and/or their 
frequency may also influence plasticity induction, presumably through changing these 
local Ca2+ signals.  As noted in the introduction (section 1.2.2.2), burst firing in DA 
neurons is graded in vivo.  In this study, we have restricted postsynaptic bursting to 5 
spikes at 20 Hz; it would be interesting to investigate plasticity induction with alterations 
in this paradigm that reflect the range of burst firig observed in vivo.  This would also be 
an excellent starting point to launch an investigation into how changes in postsynaptic 
Ca2+ are transduced into increases in NMDAR EPSCs.  Are conventional cascades like 
CaMKII involved or are novel 2nd messenger systems and effectors recruited? 
 
4.1.2 EXPRESSION 
Burst-dependent LTP of NMDARs appears to be expressed postsynaptically by a 
process distinct from that previously described for enhancement of NMDAR EPSCs via 
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perfusion of metabotropic agonists in DA neurons (Figures 3.1D, 3.8 and 3.15) (Borgland 
et al., 2006; Schilstrom et al., 2006; Ungless et al., 2003).  Activation of orexin-1 
receptors induces PKC-dependent translocation of NR2A-containing NMDARs to the 
synapse (Borgland et al., 2006).  PKC-mediated recruitment of NMDARs has also been 
implicated in NMDAR LTP at hippocampal mossy fiber synapses (Kwon and Castillo, 
2008).  However, pharmacological inhibition of PKC failed to affect NMDAR LTP in 
our study (Figure 3.8F).  Furthermore, the effects of NR2A- and NR2B subunit-
containing antagonists on NMDAR EPSCs were not altered after LTP expression.  
Although we cannot rule out potential changes in NR2C/D subunits (Harney et al., 2008), 
these subunits make relatively small contributions to NMDAR EPSCs in DA neurons 
(Figure 3.15) (Borgland et al., 2006), at least in older animals (Brothwell et al., 2008; 
Jones and Gibb, 2005).  Therefore, enhanced function of individual NMDAR channels 
and/or increased synaptic expression of existing NMDARs with no change in the subunit 
composition are most likely to mediate the expression of LTP (Chen and Roche, 2007).   
We cannot exclude contributions from other, more unconventional sources.  A 
recently described alternative mechanism may also play a role in this form of plasticity 
via increased stability of NMDARs in the postsynaptic density (Mao et al., 2009).  
NMDARs have classically been thought of as tightly anchored in the membrane and not 
subject to the same constitutive and activity-dependent internalization as AMPARs.  
However, recent evidence suggests that movement of NMDARs into, through, and out of 
the membrane is significantly more dynamic than had previously been appreciated 
(Carroll and Zukin, 2002; Lau and Zukin, 2007; Montgomery and Madison, 2002, 2004; 
Montgomery et al., 2001; Montgomery et al., 2005; Newpher and Ehlers, 2008; Nong et 
al., 2003; Nong et al., 2004; Perez-Otano and Ehlers, 2005; Perez-Otano et al., 2006; 
Roche et al., 2001; Tovar and Westbrook, 2002; Zhao et al., 2008).  Therefore, perhaps 
NMDAR LTP in DA neurons is mediated by synaptic stabilization of pre-existing 
receptors from internalization.  The accumulation of functional postsynaptic proteins via 
enhancing their stability presumably has a relatively slow time course, at least compared 
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to AMPAR insertion during LTP at conventional synapses, which is congruent with the 
leisurely (~10 min) development of NMDAR LTP at DA neurons. 
The delayed time-course of NMDAR LTP is curious, particularly in light of the 
rapidity of depotentiation.  What other processes may account for the delayed increase in 
NMDAR EPSCs after pairing?  Plasticity may be protein synthesis-dependent, requiring 
new receptors to be synthesized, trafficked and inserted.  Other components of the 
NMDAR signaling complex may need to be manufactured, like postsynaptic anchoring 
proteins, scaffolding substrates, etc.  An alternative possibility, distinct from the physical 
dynamics of protein synthesis and trafficking, is that the slow development of LTP is the 
result of multiple, competing plasticity processes induced during the pairing protocol.  
Depending on the synapse and the induction protocol, LTP (and/or LTD) can be 
accompanied by a variety of short-term plasticities (Hennig et al., 2008; Zucker and 
Regehr, 2002) involving classical vesicle depletion and presynaptic Ca2+ accumulation 
(Neher and Sakaba, 2008) as well as  enhancement of release machinery via 
phosphorylation (Evans and Morgan, 2003; Leenders and Sheng, 2005), cannabinoid-
mediated processes (Chevaleyre et al., 2006), activity-dependent changes in ion channels 
(Catterall and Few, 2008; Wang, 2008), and even activation of presynaptic conductances 
by decreases in cleft Ca2+ accompanying sustained pre- and postsynaptic spiking (Phillips 
et al., 2008; Smith et al., 2004).  Most of these processes decay rapidly, which limits their 
ability to suppress NMDAR LTP over the initial 5-10 minutes after pairing.  Most are 
also expressed presynaptically and thus should be detected by changes in PPR 
immediately after pairing, which we did not observe, suggesting that these mechanisms 
are unlikely to mediate the slow development of NMDAR LTP.  An important caveat is 
that PPR analysis of transmission in brain slices using synaptic stimulation of numerous 
presynaptic axons with limited postsynaptic voltage control is not the most robust 
detection method for changes in release probability.  Furthermore, even AMPAR LTP in 
DA neurons exhibits a relatively slow development after spike-timing induction (Argilli 
et al., 2008; Chen et al., 2008; Liu et al., 2005; Luu and Malenka, 2008), possibly 
reflecting the very different timescales of computation performed by DA neurons 
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(hundreds of milliseconds to seconds) vs. conventional integrate and fire neurons of the 
neocortex and hippocampus (milliseconds to tens of milliseconds).  This is consistent 
with the argument presented above (in section 4.1.1) regarding a slower, higher-order 
plasticity induction architecture in DA neurons dependent on bursts and not single spikes. 
 
 
4.2 Comparison and Integration with Other Forms of Plasticity 
 
4.2.1 NMDAR PLASTICITY IN DA NEURONS VS. OTHER NEURONS 
While dwarfed by the preponderance of research on AMPAR plasticity, activity-
dependent plasticity of NMDAR-mediated transmission has previously been observed in 
the brain using a variety of induction protocols, mostly in the hippocampus of young 
animals (Bashir et al., 1991; Bellone and Nicoll, 2007; Harney et al., 2008; Kwon and 
Castillo, 2008; Morishita et al., 2005; O'Connor et al., 1994; Rebola et al., 2008; Selig et 
al., 1995; Sobczyk and Svoboda, 2007; Xie et al., 1992).  The NMDAR plasticity 
described in the present study differs significantly from these previous reports.  First, 
none of these studies addressed the role of postsynaptic APs in LTP induction or their 
timing-dependence.  Indeed, the plasticity in the present study required a delay between 
the onset of presynaptic stimulation and postsynaptic burst firing, which is not necessary 
for any of the previously described forms of plasticity.  In addition, many of the previous 
reports did not require significant postsynaptic activity, limiting the associativity of the 
respective changes in synaptic efficacy, unlike the NMDAR plasticity in the present 
study.  Second, many of the previous reports of NMDAR plasticity are from young 
animals (postnatal day 2-21), and some even report that plasticity is absent in older (P16-
28) animals (Bellone and Nicoll, 2007; Sobczyk and Svoboda, 2007), while NMDAR 
LTP in DA neurons induced by burst pairing does not appear to depend on age and is 
present even at P50.  Third, the plasticity presented in this study is dependent on PKA 
activity, presumably via constitutive phosphorylation of IP3Rs, and independent of PKC, 
in contrast to other reports (Kwon and Castillo, 2008; Rebola et al., 2008; Sobczyk and 
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Svoboda, 2007).  Distinguishing the present work even further, no previous study has 
reported activity-dependent, spike-conditional reversal of NMDAR LTP or showed that 
exogenous substances self-administered by humans (amphetamine) influences plasticity.   
Despite these distinctions, it is important to note the general similarities between 
the present work and previous studies.  NMDAR plasticity is broadly dependent on 
intracellular Ca2+, activation of PI-coupled receptors (Harney et al., 2006; O'Connor et 
al., 1994; Rebola et al., 2008; Sobczyk and Svoboda, 2007) and release of Ca2+ from 
intracellular stores (Kwon and Castillo, 2008).  It appears to be postsynaptically 
expressed (Harney et al., 2008; Harney et al., 2006; Kwon and Castillo, 2008; Rebola et 
al., 2008; Selig et al., 1995), though this has not been definitively confirmed outside of 
dentate gyrus (Harney et al., 2008).  Other parallels include the requirement for NMDAR 
activation during pairing (Kwon and Castillo, 2008; Rebola et al., 2008; Sobczyk and 
Svoboda, 2007), input specificity (Bellone and Nicoll, 2007; Kwon and Castillo, 2008; 
Selig et al., 1995; Sobczyk and Svoboda, 2007), and dependence on postsynaptic protein 
kinases (Kwon and Castillo, 2008; Morishita et al., 2005; Rebola et al., 2008; Selig et al., 
1995; Sobczyk and Svoboda, 2007), though there are discrepancies about which kinases 
are important. 
 
4.2.2 NMDAR PLASTICITY AS A FORM OF METAPLASTICITY IN DA 
NEURONS 
As mentioned above, this study represents the first demonstration of activity-
dependent plasticity of NMDAR-mediated synaptic transmission in DA neurons.  There 
are, however, reports of changes in NMDAR function in DA neurons after bath perfusion 
or incubation of slices with metabotropic receptor agonists (Argilli et al., 2008; Borgland 
et al., 2006; Schilstrom et al., 2006; Ungless et al., 2003).  These experiments likely stem 
from the hypothesis that regulating NMDARs represents a potent mechanism for 
controlling the ability of other receptors (i.e. AMPA and GABAA) to undergo further 
plasticity, and were presumably influenced by previous demonstrations of synaptic 
metaplasticity through NMDARs in visual cortex and hippocampus (Abraham, 2008; 
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Abraham and Bear, 1996; Abraham et al., 2001; Chen and Bear, 2007; Jung et al., 2008; 
Philpot et al., 2007; Philpot et al., 2003; Quinlan et al., 1999; Yashiro and Philpot, 2008).  
As mentioned above, there are forms of LTP of both AMPA- (Argilli et al., 2008; Chen 
et al., 2008; Liu et al., 2005; Luu and Malenka, 2008) and GABAA-receptors (Nugent et 
al., 2007) that are dependent on NMDARs in DA neurons and may thus be targets for 
metaplasticity.  These studies have focused on the plasticity of these receptors in response 
to drugs of abuse, which is particularly interesting in light of the significant in vivo 
behavioral data showing that inhibition of DA neuron NMDARs, via either local 
antagonist injection or cell-type specific genetic knockout, blocks measures of reward 
learning and drug seeking behavior (Borgland et al., 2006; Engblom et al., 2008; Harris 
and Aston-Jones, 2003; Harris et al., 2004; Kalivas and Alesdatter, 1993; Li and Wolf, 
1999; Wolf and Jeziorski, 1993; Zweifel et al., 2008).  We suggest that these in vivo 
intervention experiments should be cautiously interpreted, due to the critical roles of 
NMDARs in driving burst firing as well as in controlling the induction of various forms 
of synaptic plasticity.  However, this avenue of research may well be a fruitful one to 
pursue, particularly in light of the success gleaned from investigating metaplasticity in 
the hippocampus and cortex. 
One potential strategy for parsing out the relative contributions of AMPAR 
plasticity vs. NMDAR plasticity in vivo in response to drugs of abuse might be to locally 
co-inject amphetamine along with a DA D1/5 antagonist into the VTA, where local 
amphetamine has been shown to be sufficient to induce behavioral sensitization (Cador et 
al., 1999; Kalivas and Weber, 1988; Perugini and Vezina, 1994; Vezina et al., 2002). 
Potentiation of AMPARs in DA neurons in response to drugs of abuse has been shown to 
depend on D1/5 receptors (Argilli et al., 2008; Schilstrom et al., 2006), while the form of 
NMDAR plasticity that we have described in this study is DA independent (Figure 3.9).  
If AMPAR LTP is more important in mediating behavioral responses to drugs of abuse, 
then the cocktail of AMPH and DA antagonists should dramatically decrease measures of 
reinforcement (sensitization, self-administration, condition-place preference, etc.).  
Conversely, if the “learning” associated with drug experience is regulated more by 
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NMDAR plasticity, these paradigms should be unaffected by the DA antagonist cocktail.  
These pharmacological experiments could be strengthened by examining inducible, DA 
neuron-specific knockouts of DA receptors (Baik et al., 1995; Miner et al., 1995). 
 
 
4.3 IP3R as a Metaplastic Locus 
 
 As mentioned above, there have been numerous demonstrations of metaplasticity 
via NMDARs (Abraham, 2008; Abraham and Bear, 1996; Abraham et al., 2001; Chen 
and Bear, 2007; Jung et al., 2008; Philpot et al., 2007; Philpot et al., 2003; Quinlan et al., 
1999; Yashiro and Philpot, 2008).  Recently, an ever-increasing number of alternative 
substrates for metaplasticity are being reported, including various ion channels and 
intracellular signaling cascades (Pelkey et al., 2008; Thiagarajan et al., 2007; Thiagarajan 
et al., 2005), cannabinoid systems (Chevaleyre and Castillo, 2004; Edwards et al., 2008), 
and mGluRs (Bellone et al., 2008; Clem et al., 2008; Jin et al., 2007).  In addition, given 
the critical role of spike-evoked Ca2+ signals in the induction of plasticity at most 
synapses in the brain, activity-dependent changes in local ion channels may represent a 
source of metaplasticity by controlling the waveform of local and/or backpropagating 
spikes (Frick et al., 2004; Gasparini et al., 2007; Hoffman et al., 1997; Losonczy et al., 
2008; Magee and Johnston, 1997, 2005).  Our results take this idea a step further by 
suggesting that changes in spike-evoked Ca2+ mediated by alterations in the sensitivity 
Ca2+ release from intracellular stores via IP3Rs through PKA phosphorylation represent a 
novel locus for metaplasticity (Figure 3.8).  We feel that this is particularly significant 
due to our demonstration that repeated in vivo amphetamine experience increases the 
spike-evoked Ca2+ signaling in VTA DA neurons (Figure 3.17), presumably through 
PKA-mediated phosphorylation of IP3Rs (Hope et al., 2007; Nestler and Aghajanian, 
1997; Peterson et al., 2006; Tang et al., 2003; Tolliver et al., 1999; Wagner et al., 2008; 
Wagner et al., 2004; White et al., 1995; Wojcikiewicz and Luo, 1998), resulting in 
increased plasticity (Figure 3.18).   
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It would be exciting to examine if changes in spike-evoked Ca2+ signals via 
alterations in IP3Rs (or RyRs) can influence plasticity at other, “classical” synapses.  
Indeed, changes in the cAMP/AC/PKA pathway after drug experience have been reported 
across a range of brain regions (Crawford et al., 2004; Hope et al., 2007; Peterson et al., 
2006; Self et al., 1995; Tolliver et al., 1999), thus providing a common 
pathophysiological causation for this putative form of metaplasticity.  Considering the 
important roles of these brain regions, in particular the nucleus accumbens, striatum and 
prefrontal cortices, in addiction (Day and Carelli, 2007; Everitt and Robbins, 2005; 
Hyman, 2005; Hyman et al., 2006a; Jones and Bonci, 2005; Kalivas and Volkow, 2005; 
Kauer and Malenka, 2007; Melis et al., 2005; Nestler and Aghajanian, 1997; Redish, 
2004; Volkow et al., 2009; Wolf et al., 2004), metaplasticity via the IP3R may play an 
important part in controlling the rewiring of the neural circuitry responsible for addictive 
behavior.   
 
 
4.4 Linking Cellular Plasticity to Behavior 
 
Directly demonstrating that cellular forms of learning account for behavior has 
been a longstanding challenge throughout the field of neuroscience.  Despite over 30 
years of intensive study by thousands of neuroscientists, only recently has LTP in the 
hippocampus been conclusively linked to in vivo learning and memory (Bliss et al., 2006; 
Pastalkova et al., 2006; Whitlock et al., 2006).  While this result is reassuring, the 
investment in time and energy it took to produce indicates the enormity of the task to 
definitively connect cellular processes observed in vitro with behavioral output in vivo.  
Despite these intimidating obstacles, it is nonetheless important to utilize what has been 
learned regarding the relevance of cellular plasticity to behavioral learning and discuss 
the possible implications and consequences for NMDAR LTP in DA neurons on 
behavior.   
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4.4.1 DA NEURON NMDAR PLASTICITY AND IN VIVO REWARD LEARNING 
In behaving animals, DA neurons “learn” to respond to inherently neutral 
environmental cues with synchronized bursts of activity after repeated pairing of cue and 
reward (or reward-predicting stimuli) (Pan et al., 2005; Schultz, 1998).  Several modeling 
studies have addressed the neurobiological substrates underlying the conditioning of DA 
neuron responses (Brown et al., 1999; Contreras-Vidal and Schultz, 1999; Houk et al., 
1995).  One of these models postulates that plasticity of synapses onto DA neurons is 
involved in this learning process (Contreras-Vidal and Schultz, 1999).  In awake rats, it 
has also been shown that excitatory responses of PPTN neurons to auditory cues (which 
play an important role in driving DA neuron burst responses to those cues) remain 
constant during cue-reward learning (Pan and Hyland, 2005).  Since the PPTN gives rise 
to direct glutamatergic (and cholinergic) inputs to DA neurons (Charara et al., 1996), this 
raises the possibility that plasticity of glutamatergic synapses onto DA neurons may play 
a role in the development of conditioned burst responses.  Therefore, in light of the 
prominent role of NMDARs in the generation of DA neuron bursts (Chergui et al., 1994a; 
Morikawa et al., 2003; Overton and Clark, 1997; Tong et al., 1996a), the activity-
dependent plasticity of NMDARs described in this study may contribute to the 
acquisition of cue responses.  The synaptic stimulation-burst pairing protocol was 
designed to emulate what we hypothesized was occurring during the cue-reward pairing 
paradigm at DA neurons, taking advantage of our previous results regarding supralinear 
spike-evoked Ca2+ signals in DA neurons (Cui et al., 2007).  Thus, sustained synaptic 
stimulation mimics the working memory-type persistent input activated by the 
presentation of the cue (Brown et al., 1999; Funahashi et al., 1989) and the postsynaptic 
burst corresponds to that triggered by the reward (or previously learned reward-predicting 
cue).  In our model, potentiated NMDARs at those synapses activated during pairing 
mediate the transient burst response to the cue after conditioning.   
It is important to note if LTP of NMDARs at DA neurons contributes to in vivo 
reward learning as we have described, it should be accompanied by mechanisms to 
dampen the effect of the prolonged duration of the cue input.  The increases in DA 
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neuron firing in response to cues after learning are phasic (only a few hundred 
milliseconds), while we hypothesize that the glutamatergic signals relaying cue 
information to the DA neuron from PFC, SC, PPTN, and elsewhere are persistent.  
Therefore, this prolonged input must be actively shaped into the phasic response after 
learning.  Possible termination mechanisms could consist of SK channel activation in DA 
neurons themselves, possibly via mGluR-mediated Ca2+ waves (Fiorillo and Williams, 
1998; Morikawa et al., 2003), recruitment of appropriately timed GABAergic input via 
either striatal feedback (Brown et al., 1999; Houk et al., 1995) or local interneurons 
(Hikosaka et al., 2008; Hong and Hikosaka, 2008; Matsumoto and Hikosaka, 2007, 
2009), or could perhaps involve distal changes in the input structures to DA neurons, 
converting their persistent glutamatergic output into a more transient form in response to 
learning. 
A further caveat regarding NMDAR LTP at DA neurons is that we are not 
suggesting that this process mediates reward learning in its entirety.  Downstream target 
structures including the striatum and prefrontal cortex are certainly involved in encoding 
and storing the associations formed during reward learning (Brown et al., 1999; 
Contreras-Vidal and Schultz, 1999; Costa, 2007; Day and Carelli, 2007; Everitt and 
Robbins, 2005; Kheirbek et al., 2008; Reynolds et al., 2001; Schultz, 1998, 2006; 
Surmeier et al., 2007), and afterward, during maintenance once associations become 
habitual (Everitt and Robbins, 2005; See et al., 2007; Vanderschuren et al., 2005; 
Wickens et al., 2007; Yin et al., 2009).  Therefore, we suggest that this local process of 
plasticity at DA neurons contributes to developing these associations, particularly during 
the early stages, facilitating the transfer of burst firing from primary rewards to reward-
predicting stimuli.  
 
4.4.2 TIME SCALES OF NMDAR PLASTICITY AND BEHAVIORAL 
LEARNING 
A particularly interesting feature of the plasticity observed in the present study is 
the burst timing-dependence of the induction, which appears quite similar to the timing 
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rule governing cue-reward learning in behaving animals (Pan et al., 2005).  In one of the 
standard and most effective training paradigms, “delay conditioning,” hundreds of 
milliseconds to several seconds seperates the onset of the cue from that of the reward, 
with the two stimuli overlapping in time (Fiorillo et al., 2003; Schwartz et al., 2002).  For 
NMDAR LTP in DA neurons, the requirement of the delay (~0.5-1 s) and the overlap 
between synaptic stimulation and burst firing during induction reflects first, the activation 
of PI-coupled receptors and gradual accumulation of cytosolic IP3, and second, NMDAR 
activity.  Furthermore, induction of LTD when the burst precedes synaptic stimulation 
during the burst pairing protocol is congruent with the ineffectiveness of backward 
conditioning in which the reward is presented prior to the cue (Schwartz et al., 2002).  As 
mentioned above, the timing rule described here is distinct from that for the spike timing-
dependent plasticity reported in a variety of neurons (Dan and Poo, 2004; Sjostrom and 
Nelson, 2002), including DA neurons (Liu et al., 2005; Luu and Malenka, 2008), in 
which the plasticity is sensitive to the timing of presynaptic and postsynaptic spikes on a 
timescale of tens of milliseconds, which is both much shorter than the timescales 
encountered during behavioral conditioning (Drew and Abbott, 2006) and far beyond the 
temporal precision of DA neuron firing, even in vitro. 
 
4.4.3 REVERSIBILITY OF NMDAR LTP AND EXTINCTION 
The neural processes that underlie behavioral learning are thought to involve both 
reversible and irreversible components (Medina et al., 2002; Pan et al., 2008).  Indeed, an 
unresolved issue in the field is how much of behavioral extinction is mediated by 
unlearning vs. new learning (Mauk and Ohyama, 2004; Quirk and Mueller, 2008).  In the 
case of synaptic plasticity at DA neurons, our results show that NMDAR LTP can be 
reversed, or depotentiated, by repeated delivery of synaptic stimulation alone (Figure 
3.14), which is reminiscent of the extinction of learned responses when the conditioning 
cue is repeatedly presented without the expected reward (Schultz, 1998; Tobler et al., 
2003; Waelti et al., 2001).  What is remarkable about this form of depotentiation is that it 
is completely conditional upon the presence of a single postsynaptic spike during the 
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presynaptic stimulation train, suggesting that single AP-evoked Ca2+ transients, 
facilitated by IP3-dependent CICR, can serve to prevent depotentiation (presumably, this 
spike must be appropriately timed, as is the case for burst firing during induction (Figure 
3.11), though we have not addressed this in the current study).  Therefore, a pause in 
tonic single-spike activity of DA neurons, as observed at the time of the expected reward 
when the learned cue is presented alone, may be necessary for extinction of phasic burst 
responses to the cue (Pan et al., 2008; Tobler et al., 2003). 
Computationally, the reversibility of plastic changes in synaptic strength has 
certain advantages over encoding changes in contingency by new learning, not least of 
which is efficiency given limited bandwidth and/or storage capacity in the respective 
circuitry.  Indeed, a recent study combining in vivo DA neuron recording during reward 
learning coupled with modeling has suggested that extinction of reward associations is 
mediated by three distinct, but interacting, processes: passive forgetting, new inhibitory 
learning, and active unlearning (Pan et al., 2008).  This last active unlearning process is 
congruent with what we have observed for NMDAR LTP at DA neurons (Figure 3.14).   
Global AMPAR LTP at DA neurons induced by in vivo cocaine exposure can also 
be reversed relatively easily (Bellone and Luscher, 2006), suggesting that reversibility 
may be a common feature of DA neuron synaptic plasticity as a flexible mechanism for 
handling a variety of changing reward contingencies in the face of limited computational 
capacity (at least compared to pyramidal neurons (Frick and Johnston, 2005; Losonczy et 
al., 2008; Poirazi et al., 2003; Polsky et al., 2004; Wu and Mel, 2009)).   In addition, 
there is a recent report that LTD of NMDAR EPSCs in hippocampal CA1 neurons can 
also be reversed (“dedepression”) (Morishita and Malenka, 2008), furthering the 




4.5 Future Directions 
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4.5.1 FUTHER MECHANISTIC CHARACTERIZATION 
 There are numerous mechanistic questions raised by the present study. 
Addressing them may be important not only in terms of novel cellular plasticity but also 
for insight which could be translated into therapeutic approaches to treat disorders that 
involve aberrant reward learning and/or valuation (see in vivo discussion below).  One of 
the most striking features of the plasticity reported here is the spike-conditional reversal 
of LTP by stimuli mimicking in vivo extinction protocols. We show that depotentiation 
does not occur unless LTP has previously occurred, but it is unclear if this is a function of 
induction (is there an mGluR activation threshold for depotentiation as well as 
potentiation?) vs. expression (can only those NMDARs that have been potentiated be 
depotentiated?).  What features of the single postsynaptic spike paired with the 
presynaptic stimulation train prevent depotentiation?  Does that spike need to be 
facilitated by PI-coupled receptor activation?  Does it require intact Ca2+ stores?  Is there 
a timing window during which the spike must occur?  Additionally, are certain channels, 
kinases, or other intracellular signaling molecules preferentially involved in 
depotentiation vs. potentiation, as has been described for anther form of NMDAR 
plasticity (Morishita and Malenka, 2008)?  These are all exciting questions which can be 
addressed in a relatively straightforward manner. 
 Another important issue left unresolved by our study concerns the mechanisms of 
expression of LTP, as discussed above (in section 4.1.2).  Addressing this, along with the 
other mechanistic subjects mentioned throughout the discussion, in particular how 
induction is accomplished  (section 4.1.1), may yield functional insights into how 
depotentiation works, as well as help to develop tools to influence reward learning in vivo 
(see below). 
 It would also be particularly interesting to investigate the process by which in vivo 
amphetamine experience increases spike-evoked Ca2+ signaling and plasticity.  We 
presume that this occurs through an upregulation in the cAMP/AC/PKA axis, given its 
well-established increase after drug administration and reports that PKA increases IP3R 
function through phosphorylation (Hope et al., 2007; Nestler and Aghajanian, 1997; 
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Peterson et al., 2006; Tang et al., 2003; Tolliver et al., 1999; Wagner et al., 2008; Wagner 
et al., 2004; White et al., 1995; Wojcikiewicz and Luo, 1998) as well as our results 
presented in Figure 3.8.  However, we have not yet performed the experiments to 
conclude this.  Further exploration and characterization of this process is necessary and 
may yield clues into the cellular processes that underlie how addiction hijacks learning 
and motivational circuitry (Berke and Hyman, 2000; Everitt and Robbins, 2005; Hyman, 
2005; Hyman et al., 2006a; Jones and Bonci, 2005; Kalivas and Volkow, 2005; Nestler 
and Aghajanian, 1997; Redish, 2004). 
 
4.5.2 DOES DA NEURON NMDAR LTP OCCUR IN VIVO? 
 The most important question to be addressed in the wake of the present study is 
whether this form of plasticity participates in reward learning in vivo in behaving 
animals.  This presents a particularly challenging scenario, as even performing 
conventional single-unit extracellular recordings of DA neural activity during reward 
learning has only been reported by a limited number of researchers in rodents (Pan et al., 
2005; Roesch et al., 2007).  However, new approaches and technical advancements are 
allowing this experiment to be implemented more broadly (Guohong Cui, personal 
communication).  Perhaps even more daunting is the fact that NMDAR LTP is synapse 
specific and would thus be very challenging if not impossible to observe ex vivo, as has 
been done for global AMPA plasticity at DA neurons.  In addition, local NMDA EPSPs 
would be very hard to observe with field potential recording, particularly on the 
background of significant spontaneous activity from postsynaptic pacemaking and 
presynaptic bombardment.  Thus, postsynaptic voltage-control and the ability to monitor 
subthreshold conductances necessitates either sharp microelectrode or whole-cell in vivo 
patch clamp approaches.  There are currently no reports of in vivo patching of DA 
neurons, even in anesthetized animals (though it is apparently possible; Robert C. 
Froemke, personal communication), though there are previous reports of in vivo sharp 
microelectrode recordings from DA neurons in anesthetized animals (Grace and Bunney, 
1980; Tepper et al., 1987).  Due to these significant difficulties, an alternative plan of 
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attack may have to be devised, perhaps through somehow tagging activated synapses in 
vivo during learning for subsequent ex vivo examination.  A stepwise, indirect approach 
may also yield results; first, develop a method to selectively block NMDAR LTP through 
local pharmacological or genetic intervention, possibly by altering IP3R receptor 
phosphorylation, demonstrating its necessity for reward learning.  Then, reconstitute 
plasticity by artificially potentiating NMDARs in response to a non-reward.  These 
conceptual experiments all have significant challenges associated with them; as 
mentioned above, demonstrating participation of cellular plasticity in behavior is a 
particularly difficult goal, but one with far-reaching and exciting consequences. 
 
4.5.3 CAN WE EXPLOIT NMDAR LTP IN VITRO TO INTERVENE IN 
REWARD LEARNING IN VIVO? 
 If it can be convincingly shown that NMDAR LTP is engaged in reward learning 
in vivo, it would be particularly appealing to attempt to recruit the depotentiation process 
to reverse previously made associations that are “inappropriate,” such as those associated 
with addictive behaviors like drug experience, gambling, and obsessive compulsive 
disorder.  This may represent a novel, therapeutic approach for numerous disorders that 
resist conventional treatment (Redish, 2004). In addition, artificial manipulation of 
reward learning via NMDAR plasticity could facilitate investigations into the 
contribution(s) of changes in DA signals during learning to decision making and 
valuation (Doya, 2008; Niv, 2007; Schultz, 2006).   
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CHAPTER 5: CONCLUSION 
 
 
This dissertation reports a novel form of activity-dependent synaptic plasticity of 
NMDARs at midbrain DA neurons that may represent a cellular substrate of reward-
based reinforcement learning.  Plasticity of DA neuron NMDARs displayed a range of 
features that were consistent with a neuronal model of reward learning, including 
associativity, input specificity, requirement of postsynaptic burst firing, behaviorally 
appropriate timing-dependence, reversibility, and modulation by in vivo amphetamine 
experience.  This form of plasticity also exhibited mechanistic properties that had not 
previously been described, at DA neurons or elsewhere, including requirements for 
postsynaptic bursting, facilitation of spike-evoked Ca2+ signals by PI-coupled receptor 
stimulation, IP3R activation and release of Ca2+ from intacellular stores, and 
independence from local DA.  In addition, the induction protocol used to drive NMDAR 
LTP resulted in LTD of AMPA-mediated transmission.  When considered in light of the 
metaplastic influence of NMDAR plasticity on AMPAR and GABAAR plasticity, this 
result suggests that a highly complex interplay between the various forms of plasticity 
previously reported and the NMDAR plasticity reported in the present study sculpts 
synaptic efficacy at DA neurons to control DA release in target structures and mediate 
reward learning. 
Changes in DA neuron firing rate encode reward contingency and drive learning.  
We have discovered a novel, local mechanism for specific control over the output of DA 
neurons that exhibits cellular learning rules congruent with behavioral reward learning.  
This mechanism is significantly altered by in vivo amphetamine experience in a manner 
consistent with the overlearning and enhanced motivational significance of cues 
associated with drug intake displayed by human addicts.  We therefore conclude that 
synaptic plasticity of NMDAR-mediated transmission at DA neurons represents an 
important locus for the neural processes that optimally guide behavior and become 
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