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PRINT FIDELITY PREDICTION USING MACHINE LEARNING
ABSTRACT
Cloud print platform allows Internet-enabled device to print documents, photos by rendering any
document into a printable format and then sends to the printer for print. Document gets converted
into a printable format, the most common format being PCL3GUI (Printer Command Language) in
printers. Cloud print platform converts the document into a printable format, the most common
format being PCL3GUI (Printer Command Language). Most of the printers accept PCL3GUI
commands to process a print job. Rendering features such as “Margin,” “media Size,” “Media,”
“Resolution,” “Page Orientation,” “Start Raster”, “End Raster”, “Offset” is hard to validate as it
consumes more time to ensure that all features related to print job and value-added content are
working correctly as per designed. Manual dependency is required to check the print fidelity and to
make a judgment whether the printed output is correct by visually comparing the output on paper
to the document within the print application or comparing to a printed Baseline file. This disclosure
discusses a machine learning approach to predict the print fidelity of a document.
Keywords—PCL3GUI (Printer Command Language 3 Graphical User Interface), Printer Command
Language (PCL), Print Job Language (PJL), SVM-Support Vector Machine.

BRIEF DESCRIPTION OF THE DRAWINGS
The drawing provided to illustrate the disclosure as explained in the detailed description
Fig 1 provides Print Fidelity Scoring Engine Workflow
Fig 2 provides Block Diagram of System architecture
Fig 3 provides Print Fidelity Scoring Engine

PROBLEM STATEMENT
Most of the printers accept PCL commands to process a print job. The printed PCL output will have
settings overridden by multiple workflow print paths such as Cloud print, driver settings. It
becomes challenging to evaluate the settings used for the final PCL file, the PCL commands are in
binary format and difficult to read PCL commands directly. Print job evaluation for PCL3 printers is
more time consuming, as the print output had to be checked on the real printers. This would lead to
more manual testing dependency, human error prone, printer hardware dependency and timeconsuming process. This disclosure deals with machine learning algorithm to predict the fidelity of
rendered file with fidelity score without printing the file on real printer.
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SOLUTION
Design and Implementation
This section explains design and implementation of the solution with the Print fidelity Scoring
engine workflow as shown in Figure 1. This solution can be modularized into following modules as
shown in Figure 2 of block diagram of system architecture.

Structure of PCL3GUI file
The structure of the PCL3GUI file is given as:

PCL Disassembler
PCL3 file to be created from print job submission. PCL3 is the final print output file having PCL
commands. The PCL commands are in binary format in the formed PCL3GUI file. PCL commands in
binary format are difficult to read directly. PCL file needs to be disassembled. PCL disassembler tool
such as JetAsm is used to convert a PCL binary file generated by the driver into a human readable
source file. In the disassembled file as shown in PCL3GUI structure, the unique strings used for each
print output parameters such as “Media Source “, “Media Type”, “Page Size”, “Print Quality”,
“Raster Resolution”, “Configure Raster Data” “Start Raster” “End Raster” streams are found.
Disassembling of data to be done to understand the behavior of the printer output.
Data Pre‐Processing
For a training data for certain printers, print data need to be captured. Data mining is done to
extract useful information or knowledge patterns from the available disassembled documents.
Here, information of Margin, Media Size, Media Type, Media Size, print quality, Page-orientation,
Raster resolution and other print fidelity parameters need to be extracted.
The removal of noise from unstructured data is crucial to derive accurate results. Here, noise is
comprised of data that is not useful in determining the outcome. This module is used to clean the
data from such noise and pre-processing of the file into attribute vectors before they can be turned
into feature vectors and normalize items with data knowledge discovery as shown in Figure 2. Tf-
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idf, a statistic that reflects the importance of a term in a document and the whole corpus
simultaneously, is used as numerical representation in the feature vector. The first step is the
removal of unnecessary text such as “jobname,” “comment,” “job-attributes” or stop words, which
are frequent words which are not needed. The next step included comparing the words or strings
against a pre-trained word embedding model, to have a cleaner data for processing. This module is
not just used for the creation of the probabilistic model but also will be used while predicting the
output.
Feature Selection
The document comprises of various lines of text. As an example, the text consists of features such
as "\x1B&l7H" for Media Source, "\x1B&l0M" for Media Type, "\x1B&l2A" for Page Size,
"\x1B*o0M" for Print Quality, "\x1B*t600R" for raster resolution. Apart from this, attributes
such as the relative position of a particular line in the document are considered. For example, to
obtain the “start raster” of the document. For creating vectors, these attributes for every
document in the training set are identified. For some features, the values are binary based on the
presence/absence of that attribute such as Language parser. For others, it is the attribute value
itself, such as the x and y coordinates of the line.
Gradient Boosting
With the training data, the feature vectors generated via the previous processes are passed to
Gradient Boosting (GB) algorithm for training the model. This stage-wise additive model minimizes
the loss of the model by adding new weak learners using gradient descent procedure to improve
the predictions.
Machine Learning Algorithm Training
On acquiring the feature vectors corresponding to various documents, linear discriminant analysis
is done for training. This classification algorithm is used since it explicitly tries to model the
differences between the classes in data by assuming that the conditional probability density
functions are normally distributed with mean and covariance parameters. For categorization, the
entire page layout features will come into consideration.
Machine Learning Models such as “Support Vector Machine,” “K Nearest Neighbor” and
“Bayesian Classifier” can be applied for classification for print fidelity prediction.

Application with Machine Learning Algorithms
A dataset of hundreds of documents is passed through the solution. The feature set was derived for
all the documents and the vector was passed through the trained model to predict the fidelity score
and its category. The model would help in predicting the fidelity of the document with high precision
and recall values with high accuracy.
Support Vector Machine: This approach is a one of the most effective and accurate classification
algorithms. In this approach concept using hyper-planes and dimension estimation-based
technique are used to discover or classify the data. The main advantage of this algorithm is to
achieve high accurate classification results though complex. This algorithm looks for a linearly
separable hyperplane, or a decision boundary separating members of one class from the other. If
such a hyperplane does not exist, SVM uses a nonlinear mapping to transform the training data into
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a higher dimension. Then it searches for the linear optimal separating hyperplane. With an
appropriate nonlinear mapping to a sufficiently high dimension, data from two classes can always
be separated by a hyperplane. The SVM algorithm finds this hyperplane using support vectors and
margins. As a training algorithm, SVM has ability to model complex nonlinear boundaries, SVM has
high accuracy.
Decision of Fidelity Score for the Print file: Apply Support Vector Machine (SVM) Algorithm to
decide on fidelity score. Print Fidelity Scoring Engine is shown in Figure 3. Roughly two-third of the
print files in the dataset are passed for fidelity prediction. To account for class imbalance, the
parameters of the SVM using stratified 5-fold cross validation are trained. A sample data meeting
all the required settings as per the user input is provided 100% score. A grid search helps in
determining the optimal hyperparameters within a given set of combinations. To assess the
classifier’s out-of-sample performance, 20% of the data set as hold-out and trained on the remaining
80%. A properly trained SVM reaches a significantly higher classification accuracy. Linear SVM
consistently better in terms of accuracy than SVMs with Gaussian or polynomial kernels. Linear SVM
with C = 1 proved to be a sensible default. The precision of a classification task denotes the
percentage of instances classified. The more samples the applied SVM algorithm can train on, the
better its accuracy is for the hold-out set, and that one needs at least a few hundred samples to get
satisfactory results.
Accuracy, Precision, Recall and F1 score for the data set are based on the calculation mentioned
below for each factor. Here, TN is True Negative, TP is True Positive, FN is False Negative, and FP is
False Positive

PRIOR SOLUTIONS
There are no solutions available to predict the print fidelity for PCL files.
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Fig 1
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Fig 2
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Fig 3

Disclosed by Pushpalatha Kenchanahalli Rangaswamy, HP Inc.

Published by Technical Disclosure Commons, 2022

8

