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Abstract
The Hadamard maximal determinant problem asks for the largest n × n determinant with entries ±1. When n ≡ 1(mod 4), the
maximal excess construction of Farmakis and Kounias [The excess of Hadamard matrices and optimal designs, Discrete Math. 67
(1987) 165–176] produces many large (though seldom maximal) determinants. For certain small n, still larger determinants have
been known; e.g., see [W.P. Orrick, B. Solomon, R. Dowdeswell, W.D. Smith, New lower bounds for the maximal determinant
problem, arXiv preprint math.CO/0304410]. Here, we deﬁne “3-normalized” n × n Hadamard matrices, and construct large (n +
1) × (n + 1) determinants from them. Our constructions give most of the previous “small n” records, and set new records when
n=37, 49, 65, 73, 77, 85, 89, 93, 97, and 101, most of which exceed the reach of the maximal excess technique.We suspect that
our n = 37 determinant, 72 × 917× 236 is best possible.
© 2006 Elsevier B.V. All rights reserved.
MSC: primary 05B30;05B20; secondary 05B05
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1. Introduction
1.1. Overview
Let {±1}n×n denote the space of all n × n sign matrices—matrices populated entirely by ±1s. This space has
cardinality 2n2 <∞, so for each n ∈ |Z|, there exists a matrix A ∈ {±1}n×n of maximal determinant, and since each
row of A has norm
√
n, det Ann/2. This bound cannot be attained unless n is a multiple of 4, however, and when
n = 4k + 1, the determinant of a sign matrix can never exceed the Barba bound [2]
B(n) := (n − 1)(n−1)/2√2n − 1. (1)
In these orders, the maximal excess construction of Farmakis and Kounias [13] gives a good general method for
constructing determinants that reach a large fraction of B(n). For certain orders such as n = 13, 21, 25, 41, and
61, however, determinants beyond those attainable via maximal excess have been known for some time [22,8,4–6].
For n = 29, 33, 45, 53, 69, 77, 85, 93 [21] and n = 57 [17], numerical ascent algorithms recently found the largest
known determinants. Here, we present a general construction which accounts for many of the cases above, and, slightly
modiﬁed, accounts for the case n = 29 too.
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We base our construction on 3-normalizedHadamardmatrices, which we deﬁne in Section 2 below. Starting with a 3-
normalized Hadamardmatrix of order 4k, wemake certain rank-1modiﬁcations, and then construct a large-determinant
matrix of order 4k + 1 by adjoining an additional row and column.
To optimize our method in a given dimension, we seek a 3-normalized Hadamard “starting” matrix with excess
(Deﬁnition 2.2) as large as possible. Like maximal excess, maximal 3-normalized excess is an invariant of Hadamard
matrices, but it is easier to compute. Beyond leading to large determinants of order 4k + 1, maximal 3-normalized
excess should be useful for studying Hadamard matrices themselves.
In Section 4, we majorize 3-normalized excess and compare with the analogous maximal excess bound. For all
4k > 40, we get a larger determinant than the maximal excess method can produce if we attain our bound. We know
of no inﬁnite family of Hadamard matrices that attains our bound, however, while several such families are known
for the maximal excess construction. Asymptotically, the largest fraction of Barba’s bound either method can attain
is B(n)/
√
2 ≈ 0.71B(n), but our bound exceeds that of Kounias and Farmakis by a lower order term as n → ∞
(Proposition 4.4).
For n< 100, we ﬁnd Hadamard matrices that attain or closely approach our bound, setting new records in dimensions
n = 49, 65, 73, 77, 89, and 93. In Section 6 below, we describe a modiﬁed construction which produces records for
n = 29, 37, 85, and 101. For n = 37, it produces the determinant 72 × 917× 236 = 0.94B(37), and we conjecture that
this value is best possible. In sum, our work here explains all current records for n ≡ 1(mod 4) except n= 25, 41, 61,
which come from block designs, and n = 33, 57.
Interestingly, the latter two records, like the matrices produced here, can each be obtained by making a single rank-1
modiﬁcation to a suitable Hadamard matrix. The exploration of rank-1 changes to Hadamard matrices has guided us
in our search for large determinants, and we expect it to have other applications. Indeed, related ideas have already led
to signiﬁcant progress in the enumeration of Hadamard matrices.
2. Preliminaries
2.1. Notation
Context will generally indicate whether we regard vectors x, y ∈ Rn as rows or columns. When we write x yt ,
however, we regard x as a column and yt as a row, thereby producing an n × n matrix of rank 1. More generally, At
denotes the transpose of A.
To streamline the display of vectors and matrices, we introduce the following convention: given n, k ∈ Z, nk :=
(n, n, ..., n) ∈ Rk . For instance,
( 311, −19 ) = ( 3, 3, ..., 3︸ ︷︷ ︸
11
, −1, −1, ...,−1︸ ︷︷ ︸
9
) ∈ R20.
The following well-known formulae are basic tools for our work:
Lemma 2.1 (Sherman–Morrison). If x, y ∈ Rn and An×n is invertible, then
det(A + x yt ) = (det A) (1 + yt A−1x), (2)
(A + x yt )−1 = A−1 − A
−1x yt A−1
1 + yt A−1x . (3)
Deﬁnition 2.2 (Excess and row sums). The excess of any vector or matrix X is the sum of its entries, and we denote
it by ex(X). Note that for a vector x ∈ Rk or an n × m matrix A, respectively, we have
ex(x) := x · 1k, ex(A) := 1n · A1m. (4)
Observation 2.3. If x ∈ Rn and y ∈ Rm, then ex(x yt) = ex(x) ex(y) .
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Deﬁnition 2.4. Let E : {±1}n×n → {±1}n+1×n+1 denote the map which prepends one row and column as follows:
E(An×n) :=
( 1 1n
−1n A
)
. (5)
Adding the ﬁrst row of E(A) to each successive row, and using Sherman–Morrison equation (2) with x = y = 1n
along with Eq. (4), one easily obtains
Lemma 2.5. For any A ∈ {±1}n×n, we have det(E(A)) = (det A) (1 + ex(A−1)).
2.2. Hadamard matrices
A Hadamard matrix is an element H ∈ {±1}n×n whose rows are mutually orthogonal. We denote the set of n × n
Hadamard matrices by Had(n). Clearly, a matrix H ∈ {±1}n×n attains the upper determinant bound nn/2 mentioned
in our opening paragraph iff H ∈ Had(n). By elementary arguments, Had(n) is empty unless n = 1, 2, or 4k for some
k ∈ Z+, and a well-known conjecture (veriﬁed for all k < 167 [15], and many larger k as well) asserts that Had(n) is
never empty when n = 4k.
The deﬁning condition for H ∈ Had(n) immediately gives HHt = n In, and hence that H−1 = H t/n. With respect
to the vector (r1, r2, ..., rn) = H1n of row sums of H , we therefore have
n∑
i=1
r2i = (H1n)t H1n = 1tn H t H 1n = n2. (6)
Deﬁnition 2.6. Permutations and negations of rows or columns leave Had(n) invariant. Hadamard matrices H1, H2 ∈
Had(n) are equivalent if H1 can be transformed into H2 by permuting and/or negating sets of rows and/or columns.
By negating columns where necessary, we may arrange that the ﬁrst three entries in each column of any Hadamard
matrix form one of the vectors (1, 1, 1), (−1,−1, 1), (−1, 1,−1) or (1,−1,−1). In fact, equally many columns start
with each of these initial segments, by the mutual orthogonality of the ﬁrst three rows.
Deﬁnition 2.7 (3-normalization). When the ﬁrst three rows of an order 4k Hadamard matrix H have the form(+ − − +
+ − + −
+ + − −
)
, (7)
(where the entries ± represent ±1k) and all row sums of H are non-negative, we say that H is 3-normalized. Our
discussion shows that any Hadamard matrix can be 3-normalized using only column permutations and negations of
rows and columns.
Proposition 2.8. Let N ∈ Had(n) be 3-normalized. Write row i > 3 as (ai ,bi , ci ,di ), where ai , bi , ci , di ∈ {±1}k ,
k = n/4. Then
ex(ai ) = ex(bi ) = ex(ci ) = ex(di ). (8)
For i > 3, the row sum ri ≡ n (mod 8). If n ≡ 4 (mod 8), rin − 8 for all rows, unless n = 4. Moreover, we have
ex(N) ≡ n(mod 8), and when n ≡ 0 (mod 8), ex(N) ≡ n(mod 16).
Proof. Deﬁne ai = ex(ai ), bi = ex(bi ), etc., and recall that for any ﬁxed i > 3, row i is orthogonal to each of the ﬁrst
three rows, which gives
ai − bi − ci + di = 0,
ai − bi + ci − di = 0,
ai + bi − ci − di = 0.
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The general solution here is ai = bi = ci = di , which proves (8). Since ai has k entries, each odd, ex(ai ) has the same
parity as k does. It follows that ri = 4 ex(ai ) ≡ 0 or 4 (mod 8), depending on whether k is even or odd, respectively.
For odd k > 1, no row can consist entirely of 1s (giving row sum n), because the mutual orthogonality of rows would
then force all remaining row sums to equal 0 /≡ 4(mod 8). Therefore, no row sum exceeds n−8 in this case, as claimed.
The ﬁrst three row sums of N clearly vanish, leaving an odd number (n− 3) of non-zero row sums, all congruent to
n(mod 8). Hence ex(N) ≡ n(mod 8).
Finally, since ri ≡ n(mod 8), we may write ri = 8li and n = 8m when n ≡ 0(mod 8). By deﬁnition of the excess,
and (6) above, we then have
ex(N)
8
=
n∑
i=1
li and m2 =
n∑
i=1
l2i .
Since x2 ≡ x(mod 2) for any integer x, the two sums above, and m, all have the same parity. We conclude that
ex(N) ≡ 8m(mod 16), as claimed. 
3. A construction
3.1. Constructing (N)
We now describe the basic construction we use to produce large-determinant sign matrices of order n + 1.
Step 1: Select a 3-normalized Hadamard matrix N ∈ Had(n), n = 4k.
Step 2: Alter N by negating its ﬁrst k columns to produce a new Hadamard matrix N ′ whose the ﬁrst three rows take
the form(− − − +
− − + −
− + − −
)
. (9)
Step 3: Change the −1s in the upper-left 3 × k block of N ′ to +1s. This amounts to the rank-1 modiﬁcation
N ′ −→ N ′ + 2 3 tk =: N ′′, where, for any m ∈ |Z| we deﬁne m := (1m, 0n−m) ∈ Rn. Note also that N ′′ is no longer
Hadamard.
Step 4: Construct the ﬁnal sign matrix (N) of size n + 1 by applying the injection E deﬁned in Section 2:
(N) = E(N ′′).
The following result suggests the efﬁcacy of this construction.
Theorem 3.1. The sign matrix (N) of order n + 1 constructed above has determinant
det(N) = (det N)
(
2 + ex(N)
n
)
= ±nn/2
(
2 + ex(N)
n
)
.
Proof. We can express det(N) in terms of N ′′ by applying Lemma 2.5 to get
det(N) = det N ′′(1 + ex(N ′′−1)). (10)
We proceed to expand the right-hand side in terms ofN itself. First, by the deﬁnition ofN ′′ in Step 3 of our construction,
Sherman–Morrison equation (2) gives
det N ′′ = (det N ′)(1 + 2N ′−13 · k). (11)
Since N ′ is Hadamard, we have N ′−1 = N ′t/n, and hence N ′−13 = N ′t3/n. But N ′t3 simply sums the ﬁrst three
columns of N ′t , i.e. the ﬁrst three rows of N ′ itself. Step 2 of our construction displays these rows explicitly, and we
easily deduce
N ′−13 = 1
n
(−3k, −13k). (12)
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A routine calculation then gives 1 + 2N ′−13 · k = − 12 . Consequently,
det N ′′ = (−1)k+1 det N
2
. (13)
The factor (−1)k appears because we negate k columns in replacing N ′ by N .
To calculate ex(N ′′−1), invert N ′′ = N ′ + 2 3 tk using Sherman–Morrison equation (3), and apply Observation 2.3
along with the result of our routine calculation above to obtain
ex(N ′′−1) = ex(N ′−1) + 4 ex(N ′−13) · ex((N ′t)−1k). (14)
Now unpack the excess terms on the right above. For i = 1, 2, ..., n, let ri and r ′i denote the ith row sums of N and
N ′, respectively. Since N ′ is Hadamard, we may then write
ex(N ′−1) = 1
n
ex(N ′) = 1
n
n∑
i=1
r ′i .
By our construction of N ′ from N , we have r ′i = n/2 for i = 1, 2, 3, and using Proposition 2.8, r ′i = ri/2 for i > 3.
Since
∑
i>3ri = ex(N), we deduce that
ex(N ′−1) = ex(N)
2n
− 3
2
, (15)
while it follows immediately from (12) that ex(N ′−13) = −3/2.
Similarly,
(N ′t)−1k = 1
n
N ′k = − 1
n
· 1
4
(n, n, n, r4, r5, ..., rn), (16)
whence
ex((N ′t)−1k) = − 14n(3n + ex(N)) = −
ex(N)
4n
− 3
4
(17)
by substituting the facts above into (14), and using (13) we can now evaluate (10) to obtain the theorem. 
4. Upper bounds
Compare the formula in Theorem 3.1 abovewith the analogous formula we get by applying Lemma 2.5 to an arbitrary
n × n Hadamard matrix H :
det(E(H)) = (det H)
(
1 + 1
n
ex(H)
)
. (18)
The latter formula clearly shows that we maximize det E(H) over all H ∈ Had(n) by maximizing ex(H). Indeed, this
constitutes the maximal excess technique of Farmakis and Kounias [13] we mention in our Introduction.
By comparison, Theorem 3.1 above shows we can improve on that technique in any dimension n where there exists
a 3-normalized n × n Hadamard matrix N with
ex(N) + n> ex(H) for all H ∈ Had(n). (19)
Of course, 3-normalized matrices form a relatively small subset in any equivalence class of Hadamard matrices; one
expects the excess to reach a smaller maximum on this subset than on the entire class. So it is not clear we can attain
the desirable situation expressed by (19). Nevertheless we have found that 3-normalized Hadamard matrices satisfying
(19) do exist, at least in most dimensions n< 100. Furthermore, the excesses of arbitrary Hadamard matrices and
3-normalized Hadamard matrices satisfy certain natural upper bounds. A comparison of these bounds suggests that
solutions to (19) may exist in arbitrarily high order.
In this section, we review the known bounds on the excess of a Hadamard matrix H ∈ Had(n), and then derive
the analogous upper bound for the excess of a 3-normalized Hadamard matrix. The comparison of bounds is given in
Proposition 4.4, and we search for solutions to (19) in Section 5.
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Table 1
Largest known excesses of order n ≡ 0 (mod 4) and determinants of order n + 1
n + 1 Upper bounds Best known n+1 n+1 n+1/n+1
n + ∗n ∗n n + n n
5 8 8 8 8 3∗ 3 1
9 16 20 16 20 7∗ 8.25 0.85
13 48 36 48 36 15∗ 15 1
17 48 64 48 64 20∗ 22.98 0.87
21 96 80 96 80 29∗ 32.02 0.91
25 96 112 96 112 42∗ 42 1
29 152 140 152 140 45 57 52.85 0.87
33 160 172 160 172 55 18 64.50 0.85
37 216 216 216 216 72 76.90 0.94
41 240 244 240 244 90∗ 90 1
45 288 280 288 280 83 103.77 0.80
49 336 324 336 324 96 118.19 0.81
53 368 364 368 364 105 133.21 0.79
57 448 408 448 400 133 148.82 0.89
61 456 452 456 440 165∗ 165 1
65 560 512 528 512 148 181.73 0.81
69 552 548 552 544 155 198.98 0.78
73 656 600 624 580 174 216.75 0.80
77 656 652 656 628 183 235.02 0.78
81 752 704 704 704 196 253.77 0.78
85 768 756 768 756 214 57 273 0.79
89 864 812 800 792 222 292.69 0.76
93 888 872 864 828 239 312.83 0.76
97 976 932 928 920 256 333.42 0.77
101 1016 1000 984 1000 284 25 354.44 0.80
n+1 encodes the largest known determinant of order n + 1. Compare n+1 with the corresponding factor for our determinant (((n + n) + n)/4),
and that of [13] ((n + n)/4).
4.1. The n3/2 bound on maximal excess
The excess of a general Hadamard matrix H ∈ Had(n) can never exceed n3/2 by Cauchy–Schwartz:
ex(H) = 1n · H1n |1n| · |H1n| = √n · √n · √n,
since H/
√
n is orthogonal. This fact was apparently ﬁrst observed by Brown and Spencer [7], and independently, by
Best [3]. The bound is sharp in that regular Hadamard matrices, known to occur in inﬁnitely many dimensions (for
instance, order n2 whenever Had(n) is non-empty [14]), actually attain this value.
In [16], Kounias and Farmakis derive an upper bound smaller than n3/2 when n is not a perfect square, and tabulate
their bound versus the largest known excess for all orders up to n = 100 [13]. For convenience, we reproduce their list
of bounds in Table 1.
4.2. A 3-normalized excess bound
If N is a 3-normalized Hadamard matrix of order n> 2, Proposition 2.8 shows that the ﬁrst three rows of N have
row sum zero, while the remaining row sums belong to the set
RS(n) =
{ {0, 8, 16, ..., n} if n ≡ 0 (mod 8),
{4, 12, 20, ..., n − 8} if n ≡ 4 (mod 8), n> 4.
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Observation 4.1. Consider the last n− 3 rows of a 3-normalized N ∈ Had(n). For each r ∈ RS(n), let nr count how
many of these rows have row sum r . Then∑
RS(n)
nr = n − 3,
∑
RS(n)
r nr = ex(N), and
∑
RS(n)
r2 nr = n2.
Proof. The ﬁrst two identities are obvious. The third reformulates Eq. (6). 
Theorem 4.2. Suppose N ∈ Had(n) is 3-normalized, with n> 12. Then ex(N)∗n, where
∗n :=
¯n(n − 3)
2
+ (n − 4)(n − 12)
2¯n
, (20)
and
¯n :=
⎧⎨
⎩
8
⌈
n
8
√
n−3
⌉
− 4 if n ≡ 0 (mod 8),
8
⌈
n
8
√
n−3 − 12
⌉
if n ≡ 4 (mod 8),
where 
x denotes the smallest integer not less than x. Equality holds in (20) iff the last n − 3 row sums of N take the
values ¯n ± 4 only.
Proof. We adapt a technique appearing in Kounias and Farmakis [16] by considering the following function F of
 ∈ RS(n):
F() :=
∑
RS(n)
nr (− r)(+ 8 − r). (21)
Crucially, F()0 because the nr are all non-negative, while ( − r) and ( + 8 − r) necessarily give consecutive
integer multiples of 8, and hence a non-negative product.
On the other hand, F() expands as
F() = (+ 8)
∑
nr − (2+ 8)
∑
r nr +
∑
r2nr ,
and we can evaluate all three sums explicitly using Observation 4.1. After careful simpliﬁcation, we may then rewrite
F()0 as
ex(N)Gn() := (+ 4)(n − 3)2 +
(n − 4)(n − 12)
2(+ 4) . (22)
Note too, for later use, that equality obtains here iff F() = 0.
To extract the strongest possible result from (22), we now minimize Gn() over RS(n). Here, the assumption n> 12
comes into play; one easily sees that in this case Gn is concave up, hence attains its minimum on RS(n) at the smallest
 ∈ RS(n) for which the forward difference Gn(+ 8) − Gn() is non-negative. Accordingly, we compute
Gn(+ 8) − Gn() = 4 (+ 8)
2(n − 3) − n2
(+ 4)(+ 12) ,
and observe that the denominator here is positive for all  ∈ RS(n). This makes non-negativity of the forward difference
on RS(n) equivalent to
 n√
n − 3 − 8.
Since RS(n) depends on the residue class of n mod 8, so does the minimal solution min ∈ RS(n) for this inequality,
but a little thought shows that we can express it in the following way:
min =
⎧⎨
⎩
8
⌈
n
8
√
n−3
⌉
− 8 if n ≡ 0 (mod 8)
8
⌈
n
8
√
n−3 − 12
⌉
− 4 if n ≡ 4 (mod 8).
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By evaluating (22) with  = min and then substituting ¯n := min + 4, we now obtain (20), the main result of our
theorem.
It remains to analyze the condition for equality there. According to the remark immediately following (22), this
condition corresponds to F(min) = 0, and by (21), the latter will happen if and only if we have
nr(min − r)(min + 8 − r) = 0 for all r ∈ RS(n).
The factor (min − r)(min + 8− r) here vanishes when and only when r =min or r =min + 8, or equivalently, when
r = ¯n ± 4. Equality in (20) consequently forces nr = 0 for all other r ∈ RS(n), exactly as claimed. 
Remark 4.3. According to Proposition 2.8, the excess of a 3-normalized matrix N ∈ Had(n) always has certain
congruence properties. The bound ∗n in Theorem 4.2, however, may not have these properties, and in such cases, we
cannot achieve ex(N) = ∗n. This occurs for the ﬁrst time when n = 80. Then ¯n = 12 and ∗n = 67713 . By Proposition
2.8, however, the excess of any actual 3-normalized N ∈ Had(80) must be divisible by 16. Since the largest multiple
of 16 below ∗80 is 672, the latter provides a sharper upper bound for ex(N). We know no 3-normalized N ∈ Had(80)
with excess above 624, but if there exists N ∈ Had(80) with n0 = 1, n8 = 68 and n16 = 8, it will attain the sharper
bound 672.
More generally, our bound can be sharpened when this situation arises. The precise formulation, using x to denote
the integer part of x is as follows:
ex(N)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
8
⌊
∗n
8 − 12
⌋
+ 4 if n ≡ 4 (mod 8),
16
⌊
∗n
16 − 12
⌋
+ 8 if n ≡ 8 (mod 16),
16
⌊
∗n
16
⌋
if n ≡ 0 (mod 16).
We should emphasize that even this sharpened bound may not be attained for all n. Indeed, it remains unknown whether
Had(n) is non-empty for all n ≡ 0 (mod 4).
4.3. Comparison of bounds
Given the n3/2 bound on maximal excess, (19) certainly holds whenever ex(N) + n>n3/2. We now show that the
value of ∗n given by Theorem 4.2 presents no obstruction to the existence of 3-normalized N ∈ Had(n) satisfying this
estimate, except in the very lowest dimensions.
Proposition 4.4. For all n> 12 we have√
(n − 3)(n − 4)(n − 12)∗nn
√
n − 3, (23)
so that ∗n = n3/2 − O(
√
n ), and (∗n + n) − n3/2 ∼ n as n → ∞ in the sense that
lim
n→∞
(∗n + n) − n3/2
n
= 1. (24)
In fact, for all n88, we have ∗n + n>n3/2.
Proof. It is clear from the deﬁnition of ∗n (and the fact that ¯n > 0) that we can bound ∗n from below by the minimum
of the function
Gn(x) = (n − 3)x2 +
(n − 4)(n − 12)
2x
, x ∈ (0,∞). (25)
When n> 12, the function is concave up, with one critical point on (0,∞). Computing the minimum on this interval,
we easily get the lower bound in (23).
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To get the upper bound ∗n <n
√
n − 3, note that the deﬁnition of ¯n also implies
n√
n − 3 + 4 ¯n
n√
n − 3 − 4.
If we restrict x to this interval, the maximum of Gn(x) must occur at an endpoint, and an easy calculation shows that
Gn(x) = n
√
n − 3 at both endpoints.
The asymptotic result ∗n = n3/2 − O(
√
n) now follows. In fact, one easily uses the bounds in (23) to compute
−3
2
 lim sup
n→+∞
∗n − n3/2√
n
 lim inf
n→+∞
∗n − n3/2√
n
 − 19
2
.
These facts make (24) obvious, and imply that ∗n + n>n3/2 for large n. To show it for all n88, it will sufﬁce to do
so with ∗n replaced by the bound in (23), i.e.,√
(n − 3)(n − 4)(n − 12)>n3/2 − n for all n88.
After some routine algebra, one checks a few cases by hand to get the result. 
As mentioned earlier, Kounias and Farmakis bound the maximal excess of an order-n Hadamard by a number
∗n <n3/2 when n is not a perfect square. For n< 88, our bound ∗n + n dips below n3/2, but it still exceeds ∗n in most
cases. Indeed, for all n ≡ 4 (mod 8), we have ∗n +n∗n, with equality only for n= 4 and n= 36. For n ≡ 0 (mod 8),
we have ∗n + n> ∗n for all n> 40.
5. Examples
Theorem 4.2 bounds the excess of a 3-normalized Hadamard matrix from above. By Theorem 3.1 this implies an
upper bound for the determinants we can hope to get using our construction (Section 3). These facts would mean little
if our construction did not yield examples that attain, or at least approach these upper bounds, thereby providing good
lower bounds for the maximal determinant problem.
Our construction does produce numerous examples of this type. In low orders, it generates determinant-maximizing
sign matrices of orders n= 5, 13, and 21. In comparison, the maximal excess method does this for n= 5, 9, and 17, but
not 13 or 21. For n = 45, 53, and 69, our method reproduces the largest known determinants, reported in [21]. Most
signiﬁcantly, we have used it to set new records for n = 49, 65, 73, 77, 89, 93, and 97.
These records were obtained as follows. From any known Hadamard matrix, it is a simple matter to search among
all signed permutations of rows and columns that produce a 3-normalized matrix for one that gives the largest excess.
One can check that the excess of a 3-normalized Hadamard matrix depends on which three rows of the starting matrix
get moved to positions 1, 2, and 3, but not on the relative ordering of these three rows. No more than O(n3) operations
are needed to ﬁnd the optimal matrix in a given equivalence class. The difﬁculty is in ﬁnding a starting matrix that
produces a good optimum. To obtain an adequate supply of initial Hadamards, we combed the literature for matrices
and construction techniques [1,24,23,9,10].
5.1. A table of large determinants
For eachn ≡ 0 (mod 4), 4n100,Table 1 displays the large determinants that result fromour efforts.Additionally,
the table compares our results to those obtained using the maximal excess technique of Farmakis and Kounias, and
indicates the largest known determinant of each order. The actual matrices which attain these determinants are posted
on our website [20].
Notation:
• ∗n and n, respectively, denote the sharpest known upper bound for the maximal excess, and the largest known
excess, among H ∈ Had(n).
• ∗n and n, respectively, denote the sharpest known upper bound for the excess of, and the largest known excess for,
a 3-normalized N ∈ Had(n).
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• n+1 and n+1 abbreviate the largest known determinant det Mn+1, and the Barba bound B(n + 1) (Eq. (1)), by
dividing out large integers:
n+1 :=
det Mn+1
2n · k2k−1 , n+1 :=
B(n + 1)
2n · k2k−1 ,
where k = n/4, and Mn+1 ∈ {±1}n+1×n+1 has largest known determinant.
Notes:
(1) The “Upper bounds” columns. The tabulated values for ∗n all come from [13, Table 2]. Except for n = 80 (see
Remark 4.3), we computed the values for ∗n using Theorem 4.2, and we list n + ∗n instead of just ∗n, to facilitate
the key comparison indicated by (19). In each row, boldface indicates the larger of n + ∗n and ∗n.
(2) The “Best known” columns. A bold entry in either column indicates that the largest known determinant of that order
is produced by applying the corresponding construction to a matrix with the associated excess n or n. When
neither entry is bold, neither method constructs the current record.All values for n come from [13, Table 2] except
for 72 = 580 and 76 = 628, which were reported in [21].
(3) The “n+1” column. Current records which can be constructed by our method are underlined. A bold entry repre-
sents a determinant that achieves a new record, reported for the ﬁrst time here. Values of n+1 corresponding to
determinants known to be best possible are marked with an asterisk.
(4) For n20, either the 3-normalized or maximal excess method (or both) constructs an order n + 1 sign matrix
that achieves the global determinant maximum. Equivalent matrices were all constructed by earlier investigators,
however: see [18,25] for n+1=5, [12] for n+1=9, [22] for n+1=13, [19] for n+1=17, and [8] for n+1=21.
(5) For sizes n + 1 = 25, 29, 33, 37, 41, 57, 61, 85 and 101, neither our method nor that of Farmakis and Kounias
constructs the largest known determinant. In dimensions 25, 41, and 61, matrices coming from block designs
(SBIBDs) attain 100% of Barba’s bound B(n + 1); see [4,22] for n + 1 = 25, [5] for n + 1 = 41, and [6] for
n+ 1= 61. The largest known determinant for n+ 1= 33 was reported in [21]. Jean-Charles Meyrignac found the
record for n+ 1 = 57 [17]. For n+ 1 = 29, 37, 85 and 101, an extension of our construction produces the current
record (see below).
6. Improved results for n + 1 = 29, 37, 85, 101
Table 1 lists values of n+1 in dimensions n + 1 = 29, 37, 85, and 101 even larger than what our construction
produces. It turns out that the corresponding record matrices can be constructed by applying symmetric versions of our
method.
We start these symmetric constructions with a matrix H ∈ Had(n) which we “doubly 3-normalize” as follows. First
select three rows and negate columns as needed so that the component-wise product of these rows is 1n. (If we moved
these rows to the top of the matrix and permuted columns, they would take the form (7).)We then choose three columns
and proceed similarly, our choice of columns being restricted only by the requirement that this process negate none of
the three previously selected rows. If the excess of the resulting matrix has large absolute value, we perform a pair of
rank-1 updates, roughly symmetrizing Step 3 of our construction, and then add a suitable row and column to produce
the record determinants listed in Table 1. The optimal forms of the latter operations depend on the sign of the excess
and the way that the three chosen rows and columns intersect.
For example, when n=62, 102 or 142 we have producedmatricesM of large positive excess by doubly 3-normalizing
with three columns that intersect the three selected rows in +1s only. Negate all nine of these +1s, and similarly,
whenever all three of the selected rows intersect a column, or all three of the selected columns intersect a row, in
+1s only, negate these +1s too, thereby negating a total of 6k − 9 entries, where k = n/4. Now embed this matrix
as the lower-right n × n block of an order-(n + 1) matrix  with ﬁrst row and column both given by (14, 0k−3, 13k).
Computing as in the proof of Theorem 3.1, one then ﬁnds that∣∣∣∣ detdet M
∣∣∣∣= 72 + 92n +
(
1 − 9
2n
)
ex(M)
n
. (26)
The dominant terms here are 72 + ex(M)/n, as compared with the 2+ ex(M)/n produced by Theorem 3.1. The records
listed in Table 1 for n + 1 = 37 and 101 come from this improvement.
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Closely related constructions produce the records listed for n+1=29 and 85. The dominant terms in the determinant
ratios for these constructions are 52 + ex(M)/n and 4 − ex(M)/n, respectively, the latter formula being favorable for
large ex(M)< 0.
Acknowledgements
Our work was greatly facilitated by Hadamard matrices provided by the websites of N.J.A. Sloane, J. Seberry, C.
Koukouvinos, and E. Spence. We gratefully acknowledge them for making these available. We used Mathematica
extensively during this project, and we also thank Indiana University for its support and high-performance computing
facilities. Finally, our work beneﬁtted from Shared University Grants from IBM, Inc. to Indiana University.
References
[1] S.S. Agaian, Hadamard matrices and their applications, Lecture Notes in Mathematics, vol. 1168, Springer, Berlin, 1985.
[2] G. Barba, Intorno al teorema di Hadamard sui determinanti a valore massimo, Giorn. Mat. Battaglini 71 (1933) 70–86.
[3] M.R. Best, The excess of a Hadamard matrix, Indag. Math. 39 (1977) 357–361.
[4] K.N. Bhattacharya, On a new symmetrical balanced incomplete block design, Bull. Calcutta Math. Soc. 36 (1944) 91–96.
[5] W.G. Bridges, M. Hall Jr., J.L. Hayden, Codes and designs, J. Combin. Theory Ser. A 31 (1981) 155–174.
[6] A.E. Brouwer, An inﬁnite series of symmetric designs, Mathematisch Centrum Amsterdam Report ZW 202/83, 1983.
[7] T.A. Brown, J.H. Spencer, Minimization of ±1 matrices under line shifts, Colloq. Math. 23 (1971) 165–171.
[8] T. Chadjipantelis, S. Kounias, C. Moyssiadis, The maximum determinant of 21×21 (+1,−1)-matrices and D-optimal designs, J. Statist. Plann.
Inference 16 (1987) 167–178.
[9] R. Craigen, The craft of weaving matrices, Congr. Numer. 92 (1993) 9–28.
[10] R. Craigen, H. Kharaghani, Weaving Hadamard matrices with maximum excess and classes with small excess, J. Combin. Des. 12 (2004)
233–255.
[12] H. Ehlich, K. Zeller, Binäre Matrizen, Z. Angew. Math. Mech. 42 (1962) T20–T21.
[13] N. Farmakis, S. Kounias, The excess of Hadamard matrices and optimal designs, Discrete Math. 67 (1987) 165–176.
[14] J.M. Goethals, J.J. Seidel, Strongly regular graphs derived from combinatorial designs, Canad. J. Math. 22 (1970) 597–614.
[15] H. Kharaghani, B. Tayfeh-Rezaie, A Hadamard matrix of order 428, J. Combin. Des. 13 (2005) 435–440.
[16] S. Kounias, N. Farmakis, On the excess of Hadamard matrices, Discrete Math. 68 (1988) 59–69.
[17] J.C. Meyrignac, personal communication.
[18] A.M. Mood, On Hotelling’s weighing problem, Ann. Math. Statist. 17 (1946) 432–446.
[19] C. Moyssiadis, S. Kounias, The exact D-optimal ﬁrst order saturated design with 17 observations, J. Statist. Plann. Inference 7 (1982) 13–27.
[20] W.P. Orrick, B. Solomon, The Hadamard Maximal Determinant Problem (website), 〈http://www.indiana.edu/∼maxdet〉.
[21] W.P. Orrick, B. Solomon, R. Dowdeswell, W.D. Smith, New lower bounds for the maximal determinant problem, arXiv preprint
math.CO/0304410.
[22] D. Raghavarao, Some optimum weighing designs, Ann. Math. Statist. 30 (1959) 295–303.
[23] J. Seberry, 〈http://www.uow.edu.au/∼jennie/〉.
[24] J. Seberry, M. Yamada, Hadamard matrices, sequences, and block designs, in: Contemporary Design Theory, Wiley-Interscience Series in
Discrete Mathematics and Optimization, Wiley, NewYork, 1992, pp. 431–560.
[25] J. Williamson, Determinants whose elements are 0 and 1, Amer. Math. Monthly 53 (1946) 427–434.
