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DISTRIBUTED FUNCTION ESTIMATION: ADAPTATION
USING MINIMAL COMMUNICATION
By Botond Szabo´∗,†, and Harry van Zanten∗
Leiden University and Vrije Universiteit Amsterdam
We investigate whether in a distributed setting, adaptive estima-
tion of a smooth function at the optimal rate is possible under mini-
mal communication. It turns out that the answer depends on the risk
considered and on the number of servers over which the procedure
is distributed. We show that for the L∞-risk, adaptively obtaining
optimal rates under minimal communication is not possible. For the
L2-risk, it is possible over a range of regularities that depends on the
relation between the number of local servers and the total sample
size.
1. Introduction. Distributed methods have attracted a lot of atten-
tion in the statistics and machine learning communities recently. There
are several reasons for this, the most prominent ones being that they pro-
vide a way of dealing with large datasets and with privacy considerations.
The theoretical literature on distributed methods is still rather minimal at
the moment. A number of papers have recently investigated fundamental
performance limits in distributed models, in particular pointing out issues
that occur in high-dimensional or nonparametric problems, see for instance
[1, 2, 4, 8, 16, 17, 21, 24, 27]. For example, optimal rates in distributed
function estimation depend on the amount of communication that is al-
lowed, and the relation of that amount with the regularity of the unknown
function. The lower bounds obtained in [25] and [28] and the subsequent
adaptation results in [25] show that in particular, automatically adapting to
the smoothness of the unknown function is a complicated issue in commu-
nication restricted distributed settings. In the present paper we study this
problem from a different, we think relevant and interesting perspective, not
restricting communication a priori, but asking for rate-optimal procedures
that require minimal communication.
In distributed estimation problems it is of interest to achieve high esti-
mation accuracy, while at the same time limiting communication between
servers, or cores, since this may give rise to undesirable time loss, costs, or
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congestion. In this paper we investigate this problem for a basic distributed
architecture, where we havem local servers over which the data is distributed
and that each carry out a statistical procedure using their local data, inde-
pendently of each other. They communicate their result to a central server
that performs some aggregation and produces a final estimate of the quan-
tity of interest. The two goals of high accuracy and little communication are
conflicting in this setting. It is intuitively clear that to achieve high accuracy
it is beneficial to have a lot of data in one server, which is only possible if
the total number of local severs m is small, which we will not assume, or the
local servers are allowed to communicate a lot of information to the central
server, which we will consider to be undesirable.
The problem becomes most interesting if the unknown object is high-,
or infinite-dimensional. To be specific, we will consider a distributed signal
estimation problem in which the goal is to estimate a function f ∈ L2[0, 1]
with (Besov) regularity s > 0. (A precise description of the model is given
in Section 2.) The best accuracy that can be achieved with respect to the
L2-norm can be described by minimax lower bounds. In the classical, non-
distributed setting the minimax lower bound over Besov balls of regularity s
is known to be of the order n−s/(1+2s), where n is the sample size, or signal-
to-noise ratio (e.g. [12]). Recently established lower bounds for distributed
nonparametric methods under communication constraints (see [25], [28], and
Section 2 ahead) show that this optimal rate can also be achieved by dis-
tributed methods, but only if each local machine is allowed to communicate
at least order n1/(1+2s) bits of information to the central machine. This is
what the authors of [28] call the sufficient regime.
A distributed strategy that achieves the rate n−s/(1+2s) under the re-
striction that the local machines communicate at most the minimal order
n1/(1+2s) bits is easily constructed (see Theorem 2.2). However, this sim-
ple strategy uses knowledge of the regularity s of the unknown signal. The
real interesting question is whether this can be done adaptively, without
knowing s. This greatly complicates the problem, since we do not only want
adaptation to smoothness of the estimator, but we also require that the lo-
cal machines determine the maximally allowed number of bits in a purely
data-driven manner.
It turns out that whether or not this is possible for the L2-risk depends on
the relation between the number of machines m and the total sample size,
or signal-to-noise ratio n. We prove that if m = np for some p ∈ (0, 1/2),
then:
• There exists a distributed estimator that is adaptive over any range of
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regularities [s1, s2] such that
0 < s1 < s2 <
1
4p
− 1
2
,
achieving the optimal rate and transmitting the minimal amount of
bits.
• If
s2 > s1 >
1
4p
− 1
2
however, then there exists no distributed procedure that achieves the
optimal rate for every signal f with regularity in {s1, s2}, while trans-
mitting the minimal amount of bits.
Stated differently, when considering L2-risk, adaptively achieving the opti-
mal rate using minimal communication over a range of regularities [s1, s2] is
possible if and only if
(2 + 4s2) logm < log n.
This shows that it is problematic if either the number of machines is too
large, or the range of regularities to which adaptation is required is too large.
The adaptive, minimal communication procedure that we propose in the
first case implicitly exploits the fact that for the L2-risk, there is a difference
between lower bounds for estimation and testing, see for instance [12, 15].
Indeed, we employ the testing result of [9] to extract sufficient information
about the regularity of the unknown signal in the local servers, which we
then use in the subsequent estimation procedure. This approach depends
crucially on the fact that we consider the L2-risk. For the L∞-risk there is
no difference between testing and estimation rates and this approach breaks
down. In fact we prove that for the L∞-norm, adaptive estimation at the
optimal rate under minimal communication is never possible!
The impossibility results all derive from the fact that in the local servers,
sample size is too small to extract sufficient information about the regularity
of a general signal. This suggests that if we restrict to a class of “nice” signals
for which we do have access to such smoothness information from limited
data, we should be able to obtain optimal rates and minimal communication
adaptively. We prove that this is indeed the case if we consider the class of
self-similar functions, first introduced in [5] in the context of nonparametric
confidence regions, where closely related issues occur. See also for instance
[6, 7, 13, 20, 22, 23].
The remainder of the paper is organized as follows. In the next section we
first present the minimax lower bounds under communication restrictions
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that show that if we want to attain the optimal rate n−s/(1+2s) for estimat-
ing s-smooth functions in the distributed setting, we need to transmit at
least order n1/(1+2s) bits from the local machines to the central one. For
completeness we show that it is easy to obtain the optimal rate under min-
imal communication if s is known. We also prove that if it is assumed that
s belong to some known range (s0, smax), then adaptation to smoothness
over that range is possible while transmitting order n1/(1+2s0) bits. After
this we present our main results. Theorems 2.4 and 2.5 and Corollary 2.6
assert that whether simultaneous adaptation over a range of regularities and
minimal communication is possible for the L2 risk, depends on the relation
between the range of regularities and the number of local machines. Theo-
rem 2.7 shows that simultaneous adaptation and minimal communication is
not possible when L∞ risk is considered. Finally, Theorem 2.8 asserts that
it is possible under a self-similarity assumption. Proofs and auxiliary results
are deferred to Section 3–5 and the appendices.
1.1. Notations. For two positive sequences an, bn we use the notation
an . bn if there exists an universal positive constant C such that an ≤
Cbn. Along the lines an ≍ bn denotes that an . bn and bn . an hold
simultaneously. In the proofs we use the notation C and c for universal
constants which value can differ from line to line and denote by #S or |S|
the cardinality of the finite set S. Furthermore, let l(Y ) denote the length
of a binary string Y , and log x denote the logarithm with base 2, i.e. log2 x.
2. Main results. In our analysis we work with the distributed Gaus-
sian white noise model also considered for instance in [24], [28], and which
can be seen as an idealized version of the nonparametric regression model.
Our results can in principle be derived in the regression context as well, sim-
ilar as we did in [25]. However, since the additional technical issues would
seriously lengthen the already long paper and would add no fundamental
insight, we formulate everything in the signal in white noise setting in this
paper.
We assume that we have m machines and in the ith machine we observe
the random function X
(i)
t given by the stochastic differential equation
dX
(i)
t = f0(t)dt+
√
m
n
dW
(i)
t , t ∈ [0, 1], i = 1, 2, ...,m,(2.1)
where W (1), ...,W (m) are independent standard Wiener processes and f0
is the unknown function of interest. It is common to assume that the un-
known true function f0 belongs to some regularity class. We work in our
ADAPTATION WITH MINIMAL COMMUNICATION 5
analysis with Besov smoothness classes, more specifically we assume that
f0 ∈ Bs2,∞(L) or f0 ∈ Bs∞,∞(L), see Appendix B for a rigorous introduction
of these smoothness classes. The first class is of Sobolev type, while the
second one is Ho¨lder type.
Parallel to each other, the local machines carry out a local statistical
procedure and transmit the results to the central machine, which provides
the final inference about the functional parameter of interest f0 by some-
how aggregating the local outcomes. There are however constraints on the
communication between the local and global machines. Local machine i is
allowed to send at most B(i) bits (on average) to the central machine. The
central machine will then collect the transmitted bits from the local com-
puters and combine them to a global, aggregated answer. More formally, for
a target function class F , we write fˆ ∈ Fdist(B(1), ..., B(m);F) if fˆn is a mea-
surable function of messages of length Bˆ(i) sent from the local machines and
for every f0 ∈ F it holds that Ef0Bˆ(i) ≤ B(i) for every i. For simplicity, we
will focus on the case B(1) = · · · = B(m) that the communication restriction
is the same for every local machine.
2.1. Distributed minimax rates. As a first step we give lower bounds for
the minimax risk for the L2-norm. We assume that in each local machine
we have the same communication budget, i.e. B(1) = ... = B(m) = B. Then
the corresponding minimax L2 estimation rates are the following, see also
[25, 28].
Theorem 2.1. Let s, L > 0.
• If B ≥ n1/(1+2s)/ logm:
inf
fˆ∈Fdist(B,...,B;Bs2,∞(L))
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 & n−
2s
1+2s .
• If (n log(n)/m2+2s)1/(1+2s) ≤ B ≤ n1/(1+2s)/ logm:
inf
fˆ∈Fdist(B,...,B;Bs2,∞(L))
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 &
( B log n
n1/(1+2s)
)− s
1+s
n−
2s
1+2s .
• If B ≤ (n log(n)/m2+2s)1/(1+2s):
inf
fˆ∈Fdist(B,...,B)
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 &
( n
m log n
)− 2s
1+2s
.
Proof. See Section A.1
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The result shows that it is indeed only possible to obtain the optimal rate
n−s/(1+2s) over Besov balls of regularity s if, up to a logarithmic factor, every
machine is allowed to transmit order n1/(1+2s) bits to the central machine.
The following theorem shows that this result is indeed sharp (up to log-
factors), i.e. if order n1/(1+2s) bits are allowed, then the optimal rate can
indeed be achieved with some procedure. In fact, the theorem considers the
first two cases of the preceding one, i.e. (n log(n)/m2+2s)1/(1+2s) ≤ B. The
third case is not interesting since in that case distributed methods do not
perform better than any standard technique applied on a single, local server.
Theorem 2.2. Let s, L > 0, m ≤ n. Then there exists a distributed
estimator fˆ ∈ Fdist(B, . . . , B;Bs2,∞(L)) satisfying:
• for B ≥ n1/(1+2s)/ log n:
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 . n−
2s
1+2s ∨ (B/ log n)−2s,
• for (n log(n)/m2+2s)1/(1+2s) ∨ log n ≤ B ≤ n1/(1+2s)/ log n:
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 . Mn
(n1/(1+2s)
B log n
) 2s
2+2s
n−
2s
1+2s ,
with Mn = (log n)
2s.
Proof. See Section A.2
One can also derive similar matching lower and upper bounds for the
L∞-norm for f0 ∈ Bs∞,∞(L) in case of the Gaussian white noise model, as
in [25] where the nonparametric regression model was considered. Since our
focus in this paper is not on deriving minimax rates, we have deferred this
result to Section A.3 in the appendix.
2.2. Simultaneous adaptation to smoothness and minimal communication.
In view of the preceding two theorems we can conclude that when the goal
is to estimate s-smooth functions at the rate n−s/(1+2s), the optimal, min-
imal number of transmitted bits is n1/(1+2s) (up to a logarithmic factor).
Transmitting less bits will result in (polynomially) sub-optimal convergence
rate for any distributed method, while by transmitting at least the opti-
mal amount of bits one can construct distributed estimators reaching the
convergence rate of non-distributed techniques.
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2.2.1. Adaptation in L2. The procedure fˆ exhibited in (the proof of)
Theorem 2.2 has the desirable property that if f0 ∈ Bs2,∞(L), then, up to
log-factors, using the minimal communication it achieves the optimal rate
n−s/(1+2s). This procedure is, however, not adaptive: it uses the knowledge of
the regularity level s of the unknown function. In this section we investigate
the more relevant question under which conditions can we simultaneously
achieve the optimal convergence rate and minimal communication without
using any information about the smoothness of the truth.
If we are willing to assume that the true regularity is at least s ≥ s0 for
some known s0 > 0 and are in addition willing to allow order n
1/(1+2s0) bits
to be communicated between the local and the central machines, then it is
straightforward to achieve adaptation to smoothness.
Proposition 2.3. Let smax > s0 > 0, L > 0, m ≤ n, and
B0 = n
1/(1+2s0) log n. Then there exists a distributed estimator fˆ ∈
Fdist(B0, . . . , B0;Bs2,∞(L)) for all s ∈ [s0, smax] satisfying that
sup
s∈[s0,smax]
sup
f0∈Bs2,∞(L)
n
2s
1+2sEf0‖fˆ − f0‖22 = O(1).
Proof. See Section 3.1
The problem with the above method is that it always transmits a multi-
ple of n1/1+2s0 log n bits, which can be substantially more than the optimal
n1/(1+2s) if the true smoothness s happens to be larger than the assumed
lower bound s0. The question naturally arises: is it possible to achieve adap-
tation to smoothness while at the same time automatically transmitting the
minimal amount of bits?
We show that in case of the L2-norm one can only adapt up to a limited
range of smoothness levels (depending on the number of local machines),
and beyond that one will achieve sub-optimal rates (where the rate is sub-
optimal by a polynomial factor).
Theorem 2.4. Suppose that m = np for some p ∈ (0, 1/2). Then for
any regularity parameters s2 > s1 > 1/(4p) − 1/2 there does not exist a
distributed method which adapts to the number of transmitted bits and at
the same time achieves the minimax risk as well, i.e. it is not possible to
simultaneously obtain a distributed method with Bˆ(i) ≤ n1/(1+2s1)+ε1 log n
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and for l = 1, 2 that
sup
i∈{1,...,m}
sup
f0∈Bsl2,∞(L)
E
(i)
f0
Bˆ(i) . n
1
1+2sl
+ε1 and(2.2)
sup
f0∈Bsl2,∞(L)
Ef0‖fˆ − f0‖22 . n−
2sl
1+2sl
+ε2 ,(2.3)
for some small enough constants ε1, ε2 > 0 depending only on s1, s2 and p.
Proof. See Section 3.2.
The above theorem tells us that considering even just two regularity
classes (with regularities above some threshold level) there doesn’t exist any
distributed method, which transmits the optimal amount of bits multiplied
by some (small) polynomial factor and reaches the minimax rate in both
smoothness classes up to a (small) polynomial factor. The above negative
results deliver a strong message, as the question of non-existence can not
be resolved by allowing extra logarithmic factors, but is on the polynomial
level.
The phenomenon behind the negative result is that in case of many local
machines (large m) it is getting more difficult to test locally between the
regularity classes (as the local “sample size” decreases in m) and also the
“local regularity” of the function which one can judge at noise level m/n
might be completely different than the “global regularity” of the truth which
can be judged at a smaller noise level 1/n.
Although full adaptation is not possible, it turns out that on a limited
range of regularity levels it is possible to construct adaptive methods. Below
we derive the complement of the preceding result and show that for regu-
larities below the threshold 1/(4p) − 1/2 we can adapt to smoothness and
transmit the minimal number of bits at the same time.
Theorem 2.5. For arbitrary 0 < s1 < s2 ≤ 1/(4p) − 1/2 and m ≥
5 log n there exists a distributed estimator fˆ with number of transmitted bits
(Bˆ(1), ..., Bˆ(m)), such that Bˆ(i) ≤ n
1
1+2s1 log n, i = 1, ...,m, and for all s ∈
{s1, s2}
max
i∈{1,...,m}
sup
f0∈Bs2,∞(L)
E
(i)
f0
Bˆ(i) . C2n
1
1+2s log n and
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 . n−
2s
1+2s .
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Proof. See Section 3.3.
The proposed procedure has two stages. First we “estimate” the smooth-
ness of the underlying functional parameter of interest in every local machine
parallel to each other and based on that transmit the right amount of infor-
mation to the central machine. In the second stage we aggregate the locally
transmitted information and provide a “global” adaptive estimator. The dif-
ficulty, as also discussed above, arises from the higher noise level in the local
problems which results in less accurate tests between the smoothness classes.
The existence of an estimator which can achieve adaptation (in a limited
range of smoothness classes) is a consequence of the difference between the
nonparametric testing and estimation rates in the case of the L2-norm, see
for instance [12, 15]. Since one can test between smoothness classes with a
faster rate than the corresponding estimation rate, it can compensate (up
to some extent) for the higher local noise level m/n.
The preceding result can be extended to a scale of smoothness classes as
well.
Corollary 2.6. Assume that m = np for some 0 < p ≤ 1/2, then
for arbitrary 0 < s1 < s2 < 1/(4p) − 1/2 and m ≥ 5 log n there exists
a distributed estimator fˆ transmitting Bˆ(i) bits in the local machines i =
1, ...,m satisfying that Bˆ(i) ≤ n
1
1+2s1 log n and
max
i=1,...,m
sup
s∈[s1,s2]
sup
f0∈Bs2,∞(L)
E
(i)
f0
Bˆ(i)
n1/(1+2s) log n
. 1 and
sup
s∈[s1,s2]
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22
n−2s/(1+2s)
. 1.
Proof. See Section 4.
The idea of the proof of this corollary is to introduce a grid of regularities
in the interval [s1, s2] and test between which two grid points the true reg-
ularity lies. Then one can apply the distributed method introduced in the
proof of Theorem 2.5 to derive the stated results.
2.2.2. Adaptation in L∞. Next we deal with the L∞-norm case. Here we
show that in contrast to the L2-case, adaptation is not possible even on a
limited range of smoothness classes. The reason behind it is that in this case
the minimax testing and estimation rates are the same and hence there is
no room left to compensate for the higher local noise level.
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Theorem 2.7. Take any 0 < s1 < s2 and assume that m = n
p, with p ∈
(0, 1/2). Then there does not exist a distributed estimator fˆ with transmitted
bits Bˆ(i) ≤ n
1
1+2s1
+ε1 , i = 1, ...,m, satisfying that for ℓ = 1, 2
max
i=1,...,m
sup
f0∈Bsℓ∞,∞(L)
E
(i)
f0
Bˆ(i) . n
1
1+2sℓ
+ε1 , and(2.4)
sup
f0∈Bsℓ∞,∞(L)
Ef0‖fˆ − f0‖∞ . (n/ log n)
− sℓ
1+2sℓ
+ε2 ,(2.5)
for some sufficiently small ε1, ε2 > 0.
Proof. See Section 4.1
Next we introduce some additional restriction on the true function of in-
terest under which adaptation is possible in the distributed setting. To do so
we consider the so-called self-similarity assumption, where loosely speaking
we assume that the true function has similar smoothness at every resolu-
tion level. This will allow us to estimate the regularity s of the functional
parameter of interest and therefore transmit the right amount of bits from
the local machines to the central one.
We first introduce necessary notation. Let ψjk be the wavelet basis func-
tions described in Appendix B. For f ∈ L2[0, 1] and natural numbers j1 ≤ j2
we define
f[j1,j2] =
j2∑
j=j1
2j∑
k=1
fjkψjk.
Then following [5] we say that the function f ∈ Bs∞,∞(L) belongs to the
self-similar class Ss∞(L, ε, j0, ρ) if,
‖f[j,ρj]‖Bs∞,∞ ≥ εL, for j ≥ j0 and ρ > 1.(2.6)
The self-similarity property was introduced (amongst other places) in the
context of adaptive confidence bands. It was shown that under self-similarity
one can construct adaptive L∞ confidence bands whose size also adapts to
the level of regularity, see for instance [5, 13, 19]. The underlying idea is the
same as here. Under this assumption one can provide a consistent estimator
for the smoothness and based on that construct the band corresponding the
function class.
The following theorem shows that under the self-similarity assumption
there exists a distributed method which adapts to regularity and at the
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same time transmits the minimal amount of bits (again up to logarithmic
factors).
Theorem 2.8. Consider the distributed Gaussian white noise model
with m ≤ nδ, for some δ ∈ (0, 1) and assume that f0 ∈ Bs∞,∞(L) for
some s ∈ [s1, s2] (where 0 < s1 < s2 are arbitrary). Then there ex-
ists a distributed method such that the number of transmitted bits satisfies
Bˆ(i) ≤ (n/ log n)1/(1+2s1) log n and
max
i∈{1,...,m}
sup
s∈[s1,s2]
sup
f0∈Ss∞(L,ε,j0,ρ)
E
(i)
f0
Bˆ(i)
n
1
1+2s (log n)
2s
1+2s
. 1 and
sup
s∈[s1,s2]
sup
f0∈Ss∞(L,ε,j0,ρ)
Ef0‖fˆ − f0‖∞
(n/ log n)−
s
1+2s
. 1.
Proof. See Section 4.2
3. Proofs for the adaptation results. In the proofs we will work with
the wavelet decomposition of the functional parameter f0. In our analysis
we consider the Daubechie wavelets ψjk(t) for j = 0, 1, ..., k = 1, ..., 2
j ,
t ∈ [0, 1] and denote by f0,jk =
∫ 1
0 ψjk(t)f0(t)dt the corresponding wavelet
coefficients. In Section B we have collected a few properties of Daubechie
wavelets which we will apply throughout the proofs.
We note that following from the orthonormality of the Daubechie wavelets
we have that the Gaussian white noise model can be written in the sequence
representation
X
(i)
jk = f0,jk +
√
m
n
Z
(i)
jk , j = 0, 1, 2, ...; k = 1, ..., 2
j ; i = 1, ...,m,(3.1)
where X
(i)
jk , j = 0, 1, ..., k = 1, ..., 2
j are the noisy observations X
(i)
jk =∫ 1
0 ψjk(t)dX
(i)(t) and Z
(i)
jk are iid standard normal random variables.
3.1. Proof of Proposition 2.3. Consider the sequence representation of
the distributed Gaussian white noise model, see (3.1) using at least smax
regular Daubechie wavelets. Then by transmitting n1/(1+2s0) log n bits (the
first n1/(1+2s0) elements of the sequence representation of the model up to the
first 0.5 log n digits in the binary representation of the number, see Algorithm
1) to the central machine and averaging the transmitted local data we arrive
to the global sequence model
Yjk = f0,jk +
√
1
n
Zjk + εjk, j = 0, ..., ⌊ log n
1 + 2s0
⌋, k = 1, ..., 2j ,
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where Zjk are iid standard Gaussian random variables and |εjk| ≤ n−1/2 are
random variables representing the error term arising from transmitting only
the first 0.5 log n digits of the observations. These error terms are in fact
negligible. Then using arbitrary adaptation technique (for instance Lepski’s
method [18]) one can construct an estimator fˆ achieving the minimax risk
for every f ∈ Bs2,∞(L), s0 ≤ s ≤ smax.
3.2. Proof of Theorem 2.4. We argue by contradiction. We assume that
the inequalities (2.2) and (2.3) hold. Then we construct a finite but large
enough set F0 ⊂ Bs12,∞(L) such that there does not exist a consistent test
between the elements of the set and the zero function, which clearly belongs
to the smoother class Bs22,∞(L). Using this non-existence result we arrive to
contradiction with our assumptions.
As a first step we construct the set F0. Let us introduce the following
notations
δ˜n = δ¯n ∧ (n/m)−
1+2s1
1/2+2s1 n−ε3 , with(3.2)
δ¯n = min
{ m
n logm
,
1
n[δ¯
1/(1+2s1)
n βn ∧ 1] logm
}
,
βn = (Γn ∨ nε1−
(s1+1/4)ε3
1+2s1 n
1
1+2s1 ) log n and Γn = n
1/2
1+2s1
+
1/2
1+2s2
+ε1 ,
and constants ε3 ∈ (0, p(1+2s1)−1/21/2+2s1 ), where p(1 + 2s1) − 1/2 > 0 follows
from the assumption s1 > 1/(4p) − 1/2, and ε1 ∈
(
0, s2−s1(1+2s1)(1+2s2) ∧
(s1+1/4)ε3
1+2s1
)
. Note that βn ≤ n
1
1+2s1
−ε4 log n, with ε4 = ( s2−s1(1+2s1)(1+2s2) −
ε1) ∧
( (s1+1/4)ε3
1+2s1
− ε1
)
> 0. In view of the definition of δ¯n this implies that
δ¯n ≥ nε4
1+2s1
2+2s1 /(n log n)≫ n−1+ε4/2.
Furthermore,
(n/m)
− 1+2s1
1/2+2s1 n−ε3 = n−(1−p)
1+2s1
1/2+2s1
−ε3 = n−1n
p(1+2s1)−1/2
1/2+2s1
−ε3 .
Therefore we can conclude that for large enough n
δ˜n ≥ n−1+ε5 with ε5 = (ε4/2) ∧
(p(1 + 2s1)− 1/2
1/2 + 2s1
− ε3
)
> 0.(3.3)
The elements f ∈ F0 are then defined with the wavelet coefficients as
fjk =
{
βk δ˜
1/2
n , if j = jn := ⌊ log δ˜
−1
n
1+2s1
⌋, k = 1, ..., 2jn ,
0, else,
(3.4)
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where βk ∈ {−1, 1}. It is easy to check that F0 ⊂ Bs12,∞(1) and besides, for
every f ∈ F0, in view of the definition of δ˜n,
‖0− f‖22 =
∞∑
j=0
2j∑
k=1
f2jk = 2
jn δ˜n ≤ δ˜
2s1
1+2s1
n = o
(
(n/m)
− 2s1
1/2+2s1
)
.
Next we take the average likelihood ratio over the class F0
Z =
1
|F0|
∑
f∈F0
dP
(i)
f
dP
(i)
0
, where |F0| = 2jn .
In view of (6.23) of [12]
inf
Ψ(i)
{E(i)0 Ψ(i) +
1
|F0|
∑
f∈F0
E
(i)
f (1−Ψ(i))} ≥ (1− ηn)
(
1−
√
E
(i)
0 (Z − 1)2
ηn
)
,
(3.5)
for every ηn ∈ (0, 1), where the infimum is taken over all local tests in the
local problems. Furthermore one can show by following the steps in the proof
of Theorem 6.2.11 c) on pages 493-494 of [12] (with γ′n/m = c
2
0(n/m)δ˜n and
γn/m = (n/m)δ˜
1/2+2s1
1+2s1
n ≤ n−
1/2+2s1
1+2s1
ε3) that
E
(i)
0 (Z − 1)2 ≤ exp{c′γ2n/m} − 1 . γ2n/m . n−
1+4s1
1+2s1
ε3 .
By choosing ηn = n
− (1/4+s1)ε3
1+2s1 we get that
inf
Ψ(i)
{E(i)0 Ψ(i) +
1
|F0|
∑
f∈F0
E
(i)
f (1−Ψ(i))} ≥ (1− Cηn)2,(3.6)
for some large enough constant C > 0, concluding the proof of the non-
existence of consistent tests between F0 and the zero function.
Next we show that (3.6) contradicts our assumptions. Let us define the
test
Ψ(i) = 1Bˆ(i)≥Γn .
First note that following from Markov’s inequality and assumption (2.2)
E
(i)
0 Ψ
(i) = P
(i)
0 (Bˆ
(i) ≥ Γn) ≤ E(i)0 (Bˆ(i))/Γn ≤ n
1/2
1+2s2
− 1/2
1+2s1 = o(1)
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Therefore in view of (3.6) we have that
1
|F0|
∑
f∈F0
P
(i)
f (Bˆ
(i) < Γn) =
1
|F0|
∑
f∈F0
E
(i)
f (1−Ψ(i))
≥ (1− Cηn)2 − n
1/2
1+2s2
− 1/2
1+2s1 .
As a consequence and in view of assumption Bˆ(i) ≤ Cn
1
1+2s1
+ε1 log n
1
|F0|
∑
f∈F0
E
(i)
f Bˆ
(i) . Γn + n
1
1+2s1
+ε1(log n)(ηn + n
1/2
1+2s2
− 1/2
1+2s1 ) . βn.
This means that the expected number (with respect to the joint distribution
of the variables F and Pf , f ∈ F0) of transmitted bits on the class F0
is bounded from above by a multiple of βn. So the distributed estimator
satisfies assertion (A.7) in the proof of Theorem A.1 with B(i) replaced by
Cβn. Hence in view of the minimax lower bound derived in assertion (A.9)
and the definition of δ˜n (with B
(i) replaced by βn in the definition of δn in
the proof of Theorem A.1)
sup
f0∈F0
Ef0‖fˆ − f0‖22 & δ˜
2s1
1+2s1
n ≫ n−
2s1
1+2s1
+ε2 ,
with ε2 = 2ε5s1/(1+ 2s1), where the last inequality follows from (3.3). This
contradicts assumption (2.3), finishing the proof of our statement.
3.3. Proof of Theorem 2.5. In our proof we work with the equivalent
sequence representation of the model (3.1). As a first step we split the
data in all of the local models i ∈ {1, ...,m} into two subsets X(i,1)jk ,X(i,2)jk
for j = 0, 1, 2, .., k = 1, ..., 2j , such that they are pairwise independent
and their variance is 2m/n (this can be done by adding and substract-
ing Z˜
(i)
jk
iid∼ N(0,m/n) from X(i)jk ). Let us then denote by PX(i,1) and
PX(i,2) the distribution of the first and second subset of observations, re-
spectively, and by PX(i,2)|X(i,1) the conditional distribution of the second
subset given the first. The corresponding expected values are denoted by
EX(i,1) , EX(i,2) , and EX(i,2)|X(i,1) , respectively. Finally let us introduce the
notations Xl = (X
(1,l), ...,X(m,l)), l = 1, 2 and denote by PXl and EXl the
corresponding probability distributions and expected values.
Next note that it was shown in [9] that there exists a consistent composite
test between the classes Bs22,∞(L) and B
s1
2,∞(L) in the local problem using
the first subset of observations X(i,1) if they are at least (n/m)−s1/(1/2+2s1)
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separated. The test proposed in Section 3 of [9] takes the form (in the local
machines using the first subset of observations X(i,1))
Ψ
(i)
n/m = Ψ
(i)
n/m(α, s1, s2) = 1−
∏
0≤l≤⌊ log(n/(2m))
2s1+1/2
⌋
1{T (i)
n/m
(l)≤tn/m(l,s2,α)},(3.7)
where
tn/m(l, s2, α) =
L2
22ls2
+
L
2ls2
τl +
τ2l
4
,
τl = 24
√
z0
α
2
l+
⌊
log(n/(2m))
1/2+2s2
⌋
√
n/(2m)
, for l > 0,
τ0 = 24
√
z0
α
1√
n/(2m)
,
T
(i)
n/m(l) = ‖Πlfˆ
(i)
n/m‖22 −m2l+1/n, for l > 0,
T
(i)
n/m(0) = ‖Π0fˆ
(i)
n/m‖22 − 2mz0/n,
where Πlf denotes the projection of the function f to the resolution level
l, i.e. Πlf =
∑2j
k=1 flkψl,k, see (3.1) and (3.2) of [9], fˆ
(i)
n/m is the wavelet
estimate of f in the ith local machine using observations X(i,1), see the
top of page 6 of [9], and z0 = 1 (since for notational convenience we take
J0 = 0, see Section B, we have z0 = 2
J0 = 1). Let us introduce the notation
Rs1α (L) = {f ∈ Bs12,∞(L) : ‖f −Bs22,∞(L)‖2 ≥ C˜α(n/m)−
s1
1/2+2s1 }.
In view of Lemma 5.4 we have for all α ∈ (0, 1) and 0 < m ≤ n that
sup
f∈Bs22,∞(L)
EX(i,1)Ψ
(i)
n/m + sup
f∈Rs1α (L)
EX(i,1)(1−Ψ(i)n/m) ≤ ce−0.5/
√
α,(3.8)
with C˜α = 24(
2s1L√
1−2−2s1
+ 19)2
s1
1+2s1 /
√
α and c not depending on α, n,m.
Let Mn = n
2s1(1/2−p(1+2s1))
(1+2s1)(1/2+2s1) tending to infinity (where the positivity of the
exponent follows form the assumption s1 < 1/(4p)− 1/2). Then there exists
a consistent test Ψ
(i)
n/m (with α = M
−1
n ) in each local problem between the
hypotheses
H0 : f ∈ Bs22,∞(L) vs H1 : f ∈ Rs1M−1n (L).
Using the test function above, we define the smoothness estimate as
sˆ
(i)
n/m =
{
s2, if Ψ
(i)
n/m = 0,
s1, if Ψ
(i)
n/m = 1.
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In each local model we take the first n
1/(1+2sˆ
(i)
n/m
)
coefficients in the sec-
ond subset of observations in the sequence representation, i.e. X
(i,2)
jk with
2j + k ≤ n1/(1+2sˆ
(i)
n/m
)
. Since these numbers might note have a finite binary
representation we transmit their approximations Y
(i)
jk following Algorithm 1.
Note that in view of Lemma 5.2 (with µ = f0,jk) we have that l(Y
(i)
jk ) ≤ log n
with approximation error |ε(i)jk | = |X
(i,2)
jk − Y
(i)
jk | ≤ n−1/2 on a set E
(i)
jk with
PX(i,2
(
(E(i)jk )c
) ≤ e−c′n, for some c′ > 0. Let us then introduce the notation
E = ∩mi=1 ∩lognj=0 ∩2
j
k=1E(i)jk(3.9)
and note that PX2(Ec) ≤ n2e−c
′n . e−cn, for any 0 < c < c′. Hence the num-
ber of transmitted bits conditioned on the first subsample X(i,1) is bounded
from above by l(Y (i)) ≤ n1/(1+2sˆ
(i)
n/m
)
log n almost surely.
Let us denote by N˜ the median of the values n
1/(1+2sˆ
(i)
n/m
)
, i = 1, ...,m and
sˆ the corresponding regularity estimator. Then we construct our estimator
fˆ as the average of the transmitted observations (for the first N˜ coefficient),
i.e.
fˆn,jk =
{
1
|Mjk|
∑
i∈Mjk Y
(i)
jk , 2
j + k ≤ N˜ ,
0, for 2j + k > N˜,
whereMjk is the collection of local machines satisfying 2
j+k ≤ n1/(1+2sˆ
(i)
n/m
)
,
i.e. the machines from which the local approximations Y
(i)
jk are transmitted.
We show that this procedure achieves the minimax convergence rate and
transmits the optimal amount of bits (up to a logarithmic factor). First note
that Bˆ(i) . n1/(1+2s1) log n follows immediately by construction. Then recall
that the test Ψ
(i)
n/m is consistent, hence
sup
f∈Bs22,∞(L)
PX(i,1)(sˆ
(i)
n/m = s1) ≤ Ce−M
1/2
n /2
and
sup
f∈Bs22,∞(L)
EX(i,1),X(i,2)Bˆ
(i) ≤ sup
f∈Bs22,∞(L)
EX(i,1)n
1/(1+2sˆ
(i)
n/m
)
log n
≤ n1/(1+2s2) log n+ Ce−M1/2n /2n1/(1+2s1) log n
≤ (1 + o(1))n1/(1+2s2) log n,
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verifying that the number of transmitted bits is indeed optimal.
Next we provide optimal upper bounds for the risk. First let us consider
the case f ∈ Bs22,∞(L) ∪ Rs1M−1n (L), where the estimator sˆ
(i)
n/m is consistent,
i.e. sˆ
(i)
n/m = s1 for f ∈ Rs1M−1n (L) and sˆ
(i)
n/m = s2 for f ∈ Bs22,∞(L), with
PX(i,1) -probability at least 1 − ce−M
1/2
n /2. Let us introduce the notation M
for the number of machines in {1, ...,m}, where the sˆ(i)n/m 6= sl, l = 2, 1, for
f ∈ Bs22,∞(L) or f ∈ Rs1M−1n (L), respectively. Note that M has a binomial
distribution with parameters m and p ≤ ce−M1/2n /2. Then by Hoeffding’s
inequality
sup
f∈Rs1
M−1n
(L)
PX1(N˜ 6= n
1
1+2s1 ) + sup
f∈Bs22,∞(L)
PX1(N˜ 6= n
1
1+2s2 )
≤ P (M ≥ m/2) < e−m/5.(3.10)
Then in view of the almost sure inequality N˜ ≤ n1/(1+2s1) we have that
sup
f∈Rs1
M
−1
n
(L)
EX1N˜
−2s1 = n−
2s1
1+2s2 PX1(M ≥ m/2) + n−
2s1
1+2s1 PX1(M < m/2)
(3.11)
≤ (1 + o(1))n−
2s1
1+2s1 ,
sup
f∈Bs22,∞(L)
EX1N˜ = n
1/(1+2s2)PX1(M < m/2) + n
1/(1+2s1)PX1(M ≥ m/2)
≤ n1/(1+2s2) + n1/(1+2s1)e−m/5 ≤ (1 + o(1))n1/(1+2s2),
for m ≥ 5 log n ≥ 10(s2−s1)(2s1+1)(2s2+1) log n.
Then similarly to the proof of Theorem 2.2 (with m replaced by |Mjk|)
we get on the set E (with PX2(Ec) ≤ e−cn), that
fˆn,jk = f0,jk +
1√
n
Zjk + εjk,
with Zjk
iid∼ N(0,√2m/|Mjk|) and |εjk| ≤ n−1/2. Also note that |fˆn,k| ≤ √n,
since |Y (i)jk | ≤
√
n for all i, j, k. Using this reformulation of the estimator and
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the notation j˜n = ⌊log N˜⌋ we get that
sup
f∈Bsl2,∞(L)
EX2|X1‖fˆ − f0‖221E ≤
∑
j≥j˜n
2j∑
k=1
f20,jk +
j˜n∑
j=0
2j∑
k=1
E(
1√
n
Zjk + εjk)
21E
(3.12)
≤
∑
j≥j˜n
2−2jsl sup
j≥j˜n
22jsl
2j∑
k=1
f20,jk +
j˜n∑
j=0
2j∑
k=1
2E(Z2jk)
n
+
2
n
. 2−2jnsl + 2j˜n/n ≍ N˜−2sl + N˜/n,
sup
f∈Bsl2,∞(L)
EX2|X1‖fˆ − f0‖221Ec ≤ PX2(Ec)2j˜n+1(n+ L2) = o(n−1),
for l = 1, 2. Therefore, in view of assertion (3.11)
sup
f∈Bs22,∞(L)
EX1,X2‖fˆ − f0‖22 . sup
f∈Bs22,∞(L)
EX1
(
N˜−2s2 + N˜/n
)
. n−2s2/(1+2s2),
sup
f∈Rs1
M−1n
(L)
EX1,X2‖fˆ − f0‖22 . sup
f∈Rs1
M−1n
(L)
EX1
(
N˜−2s1 + N˜/n
)
. n−2s1/(1+2s1).
It remained to deal with the intermediate set, i.e. f0 ∈ Bs12,∞(L)\Rs1M−1n (L).
Our local estimator sˆ
(i)
n/m will be either s1 or s2, hence for each machine the
amount of transmitted bits is bounded from above by n1/(1+2sˆ
(i)
n ) log n ≤
n1/(1+2s1) log n PX(i,2) -almost surely. Note that the median N˜ also satisfies
almost surely that n1/(1+2s1) ≥ N˜ ≥ n1/(1+2s2). Then, using the notation
f0,j≤j˜n =
∑j˜n
j=0 f0,jkψjk, we get similarly as above, that
EX1,X2‖fˆ − f0,j≤j˜n‖22 ≤ EX1
j˜n∑
j=0
2j∑
k=1
EX2|X1(
1√
n
Zjk + εjk)
2 + o(n−1)
. EX1N˜/n ≤ n−
2s1
1+2s1 .(3.13)
To deal with the bias term let us denote by f˜ ∈ Bs22,∞(L) a function satisfying
‖f0 − f˜‖22 . C˜M−1n (n/m)−2s1/(1/2+2s1), then by recalling that
(n/m)1/(1/2+2s1) = n(1−p)/(1/2+2s1) = n
1/2−p(1+2s1)
(1+2s1)(1/2+2s1)n1/(1+2s1),
ADAPTATION WITH MINIMAL COMMUNICATION 19
we get that
EX1‖f0,j≤j˜n − f0‖22 ≤ EX1
∞∑
j=j˜n
2j∑
k=1
f20,jk
(3.14)
≤ 2EX1
( ∞∑
j=j˜n
2j∑
k=1
(f0,jk − f˜jk)2 + sup
j≥j˜n
(22js2
2j∑
k=1
f˜2jk)
∞∑
j=j˜n
2−2js2
)
. C˜2
M−1n
(n/m)
− 2s1
1/2+2s1 + EX1N˜
−2s2 . n−
2s1
1+2s1 ,
where the last inequality follows from C˜M−1n ≍ n
s1(1/2−p(1+2s1))
(1+2s1)(1/2+2s1) . Then by com-
bining (3.13) and (3.14) we get that EX1,X2‖fˆ − f0‖22 . n−
2s1
1+2s1 , concluding
the proof of the theorem.
4. Proof of Corollary 2.6. We adapt the method and proof of The-
orem 2.5 to the collection of regularity classes s0 ∈ [s1, s2], where s0 de-
notes the regularity of the truth we want to adapt to. Similarly to the
discrete case we divide the data in each machine to two independent sam-
ples X(i,1) and X(i,2). Let Sn denote a 1/ log n-grid of the interval [s1, s2],
i.e. Sn = {s1, s1 + 1/ log n, ..., s2}, and denote by s = s1 + γn/ log n, for
some 0 ≤ γn ≤ ⌈(s2 − s1) log n⌉, γn ∈ N, the lower bound of the 1/ log n-
bin containing s0, i.e. s0 ∈ [s, s + 1/ log n]. We will describe next a testing
procedure for the regularity hyper-parameter s0. Let us compute the test
Ψ
(i)
n/m(M
−1
n,t , t, s) for all t < s, s, t ∈ Sn and take sˆ(i)n/m to be the largest
regularity s for which the null hypothesis was retained for every t < s, i.e.
sˆ
(i)
n/m = max{s ∈ Sn : Ψ
(i)
n/m(M
−1
n,t , t, s) = 0, ∀t < s}.
The aggregated regularity estimator sˆ and the distributed estimator fˆ is
then constructed the same way as in the proof of Theorem 3.3, using the
above defined sˆ
(i)
n/m.
The probability of under smoothing is bounded from above by (γn−1)2 ≤
(s2−s1)2 log2 n times the probability of rejecting the correct null-hypothesis.
Hence in view of assertion (3.8) and the monotone decreasing property of
the function s 7→Mn,s, we get that
P
(
sˆ
(i)
n/m < s
)
. (s2 − s1)2(log n)2e−M
1/2
n,s2
/2 = o(1).
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This implies that for all i ∈ {1, ...,m}
EX(i,1),X(i,2)Bˆ
(i) = EX(i,1)Bˆ
(i) ≤ EX(i,1)n
1
1+2sˆ
(i)
n/m log n
. n
1
1+2s log n+ n
1
1+2s1 e−M
1/2
n,s2
/2 log2 n . n
1
1+2s0 log n
and similarly to assertions (3.10) and (3.11) that
PX1(sˆ < s) = PX1
(
N˜ > n
1
1+2s
) ≤ e−m/5 and
EX1N˜ < n
1
1+2s + n
1
1+2s1 PX1
(
N˜ > n
1
1+2s
)
. n
1
1+2s . n
1
1+2s0 ,(4.1)
for m ≥ 5 log n.
It remaines to show that our procedure adapts to the minimax risk. First
note that in view of assertion (3.13) and (4.1)
sup
f0∈Bs2,∞
EX1
(
EX2|X1‖fˆ − f0,j≤j˜n‖22
) ≤ EX1N˜/n . n− 2s01+2s0 .
Next let jn,s = (1 + 2s)
−1 log n, then for j˜n = ⌊log N˜⌋
EX1(‖f0,j≤j˜n − f0‖22)
(4.2)
=
( ∑
s<s, s∈Sn
+
s∑
s=s
+
∑
s>s, s∈Sn
)
PX1(sˆ = s)EX1
(‖f0,j≤jn,s − f0‖22∣∣sˆ = s)
=
( ∑
s<s, s∈Sn
+
s∑
s=s
+
∑
s>s, s∈Sn
)
PX1(sˆ = s)
∞∑
j=jn,s
2j∑
k=1
f20,jk.
We deal with the three terms on the right hand side separately. In view
of assertion (4.1) and ‖f0‖22 ≤ L2 we have that
∑
s<s
PX1(sˆ = s)
∞∑
j=jn,s
2j∑
k=1
f20,jk ≤ L2e−m/5 . n−
2s0
1+2s0 .
Then it is also easy to see that
PX1(sˆ = s)
∞∑
j=jn,s
2j∑
k=1
f20,jk <
∞∑
j=jn,s
2−2js sup
j≥jn,s
22js
2j∑
k=1
f20,jk
≤ L2n−
2s
1+2s . n
− 2s0
1+2s0 .
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Then for arbitrary s > s, s ∈ Sn, using the notation Rs,sM−1n,s(L) := {f ∈
B
s
2,∞(L) : ‖f −Bs2,∞(L)‖2 ≥ C˜M−1n,s(n/m)
− s
1/2+2s }, we have that
sup
f0∈Rs,s
M−1n,s
(L)
PX(i,1)
(
sˆ
(i)
n/m ≥ s
) ≤ sup
f0∈Rs,s
M−1n,s
(L)
EX(i,1)
(
1−Ψ(i)n/m
(
M−1n,s , s, s
))
. e−M
1/2
n,s /2.
Therefore, by Hoeffding’s inequality,
sup
f0∈Rs,s
M−1n,s
(L)
PX1
(
sˆ ≥ s) ≤ e−m/5,(4.3)
hence by combining the preceding two displays we get that
sup
f0∈Rs,s
M−1n,s
(L)
∞∑
j=jn,s
2j∑
k=1
f20,jkPX1(sˆ = s) ≤ L2e−m/5 = o(n−2s0/(1+2s0)/ log n).
For any f0 ∈ Fs := Bs2,∞(L)\Rs,sM−1n,s(L) there exists an f˜0 ∈ B
s
2,∞(L) such
that ‖f0 − f˜‖2 ≤ C˜M−1n,s(n/m)
− s
1/2+2s . Then similarly to assertion (3.14) we
get that
sup
f0∈Fs
∞∑
j=jn,s
2j∑
k=1
f20,jk ≤ 2 sup
f0∈Fs
( ∞∑
j=jn,s
2j∑
k=1
(f0,jk − f˜0,jk)2 +
∞∑
j=jn,s
2−2js sup
j≥jn,s
22js
2j∑
k=1
f˜20,jk
)
. C˜M−1n,s(n/m)
− 2s
1/2+2s + 2−2jn,ss
. n
− 2s
1+2s + n−
2s
1+2s . n
− 2s0
1+2s0 .
Hence
sup
f0∈Bs2,∞(L)
s2∑
s>s
PX1(sˆ = s)
∞∑
j=jn,s
2j∑
k=1
f20,jk
.
s2∑
s>s
(
PX1(sˆ = s) + o(1/ log n)
)
n
− 2s0
1+2s0 . n
− 2s0
1+2s0 .
22 SZABO´ AND VAN ZANTEN
Combining the upper bounds above we get that
sup
f0∈Bs2,∞(L)
EX1,X2‖fˆ − f0‖22 ≤ 2 sup
f0∈Bs2,∞(L)
(
EX1‖f0,j≤j˜n − f0‖22
+ EX1,X2‖fˆ − f0,j≤j˜n‖22
)
. n
− 2s0
1+2s0 ,
concluding the proof of the corollary.
4.1. Proof of Theorem 2.7. The proof follows the same lines of reasoning
as the proof of Theorem 2.4, here we highlight only the differences.
First of all the set of functions F0 is defined slightly differently. Let us
introduce the notations
δ˜n = δ¯n ∧ (m/n), with(4.4)
δ¯n = min
{ m
n logm
,
1
n[δ¯
1/(1+2s1)
n βn ∧ 1] logm
}
,
βn = (Γn ∨ n
1
1+2s1
−ε1) log n and Γn = n
1/2
1+2s1
+
1/2
1+2s2
+ε1 ,
with ε1 ∈ (0, s2−s1(1+2s1)(1+2s2) ∧
(1−p)/8
1+2s1
). By elementary computations one can
deduce that δ¯n ≥ nε1/2−1 and therefore
δ˜n ≥ n(ε1/2∧p)−1.(4.5)
Next, let us denote byKj the largest set of Daubechies wavelets with disjoint
supports at resolution level j. Note that |Kj | ≥ c02j (for large enough j and
sufficiently small c0 > 0). Then we consider the class of functions
F0 = {fk : k ∈ Kjn}, where fk = δ˜1/2n ψjn,k.(4.6)
Since the functions in F0 have disjoint supports we have
sup
f∈F0
‖0− f‖∞ = sup
k∈Kjn
δ˜1/2n ‖ψjn,k‖∞ . 2jn/2δ˜1/2n
. δ˜s1/(1+2s1)n ≪ (n/m)−s1/(1+2s1),
following from the definition of δ˜n. Hence it is not possible to test between
the zero function and the set F0 in the local servers.
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Using the notation Z for the likelihood ratio introduced in the proof of
Theorem 2.4 we note that in view of the proof of Theorem 6.2.11 b) on page
493 of [12] we have that
E(Z − 1)2 ≤ (eγ¯2n − 1)/|F0|, where γ¯n =
√
δ˜nn/m.
Then the infimum of the tests given in (3.5) is bounded from below by
(1− Cηn)2 for ηn = δ˜1/(4+8s1)n ≤ n−(1−p)/(4+8s1) ≤ n−2ε1 . This leads to
1
|F0|
∑
f∈F0
E
(i)
f Bˆ
(i) . Γn + n
1
1+2s1
+ε1(log n)(ηn + n
1/2
1+2s2
− 1/2
1+2s1 ) . βn.
This means that the expected number (with respect to the joint distri-
bution of the variables F and Pf , f ∈ F0) of transmitted bits on the class
F0 is bounded from above by a multiple of βn. So the distributed estimator
satisfies assertion (A.7) in with B(i) replaced by Cβn. Hence in view of the
minimax lower bound derived in assertion (A.13) (with B(i) replaced by βn
in the definition of δn in the proof of Theorem A.3) and the definition of δ˜n
sup
f0∈F0
Ef0‖fˆ − f0‖∞ & δ˜
s1
1+2s1
n ≫ n−
s1
1+2s1
+ε2 ,
with ε2 = (ε1/2∧p)s1/(1+2s1), where the last inequality followed from (4.5).
This contradicts assumption (2.5), finishing the proof of our statement.
4.2. Proof of Theorem 2.8. First note that in Lemma 5.2 of [5] it was
shown that the smoothness can be consistently estimated under the self-
similarity condition, i.e. there exists an estimator sˆn/m(i) such that for every
i ∈ {1, ...,m} and c > 0 there exists C > 0 satisfying
inf
s∈[s1,s2]
inf
f0∈Ss∞(L,ε,j0)
Pf0(s− C/ log(n/m) ≤ sˆ(i)n/m ≤ s) . (m/n)c.(4.7)
By choosing c = 1/(1 − p) we have (m/n)c = 1/n. Then we propose a
similar estimation method as in Theorem 2.5. First we split the data into
X(i,1) and X(i,2) and use the first sample X(i,1) to construct the estimator
sˆ
(i)
n/m for the smoothness parameter s. Next transmit the approximation
of the first N˜ (i) = (n/ log n)
1/(1+2sˆ
(i)
n/m
)
coefficients (instead of n
1/(1+2sˆ
(i)
n/m
)
as in Theorem 2.5) of the second subset of observations X(i,2), following
Algorithm 1. Then Bˆ(i) ≤ (n/ log n)1/(1+2s1) log n and
EX(i,1),X(i,2)Bˆ
(i) = EX(i,1)Bˆ
(i) = EX(i,1)N˜
(i) log n
≤ (n/ log n) 11+2s log n+ n−1(n/ log n)
1
1+2s1 log n
. n
1
1+2s (log n)
2s
1+2s .
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Besides we also have that the median N˜ of the values N˜ (i) satisfy that
PX1(n
1/(1+2s) ≤ N˜ ≤ C1n1/(1+2s)) ≥ 1− C2e−m/5,(4.8)
for some large enough constants C1, C2 > 0.
Similarly to before let j˜n = ⌊log N˜⌋ and f0,j≤j˜n =
∑
j≤j˜n
∑2j
k=1 f0,jkψjk.
Then using the notation E introduced in (3.9) we get that
‖fˆ − f0‖∞1E ≤ ‖fˆ − f0,j≤j˜n‖∞1E + ‖f0,j≤j˜n − f0‖∞
≤ ‖
∑
j≤j˜n
2j∑
k=1
1
|Mjk|
∑
i∈Mjk
(
√
m
n
Z
(i)
jk + ε
(i)
jk )ψjk‖∞1E +
∞∑
j=j˜n
2j/2 sup
k∈Kj
|f0,jk|
. sup
j≤j˜n
(∣∣∣ 1|Mjk|
∑
i∈Mjk
√
m
n
Z
(i)
jk
∣∣∣+ n−1/2) j˜n∑
j=0
2j/2 +
∞∑
j=j˜n
2j/2 sup
k∈Kj
|f0,jk|
.
√
N˜
n
sup
j∈{1,...,j˜n}
sup
k∈Kj
(|Zj,k|+ 1) + 2−j˜ns
∞∑
j=j˜n
2j(s+1/2) sup
k∈Kj
|f0,jk|,
where Zjk :=
√
n
|Mjk|
∑
i∈Mjk
√
m
n Z
(i)
jk
iid∼ N(0, m|Mjk|), 0 ≤ ε
(i)
jk ≤ 1/
√
n on E .
Therefore in view of (4.8)
EX1,X2‖fˆ − f0‖∞ . EX1
√
N˜
n
log N˜ + EX1N˜
−s + o(n−1)
. (n/ log n)−
s
1+2s + e−m/5 . (n/ log n)−
s
1+2s .
concluding the proof of our statement.
5. Technical lemmas. The first lemma extends sligthly the results
of Shannon’s source coding theorem by allowing also non-prefix codes, see
Lemma 5.1 of [25].
Lemma 5.1. Let Y be a random finite binary string. Its expected length
satisfies the inequality
H(Y ) ≤ 2El(Y ) + 1.
Let us take an arbitrary x ∈ R and write it in a scientific binary repre-
sentation, i.e. |x| =∑log2 |x|k=−∞ bk2k, with bk ∈ {0, 1}, k ∈ Z. Then let us take y
consisting the same digits as x up to the (D log2 n)th digits, for some D > 0,
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after the binary dot (and truncated there), i.e. |y| =∑log2 |x|k=−D log2 n bk2k, un-
less |x| ≥ √n, in which case we set y to zero, see also Algorithm 1, a slightly
modified version of Algorithm 1 from [25]. In the algorithm the function
x 7→ sign(x) is one if x ≥ 0 and zero otherwise.
Algorithm 1 Transmitting a finite-bit approximation of a number
1: procedure TransApprox(x)
2: if |x| ≥ n then
3: Transmit: sign(x), b−⌊D log n⌋+1, ..., b⌊log |x|⌋.
4: Construct: y = (2sign(x)− 1)
∑log |x|
k=−D log n+1 bk2
k.
5: else
6: Transmit: 0.
7: Construct: y = 0.
The next lemma gives an upper bound for the number of transmitted
bits and the accuracy of the procedure described in Algorithm 1. It is a
slightly reformulated version of Lemma 2.3 of [25] to accommodate almost
sure upper bound on the code length.
Lemma 5.2. For X ∼ N(µ, σ2), with |µ| ≤ M and σ ≤ 1 let the ap-
proximation Y of X given in Algorithm 1 and denote by EX the event that
|X| ≤ √n. Then for large enough n,
PX(EcX) = O(e−cn) , |X − Y |1EX < 2n−D, and l(Y ) ≤ (D + 1/2) log n,
for some c > 0.
Proof. It is straightforward to see that the last two inequalities of the
statement hold. To prove the first one note that
PX(EcX) ≤ PX(|X| ≥
√
n) ≤ PX(|X − µ| ≥
√
n−M) . e−cn.
Next we provide an extended version of Lemma 4.2 of [9] with tighter
upper bounds for small ∆ > 0. The main difference in the proof is that
instead of Chebyshev’s inequality we apply a more accurate concentration
inequality, see Lemma 8.1 of [3].
Lemma 5.3. Let ∆ > 0. Then
P
{
∀l : J0 ≤ l ≤ j, |Tn(l)− ‖Πlf‖22| ≥ 4
√
3z0
∆
(2(j+l)/2
n2
+ 2l/4
‖Πlf‖22
n
)}
≤ 2e−c/
√
∆,
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for c =
√
3/2 and z0 = 2
J0 the number of father wavelets (at resolution level
J0) and Πlf =
∑2l
k=1 flkψlk the projection of f into the wavelet resolution
level l.
Proof. Note that for the wavelet estimator fˆ with signal-to-noise ration
nwe get that ‖Πlfˆ‖22 =
∑
k fˆ
2
lk, where fˆlk − flk
iid∼ N(0, 1/n).
Hence in view of Lemma 8.1 of [3] (with degree of freedom D = 2l, non-
centrality parameter B = n
∑2l
k=1 f
2
lk and x = 1/(2
√
δl)) we get for δl ≤ 1/4
that
P
{∣∣∣‖Πlfˆ‖22 − 2ln − ‖Πlf‖22
∣∣∣ ≥
√
4
δl
( 2l
n2
+
‖Πlf‖22
n
)}
= P
{∣∣∣ 2
l∑
k=1
fˆ2lk −
2l
n
−
2l∑
k=1
f2lk
∣∣∣ ≥
√
4
δl
( 2l
n2
+
∑2l
k=1 f
2
lk
n
)}
≤ P
{∣∣∣ 2
l∑
k=1
nfˆ2lk − 2l − n
2l∑
k=1
f2lk
∣∣∣ ≥ 2
√√√√(2l + 2n 2l∑
k=1
f2lk
1
2
√
δl
)
+ 2
1
2
√
δl
}
≤ 2e−0.5/
√
δl .
Similarly
P
{∣∣∣‖ΠJ0 fˆ‖22 − z0n − ‖ΠJ0f‖22
∣∣∣ ≥
√
4
δJ0
( z0
n2
+
‖ΠJ0f‖22
n
)}
≤ 2e−0.5/
√
δJ0 .
By the definition of Tn(l) and union bound these results imply that
P
{
∀l : J0 < l ≤ j,
∣∣Tn(l)− ‖Πlf‖22∣∣ ≥
√
4
δl
( 2l
n2
+
‖Πlf‖22
n
)
,
∣∣Tn(J0)− ‖ΠJ0f‖22∣∣ ≥
√
4
δJ0
( z0
n2
+
‖ΠJ0f‖22
n
)}
≤
∑
J0≤l≤j
e−0.5/
√
δl .
Setting similarly to Lemma 4.2 of [9] the parameters δl = (2
−(j−l)/2 +
2−l/4)∆/12 and δJ0 = ∆/12 we get in view of
j∑
l=J0
e−0.5/
√
δj ≤
j∑
l=J0
(
e−
√
3/2∆−1/22(j−l)/4 + e−
√
3/2∆−1/22l/8
)
. e−
√
3/2∆−1/2
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which implies together with z0 ≥ 1 that
P
{
∀l : J0 ≤ l ≤ j, |Tn(l)− ‖Πlf‖22| ≥ 4
√
3z0
∆
(2(j+l)/2
n2
+ 2l/4
‖Πlf‖22
n
)
. e−
√
3/2∆−1/2 ,
concluding the proof of the lemma.
The next lemma is a slightly rewritten version of Theorem 3.1 of [9] with
tighter error bounds (for small α > 0).
Lemma 5.4. Let α > 0. The test Ψn(α) satisfies that for all α > 0 and
n > 0
sup
f∈H0
EfΨn + sup
f∈H1
Ef (1−Ψn) ≤ 2e−1/
√
α,
where
H0 : f ∈ Bs22,∞(L) and H1 : f ∈ {Bs12,∞(L) : ‖f −Bs22,∞(L)‖2 ≥ ρn},
with ρn = C˜αn
−s1/(1/2+2s1) and C˜α = 24
(
2s1L√
1−2−2s1+19
√
1/α
)
.
Proof. The proof goes the same way as of Theorem 3.1 of [9], with the
only difference that we apply Lemma 5.3 instead of Lemma 4.2 of [9].
We also recall a slight modification of Fano’s inequality, see Corollary 1 of
[11] or Theorem A.6. of [25]. Given a finite set F0 ⊂ F , we use the notations
Nmaxt = max
f∈F0
{
#{f˜ ∈ F0 : d(f, f˜) ≤ t}
}
,
Nmint = min
f∈F0
{
#{f˜ ∈ F0 : d(f, f˜) ≤ t}
}
.
Theorem 5.5. If F contains a finite set F0 and |F0| −Nmint > Nmaxt ,
then for all p, t > 0,
inf
fˆ∈E(Y )
sup
f∈F
Efd
p(fˆ , f) ≥ tp
(
1− I(F ;Y ) + log 2
log(|F0|/Nmaxt )
)
,
where E(Y ) denotes the set of all estimators depending only on Y and the
function class F , and F is a uniformly distributed random variable on F0.
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The next lemma gives an upper bound for the mutual information between
the uniform random variable F on F0 ⊂ Rd and the set of observations on
all local machines Y = (Y (1), ..., Y (m)) in the d-dimensional many normal
means model.
Lemma 5.6. Let F = δβ, with δ2 ≤ 2−10m/(n log(md)) and β a uni-
formly distributed random variable over {−1, 1}d. Furthermore, suppose that
X = (X(1), ...,X(m)), where X(i)s are d-dimensional random variables sat-
isfying that X
(i)
j |Fj and Fj are independent of F−j , and X(i)j | (F = f) ∼
P
(i)
fj
= N(fj,m/n). Then
I(F ;Y ) ≤
m∑
i=1
2δ2
m/n
min
{
210 log(md)H(Y (i)), d
}
+ 4 log 2,
where I(F ;Y ) is the mutual information between F and Y in the Markov
chain F → X → Y .
Proof. Let us introduce the notation a2 = 24 log(md)m/n and note that
sup
|x|≤a
ϕδ,m/n(x)
ϕ−δ,m/n(x)
≤ sup
|x|≤a
e
n|(x−δ)2−(x+δ)2|
2m ≤ sup
|x|≤a
e
2nδ|x|
m ≤ e 2anδm ,
where ϕµ,σ2 denotes the density function of a normal distribution with mean
µ and variance σ2. Furthermore, let us introduce the notation Bj = {|xj | ≤
a}, j = 1, ..., d. Then by Theorem 5.7 (with F0 =
{
f = δβ : β ∈ {−1, 1}d})
we have that
I(F ;Y (i)) ≤ d(log 2)
√
P
X
(i)
j
(X
(i)
j /∈ Bj) + d2PX(i)j (X
(i)
j /∈ Bj)
+ 2C2(C − 1)2I(X(i);Y (i)),(5.1)
with C = e2
3|δ|
√
log(md)n/m. Next note that for Z ∼ N(0,m/n)
P
X
(i)
j
(X
(i)
j /∈ Bj) ≤ P (|Z| ≥ a− δ) ≤ 2e−
(a−δ)2n
2m ≤ 2e− a
2n
4m ≤ 2(md)−4,
and the inequality I(X(i);Y (i)) ≤ H(Y (i)) holds. Then by plugging in the
above inequalities into (5.1) and using the inequalities ex ≤ 1+2x for x ≤ 0.4
and C2 ≤ 2 we get that
I(F ;Y (i)) ≤
√
2(log 2)m−2d−1 + 2(log 2)m−4d−2 + 211δ2
log(md)n
m
H(Y (i)).
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Furthermore, from the data-processing inequality and the convexity of
the KL divergence
I(F ;Y (i)) ≤ I(F ;X(i)) ≤ 1|F0|2
∑
f,f ′∈F0
K(P
(i)
f ‖P(i)f )
=
δ2
2m/n
1
|F0|2
∑
f,f ′∈F0
‖β − β′‖22 ≤ 2(n/m)dδ2.
We conclude our statement by noting that
I(F ;Y ) ≤
m∑
i=1
I(F ;Y (i))
The next theorem provide an upper bound for the mutual information,
see Theorem A.9 in [25] or Lemma 3 of [26].
Theorem 5.7. Let us consider the Markov chain F → X(i) → Y (i),
where F is the uniform distribution on F0 ⊂ Rd and X(i) | (F = f) ∼
PX(i)|F=f is a d-dimensional random variable. Assume that X
(i)
j |Fj and Fj
are independent of F−j . For C ≥ 1, define
Bj =
{
xj : max
f 6=f ′
p(xj | fj)
p(xj | f ′j)
≤ C
}
for a constant C ≥ 1 and density p(xj |fj). Then
I(F ;Y (i)) ≤
d∑
j=0
(
(log 2)
√
P
X
(i)
j
(X
(i)
j 6∈ Bj) + log |F0|PX(i)j (X
(i)
j 6∈ Bj)
)
+ 2C2(C − 1)2I(X(i);Y (i)),
where I(X(i);Y (i)) is the mutual information between X(i) and Y (i).
APPENDIX A: PROOFS FOR THE MINIMAX RATES IN THE
GAUSSIAN WHITE NOISE MODEL
A.1. Proof of Theorem 2.1. The proof of the theorem follows from
the following, more general theorem with taking B(1) = ... = B(m) = B.
The proof is slight extension for a larger set of estimators and adaptation
to the Gaussian white noise setting of the proof of Theorem 2.1 [25].
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Theorem A.1. Let the sequence δn = o(1) be defined as
δn = min
{ m
n log n
,
m
n
∑m
i=1[δ
1
1+2s
n B(i) log n ∧ 1]
}
.(A.1)
Then in the distributed Gaussian white noise model (2.1) we have for any
s > 0 that
inf
fˆ∈Fdist(B(1),...,B(m))
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 & δ
2s
1+2s
n .
Proof of Theorem A.1. Note that without loss of generality we can multi-
ply δn with an arbitrary constant. In the proof we define δn as the solution
to
δn = 2
−15L−2min
{ m
n log n
,
m
n
∑m
i=1[δ
1
1+2s
n log(n)B(i) ∧ 1]
}
.(A.2)
We note, however, that all the computations below hold for arbitrary δ′n ≤ δn
as well.
We prove the desired lower bound for the minimax risk using a modified
version of Fano’s inequality, given in Theorem 5.5. As a first step we con-
struct a finite subset F0 ⊂ Bs2,∞(L). We use the wavelet notation outlined
in Appendix B and define jn = ⌊(log δ−1n )/(1 + 2s)⌋. For β ∈ {−1, 1}2
jn
, let
fβ ∈ L2[0, 1] be the function with wavelet coefficients
fβ,jk =
{
Lβkδ
1/2
n , if j = jn, k = 1, ..., 2
jn ,
0, else.
(A.3)
Now define F0 = {fβ : β ∈ {−1, 1}2jn }. Note that F0 ⊂ Bs2,∞(L), since
‖fβ‖2Bs2,∞ = supj 2
2sj
2j∑
k=1
f2β,jk = L
22(2s+1)jnδn ≤ L2.
Therefore, for an arbitrary set of estimators Fˆ we have that
inf
fˆ∈Fˆ
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 ≥ inf
fˆ∈Fˆ
sup
f0∈F0
Ef0‖fˆ − f0‖22.
To prove the statement of the theorem we take the set of distributed esti-
mators Fˆ = Fdist(B(1), . . . , B(m);Bs2,∞(L)), but the inequality holds more
generally.
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For this set of functions F0, the maximum and minimum number of ele-
ments in balls of radius t > 0, given by
Nmaxt = max
fβ∈F0
{
#{fβ′ ∈ F0 : ‖fβ − fβ′‖2 ≤ t}
}
,
Nmint = min
fβ∈F0
{
#{fβ′ ∈ F0 : ‖fβ − fβ′‖2 ≤ t}
)
,
satisfy Nmaxt = N
min
t and N
max
t =
∑t˜
i=o
(
2jn
i
)
< |F0|/2 for t˜ := t24δnL2 <
2jn−1 (and therefore Nmaxt < |F0| −Nmint ).
Recall the notations X = (X(1), . . . ,X(m)) for the data available at the
local machines and Y = (Y (1), . . . , Y m)) for the binary messages transmitted
to the central machine satisfying the distribution protocol, and consider the
Markov chain F → X → Y , where F is a uniform random element in F0.
It then follows from Theorem 5.5 (with t2 = L2δn2
jn+1/3 and d(f, g) =
‖f − g‖2) that
inf
fˆ∈Fˆ
sup
f0∈F0
Ef0‖fˆ − f0‖22 & L2δn2jn
(
1− I(F ;Y ) + log 2
log(|F0|/Nmaxt )
)
,(A.4)
where I(F ;Y ) is the mutual information between the random variables F
and Y .
To lower bound the right-hand side, first note that Nmaxt =
∑t˜
i=1
(2jn
i
)
<
2
(2jn
t˜
) ≤ 2(e2jn/t˜)t˜ and therefore, for t˜ = 2jn−1/3 (i.e. t2 = L2δn2jn+1/3),
log(|F0|/Nmaxt ) ≥ 2jn log(2(6e)−1/62−2
−jn
) ≥ 2jn−1/3.
Hence, recalling that 2jn = δ
− 1
1+2s
n we see that to prove
inf
fˆ∈Fˆ
sup
f0∈F0
Ef0‖fˆ − f0‖22 & δ2s/(1+2s)n(A.5)
and as a consequence to derive the statement of the theorem it is sufficient
to show that
I(F ;Y ) ≤ δ−1/(1+2s)n /8 +O(1).(A.6)
Observe that for the class of distributed estimators Fˆ =
Fdist(B(1), . . . , B(m);Bs2,∞(L)), by definition the following inequality
holds
E(i)l(Y (i)) =
1
|F0|
∑
f∈F0
E
(i)
f l(Y
(i)) ≤ B(i),(A.7)
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where the expectation is taken over the joint distribution of the random
variable F and P
(i)
f , f ∈ F0. Next note that for δn ≤ m/(211L2n log n) the
conditions of Lemma 5.6 are satisfied hence by applying the lemma (with
δ2 = L2δn and d = δ
− 1
1+2s
n ) we get
I(F ;Y ) ≤ 2L2nδnm−1
m∑
i=1
min
{
210 log(mδ
− 1
1+2s
n )H(Y
(i)), δ
− 1
1+2s
n
}
+ 4 log 2
≤ 2L2nδnm−1δ
− 1
1+2s
n
m∑
i=1
(
211 log(n)δ
1
1+2s
n B
(i) ∧ 1
)
+O(1),(A.8)
where the last inequality follows from Lemma 5.1 and assertion (A.7). Since
from the definition of δn it follows that
δn ≤ 2
−4L−2mn−1∑m
i=1
[
211 log(n)δ
1
1+2s
n B(i) ∧ 1
] ,
the right-hand side of (A.8) is further bounded by 2−3δ
− 1
1+2s
n +O(1), finishing
the proof of assertion (A.6) and concluding the proof of the theorem.
Note that we have used the properties of the distributed estimation class
Fˆ only in assertion (A.7), hence for any distributed method satisfying this
inequality we have that
inf
fˆ∈Fˆ
sup
f0∈Bs2,∞(L)
Ef0‖fˆ − f0‖22 & δ
2s
1+2s
n .(A.9)
A.2. Proof of Theorem 2.2. First we give the algorithm
achieving the upper bound. Let us introduce the notation η =(⌊(n 11+2s log(n)/B)(1+2s)/(2+2s)⌋∨1)∧m. Then we group the local machines
into η groups and let the different groups work on different parts of the
signal as follows: the machines with indexes 1 ≤ i ≤ m/η each trans-
mit the approximations Y
(i)
jk of the observations X
(i)
jk for 1 ≤ 2j + k ≤
(B/ log n) ∧ n1/(1+2s) using Algorithm 1. If η > 1 then the next machines,
with indexes m/η < i ≤ 2m/η, each transmit the approximations Y (i)jk for
B/ log n < 2j + k ≤ 2B/ log n, and so on. The last machines with numbers
(η − 1)m/η < i ≤ m transmit Y (i)jk for (η − 1)B/ log n < 2j + k ≤ ηB/ log n.
Then in the central machine we average the corresponding transmitted ap-
proximated noisy coefficients in the obvious way. Formally, using the nota-
tion µjk =
⌈
(2j+k) log(n)/B
⌉−1, the aggregated estimator fˆ is the function
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with wavelet coefficients given by
fˆjk =
{
mean{Y (i)jk :
µjkm
η < i ≤
(µjk+1)m
η }, if 2j + k ≤ ηBlogn ,
0, else.
The procedure is summarized as Algorithm 2.
Algorithm 2 Algorithm for the L2-norm
1: In the local machines:
2: for ℓ = 1 to η do
3: for i = ⌊(ℓ− 1)m/η⌋+ 1 to ⌊ℓm/η⌋ do
4: for 2j + k = ⌊(ℓ− 1)B/ log n⌋+ 1 to ⌊ℓB/ log n⌋ do
5: Y
(i)
jk :=TransApprox(X
(i)
jk )
6: In the central machine:
7: for 2j + k = 1 to ⌊(ηB/ log n) ∧ n1/(1+2s)⌋ do
8: fˆjk := mean{Y
(i)
jk : µjkm/η < i ≤ (µjk + 1)m/η}
9: Construct: fˆ =
∑
fˆjkψjk.
In the algorithm described above each machine transmits the approxima-
tions of at most n1/(1+2s) ∧ (B/ log n) noisy coefficients. Note that for any
f ∈ Bs2,∞(L) we have that f2jk ≤ supj 2js
∑
k f
2
jk ≤ L2, hence in view of
Lemma 5.2 (with |µ| = |f0,jk| ≤ L) the approximation satisfies
0 ≤ |X(i)jk − Y (i)jk |1E ≤ 1/
√
n, |Y (i)jk | ≤
√
n, and l(Y
(i)
jk ) ≤ log n,
where the set E was defined in (3.9) and satisfies that PX(E) ≤ e−cn, for some
c > 0. Therefore we need at most B bits to transmit n1/(1+2s) ∧ (B/ log n)
coefficients, hence fˆ ∈ Fdist(B, ..., B;Bs2,∞(L)).
Next for convenience we introduce the notation Ajk = {⌊µjkm/η⌋ +
1, ..., ⌊(µjk+1)m/η⌋} for the collection of machines transmitting the (j, k)th
coefficient and note that #(Ajk) ≍ m/η. Then our aggregated estimator fˆ
on the set E satisfies for 2j+k ≤ ηB/ log n (i.e. the total number of different
coefficients transmitted) that
fˆjk =
1
#(Ajk)
∑
i∈Ajk
Y
(i)
jk = f0,jk +
√
m
n#(Ajk)
Zjk − εjk,
where εjk =
1
#(Ajk)
∑
i∈Ajk ε
(i)
jk ∈ [0, n−1/2] and Zjk
iid∼ N(0, 1).
Let jn = ⌊log
(
n1/(1+2s) ∧ (ηB/ log n))⌋. Then the risk of the aggregated
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estimator is bounded as
Ef0‖fˆ − f0‖221E ≤
∞∑
j=jn
2j∑
k=1
f20,jk +
jn∑
j=0
2j∑
k=1
Ef0(
m
n#(Ajk)
Z2jk + ε
2
jk)1E
.
∞∑
j=jn
2−2js sup
j≥jn
22js
2j∑
k=1
f20,jk +
jn∑
j=0
2j∑
k=1
η/n
.
( ηB
log2 n
∧ n1/(1+2s))−2s + η
n
( ηB
log2 n
∧ n1/(1+2s))
≍
{
(log n)
2s
1+s
(n1/(1+2s)
B log n
) s
1+s ∨ 1
}
n−
2s
1+2s ∨
( mB
log n
)−2s
.
{
(log n)2s
(n1/(1+2s)
B log n
) s
1+s ∨ 1
}
n−
2s
1+2s ,(A.10)
where we have used that for f0 ∈ Bs2,∞(L) we have |f0,jk| ≤ L for any
j ≥ 0, k = 1, ..., 2j . The above inequality together with
Ef0‖fˆ − f0‖221Ec . nPf0(Ec) . ne−cn = o(n−1)
concludes the proof of the theorem.
A.3. Minimax bounds for distributed methods in L∞-norm.
Similarly to the L2-case we consider the situation where all communication
budgets are the same, i.e. B(1) = ... = B(m) = B.
Theorem A.2. Consider s, L > 0, communication constraint B(1) =
... = B(m) = B > 0, then
(ib) if B ≥ (n/(log n)3+4s)1/(1+2s), then
inf
fˆ∈Fdist(B,...,B;Bs∞,∞(L))
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ & (n/ log n)−
s
1+2s .
(iib) if (n log(n)/m2+2s)1/(1+2s) ≤ B < (n/(log n)3+4s)1/(1+2s), then
inf
fˆ∈Fdist(B,...,B;Bs∞,∞(L))
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ &
( n 11+2s
B(log n)
3+4s
1+2s
) s
2+2s (
n
log n
)−
s
1+2s .
(iiib) if (n log(n)/m2+2s)1/(1+2s) > B, then
inf
fˆ∈Fdist(B,...,B;Bs∞,∞(L))
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ &
(n log n
m
)− s
1+2s
.
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This theorem is actually a direct consequence of the following more gen-
eral theorem where the communication thresholds can vary between the
machines.
Theorem A.3. Consider s, L > 0, communication constraints
B(1), . . . , B(m) > 0 and let the sequence δn = o(1) be defined as the solu-
tion to the equation (A.1). Then in the distributed Gaussian white noise
model (2.1) we have that
inf
fˆ∈Fdist(B(1) ,...,B(m);Bs∞,∞(L))
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ &
( n
log n
)− s
1+2s ∨ δ
s
1+2s
n .
Proof. First of all we note that in the non-distributed case where all
the information is available in the global machine the minimax L∞-risk is
(n/ log n)−
s
1+2s . Since the class of distributed estimators is clearly a subset of
the class of all estimators this will be also a lower bound for the distributed
case. The rest of the proof goes similarly to the proof of Theorem A.1.
First we construct a finite subset F0 ⊂ Bs∞,∞(L) and then give a lower
bound for the minimax risk over it. Let us denote by Kj the largest set of
Daubechies wavelets at resolution level j with disjoint supports. Note that
|Kj | ≥ c02j (for large enough j and sufficiently small c0 > 0). Let us again
multiply δn with a sufficiently small constant and work with this δn in the
rest of the proof
δn := c02
−13L−2min
{ m
n log n
,
m
n
∑m
i=1[δ
1
1+2s
n log(n)B(i) ∧ 1]
}
.(A.11)
Let jn = ⌊(log δ−1n )/(1 + 2s)⌋ and for β ∈ {−1, 1}|Kjn | let fβ ∈ L∞[0, 1]
be the function with wavelet coefficients
fβ,jk =
{
Lδ
1/2
n βk, if j = jn, k ∈ Kjn ,
0, else.
Now let F0 = {fβ : βk ∈ {−1, 1}, k ∈ Kjn}.
Note that each function fβ ∈ F0 belongs to the set Bs∞,∞(L), since
‖fβ‖Bs∞,∞ = sup
j,k
2(s+1/2)jf2β,jk = 2
(s+1/2)jn sup
k∈Kjn
Lδ1/2n = L2
(s+1/2)jnδ1/2n ≤ L.
Furthermore, if fβ 6= fβ′ , then there exists a k′ ∈ Kjn such that βk′ 6= β′k′ .
Then due to the disjoint support of the corresponding Daubechies’ wavelets
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ψjn,k, k ∈ Kjn the L∞-distance between the two functions is bounded from
below by
‖fβ − fβ′‖∞ ≥ |fjnk′ − f ′jnk′ | · ‖ψjn,k′‖∞&2jn/2+1δ1/2n ≥ δ
s
1+2s
n .
Next observe that for an arbitrary set of estimators Fˆ
inf
fˆ∈Fˆ
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ ≥ inf
fˆ∈Fˆ
sup
f0∈F0
Ef0‖fˆ − f0‖∞.
Now let F be a uniform random variable on the set F0. Then in view of
Fano’s inequality (see Theorem 5.5 with t = δ
s/(1+2s)
n and p = 1) we get that
inf
fˆ∈Fˆ
sup
f0∈F0
Ef0‖fˆ − f0‖∞ & δ
s
1+2s
n
(
1− I(F ;Y ) + log 2
log |F0|
)
.
Hence, since log |F0| ≥ |Kjn | ≥ c02jn = c0δ−1/(1+2s)n , it remains to show that
I(F ;Y ) ≤ (c0/2)δ−1/(1+2s)n +O(1).
In view of Lemma 5.6 (applied with δ = δ
1/2
n , d = |Kjn | = c0δ
− 1
1+2s
n ,
X = X(i), Y = Y (i), i = 1, ...,m, and noting that δn ≤ m/(211L2n log n)
hence the conditions are fulfilled)
I(F ;Y ) ≤ 2L2nδnm−1δ
− 1
1+2s
n
m∑
i=1
(
210 log(n)δ
1
1+2s
n H(Y
(i)) ∧ c0
)
+ 4 log 2,
≤ 212L2nδnm−1δ
− 1
1+2s
n
m∑
i=1
(
log(n)δ
1
1+2s
n B
(i) ∧ 1
)
+O(1)
≤ (c0/2)δ
− 1
1+2s
n +O(1),
where the second inequality follows from Theorem 5.1 and assertion (A.7)
for Fˆ = Fdist(B(1), . . . , B(m);Bs∞,∞(L)) and the third by the definition of
δn, see (A.11). Hence we can conclude that
inf
fˆ∈Fdist(B(1),...,B(m);F0)
sup
f0∈F0
Ef0‖fˆ − f0‖∞ & δ
s
1+2s
n .(A.12)
Note that we have used the properties of the distributed estimation class Fˆ
only in assertion (A.7), hence for any class distributed estimator Fˆ satisfying
this inequality we have that
inf
fˆ∈Fˆ
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ & δ
s
1+2s
n .(A.13)
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Next we give an algorithm providing matching upper bounds in the first
two cases. Note that the last case, similarly to the L2-norm is less rele-
vant as using the data available only on a single machine would provide at
least as good an estimator as any distributed algorithm. The algorithm is
very similar to the L2-case, i.e. Algorithm 2, and is basically the rewrite
of Algorithm 4 of [25] tailored to the Gaussian white noise model. Here we
just highlight the differences compared to Algorithm 2. We divide the ma-
chines into η = (⌊(L2n(log2 n)2s/B1+2s) 12+2s ⌋ ∧ m) ∨ 1 equal sized groups
(η = 1 corresponds to case (ib), while η > 1 corresponds to case (iib)).
Similarly to before machines with indexes 1 ≤ i ≤ m/η transmit the ap-
proximations Y
(i)
jk for 1 ≤ 2j + k ≤ ⌊B/ log2 n⌋ ∧ (n/ log2 n)
1
1+2s , and so
on, the last machines with numbers (η − 1)m/η < i ≤ m transmit the
approximations Y
(i)
jk for
(
(η − 1)⌊B/ log2 n⌋
) ∧ (n/ log2 n) 11+2s < 2j + k ≤(
η⌊B/ log2 n⌋
)∧ (n/ log2 n) 11+2s . Then in the central machine we average the
corresponding transmitted coefficients in the obvious way, similarly to the
L2-norm case. The procedure is summarized as Algorithm 3 and the (up to
a logarithmic factor) optimal behaviour is given in Theorem A.4 below.
Algorithm 3 Nonadaptive L∞-method, combined
1: In the local machines:
2: for ℓ = 1 to η do
3: for i = ⌊(ℓ− 1)m/η⌋+ 1 to ⌊ℓm/η⌋ do
4: for 2j + k = (ℓ− 1)⌊B/ log2 n⌋ + 1 to ℓ⌊B/ log2 n⌋ do
5: Y
(i)
jk :=TransApprox(X
(i)
jk ).
6: In the central machine:
7: for 2j + k = 1 to η⌊B/ log2 n⌋ do
8: fˆjk := mean{Y
(i)
jk : µjkm/η < i ≤ (µjk + 1)m/η}.
9: Construct: fˆ =
∑
fˆjkψjk.
Theorem A.4. Let s, L > 0, then the distributed estimator fˆ described
in Algorithm 3 belongs to Fdist(B, . . . , B;Bs∞,∞(L)) and satisfies
• for B ≥ n1/(1+2s)(log2 n)2s/(1+2s),
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ . (n/ log2 n)−
s
1+2s ;
• for (n(log2 n)/m2+2s)1/(1+2s)∨ log2 n ≤ B < n1/(1+2s)(log2 n)2s/(1+2s),
sup
f0∈Bs∞,∞(L)
Ef0‖fˆ − f0‖∞ . Mn
( n 11+2s
B(log2 n)
3+4s
1+2s
) s
2+2s
(n/ log2 n)
− s
1+2s ,
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with Mn = (log2 n)
s∨ 3s
2+2s .
The proof of the theorem follows the same reasoning as the proof of The-
orem A.2 but for the L∞-norm and it is basically follows from the proof of
Theorem 2.8 of [25] tailored to the Gaussian white noise model.
APPENDIX B: DEFINITIONS AND NOTATIONS FOR WAVELETS
In this section we collect some notations and definitions about wavelets,
a more detailed description can be found for instance in [12, 14].
We consider the Cohen, Daubechies and Vial construction of compactly
supported, orthonormal, N -regular wavelet basis of L2[0, 1], see for instance
[10] and let the us use the notation {ψjk : j = 0, 1, .., k = 1, ..., 2j}. For
arbitrary function f ∈ L2[0, 1] we can consider the wavelet representation
f =
∞∑
j=0
2j∑
k=1
fjkψjk,
with fjk = 〈f, ψjk〉. Following from the orthonormality of the wavelet basis
we have that
‖f‖22 =
∞∑
j=0
2j∑
k=1
f2jk.
In our analysis we work with the Besov spaces Bs2,∞ and B
s∞,∞. The
corresponding Besov norms for s ∈ (0, N) are defined as
‖f‖2Bs2,∞ = sup
j≥j0
22js
2j−1∑
k=0
f2jk and ‖f‖Bs∞,∞ = sup
j≥0,k
{2j(s+1/2)|fjk|}.
Then the Besov spaces Bs2,∞, B
s∞,∞ and the corresponding Besov balls
Bs2,∞(L), B
s∞,∞(L) of radius L > 0 are defined as
Bs2,∞ = {f ∈ L2[0, 1] : ‖f‖Bs2,∞ <∞},
Bs2,∞(L) = {f ∈ L2[0, 1] : ‖f‖Bs2,∞ < L},
Bs∞,∞ = {f ∈ L2[0, 1] : ‖f‖Bs∞,∞ <∞} and
Bs∞,∞(L) = {f ∈ L2[0, 1] : ‖f‖Bs∞,∞ < L},
respectively. We note that the Besov space Bs2,∞ is larger than the standard
Sobolev space where instead of the supremum one would take the sum over
the resolution levels j. For s 6= N Bs∞,∞ is equivalent to the classical Ho¨lder
space with regularity s, while for integer s they are equivalent to the so
called Zygmond spaces, see [10].
ADAPTATION WITH MINIMAL COMMUNICATION 39
REFERENCES
[1] Barnes, L. P., Han, Y., and Ozgur, A. Learning distributions from their samples
under communication constraints. arXiv preprint arXiv:1902.02890 (2019).
[2] Battey, H., Fan, J., Liu, H., Lu, J., and Zhu, Z. Distributed testing and estima-
tion under sparse high dimensional models. Ann. Statist. 46, 3 (06 2018), 1352–1382.
[3] Birge´, L., et al. An alternative point of view on lepski’s method. Lecture Notes-
Monograph Series 36 (2001), 113–133.
[4] Braverman, M., Garg, A., Ma, T., Nguyen, H. L., and Woodruff, D. P.
Communication lower bounds for statistical estimation problems via a distributed
data processing inequality. In Proceedings of the forty-eighth annual ACM symposium
on Theory of Computing (2016), pp. 1011–1020.
[5] Bull, A. D. Honest adaptive confidence bands and self-similar functions. Electron.
J. Statist. 6 (2012), 1490–1516.
[6] Bull, A. D., and Nickl, R. Adaptive confidence sets in lˆ 2. Probability Theory
and Related Fields 156, 3-4 (2013), 889–919.
[7] Cai, T., and Low, M. An adaptation theory for nonparametric confidence intervals.
aos 32 (2004), 1805–1840.
[8] Cai, T. T., and Wei, H. Distributed gaussian mean estimation under commu-
nication constraints: Optimal rates and communication-efficient algorithms. arXiv
preprint arXiv:2001.08877 (2020).
[9] Carpentier, A. Testing the regularity of a smooth signal. Bernoulli 21, 1 (02 2015),
465–488.
[10] Cohen, A., Daubechies, I., and Vial, P. Wavelets on the interval and fast wavelet
transforms. Applied and Computational Harmonic Analysis 1, 1 (1993), 54 – 81.
[11] Duchi, J. C., and Wainwright, M. J. Distance-based and continuum Fano in-
equalities with applications to statistical estimation. ArXiv e-prints (Nov. 2013).
[12] Gine´, E., and Nickl, R. Mathematical foundations of infinite-dimensional statistical
models. Cambridge series in statistical and probabilistic mathematics. 2016.
[13] Gin, E., and Nickl, R. Confidence bands in density estimation. Ann. Statist. 38,
2 (04 2010), 1122–1170.
[14] Ha¨rdle, W., Kerkyacharian, G., Picard, D., and Tsybakov, A. Wavelets,
Approximation, and Statistical Applications. Lecture Notes in Statistics. Springer
New York, 2012.
[15] Ingster, Y., and Suslina, I. A. Nonparametric goodness-of-fit testing under Gaus-
sian models, vol. 169. Springer, 2003.
[16] Kleiner, A., Talwalkar, A., Sarkar, P., and Jordan, M. I. A scalable boot-
strap for massive data. Journal of the Royal Statistical Society: Series B (Statistical
Methodology) 76, 4 (2014), 795–816.
[17] Lee, J. D., Liu, Q., Sun, Y., and Taylor, J. E. Communication-efficient sparse
regression. Journal of Machine Learning Research 18, 5 (2017), 1–30.
[18] Lepskii, O. V. On a problem of adaptive estimation in gaussian white noise. Theory
of Probability & Its Applications 35, 3 (1991), 454–466.
[19] Picard, D., and Tribouley, K. Adaptive confidence interval for pointwise curve
estimation. Ann. Statist. 28, 1 (02 2000), 298–335.
[20] Robins, J., and van der Vaart, A. Adaptive nonparametric confidence sets. Ann.
Statist. 34, 1 (02 2006), 229–253.
[21] Rosenblatt, J. D., and Nadler, B. On the optimality of averaging in distributed
statistical learning. Information and Inference: A Journal of the IMA 5, 4 (06 2016),
379–404.
40 SZABO´ AND VAN ZANTEN
[22] Rousseau, J., and Szabo, B. Asymptotic frequentist coverage properties of bayesian
credible sets for sieve priors. arXiv preprint arXiv:1609.05067 (2016).
[23] Szabo´, B., van der Vaart, A. W., and van Zanten, J. H. Frequentist coverage
of adaptive nonparametric bayesian credible sets. Ann. Statist. 43, 4 (08 2015),
1391–1428.
[24] Szabo´, B., and van Zanten, H. An asymptotic analysis of distributed nonpara-
metric methods. Journal of Machine Learning Research 20, 87 (2019), 1–30.
[25] Szabo, B., and van Zanten, H. Adaptive distributed methods under communica-
tion constraints. Ann. Statist. (to appear).
[26] Zhang, Y., Duchi, J., Jordan, M. I., and Wainwright, M. J. Information-
theoretic lower bounds for distributed statistical estimation with communication
constraints. In Advances in Neural Information Processing Systems (2013), pp. 2328–
2336.
[27] Zhang, Y., Wainwright, M. J., and Duchi, J. C. Communication-efficient al-
gorithms for statistical optimization. In Advances in Neural Information Processing
Systems 25, F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger, Eds.
Curran Associates, Inc., 2012, pp. 1502–1510.
[28] Zhu, Y., and Lafferty, J. Distributed nonparametric regression under commu-
nication constraints. In Proceedings of the 35th International Conference on Ma-
chine Learning, ICML 2018, Stockholmsma¨ssan, Stockholm, Sweden, July 10-15, 2018
(2018), pp. 6004–6012.
Mathematical Institute
Leiden University
Niels Bohrweg 1
2333 CA Leiden
The Netherlands
E-mail: b.t.szabo@math.leidenuniv.nl
Department of Mathematics
Vrije Universiteit Amsterdam
De Boelelaan 1111
1081 HV Amsterdam
The Netherlands
E-mail: j.h.van.zanten@vu.nl
