Leveraging Subspace Information for Low-Rank Matrix Reconstruction by Zhang, Wei et al.
ar
X
iv
:1
80
5.
11
94
6v
1 
 [e
es
s.S
P]
  3
0 M
ay
 20
18
1
Two-stage Method for the Reconstruction of a
Low-Rank Matrix
Wei Zhang and Taejoon Kim
Abstract—Recovering the low-rank matrix through limited
observations is a popular problem in communication, image
processing and signal processing. The state of art research is
mainly focused on the reconstruction techniques by utilizing the
affine map which satisfies the restrict isometry property (RIP).
However, the reconstruction under certain priori information
is not investigated deeply. The priori information means that
certain priori knowledge of the low-rank matrix is known
in advance. By utilizing the priori information, such as row
or column subspace information of low-rank matrix, the
improvement of reconstruction accuracy will be expected. In
this paper, we investigate the designing of the affine map
and reconstruction algorithm by fully utilizing the subspace
information. In addition, we derive the optimal representation
of the low-rank matrix in order to achieve the minimal mean
square error (MSE). Moreover, for the cases when the priori
information can not be obtained in advance, we propose a two-
stage algorithm to recover the low-rank matrix. Specifically, in
the first stage, we estimate the column subspace of a low-rank
matrix. In the second stage, we use the estimated subspace
information from the first stage to complete the low-rank
matrix reconstruction. The simulation results show that the
proposed algorithm achieves robust performance with much
lower computational complexity than existing one-stage based
reconstruction algorithms.
I. INTRODUCTION
The dimension of data matrix becomes huge considering
the processing ability of the computers. Fortunately, in many
fields, the data matrices usually exhibit the low-rank prop-
erty. Since the low-rank matrix has much smaller degrees of
freedom than the full-rank matrix, it is possible to recover
the low-rank by using limited observations. This means that
the number of observations can be much smaller than the
dimension of the matrix. By doing so, the large matrix can
be memorized or managed efficiently.
Instead of accessing to each element of a matrix, observa-
tions for a large matrix are usually obtained from the linear
affine map A(L) [1], where L is the low-rank matrix. The
existing low-rank matrix reconstruction methods are mostly
open-loop, which means that L is directly recovered from
A(L) by the reconstruction methods. In order to guarantee
the reliable reconstruction, these open-loop methods need
the affine map A(·) satisfies the restricted isometry property
(RIP) with the required constant. It has been shown in [1]
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that when the affine mapA(·) is generated according to some
random ensembles, the RIP can be satisfied. These random
ensembles include Gaussian distribution [1], Bernoulli dis-
tribution [2], and uniform phase distribution [3].
The nuclear norm minimization (NNM) [1] is one of the
common open-loop methods, in which the objective function
is the nuclear norm of L, i.e., ‖L‖∗. It has been shown that
when the RIP constant meets the required condition, NNM
will achieve the reliable reconstruction. Other extensions of
NNM are also investigated in [4], [5], which are applicable
for the noisy scenario. The alternating method is proposed in
[6], which has lower computational complexity and outper-
forms NNM in noiseless scenario. Though these open-loop
methods are easy to implement, the number of observations
can be high to meet the requirement for the RIP constant.
In addition, the computational complexity will become an
issue when the dimension of the matrix is large.
In order to reduce the computational complexity of re-
construction processing, some existing research about low-
rank matrix reconstruction by using adaptive sensing is
proposed. The researchers in [7] proposed a method in
which the first part aims to estimate the row subspace of
the low-rank matrix, while the second part will recover the
jointly low-rank and sparse matrix. In [8], the low-rank
matrix is observed by sequential columns and rows sam-
pling. By using these methods, the number of measurements
can be reduced in a great deal. However, considering that
the subspace information can guide the designing of the
affine map, this knowledge will enhance the reconstruction
accuracy compared to the case where no priori information
is available.
To end this, in this paper, we mainly analyze the low-rank
matrix reconstruction under priori information. Specifically,
we investigate two scenarios about the priori information,
i.e., the information of both column subspace and row
subspace, and the information of column subspace only.
When these subspace information is known, we enhance the
reconstruction accuracy in two aspects, one is the designing
of representation of the estimation for low-rank matrix, the
other is the designing of affine map. First of all, we analyze
the optimal representation of estimation for the low-rank
matrix in order to achieve the minimal mean square error
(MSE). In particular, we optimize the dimension of the
subspace for the low-rank matrix, i.e., rank of the estimator,
to have the minimum reconstruction error. For the designing
of the affine map, we give the condition of the affine map on
which the minimal MSE can be achieved. Compared with
2randomly generated affine map, the optimized affine map is
able to capture the useful information of low-rank matrix
rather than the information from orthogonal subspace of the
matrix.
In practical, the priori information of the low-rank matrix
may be not easy to obtain. To handle this scenario, in
this paper, we propose a two-stage method for low-rank
matrix reconstruction. Specifically, the affine map A(·) is
divided into two parts, i.e., A1(·) and A2(·). In the first
step, the affine map A1(·) is designed to collect the column
subspace of the matrix. In the second step, the affine map
A2(·) is designed based on the obtained column subspace
information from the first step. According to our analysis,
A2(·) will not waste the observations for the orthogonal
column subspace of the low-rank matrix, in other words,
the observations from A2(·) are not redundant. Therefore,
the reconstruction accuracy can be improved substantially.
In the simulation part, this closed-loop method shows a more
accurate performance compared with the existing works. It
is evidenced that the proposed method achieves an improved
accuracy compared with the existing approaches.
The paper is organized as follows. Section II is exclusively
about the signal model. In section III, we investigate how to
reconstruct the low-rank matrix under the priori information.
In section IV, we introduce the proposed two-step based low-
rank matrix construction method. Finally, in section V, the
simulation results are illustrated and analyzed.
Notations: A bold lower case letter a is a vector, a bold
capital letter A is a matrix. AT ,A−1, tr(A), |A|, ‖A‖F ,
‖A‖∗, and ‖a‖2 are, respectively, the transpose, inverse,
trace, determinant, Frobenius norm, nuclear norm (i.e., the
sum of the singular values of A) of A, and l2-norm of a.
[A]:,i, [A]i,:, [A]i,j , [a]i are, respectively, the ith column,
ith row, ith row and jth column entry of A, and ith entry
of vector a. vec(A) stacks the columns of A and form a
long column vector. diag(A) extracts the diagonal entries
of A to form a column vector. IM ∈RM×M is the identity
matrix.
II. PROBLEM FORMULATION AND MOTIVATION
In this section, we will show the formulation of the low-
rank reconstruction problem and motivation of our work.
A. Problem formulation
Suppose the low-rank matrix L ∈ RM×N with rank(L) =
r ≪ min(M,N). In general, we cannot get access to the
low-rank matrix directly, instead, the observations of the data
matrix are obtained through the affine map A : RM×N 7→
R
p, where p is the number of observations. Here, the ith
element in A(L) is given by
[A(L)]i = tr(XTi L), i = 1, 2 . . . p, (1)
where Xi ∈ RM×N is a measurement matrix associated
with the ith element of A(L). In general, the observations
are corrupted by the noise,
y = A(L) + n, (2)
where n ∈ Rp ∼ N (0,C) denotes the noise vector. In order
to recover the low-rank matrix L from the observations y,
the intuitive idea is
min
L
rank(L) subject to y = A(L). (3)
However, the problem above is NP hard and not applicable
in the noisy scenario. Therefore, the following problem
formulation is provided to handle this scenario,
min
L
‖L‖∗ + λ ‖y −A(L)‖2F , (4)
where λ is a parameter which balances the values of two
parts in the objective function. This problem is an uncon-
strained convex optimization program, and can be solved by
using a proximal gradient method.
A reliability guarantee of the low-rank matrix reconstruc-
tion is best described by the RIP [1] [6]. For any L whose
rank is at most r and an arbitrary affine map A, the RIP can
be expressed as the bound,∣∣‖A(L)‖22 − ‖L‖2F ∣∣ ≤ δr‖L‖2F , (5)
where 0 ≤ δr < 1 is the r-RIP constant [1]. The bound in (5)
is justified when A(L) is as significant as if L were directly
observed. For the entries in measurement matrix Xi, the
common random ensembles are independent and identically
distributed (i.i.d.) Gaussian entries,
[Xi]m,n ∼ N (0, 1
MN
), ∀ i = 1, . . . , p. (6)
Apart from the Gaussian entries, the ensembles with
Bernoulli distribution [2] and uniform phase distribution [3]
also satisfy the RIP with high probability. Therefore, these
formed affine map can is possible to recover the low-rank
matrix [1] [6].
B. Motivation
As we can see from the definition of RIP in (5), the ideal
r-RIP constant for A is given by δr = 0, which will lead
to ‖A(L)‖22 = ‖L‖2F . Obviously, this ideal case can be
achieved by setting A(L) = L. However, this kind of affine
map requires MN observations in total.
In this paper, we aims to design affine map with the
limited number of observations, to achieve a more accurate
mean square error (MSE). When the subspace information of
the low-rank matrix is known, the affine map can be designed
by utilizing the subspace information and minimizing the
MSE as well. Provided that the subspace information is not
available, we can divide the reconstruction task into two
stages, where the first stage is to obtain the subspace infor-
mation of the low-rank matrix. After getting the subspace
information, the second stage will solve a reconstruction
problem under the subspace priori information.
III. RECONSTRUCTION BY USING THE COLUMN AND
ROW SUBSPACE
In this section, we analyze the design of the affine map
and reconstruction method when the the column subspace
3col(U) and row subspace col(V) are available. Suppose the
SVD of low-rank matrix is given by
L = UΛVT = Σrk=1λkukv
T
k
where U ∈ RM×r and V ∈ RN×r are the left and right
singular matrix, respectively,Λ ∈ Rr×r is a diagonal matrix,
where the diagonal entries are arranged in a descent order.
A. Reconstruction with the fixed dimension of subspace
Here, we assume that F ∈ RM×r and G ∈ RN×r are
the semi-unitary matrix associated with the column subspace
and row subspace, respectively. It is worth noting that F and
G are not exactly U and V in (7). Given matrix F and G,
the low-rank matrix L can be expressed as
L = FRGT , (7)
where R ∈ Rr×r is not a diagonal matrix. Considering
the form of the true low-rank matrix in (7), we assume
estimation of the low-rank matrix is expressed as
L̂ = FR̂GT . (8)
The fixed dimension of subspace means that dimension of
F and G in (8) are fixed as r. Thus, in order to obtain the
estimation of the matrix, we need to estimate the elements
in R̂ ∈ Rr×r. Here, we denote the reshape of the affine map
A as S ∈ Rp×MN ,
S = vec(A) =
vec(X1)
T
...
vec(Xp)
T
 . (9)
Then the observation y can be rewritten as
y = S vec(L) + n
= S vec(FRGT ) + n.
= S(G⊗ F) vec(R) + n. (10)
Here, assume we have the power budget for estimation task,
‖S‖2F = P . For convenience, we let A = S(G⊗F). Given
the observations in (10), the efficient estimation [9] of R is
given by
vec(R̂) = (ATC−1A)−1ATC−1y. (11)
Given the estimation vec(R̂), the estimate of the low-rank
matrix can be written as
L̂ =
r∑
i=1
r∑
j=1
R̂i,jfigj = FR̂G
T . (12)
The MSE of the estimation of the low-rank matrix is written
as,
E
(∥∥∥L̂− L∥∥∥2
F
)
(13)
= E
(∥∥∥R̂−R∥∥∥2
F
)
= E
(∥∥(ATC−1A)−1ATC−1y − vec(R)∥∥2
F
)
= E
(∥∥(ATC−1A)−1ATC−1(A vec(R)+n)−vec(R)∥∥2
F
)
= E
(∥∥(ATC−1A)−1ATC−1n∥∥2
F
)
= tr(ATC−1A)−1 (14)
Now, it is of interest to design the matrix A which
minimizes the value above, the optimization problem over
the affine map defined in (9) is given by
min
S
tr(ATC−1A)−1
subject to A = S(G⊗ F)
‖S‖2F ≤ P. (15)
The following lemma shows that the problem in (16) can be
equivalent to a more simple problem.
Lemma 1: Suppose G ∈ RN×r with GTG = Ir, F ∈
R
M×r with FTF = Ir, and the matrix S ∈ Rp×MN . We
assume the following problem
min
S
tr(ATC−1A)−1
subject to A = S(G⊗ F)
‖S‖2F ≤ P. (16)
has the optimal solution as Ŝ. Suppose the following prob-
lem
min
A
tr(ATC−1A)−1 subject to tr(ATA) ≤ P. (17)
has the minimal solution as Â. Then, we will have the
following relations between Â and Ŝ,
Ŝ = Â(G⊗ F)T . (18)
Proof: For the proof of equation (55), in order to show
Ŝ = Â(G ⊗ F)T is optimal for problem (53). We need to
prove that Â(G⊗F)T is feasible and achieves the minimum
of the objective function. For the feasibility, we have the
following, ∥∥∥Â(G⊗ F)T ∥∥∥2
F
=
∥∥∥Â∥∥∥2
F
≤ P.
As for the minimum, we assume that Ŝ1 = Â(G ⊗ F)T ,
then we need to show Ŝ and Ŝ1 both achieve the minimal
value for problem (16). We substitute Ŝ1 into the problem
(16), the objective function is tr(ÂC−1Â). In addition, the
objective value of Ŝ for (16) is given by tr(Â1C
−1Â1),
where Â1 = Ŝ(G ⊗ F). Because of the optimality for the
4Ŝ, we have
tr(ÂT1C
−1Â1) ≤ tr(ÂTC−1Â). (19)
Moreover, since Â1 and Â are both feasible for (17), we
have the following inequality is due to the optimality of Â,
tr(ÂT1C
−1Â1) ≥ tr(ÂTC−1Â). (20)
Therefore, after combining (19) and (20), we have Ŝ and
Ŝ1 both achieve the minimal value for problem (16). This
concludes the proof.
To sum up, in order to obtain the optimal S, we can
turn to solve the problem (17). Then, the optimal Ŝ can be
calculated according to (18). The following lemma shows
the solution of the problem (17).
Remark 1: The compact MSE minimization problem is
given by
min
A
tr(ATC−1A)−1 subject to tr(ATA) ≤ P. (21)
The Lagrangian function is
L = tr(ATC−1A)−1 + µ(tr(ATA)− P ). (22)
Here, we just give the result of optimization problem,
UA = [Uc]p−r2+1:p,
D = [ΣC ]p−r2+1:p,p−r2+1:p,
µ = tr(D
1
2 )2/P 2
Σ2A = µ
− 1
2D
1
2
VTAVA = I,
(23)
where we denote the SVD of A and C as, A = UAΣAV
T
A,
and C = UCΣCV
T
C , respectively. In addition, the minimal
MSE is then given by
1
P
 p∑
k=p−r2+1
λ
1
2
c,k
2 , (24)
where λc,k is the kth largest eigenvalue of C. When A is
designed according to (23), the matrix S can be obtained
through (18).
In order to illustrate the optimal condition provided in
(23). Here we take the i.i.d. noise as an example, that
is E(nnT ) = σ2I. Considering the power constraint, i.e.,
‖A‖2F ≤ P , the optimality condition for A according to the
conditions provided in (23) is
ATA =
P
r2
Ir2 , (25)
and the MSE is then r
4
P
σ2. In particular, the minimum
number of observations which meets the condition in (25)
is r2, where A =
√
P
r
Ir2 . This can be achieved by setting
the affine map as
A(L) =
√
P
r
[tr(f1g
T
1 L), tr(f1g
T
2 L), . . . , tr(frg
T
r L)]
T . (26)
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Fig. 1: MSE vs. Noise levels (M = 20, N = 50, r = 6).
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Fig. 2: MSE vs. Noise levels (M = 20, N = 50, r = 6).
Meanwhile, the estimation of the matrix R is
R̂ = FTLG+
r√
P
W, (27)
where W ∈ Rr×r is the noise matrix which is formed by
n ∈ Rr2×1. Therefore, the MSE value, i.e., r4
P
σ2 is propor-
tional to the noise level σ2, and the coefficient value is r
4
P
. In
Fig. 1, the simulation MSE and theoretical MSE are plotted.
The simulation settings areM = 20, N = 50, r = 6, p = 36,
and the affine map A is generated according to (26). As we
can see, the MSE is linearly proportional to the noise level
σ2. Also, the simulation results match well with theoretical
derivations.
5B. Design of affine map with ideal RIP constant
In the previous subsection, we have provided designing
of affine map in order to minimize the MSE. Alternatively,
when design the affine map A, if our purpose is to achieve
the RIP constant δr = 0, such as
‖S(G⊗ F) vec(R)‖2F = ‖(G⊗ F) vec(R)‖2F
= ‖vec(R)‖2F . (28)
The condition in (28) can be satisfied when the following
hold,
S = A(G⊗ F)T
ATA = Ir2 ,
where A ∈ Rp×r2 . Considering the power constraint
‖S‖2F ≤ P , we modify the condition as
S = A(G⊗ F)T
ATA =
P
r2
Ir2 . (29)
It is interesting to find that condition in (29) is exactly
the condition for A in (25) for i.i.d noise case. However, for
the general noise case, E(nTn) = C, though the condition
for S in (29) will also achieve the ideal RIP constant, i.e.,
δr = 0, it will not obtain the minimal MSE according to the
optimality condition in (23).
In order to illustrate the difference between these two con-
ditions in (23) and (29), we make the following simulation
in Fig. 2. For the first case, we let the affine map satisfy the
ideal RIP condition stated in (29). For the second case, we
let the affine map meet the condition in (23). As we can see
from Fig. 2. the condition of affine map in (23) can provide
a lower MSE performance compared to the ideal RIP case
stated in (29). This is consistent with our analysis that the
conditions in (23) are obtained by minimizing MSE.
C. Reconstruction with the optimal dimension of subspace
As we discussed above, we assume the estimator of low-
rank matrix has the form in (8). In this subsection, we will
discuss whether there exists another representation of the
low-rank matrix that can achieve better performance, i.e.,
lower MSE.
Lemma 2: Assume the rank-r matrix L ∈ RM×N and
L = FRGT , where F ∈ RM×r with FTF = Ir,
G ∈ RN×r with GTG = Ir. Consider the observation
y = A(H) + n, where E(nnT ) = C. Assume the estimate
of the low-rank matrix is L̂, for the estimation error of L,
we always have the following inequality∥∥∥L̂− L∥∥∥2
F
≥
∥∥∥FFT L̂GGT − L∥∥∥2
F
. (30)
Proof: It worth noting that FFT and GGT denotes
projection matrix for the column subspace and row subspace
of matrix L. The lemma above tells that the estimation
error will not increase if we project the estimation onto row
subspace and column subspace of low-rank matrix L.
In order to verify this, we will show that the error of any
estimate L̂ is greater or equal to the error of FFT L̂GGT .
For convenience, we define the notations
PF = FF
T ,PF⊥ = I−PF,
PG = GG
T ,PG⊥ = I−PG.
The MSE of the estimator L̂ is given by∥∥∥L̂− L∥∥∥2
F
=
∥∥∥PFL̂PG+PF⊥L̂PG+PFL̂PG⊥+PF⊥L̂PG⊥−L∥∥∥2
F
=
∥∥∥PFL̂PG⊥−L∥∥∥2
F
+
∥∥∥PF⊥L̂PG+PFL̂PG⊥+PF⊥L̂PG⊥∥∥∥2
F
≥
∥∥∥PFL̂PG⊥ − L∥∥∥2
F
.
This concludes the proof.
In other words, the estimation should have the form
FFT L̂GGT in order to have the minimal estimation error.
Therefore, we let the expression of estimation of the low-
rank matrix be
L̂ = F1R̂1,1G
T
1 (31)
where F1 ∈ RM×d, G1 ∈ RN×d, and R ∈ Rd×d.
Obviously, the column subspace and row subspace of L̂
are col(F1) and col(G1), respectively. Then, the subspaces
col(F1) and col(G1) satisfy the following,
col(F1) ⊆ col(F), col(G1) ⊆ col(G), (32)
which is obvious from the Lemma 2. Then, the observation
y can written as
y = A(F1R1,1GT1 ) +A(L− F1R1,1GT1 ) + n
= A(F1R1,1GT1 ) + n1
= S(G1 ⊗ F1) vec(R1,1) + n1
= A1 vec(R1,1) + n1 (33)
where we let n1 = A(L−F1R1,1GT1 )+n. Due to the fact
that we have no idea about the part A(L−F1R1,1GT1 ), the
effective noise n1 will include this part. However, due to the
fact that
∥∥L− F1R1,1GT1 ∥∥2F is small, we assume that the
noise covariance approximation is as follows
C1 = E(n1n
T
1 ) ≈ E(nnT ) = C. (34)
The approximation will become equality when col(F1) =
col(F), and col(G1) = col(G), that is L = F1R1,1G1.
Similarly, the estimate of R̂1,1 is
vec(R̂1,1) = (A
T
1C
−1
1 A1)
−1AT1C
−1
1 y. (35)
Since col(F1) ⊆ col(F) and col(G1) ⊆ col(G), we write
the true low-rank matrix as
L = F1R1,1G
T
1+F2R2,1G
T
1+F1R1,2G
T
2+F2R2,2G
T
2 , (36)
where F = [F1,F2] with F
TF = Ir, and G = [G1,G2]
6with GTG = Ir. The MSE of L̂ is given by
E
(∥∥∥L̂− L∥∥∥2
F
)
= E
(∥∥∥F1R̂1,1G1 − L∥∥∥2
F
)
= E
(∥∥∥R̂1,1−R1,1∥∥∥2
F
)
+‖L‖2F−‖R1,1‖2F
= E
(
tr(AT1C
−1
1 A1)
−1)+‖L‖2F−‖R1,1‖2F . (37)
In order to minimize the MSE above, we need to solve the
optimization problem below,
argmin
A1,F1,G1
E
(
tr(AT1C
−1
1 A1)
−1)+‖L‖2F−‖R1,1‖2F
= argmin
A1,F1,G1
E
(
tr(AT1C
−1
1 A1)
−1)−‖R1,1‖2F . (38)
In the following Lemma, we will analyze the condition
for F1, G1, and A1, which achieves the minimal MSE.
Lemma 3: The optimal F1 ∈ RM×d , G1 ∈ RN×d, and
A1 that can achieve the minimal MSE in (38) should satisfy
the following conditions,
(1) The optimal d should be
dopt = min
d
 1
P
 p∑
k=p−d2+1
λ
1
2
c,k
2 + r∑
k=d+1
λ2k
 , (39)
where λc,k is the kth largest singular value of C1, and λk
is the kth largest singular value of L.
(2) F1 and G1 span the subspace of the dominant dopt
left and right singular vectors of L, respectively.
(3) The optimal A1 is calculated by Remark 1.
Proof: We will divide our analysis into two steps. The
first step is about designing A1 when F1 and G1 is fixed.
The second step is seeking the optimal F1 and G1 which
minimize the MSE value.
First of all, for fixed F1 and G1, the first part has the
minimum value when A1 is designed using the similar
strategies of Remark 1,
f(d) =
1
P
 p∑
k=p−d2+1
λ
1
2
c,k
2 , (40)
the MSE is, then
f(d) + ‖L‖2F − ‖R1,1‖2F . (41)
Now, we will discuss how to choose F1 and G1 to
minimize the value above. This problem is equivalent to
maximize the value of ‖R1,1‖2F .
‖R1,1‖2F =
∥∥FT1 LG1∥∥2F . (42)
It is straightforward that when F1 spans the subspace of the
dominant d left singular vectors of L. The case is the same
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Fig. 3: MSE vs. Noise levels (M = 20, N = 50, r = 6).
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for G1. Then, the MSE will become
f(d) +
r∑
k=d+1
λ2k. (43)
The we should choose d which will minimize the MSE above
dopt = min
d
(
f(d) +
r∑
k=d+1
λ2k
)
, (44)
which concludes the proof.
Here, we take the i.i.d. noise for example, i.e., that is
E(nnT ) = σ2Ip. The MSE is expressed as
d4
P
σ2 +
r∑
k=d+1
λ2k =
σ2d2
P
d∑
k=1
(2k − 1) +
r∑
k=d+1
λ2k, (45)
7where λk is the kth largest singular value of L. Because λk
is decreasing over k, then the optimal d which minimizes
(75) should satisfy the following
dopt = max
d=1,2··· ,r
{d : σ
2d2
P
(2d− 1) ≤ λ2d}. (46)
In Figure. 3, we compare the MSE for different values
of d. As can be seen, when the noise level is small, the
best performance is achieved by setting d = r = 6. With
the increasing of noise level, the smaller d, say d = 1, will
achieve the lowest MSE. In Figure. 4, we plot the optimal
value of d which has the smallest MSE with different noise
levels. The line of theory optimal d is calculated according
to the formula (46). It is clear that the theoretical dopt well
matches with the simulation results. With the increasing
of the noise levels, the optimal dimension of the column
subspace will decrease. Specifically, when the noise level is
low, the dopt is equal to the rank of matrix, i.e., r. When
the noise is strong, the value of dopt will approach one.
IV. RECONSTRUCTION BY USING THE COLUMN
SUBSPACE INFORMATION
In this section, we study the low-rank matrix reconstruc-
tion when we know the column subspace of the low-rank
matrix.
A. Reconstruction with the fixed dimension of subspace
Here, we assume that F ∈ RM×r is the semi-unitary
matrix associated with the column subspace. It is worth
noting that F is not equivalent to U in (7). In fact, the
low-rank matrix L can be expressed as
L = FQ, (47)
where Q ∈ Rr×N . Here we assume the estimation of low-
rank matrix has the following expression
L̂ = FQ̂. (48)
For convenience, we denote
S = vec(A) =
vec(X1)
T
...
vec(Xp)
T
 . (49)
Similarly, we can write the observation y in the following
way
y = vec (A(L) + n)
= vec (A(FQ) + n)
= S(I⊗ F) vec(Q) + n (50)
For convenience, we let A = S(I ⊗ F) ∈ Rp×rN . Since
we need to estimate the elements in Q, then the efficient
estimator is given by
vec(Q̂) = (ATC−1A)−1ATC−1y. (51)
Then the MSE is
E
(∥∥∥L̂− L∥∥∥2
F
)
= E
(∥∥∥(I⊗ F) vec(Q)− (I⊗ F) vec(Q̂)∥∥∥2
2
)
= E
(∥∥∥vec(Q)− vec(Q̂)∥∥∥2
2
)
= E
(∥∥vec(Q)− (ATC−1A)−1ATC−1y∥∥2
2
)
= E
(∥∥(ATC−1A)−1ATC−1n∥∥2
2
)
= tr(ATC−1A)−1. (52)
Similarly, the following lemma shows that the problem
of minimizing the MSE over the vectorization of the affine
map, i.e., S, can be equivalent to a more simple problem.
Lemma 4: Suppose F ∈ RM×r with FTF = Ir, and the
matrix S ∈ Rp×MN . We assume the following problem
min
S
tr(ATC−1A)−1
subject to A = S(I⊗ F)
‖S‖2F ≤ P. (53)
has the optimal solution as Ŝ. Suppose the following prob-
lem
min
A
tr(ATC−1A)−1 subject to tr(ATA) ≤ P. (54)
has the minimal solution as Â. Then, we will have the
following relations between Â and Ŝ,
Ŝ = Â(I⊗ F)T . (55)
Using the similar techniques as problem (21), the optimal
A has the following condition
UA = [Uc]p−Nr+1:p,
D = [ΣC ]p−Nr+1:p,p−r2+1:p,
µ = tr(D
1
2 )2/P 2
Σ2A = µ
− 1
2D
1
2
VTAVA = I
(56)
In addition, the MSE is then given by
1
P
 p∑
k=p−Nr+1
λ
1
2
c,k
2 , (57)
where λc,k is the kth largest eigenvalue of C. When the
optimal Â is obtained, then Ŝ = Â(I⊗ F)T .
Here, we take the i.i.d. noise, say C = Ip, as an
illustration. The matrix A, satisfying the condition in (56),
can have the following expression,
ATA =
P
rN
I, (58)
and the MSE is then r
2N2
P
σ2. The condition in (58) can be
8satisfied when the matrix A is
A =
√
P
rN

F 0 · · · 0
0 F · · · 0
...
...
. . .
...
0 0 · · · F
 . (59)
When the matrix A is designed according to (59), the
estimated Q̂ in (51) can be expressed as
Q̂ = Q+
√
rN
P
W, (60)
where W ∈ Rr×N is the matrix form of n, which rewrites
the n ∈ RrN in a matrix version. To sum up, compared to
the priori information of the F and G, the column subspace
F is a more relax information. Based on this, the MSE is
consequently increased from r
4
P
σ2 to r
2N2
P
σ2. The number
of observations is increased from r2 to Nr.
B. Design of affine map with ideal RIP constant
Alternatively, when we design the affine map A in order
to achieve the RIP constant δr = 0, such as
‖S(I⊗ F) vec(Q)‖2F = ‖(I⊗ F) vec(Q)‖2F = ‖vec(Q)‖2F . (61)
The condition in (28) can be satisfied when the following
hold,
S = A(I⊗ F)T
ATA = INr,
where A ∈ Rp×Nr. Considering the power constraint
‖S‖2F ≤ P , we modify the condition as
S = A(I⊗ F)T
ATA =
P
Nr
INr. (62)
It is interesting to find that condition in (62) is exactly
the condition for A in (58) for i.i.d noise case. However, for
the general noise case, E(nTn) = C, though the condition
for S in (62) will achieve the ideal RIP constant, i.e.,
δr = 0, it will not obtain the minimal MSE according to
the optimality condition in (56). Therefore, the proposed
method can achieve the lower MSE compared to the case
where δr = 0.
C. Reconstruction with the optimal dimension of subspace
In this subsection, we will discuss whether there exists an-
other representation of the low-rank matrix that can achieve
better performance, i.e., lower MSE.
Lemma 5: Assume the rank-r matrix L ∈ RM×N with
L = FQ, where F ∈ RM×r with FTF = Ir and
Q ∈ Rr×N . Consider the observation y = A(H) + n,
where E(nnT ) = C. Assume the estimate of the low-rank
matrix is L̂, for the estimation error of L, we always have
the following inequality∥∥∥L̂− L∥∥∥2
F
≥
∥∥∥FFT L̂− L∥∥∥2
F
. (63)
Similarly, the estimation should have the form FFT L̂ in
order to have the minimal estimation error. Hence, suppose
the column subspace of the L̂ is col(F1). Then, we must
have the subspaces col(F1) satisfies the following,
col(F1) ⊆ col(F).
Therefore, we let the expression of estimation of the low-
rank matrix be
L̂ = F1Q̂1.
where F1 ∈ RM×d with FT1 F1 = Id, and Q̂1 ∈ Rd×N . Note
that the low-rank matrix can be expressed as L = F1Q1 +
F2Q2, where F = [F1,F2]. The observation y ∈ Rp×1 can
be written as
y = A(L) + n
= A(F1Q1 + F2Q2) + n
= S(I⊗ F1) vec(Q1) +A(F2Q2) + n,
= S(I⊗ F1) vec(Q1) + n1. (64)
Suppose we can approximate the covariance of n1, which
is C1, as C, which is the covariance of n. Similarly, the
estimate of Q̂1 is
vec(Q̂1) = (A
T
1C
−1
1 A1)
−1AT1C
−1
1 y, (65)
where A1 = S(I⊗ F1). The MSE is then
E
(∥∥∥L̂− L∥∥∥2
F
)
= E
(∥∥∥Q̂1 −Q1∥∥∥2
F
)
+ ‖F2Q2‖2F
= E
(∥∥(AT1C−11 A1)−1AT1C−11 n∥∥2F)+ ‖L‖2F−‖Q1‖2F
= tr
(
AT1C
−1
1 A1
)−1
+ ‖L‖2F−‖Q1‖2F (66)
The following lemma provides the conditions which achieve
the minimal MSE expressed in (66).
Lemma 6: The optimal F1 ∈ RM×d and A1 that can
achieve the minimal MSE above should satisfy the following
conditions,
(1) The optimal dopt should be
dopt = min
d
 1
P
 p∑
k=p−Nd+1
λ
1
2
c,k
2 + r∑
k=d+1
λ2k
 , (67)
where λc,k is the kth largest singular value of C1, and λk
is the kth largest singular value of L.
(2) F1 spans the subspace of the dominant dopt left
singular vectors of L.
(3) The optimal A1 is calculated by Remark 1.
Proof: For fixed d, the first part in (66) has the mini-
mum value whenA1 is designed using the similar strategies,
f(d) =
1
P
 p∑
k=p−Nd+1
λ
1
2
c,k
2 , (68)
9the MSE is, then
f(d) + ‖L‖2F − ‖Q1‖2F . (69)
Now, for fixed d, we will discuss how to choose F1 to
minimize the value above. This problem is equivalent to
maximize the value of ‖Q1‖2F .
‖Q1‖2F =
∥∥FT1 L∥∥2F . (70)
It is straightforward that when F1 spans the subspace of the
dominant d left singular vectors of L. Then, the MSE will
become
f(d) +
r∑
k=d+1
λ2k, (71)
where λk is the kth largest singular value of L. The we
should choose d which will minimize the MSE above
dopt = min
d
(
f(d) +
r∑
k=d+1
λ2k
)
, (72)
this concludes the proof.
In order to understand the analysis above, we take the i.i.d.
noise, i.e., E
(
nnT
)
= Ip, as the illustration. The matrix
A1, satisfying the condition in (56), can have the following
expression,
AT1A1 =
P
dN
I, (73)
and the f(d) = d
2N2
P
σ2. The condition in (73) can be
satisfied when the matrix A1 is
A1 =
√
P
dN

F1 0 · · · 0
0 F1 · · · 0
...
...
. . .
...
0 0 · · · F1
 . (74)
The MSE value in (72) is
d2N2
P
σ2 +
r∑
k=d+1
λ2k
=
σ2N2
P
d∑
k=1
(2k − 1) +
r∑
k=d+1
λ2k (75)
Because λk is decreasing over k, then the optimal d which
minimizes (75) should satisfy the following
dopt = max
d
{d : σ
2N2
P
(2d− 1) ≤ λ2d}. (76)
In Figure. 5, we plot the optimal value of d which has the
smallest MSE with different noise levels. The simulation
settings are M = 20, N = 50, r = 6. The line of theory
optimal d is calculated according to the formula (76). It
is clear that the theoretical dopt well matches with the
simulation results. With the increasing of the noise levels,
the optimal dimension of the column subspace will decrease.
Specifically, when the noise level is low, the dopt is equal
to the rank of matrix, i.e., r. When the noise is strong, the
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Fig. 5: Optimal d vs. Noise levels (M = 20, N = 50, r = 6).
value of dopt will approach one.
V. TWO-STAGE LOW-RANK MATRIX RECONSTRUCTION
As we discussed in the previous section, when the column
subspace of low rank matrix is known as priori, then the
affine map can be designed according to (59). In practical,
we can not obtain the column subspace of a low-rank
matrix. Fortunately, it inspires that we can first estimate
the column subspace of the low-rank matrix, then using
this estimated priori information to acquire the remaining
information of the low rank matrix. Therefore, there are two
stages of the proposed algorithm, column subspace learning
and coefficient matrix learning.
A. Column subspace learning
In the first stage, we randomly sample m1 columns of L
to obtain the column subspace of LR matrix L. Here, we
assume the signal power used for the first stage is P1. We
denote Ys ∈ RM×m1 as the set of the selected columns,
Ys = LS+
√
m1M
P1
W1 = Ls +Ws, (77)
where S ∈ RN×m1 is the column sampling matrix, W1 ∈
R
M×m1 is the noise matrix. According to the Lemma 2
provided in [8], if m1 is large enough, the selected columns
of matrix Ls span the column subspace of L with high
probability. In other words, Ls shares the same column
subspace with L. Moreover, Ls is also a LR matrix.
To begin with, we provide the methods to obtain the
sampling low-rank matrix Ls. Then, the column subspace
of L can be obtained on basis of the consistence of the
column subspace between Ls and L. If the noise matrixW
is sparse, then Ls can be obtained by solving the following
10
problem [8],
min
Ls,Ws
‖Ls‖∗ +
1√
M
‖Ws‖1
subject to Ls +Ws = Ys, (78)
where ‖Ws‖1 =
∑
i,j |[Ws]i,j |.
When the noise matrix W is dense with [W]m,n ∼
N (0, σ2), then Ls can be given by the solution of the
following problem,
min
Ls,Ws
‖Ls‖∗ + λ ‖Ws‖2F
subject to Ls +Ws = Ys, (79)
where λ is determined by the noise level. According to [10],
the parameter λ can be set as 1
2(
√
M+
√
N)σ
for a suggestion.
When a fraction of the columns of W is non-zero, the
formulated problem will be
min
Ls,Ws
‖Ls‖∗ + λ ‖Ws‖1,2
subject to Ls +Ws = Ys, (80)
where ‖Ws‖1,2 =
∑N
i=1 ‖[Ws]:,i‖2, and λ is the parameter
which balances the two parts in the objective function.
Similarly, [11] provided the strategy to choose the tuning
parameter, i.e., λ = 3
7
√
γN
, where γ is the upper bound of
fraction of the columns in Ls.
For convenience, we can rewrite (78), (79), and (80) in a
compact unconstrained form,
min
Ls
‖Ls‖∗ + λ ‖Ys − Ls‖ℓ , (81)
where ℓ denote different norm operation determined by
the type of noise. In different noisy scenarios, L̂s will be
given by solving (78), (79) or (80), respectively. Denote the
column subspace basis of L is Up ∈ RM×r, and it can be
approximated by taking QR decomposition for L̂s,
Ûp = QR(L̂s). (82)
Alternatively, considering the observations Ys = Ls +
Ws, when the error matrix Ws is sufficiently small, the
column subspace of Ls can be approximated by the column
subspace of Ys. Suppose the singular value decomposition
of Ls is given by,
Ls = UpΣpV
T
p , (83)
where the left singular vector matrix Up ∈ RM×r, the
right singular vector matrix Vp ∈ RN×r, and Σp is a
diagonal matrix where the the singular values are sorted in
a descending order.
Because of the noise matrixWs, the matrixYs may have
full rank, and the singular value decomposition of Ys can
be expressed as,
Ys = UˆΣˆVˆ
T =
(
Uˆp Uˆo
)(Σˆp 0
0 Σˆo
)(
VˆTp
VˆTo
)
(84)
where Uˆp ∈ RM×r, Vˆp ∈ RN×r, Uˆo ∈ RM×(m1−r),
Vˆo ∈ RN×(m1−r). The diagonal matrices Σˆp and Σˆo
Algorithm 1 Adaptive low rank matrix sensing
1: Input: The data matrix L ∈ RM×N .
2: Initialization: Generate the column selecting matrix S ∈
R
N×m1 .
3: Column subspace learning: sample the columns of L by
Ys = Ls +Ws, then calculate the column subspace
basis matrix Uˆp through (82) or (84) .
4: Calculate the coefficient matrix: Qˆ = UˆTp L+W.
5: Obtain the estimate of the LR matrix: Lˆ = UˆpQˆ.
6: Output: Estimate result Lˆ.
include singular values in a descending order.
When the error matrix Ws is small compared with the
Ls, the following approximation can be obtained [12],
Uˆp = Up +UoU
T
oWsVpΣ
−1
p +O(‖Ws‖2), (85)
where ‖·‖ denotes any norm such as Euclidean 2-norm or
the Frobenius norm. For convenience, we let
.
= mean ’equal
up to first-order term’. Then, (85) can be expressed as Uˆp
.
=
Up +UoU
T
oWsVpΣ
−1
p . According to the analysis above,
we can directly get the column subspace of Ls by taking
SVD to the observation matrix for Ys. And the estimated
column subspace matrix is Uˆp, and the error can be upper
bounded byUoU
T
oWsVpΣ
−1
p , denoted as△Up. It is worth
noting that, in the first stage, in order to calculate the column
subspace of the LR matrix, we need m1M samples in total.
B. Coefficient matrix learning
Now we concern on the second stage of the estimation
of LR matrix. Since the column subspace basis of L is the
same as that of Ls, whose column subspace is denoted as
Up. Then the LR matrix L can be represented as
L = UpQ, (86)
where Q ∈ Rr×N is the coefficient matrix associated with
the basis matrixUp. Assume the estimated column subspace
from the first stage is Uˆp, then in the second stage, we aim
to get the estimation of coefficient matrix Q in (86). Here,
we assume the power used for the second stage estimation
is P2. As we discussed in Section 3.2, when the noise is
i.i.d gaussian, the observation matrix can be
S = A
(
I⊗ Uˆp
)T
=
√
P2
rN

Uˆp 0 · · · 0
0 Uˆp · · · 0
...
...
. . .
...
0 0 · · · Uˆp
(I⊗ Uˆp)T .(87)
On basis of (60), for the coefficient matrix, we will have the
following estimation,
Qˆ = UˆTp L+
√
rN
P2
W2 = Uˆ
T
pUpQ+
√
rN
P2
W2, (88)
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where W2 ∈ Rr×N is the noise matrix from the second
step.
1) Exact column subspace: In this section, we assume the
column subspace matrix Uˆp is exact, such that Uˆp = Up.
The number of samples will be rN for the second stage.
Therefore, the estimation of the low rank matrix L can be
given by
Lˆ = UpQˆ = UpQ+
√
rN
P2
UpW2
= L+
√
rN
P2
UpW2. (89)
The estimation error can be bounded by∥∥∥L− Lˆ∥∥∥2
F
=
rN
P2
‖UpW2‖2F
≤ rN
P2
‖Up‖22 ‖W2‖2F
=
rN
P2
‖W2‖2F ,
(90)
where the inequality follows from the definition of 2-norm,
and the last equality follows from the orthogonality of
Up. When the entries of W2 are randomly selected from
Gaussian distribution with zero mean and σ2 variance, we
can calculate the mean square error in the following,
E
(∥∥∥L− Lˆ∥∥∥2
F
)
≤ rN
P2
E
(
‖W2‖2F
)
=
r2N2
P2
σ2. (91)
2) Inexact column subspace: In this section, we will
analyze the performance when the column subspace Uˆq is
not exact. As we discussed above, Uˆq is obtained by taking
SVD for Ys. Since the observations are Ys = Ls +Ws,
the SVD of Ys is
Ys = UˆΣˆVˆ
∗ =
(
Uˆp Uˆo
)(Σˆp 0
0 Σˆo
)(
Vˆ∗p
Vˆ∗o
)
= UˆpΣˆpVˆ
∗
p + UˆoΣˆoVˆ
∗
o
= (Ys)p + (Ys)o.
(92)
Therefore, Qˆ = UˆTp L +
√
rN
P2
W. It is worth noting that
the difference between Uˆp and Up is UoU
∗
oWsVpΣ
−1
p
according to (85). When Qˆ is calculated, the estimation of
the low-rank matrix is UˆpQˆ. Now, it is of interest of evaluate
estimation error, i.e.,
∥∥∥L− UˆpQˆ∥∥∥
F
,∥∥∥L− UˆpQˆ∥∥∥
F
≤
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
+
∥∥∥L− UˆpUˆTp L∥∥∥
F
≤
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
+
∥∥∥(I− UˆpUˆTp )UpUTp ∥∥∥
2
‖L‖F
=
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
+
∥∥∥(Uˆp⊥UˆTp⊥)UpUTp ∥∥∥
2
‖L‖F
≤
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
+
∥∥∥UˆTp⊥Up∥∥∥
2
‖L‖F ,
(93)
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Fig. 6: Subspace distance bound(M = 50, N = 20, r = 6).
where Uˆp⊥UˆTp⊥ denotes the projection matrix onto the
complementary subspace spanned by Uˆp, and UpU
T
p is
the projection matrix onto the subspace spanned by Up.
Meanwhile,
∥∥∥UˆTp⊥Up∥∥∥
2
is the subspace distance defined in
[13], we can have∥∥∥UˆTp⊥Up∥∥∥
2
=
∥∥∥UˆTpUp⊥∥∥∥
2
. (94)
Assume the singular value gap δ = σr − σˆr+1, where σr is
the rth largest singular value of Ls, and σˆr+1 is the (r +
1)th largest singular value of Ys. According to the Wedin’s
Theorem [14], [15],∥∥∥UˆTpUp⊥∥∥∥
2
≤ max{‖WsVp‖2 ,
∥∥WTsUp∥∥2}
δ
≤ ‖Ws‖2
δ
.
(95)
In order to verify the subspace distance bound provided in
(95), we do the the simulation in Fig. 6. The dimension of
the low-rank matrix is L ∈ R50×20, r = 6, m1 = 1.5r.
As we can see, the bound is tight especially when the noise
level is low.
Combining (93) and (95), we can have the error bound as
follows,∥∥∥L− Lˆ∥∥∥
F
≤ ‖Ws‖2 ‖L‖F
δ
+
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
=
√
m1M
P1
‖W1‖2 ‖L‖F
δ
+
√
rN
P2
∥∥∥UˆpW2∥∥∥
F
(96)
Note that the bound in (96) will hold for any possible
noiseW. Compared to the MSE in (90), where the column
subspace is exact, the MSE in (96) includes one more
part, such that
√
m1M
P
‖W1‖2‖L‖F
δ
, which comes from the
error of estimate of column subspace. Using the proposed
adaptive matrix sensing, the necessary number of samples is
m1M + rN .
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Fig. 7: MSE vs. Noise levels(M = 20, N = 50, r = 6).
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Fig. 8: Simulation vs. Theory bound (M = 20, N = 50, r =
6).
As we talked in Section 3, when the conditions in Lemma
6 are satisfied, we can obtain a lower MSE. The first
condition requires us to know the singular values of L and
noise covariance C. The second condition requires us to
obtain the knowledge of dominate dopt left singular vectors
of L. However, in the first step, we can only get the column
subspace instead of the dominate dopt singular vectors.
In Fig. 7, the MSE vs. σ2 is illustrated. The dimension
of the low-rank matrix is L ∈ R50×20, r = 6, m1 = 1.5r.
As we can see, when m1 = 2r, the similar performance
can be obtained as the case of exact subspace. In Fig. 8,
the simulation performance and the theory bound in (96)
are illustrated. The dimension of the low-rank matrix is L ∈
R
50×20, r = 6. It can be seen that the equation of (96)
provides a lower bound for the MSE performance.
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VI. SIMULATION RESULTS
In this section, we simulate the performance of the
proposed closed-loop matrix reconstruction method. The
simulation parameters are M = 20, N = 50, r = 5.
A. The number of observations
First of all, in Fig. 9, we simulate the MSE with different
number of observations. Here, we assume the power asso-
ciate with the two steps are P1+P2 = MN . Since the total
number of estimated parameters for the two steps are rM
and rN , respectively. Thus, we let the ratio between P1 and
P2 isM/N . As we can see, when the number of observations
for the first step is 1.5Mr, the robust performance can be
obtained. In this case, the MSE is approximately linear to
the noise level.
B. The different power ratios of two stages
In Fig. 10, we simulate the performance for the cases with
different power ratio . As we can see, the MSE is almost
the same with different power ratio. Nevertheless, when the
noise is small, the MSE for ratio P1/P2 = M/N is smallest.
It means that when the power ratio is close to the ratio
between the number of parameters of the two stages, the
better reconstruction accuracy can be obtained.
C. The accuracy comparisons with benchmarks
In Fig. 11, we compare the performance of proposed
closed-loop method with MF method. It is clear that the
proposed two-stage method outperforms the MF method.
Moreover, the performance gap is larger when the noise level
is low.
VII. CONCLUSION
In this paper, we investigate the low-rank matrix recon-
struction when the subspace information is known. Under
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Fig. 11: MSE vs. noise (M = 20, N = 50, r = 6).
the subspace information, the optimal representation of low-
rank matrix is analyzed in order to obtain minimal MSE. In
the case that no subspace information is aware, the proposed
two-step method can handle this practical scenario. The
first step will obtain the column subspace of the low-rank
matrix, and the second step will get the remaining coefficient
information of the low-rank matrix. The simulation results
show that the proposed two-step method highly outperforms
the existing open-loop methods.
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