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Re´sume´ – Cet article est consacre´ au calcul de la borne de Cramer-Rao (CRB) stochastique des directions d’arrive´e (DOA) de signaux de
modulation BPSK et QPSK en pre´sence de bruit additif gaussien circulaire de matrice de covariance spatiale diagonale arbitraire. Une expression
analytique de cette borne est donne´e dans le cas d’une seule source graˆce au de´couplage entre les parame`tres puissance et les parame`tres de
phase de la matrice d’information de Fisher (FIM). Cette borne est compare´e a` diverses bornes de´rive´es selon diverses connaissances a priori.
Ces re´sultats et comparaisons sont ensuite e´tendus au cas de deux sources inde´pendantes ou` des expressions analytiques de CRB sont obtenues
pour des grandes valeurs de rapport signal sur bruit (SNR). Nous avons mis en e´vidence de grandes diffe´rences de comportement par rapport a`
la borne standard obtenue dans le cas de signaux gaussiens circulaires, de´montrant ainsi l’inte´reˆt des approches EM dans le cas de connaissances
a priori sur la distribution discre`te des sources.
Abstract – This paper focuses on the stochastic Cramer-Rao bound (CRB) for the direction of arrival (DOA) for binary phase-shift keying
(BPSK) and quaternary phase-shift keying (QPSK) modulated signals observed on the background of nonuniform white noise with an arbitrary
diagonal covariance matrix. Explicit expressions of the CRB for the DOA parameter alone in the case of a single signal waveform is given thanks
to the decoupling of the power and phase parameters in the Fisher information matrices (FIM) and compared with CRBs obtained with different
a priori knowledge. Then, these results and comparisons are extended to the case of two independent sources where an explicit expression of the
CRB of the DOA parameters alone is given for large SNR. They reveal large differences of behavior with respect to complex circular Gaussian
signals. This proves the interest of the EM approaches when an a priori information on the discrete distribution of the sources is given.
1 Introduction
Il existe une abondante litte´rature sur les bornes de Cramer-
Rao des DOA de sources de distributions gaussiennes. Dans le
cas de distributions discre`tes telles que celles rencontre´es en
communications nume´riques, le calcul de ses bornes semble
de´licat. Un premier calcul de celles-ci a e´te´ mene´ [1] pour des
modulations BPSK et QPSK dans le cadre de bruit additif gaus-
sien circulaire spatialement blanc uniforme. Mais ce mode`le de
bruit semble irre´aliste quand il est d’origine externe, ce qui est
le cas en particulier dans les applications radio-e´lectriques car
alors le bruit est spatialement colore´. Cependant, dans le cas
particulier de re´seaux lacunaires, ce mode`le ge´ne´ral de bruit
spatialement corre´le´s peut eˆtre simplifie´ [2], [3] en supposant
qu’il est simplement blanc non uniforme. Le but de cet article
est d’e´tendre les re´sultats de [1] dans ce cadre.
2 Mode`le et notations
Nous conside´rons une antenne arbitraire de M capteurs re-
cevant un ou deux signaux inde´pendants de modulations BPSK
ou QPSK issus de DOAs inconnues (θk)k=1,2. Nous suppo-
sons que l’antenne est parfaitement calibre´e de telle sorte que
les vecteurs directionnels sont des fonctions connues ak de θk
telles que ‖ak‖2 = M . Nous supposons e´galement qu’il n’y a
pas d’interfe´rence entre symboles de sorte qu’apre`s de´modula-
tion, les signaux bande de base en sortie de filtrage adapte´ du
re´seau d’antenne s’e´crivent sous la forme :
yt = s1,ta1 + s2,ta2 + nt t = 1, . . . , T (1)
ou` sk,t = σke
iφkk,t et ou` (k,t)t=1,...,T sont des symboles
ale´atoires inde´pendantes, identiquement distribue´s (IID) pre-
nant des valeurs ±1 [resp. ±√2/2 ± i√2/2] avec des proba-
bilite´s e´gales associe´es a` la modulation BPSK [resp. QPSK].
(nt)t=1,...,T sont des v.a. IID complexes circulaires centre´es
gaussiennes de matrice de covariance diagonale inconnue
Qn(σ)
def
= E(ntn
H
t ) = Diag(σ
2
1 , . . . , σ
2
M )
ou` σ
def
= (σ1, . . . , σM ). nt et t sont suppose´s inde´pendants. En
absence de connaissances a priori sur les symboles transmis,
leur phase et leur puissance, notre mode`le (1) est parame`tre´
par α def= (σ, σs1 , φ1, θ1) ou α
def
= (σ, σs1 , φ1, θ1, σs2 , φ2, θ2)
selon le nombre de sources, et les observations (yt)t=1,...,T
posse`dent une densite´ de probabilite´ (PDF) comme me´lange
de distributions gaussiennes complexes circulaires :
p(yt; α) =
1
LKpiMDet(Qn(σ))
LK∑
j=1
e−(yt−Asj)
HQ−1n (
  )(yt−Asj) (2)
avec pour une source K = 1, A = a1 et sj = σs1ηj,1eiφ1 ,
(ηj,1)j=1,L = ±1 (L = 2) ou (ηj,1)j=1,L = ±
√
2/2± i√2/2
(L = 4) associe´e respectivement aux modulations BPSK et
QPSK. Pour deux sources K = 2, A = (a1, a2) et sj =
(σs1ηj,1e
iφ1 , σs2ηj,2e
iφ2)T ou` (ηj,1, ηj,2)j=1,L2 = (±1,±1)
(L = 2) ou (ηj,1, ηj,2)j=1,L2 = (±
√
2/2± i√2/2,±√2/2±
i
√
2/2) (L = 4) associe´es respectivement aux modulations
BPSK et QPSK.
3 CRB stochastiques pour des signaux
BPSK et QPSK
3.1 Cas d’une source
En mettant les PDF (2) sous les formes suivantes :
pBPSK(yt; α) =
1
piMDet(Qn(σ))
e−(‖y˜t‖
2+σ2s1‖a˜1‖
2)
ch (σs1g1(y˜t))
pQPSK(yt; α) =
1
piMDet(Qn(σ))
e−(‖y˜t‖
2+σ2s1‖a˜1‖
2)
ch
(
σs1√
2
g1(y˜t)
)
ch
(
σs1√
2
g2(y˜t)
)
avec y˜t
def
= Q
−1/2
n (σ)yt, a˜1
def
= Q
−1/2
n (σ)a1, g1(yt)
def
=
2<(eiφ1 y˜Ht a˜1) et g2(yt) def= 2=(eiφ1 y˜Ht a˜1), nous avons e´tendu
les calculs mene´s dans [1] et de´montre´ le the´ore`me suivant dans
[4] :
The´ore`me 1 Les parame`tres puissances et phases de α sont
de´couple´s dans les FIM associe´es aux signaux de modulations
BPSK et QPSK et celles-ci sont donne´es par :
IBPSK = T
[
I
(1)
B O
O I
(2)
B
]
et IQPSK = T
[
I
(1)
Q O
O I
(2)
Q
]
avec
I
(2)
B
def
=
[
2σ2s1‖a˜1‖2(1− f(Mr1))
2σ2s1 i(a˜
′H
1 a˜1)(1− f(Mr1))
2σ2s1 i(a˜
′H
1 a˜1)(1− f(Mr1))
2σ2s1‖a˜
′
1‖2(1− f(Mr1))
]
(I
(2)
Q )1,1 = 2σ
2
s1‖a˜1‖2
(
1− (1 + Mr1)f(Mr1
2
)
)
(I
(2)
Q )1,2 = 2σ
2
s1 i(a˜
′H
1 a˜
′
1)
(
1− (1 + Mr1)f(Mr1
2
)
)
(I
(2)
Q )2,2 = 2σ
2
s1‖a˜
′
1‖2
(
1− (1 + Mr1‖a˜1‖2
|a˜H1 a˜
′
1|2
‖a˜′1‖2
)f(
Mr1
2
)
)
ou` le SNR est de´fini pas r1 def= σ
2
s1
M
∑M
m=1
1
σ2m
, a
′
1
def
= da1dθ1 , a˜
′
1 =
Q
−1/2
n (σ)a
′
1 et ou` f(ρ) est la fonction de´croissante suivante :
f(ρ)
def
= e
−ρ√
2pi
∫ +∞
−∞
e−
u2
2
ch(u
√
2ρ)
du.
Graˆce au de´couplage des parame`tres puissances et phases de α
dans ces FIM, nous obtenons facilement :
CRBBPSK(θ1) =
1
T
(
1
α1r1
)(
1
1− f(Mr1)
)
(1)
CRBQPSK(θ1) =
1
T
(
1
α1r1
)(
1
1− f(Mr12 )
)
(2)
ou` α1 est le facteur 2M
(∑M
m=1
1
σ2m
)−1
a˜′
H
1 Π
⊥
a˜1
a˜′1.
Nous remarquons que CRBBPSK(θ1) < CRBQPSK(θ1) et
que pour (σ2m)m=1,...,M = σ2n, α1 = 2a
′H
1 Π
⊥
a1
a
′
1 et (1) et (2)
redonnent les expressions obtenues dans [1]. La connaissance
a priori d’un bruit uniforme n’ame´liore donc pas les perfor-
mances d’estimation de la DOA. Notons enfin que la me´thode
de blanchiment (y˜t def= Q−1/2n (σ)yt,) que nous avons utilise´e
ne permet pas d’aboutir a` une expression analytique et inter-
pre´table de la FIM dans le cas ge´ne´ral d’une matrice de cova-
riance Qn(σ) non diagonale car la proprie´te´ “‖a˜1‖2 = Cte
inde´pendante de θ1” essentielle dans ce calcul n’est plus va-
lable.
Selon diffe´rentes connaissances a priori sur les parame`tres
ou sur la distribution des sources, plusieurs CRB peuvent eˆtre
conside´re´es et compare´es aux expressions (1) et (2).
Ainsi en absence de de´calage de phase ou apre`s correction
de celle-ci (i.e., φ1 est connue), les CRB (1) et (2) deviennent
CRBCOBPSK(θ1) =
1
T
(
1
2‖a˜′1‖2σ2s1
)(
1
1− f(Mr1)
)
CRBCOQPSK(θ1) =
1
T
(
1
2‖a˜′1‖2σ2s1
)

 1
1−
(
1 + Mr1(1− α12‖a˜1‖2 )
)
f(Mr12 )

 .
Si les symboles e´taient connues en re´ception (DA estima-
tion), nous de´montrons [4] comme dans le cas de bruit spatia-
lement blanc uniforme [1] que les deux CRB coincident avec
la CRB de´terministe obtenue dans [3].
CRBDA(θ1) = CRBDET(θ1) =
1
T
(
1
α1r1
)
(3)
qui est identique aux CRB (1) et (2) quand ρ tend vers ∞.
Enfin, puisque la modulation BPSK [resp. QPSK] est non-
circulaire [resp. circulaire] complexe au second-ordre, il est
inte´ressant de comparer les CRB stochastiques (1) et (2) aux
CRB associe´es a` des distributions gaussiennes complexes non-
circulaires (NCG) de taux de non-circularite´ maximal [5] ou
complexes circulaires (CG) [3] qui peuvent eˆtre conside´re´es
comme des majorants par rapport aux vraies bornes (voir e.g.,
[6, corollary 1] ou [7, p. 293]). Ces bornes sont donne´es par
CRBNCG(θ1) =
1
T
(
1
α1r1
[
1 +
1
2Mr1
])
,
CRBCG(θ1) =
1
T
(
1
α1r1
[
1 +
1
Mr1
])
,
nous avons
CRBBPSK(θ1)
CRBNCG(θ1)
=
1
(1− f(Mr1))(1 + 12Mr1 )
CRBQPSK(θ1)
CRBCG(θ1)
=
1
(1− f(Mr12 ))(1 + 1Mr1 )
.
Nous notons que ces rapports sont identiques a` ceux obtenus
dans le cas de bruit spatialement blanc uniforme [1], de´pendent
seulement de ρ et convergent tous les deux vers 1 quand ρ tend
vers ∞.
3.2 Cas de deux sources
Puisque dans le cas de deux sources BPSK ou QPSK, la PDF
de yt est respectivement un me´lange de 4 PDF gaussiennes
ou de 16 PDF gaussiennes, les FIM associe´es au parame`tre
α
def
= (σ, σs1 , φ1, θ1, σs2 , φ2, θ2) sont malheureusement dif-
ficiles a` calculer explicitement ainsi que les CRB associe´es. La
meˆme difficulte´ a e´te´ rencontre´e dans le cas d’un bruit com-
plexe circulaire gaussien spatialement blanc uniforme [1].
Cependant pour des grandes valeurs de SNR, plus pre´cise´-
ment pour
∑M
i=1
σ2s1
σ2
i
 1 et∑Mi=1 σ2s2σ2
i
 1, nous de´montrons
que les FIM associe´es aux signaux BPSK et QPSK sont ap-
proxime´es par la meˆme expression explicite :
IHSNRBPSK ≈ IHSNRQPSK ≈ T

 I′ 0 00 I′1 0
0 0 I′2

 (4)
avec
I′ =


1
σ2
1
0 . . . 0
0 1
σ2
2
. . . 0
.
.
.
.
.
.
.
.
. 0
0 0 . . . 1
σ2
M


I′k =


2
∑M
m=1
1
σ2m
0 0
0 2
∑M
m=1
σ2sk
σm
2σ2sk (ia˜
′H
k a˜k)
0 2σ2sk (ia˜
′H
k a˜k) 2σ
2
sk
‖a˜′k‖2

 ,
(5)
k = 1, 2. Il est clair qu’a` partir de (4), les parame`tres associe´s
aux deux sources sont de´couple´s entre eux ainsi qu’avec les pa-
rame`tres puissance de bruit. Par conse´quent, pour deux sources
inde´pendantes et de grandes valeurs de SNR, la CRB de la
DOA d’une source ne de´pend pas des parame`tres de l’autre
source et nous obtenons pour le parame`tre θ = (θ1, θ2) seul :
CRBHSNRBPSK(θ) ≈ CRBHSNRQPSK(θ) ≈
1
T
[ 1
α1
1
r1
0
0 1α2
1
r2
]
(6)
ou` α2 et r2 sont de´finis comme α1 et r1. De plus CRBBPSK(θk)
et CRBQPSK(θk) (i.e, les termes diagonaux de (6)) pour chaque
DOA sont identiques aux CRB (1) et (2) d’une seule source
obtenue dans le cas ou` Mr1  1. Nous notons que cette pro-
prie´te´ est totalement diffe´rente de celle obtenue dans le cas de
sources de distribution gaussienne circulaire ou dans le cas de
la mode´lisation de´terministe. Plus pre´cise´ment, nous de´mon-
trons [4] que la CRB stochastique sous hypothe`se gaussienne
circulaire [3, rel. (36)] et la CRB de´terministe [3, rel. (31)] sont
e´quivalentes, pour des sources inde´pendantes quand les SNR
tendent vers +∞ sous contrainte Qn = σ2nQ′n avec Q′n diago-
nale fixe´e.
CRBCG(θ) ≈ CRBDET(θ) = 1
T
[
1
β1
1
σ2s1
0
0 1β2
1
σ2s2
]
(7)
avec βk(θ1, θ2)
def
= 2a˜
′H
k Π
⊥
A˜
a˜′k, k = 1, 2, et A˜
def
= (a˜1, a˜2).
En conse´quence, le comportement du seuil de re´solution pour
2 sources proches de meˆme puissances et inde´pendantes (r def=
r1 = r2 et α
def
= α1 = α2) est aussi totalement diffe´rent.
Bien que la CRB ne donne pas directement acce`s a` la meilleure
re´solution accessible par un estimateur sans biais, elle peut eˆtre
utilise´e pour de´finir une limite ultime, de re´solution. Suivant
le crite`re de´crit dans [9], 2 telles sources seront re´solues si la
racine carre´ de la CRB sur l’e´cart angulaire estime´ (θ1,T−θ2,T )
est plus petit que cette se´paration angulaire ∆θ = θ1 − θ2, i.e.,
√
CRBPSK(θ1 − θ2) =
√
2
T
1
αr
< ∆θ
parce que θ1 et θ2 sont de´couple´s dans (6). Cette re´solution
borne la re´solution de tout estimateur sans biais des DOA dans
les conditions SNR  1 ou` cette CRB a e´te´ obtenue. Pour
un re´seau line´aire e´quidistant (ULA), αr = 2σ2[∑M−1m=1 m2σ2m −
(
∑M−1
m=1
m
σ2m
)2(
∑M
m=1
1
σ2m
)−1] qui est un SNR e´tendu re (α =
M(M2−1)
6 et r =
σ2
σ2n
dans le cas de bruit blanc uniforme). Nous
obtenons alors re > 2T (∆θ)2 , qui compare´e aux sources Gaus-
siennes circulaires pour lesquelles le seuil de SNR varie en
(∆θ)−4 ou en (∆θ)−3 selon le domaine de T ([10, (35)] pour
l’algorithme MUSIC qui est asymptotiquement efficace quand
le SNR tend vers l’infini), a un comportement tre`s diffe´rent.
Si les symboles e´taient connus et les SNR quelconques, les
re´sultats de [1] s’e´tendent et la FIM associe´e est e´galement
donne´e par (4).
Dans le cas de SNR quelconques ou` des expressions ana-
lytiques ne sont pas accessibles, nous avons recours a` des ap-
proximations nume´riques obtenues a` partir de la loi forte des
grands nombres, i.e.,
CRB(PSK)(θ) =
(
I−1PSK
)
([M+3 M+6],[M+3 M+6])
(8)
ou` la FIM associe´e a` une seule observation yt est donne´e par :
1
T (IPSK)k,l = limT ′→∞
1
T ′
∑T ′
t=1
(
∂ln p(yt;  )
∂αk
)(
∂ln p(yt;  )
∂αl
)
.
Ces expressions nous permettrons de de´terminer le domaine de
SNR pour lequel l’approximation (4) est valide.
4 Exemples nume´riques
Cette section illustre les re´sultats des sections 3.1 et 3.2.
Nous conside´rons dans cette section une antenne ULA de M
capteurs pour laquelle ak = (1, eiθk , . . . , ei(M−1)θk)T .
Fig.1 conside`re le cas d’une source BPSK ou QPSK. Elle
compare diffe´rentes CRB normalise´es (les CRB sont calcule´es
pour T = 1) pour M = 10 et Qn(σ) = Diag(σ2n(1+δ1), σ2n(1+
δ2), ..., σ
2
n(1 + δM )) ou` {δi}Mi=1 sont des v.a. IID de loi uni-
forme sur l’intervalle [0, β] et ou` le SNR est de´fini par le SNR
“initial” 10 log10(
σ2s1
σ2n
) est e´gal a` -10dB ou 0dB. Notons ainsi
que pour β = 0, le bruit est uniforme, i.e., Qn(σ) = σ2nIM
et que lorsque β augmente le bruit devient de plus en plus non
uniforme. Nous remarquons sur cette figure que conforme´ment
aux re´sultats de la section 3.1 :
CRBDET(θ1) < CRBBPSK(θ1) < CRBNCG(θ1)
< CRBQPSK(θ1) < CRBCG(θ1)
mais que la diffe´rence entre ces CRB s’accroıˆt lorsque le bruit
est de moins en moins uniforme.
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Fig.1 CRB normalise´es en fonction de β.
Dans les trois figures suivantes, nous conside´rons deux sour-
ces BPSK de meˆme puissance ou` le SNR est de´fini comme dans
[1, 3] par SNR def= 1M
∑M
i=1
σ2s1
σi2
avec (σ21 , . . . , σ
2
10) = (10.0,
2.0, 1.5, 0.5, 8.0, 0.7, 1.1, 3.0, 6.0, 3.0) pour M = 10 et M =
6. Fig.2 compare CRBBPSK(θ1) donne´e par (8) a` CRBNCG(θ1)
sous distribution gaussienne non circulaire de taux de non cir-
cularite´ e´gal a` 1. Et pour eˆtre compare´es, cette dernie`re doit eˆtre
conside´re´e sous les meˆmes connaissances a priori, c’est a` dire
ici en tenant compte de l’inde´pendance des deux sources. Pour
cette raison, nous n’utilisons pas l’expression donne´e dans [5],
mais l’expression non explicite de la borne du second-ordre
[8] e´tendue au cas de bruit blanc non uniforme qui permet
de tenir compte de cet a priori. Cette figure exhibe le rapport
CRBBPSK(θ1)
CRBNCG(θ1)
. Nous voyons que contrairement au cas d’une sour-
ce, CRBNCG(θ1) est tre`s largement supe´rieure a` CRBBPSK(θ1)
sauf pour des grandes valeurs de se´paration angulaire ∆θ =
θ2 − θ1 et d’e´cart de phase ∆φ = φ2 − φ1. En conse´quence,
pour de tels signaux de modulation, des algorithmes asymp-
totiquement efficaces tels que des mises en oeuvre du maxi-
mum de vraisemblance (MV) auront des performances bien
meilleures que celles issues d’algorithmes asymptotiquement
efficaces sous distribution gaussienne. Il en est ainsi de l’al-
gorithme EM (algorithme ite´ratif qui imple´mente l’estimateur
asymptiquement efficace du MV), dont les performances n’ont
e´te´ e´value´es jusqu’ici que par simulations de Monte Carlo [11].
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Fig.2 Rapports r1(θ1) def= CRBBPSK(θ1)CRBNCG(θ1) en fonction de la se´paration an-
gulaire ∆θ pour plusieurs valeurs d’e´cart de phase ∆φ, M = 10 et SNR =
20dB.
Fig.3 exhibe le domaine de validite´ des valeurs analytiques
de CRB obtenues a` la section 3.2 pour des SNR e´leve´s. Nous
voyons sur cette figure que ce domaine de validite´ de SNR
de´pend non seulement du type de modulation mais aussi du
nombre de capteurs et de la se´paration angulaire ∆θ. Par exem-
ple pour M = 10, le seuil de validite´ est de l’ordre de 4dB [resp
10dB] pour ∆θ = 0.03rd et 4dB [resp. 8dB] pour ∆θ = 0.1rd
pour BPSK [resp. QPSK].
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Fig.3 Valeurs exactes et approxime´es des CRBBPSK(θ1) et CRBQPSK(θ1)
en fonction du SNR pour deux valeurs de M et de la se´paration angulaire ∆θ
et ∆φ = 0.1rd.
Fig.4 compare l’erreur quadratique estime´e E(θ1,T − θ1)2
donne´e par l’algorithme EM aux expressions CRBBPSK(θ1)
exactes et CRBNCG(θ1) pour deux valeurs de se´paration an-
gulaire ∆θ. Nous constatons que les performances de l’algo-
rithme EM sont largement supe´rieures a` celles donne´es par
CRBNCG(θ1) dans un tre`s large domaine de SNR que dans
le cas de faibles se´parations angulaires.
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Fig.4 CRBBPSK(θ1), CRBNCG(θ1) et erreur quadratique estime´e (1000
expe´riences de Monte Carlo) E(θ1,T − θ1)2 donne´e par l’algorithme EM (10
ite´rations initialise´ dans un voisinage des valeurs exactes) pour T = 500,
M = 6 et ∆φ = 0.1rd en fonction du SNR.
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