We study the eigenvalue distribution of dilute NϫN random matrices H N that in the pure ͑undiluted͒ case describe the Hopfield model. We prove that for the fixed dilution parameter a the normalized counting function ͑NCF͒ of H N converges as N→ϱ to a unique a (). We find the moments of this distribution explicitly, analyze the 1/a correction, and study the asymptotic properties of a () for large ͉͉. We prove that a () converges as a →ϱ to the Wigner semicircle distribution ͑SCD͒. We show that the SCD is the limit of the NCF of other ensembles of dilute random matrices. This could be regarded as evidence of stability of the SCD to dilution, or more generally, to random modulations of large random matrices.
I. INTRODUCTION
Large random (NϫN) matrices are currently of considerable interest, mainly because of their applications in a number of different branches of theoretical physics. By having all entries of the same order, they represent an approximation to real systems and lead to exactly solvable models in the limit N→ϱ. Dilute random matrices, with an average of p nonzero elements per row, frequently provide an improved physical description of a real system and are often tractable in the limit of large dimension.
In this paper we study the eigenvalue distribution of dilute random matrices, which in the pure, undiluted case can be written as
where (x), ϭ1, m, xϭ1, N are real independent identically distributed ͑i.i.d.͒ random variables with zero average and variance v 2 . The matrix A N (x,y) was used in the statistical mechanics of disordered systems, where it was suggested as an interaction matrix of a simplified mean field model of a random spin system. 1 Later it was reintroduced in the neural network theory of autoassociative memory, 2 where the random N-dimensional vectors ជ (x)ϭ (x)/N 1/2 are interpreted as patterns to be memorized by the system and where the model is known as the Hopfield model.
This new field of applications created by the neural network theory has motivated a number of studies of matrices like ͑1͒ and their modifications ͑see, e.g., the monographs, Refs. 3-5, and references therein͒. Of special interest are randomly diluted versions of ͑1.1͒, which can be defined as
where d N are independent random variables ͑also independent from ͕ (x)͖͒ and take the nonzero values with probability p N vanishing as N→ϱ.
Such ensembles are well known in statistical mechanics and a number of results have been obtained for disordered spin systems with ͑1.2͒ as the matrix of interactions in the Hamiltonian; see, e.g., Ref. 6 . Several important particular cases of ͑1.2͒ have also been studied in neural network theory. [7] [8] [9] [10] However, the spectral characteristics of ͑1.2͒ are poorly understood. Even the simplest quantity in spectral theory of random matrices, the normalized eigenvalue counting function ͑NCF͒, has not been studied for the dilute ensemble ͑1.2͒.
For an NϫN symmetric matrix A N , the NCF can be defined as 
͑1.8͒
Spectral properties of the dilute Wigner ensemble Ŵ N with entries Ŵ N ͑ x,y ͒ϭw͑ x,y ͒d N ͑ x,y ͒, d N ͑ x,y ͒ϭd N ͑ y,x ͒, ͑1.9͒
where d N (x,y) xрy are independent random variables taking nonzero values with vanishing probability as N→ϱ, are well understood. [15] [16] [17] [18] In particular, it follows from the results of Refs. 17 and 18, obtained using the replica trick 17 and supersymmetric methods, 18 that if w(x,y)ϭϮ1 with equal probability and Starting from the square of the diluted matrix ͑1.9͒, we arrive at the ensemble ͑1.2͒ with
The IDS of this ensemble can be studied by the replica trick as in Ref. 17 or by the resolvent approach used in Ref. 16 . This ensemble is discussed further in Sec. IV. However, more interesting for applications in dilution phenomena is the ensemble
which cannot be related to the square of the Wigner ensemble and does not admit the direct use of the methods in Refs. 16-18. In the present paper we study the NCF (;H N ) of ensemble ͑1.14͒ with jointly independent ͕ (x)͖ and ͕a N (x,y)͖. We refer to this ensemble as the dilute MPH ͑Marchenko-PasturHopfield͒ ensemble. We assume (x) has zero average and finite variance v 2 and define the dilution matrix a N (x,y), in analogy with ͑1.10͒, as
with probability aN Ϫ␣ , with probability 1ϪaN Ϫ␣ , ͑1.15͒
with some ␣, , such that ␣у0 and 0рр1. We show that if ␣ϩ2ϭ2,
then (;H N ) converges in probability to the semicircle distribution ͑1.8͒ ͑a͒ in the limit of infinite m and N when 1 2 ϽϽ1, and ͑b͒ in the limit of infinite m, N and infinite a when ϭ1/2.
We prove these statements by studying the moments
in the asymptotic limit of large m and N ͑and a for ϭ 1 2 ͒. Using the independence of matrices a N (x,y) and ͚ (x) (y), we compute the mathematical expectation of M 2k (N) . To do this, we combine Wigner's original approach to the matrices a N (x,y) with a diagrammatic technique developed for dealing with matrices with the structure of ͚ (x) (y). Our results show that the dilution d N (;x,y)ϭa N (x,y) of the MPH ensemble ͑1.2͒ makes those properties of matrices ͑1.1͒ that differ from the Wigner matrices ͑1.5͒ irrelevant. We investigate the role of the dilution parameter a in this property of the MPH ensemble. The technique we use allows us to study the NCF of ͑1.14͒ for finite a. We prove that for each fixed aϾ1 there exists a (), which is the weak limit of E͕(;H N )͖ when m, N→ϱ. We study the support, asymptotics for large ͉͉ and 1/a correction of a () and compare the results with those derived in Ref. 17 for p () ͑1.11͒ for the dilute Wigner ensemble. We show that the difference between the dilute MPH ensemble and the dilute Wigner ensemble vanishes in the limit N→ϱ.
This paper is organized as follows. The remainder of this section is devoted to an explanation of conditions ͑1.16͒ and ͑1.17͒. In Sec. II we prove our main result concerning the convergence of the NCF to the semicircle distribution. In Sec. III we are concerned with the case of ϭ 1 2 , with finite dilution parameter a. In Sec. IV we describe different diluted random matrix ensembles and their possible generalizations. Section V is devoted to a discussion of the origin of the semicircle distribution in the ensemble ͑1.13͒. 
and we arrive at the conclusion that у 1 2 . On the other hand, when the term
͑1.22͒
is finite, either у1 or a N (x,x)ϭ0. The first possibility contradicts ͑1.16͒ and so we have shown that ͑1.17͒ holds.
II. MAIN RESULT AND PROOF
Let us consider the ensemble of random matrices with entries,
where N (x) and a N (x,y)ϭa N (y,x), ϭ1, m, xϭ1, N are jointly independent random variables. For each fixed N we denote the average over the measure generated by ͕ N . From now on we use ''Lim'' to denote this limit ͑2.6͒ and ''lim'' to denote other limits that are defined as required.
Remarks: ͑1͒ By p-Lim in ͑2.5͒ we mean weak convergence in probability of measures associated with (;H N ). In other words, ͑2.5͒ means that for any smooth () with finite support, pϪLim ͵ ͑͒d͑;H N ͒ϭ ͵ ͑͒d sc ͑ ͒.
͑2.7͒
͑2͒ Condition ͑2.4͒ is the analog of the well-known Lindberg condition from probability theory. In random matrix theory this condition has been proved to be sufficient 19 
with Ͻ1 and consider the ensemble H N given by ͑2.1͒ with
In Lemmas 1 and 2 ͑at the end of this section͒ we prove that for any smooth function () with finite support,
͑2.9͒
Consequently, our main goal is to prove that
͑2.10͒
To achieve this we start with the moments of H N and show that for any fixed p,
Then in Lemma 3 we prove that ͑2.11͒ and ͑2.12͒ imply ͑2.10͒. Our study of the average,
͑2.13͒
where
and
͑2.15͒
is based on the separation of those sets of S p ϭ(0,s 2 ,s 3 ,...,s p ) and M p ϭ( 1 ,..., p ), which give a nonzero contribution in the limit of infinite m,N ͑and a for ϭ ͕s i ͖, the more ͕ j ͖ are allowed to vary independently, and vice versa.
Let us now consider the case of pϭ2k. Due to ͑1.17͒, the maximal number of coincident points s i is k and the only set that achieves this is given by S 2k * ϭ(0,s,0,s,...,0,s). The corresponding diagram contains 2k vertical intervals with upper points s, and these need to be paired.
Thus, among the ͕ j ͖ only k variables are allowed to change independently and the number of nonzero terms in average ͑2.14͒ for S 2k * is c 2k * m(mϪ1 
There are three ways in which general sets S 2k can differ from S 2k ϩ . ͑I͒ There can be steps (s,sЈ) having no inversion (sЈ,s) or repetition (s,sЈ). ͑II͒ There exist steps (s,sЈ) having repetition (s,sЈ). ͑III͒ There can be a coincidence between pairs of steps. We consider these three possibilities separately because the general case can be trivially subdivided into these three scenarios.
First consider the simplest case ͑I͒ when S 2k contains kϩd different steps. Then at least 2d steps have no inverse and the other 2(kϪd) steps are paired. Then
Due to Proposition 2, all such terms give vanishing contributions to ͑2.13͒ as N→ϱ. Before considering cases ͑II͒ and ͑III͒ let us first compute the contribution of sets S 2k ϩ . The sum over each particular set can be obtained as follows: we first identify the steps (s i ,s iϩ1 ) that are paired, and then allow s i to run from 1 to N, but conserving this pairing. This pairing of 2k intervals (0,s 2 ),(s 2 ,s 3 ),...,(s 2k ,0) splits the set of 2kϩ1 points (0ϭs 1 We repeat this reducing procedure until we are left with the two points at ͑0,0͒. There are k steps in the reduction of S 2k ϩ to ͑0,0͒, in which k peak points removed. Due to Propositions 1 and 2, nonvanishing contributions to ͑2.13͒ come from S 2k ϩ , where all these peak points vary independently, are nonzero and take different values.
Turning to the diagram for X 2k ͑Fig. 2͒, we see that in this sum over particular S 2k ϩ two vertical cuts drawn down from the peak point s i(t) are independent from all other random variables for any M 2k . Then the variables corresponding to these s variables must be paired; i(t)Ϫ1 ϭ i(t) ϭЈ. If in the sum considered Ј is not equal to the other variables, then the random variables Ј (s i(t)Ϫ1 )ϭ Ј (s i(t)ϩ1 ) and Ј (s i(t) ) are independent from the others, and the diagram for X 2k can also be reduced by removing four vertical cuts belonging to i(t)Ϫ1 and i(t) and multiplying the average in ͑2.13͒ by
Thus we have reduced the whole average ͗X 2k ͗͘Y 2k ͘ to ͗X 2kϪ2 ͗͘Y 2kϪ2 ͘. Repeating this procedure k times, and taking into account ͑2.4͒, we come to the conclusion that the sum over each particular S 2k ϩ with noncoincident pairs of variables gives a contribution to ͑2.13͒ of (cv 4 )
k "1ϩo(1)…, in the limit m, N→ϱ. Terms that come from coincident pairs of variables are of order and will be considered later. Let us consider case ͑II͒ when each step in S 2k has its repetition or inverse and at least one step (s i ,s iϩ1 ) has its repetition (s j ,s jϩ1 ), i.e. s i ϭs j , s iϩ1 ϭs jϩ1 . In this case 2kϩ1 points (0, s 2 ,s 3 ,....,s 2k ,0) are split into r groups. If rϽk then such splitting gives a vanishing contribution. If rуkϩ1, there is at least one peak point in S 2k and we reduce it as was done for S 2k ϩ .
Repeating this reducing procedure, we come to the position where the peak point has either s i , s iϩ1 , s j or s jϩ1 as a neighbor. Supposing that this neighbor is s j 0, we obtain s jϪ2 ϭs j ϭs i . Thus, in the partition of the points of S 2k Ј one group of equal points consists of three or more elements. This implies that the contribution from these sets is vanishingly small in the limit N→ϱ.
Now it remains to consider case ͑III͒ and show that sums over sets S 2k with paired steps and coincidences between pairs provide contributions vanishing in the limit m, N→ϱ. In each sum over a particular set S 2k ϩ a nonvanishing contribution is given by k peak points moving independently. To make a pair of steps coincident with another pair, one has to make at least one peak point equal to another one. It is easy to see that the contribution of such sums is
where c k (2) counts the number of ways to make peak points coincident and o(1) comes from the sums where more than two peaks are equal.
Sums over S 2k having exactly d pairs coincident give a contribution,
which is also vanishing. Situations with more complex coincidences between pairs can be analyzed by generalization of the above arguments. Let us turn now to the odd moments E H 2kϩ1 (0,0). In this case S 2kϩ1 has at least one step (s i ,s iϩ1 ) that is unpaired. In fact, due to condition ͑1.17͒, there are at least three unpaired steps. If the remaining 2kϪ2 steps make a set S 2kϪ2 ϩ , then for such a set,
But according to Proposition 2, there are no more than N 2kϩ1 terms in the sum ͑2.13͒ and we obtain a contribution of order O(a 3/2 N 3(Ϫ1) ) from the sum over the sets described. If the 2k Ϫ2 steps do not form a set S 2kϪ2 ϩ , then the contribution is even smaller. Stopping at this point, we see that in fact we have derived ͑2.11͒ for H N with bounded random variables ͉͉ϽT. Now we are going to prove that ͑2.11͒ holds for truncated random variables N (x) ͑2.7͒. Indeed, it is easy to understand that higher powers of can only be obtained by coincidence between pairs of variables combined with the coincidence between pairs of s variables. Both of these conditions lead to extra factors m Ϫ1 or N Ϫ1 in the contributions from such sums.
We start with the sum over sets S 2k ϩ having all steps paired with noncoincident pairs. First, consider the sums where all peak points s i(t) take different values. Then increased powers of can be obtained just by making all the variables equal. The only case of interest is when around peak ). If we consider sums over S 2k ϩ with coincident peak points, then the increase in powers of is followed, apart from the coincidence of pairs of variables, by extra powers of N Ϫ1 , which makes contributions from such terms even smaller than in the previous case. Now consider sums over S 2k having all steps paired with d coincident pairs. In this case the maximal power of is 2d and these sums give a contribution of order
It is obvious that the presence of unpaired steps does not lead to an increase in powers of .
To complete the proof of ͑2.11͒, we just note that higher moments of in odd moments E H 2kϩ1 (0,0) arise by the same mechanism and need not be studied separately. Now let us describe the proof of ͑2.12͒. We rewrite the average in ͑2.12͒ for pϭ2k as
͑2.18͒
and note that the difference is nonzero only in the case when X 2k contains random variables common with X 2k Ј or when ͗Y 2k Y 2k Ј ͘ ͗Y 2k ͗͘Y 2k Ј ͘.
We consider these two possibilities separately. The latter inequality is possible if some step from S 2k has its inverse only in S 2k Ј and if pairs from S 2k coincide with pairs from S 2k Ј . In the first case the set ͑0ϭs 1 ,s 2 ,s 3 ,...,s 2k , 0ϭs 1 Ј ,s 2 Ј ,s 3 Ј ,...,s 2k Ј ͒ can be regarded as a new set S 4k . Reducing this set by eliminating peak points, we easily come to the conclusion that the central point, s 1 Јϭ0, is a peak point. Since it is fixed, then this sum is of order 1/N. Averages ͗Y 2k ͗͘Y 2k Ј ͘, apparently having unpaired steps, give a vanishing contribution as N→ϱ.
Let us consider the case when pairs S 2k coincide with a pair from S 2k Ј . Then the sum
over such sets is of order 1/N because it corresponds to the case when some of the peak points are fixed. On the other hand, the sum over sets, 
͑2.21͒
Obviously, it is sufficient to study sums over S 2k ϩ and (SЈ) 2k ϩ such that there is no coincidence between pairs. The one way to obtain ͑2.21͒ is to make peak points in S 2k ϩ equal to some peak points in (SЈ) 2k ϩ and to make corresponding pairs of variables coincident. Another way is to make equal pairs of variables that correspond to bottom points of S 2k ϩ and (SЈ) 2k ϩ . It is easy to see that these ways lead to terms with contribution O(N
Ϫ1/2
). Similar reasoning shows that ͑2.13͒ holds for odd moments pϭ2kϩ1. Thus ͑2.11͒ and ͑2.12͒ are proved. 
where is a point (realization) of the corresponding probability space ⍀ N . Suppose that there exists a nonrandom function f (z) that is analytic for Im z 0 satisfying inequalities
and that The proof of this lemma can be found, for example, in Ref. 20 . The key point is that the family f N (z,)Ϫ f (z) is analytic and uniformly bounded on any compact set T belonging to U 0 . 21 This allows one to derive from ͑2.22͒ the relation 
Proof: Let us consider the resolvent identity GЈϪGϭϪGЈ(HЈϪH)G, where Gϭ(H Ϫz) Ϫ1 and GЈϭ(HЈϪz) Ϫ1 , ͉Im z͉Ͼ0 and H, HЈ are symmetric matrices of the same dimension. Then
where ϭϪ.
We denote ͚ N (s) N (t) by ␥ N (s,t) and, using the inequality ʈG N ʈϽ͉Im z͉ Ϫ1 and ͉G(s,t)͉ϽʈG N ʈ, derive from ͑2.24͒ the relation
It is easy to see that if s t then
Then we derive from ͑2.25͒ that
Using ͑2.4͒, we complete the proof of Lemma 2. 
͑2.26͒
where 
where g N (z)ϭN Ϫ1 Tr Ḡ N (z), and that
For given ⑀Ͼ0, we choose 2q such that
and expand g N (z) into the series
Let us note that
Then we expand f (z) into the series
where M p are given by the right-hand side of ͑2.11͒ and r q (z)р2M 2q . Then taking into account that EH p N (x,x)ϭEH p N (0,0), we can write the inequality
The trivial inequality M 2q р(cv 4 ) 2q together with ͑2.11͒ implies ͑2.27͒. The relation ͑2.28͒ can be derived from ͑2.12͒ using the same procedure. Theorem 2.1 is proved.
III. FINITE DILUTION PARAMETER
In this section we study the moments ͵ p d͑;H N ͒ of the ensemble ͑2.1͒-͑2.3͒ in the case ϭ1/2 and finite aу1. We prove that there exist numbers
͑3.1͒
We derive estimates for h (a) p , which imply that
͑3.2͒
This Carleman's condition provides existence 22 and uniqueness 23 of a non-negative nondecreasing function a () satisfying the relation
We prove that the support of the measure d a () is unbounded and study the asymptotic behavior of a () for large ͉͉. Finally, we show that if a function (1) () exists, such that Let us first note that it follows from the proof of Theorem 2.1 that h 2kϩ1 (a) ϭ0 and h 0 (a) ϭ1. The next observation is that in the average
the nonvanishing contribution in the limit N→ϱ comes from sums over those sets S 2k ϭ(0, s 2 ,s 3 ,...,s 2k ), where each step (s i ,s iϩ1 ) has an inverse (s iϩ1 ,s i ). Since ϭ1/2 and a is finite, sums over S 2k that have coincident pairs of steps, as well as over S 2k ϩ with no coincident pairs, give a nonvanishing contribution to ͑3.5͒.
Let us consider sums over S 2k (d) with exactly d equal pairs. The remaining 2(kϪd) steps are paired and ͕s i ͖ run from one to N such that these pairs are not equal. Let us calculate the number L 2k (d) sequences S 2k of this type. Having marked 2d steps, we obtain 2d intervals between them of lengths q 1 ,...,q 2d , q j у0. Note that the last interval q 2d consists of two parts because we consider two edge points 0 as one ͑see Fig. 3͒ .
Let us consider a particular interval number j with left end u and right end v. Due to the independence of pairs given by S q j ϩ from other pairs we can sum over S q j ϩ and the corresponding variables and obtain ͑to leading order͒ the factor E͕H N q j (S u ,S v )͖ in ͑3.1͒. Thus, we conclude that each interval is of even length q j ϭ2 p j , p j у0 and s u ϭs v . The latter is because we can consider s u and s v fixed ͑we sum over them at the last stage͒, and use the fact that for each fixed t, EH n 2k ͑0,t ͒ϭO͑ 1/Nϩ ͒.
This can easily be proved from the observations that
and that in the last average there is one fixed peak point. So, the leading contribution comes from the diagrams of the type in Fig. 3 , where steps (s t ,s u ) are separated by steps (s u ,s t ). It is easy to see that the number of different sets S 2k (d) is given by the formula
where n p is defined by ͑2.17͒. Now let us compute the contributions of sums over S 2k (d) . The sums over S q 1 ϩ ,...,S q 2k ϩ give the leading terms as N→ϱ, →0,
where the factor 1/N comes from the fixed peak point 0 in the interval q 2d . We now compute averages over random variables belonging to coincident pairs. There are d upper points and d lower points and, hence, variables 1 Ј ,...., 2d Ј should be paired to obtain a nonzero average in the limit N→ϱ, →0. Then we obtain for the sum expression,
where O() comes from the sums where more than two variables are equal and T 2d is the number of ways of splitting 2d points, (i 1 ,....i 2d ), into pairs. T 2d has the property that T 2dϩ2 ϭ(2dϩ1)T 2d , because i 2dϩ2 can make a pair with 2dϩ1 points and the remaining 2d points produce T 2d possibilities. Thus T 2d ϭ(2dϪ1)!! Collecting ͑3.6͒, ͑3.7͒, and ͑3.8͒, we find that S 2k (d) gives a contribution,
to ͑3.1͒. Let us stress that S 2k (d) are the only sources of terms of order 1/a dϪ1 . It should be noted that ͑3.6͒ with dϭ1 results in the recurrence relation
n p n kϪpϪ1 , n 0 ϭ1.
͑3.10͒
This relation, leading to the exact form of n 2k ͑2.17͒, was first derived by Wigner.
14 It follows from ͑3.10͒ that the moments M k of the semicircle distribution given by ͑8͒ satisfy recurrence relation
͑3.11͒
Taking into account previous considerations, we obtain finally for h 2k (a) ,
where a summation ͚ K * denotes a sum over ͕p i ͖ such that p i у0 for all i and ͚ p i ϭK.
Now let us show that ͑3.2͒ holds. Since M k ϭu 2k n k , we derive from ͑2.17͒ the trivial estimate,
Then each term in the sum over p i in ͑3.12͒ is less than (2u) 2kϪ2d and the number of terms in this sum is
The latter fact can easily be understood if one remembers that ͑3.6͒ was obtained by choosing 2d from 2k steps. Thus we derive from ͑3.12͒ that
͑3.13͒
Integrating by parts, we obtain the recurrence relation
for the moments
where ␥ is a Gaussian distributed random variable with 0 mean and variance 1. This relation provides the elementary estimate for aϾ1,
then ͑3.2͒ is shown to be true. Now it is easy to see that a () cannot have a bounded support. In the latter case the moments h 2k (a) admit an exponential estimate for all k, but it follows from ͑3.12͒ that
Inequality ͑3.14͒ provides that
is true for all kN, where
is more closely related to the structure of the pure, undiluted MPH ensemble ͑1.1͒ than the dilute ensemble we considered. This observation is supported by the following theorem. One can prove this theorem by using, for example, some modification of the resolvent technique developed in Ref. 16 .
We see that the Marchenko-Pastur distribution can also be a limiting distribution for certain dilute random matrix ensembles. However, the following results show that this situation is quite unusual. Namely, applying the technique used in Sec. II, we prove the following. 
where d N (x) are defined by (4.3) and 0р␣р1/4, converge in probability to the semicircle distribution (1.8) with v 2 ϭcw 2 in the limit described in Theorem 4.1. Remark: As we noted earlier, the technique of eliminating diagrams with vanishing contributions used in Sec. II is appropriate here. However, for the case of a finite dilution parameter ͑a fixed and ␣ϭ0͒, the diagrams giving nonzero contributions to the IDS of ͑4.5͒ are different from those of the spatially dilute MPH ensemble ͑2.1͒. This results in different 1/a corrections to the semicircle distribution. We plan to study this problem in a separate publication.
Taking into account that the semicircle distribution is the IDS of a spatially diluted Wigner ensemble, we can conclude that it is the more natural eigenvalue distribution for dilute random matrices than the Marcheno-Pastur distribution.
The dilution could be regarded as a particular case of a more general problem in the random modulation of matrices,
One could, for instance, ask about the stability of the semicircle distribution under modulation of the Wigner random matrices W N (ϭA N ) by some random perturbation D N .
As a particular answer to this question we can present the result about the IDS of the curious ensemble of random matrices,
which can also be regarded as the modulation of MPH random matrices ͑1.1͒ by independent random variables w(x,y), xрy, w(x,y)ϭw(y,x) satisfying ͑1.6͒. By slightly changing the reasoning presented in Sec. II, we can prove that the IDS of Ĥ N is also the semicircle distribution.
V. DISCUSSION
We have considered the IDS of an ensemble of dilute random matrices H N in the limit N→ϱ. Our main tool was the moments E͕H N K ͖, kN. To study their asymptotic behavior as N→ϱ, we modified the original technique used by Wigner to prove the semicircle law. Using this technique we obtained an exact expression for the moments in the limit N→ϱ, for both infinite and finite dilution parameter a.
Our main result, Theorem 2.1, is that the spatial dilution of the Marchenko-Pastur-Hopfield ͑MPH͒ ensemble leads to the semicircle distribution, and not an analog of the distribution for the pure, undiluted, MPH ensemble. In Secs. III and IV we showed that the IDS of the dilute MPH ensemble is similar to the IDS of the dilute Wigner ensemble, even for finite dilution parameter a, and that the semicircle distribution is stable with respect to several other types of dilution.
The nature of the similarity between the dilute MPH and dilute Wigner ensembles for fixed a becomes especially clear in the case of ϭ1/2. and c N (x,y) is 1 with probability a/N and 0 with probability 1Ϫa/N. In this case H N for each N contains approximately a 2 /2 nonzero entries and they converge when N→ϱ to jointly independent random variables. This explains the convergence of the dilute MPH and Wigner ensembles.
The difference between the MPH and Wigner ensembles is that the entries in the MPH matrices are slightly dependent on one another. However, this dependence is enough to shift the IDS of the pure MPH ensemble from the semicircle distribution. The spatial dilution eliminates, in the limit N→ϱ, the dependence between entries in the MPH ensemble.
This conclusion suggests that it would be interesting to study the spatial dilution of random matrices with more strongly dependent entries. For example, one could consider ͑1.1͒ with Gaussian (x), such that 24 ͗ ͑ x ͒ ͑ y ͒͘ϭV Ϫ ͑ xϪy ͒.
We assume that the spatial dilution will break this dependence between entries in the limit N→ϱ.
The same phenomenon of breaking the dependence between the matrix elements with spatial dilution was observed in studies of the dilute MPH ensemble in neural network theory. 4, 8 These studies considered the case of strong dilution that corresponds to our problem when ϭ1/2. Note that these works treated the case of an infinite dilution parameter (a→ϱ), while we observe breaking for finite values of a.
Another type of dilution, called weak dilution in the literature on neural network theory, 3, 5 corresponds to the case ϭ1 in definition ͑2.3͒. Using this terminology, we have studied the IDS of the MPH ensemble with moderate and strong dilution.
It seems to be difficult to use our technique to study the weak dilution case directly. This is because the ensemble ͑2.1͒-͑2.3͒ with ϭ1 differs essentially from those with 1/2рϽ1. Preliminary studies show that the IDS of the weak dilution MPH ensemble cannot be equal to the semicircle or the Marchenko-Pastur distribution. We plan to study this ensemble separately.
Another of our observations concerns random matrices, These facts, together with our main conclusion, suggest that the semicircle law is quite stable to dilution ͑or modulation͒. It would be interesting to develop a more precise formulation of this observation.
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