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ASYMPTOTIC MODELS VIA PLEGMA FAMILIES
E. A. CALDERON-GARCIA AND S. GARCIA-FERREIRA
Abstract. In the article [2, Th. 68], it was shown that there exists a
Banach space X with Schauder basis (ei)
∞
i=1 which does not admit ℓp as
the model space obtained by a finite chain of sequences such that each
element is a spreading model of a block subsequence of the previous
element, starting from a block subsequence of (ei)
∞
i=1. We prove that X
has the stronger property of not admitting ℓp via a finite chain consisting
of block asymptotic models. This is related to a question posed by L.
Halbeisen and E. Odell in [6] for the special case of block generated
asymptotic models. Also, we show that for every k ∈ N the Ramsey
Coloring Theorem for [N]k is equivalent to the following k-oscillation
stability:
In an arbitrary Banach space X , for every ǫ > 0 and for every
normalized sequence (ei)i∈N in X there exists M ∈ [N]∞ such that if
n1, n2, · · · , nk,m1,m2, · · · ,mk ∈M , then
∣∣||
k∑
i=1
aieni || − ||
k∑
i=1
aiemi ||
∣∣ < ǫ
for all (ai)
k
i=1 ∈ [−1, 1]
k.
1. Preliminaries and Introduction
In [6], the authors used Milliken’s Theorem to introduce asymptotic mod-
els with a strong form of convergence with respect to a sequence of seminor-
malized sequences which satisfy some additional properties. On the other
hand, in the article [3], a different type of convergence, related to the process
of obtaining a spreading model of a block subsequence of another spread-
ing model, is introduced and analyzed. In this paper, we follow these ideas
in the context of asymptotic models, by introducing higher order asymp-
totic models, and extend some of the known results from the higher order
spreading models. But, we shall use Ramsey Theorem rather than Milliken’s
Theorem to introduce a kind of higher order asymptotic model. In the next
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two paragraphs, we shall include some notation and terminology that we
need throughout the paper.
The symbol FIN will denote the family of all finite subsets of N. If N
is an infinite subset of N, then we denote by [N ]∞ the set of all infinite
subsets of N . To specify the elements of a s ∈ FIN we shall write s =
{s(1), · · · , s(|s|)} and in this notation we shall always assume that s(1) <
s(2) < · · · . < s(|s|). If s, t ∈ FIN , we say that s < t if max{s} < min{t}
(that is, s(|s|) < t(1)). In the case when s = {n} we simply write n < t.
If s, t ∈ FIN , then s ⊑ t means that s is an initial segment of t and when
s < t we denote s⌢t = s ∪ t. If s ∈ FIN and A ∈ [N]∞, s ⊑ A also means
that s is an initial segment of A. If A ∈ [N]∞ and n ∈ N, then A/n = {m ∈
A : n < m}. We denote for F ⊂ FIN , F/k = {s ∈ F : min(s) > k}. If
F ⊆ FIN and n ∈ N, then F{n} = {s ∈ FIN : n < s and {n}
⌢s ∈ F}. If
N ∈ [N]∞, then {n1, n2, · · · .} will stand for the increasing enumeration of
N .
Our Banach spaces will be separable, infinite dimensional and real. The
sphere of a Banach space X will be denoted by S(X). The dual space of
a Banach space will be denoted by X∗. In case that several Banach spaces
are involved and we want to specify the norm of a Banach space X we shall
write ‖ · ‖X . We say that (en)n∈N is a Schauder basis of X if for each x ∈ X
there is a unique sequence of real numbers (an)n∈N such that x =
∑∞
n=1 anen
and say that it is a basic sequence if it is a Schauder basis of the space they
generate. All the Banach spaces that we shall consider in this paper will
have a Schauder basis. Thus, for our convenience, a Banach spaces X will be
identified with a Schauder basis (en)n∈N of it. If (en)n∈N is a Schauder basis
for X , then e∗i (
∑∞
n=1 anen) = ai is a functional on X . Thus {(en, e
∗
n)}n∈N
is a biorthogonal system. Let X be a Banach space and let (xn)n∈N be a
sequence in X . The sequence (xn)n∈N is called normalized if ||xn|| = 1 for
all n ∈ N. We say that (xn)n∈N is C-basic if ‖
∑n
i=1 aixi‖ ≤ C‖
∑m
i=1 aixi‖
for all n < m and (ai)
m
i=1 ⊆ R. The minimum number C with this property
is called the basic constant of (xn)n∈N and will be denoted by bc(xn)n∈N.
In the literature, one of the main problems regarding the notion of asymp-
totic structure is to see if certain desirable spaces can be obtained through
the application of processes inside of a given Banach space. An important
example about this is the celebrated Theorem of Krivine [7] concerning the
finite representability of some ℓp, with p ∈ (1,∞], in any Banach space. It is
known ([8]) that there is a Banach space X such that no ℓp can be generated
as a spreading model by any of its weakly null sequences. In a recent paper
by S. A. Argyros, V. Kanellopoulos and K. Tyros, [2], this last result was
extended so that not even a finite chain of block generated spreading models
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starting from this space X can generate an ℓp. This question remained open
for the case of asymptotic models introduced in [6, P. 6.5], that is:
Question 1.1. For any space X, does there exist a finite chain of asymptotic
models X = X0, X1, · · · , Xn, so that Xi+1 is an asymptotic model of Xi, for
i = 2, · · · , n, and Xn is isomorphic to c0 or ℓp for some 1 ≤ p <∞ ?
This question motives this paper. In fact, we give a negative solution to
Question 1.1 when the asymptotic models are block generated or weakly
generated.
For the reader convenience and to explain the new concepts that we shall
need, we recall several notions from the literature:
• Spreading model: Let (xn)n∈N be a normalized basic sequence of a
Banach space X . A Banach space E with a Schauder basis (en)n∈N is called
a spreading model of (xn)n∈N if there is ǫn ց 0 such that for every s =
{s(1), · · · ., s(n)} ∈ FIN with s(1) ≥ |s| = n we have that
∣∣‖
n∑
j=1
ajxs(j)‖X − ‖
n∑
j=1
ajej‖E
∣∣ < ǫs(1).
for every (ai)
n
i=1 ∈ [−1, 1]
n. In this case, we say that (xn)n∈N generates
(en)n∈N (or E) as a spreading model.
A. Brunel and L. Sucheston [5] showed that every normalized basic se-
quence of a Banach space has a subsequence that generates a spreading
model. The proof of this result involves Ramsey Theorem. Indeed, in [10],
the reader can find a beautiful proof of this fact using the theorem known
as Ramsey’s Theorem for Analysis (see below Theorem 3.1). We shall show,
in the next section, that the Brunel-Sucheston Theorem is in fact equivalent
to Ramsey’s Theorem (see Theorem 3.3).
The next definition of K-basic array from the paper [6] is used to gener-
alize the notion of spreading model:
• Basic matrix: A matrix (xnm)n,m∈N of elements of X is called a basic
matrix if (xnm)m∈N is a normalized basic sequence in X for each n ∈ N.
• Asymptotic model: Let (xnm)n,m∈N be a basic matrix of a Banach space
X . We say that a Banach space E with a normalized Schauder basis (en)n∈N
is an asymptotic model of (xnm)n,m∈N if for each ǫn ց 0 there is a sequence
(ki)i∈N in N such that for every s = {s(1), · · · , s(n)} ∈ FIN with s(1) ≥
|s| = n we have that
∣∣‖
n∑
j=1
ajx
j
ks(j)
‖X − ‖
n∑
j=1
ajej‖E
∣∣ < ǫs(1),
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for every (ai)
n
i=1 ∈ [−1, 1]
n. When this happens we say that (xnm)n,m∈N gen-
erates (en)n∈N (or X) as an asymptotic model.
It is known in that if (xnm)n,m∈N is a basic matrix of a Banach space X and
ǫn ց 0, then there is a sequence (kn)n∈N in N such that for every s, t ∈ FIN
with s(1) ≤ |s| = n = |t| ≥ t(1) we have that
∣∣‖
n∑
j=1
ajx
j
ks(j)
‖ − ‖
n∑
j=1
ajx
j
kt(j)
‖
∣∣ < ǫmin{s(1),t(1)},
for every (ai)
n
i=1 ∈ [−1, 1]
n.
In the first section, we prove several results concerning uniform barriers
that will be applied in further sections. We prove, in the second section,
that Ramsey’s Theorem is equivalent to some kind of oscillation properties
in Banach spaces. The third section is devoted to recalling the definition and
some properties of plegma families which were introduced in [3]. Finally, in
the last section we answer a problem related to Question 1.1.
2. Uniform Barriers
The Nash-William’s Theory of Fronts and Barriers has been very im-
portant in the study of asymptotic models. Next we list some standard
terminology of this theory that can be found in [4].
Given an F ⊆ FIN and an infinite set M ⊆ N, F ↾M denotes the set
{s ∈ F : s ⊆M}.
Definition 2.1. Let B, C ⊆ FIN .
• B is called thin if s 6⊑ t for distinct s, t ∈ B.
• B is called a barrier if:
– For every M ⊆ N there is an s ∈ B such that s ⊑M .
– For every s, t ∈ B if t 6= s then s 6⊆ t and t 6⊆ s.
B is a spreading barrier if, in addition
– If s ∈ B and r ∈ FIN are such that s(i) ≤ r(i), for all i ∈ N,
then there exists t ∈ B such that r ⊑ t.
• We say that B has the Ramsey property if for every partition B =
P0 ∪ · · · ∪ Pk and for every N ∈ [N]∞ there is an M ∈ [N ]∞ such
that at most one of the sets P0 ↾M , · · · ,Pk ↾M is nonempty.
• We define B ⊕ C = {s ∪ t : s ∈ B, t ∈ C and s < t}.
It is not hard to see if B, C ⊆ FIN are both barriers, then B ⊕ C is also
a barrier.
Given D ⊆ (FIN)<∞ we say it has the Ramsey property if for every
partition D = P0 ∪ · · · ∪ Pk and for every N ∈ [N]∞ there is an M ∈ [N ]∞
such that at most one of the sets P0 ↾M , · · · ,Pk ↾M is nonempty. Where
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Pk ↾M := {d = (di)li=1 ∈ Pk : ∀1 ≤ i ≤ l(di ⊆ M)}. Notice that if the
function φ : D → FIN that takes d = (di)li=1 to ∪
l
i=1di is injective, then
this definition is equivalent to its image having the Ramsey property.
Definition 2.2. Let F ⊆ FIN and α < ω1. We say that F is α-uniform if:
• α = 0 and F = {∅}.
• α = β + 1 and F{n} is β-uniform for each n ∈ N.
• α is a limit ordinal and there is a sequence αn ր α such that F{n}
is αn-uniform for each n ∈ N.
We say that F is uniform if it is α-uniform for some α < ω1.
It was shown by Nash-Williams ([4, Lemma II.2.7]) that every thin family
is Ramsey though for the special case of uniform barriers it can shown by
a simple induction.
Given M = {mk : k ∈ N}, N = {nk : k ∈ N} ∈ [N]∞, we denote by TM,N
the function mk → nk, and if s = {mk1, · · · , mkl} ∈ [M ]
<∞, then we will
write TN,M(s) = {nk1 , · · · , nkl}. Observe that given an uniform barrier F
on M , TM,N(F) is a uniform barrier on N with the same uniformity as F .
We omit the proof of the following easy lemma.
Lemma 2.3. For M,N ∈ [N]∞ and k ∈ N, we have that
TM/{mk},N/{nk}(s) = TM,N(s),
for each s ∈ [M ]<∞ with s > mk.
Theorem 2.4. Let F ,G ⊆ FIN be uniform barriers such that G is spread-
ing and o(F) ≤ o(G). Then for every M,N ∈ [N]∞ there exists an L0 ∈
[N ]∞ such that
∀L ∈ [L0]
∞(TM,L(F ↾M) ⊆ G ↾L
⊑
).
Proof. The proof will be by induction on o(G). The case when o(G) < ω is
straightforward. Now, let α < ω1 and assume that the result holds for each
barrier with uniformity < α. Let F ,G ⊆ FIN be uniform barriers with
o(F) ≤ o(G) = α. Fix M,N ∈ [N]∞. Recursively, for each k ∈ N we shall
define L′k ∈ [N ]
∞ and lk ∈ N so that
(1) L′0 = N and l0 = 0.
(2) lk+1 ∈ L′k for every k ∈ N.
(3) For every k ∈ N, L′k+1 ∈ [L
′
k/{lk+1}]
∞ and
∀L ∈ [L′k+1]
∞(TM/{mk},L(F{mk} ↾M/{mk}) ⊆ G{lk} ↾L
⊑
).
To carry out the construction take n ∈ N and assume that Li and li have
been defined for each i ≤ n. By definition of uniformity there must exist
a ln+1 ∈ L
′
n such that o(F{mn+1}) ≤ o(G{ln+1}) < α. Then, we apply the
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induction hypothesis to these barriers and M/{mn+1} and L′n/{ln+1} to
obtain L′n+1 ∈ [N ]
∞ such that the conclusion holds. Let us prove that the
set L0 = {lk : k ∈ N \ {0}} satisfies the conclusion of the theorem. Indeed,
to see this take any L ∈ [L0]∞ and notice that L/{lk} ⊆ L′k, for all k ∈ N.
Now take s = {mk1 , · · · , mks} ∈ F ↾M . Set s
′ = s/{mk1} ∈ F{mk1} and
denote the k1 element of L by l. It is clear that l ≥ lk1. By the previous
lemma and clause (3), we have that
TM,L(s
′) = TM/{mk1},L/{l}(s
′) ∈ G{lk1}
⊑
.
So, {lk1}∪TM,L(s
′) ∈ G
⊑
and since G is spreading and l ≥ lk1 it follows that
TM,L(s) = {l} ∪ TM,L(s
′) ∈ G
⊑
.

Corollary 2.5. Let F ,G ⊆ FIN be uniform barriers such that G is spread-
ing and o(F) ≤ o(G). Let M,N ∈ [N]∞ and assume that L0 ∈ [N ]
∞ that
satisfies the conclusion of Theorem 2.4. Then, for every L ∈ [L0]∞ and
every s ∈ G ↾L there is a unique element, denoted by ψL,M(s), of F ↾M
satisfying TM,L(ψL,M(s)) ⊑ s.
Proof. Take s ∈ G ↾L. Since TM,L(F ↾M) is a barrier on L0 there exists an
t ∈ F ↾M such that either TM,L(t) ⊑ s or s ❁ TM,L(t). Suppose that the
second option holds, then by the conclusion of Theorem 2.4 it follows that
there exists s′ ∈ G ↾L such that s ❁ TM,L(t) ⊑ s′ which is impossible since
G ↾L is a barrier. Therefore, TM,L(t) ⊑ s. 
If follow from Corollary 2.5 that
ψL,M : G ↾L→ F ↾M
is a well-defined function. It follows directly from Theorem 2.4 that this
function is also surjective.
3. Some Remarks on Ramsey’s Theorem
First, we recall a nice construction of Banach spaces. Given an infinite
set I, c00(I) will denote the set of all finitely supported functions from I to
R. For x ∈ c00(I), we let supp(x) = {i ∈ I : x(i) 6= 0} stand for the support
of x. Given i ∈ I, we let ei : I → R the function defined by ei(i) = 1 and
ei(j) = 0 if i 6= j. Let G0 = {±e∗i : i ∈ I}. To define a seminorm on c00(I)
we can choose W ⊆ c00(I)∗, we shall refer to this as the norming set, and
define
‖x‖W = sup{|f(x)| : f ∈ W}
for every x ∈ c00(I). It is clear that ‖ · ‖W is a seminorm on c00(I). In
particular, if G0 ⊆W then ‖ · ‖W is a norm . The completions of the norm
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spaces of the form (c00(I), ‖ · ‖W ) are sources of many interesting Banach
spaces. Notice that if I is finite its completion is RI .
Now we state the The Ramsey Theorem for Analysts:
Theorem 3.1. [Ramsey Theorem for Analysis] Let (X, d) be a com-
pact metric space and F ⊆ FIN a family with the Ramsey property. For
every function F : B → X and for every sequence ǫj ց 0 there are
M = {m1, m2, · · · } ∈ [N]∞ and x ∈ X such that
d(F (s), x) < ǫmin(s),
for each s ∈ F ↾M .
Based on the previous theorem we say that F converges to x on M if
there exists ǫj ց 0 such that d(F (s), x) < ǫmin(s) for each s ∈ F ↾M . Let us
remark that if N ∈ [N]∞ satisfies that N/m ⊆ M for some m ∈ N, then it
is also true that F converges to x on N .
As far as we know Ramsey’s Theorem for Analysis was stated in this form
for the first time in [10]. Let us make some important comments about the
proof of Brunel-Sucheston Theorem, which lies in [10], by using Ramsey’s
Theorem for Analysis. Since our objective is to apply this theorem to obtain
different asymptotic structures it is tempting to use (as the (X, d) in (3.1),
for each k ∈ N, the metric space
Mk = {‖ · ‖ : R
k → [0,∞) : ‖ · ‖ is a norm and ∀i = 1, · · · , k(‖ei‖ = 1)}
with metric given by
dn(‖ · ‖1, ‖ · ‖2) = sup{
∣∣‖a‖1 − ‖a‖2
∣∣ : a ∈ [−1, 1]k}.
for every couple of norms (‖ · ‖1, ‖ · ‖2) of Mk, but these spaces are not
compact. In fact, a simple example to see this, for k = 2, is the sequence of
norms on R2 defined by the sets Wn = {e∗1 − e
∗
2,
1
n
e∗2, } ⊆ c00(2). It is easy
to see that every one of this sets defines a norm element of M2 and such
that the sequence is Cauchy and yet it cannot converge to a norm (since
the vector (1, 1) would necessarily have “norm” 0 ). If we replace “norm”
by “seminorm” as follows
Nk = {ρ : R
k → [0,∞) : ρ is a seminorm and ∀i = 1, · · · , k(ρ(ei) = 1)},
where {ei : 1 ≤ i ≤ n} be the canonical base of Rn, then the assertion
is true. We remark that for every ρ ∈ Nk we have that |ρ(x)| ≤ ‖x‖ℓ1 for
each x ∈ Rk. Theorem 3.1 is often either applied implicitly or its proof is
explicitly repeated to various closed subsets of Nk to obtain certain asymp-
totic structures. To guarantee that the seminorms obtained by applying the
Ramsey Theorem for Analysts we shall use the following closed subsets of
Nk:
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{|| · || : Rk → [0,∞) : || · || is a norm and ∀i = 1, · · · , k(||ei|| = 1)
and bc(ei)
k
i=1 ≤ 2}
and
{|| · || : Rk → [0,∞) : || · || is a norm and ∀i = 1, · · · , k(||ei|| = 1)
and (ei)
k
i=1 is 2 unconditional}.
Next, we shall state and prove that the Ramsey Coloring Theorem is
equivalent to the following notion of oscillation stability on Banach spaces.
Definition 3.2. Let k ∈ N and let X be a Banach space. We say that a
normalized sequence (ei)i∈N in X is k-oscillation stable if for every ǫ > 0
there exists M ∈ N such that for each n1, n2, · · · , nk, m1, m2, · · · , mk ∈ M ,
we have that
∣∣||
k∑
i=1
aieni|| − ||
k∑
i=1
aiemi ||
∣∣ < ǫ,
for all (ai)
k
i=1 ∈ [−1, 1]
k.
Let us explain the name of the notion introduced in Definition 3.2. In [4,
Def. III.5.4], a function f : S(X) → R called oscillation stable on X if for
all infinite dimensional closed subspaces Y of X and ǫ > 0 there is a closed
infinite dimensional subspace Z of Y such that
sup {|f(x)− f(y)| : x, y ∈ S(Z)} < ǫ.
Now, given a normalized sequence (ei)i∈N, it is possible to define the function
Φk : [N ]
k → Nk that takes F ∈ Nk to the seminorm generated by < ei >i∈F ,
since Nk is a compact metric, by analogy, we get the concept of k-oscillation
stability for a normalized sequence.
Theorem 3.3. For every k ∈ N, the following statements are equivalent.
(1) For every function C : [N]k → 2 there exists i < 2 and M ∈ [N]∞
such that [M ]k ⊆ C−1(i).
(2) Analysts Ramsey Theorem for [N]k.
(3) In an arbitrary Banach space X, for every ǫ > 0 and for every
normalized sequence (ei)i∈N in X there exists M ∈ [N]∞ such that
(ei)i∈M is k-oscillation stable.
Proof. We only need to show the implication (3) ⇒ (1). Let C : [N]k → 2
be a function. Then, we define the following norming set
W = G0 ∪ {
∑
i∈s
±e∗i : s ∈ [N]
k(C(s) = 0)}.
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Notice (ei)i∈N is a normalized sequence. We claim that if C(t) = 1, then
||
∑
j∈t ej ||W ≤ k − 1. Indeed, suppose that C(t) = 1 and fix f ∈ W . If
f ∈ G0, it is then evident that f(
∑
j∈t ej) ≤ 1. If f ∈ W \G0, then there is
a u ∈ [N]k with C(u) = 0 such that supp(f) = u. This means that u 6= t.
As |t| = |u|, there is j0 ∈ t \ u. So,
f(
∑
j∈t
ej) = f(
∑
j∈t,j 6=j0
ej) ≤ k − 1.
It then follows from the definition of the norm || · ||W that ||
∑
j∈t ej||W ≤
k−1. By applying the hypothesis to ǫ = 1
2
, there exists a k-oscillation stable
subsequence (eni)i∈N. Set M = {ni : i ∈ N}. Then, we have that∣∣∣∣∣||
∑
i∈s
ei||W − ||
∑
j∈t
ej ||W
∣∣∣∣∣ ≤
1
2
,
for every s, t ∈ [M ]k. We are done if C(s) = 1 for every s ∈ [M ]k. Suppose
that this is not the case. Then, choose s ∈ [M ]k with C(s) = 0. Notice that
||
∑
i∈s ei||W = |s| = k. Hence, if t ∈ [M ]
k, then∣∣∣∣∣||
∑
i∈s
ei||W − ||
∑
j∈t
ej ||W
∣∣∣∣∣ ≤
1
2
k − ||
∑
j∈t
ej ||W ≤
1
2
k −
1
2
≤ ||
∑
j∈t
ej ||W .
So, by the above claim, we obtain that C(t) = 0 for every t ∈ [M ]k. 
Corollary 3.4. The following statements are equivalent.
(1) Ramsey Theorem.
(2) Analysis Ramsey Theorem.
(3) Brunel-Sucheston Theorem.
4. Plegma Families
We start this section with a small modification of the notion of plegma
family introduced in [3].
Definition 4.1. Let n ∈ N. A finite sequence (si)ni=1 of FIN is called
plegma if the following conditions hold:
(1) |s1| ≤ |s2| ≤ · · · ≤ |sn|, and
(2) si(k) < si+1(k) < · · · . < sn(k) < sj(k + 1) for each i, j = 1, · · · , n
and for each 0 < k ≤ min{|si|, |sj|}.
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For B ⊆ FIN and n ∈ N, the n-plegma family of B is the family
P lmn(B) = {(si)
n
i=1 ∈ B
n : (si)
n
i=1 is plegma }.
We remark that this definition of plegma family allows the finite sets
be empty. For instance the family (∅, ∅, · · · , ∅) is always a plegma family
according to our definition. This is very useful in the induction steps of
several proofs in this paper.
In the article [3], the authors showed that if B is a spreading barrier, then
P lmn(B) has the Ramsey property for all n ∈ N.
In the next lemma we prove that for finitely many uniform barriers of
increasing uniformity we can always find plegma sequences with very strong
properties somehow related to each given barrier.
Lemma 4.2. Let n ∈ N and B1,B2, · · · ,Bn uniform barriers on N of uni-
formities γ1, γ2, · · · , γn, respectively, such that 0 < γ1 ≤ γ2 ≤ · · · ≤ γn.
Then for every M ∈ [N]∞ there are m1 < m2 · · · < mn ∈ M such that
B1{m1},B2{m2}, · · · ,Bn{mn} have uniformity λ1 ≤ λ2 · · · ≤ λn, respectively,
and λn < γn.
Proof. Take an arbitrary m1 ∈ N and notice that B1{m1} has uniformity
λ1 < γ1. Since γ1 ≤ γ2, we claim that there is m2 ∈ M with m2 > m1 such
that B2{m2} has uniformity λ2 and λ1 ≤ λ2 < γ2. Indeed, in the case that γ2
is a limit ordinal, we have by definition of uniformity that sup{unif(B2{j}) :
j ∈ N} = γ2. In the case that γ2 is a successor ordinal, again by definition
of uniformity, it follows that unif(B2{j}) = γ2 − 1 for each j ∈ N. In
both cases the choice of an appropriate m2 is simple. By applying this
argument recursively, we define natural numbers m1 < m2 < · · · < mn in
M and barriers B1{m1},B2{m2}, · · · ,Bn{mn} of uniformity λ1 ≤ λ2 · · · ≤ λn,
respectively, such that λn < γn. 
Lemma 4.3. Let n ∈ N and B1,B2, · · · ,Bn uniform barriers on N of uni-
formities γ1, γ2, · · · , γn, respectively, satisfying γ1 ≤ γ2 ≤ · · · ≤ γn. Then
for every M ∈ [N]∞ there exist s1 ∈ B1 ↾M , s2 ∈ B2 ↾M , · · · , sn ∈ Bn ↾M
such that the sequence (si)
n
i=1 is plegma.
Proof. The proof goes by induction on γn. Assume that γn < ω. We know
that [M ]γj is the unique γj uniform barrier on M = {mi : i ∈ N} for each
1 ≤ j ≤ n. So, for every 1 ≤ j ≤ n, we take sj ∈ Bj so that
sj ⊑Mj := {mi : i ≡ j mod(n)}.
Notice that |sj | = γj for each 1 ≤ j ≤ n. So, by hypothesis, we get
|s1| ≤ |s2| ≤ · · · ≤ |sn|. It is not hard to see that (sj)nj=1 has the desire
properties. Next, we assume that the theorem holds for uniform barriers of
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uniformities λ1 ≤ λ2, · · · ,≤ λn, respectively, where λn < γn. By applying
Lemma 4.2 to M and the barriers Bi0 ,Bi0+1, · · · ,Bn, where i0 ∈ N is the
first element satisfying γi0 > 0 we can find mi0 < mi0+1 · · · < mn ∈M such
that Bi0{mi0},Bi0+1{mi0+1}, · · · ,Bn{mn} have uniformity λi0 ≤ λii0+1 · · · ≤ λn,
respectively, and λn < γn. Now, we apply the induction hypothesis to these
barriers and M ′ = M/{mn} to find s′i ∈ Bi{mi} ↾M ′, for each i0 ≤ i ≤ n, sat-
isfying properties (1) and (2) of Definition 4.1. It is easy to see that the fam-
ily sj = ∅ for j < i0 and si0 = {mi0} ∪ s
′
i0 , si0+1 = {mi0+1}∪ s
′
i0+1, · · · , sn =
{mn} ∪ s′n is plegma. 
By using previous theorems, we apply Theorem 3.1 as follows:
Theorem 4.4. Let (X, d) be a compact metric space, B an spreading barrier
and n ∈ N. For every function F : P lmn(B) → X and for every sequence
ǫi ց 0 there exists M = {mi : i ∈ N} ∈ [N]∞ and x ∈ X such that
∀l ∈ N∀s ∈ P lmn(B ↾M/ml)(d(F (s), x) < ǫl)(4.1)
Proof. It is easy to see that the function φ defined1 on P lmn(B) is injective
and that the image of B is a thin family. In particular, it has the Ramsey
property. The conclusion follows by applying Theorem 3.1 to this image. 
This theorem will be apply, in the next section, to the metric space
(Nk, dk), for k ∈ N, but for the sake of completeness let us show that it
is compact.
Lemma 4.5. For every natural number k, the space (Nk, dk) is compact
and metric.
Proof. We prove that the space is both complete and totally bounded. In-
deed, it is not hard to se that it is complete since any Cauchy sequence of
(Nk, dk) determines a seminorm on Rk. To see that it is totally bounded fix
ǫ > 0 and choose a finite ǫ
4
-net B in ([−1, 1]k, || · ||ℓ1) and A a finite
ǫ
4
-net
in [0, k]. For every function f : B → A define
Cf = {ρ ∈ Nk : ∀b ∈ B(|ρ(b)− f(b)| <
ǫ
4
)}.
Notice that any two elements ρ1, ρ2 ∈ Cf satisfy that dk(ρ1, ρ2) < ǫ. To see
this take x ∈ [−1, 1]n and b ∈ B so that ||x− b||ℓ1 <
ǫ
4
. Then, we have that
|ρ1(x)− ρ2(x)| ≤ |ρ1(x)− ρ1(b)|+ |ρ1(b)− f(b)|
+ |f(b)− ρ2(b)|+ |ρ2(b)− ρ2(x)|
≤ 2||x− b||1 + 2(
ǫ
4
) < ǫ.
1See definition of φ on page 3 after Definition 2.1.
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Now for every nonempty Cf we fix ρf ∈ Cf . We claim that {ρf : f : B → A}
is an ǫ-net in Nn. Indeed, for ρ in Nn we consider the function f : B → A
defined by
f(b) = min{a ∈ A : |ρ(b)− a| <
ǫ
4
},
this set is not empty since 0 ≤ ρ(b) ≤ ||b||ℓ1 ≤ k and by the definition of
A. It is clear that ρ is an element of Cf which implies, by our claim, that
dn(ρf , ρ) < ǫ. 
5. F × N- matrices
The purpose of this section is to apply Theorem 4.4 to obtain higher order
asymptotic models. We follow the basic idea of asymptotic models from [6]
and the extension of spreading model from [3].
Definition 5.1. LetX be a Banach space and let F ⊆ FIN . An F -sequence
in X is a sequence (xs)s∈F in S(X) indexed by elements of F . A sequence
of F -sequences (xis)s∈F,i∈N will be named F × N-matrix.
Following the analog definition in [3] for spreading models, we present the
concept of a higher order asymptotic model.
Definition 5.2. Let X be a Banach space, B a barrier and (xis)s∈B,i∈N a
B × N-matrix on X . We say that a Banach space E with a normalized
Schauder basis (ei)i∈N is an asymptotic model of (x
i
s)s∈B,i∈N if there exists
ǫm ց 0 such that for every n ∈ N
∀m ∈ N/n∀s ∈ (P lmn(B/m))
(∣∣∣||
n∑
i=1
aiei||E − ||
n∑
i=1
aix
i
si
||X
∣∣∣ < ǫm
)
,
for every (ai)
n
i=1 ∈ [−1, 1]
n. If B is a ξ-uniform barrier, then we say that the
B × N-matrix (xis)s∈B,i∈N generates (ei)i∈N as an asymptotic model of order
ξ.
Notice that the usual definition of asymptotic model is easily recovered
by using the barrier N in the previous definition. Given a Banach space X ,
we denote by AMξ(X) the set of all asymptotic models of order ξ and will
refer to the elements of AMξ(X) as the ξ-asymptotic models of X .
Generalizing the notion of subsequence of a sequence in the context of
B × N-matrices we have the following.
Definition 5.3. Let (xis)s∈B,i∈N be an B×N -matrix. A submatrix of a B×N-
matrix (xis)s∈B,i∈N is a matrix of the form (x
i
s)s∈B↾M ,i∈N where M ∈ [N]
∞.
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Below, we shall see that it is possible to replace a submatrix indexed on a
uniform barrier that generates certain higher order asymptotic model by one
indexed on a spreading barrier with the same uniformity and generates the
same higher order asymptotic model. In order to do this, we first establish
some preliminary results.
Lemma 5.4. Let n ∈ N. If L ∈ [N]∞ and M ∈ [L]∞ satisfy that
|(m,m′) ∩ L| ≥ n,
for each m,m′ in M with m < m′, then for every plegma (ti)
n
i=1 in M there
exists a plegma (t′i)
n
i=1 ∈ [[L]
<∞]n such that
• t′i ⊆ L/{max{j ∈M : j < min
⋃n
i=1 ti}}, for each i = 1, · · · , n.
• ti ⊑ t′i, for each i = 1, · · · , n.
• |t′1| = |t
′
2| = · · · = |t
′
n| = |tn|.
Proof. The proof will be by induction on |tn|. In the case where |tn| = 1
take A = {1 ≤ i ≤ n : ti = ∅} and B = {1 ≤ i ≤ n : ti 6= ∅}. For each i ∈ A
take a li ∈ L∩ (max{j ∈M : j < min
⋃n
i=1 ti}, min
⋃n
i=1 ti) such that i < j
implies li < lj . This can be done because of the hypothesis on the size of
this intersection. It is clear that t′i = {li} for each i ∈ A and t
′
i = ti for each
i ∈ B satisfies the conclusion. Now suppose the result holds for every plegma
(ti)
n
i=1 where |tn| = k and take a plegma (ri)
n
i=1 with |rn| = k+1. Now take
the plegma family (si)
n
i=1 defined as si = ∅ if ri = ∅ and si = ri \ {min(ri)}
if ri 6= ∅. Since |sn| = k we can apply the induction hypothesis to get (s′i)
n
i=1
that satisfies the conclusion of the lemma. It is not hard to see that (r′i)
n
i=1,
where r′i = s
′
i if ri = ∅ and r
′
i = s
′
i ∪ {min(ri)} otherwise, has the desired
properties. 
Before we state the following lemma we would like to make a comment:
Let M ∈ [N]∞ and n ∈ N. Partition M in n-many infinite subsets in the
following way
Mj = {mi : i ≡ j mod(n)},
for each 1 ≤ j ≤ n. It is easy to see that if B on M is a spreading barrier
and sj ∈ B is the unique element such that sj ⊑ Mj , for each 1 ≤ j ≤ n,
then (sj)
n
j=1 ∈ P lmn(B ↾M).
Lemma 5.5. Let F ,G ⊆ FIN be uniform barriers such that G is spreading
and o(F) ≤ o(G) and let M,N ∈ [N]∞. If L0 ∈ [N ]
∞ satisfies the conclusion
of Corollary 2.5, then for every n ∈ N and for every L ∈ [L0]∞ there exists
(si)
n
i=1 ∈ P lmn(G ↾ L) such that (ψL0,M(si))
n
i=1 ∈ P lmn(F ↾ M).
Proof. First, we take L′ = {li : i ≡ 0 (mod n)} where L = {li : i ∈ N}.
According to Lemma 4.3, we can take (ti)
n
i=1 ∈ P lmn(TM,L0(F ↾ M) ↾ L
′).
By applying Lemma 5.4 to (ti)
n
i=1 we obtain a plegma family (t
′
i)
n
i=1 so that
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|t′1| = |t
′
2| = · · · = |t
′
n| and t
′
i ∈ [L]
<∞, for each 1 ≤ i ≤ n. Now, put
L′′ = L/t′n = {li : i ≥ max(t
′
n)} and, for each 1 ≤ i ≤ n, define the set
L′′i = {lj : j −max(t
′
n) ≡ i (mod n)}.
As G is a barrier we can choose si ∈ G ↾ L such that si ⊑ t′i ∪ L
′′
i .
Since G is spreading it follows that (si)ni=1 ∈ P lmn(G ↾ L). We assert
that ψL0,M(si) = T
−1
M,L0
(ti) for each 1 ≤ i ≤ n. Indeed, fix 1 ≤ i ≤ n.
To establish this assertion it is enough, by definition of ψL0,M , to prove that
TM,L0(T
−1
M,L0
(ti)) = ti ⊑ si. Notice from the construction that si ⊑ t′i ∪ L
′′
i
and ti ⊑ t′i. Hence, it follows that either si ❁ ti or ti ⊑ si. The first relation
never holds since, by hypothesis, we can always find s′i ∈ G ↾ L0 such that
ti ⊑ s′i, but this would imply si ❁ s
′
i which is impossible because of G is a
barrier. 
Theorem 5.6. Let X be a Banach space, let F be a uniform barrier and let
(xis)s∈F↾M ,i∈N be a F × ω-submatrix that generates (ei)
∞
i=1 as an asymptotic
model. Then there exist a spreading barrier B with the same uniformity as
F , a B×ω-matrix (yis)s∈B,i∈N and N ∈ [N]
∞ such that (yis)s∈B↾N ,i∈N generates
(ei)
∞
i=1 as an asymptotic model .
Proof. It is well known that we can find a spreading uniform barrier B with
the same uniformity as F and let L0 ∈ [N]∞ be as given by Theorem 2.4.
Consider the function ψL0,M : B ↾L0→ F given by Corollary 2.5. By using
this function, we define the B × ω-submatrix so that yis = x
i
ψL0,M (s)
for
each s ∈ B ↾L0 and for each i ∈ N. To find N first we fix an arbitrary
N0 ∈ [L0]
∞ and, by using Lemma 5.5 recursively, it is possible to choose,
for each i ∈ N, a subset Ni+1 ∈ [Ni]∞ so that ψL0,M ↾Ni+1 sends an element
(sj)
i+1
j=1 ∈ P lmi+1(B ↾Ni+1) to (ψL0,M(sj))
i+1
j=1 ∈ P lmi+1(F ↾M). Now let N
be a pseudointersection of the Ni’s. Notice that, by definition, for every
(si)
n
i=1 ∈ P lmn(B ↾N) we have
||
n∑
i=1
aix
i
ψL0,M (si)
|| = ||
n∑
i=1
aiy
i
si
||,
for each (ai)
n
i=1 ∈ [−1, 1]
n. From this assertion it is easy to see that the
submatrix (yis)s∈B↾N ,i∈N generates (ei)
∞
i=1 as an asymptotic model. 
Our next task is to prove that if B is a uniform barrier, then every B×N-
matrix has a submatrix that, in some way, converges to a seminorm on c00.
In order to do this we need to introduce a function:
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Definition 5.7. Let X be a Banach space and let B be a barrier. For a
B × N-matrix (xis)s∈B,i∈N, we define
Ψn : P lmn(B)→ Nn
s→ Ψn(s)
where Ψn(s)(
∑n
i=1 aiei) = ||
∑n
i=1 aix
i
si
|| for all a1, · · · , an ∈ R.
That this seminorm Ψn(s) is indeed an element of Nn for each s ∈
P lmn(B) follows from the normalized condition in the entries of the ma-
trix. Observe that the function Ψn depends on the given matrix, but since
it will always be clear from context to which matrix we are referring to.
Thus, this function will be always written by Ψn without mentioning the
matrix.
Before we state the next lemma, we recall that two seminorms ρn ∈ Nn
and ρm ∈ Nm, with m > n are called compatible if ρm ↾Rn= ρn.
Theorem 5.8. Let X be a Banach space, B a barrier and (xis)s∈B,i∈N a
B × N-matrix in X. Then for every N ∈ [N]∞ there exist M ∈ [N ]∞ and
ρn ∈ Nn, for each n ∈ N, such that the seminorms {ρn : n ∈ N} are pairwise
compatible and the function Ψn : P lmn(B ↾M) → Nn converges to ρn, for
every n ∈ N.
Proof. The set M is going to be constructed recursively by applying Theo-
rem 4.4. Indeed, for n = 1 we obtain M1 ∈ [N ]∞ and a seminorm ρ1 such
that the function Ψ1 converges to ρ1 on M1. Now, for every 1 < n ∈ N,
we obtain Mn ∈ [Mn−1]∞ and a seminorm ρn such that the function Ψn
converges to ρn on Mn. Now, recursively, take m1 = min(M1) and mn+1 =
min(Mn+1/mn) for each n ∈ N. Then, we define M = {mn : n ∈ N}. It
follows from the remark right after Theorem 3.1 that Ψn converges to ρn
on M for all n ∈ N. To see that the seminorms {ρn : n ∈ N} are indeed
pairwise compatible notice that if n < m, then (si)
n
i=1 ∈ P lmn(B ↾M) for
every (si)
m
i=1 ∈ P lmm(B ↾M). Hence, it follows that
dn(ρn, ρm ↾Rn) ≤ dn(ρn,Ψ
n((si)
n
i=1)) + dn(Ψ
m((si)
m
i=1)) ↾Rn, ρm ↾Rn)
≤ dn(ρn,Ψ
n((si)
n
i=1)) + dm(Ψ
m((si)
m
i=1)), ρm),
for each (si)
m
i=1 ∈ P lmm(B ↾M). The conclusion follows from the fact that
the functions Ψn and Ψm converge to ρn and ρm, respectively, on M and
from Lemma 4.3. 
According to Theorem 5.8, if (xis)s∈B,i∈N is an B ×N-matrix on a Banach
space X , it then follows from Theorem 5.8 that there exists a submatrix
(xis)s∈B↾M ,i∈N and a sequence (ρi)i∈N of compatible seminorms such that all
the Ψn’s are converging to ρn on M . This allows us to define a seminorm
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ρ =
⋃
n∈N ρn on the vector space c00(N). In the case that ρ is a norm on
c00(N), this normed space is the asymptotic model generated by the subma-
trix (xis)s∈B↾M ,i∈N. Evidently, Theorem 5.8 extends the original result of A.
Brunel and L. Sucheston [5] concerning spreading models.
As we pointed after Definition 2.2, given a uniform barrier B and M ∈
[N]∞, the function TM,N : B → FIN preserves plegma sequences and sends
B to an uniform barrier of the same uniformity. Thus, it is possible to obtain
ξ-asymptotic models by using matrices instead of using submatrices. Notice
that every basic sequence of X is an element of AMξ(X) for every non-zero
ordinal number ξ < ω1; thus, most of the Banach spaces with Schauder basis
admit more asymptotic models than spreading models. Now, we denote by
SMξ(X) the set of all ξ-asymptotic models generated by B × N-matrices
with the property that xns = x
m
s for each s ∈ B and n,m ∈ N. It is easy to
see that SMξ(X) is exactly the set of all ξ-spreading models as were defined
in the paper [3].
In the next theorem, we shall see that both spreading and asymptotic
models are closely related one to the other.
Lemma 5.9. Let X be a Banach space and let 0 < ξ < ω1. If (fi)i∈N ∈
AMξ(X), then (fi)i∈M ∈ AMξ(X) for every M ∈ [N]∞.
Proof. Take a submatrix (xis)s∈B↾N ,i∈N of a B×N-matrix onX that generates
(fi)i∈N as a ξ-asymptotic model. Now consider the B×N-matrix (yis)s∈B,i∈N
with entries yis = x
mi
s if s ∈ B and i ∈ N , where {mi : i ∈ N} is the increas-
ing numeration of M . It is not hard to see that the submatrix (yis)s∈B↾N ,i∈N
generates (fi)i∈M as an asymptotic model. 
Theorem 5.10. For a non-zero ordinal ξ we have the following properties:
(1) SMξ(X) ⊆ AMξ(X).
(2) If (ei)i∈N is a spreading model generated by a subsequence of an ele-
ment of AMξ(X), then (ei)i∈N ∈ SMξ+1(X).
Proof. (1). This follows from the definition of ξ-spreading model.
(2). In virtue of Lemma 5.9, we may begin by taking (fi)i∈N ∈ AMξ(X)
that generates (ei)i∈N as a spreading model without going to a subsequence.
Choose a B×N-submatrix (xis)s∈B↾N ,i∈N that generates (fi)i∈N as a ξ-asymptotic
model where B is a ξ-uniform barrier and N ∈ [N]∞. Define the (N⊕B)×N-
matrix such that xil⌢s = x
l
s for i ∈ N and l
⌢s ∈ N⊕B. According to Theo-
rem 5.8, there is M ∈ [N ]∞ such that Ψn converges on M , for every n ∈ N,
and denote the corresponding spreading model by (hi)i∈N. We will show
that this (ξ + 1)-spreading model is actually (ei)i∈N. In fact, this assertion
follows from the next claim:
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Claim: For every k ∈ N,m ∈M and ǫ > 0 there exists a plegma sequence
(n⌢i si)
k
i=1 ∈ P lmk(B ↾M/m) such that∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aix
i
n⌢i si
||X
∣∣∣∣∣ < ǫ,
for every (ai)
k
i=1 ∈ [−1, 1]
k.
Proof of the Claim: Fix k ∈ N,m ∈M and ǫ > 0. Choose {n1, n2, ..., nk} ∈
[M/m]k such that
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aifni||F
∣∣∣∣∣ <
ǫ
2
,
for every (ai)
k
i=1 ∈ [−1, 1]
k. Now, by using asymptotic convergence and
Lemma 4.3, we may take a plegma sequence (si)
nk
i=1 ∈ P lmnk(B ↾M/nk) such
that ∣∣∣∣∣||
nk∑
j=1
bjfj ||F − ||
nk∑
j=1
bjx
j
sj
||X
∣∣∣∣∣ <
ǫ
2
for each (bj)
nk
j=1 ∈ [−1, 1]
nk . Fix (ai)
k
i=1 ∈ [−1, 1]
k and consider the sequence
bni = ai, for each 1 ≤ i ≤ k, and bj = 0 for j /∈ {n1, ..., nk}. Then,
(n⌢i sni)
k
i=1 ∈ P lmk((N⊕ B) ↾M) satisfies that
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aix
i
n⌢i si
||X
∣∣∣∣∣
=
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aix
ni
si
||X
∣∣∣∣∣
≤
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aifni ||F
∣∣∣∣∣+
∣∣∣∣∣||
k∑
i=1
aifni||F − ||
k∑
i=1
aix
ni
si
||X
∣∣∣∣∣
≤
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aifni ||F
∣∣∣∣∣+
∣∣∣∣∣||
nk∑
j=1
bjfj||F − ||
nk∑
j=1
bjx
j
sj
||X
∣∣∣∣∣
≤
ǫ
2
+
ǫ
2
= ǫ.
The result follows from the inequality
∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aihi||H
∣∣∣∣∣ ≤
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∣∣∣∣∣||
k∑
i=1
aiei||E − ||
k∑
i=1
aix
i
n⌢i si
||X
∣∣∣∣∣−
∣∣∣∣∣||
k∑
i=1
aix
i
n⌢i si
||X − ||
k∑
i=1
aihi||H
∣∣∣∣∣
and by using the claim and the convergence of (xil⌢s)l⌢s∈(N⊕B)/M,i∈N to
choose an appropriate plegma sequence (n⌢i si)
k
i=1 ∈ P lmk(B ↾M). 
Now, we generalize the notion of a block sequence, in the context of
B × N-matrices, following ideas from [2].
Definition 5.11. Let X be a Banach space with Schauder basis (ei)i∈N. A
B × N-matrix (xis)s∈B,i∈N on X is called a plegma block B × N-matrix if all
its entries are block vectors of (ei)i∈N and for every n ∈ N there exists an
m ∈ N such that for each (si)
n
i=1 ∈ P lmn(B/m) the sequence (x
i
si
)ni=1 is a
block subsequence of (ei)i∈N.
The asymptotic model version of Theorem 42 from [2] is stated in the
following theorem. To prove it we shall need the next two lemmas.
Definition 5.12. Let B be a uniform barrier, n ∈ N and s ∈ B such that
n < s. A sequence (ri)
n
i=1 ∈ [[N]
<∞]n is called a P lmn(B)-decomposition
of s if ri is the unique element of B satisfying ri ⊑ s − (n − i), for every
1 ≤ i ≤ n, and (ri)
n
i=1 ∈ P lmn(B).
In the next, lemma we shall see that we can find plegma families whose
elements have suitable decompositions with very strong combinatorial prop-
erties.
Lemma 5.13. Let B be a uniform spreading barrier and l, n,m1, m2, · · · , mn
elements of N. Then for every M ∈ [N]∞ there exists N ∈ [M ]∞ such that
each (si)
n
i=1 ∈ P lmn(B ↾N) satisfies that si has a P lmmi(B)-decomposition
(rij)
mi
j=1, for every 1 ≤ i ≤ n, and
l < (r1j )
m1
j=1
⌢ · · ·⌢(rnj )
mn
j=1 ∈ P lm
∑n
i=1mi
(B).
Proof. Take k > max{m1, m2, · · · , mn} and
N = {mi : i ≡ 0 mod(k)}/{l + k}.
It is not hard to see that N satisfies de conclusion. 
Theorem 5.14. Let k ∈ N \ {0} and ξ < ω1. If (ei)i∈N is a k-asymptotic
model generated by a plegma block N[k]×N-submatrix of the space generated
by (fi)i∈N ∈ AMξ(X), then (ei)i∈N ∈ AMξ+k(X).
Proof. Let (xis)s∈B,i∈N be a plegma block matrix generating (fi)i∈N as an ξ-
asymptotic model and (yjt )t∈[N]k,j∈N a plegma block [N]
k×N-matrix of (fi)i∈N
generating (ei)i∈N as a k-asymptotic model, since it is a plegma block matrix
each entry can be expressed as yjt =
∑F(t,j)
i=1 a
(t,j)
i fi, where a
(t,j)
i ∈ R for each
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t ∈ [N]k and for each j ∈ N. Now, we shall define a ([N]k ⊕ B) × N-matrix
on X which will contain a submatrix generating (ei)i∈N as an asymptotic
model. To do this, we first take for every t⌢s ∈ [N]k ⊕ B
zjt⌢s =
∑F(t,j)
i=1 a
(t,j)
i x
i
ri
||
∑F(t,j)
i=1 a
(t,j)
i x
i
ri
||
if maxF(t,j) ≤ s
and (ri)i≤maxF(t,j) ∈ P lmmaxF(t,j)(B).
zjt⌢s = any fixed element of S(X) otherwise,
where (ri)i≤maxF(t,j) is the P lmmaxF(t,j)(B)-decomposition of s. By Theo-
rem 5.8 there exists an infinite M ∈ [N]∞ such that the matrix restricted to
M converges to some seminorm. We claim that this seminormed space is ac-
tually the Banach space (ei)i∈N. Hence, (z
j
t⌢s)t⌢s∈B↾M,j∈N generates (ei)i∈N
as a (ξ + k)-asymptotic model. To start proving our claim fix ǫ > 0 and
n ∈ N, and choose (ti)ni=1 ∈ P lmn([N]
k) so that∣∣∣∣∣||
n∑
i=1
biei|| − ||
n∑
i=1
biy
i
ti
||
∣∣∣∣∣ <
ǫ
2
for each (bi)
n
i=1 ∈ [−1, 1]
n. Now, we apply Lemma 5.13 with n, B, M ∈ [N]∞
and the natural numbers maxF(t1,1),maxF(t2,2), · · · , maxF(tn,n) to obtain
N ∈ [N] such that every (si)ni=1 ∈ P lmn(B ↾N) satisfies:
(1) The P lmmaxF(ti,i)(B)-decomposition of si,
(r(i,v))v≤maxF(ti,i) ∈ P lmmaxF(ti,i)(B),
for every i ≤ n.
(2) (r(0,v))
⌢
v≤maxF(t0,0)
(r(1,v))
⌢
v≤maxF(t1,1)
· · ·⌢ (r(n,v))v≤maxF(tn,n) is an element
of P lm∑
i≤nmaxF(ti,i)
(B).
(3) l < r(0,v) for l ∈ N.
Notice also that (t⌢i si)
n
i=1 ∈ P lmn([N]
k ⊕B). Then, by taking a sufficiently
large l ∈ N, we obtain that∣∣∣∣∣||
n∑
i=1
biei|| − ||
n∑
i=1
biz
i
t⌢i si
||
∣∣∣∣∣ ≤
∣∣∣∣∣||
n∑
i=1
biei|| − ||
n∑
i=1
biy
i
ti
||
∣∣∣∣∣+
∣∣∣∣∣||
n∑
i=1
biy
i
ti
|| − ||
n∑
i=1
biz
i
t⌢i si
||
∣∣∣∣∣
≤
ǫ
2
+
∣∣∣∣∣∣
||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j fj || − ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j) ||
||
∣∣∣∣∣∣
20 E. A. CALDERON-GARCIA AND S. GARCIA-FERREIRA
for all (bi)
n
i=1 ∈ [−1, 1]
n. We can make the second summand smaller than ǫ
2
.
Indeed, by taking (si)
n
i=1 ∈ P lmn(B) with l large enough we can get∣∣∣∣∣∣
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
|| − 1
∣∣∣∣∣∣
=
∣∣∣∣∣∣
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
|| − ||
∑
j∈F(ti,i)
a
(ti,i)
j fj ||
∣∣∣∣∣∣
≤
ǫ
4n
for each 1 ≤ i ≤ n. Therefore,∣∣∣∣∣∣
||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j fj || − ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j) ||
||
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j fj|| − ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
||
∣∣∣∣∣∣
+
∣∣∣∣∣∣
||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
|| − ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j) ||
||
∣∣∣∣∣∣
Since (yjt )t∈[N]k,j∈N is a plegma block matrix, it follows that
F(t0,0) < F(t1,1) < · · · < F(tn,n).
So, by ”cutting” some of the elements in (2), we consider r defined as
(r(0,v))
⌢
v≤maxF(t0,0)
(r(1,v))
⌢
maxF(t0,0)v≤maxF(t1,1)
· · ·⌢ (r(n,v))maxF(tn−1,n−1)v≤maxF(tn,n)
which is an element of P lmmaxF(tn,n)(B). Then we conclude that the first
summand of the previous inequality is bounded by
dmaxF(tn,n)(< fi >
maxF(tn,n)
i=1 ,Φ(r))
, where < fi >
maxF(tn,n)
i=1 denotes the element of NmaxF(tn,n) that inherits its
norm, and this can be made smaller than ǫ
4
by applying the hypothesis of
convergence from (xis)s∈B,i∈N. By using this assertion, our previous inequality
becomes:
<
ǫ
4
+ ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
−
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j) ||
||
<
ǫ
4
+ ||
n∑
i=1
bi
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
[1−
1
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j) ||
]||
<
ǫ
4
+ n
∣∣∣∣∣∣
||
∑
j∈F(ti,i)
a
(ti,i)
j x
j
r(i,j)
|| − 1
∣∣∣∣∣∣
≤
ǫ
4
+ n
ǫ
4n
=
ǫ
2
.
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For each (bi)
n
i=1 ∈ [−1, 1]
n. 
It is shown in [2, Th. 68] that there exists a space X without ℓp as a
spreading model of any level. So, we can conclude from the Theorem 5.10
that X does not have ℓp as an asymptotic model of any order. Moreover,
Theorem 5.14 implies that X does not admit a finite asymptotic block
chain (ei+1j )j∈N ∈ AM((e
i
j)j∈N), for every i ≤ n, such that (e
n
j )j∈N
∼= ℓp.
Thus Question 1.1 has a negative answer.
It is well know that, in a Banach space with Schauder basis, every spread-
ing model generated by a weakly null sequence can also be generated by a
block sequence. This situation may be extended to the asymptotic case as
it is shown in the next theorem, but to have this done we first recall the
next definition from [6]:
Definition 5.15. A matrix (xni )i∈N,n∈N is called a weakly null matrix if:
(xni )i∈N
is a weakly null sequence, for every n ∈ N.
Theorem 5.16. Let (xni )i∈N,n∈N be a weakly null matrix generating (fi)i∈N
as an asymptotic model. Then there exists (yni )i∈N,n∈N a plegma block matrix
that generates (fi)i∈N as an asymptotic model.
Proof. By a simple use of the “gliding hump” argument, we can recursively
choose block subsequences (yni )i∈N and (k
n+1
i )i∈N (each sequence is a subse-
quence of the previous one) so that
||yn+1i − x
n+1
kn+1i
|| ≤
1
2(n+1)+i+1
,
for each n ∈ N. Let us see that (yni )i∈N,n∈N certainly generates (fi)i∈N as an
asymptotic model. Indeed, this will follow from the next inequality:∣∣∣∣∣||
l∑
i=1
aifi|| − ||
l∑
i=1
aiy
i
s(i)||
∣∣∣∣∣
≤
∣∣∣∣∣||
l∑
i=1
aifi|| − ||
l∑
i=1
aix
i
ks(i)
||
∣∣∣∣∣+
∣∣∣∣∣||
l∑
i=1
aix
i
ks(i)
|| − ||
l∑
i=1
aiy
i
s(i)||
∣∣∣∣∣
≤
∣∣∣∣∣||
l∑
i=1
aifi|| − ||
l∑
i=1
aix
i
ks(i)
||
∣∣∣∣∣+
1
2s(1)
,
for a given finite subset s = {s(1), s(2), · · · , s(l)} of natural numbers and
for every (ai)
l
i=1 ∈ [−1, 1]. Notice that the first summand can be made
arbitrarily small by using the assumption on the matrix (xni )i∈N,n∈N. Thus,
(yni )i∈N,n∈N generates (fi)i∈N as an asymptotic model. 
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It is easy to see from Theorems 5.14 and 5.16 that any finite chain of
asymptotic models generated by weakly null matrices (inside their respective
Banach spaces) can be replaced by a chain consisting of block matrices. This
remark leads us to the next corollary.
Corollary 5.17. There is a Banach space X such that no finite chain of
weakly generated asymptotic models X1, X2, · · · , Xn starting with X has a
an ending space either lp for p ∈ [1,∞) or c0.
We finish the paper by listing some questions
As in the spreading case we also have that AMξ(X) ⊆ AMη(X) provided
that ξ < η < ω1.
Question 5.18. For distinct ξ < η < ω1 does there exist a Banach space
X such that
AMξ(X) 6= AMη(X) ?
For a F ⊆ FIN and t ∈ FIN we denote by Ft = {s ∈ FIN : t <
s and t⌢s ∈ F}. If B ⊆ FIN is a uniform barrier, then it is known that
for every t ∈ FIN such that Bt has uniformity greater than 1 it is possible
to find s ∈ FIN such that Bt⌢s has uniformity exactly one.
In the paper [1] it was proven that for any countable set of spreading
models has an upper bound in the pre-order of domination. This was genera-
lized in [9] by establishing this same property for SM ξw(X), where SM
ξ
w(X)
denotes the family of all ξ-order spreading models of a Banach space X ge-
nerated by subordinated weakly null F -sequences. Furthermore, if this set
contains an increasing sequence of length ω, then it contains an increasing
sequence of length ω1. In view of these facts, it is natural to consider the
following class of weakly null matrices.
Definition 5.19. Let B be a uniform barrier. A B × N-matrix (xns )s∈B,n∈N
is called weakly null if for every n ∈ N and for each s ∈ FIN such that Bs
is of uniformity 1
(xns⌢i)i∈N/s
is weakly null matrix.
Then, we may ask if the set AM ξw(X) of asymptotic models generated
by weakly null matrices is also a semi-lattice with the pre-partial order of
domination.
Next, we pose the questions that are the higher asymptotic version of
Problems 6.2, 6.3 and 6.6 from the article [6], respectively.
In the following questions, fix ξ < η < ω1 .
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Question 5.20. Let B be a barrier of uniformity ξ and let X be a Banach
space with a Schauder basis. If X admits a unique, isometric, asymptotic
model of level ξ for all normalized block basic weakly null B × N-matrices,
must X contain an isomorphic copy of that space ?
It is known that if X admits a unique, isometric, asymptotic model of
level ξ for all normalized block basic weakly null B×N-matrices this unique
asymptotic model must be c0 or ℓp for some 1 ≤ p <∞.
Question 5.21. Is it possible to stabilize the ξ-asymptotic structure of the
space X ?
Question 5.22. Can the distortion of ℓp (1 ≤ p < ∞) be extended to its
ξ-asymptotic structure ? That is, are there a K > 1 and an equivalent norm
|||·||| on ℓp such that none ξ-asymptotic model of this renorm is K-equivalent
to the unit vector basis of ℓp ?
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