In C-arm computed tomography, patient dose reduction by volume-of-interest (VOI) imaging is of increasing interest for many clinical applications. A remaining limitation of VOI imaging is the truncation artifact when reconstructing a 3D volume. It can either be cupping towards the boundaries of the field-of-view (FOV) or an incorrect offset in the Hounsfield values of the reconstructed voxels.
INTRODUCTION
In many applications in neuroradiology or surgery it is required to use intraoperative imaging for guidance of the deployment of small devices like stents or coils. This is often done using a two-dimensional fluoroscopic view on a C-arm angiograph. In order to reduce the radiation exposure for the patient the x-rays are collimated so that only a fraction of the detector size is used for imaging. Sometimes the information of these 2D-images is not sufficient and a 3D reconstruction of this small FOV is desirable, e.g. for a fluoroscopic overlay 1 .
With common analytical methods like filtered backprojection, the reconstruction result contains artifacts at the boundaries of the FOV. They appear because the algorithm performs a ramp filtering of the projection data. Due to the collimation, an artificial edge appears in the spatial domain of the projection data, by which high frequencies are generated during the filtering step. By backprojecting the filtered image into the volume, these high frequencies generate truncation artifacts 2 .
Due to the collimation, the scan does not contain the full spatial extent of the object. To reconstruct an object exactly, the extent of the object has to be known from a prior scan 3 , or a small part of the object has to be known 4 . If no prior knowledge is available, heuristic methods have to be applied. These methods are often called truncation correction in the literature. The better the heuristic fits to the truncated object, the better the resulting reconstruction is. Some methods model the outside of the FOV which has not been measured 5, 6 . Others require extrapolation only implicitly 7, 8 . With respect to image quality, these heuristic methods provide acceptable results. Chityala et al. present an approach that uses a filter to attenuate the radiation outside the FOV to a minimal dose. In a postprocessing step, this information is then used to solve the truncation problem. The approach presented here is similar to Chityala's paper as we also used a small amount of radiation outside the regular FOV. In contrast to their paper, no additional dose has to be applied to the patient, as we employ the scattered radiation that is caused by the collimator edges and the object itself. This information is always present in a truncated FOV scenario but usually not measured.
In Figure 1 , we present projection images of a skull of the same patient. Inside the FOV, the non-collimated ( Figure 1a ) and the collimated (Figure 1b) projection are almost identical. Figure 1c shows the same image as Figure 1b , just with a different grayscale window. You can see that the attenuated signal caused by the scattered radiation clearly depicts the shadow of the skull (arrow in Figure 1c ). Especially if bones are truncated, the effect is strongly visible. With our method, we can use the information scattered radiation provides to reconstruct dense objects outside of the FOV.
MATERIALS AND METHODS
In Figure 2 , the intensities along a line through a collimated projection are plotted. We now divide the projection into three parts: the FOV (area A), the area outside the FOV (area C), and the shadow of the collimator edge (area B). The information outside the FOV is used in our approach to estimate the truncated part of the imaged object. In Figure 2 , one can see a rise of the intensity outside the FOV (denoted by the arrow). This is caused by the scattered radiation and marks the end of the skull in the outer FOV. A simple amplification of the scattered radiation outside the FOV is performed, in order to expand the object as much as possible. The workflow of our method can be divided into three steps: First we have to detect the edges of the collimator. After that the signal of the scattered radiation is amplified. Finally, an interpolation is applied to reconstruct the object behind the collimator edges.
Edge Detection
We detect the collimator edge for each row of the projection image. It is modeled not just as a point, but as two points (cf. lines 1 and 2, or 3 and 4 in Figure 2 ). As can be seen in Figure 2 , the curve between both ends of a collimator edge can be approximated by a sigmoid function. Since the adjustment and the interpolation of the collimator edges is done row-wise in projection domain, we only have to detect the vertical collimator edges. Detection was performed by applying the Hough-Transformation (HT) for detection of straight lines To reduce processing time we perform the HT only on a region around the collimator position given by the acquisition system. We reduced the search space to an area of ± 20 pixels around that position. Furthermore, we introduced prior knowledge by the constraint that the edge is nearly vertical in the projection. The result of the HT is the starting point for estimating both ends of the collimator edge. The actual detection is done by fitting a sigmoid function to each line around the region of the given solution of the Hough-Transformation. For increased robustness, we enforced a minimum edge width.
Each edge is now characterized by two points at the top and bottom 5 % signal level of the sigmoid curve, shown in Figure 2 . In order to get a continuous edge for the whole projection image, we fit a line through the points by applying the RANSAC algorithm 10 . The four edges are now known for each projection.
Adjustment of the outside of the FOV
With knowledge of the position of the edges, we can adjust (i.e. amplify) the scattered radiation outside the FOV. The adjustment consists of two steps: an amplification and a weighting. For the amplification, we either use an additive or an multiplicative model to bring the area outside the FOV to the same level as the inside. Therefore, we calculate the difference between the first pixel of the outside of the field of view and the outer pixel of the FOV. This difference is then used for the amplification of the outside of the FOV. The second step is the weighting step. The outside of the FOV is either weighted with a linear or a squared function to get a decrease towards the boundary of the FOV. The weighting function is 0 at the boundary of the detector and 1 at the beginning of the FOV for both functions. The result of this adjustment step is seen in Figure 3b .
Interpolation in the area of the Collimator Shadow
When the outside of the FOV has been adjusted, the last step of the algorithm is performed: the interpolation in the area of the collimator shadow (area B). For the interpolation we applied different methods: Linear interpolation, polynomial interpolation (degree 3), Substract and Shift (SaS) 11 and a combination of the SaS algorithm with the polynomial interpolation. A resulting line profile after the interpolation step is shown in Figure 3c .
Clinical Datasets
We used clinical datasets for our evaluation. In some cases we got a full projection scan and a truncated scan. This is beneficial for measuring the error, if the reference, the full projection dataset, is given. When the reference reconstruction is given, the correlation coefficient (CC) and the structural similarity (SSIM) of the water cylinder correction and the new approach using scattered radiation is calculated inside the FOV. In one For the evaluation of our new approach, the add+squared method for the adjustment step and the linear interpolation is used. Each time a reference data exists, the same slice of the full reference reconstruction, the water cylinder corrected 5 reconstruction and the reconstruction result of our new approach are shown.
RESULTS

Dataset 1
The resolution of the projections is 960 × 960 with a pixel size of 0.3 mm and the data consists of 496 projections sampled over 200
• of angulation. The diameter of the VOI is about 9 cm. The dataset was already presented in Chintalapani's paper. A full reference dataset exists and allows the calculation of the error.
In Table 1 , one can see the results of the error metrics for the dataset 1 using different combinations of adjustment and interpolation methods. Looking at the CC and the SSIM, the squared weighting results in better values than the linear weighting and the water cylinder corrected results.
In Figure 4 , one can see the three different reconstruction results of the same slice: the full reconstruction (Figure 4a ), the water cylinder corrected reconstruction (Figure 4b ) and our approach using scattered radiation (Figure 4c ). In Figure 4c , the bone structure in the reconstruction result outside the FOV (marked by the arrows) is clearly visible. A disadvantage of our method is the drop of intensity in the top left (marked by the ellipse). This drop is located exactly at the boundary of the FOV, in the shadow of the collimator edge, where the interpolation is performed.
In Figure 4d , three line profiles for the different methods are plotted. Here, one can see that the visibility of the bone outside the FOV is improved (see arrow on the left side). Another interesting aspect is the cupping effect of the water cylinder correction. This rise of the intensity towards the outside of the FOV is marked by a second arrow. Such an effect did not appear using our method. Furthermore, the water cylinder correction estimated the object size wrongly compared to the full reconstruction (see circle in Figure 4d ). On the right side, both methods did not work properly. Our approach failed, because there was no additional information available far outside the FOV and the water cylinder correction created further cupping.
Dataset 2
The next dataset also shows the skull of a patient. The resolution of the projections is 960 × 1240 with a pixel size of 0.3 mm and the data consists of 496 projections sampled over 200
• of angulation. The diameter of the VOI is about 9 cm. Again, a full reference dataset exists.
In Figure 5 , the three different reconstruction results are shown: the reference reconstruction (Figure 5a ), the water cylinder reconstruction (Figure 5b ) and the new approach with add+squared adjustment and linear interpolation (Figure 5c ). Here, the big advantage of the new approach is seen directly: The shape of the skull of the patient is clearly visible in the outside of the FOV. In contrast to our new approach, the water cylinder correction shows no further information in the outside of the FOV. The good visual impression of the reconstruction result is reduced by the black circle along the boundary of the FOV, in the area of the collimator shadow. Furthermore, the result of our new approach in this case suffers under an incorrect offset estimation.
The error metrics for the different combination of the methods are shown in Table 2 . It shows, that the CC of the new approach is in each case better than the CC of the water cylinder corrected reconstruction.
Dataset 3
The results of the third dataset are shown in Figure 6 . In comparison to the previous datasets, this is a more narrow collimation. The size of this collimation window is about 12 cm × 10 cm. This dataset consists of 496 projections and has a resolution of 960 × 1240 with a pixel size of 0.3 mm. A characteristic of this dataset is that motion exists in the projection. This remarks itself in motion artifacts in the reconstruction.
In Table 3 , the results of the error measurements are shown. Regarding the correlation coefficient, the new approach is in each case better than the water cylinder correction. In Figure 6c , one can see that the reconstruction result of our new approach contains no usable information in the outside of the FOV. This is caused by less observed scattered radiation outside the FOV due to the smaller collimation size. Despite of that, compared to the water cylinder correction, the error measurements show better results and the offset is more similar to the reference reconstruction. This shows that the new method works also for smaller collimation windows.
Dataset 4
For the following dataset no reference data is available. Hence, the evaluation of the reconstruction result is only done qualitatively. This dataset contains 496 projections and has a pixel size of 0.3 mm. The resolution is 1240 × 960. In Figure 7 , the truncated projection dataset, the water cylinder corrected result and the result of the new approach are shown. The reconstruction of the new approach uses linear+add for adjustment and SaS for interpolation. The big advantage of the new truncation corrected method can be seen again. The estimation of the object outside the FOV clearly shows the contour of the neck. In the water cylinder correction result this cannot be seen. Furthermore, the structures in the FOV look sharper in the image processing approach compared to the water cylinder correction. No cupping-like artifacts can be detected like in the water cylinder correction case. 
DISCUSSION
A limitation of our method is that it cannot be applied if scattered radiation does not exist outside the FOV. This can however be detected and another truncation correction method can be applied, e.g. the water cylinder correction. We employ data outside the FOV which was actually measured and therefore is better able to represent the actual object. However, the adjustment of the data outside the FOV is purely heuristic. We expect even better results if the physical behavior of the scatter radiation is correctly modeled. Despite of these drawbacks, our new approach is, as presented, competitive with other methods.
SUMMARY
In this paper, we presented a new method of truncation correction using scattered radiation. First tests have shown that the method works as well as other state-of-the-art correction methods, like the water-cylinder correction, which are already in clinical use. Our method has advantages if bones are truncated. Dense objects can be reconstructed in the area outside the FOV and the cupping effect is mostly not visible in our reconstruction results.
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