The expectation-maximization algorithm (EM) uses incomplete data to get the estimation of the probabilistic model parameter, and it has been widely used in machine learning. In this paper, EM techniques are applied to estimating fluorescence lifetimes in Time-correlated singlephoton counting based fluorescence lifetime imaging experiments without measuring the instrument response functions. The results of Monte Carlo simulations indicate that the proposed approach can obtain better or comparable accuracy and precision performances than the previously reported method.
Introduction: Time-correlated single-photon counting (TCSPC) has excellent timing performances, and it is routinely used for fluorescence lifetime imaging microscopy (FLIM) system [1, 2] . FLIM system is a perfect tool for studying interactions between proteins in living cells [3] , and it will have huge potential in the field of medical diagnosis and analysis, and biomedical imaging.
For TCSPC FLIM systems, users usually need to 1) measure the instrument response function (IRF) before conducting FLIM experiments and 2) perform lifetime analysis by solving deconvolution problems [4, 5, 6, 7] . However, measuring IRF requires additional efforts, and the experimental setups for measuring IRFs and fluorescence decays are different introducing extra artifacts. Many analysis tools ignore the IRF and use tail-fitting for lifetime analysis [8] , but these approaches inevitably introduce errors [5] (especially in recently developed Multi-channel TCSPC systems [8] ). In this paper, we will study a new estimation algorithm that can estimate both the IRF and the lifetime for TCSPC FLIM systems, where the IRF is not available or cannot be measured before FLIM experiments.
We have applied the Extended Kalman Filter (EKF) techniques to estimating both the fluorescence lifetime and IRF [9] . EKF can be used to analyze FLIM data when IRF is unknown. However, the photon efficiency of EKF is not comparable with traditional methods.
When a statistical model is closely related to unobservable hidden variables, the maximum a posteriori estimations or the maximum likelihood estimations can be used to estimate model parameters by the expectation-maximization (EM) algorithm. This method is widely used for parameter estimation with incomplete or missing data [10, 11, 12] . Fu et al. used EM to estimate lifetimes [13] , but IRF was not involved. In this paper, a new EM-based Lifetime Estimation (EMLE) algorithm is proposed to simultaneously estimate the IRF and lifetime, and it shows better photon efficiency compared with EKF in [9] .
Theory: According to the EM theory [10, 11, 12] , we assume that {xi, i = 0, 1, …, N-1} are observation values of a random variable x whose density function shown in Fig.1 
where f(x|ξi) is the density function of ith component with a parameter ξi , λj is the component weight satisfying Σλj= 1,
ξi and λj can be estimated using {x0, x0, …, xN-1}. The expectation step (E-step) and the maximization step (M-step) are performed iteratively [10, 11] , shown in Fig. 1(b) .
In E-step, the posterior probability pij is ( ) ( ) , , , , ( )
In M-step, ϕ that maximizes the expected log-likelihood in E-step can be calculated from ( ) arg max ln arg max ( )
where ϕi = [ξi, λi] is the parameter for the ith component. In a TCSPC-FLIM experiment, we assume that y(t) is the measured decay function, IRF(t) is the IRF function, and g(t) is the fluorescence density function. y(t) is the sum of an additive Poisson noise, v(t) and the convolution of IRF(t) and g(t) [3, 7] ( ) ( ) ( ) ( )
We divide the measurement window T into M bins in the TCSPC experiment, and h=T/M is the resolution. Assume that
, 
where IRFj = IRF(jh), j = 0, …, L-1, and we assume that ΣIRFj =1. Fig. 2 , and Σyi= Nc is the total number of all photons. It means that there are in total Nc observations, and the histogram is shown in Fig. 2 is the distribution of all observations. So, Eq. (2) can be rewritten as ( )
,
Based on Eq. (3), we can obtain 
where
To deal with the constraint: ΣIRFj=1, we construct the Lagrangian equations as [14] 
Page 1 of 2
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication in an issue of the journal. To cite the paper please use the doi provided on the Digital Library page.
where β is the Lagrange multiplier.
Taking the derivative of ( ) φ l and setting it to be zero, we obtain 
The initial values of ϕ must be assigned firstly before the iterations begin. In this paper, the initial trial values of the IRFj are positive random numbers satisfying ΣIRFj =1, and the initial lifetime is τ = T/2.
Monte Carlo Simulations:
To analyze the performances of EMLE, Monte Carlo simulations were carried out based on Eq. (4)- (9).
The original IRFs (IRFO) and the estimated IRFs (IRFE) are compared in Fig. 3 Monte Carlo simulations were performed to evaluate the precision and accuracy of lifetime estimations. Fig. 4 shows the results obtained from EMLE and other previously reported algorithms. Here, Θ = 150 ps for all, M = 1024 for CMM [16] , M = 1024 for EMLE and EKF, M = 15 for IEM [7] . T, L, Nc for Fig. 4 are the same as above, and all parameters for EKF are the same as those in [9] . From Fig. 4 , the bias performances of EMLE (E < 0.05) is slightly worse than that of EKF when 0.04 < τ/T < 0.2. Large biases were produced by both CMM and IEM showing that the IRF calibration before conducting FLIM experiments is essential, whereas the photon efficiency of EMLE is comparable to CMM with the F-value ~ 1，and the bias produced by EMLE is negligible. 
Conclusion:
A new EM-based lifetime estimation algorithm (EMLE) is proposed in this paper. Compared with the other lifetime estimation approaches such as CMM and IEM, EMLE does not require IRF calibration before conducting FLIM experiments, and it
