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A MANY-BODY INDEX FOR QUANTUM CHARGE TRANSPORT
SVEN BACHMANN, ALEX BOLS, WOJCIECH DE ROECK, AND MARTIN FRAAS
Abstract. We propose an index for pairs of a unitary map and a clustering state on many-
body quantum systems. We require the map to conserve an integer-valued charge and to leave
the state, e.g. a gapped ground state, invariant. This index is integer-valued and stable under
perturbations. In general, the index measures the charge transport across a fiducial line. We
show that it reduces to (i) an index of projections in the case of non-interacting fermions, (ii) the
charge density for translational invariant systems, and (iii) the quantum Hall conductance
in the two-dimensional setting without any additional symmetry. Example (ii) recovers the
Lieb-Schultz-Mattis theorem, and (iii) provides a new and short proof of quantization of Hall
conductance in interacting many-body systems.
1. Introduction
By definition, two gapped ground states belong to the same quantum phase if the Hamil-
tonians can be smoothly connected while keeping the gap open [25]. Discrete-valued indices,
which cannot change continuously, are therefore invariants of quantum phases: They show
universality and stability. There has been substantial progress towards classification of quan-
tum phases for both non-interacting systems [26, 28, 44, 42], one-dimensional interacting sys-
tems [40, 15, 41, 20, 9, 16, 48, 37], and recently for higher dimensional interacting systems as
well [45].
In this paper, we use a version of Laughlin’s flux threading argument to construct a micro-
scopic, additive many-body index. This approach is very close to the works [39, 31, 32] that
unify two indices: the filling factor and the Hall conductance. Our expression of the index has
the meaning of a charge transported across a fiducial line. It is directly inspired by the well-
known index of projections introduced in [4] and it reduces to it in the case of non-interacting
fermions.
1.1. The index. Before giving the precise setting, we present the index in a loose language that
assumes familiarity with many-body lattice systems. We consider a discrete d-torus Λ = ΛL
consisting of Ld sites. We focus on a bipartition of the torus given by Λ = Γ ∪ Γc, where
Γ = {0 ≤ x1 < L2 }, see Figure 1. For now, we refrain from indicating this explicitly, but all
assumptions are meant up to an error that vanishes as L→∞. The index requires three basic
ingredients:
1) A family of local charge operators {Qx : x ∈ Λ} with integer spectrum. Let us write
QX =
∑
x∈X Qx for the charge in region X. A special role is played by Q := QΓ.
2) A (quasi-)local unitary U that conserves charge locally. In particular, the operator
U∗QU −Q is supported in a neighbourhood of the boundary ∂Γ = ∂− ∪ ∂+, see again
Figure 1. We can hence split U∗QU −Q = T− + T+. The operators T± represent the
charge transported across the lines ∂± by the unitary U .
3) A U -invariant state Ω that is exponentially clustering in the x1-direction. The state Ω
has local charge fluctuations in the sense that there are operators K− and K+ acting
in a neighbourhood of ∂− and ∂+ such that Ω is an eigenstate of Q−K− −K+.
This setup is familiar except for the requirement of local charge fluctuations. That assumption
is however satisfied if Ω is a gapped ground state of a charge conserving local Hamiltonian.
Since Ω is U -invariant, we have obviously 〈Ω, (T− + T+)Ω〉 = 0, indicating that it is only
interesting to consider the lines ∂± separately. The splitting of U∗QU − Q = T− + T+ is not
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Figure 1. The set Γ and its boundaries
unique because (T−+ν)+(T+−ν) is a valid splitting as well, for any ν ∈ R. We hence shall choose
a splitting, namely a definition of T±, but we constrain the choice by requiring e2pii(Q+T−) = 1;
we will later explain why this is always possible. In all examples that we consider, there is a
physically natural choice for T±, satisfying in particular the above requirement. Then, the main
claim of this work is that the mean charge transported across a single line is quantized:
〈Ω, T−Ω〉 ∈ Z.
1.2. Examples. We now illustrate the theorem with five examples. A detailed discussion of
these examples is in Section 3.
Example 1 (Index of projections). We consider non-interacting lattice fermions in d = 1. We
take all the many-body objects in the index formula as fermionic second quantization of the
corresponding objects on the Hilbert space l2(Λ). The charge operator Q is the second quantiza-
tion1 dΓ(q) of the indicator function q = 1Γ, the ground state Ω is the gauge-invariant quasi-free
state corresponding to a Fermi projection p, and the unitary U is the second quantization Γ(u)
of a one-particle unitary u. Clustering holds whenever the chemical potential lies in a spectral
gap or a mobility gap. In the limit L → ∞, 1Γ → 1N weakly and the many-body index takes
the form,
lim
L→∞
〈Ω, T−Ω〉 = tr(u∗ku− k), k = p1Np. (1.1)
with u, p appropriate infinite-volume analogues for the objects above. The operator k can be
deformed to a projector χ(k) without changing the value of the right hand side, which we can
hence call Index(χ(k);u) in the notation of [5], as a particular case of a Fredholm index [17].
Example 2 (Lieb-Schultz-Mattis theorem). Consider now an interacting system that is translation-
invariant in the x1-direction, with U implementing this translation x1 7→ x1 + 1. The index
then takes the form
−〈Ω, T−Ω〉 = 〈Ω, Q[0]Ω〉 =
1
L
〈Ω, QΛΩ〉,
where [0] = {x1 = 0}, i.e. the charge in the x1 = 0 hyperplane. The theorem then states that
if Ω is clustering – as is the case for a unique gapped ground state – then the average charge
per transverse layer is an integer. This is a version obtained in [39] of the celebrated result
of [30], generalized in [1, 21, 34, 15]. Often, this theorem is discussed in a setting with half-odd
integer spins and SU(2)-invariant Hamiltonian, with Qx = S
(3)
x +
1
2 and S
(α)
x , α = 1, 2, 3 the
spin operators. In that case, the ‘charge density’ in singlet states is fractional by construction
if the total number of sites is odd, so the theorem actually rules out an SU(2)-symmetric non-
degenerate gapped ground state, see also [39]. Recent work [48, 38] has shown that this setting
can be generalized even further, replacing SU(2) by a discrete symmetry.
1The symbols Γ and dΓ (not to be confused with the spatial region Γ) are functors mapping one-particle
operators to many-body operators, see e.g. [43]
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Figure 2. Threading fluxes φ1, φ2 in the torus.
Example 3 (Quantum Hall effect). Here, Ω is the ground state of a many-body gapped Hamil-
tonian in d = 2 dimensions. The unitary U models the threading of one unit of flux pointing in
the x1 direction, see Figure 2. Standard considerations show that the transported charge across
the line x1 = 0, i.e. 〈Ω, T−Ω〉, equals 2pi times the Hall conductance. Therefore, our result yields
an alternative and independent proof of the quantization of Hall conductance. It does not rely
on a Chern number argument and does not require a spectral gap for all fluxes.
In the non-interacting setting, the Hall conductance was related to an index in [4], and in
[2] in the case with disorder. Quantization of Hall conductance with interactions was proved
in [24], see also [6] for a simplified proof and [19] for the case of weakly interacting systems.
Earlier mathematical approaches are described in [18, 10].
Example 4 (Thouless pump). This is a generalization of the previous example, in that U
can now refer to a an arbitrary process preserving Ω, not necessarily flux threading. To be
concrete, U usually corresponds to the unitary operator implementing the parallel transport
associated with an adiabatic cycle of gapped Hamiltonians. The charge transported in a cycle
is then quantized. The Thouless pump was first discussed in a non-interacting, spatially periodic
setting in [46], and generalized to disordered and interacting systems in [36]. It was related to
the scattering approach of quantum charge transport in [12], where the Bu¨ttiker-Preˆtre-Thomas
formula [14] is shown to take the shape of a winding number.
Example 5 (Bloch’s Theorem). Finally, we consider the family Ut = e
−itH , namely the prop-
agator for some charge conserving local Hamiltonian H, and Ω is its gapped non-degenerate
ground state. The index is then t times the stationary ground state current. Since the index
is integer, and t can be continuously reduced to t = 0, we conclude that the current across a
fiducial line vanishes in the ground state, which is the content of Bloch’s theorem [11, 47].
2. The index theorem
We first describe the technical setup in Section 2.1. Section 2.2 contains the main result.
We comment in Section 2.3 on various aspects of the result, in particular on the stability if the
index and its thermodynamic limit. We then elaborate on two special cases: first when Ω is a
gapped ground state (Section 2.4), and second when the unitary U is continuously connected
to the identity (Section 2.5).
2.1. Preliminaries.
2.1.1. Spatial setup. We consider a discrete d-torus Λ = ΛL = ZdL where ZL = Z/(LZ) is
identified with {−L/2 + 1, . . . , L/2 − 1, L/2} (we choose L even), so that the cardinality is
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Figure 3. The sets S−, Sm and S+
|Λ| = Ld. We define Γ to be the half-torus Γ = {0 ≤ x1 < L/2}. For a region X and r ∈ N, we
denote
Xr = {x ∈ X : dist(x,X) ≤ r},
where dist(·, ·) is the graph distance on Λ. We use this often to fatten the boundaries ∂− =
{x1 = 0}, ∂+ = {x1 = L/2− 1} of Γ. Finally, we define the strips
S− := {−L8 ≤ x1 ≤ L8 }, Sm := {L8 < x1 < L2 − L8 }, S+ := {−L8 ≤ x1 − L2 ≤ L8 },
see Figure 3.
We will treat spin systems and fermionic lattice systems on the same footing. We first give
a brief account of both.
2.1.2. Spin systems. Each site x ∈ Λ carries a finite dimensional Hilbert space Hx ≡ Cn and
H = HΛ = ⊗x∈ΛHx is the total Hilbert space. The algebra of observables is A = L(H) and we
consider the subalgebras AX , X ⊂ Λ of observables of the form O = OX ⊗ 1Λ\X . We say that
A is supported in X whenever A ∈ AX .
2.1.3. Fermions. The fermionic Fock space H = HΛ is the antisymmetric second quantization
of the one-particle space l2(Λ,Cn). There is a preferred basis in Cn labelled by σ (as an example,
one can think of the z-spin number). The algebra of canonical anticommutation relations A˜ =
L(H) is generated by the identity and the fermionic creation/annihilation operators {cx,σ, c∗x,σ :
x ∈ Λ, σ = 1, . . . , n} acting on H, which satisfy:
{cx,σ, c∗x′,σ′} = δx,x′δσ,σ′ , {c]x,σ, c]x′,σ′} = 0,
where {A,B} = AB+BA and c] can be either c or c∗. For any spatial set X, A˜X is the algebra
generated by {cx,σ, c∗x,σ : x ∈ X,σ = 1, . . . , n}. We define the even subalgebra AX ⊂ A˜X
generated by all monomials with an even number of c] operators. Alternatively, AX is the
set of operators in A˜X that commute with the fermionic parity F =
∏
x,σ(−1)nx,σ , where
nx,σ = c
∗
x,σcx,σ. As for spin systems, an even element A ∈ AX is said to be supported in X.
The restriction to even operators allows us to treat fermions and spins on the same footing,
because it enforces the locality property of the observable algebra that we discuss in the following
subsection.
2.1.4. Locality. From now on, we do not distinguish between spin systems and fermions any
more. For both, we first of all have the following basic locality property: If X ∩X ′ = ∅, then
[A,A′] = 0 for any A ∈ AX , A′ ∈ AX′ .
Secondly, the Heisenberg dynamics of an observable A ∈ AX , generated by a local Hamiltonian,
satisfies a Lieb-Robinson bound [29]. These two properties, which are crucial for our results,
are the main reasons why A is chosen to be the even algebra in the fermionic case, see [13, 35].
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2.1.5. Arbitrarily large finite systems. In this work, we treat all finite L simultaneously. The
essential point of our results is that bounds hold for all L with constants c, C that are uniform
in L. This means, strictly speaking, that we consider a sequence of models indexed by L. For
example, consider the notion of clustering for states discussed below. If this was referring to
a single fixed L, then the concept would be empty as one can always find C, c such the bound
holds for a given ψ. We therefore mean it to refer to a sequence of states ψ = ψL with fixed,
L-independent c, C. This will not be repeated at every step.
2.1.6. States. A state is a normalized vector ψ ∈ H, ‖ψ‖ = 1. The variance of A with respect
to ψ is
Varψ(A) := ‖(A− 〈ψ,Aψ〉)ψ‖2 . (2.1)
We say that a state ψ is clustering in the x1-direction, if there are 0 < c,C <∞ such that
|〈ψ,ABψ〉 − 〈ψ,Aψ〉〈ψ,Bψ〉| ≤ C‖A‖‖B‖|X| |X ′|e−cd1(X,X′) (2.2)
for all A ∈ AX , B ∈ AX′ , where
d1(X,X
′) := min{|x1 − x′1| : x ∈ X,x′ ∈ X ′}.
2.2. The index theorem. We now phrase the discussion of Section 1.1 in precise terms. We
assume local charge operators Qx = Q
∗
x ∈ A{x} with integer spectrum,
Spec(Qx) ⊂ Z. (2.3)
For any X ⊂ Λ, we write QX =
∑
x∈X Qx and we use the abbreviation Q = QΓ since Γ plays a
central role. We consider a unitary U ∈ A and a state Ω that satisfy the following assumptions.
(i) The unitary U is an almost local unitary in the sense that if A ∈ AX , then for each
n ∈ N, there is Rn ∈ AXn such that
‖U∗AU −Rn‖
‖A‖|X| = O(n
−∞). (2.4)
(ii) The unitary U satisfies the following local charge conservation: There are self-adjoint
operators T± ∈ AS± such that
‖(U∗QU −Q)− T− − T+‖ = O(L−∞), (2.5)
expressing that the transported charge U∗QU−Q is supported near the boundary of Γ.
This assumption is implied by (i) and the global conservation law [U,QΛ] = 0.
(iii) The state Ω is an approximate eigenvector of U in the sense that
VarΩ(U) = O(L−∞). (2.6)
(iv) The state Ω has local charge fluctuations: There exist self-adjoint operators K± ∈
A
∂
L/16
±
with ‖K±‖ ≤ C|Λ| such that
VarΩ(Q−K− −K+) = O(L−∞). (2.7)
(v) The state Ω is clustering in x1-direction.
For 0 <  < 1/2, we denote by Z() the fattened lattice Z() = {z ∈ R : dist(z,Z) ≤ }. As we
prove below, Assumptions (i,ii) immediately imply that we can actually choose the operators
T±, satisfying (2.5), such that
e2pii(Q+T−) = 1 +O(L−∞), ‖T±‖ ≤ C|Λ|. (2.8)
We fix such a choice and we are now ready to state our main result.
Theorem 2.1. If Assumptions (i)-(v) above hold, and for T− satisfying the constraint (2.8),
then
〈Ω, T−Ω〉 ∈ Z(O(L−∞)).
2.3. Comments.
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2.3.1. Constraints on the choice of T±. We consider the splitting
Q = QΓ = Q− +Qm +Q+ (2.9)
for the charges QΓ∩Sα , with α = (−,m,+), respectively. Let T˜± be a choice satisfying Assump-
tion (ii). We note that
U∗QU = (Q− + T˜−) +Qm + (Q+ + T˜+) +O(L−∞)
where the operators (Q− + T˜−), Qm, (Q+ + T˜+) are supported on S−, Sm, S+, respectively, see
Section 2.1.1. Since they act on distinct tensor factors, the spectrum of their sum is the sumset
of their spectra. As the spectrum of Qm is integer, and that of U
∗QU as well, it follows by
spectral perturbation theory that there is a ν ∈ R such that
Spec(Q− + T˜−) ∈ Z(O(L−∞)) − ν, Spec(Q+ + T˜+) ∈ Z(O(L−∞)) + ν.
So we let
T± := T˜± ∓ ν,
which ensures indeed that e2pii(Q+T±) = 1 + O(L−∞). The possibility of satisfying the bound
‖T±‖ ≤ C|Λ| follows from ‖Q‖, ‖U∗QU‖ ≤ C|Λ|. Of course, even these constraints define T±
only up to (not too large) integers. As already pointed out, all examples come with a natural
choice.
2.3.2. Geometry. For clarity and simplicity, we have chosen the total volume Λ to be a discrete d-
dimensional torus, but this is not essential. In particular, the topological nature of Theorem 2.1
is unrelated to this spatial torus. The results would hold just as well in the following setup,
and proofs would only require cosmetic modifications. Let Λ = ΛL be a graph of diameter
L in graph distance. Let it have bounded dimension d in the sense that supx′∈Λ |{x ∈ Λ :
dist(x, x′) < R}| ≤ CRd. Let there be a set Γ, replacing the half-torus, such that its boundary
∂Γ = {x ∈ Λ : dist(x,Γ) ≤ 1 and dist(x,Γc) ≤ 1} can be partioned in two sets ∂Γ = ∂− ∪ ∂+
such that dist(∂−, ∂+) > cL. The operator T− is now measuring the charge transport across
the boundary ∂−.
2.3.3. Stability of the index. We consider the stability of the index under continuous deforma-
tions of the unitary U and of the state Ω. To that end, let [−1, 1] 3 s 7→ Us,Ωs be families
such that Assumptions (i)-(v) are satisfied for each s, with implicit constants featuring in the
definition of quasi-locality in U and the bounds O(L−∞) that can be chosen uniformly is s. In
particular, the indices 〈Ωs, T−(s)Ωs〉 are quantized, pointwise for any s. We assume that Us
and Ωs are continuous in s (topology does not matter since these are finite-dimensional vector
spaces), and the modulus of continuity may depend on L.
We now show that the index is continuous and hence nearly constant for large L, provided
the choice of T−(s) is consistent along s, which can always be done.
Proposition 2.2. There is a choice T−(s) satisfying Assumptions (i)-(v), the constraint (2.8),
and such that s 7→ T−(s) is continuous. For such a choice of T−(s), the index is constant up to
O(L−∞):
sup
s∈[−1,1]
|〈Ωs, T−(s)Ωs〉 − 〈Ω0, T−(0)Ω0〉| = O(L−∞). (2.10)
In particular, the integer closest to 〈Ωs, T−(s)Ωs〉 is independent of s for L large enough.
Proof. By assumption, the family s 7→ U∗sQUs−Q is continuous, which implies the existence of
a continuous choice for T−(s), see Section 2.3.1. It follows that s 7→ 〈Ωs, T−(s)Ωs〉 is continuous.
Since there is n(s) ∈ Z such that
|〈Ωs, T−(s)Ωs〉 − n(s)| = O(L−∞),
we conclude that, for any fixed L, the function s 7→ n(s) is locally constant , and hence constant
on [−1, 1]. This in turn implies (2.10). 
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2.3.4. Thermodynamic limit. In this subsection, we reinstate the L-dependence. The existence
of the thermodynamic limit, L→∞, for local expectations in the state ΩL is independent of all
the previous considerations. If we assume it, then we can discuss convergence of the index, and
in that case, the index is easily showed to converge provided the observable T− is sufficiently
local. By identifying the torus with a square, the C*-algebras of observables AL for different
values of L are naturally embedded into each other by tensoring with the identity. The limiting
algebra A∞ is the norm completion of ∪LAL. The states 〈ΩL, (·)ΩL〉 extend to states on A∞.
Corollary 2.3. Assume that the sequence of states 〈ΩL, (·)ΩL〉 on A∞ is weak-* convergent
and that the sequence T(−,L) is convergent in A∞, then the limit
Ind(U,Ω) := lim
L→∞
〈ΩL, T(−,L)ΩL〉
exists and is an integer.
Proof. The existence of the limit is by assumption. The fact that its value is integer is an
immediate corollary of Theorem 2.1. 
Combining this corollary with Proposition 2.2, we conclude that Ind(U,Ω) is stable (namely
constant) under continuous deformations not violating the assumptions.
As we already pointed out, the convergence of T(−,L) in A∞ must be understood as a locality
property: if the condition of the above corollary holds, there exists a limiting operator T− which
can be approximated in norm by the strictly local T(−,L). This always holds in one dimension
by Assumption (ii). In the two-dimensional setting of the quantum Hall effect the index is the
Hall curvature, which in turn is a local observable, see also Theorem 1.4 and its proof in [6].
There are however situations where T− cannot be expected to converge, the typical one being
the Lieb-Schultz-Mattis setting in dimensions larger or equal to two: in this case, the index
is the total charge in a slab of volume Ld−1, which should of course not converge to a finite
number.
2.3.5. The assumption of ‘local charge fluctuations’. Assumption (iv) is clearly the most unfa-
miliar one. Finding a general condition for its validity remains an open question. The notable
exception is that of states Ω that are ground states of a charge conserving Hamiltonian H
which satisfies the following condition: For any local O with 〈Ω, OΩ〉 = 0 there is a quasilocal
O˜ such that OΩ = [H, O˜]Ω. This condition, which is proven for gapped H [22], ensures that
one can construct the operators K−,K+, see Section 2.4 below. The idea is that the operator
Q := Q−K−−K+ gives rise to the same mean charge transport as Q, namely 〈Ω, T−Ω〉, because
the expectation value of U∗K−U − K− vanishes by invariance of the state under U . This is
analogous to the fact that changing k in (1.1) by local, i.e. trace-class perturbations, does not
change the value of the index.
2.3.6. The Laughlin argument revisited. Our proof of Theorem 2.1 utilizes a version of the
Laughlin’s flux threading argument. Using (2.7) and (2.9) we can express the action of a gauge
transformation eiφQ on the ground state as
eiφQΩ ∼ eiφQe−iφ(Q−K−−K+)Ω +O(L−∞)
=
(
eiφQ−e−iφ(Q−−K−)
)(
eiφQ+e−iφ(Q+−K+)
)
Ω +O(L−∞)
=: F−(φ)F+(φ)Ω +O(L−∞).
where ∼ denotes an equality up to a phase. The operations F±(φ) correspond to the adiabatic
change of a gauge potential by ±φ across the line ∂±. When acting on the ground state of a
gapped HamiltonianH, F−(φ) implements the (quasi-)adiabatic flow corresponding to threading
the flux φ across the line ∂−, see [6] or [24]. Developing the interpretation further, the operation
of inserting the fluxes at both ends and compensating for it by a gauge transformation,
e−iφQF−(φ)F+(φ) = e−iφ(Q−K−−K+), (2.11)
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leaves the ground state invariant up to a phase by (2.7) as it should.
Repeating the same reasoning, we further have
eiφQΩ ∼ eiφQU∗e−iφ(Q−K−−K+)UΩ +O(L−∞)
=
(
eiφQ−e−iφ(Q−+T−−U
∗K−U)
)(
eiφQ+e−iφ(Q++T+−U
∗K+U)
)
Ω +O(L−∞)
=: FU− (φ)F
U
+ (φ)Ω +O(L−∞),
where FU− (φ) = U∗F−(φ)U + O(L−∞). The exact nature of U is irrelevant for the present
discussion, but in the case of the Hall effect, it corresponds to the change of gauge potential
across a line orthogonal to ∂±. Using (2.11) and the corresponding equation for FU± we find that
the operation of inserting flux φ at both ends, compensating by a gauge transformation, acting
by U and reverting this leaves the ground state invariant, see (4.7). Focusing on the strip S−,
this means that the operation gives the ground state back up to a phase factor,
eiφQ−FU− (−φ)e−iφQ−F−(φ)Ω = χ(φ)Ω +O(L−∞).
A computation, see Lemma 4.5, shows that the argument of χ(φ) is linear in φ with the slope
given by the index 〈Ω, T−Ω〉. On the other hand at flux φ = 2pi, the compensating gauge trans-
formation is identity, and hence F−(2pi) by itself leaves Ω invariant up to a phase. Consequently,
at φ = 2pi, the phase factor χ(2pi) has to be equal to 1. This establishes integrality of the index.
This reasoning is expanded to a sequence of Lemmas in Section 4.
This method was previously used with a different gauge transformations and flux threading
operators by [39, 31] to derive Lieb-Schultz-Mattis theorem and filling constraints in integer and
fractional quantum Hall effect. The local flux threading operators that we use originate in [24].
2.4. The case of a unique gapped ground state. We consider the case, relevant for all
the examples below, where the state Ω is the unique gapped ground state of a local charge
conserving Hamiltonian. Let the Hamiltonian H be of the form
H =
∑
X⊂Λ
ΦX ,
where ΦX ∈ AX and satisfying
(i) finite range condition: There is R <∞ such that ΦX = 0 if diam(X) > R,
(ii) finite interaction strength: There is m <∞ such that ‖ΦX‖ ≤ m for all X.
Note that in the case of fermions, the ‘interaction’ Φ also contains the hopping terms. The
dynamics generated by H satisfies a Lieb-Robinson bound. In particular, for any fixed t, the
Schro¨dinger propagator e−itH is an almost local unitary in the sense of (2.4). The assumption
of charge conservation means that
X ⊂ Y =⇒ [ΦX , QY ] = 0,
from which we conclude that [H,QY ] is supported in (∂Y )
R, where ∂Y = {x ∈ Λ : dist(x, Y ) ≤
1 and dist(x, Y c) ≤ 1}.
By adding a suitable constant to each nonzero ΦX , we assume that
HΩ = 0.
Let g > 0 be a spectral gap of H, namely
(0, g) ∩ Spec(H) = ∅.
Proposition 2.4. Let 0 be a non-degenerate eigenvalue of H, and let Ω be the corresponding
eigenvector. Assume that the constants R, m and g can be chosen independent of L. Then
Assumptions (iv,v) (before Theorem 2.1) hold.
In other words, for a gapped ground state, Theorem 2.1 yields an index for any almost local
charge conserving U for which the ground state is an approximate eigenvector. Note that, just
as in the previous section, the uniformity of bounds is the only connection between the objects
for different L.
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Proof. Assumption (v), i.e. exponential clustering, was proved in [22], see also [34]. So we turn
to the construction of K±. Charge conservation implies that [Q,H] is a sum of two terms
supported in the strips ∂R± . We denote
[Q,H] = J− + J+.
Using the map I defined in Section 4 of [7] (or [33] in the case of fermions), we define
K˜± := iI(J±). (2.12)
If P is the projector on Ω,
[Q,P ]− i[I([Q,H]), P ] = 0,
see Proposition 4.1 of [7], and hence Ω is an exact eigenvector of Q − K˜+ − K˜−. The almost
locality of the map I implies that one can find approximants K± ∈ A∂L/16± satisfying K˜+ =
K± +O(L−∞). The boundedness of the map I yields ‖K±‖ = O(Ld). Hence Assumption (iv)
of Theorem 2.1 is indeed satisfied. 
2.5. Unitary U connected to identity. In most of our examples the unitary U is itself
topologically connected to the identity, leading to a slight simplification. The natural framework
to discuss this is to assume that there is a family {G(s) : s ∈ [0, 1]} of local Hamiltonians in the
sense of Section 2.4: G(s) =
∑
X⊂Λ ΨX(s) with corresponding range R and interaction strength
m that are independent of both s and L. We also assume local charge conservation in the sense
of Section 2.4. The unitary U is then given as the time-1 solution U(1) of
i∂sU(s) = G(s)U(s), U(0) = 1. (2.13)
Let now U±(s) be the solution to (2.13) with G(s) replaced by G±(s) =
∑
X⊂∂L/12±
ΦX(s), and
let
T± = U∗±QU± −Q, U± := U±(1). (2.14)
Since U± are by construction supported on ∂
L/12
± and recalling the definition (2.9), this is also
equal to U∗±Q±U± −Q±, making the strict locality of T± clear.
Proposition 2.5. The operators T± defined above indeed satisfy
U∗QU −Q = T+ + T− +O(L−∞), T± ∈ AS± .
Proof. We write
U∗QU −Q = −i
∫ 1
0
U∗(s)[G(s), Q]U(s) ds
= −i
∫ 1
0
U∗(s)[G−(s), Q]U(s) ds− i
∫ 1
0
U∗(s)[G+(s), Q]U(s) ds
where the second equality is by local charge conservation and the finite range condition. The
commutators are supported in ∂R± respectively. We now invoke the Lieb-Robinson bound for the
dynamics implemented by U(s) combined with Duhamel’s principle to replace U(s) by U±(s),
up to O(L−∞). The resulting expression is T+ + T− + O(L−∞), as required. The constraints
(2.8) are satisfied. Indeed, the spectrum of Q−+ T− = U∗−Q−U− equals, by unitary invariance,
Spec(Q−) ⊂ Z. 
Incidentally, we need a slight generalization of the above proposition, allowing for terms of
arbitrary support in G(s) but such that the Lieb-Robinson bound continues to hold.
Corollary 2.6. Let the family G(s) =
∑
X⊂Λ ΦX(s) be such that for each R <∞, the truncated
G(R)(s) =
∑
X⊂Λ,diam(X)<R ΦX(s) satisfies all assumptions above and
1
|Λ|
∑
diam(X)≥R
‖ΦX(s)‖ = O(R−∞).
Then the conclusion of Proposition 2.5 holds without change.
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We omit the straightforward proof.
3. Examples
Before moving on to the proof of the main theorem, we now illustrate its applications sketched
in the introduction, in details. We will not repeat the setting and refer implicitly to the concepts
and notations of Section 2. In each case, it suffices to provide a unitary and a state and to
check the invariance of the latter under the action of the former. If the state is not a gapped
ground state, then locality of charge fluctuations must be proved independently, too. In all
cases, the theorem then provides an integer-valued index. Although it always expresses the
charge transported across a hyperplane of codimension 1, the physical interpretation of the
unitary depends on the system. We show that in a quantum Hall setting, the index is equal to
the adiabatic curvature, and hence to the Hall conductance.
Although the index is well-defined for any choice of decomposition U∗QU − Q = T− + T+
satisfying the constraint (2.8), there is usually a natural choice for it. We shall exhibit T− in
each example.
3.1. Example 1: Index of projections. In this example, we strive for the simplest setup
and we assume d = 1. For a system of non-interacting fermions with one-particle Hamiltonian
h acting on l2(Λ), the state is the gauge-invariant quasi-free state corresponding to Fermi
projection p = 1(h ≤ µ). If the chemical potential µ lies in a spectral gap, then the state is
clustering. The same holds in a disordered setting, provided µ is in a mobility gap, see [2]. The
one-particle u is any unitary that commutes with the Fermi projection. Its locality is expressed
in terms of superpolynomial decay of the matrix elements |ux,y| in |x − y|. If we assume that
all fermions carry unit charge, then Q is the number of fermions on the half torus Γ, i.e. the
second quantization of the indicator function q = 1Γ. It then follows from the decay of |ux,y|
that the matrix elements of t = u∗qu − q have superpolynomial decay in the distance to the
boundary of Γ, which is the one-particle version of local charge conservation.
We compute
UQU∗ −Q = Γ(u)∗ dΓ(q)Γ(u)− dΓ(q) = dΓ(t), t = u∗qu− q.
In contrast to the general many-body setting, there is a canonical way of restricting operators
to a region Z namely, by projecting L(`2(Γ)) → L(`2(X)) : m 7→ mX = 1Xm1X . Hence we
have the splitting t = tS− + tS+ +O(L−∞) and so we set
T− = dΓ(tS−) = dΓ((u
∗qu− q)S−).
Let us now determine the spectrum of dΓ(qS− + tS−) = dΓ((u
∗qu)S−). We write
u∗qu = (u∗qu)S− + qSm + (u
∗qu)S+ +O(L−∞).
Therefore, since both u∗qu and qm have spectrum {0, 1}, the operators (u∗qu)S± have spectrum
in {0, 1} as well. In second quantization, this means that Spec(Q± + T±) ⊂ N and hence (2.8)
is satisfied. Theorem 2.1 reads hence
〈Ω, T−Ω〉 = tr(p(u∗qu− q)S−) ∈ Z(O(L−∞)).
Let us now connect this to the infinite-volume setting and to the ‘index of projections’, as
introduced in [5]. The finite-volume version of the index of projections is discussed in Appen-
dix C of [27]. There, the index is called the ‘flow of a unitary’ and the concrete example of the
shift by m ∈ Z on l2(Z) shows that it can take all possible integer values.
3.1.1. Infinite-volume setting. We now consider from the one-particle Hilbert space `2(Z) and
we imagine the finite-volume operators hL, uL discussed above (where we did not indicate the
L-dependence explicitly) to act on `2(Z) by the natural embedding `2(Λ)→ `2(Z). As already
explained, our setup does not assume nor imply any relation between different volumes L,
except for the uniformity of some bounds. However, in this section only, we do want to consider
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an infinite volume setup and so we assume that hL, uL converge to infinite-volume operators
h, u ∈ L(`2(Z)) in the sense that
hLφ→ hφ, uLφ→ uφ,
for any compactly supported φ ∈ `2(Z). We moreover assume (although some of this actually
follows from the construction above) the following:
(i) h has range R < ∞, i.e. it is a sum of terms acting each on at most R consecutive
lattice sites. The terms are uniformy bounded so ‖h‖ ≤ C
(ii) The unitary u is almost local in the sense that ux,y = O(|x− y|−∞).
(iii) The chemical potential µ lies in a spectral gap of h.
(iv) The Fermi projection p = 1(h ≤ µ) commutes with u: [p, u] = 0.
Finally, we choose q = 1N, corresponding to the picture that we let the boundary of Γ at L/2
disappear at infinity. By the locality of u, the operator u∗qu− q is compact, in particular it is
trace-class, and it follows that the finite-volume expression tr(pL(uL
∗1ΓuL − 1Γ)S−) converges
to the infinite-volume expression tr(p(u∗qu− q)). Note that the disappearance of one boundary
comes at the price of an additional, necessary, subtlety: the operators u∗qu and q are individually
not trace-class, even though their difference is. Hence, the upshot is that our result implies that
tr(p(u∗qu− q)) ∈ Z.
As [p, u] = 0, this is the expression proposed in (1.1). Since p, q are not commuting, the operator
pqp is not a projection. Therefore, it remains to prove the claim that pqp can be deformed to
a projection without changing the value of the index.
Lemma 3.1. There exists a χ ∈ C∞(R) such that χ(x) = 0 for x ≤ 0, χ(x) = 1 for x ≥ 1 and
such that χ(pqp)− pqp ∈ I1. In particular,
tr(u∗pqpu− pqp) = Index(χ(pqp);u) ∈ Z,
whenever the operator on the left-hand side is in I1.
Proof. Since µ lies in the gap and ‖h‖ < ∞, the spectral projection p can be obtained from a
compactly supported C∞-bump function θ, namely
p = θ(h).
We decompose h as
h = hd + ho, hd = qhq + (1− q)h(1− q),
and note that ho is a finite-rank operator composed of finite number of interaction terms con-
necting x < 0 to x ≥ 0. We now claim that
θ(h)− θ(hd) ∈ I1. (3.1)
Indeed, the Fourier transform θˆ(t) is smooth and O(|t|−∞). By the spectral theorem,
θ(h)− θ(hd) = i√
2pi
∫ ∞
−∞
θˆ(t)
∫ t
0
ei(t−s)hhoeishd ds dt.
The claim (3.1) follows since ho has finite rank and the integrals are convergent in the trace
norm. Therefore,
pqp− θ(hd)qθ(hd) ∈ I1. (3.2)
Since θ(h) = p is a projection, it follows by Weyl’s theorem on compact perturbations that
the spectrum of θ(hd) has a gap in [0, 1]. Moreover, [θ(hd), q] = 0 by construction, so that
θ(hd)qθ(hd) also has a gap. Using (3.2) and Weyl’s theorem again, pqp as well has a gap, say
the interval I ⊂ [0, 1]. It remains to pick a smooth function χ interpolating from 0 to 1 within I
to conclude that
(i) χ(pqp) is a projection, and that
(ii) χ(pqp)− pqp ∈ I1 by the same reasoning as that leading to (3.1).
We conclude by noting that perturbations of pqp that are trace-class do not contribute to
tr(u∗pqpu− pqp). 
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3.2. Example 2: The Lieb-Schulz-Mattis theorem. We now turn to interacting quantum
spin systems and explain how the Lieb-Schulz-Mattis (LSM) theorem, in any dimension, is a
corollary of our index theorem. As already said, U implements the translation x1 7→ x1 + 1
and we assume that the translation-invariant Hamiltonian has a non-degenerate gapped ground
state Ω = UΩ. Let us write [a, b] = {a ≤ x1 ≤ b} and [a] = [a, a], so that Γ = [0, L/2−1]. Then
U∗QU −Q = −Q[0] +Q[L/2],
and the natural definition of T± is
T− = −Q[0], T+ = Q[L/2].
With this choice, Q− + T− = QΓ∩(S−\[0]), whose spectrum is obviously integer, hence (2.8) is
satisfied. Theorem 2.1 now yields
〈Ω, Q[0]Ω〉 ∈ Z(O(L−∞))
which is the desired result.
For a spin chain, this is immediately the quantization of the filling factor. The higher di-
mensional case is slightly more involved as it requires a non-commensurability condition on
the number of sites in each direction, see the discussion in [39]. Similarly, the ‘original’ LSM
Theorem on the non-existence of unique gapped ground states for half-odd-integer spin systems
is easily recovered by considering as the charge a U(1)-subgroup of SU(2), and a system having
an odd number of sites. This connection is due to [23].
3.3. Example 4: Thouless pumps. By a Thouless pump, we mean a system adiabatically
undergoing a cyclic change. The smooth family of local Hamiltonians along the cycle is denoted
H(s) with H(0) = H(1). If H(s) has a unique gapped ground state Ω(s) for all s ∈ [0, 1], then
the quasi-adiabatic generator
G(s) := I(H˙(s)) =
∫ +∞
−∞
W (t)eitH(s)H˙(s)e−itH(s) dt, H˙(s) =
d
ds
H(s).
introduced in [22] yields a family of unitaries U(s) such that Ω(s) = U(s)Ω(0), provided W
satisfies certain properties [25, 8]. In particular Ω(0) = Ω(1) = U(1)Ω(0), so the index theorem
applies to U = U(1) and Ω = Ω(0). The locality of U , Assumption (i), follows from the Lieb-
Robinson bound and decay properties of W . If every H(s) is a local Hamiltonian conserving
charge, see Section 2.4, then G(s) satisfies the assumptions of Corollary 2.6, which provides
explicit T± satisfying the constraint (2.8). It is this application which requires the corollary on
top of Proposition 2.5.
The interpretation of our index theorem in this case is now clear: 〈Ω, T−Ω〉 is the average
charge transported across the line ∂− in one adiabatic cycle, and it is quantized 〈Ω, T−Ω〉 ∈
Z(O(L−∞)), as was first pointed out in a noninteracting setting in [46].
Incidentally, the unitary considered here remains a useful tool even in other cases, for example
when the spectral gap may close along the cycle as demonstrated e.g. in [21, 24].
3.4. Example 3: Hall conductance. Here we take d = 2, a unique gapped ground state
Ω and the unitary U corresponds to threading of a unit of flux along x1. To describe this,
we introduce some additional notation. We recall that notions like Γ, S±,K±, . . . were defined
based on restrictions on the coordinate x1. We now define the analogous notions based on
the coordinate x2 and we make this explicit by endowing these symbols with the superscripts
(1), (2). For example
Γ(i) = {0 ≤ xi < L2 }, S
(i)
− = {−L8 ≤ xi ≤ L8 }, Q(i) = QΓ(i) ,
for i = 1, 2. Then, we take U to be
U = e−2pii(Q
(2)−K(2)− ) = e−2pii(Q
(2)
− −K(2)− ),
where K
(i)
± are provided by Proposition 2.4. The second equality is because of Q
(2)
m , Q
(2)
+ , defined
as in (2.9), have integer spectrum and commute with Q
(2)
− −K(2)− .
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Figure 4. The strips used in the quantum Hall setting.
We note that U is connected to the identity in the sense of Section 2.5 with a time independent
generator
G = (Q
(2)
− −K(2)− ). (3.3)
Hence there is again a natural choice for T− satisfying (2.8). We further find that VarΩ(U) =
O(L−∞): this is physically clear since U implements the threading of a unit of flux (see 2.3.6,
also [6] or [24]), while we shall see in Section 4 that it is a mathematical fact that follows from
the clustering of Ω and the property of local charge fluctuations.
All assumptions of Theorem 2.1 are satisfied. In fact, technically speaking, this setup is an
instance of a Thouless pump described in Section 3.3. As discussed there, the charge transported
across the fiducial line is an integer. It remains to show that the index equals 2pi times the Hall
conductance to conclude that the Hall conductance is quantized in this many-body setting. We
do this here starting from the following expression for the Hall conductance:
κ := i〈Ω, [K(1)− ,K(2)− ]Ω〉, (3.4)
which is derived from the well-known formula iTr(PdP ∧ dP ) for the adiabatic curvature,
see [3, 6].
Theorem 3.2. Let κ and Ω, T− be defined above. Then
2piκ− 〈Ω, T−Ω〉 = O(L−∞).
In particular 2piκ ∈ Z(O(L−∞)).
Proof. We recall from Section 2.5 that
T− = e2piiG−Q(1)e−2piiG− −Q(1),
where G− is a restriction of G to the region ∂
L/12
− = {|x1| ≤ L12}, see Figure 4. We shall
repeatedly use that (a) G− is supported in the corner S
(2)
− ∩ ∂L/12− , and (b) it is the restriction
of an operator that can be written as sums of local terms, see (2.12).
Now, the fundamental theorem of calculus yields
〈Ω, T−Ω〉 = i
∫ 2pi
0
〈Ω, eiφG− [G−, Q(1)]e−iφG−Ω〉dφ
= i
∫ 2pi
0
〈Ω, eiφG[G−, Q(1)]e−iφGΩ〉dφ+O(L−∞), (3.5)
where the second equality follows from the Lieb-Robinson bound as in the proof of Proposi-
tion 2.5. Now we use the specific form of G, in particular the identity
eiφ(Q
(2)−K(2)− −K(2)+ ) = eiφ(Q
(2)
− −K(2)− )eiφQ
(2)
m eiφ(Q
(2)
+ −K(2)+ ).
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Since the last two factors on the right hand side commute with any A supported in S
(2)
− we
conclude that for any such A,
〈Ω, eiφ(Q(2)− −K(2)− )Ae−iφ(Q(2)− −K(2)− )Ω〉 = 〈Ω, AΩ〉+O(L−∞)
by the invariance (2.7) of Ω under Q(2) − K(2)− − K(2)+ . Using this with A = G− in (3.5), see
Property (a) above, we obtain
〈Ω, T−Ω〉 = 2pii〈Ω, [G−, Q(1)]Ω〉+O(L−∞).
Using (2.7) now for Q(1) −K(1)− −K(1)+ and by the fact that K(1)+ commutes with G−, we get
〈Ω, [G−, Q(1)]Ω〉 = 〈Ω, [G−,K(1)− ]Ω〉+O(L−∞) = 〈Ω, [G,K(1)− ]Ω〉+O(L−∞)
where we used Property (b) in the second equation. The restriction Q
(2)
−− of Q
(2)
− to the corner
S
(2)
− ∩ ∂L/12− commutes with K(1)+ , and so we proceed with the similar reasoning backwards to
get
〈Ω, [Q(2)− ,K(1)− ]Ω〉 = 〈Ω, [Q(2)−−,K(1)− ]Ω〉 = 〈Ω, [Q(2)−−, Q(1)]Ω〉+O(L−∞) = O(L−∞)
and hence 〈Ω, [G,K(1)− ]Ω〉 = −〈Ω, [K(2)− ,K(1)− ]Ω〉+O(L−∞). Therefore,
〈Ω, T−Ω〉 = 2pii〈Ω, [K(1)− ,K(2)− ]Ω〉+O(L−∞)
which is what we had set out to prove, see (3.4). 
For completeness of the discussion, we point out that the present argument proves quantiza-
tion of the Hall conductance, but it does not explain the experimental observation of plateaux
in the graph of the conductance versus the filling factor. We refer the reader to [2] for a detailed
discussion of the role of disorder in the integer quantum Hall effect.
3.5. Example 5: Bloch’s Theorem. We now consider a local charge conserving Hamiltonian
in the sense of Section 2.4. Then [H,Q] is a sum of two terms strictly supported on strips of
width R around ∂±. We denote
i[H,Q] = J− + J+,
the current operators across lines ∂±.
We assume that H has a unique gapped ground state and hence local charge fluctuations.
Then for any t, Ω is an exact eigenvector of the propagator U(t) = e−itH . For any fixed t, U(t)
is almost local by the Lieb-Robinson bound, and connected to the identity. The index reads
〈Ω, (U−(t)∗QU−(t)−Q)Ω〉 ∈ Z(O(L−∞)), (3.6)
see (2.14). By the argument used in the proof of Proposition 2.5,
(U−(t)QU−(t)−Q) =
∫ t
0
〈Ω, U(s)J−U(s)Ω〉 ds+O(L−∞),
so that (3.6) is equivalent to
t〈Ω, J−Ω〉 ∈ Z(O(L−∞)).
Since this vanishes at t = 0, we have proved the following version of Bloch’s theorem.
Theorem 3.3. Let H be a gapped, local charge conserving Hamiltonian with a unique ground
state Ω. Then
〈Ω, J−Ω〉 = O(L−∞).
We note that, unlike in [11], this version of Bloch’s theorem does not require time-reversal
invariance. However, clustering is an essential ingredient. In the preprint [47] which appeared
shortly after the publication of the present work, this is not needed. The result there is however
slightly weaker in two aspects: In higher dimensions it is concerned only with current densities;
It only shows that the current has a power law decay in the system size.
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4. Proof of Theorem 2.1
4.1. Approximate eigenvectors. The variance of an operator A in a state ψ, as defined in
(2.1), gives a handy way of expressing that ψ is an approximate eigenvector of A. We state
three lemmata that will be used later on.
First of all, if A has a small variance in the state ψ, then by definition A acts on ψ by
multiplication by 〈ψ,Aψ〉, up to an error that is small in norm. This extends to products of
operators having small variance. Specifically,
Lemma 4.1. Let (Ai)i=1,...,k satisfy Varψ(Ai) = O(L−∞) and ‖Ai‖ = O(Ld) with k fixed, i.e.
independent of L. Then
〈ψ,A1 · · ·Akψ〉 =
k∏
i=1
〈ψ,Aiψ〉+O(L−∞).
Proof. Let ai = 〈ψ,Aiψ〉. We note that ‖(Ai − ai)ψ‖ = O(L−∞) by Varψ(Ai) = O(L−∞). We
split now Ai = ai + (Ai − ai) and apply the bound on (Ai − ai)ψ recursively. 
If Ω is clustering, a somewhat converse statement of the above holds. If a unitary has small
variance and factorizes in two unitaries with disjoint and well separated supports, then Ω is an
approximate eigenvector of each of the factors.
Lemma 4.2. Consider unitaries W1,W2 with W1,2 ∈ AX1,2 and set W = W1W2. Let ψ be
clustering in x1-direction, see (2.2). Then
Varψ(W1) ≤ Varψ(W ) + 2C|X1||X2|e−cd1(X1,X2).
Proof. We first note that for any unitary
Varψ(W ) = 1− |〈ψ,Wψ〉|2 , (4.1)
and of course that |〈ψ,Wψ〉| ≤ 1. By clustering,
|〈ψ,Wψ〉| ≤ C|X1||X2|e−cd1(X1,X2) + |〈ψ,W1ψ〉|
The square of this inequality yields the claim by (4.1). 
Finally, we note the following variational characterization of Varψ(A):
Varψ(A) = inf
{
a ∈ C : ‖(A− a)ψ‖2}
since the infimum is reached at a = 〈ψ,Aψ〉.
Lemma 4.3. Let f ∈ C1(R;C) and let A be a self-adjoint operator. Then
Varψ(f(A)) ≤ sup
x∈R
|f ′(x)|2Varψ(A).
Proof. For any λ ∈ R we have by functional calculus
(f(A)− f(λ))ψ =
∫ 1
0
f ′(t(A− λ) + λ)(A− λ)ψ dt.
By the variational formula above, this gives
Varψ(f(A)) ≤ sup
x∈R
|f ′(x)|2‖(A− λ)ψ‖2.
Taking λ = 〈ψ,Aψ〉 finishes the proof. 
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4.2. Local charge fluctuations. By assumption, the state Ω has local charge fluctuations, so
we can modify Q (and therefore also QU := U∗QU) at the boundaries of its support Γ to obtain
operators Q,Q
U
that have Ω as an approximate eigenvector. This is the content of the next
lemma.
We recall the operators K± ∈ A∂L/16± given by (2.7). We write K
U± ∈ AS± for local approxi-
mations of U∗K±U which, by (2.4) satisfy∥∥KU± − U∗K±U∥∥ = O(L−∞). (4.2)
Note that the bound holds even though both the norm and the support of K± grow with
L because of the almost exponential locality of U∗(·)U and our choice of strips S± with L-
dependent widths, see (2.4) and Figure 3. Finally, we recall T± introduced in Assumption (ii).
Lemma 4.4. We define
Q := Q−K− −K+,
Q
U
:= Q+ T− + T+ −KU− −KU+ . (4.3)
Then
Q
U − U∗QU = O(L−∞), eiφQU − U∗eiφQU = O(L−∞),
for any fixed φ ∈ R, and the variances of Q,QU , e−iφQ, e−iφQU in the state Ω are all O(L−∞).
Proof. The first claim is by (2.5) and (4.2). It implies the second one by Duhamel’s formula.
The claim on the variance of Q is by assumption, see (2.7). For the variance of Q
U
, we further
use that Ω is an approximate eigenvector of U , see (2.6), and Lemma 4.1. Finally, Lemma 4.3
yields the variance of the exponentials. 
We now define decompositions of these operators analogous to (2.9) into three terms whose
supports are respectively in S−, Sm, S+:
Q = (Q− −K−) +Qm + (Q+ −K+) =: Q− +Qm +Q+, (4.4)
Q
U
= (Q− + T− −KU−) +Qm + (Q+ + T+ −KU+) =: QU− +Qm +QU+. (4.5)
Consider the unitary
Z(φ) := U∗eiφQUe−iφQ = eiφQ
U
e−iφQ +O(L−∞), (4.6)
where the second equality is by Lemma 4.4. By Lemma 4.1, the vector Ω is an approximate
eigenvector of Z(φ), with an eigenvalue in U(1) that is approximatively independent of φ, hence
equal to 1+O(L−∞). We will now argue that this constant and trivial phase can be decomposed
in two non-trivial motions, taking place around the boundaries ∂±. Indeed, (4.6) is a product
of two unitaries supported in AS± ,
Z(φ) = Z−(φ)Z+(φ) +O(L−∞) (4.7)
with
Z±(φ) := eiφQ
U
±e−iφQ± . (4.8)
By Lemma 4.2, Ω is an approximate eigenvector of Z±(φ) as well, and we call the corresponding
eigenvalue
χ(φ) := 〈Ω, Z−(φ)Ω〉 . (4.9)
This χ(φ) need not be independent of φ, and we now show that it gives rise to the many-body
index.
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4.3. A formula for χ(φ). The following lemma connects the phase χ(φ) to the quantity
〈Ω, T−Ω〉, whose quantization we want to prove.
Lemma 4.5. For any 0 ≤ φ ≤ 2pi,
χ(φ) = eiφ〈Ω,T−Ω〉 +O(L−∞). (4.10)
To prove this lemma, we make use of the following tool:
Lemma 4.6. For any A such that [A,Qm] = 0, we have
1
‖A‖
(
〈Ω, eiφQU−Ae−iφQ−Ω〉 − 〈Ω, e−iφQU+AeiφQ+Ω〉
)
= O(L−∞). (4.11)
Proof. Using the decomposition in commuting terms (4.4) and (4.5), we have
e−iφQ−Ω = eiφQmeiφQ+e−iφQΩ,
eiφQ
U
−Ω = e−iφQme−iφQ
U
+eiφQ
U
Ω.
Plugging these identities in the left hand side of (4.11) and using e−iφQmAeiφQm = A, we get
〈Ω, eiφQU−Ae−iφ Q−Ω〉 = 〈Ω, eiφQU e−iφQU+AeiφQ+e−iφQΩ〉
= 〈Ω, e−iφQU+AeiφQ+Ω〉 〈Ω, eiφQU e−iφQΩ〉+O(L−∞)
where the equality on the second line follows because Ω is an approximate eigenvector of both
e−iφQ
U
and e−iφQ, see Lemma 4.4, and Lemma 4.1. The second factor is in fact 〈Ω, Z(φ)Ω〉, see
(4.6), and we argued above that this is 1 +O(L−∞). 
We are now ready to give the
Proof of Lemma 4.5. By applying Lemma 4.6 with A = 1, we get
χ(φ) = 〈Ω, Z+(−φ)Ω〉+O(L−∞). (4.12)
We compute
χ′(φ) = i〈Ω, eiφQU−D−e−iφQ−Ω〉
where D− = Q
U
− −Q− = T− +K− −KU− . Lemma 4.6 with A = D− now yields
χ′(φ) = i〈Ω, e−iφQU+D−eiφQ+Ω〉+O(L−∞)
= i〈Ω, D−Ω〉〈Ω, Z+(−φ)Ω〉+O(L−∞)
= i〈Ω, D−Ω〉χ(φ) +O(L−∞)
= i〈Ω, T−Ω〉χ(φ) +O(L−∞)
The second equality is by clustering, the third is by (4.12), and the fourth follows by (4.2) and
〈Ω,K−Ω〉 = 〈Ω, UK−U∗Ω〉, since Ω is an approximate eigenvector of U . Since it is immediate
from the definition that χ(0) = 1, Lemma 4.5 follows. 
4.4. Proof of Theorem 2.1. We now finish the proof by computing 〈Ω, T−Ω〉 from the value
of χ(2pi). At φ = 2pi, the constraint e2pii(Q++T+) = 1 +O(L−∞) and e2piiQm = 1 imply that
e2piiQ
U
− = e2pii(Q−+T−−K
U
−) = e2pii(Q+T−+T+−K
U
−) +O(L−∞),
see the definition (4.5). By local charge conservation, the exponent is equal to U∗QU − KU− ,
and hence U∗(Q−K−)U , up to O(L−∞). It follows that
e2piiQ
U
− = U∗e2piiQ−U +O(L−∞),
where we used again that e2piiQm = 1 = e2piiQ+ , and hence
Z−(2pi) = U∗e2piiQ−Ue−2piiQ− +O(L−∞). (4.13)
17
Since the factorization e2piiQ = e2piiQ−e2piiQ+ holds at φ = 2pi, Lemma 4.2 implies that Ω is an
approximate eigenstate of e2piiQ− . Therefore, all four operators on the right of (4.13) have Ω as
approximate eigenvector and it follows by Lemma 4.1 that χ(2pi) = 〈Z−(2pi)〉 = 1 + O(L−∞).
The theorem follows now directly from Lemma 4.5.
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