A bio-optical model has been developed for the Ligurian Sea which encompasses both deep, 19 oceanic Case 1 waters and shallow, coastal Case 2 waters. The model builds on earlier Case 1 20 models for the region and uses field data collected on the BP09 research cruise to establish new 21 relationships for non-biogenic particles and CDOM. The bio-optical model reproduces in situ 22
IOPs accurately and is used to parameterize radiative transfer simulations which demonstrate 23 its utility for modeling underwater light levels and above surface remote sensing reflectance. 24
Prediction of euphotic depth is found to be accurate to within ~3.2 m (RMSE). Previously 25 2 published light field models work well for deep oceanic parts of the Ligurian Sea that fit the 26 Case 1 classification. However, they are found to significantly over-estimate euphotic depth in 27 optically complex coastal waters where the influence of non-biogenic materials is strongest. 28
For these coastal waters, the combination of the bio-optical model proposed here and full 29 radiative transfer simulations provides significantly more accurate predictions of euphotic 30 depth. 31 32
Introduction 33
The temporal and spatial variability of oceanic optical properties are fundamental to 34 many biogeochemical processes in the sea (Dickey and Falkowski 2002) . Underwater light 35 fields regulate photosynthesis, contribute to solar heating and determine remotely sensed ocean 36 colour signals. In recent years it has become increasingly apparent that coupled physical-37 ecosystem models require appropriate representation of the underwater light field, particularly 38 in the context of using ocean colour remote sensing data for assimilation and validation 39 and availability of fast and accurate radiative transfer models (e.g. Ecolight, Sequoia Scientific) 41 offer the potential to incorporate comprehensive light field models into aquatic ecosystem 42 models, with the promise of significant improvements in the prediction of biogeochemical and 43 physical properties (Mobley et al. 2015) . 44
Early attempts to integrate light field models into coupled ecosystem models tended to 45 use very basic approaches to modeling the underwater light field. where Afp is the exposed area of the filter pad, Vf is the volume of sample filtered and β is the 166 pathlength amplification factor. Filter pad absorption spectra were initially baseline corrected 167 at 750 nm (Cleveland and Weidemann 1993) . Equation (1) can be rewritten for detrital 168 absorption adet by replacing ODp with ODdet. Samples were corrected for pathlength 169 amplification using a novel procedure described in detail in McKee et al. (2014) . This approach 170 uses linear regression of filter pad absorption against particulate absorption obtained by 171 subtracting CDOM absorption from total non-water absorption measured by the PSICAM to 172 provide both the pathlength amplification factor and offset correction for each sample. These 173 values were then also used to correct bleached filter pad absorption measurements giving adet, 174 with phytoplankton absorption coefficients, aph, finally obtained by subtracting detrital 175 absorption from total particulate absorption. 176
In situ absorption and attenuation measurements were made with an AC-9 absorption 177 and attenuation meter (WET Labs Inc.) with a 25 cm path-length operating at 412, 440, 510, 178 532, 555, 650, 676 and 715 nm. AC-9 measurements were calibrated during the cruise with 179 ultrapure water (Milli-Q, Millipore) and the salinity and temperature dependence of pure water 180 were corrected in all samples (Pegau et al. 1997 ) using data from a Seabird SBE 19 plus CTD. 181
The proportional correction by Zaneveld et al. (1994) was used to correct AC-9 absorption 182 data for scattering collection errors. In situ backscattering measurements were made with a 183 BB9 backscattering meter (WET Labs Inc.) operating at 412, 440, 510, 532, 595, 660, 676, 715 184 nm. BB9 data were linearly interpolated where necessary to match AC-9 wavelengths and were 185 corrected for temperature, salinity and path length absorption effects in line with the 186 manufacturer's instructions. The AC-9 and BB9 were deployed simultaneously, measuring (Brockmann Consult). In situ data were matched to the geographically closest image pixel for 211 cloud-free images with a maximum one-day shift, before or after. 
where a(), b(), and bb() are spectral absorption, scattering and backscattering coefficients. 223
Subscripts w, ph, nap and CDOM refer to water, phytoplankton, non-algal particles and 224 coloured dissolved organic material, while the subscript p refers to particles. The subscript bio 225 has been introduced to emphasise that the Case 1 assumption implies that NAP absorption, 226 CDOM absorption and particulate scattering and backscattering are all assumed to be biogenic 227 in origin and will subsequently be related to the phytoplankton (Chl) concentration. Note that 228 the biogenic scattering and backscattering components include all particles present in these 229 waters i.e. phytoplankton and any other associated particles such as biogenic detritus. 230
Coastal waters of the Ligurian Sea are subject to inputs of terrigenous materials from 231 freshwater inflows and resuspension of benthic materials in shallow waters. The following 232
Case 2 bio-optical model is intended to reflect the more complex OSC composition of these 233
waters. 234
Case 2 IOP model: 235
The Case 2 absorption model builds on the Case 1 version by adding nonbiogenic (nonbio) 239 NAP particles, effectively an independent sediment fraction, and non-biogenic CDOM 240 absorption, which is intended to reflect freshwater sources of CDOM. Case 2 scattering and 241 backscattering models include additional non-biogenic components, again reflecting 242 contributions, e.g. sediment resuspension, that are independent of the phytoplankton 243
population. 244
The next step in the model development is to relate each non-water partial IOP to a 245 relevant ecosystem model currency parameter. For the Case 1 model, the relevant ecosystem 246 model currency is Chl. There is a wealth of literature on potential Case 1 relationships from 247 which the following were selected having been found to provide reasonable fits with the 248 offshore section of the BP09 data and the global NOMAD data set (Werdell & Bailey 2005) . 249
For example, Figure 2 shows the relationship between two wavelengths of phytoplankton 250 absorption and Chl and with corresponding modelled values from Bricaud et al. (1995) and a 251 more recent parameterisation of the same model by Vellucci, (2007) . In this case the Vellucci 252 parameterisation was chosen and has the form 253
Absorption by what is assumed here to be biogenic non-algal particles follows Bricaud et al. 255 (1998) and is given by 256   
Ai() and Bi() coefficients for these relationships and their regression coefficients are provided 298 in Table 1 . 299 Table 1 . 
16
The final component of the bio-optical model is non-biogenic CDOM absorption, i.e. 305 absorption associated with freshwater inputs into the Ligurian Sea that are not associated with 306 algal properties. Figure 4b shows a global relationship between CDOM absorption and salinity 307 from the NOMAD data set. Low salinity values are associated with regions of stronger 308 freshwater input with higher levels of CDOM absorption. The Mediterranean Sea has very 309 restricted exchange with the global ocean and evaporation rates exceed freshwater inputs 310 leading to unusually high salinity levels, as seen in the relatively high values for the BP09 data 311 included in Figure 4b . As a result, a small offset was added to the global salinity -CDOM 312 relationship for operation in the relatively high salinity waters of the Mediterranean Sea, giving 313 corresponding IOP data obtained from in situ AC-9 and BB9 measurements (see Table 2 for 390 descriptive statistics for these measurements). The subsequent performance of Ecolight 391 radiative transfer simulations using the Ligurian Sea bio-optical model as input was assessed 392 against in situ radiometric measurements (downwards irradiance Ed and upwards radiance Lu) 393 and derived apparent optical properties (downwards diffuse attenuation coefficient Kd and 394 radiance reflectance RL). Lefering Underwater light fields were simulated for each station using Ecolight (Sequoia 431 Scientific Inc.) parameterised using the bio-optical model described above, together with 432 measured above-surface downwards irradiance values and solar zenith angles. Simulated 433 underwater radiometry outputs were validated against in situ spectral Ed and Lu measurements 434 (N = 452) and integrated (400 -700 nm) photosynthetically available radiation, EPAR and LPAR 435 for all available depths (Figure 7) . Correlations between modelled and measured radiometric 436 variables were generally very high (>0.85, Table 4 ) with Ed generally performing better than 437
 
Lu. Both Ed and Lu were systematically under-estimated at 676 nm, which is most likely a 438 consequence of not including chlorophyll fluorescence in the radiative transfer simulations. 439
The impact of this bias in the simulation of red wavelength radiometry on PAR estimates is 440 very weak, with both EPAR and LPAR having low bias and RMSE errors. EPAR profiles were used 441 to calculate 1% and 10% light depths (euphotic and mid-euphotic depths respectively, Figure  442 8). These data showed significant correlations and low errors, with maximum errors of 6 m in 443 euphotic depth, and 8 m in mid-euphotic depth. With RMSE errors of 3.2 m and 2.6 m in 444 euphotic and mid-euphotic depths, respectively, it is clear that the integrated bio-optical / 445 radiative transfer model provides a reasonable representation of the penetration of spectrally 446 averaged sunlight with depth. 447 Figure 9 shows excellent correlations between measured and modeled radiance 448 reflectance profile data where 449
with the exception of 676 nm where modelled values are significantly lower than 451 measurements, probably due to non-inclusion of algal fluorescence in the simulations. uncertainties into the analysis. The resulting comparisons with in situ IOP data are therefore 500 particularly encouraging given this added layer of data manipulation. 501
Our approach aims to use the bio-optical model to convert easily measured proxies (in 502 in this case Salinity, Fluorescence and Turbidity from CTD profiles) into IOP profiles and 503 ultimately allow estimation of spectral remote sensing reflectance. There are two crucial early 504 steps that need to be treated with due caution: (1) conversion of these simple proxies into OSC 505 concentrations, and (2) selection of Case 1 or Case 2 bio-optical models for any given data 506 point. There is considerable scope for further refinement of both steps beyond the very simple 507 approach adopted here. For example, there are many potential options for partitioning water 508 The Ligurian Sea bio-optical model developed here has been specifically designed to 544 be able to accommodate a wide variety of potential data sources and to integrate into ecosystem 545 models with minimal need for adaptation. Generating estimates of Chl, TSS and Salinity from 546 in situ data is reasonably straightforward, though there is obviously scope for complications 547 under some circumstances e.g. strong differences in fluorescence: Chl can occur under light, 548 nutrient or species composition gradients. Nonetheless, the performance of the model across 549 
