Abstract. We consider a condition on the Ricci curvature involving vector fields, which is broader than the Bakry-Émery Ricci condition. Under this condition volume comparison, Laplacian comparison, isoperimetric inequality and gradient bounds are proven on the manifold.
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Introduction
The volume comparison theorem by Bishop-Gromov is an essential tool in differential geometry and analysis on manifolds. It states that if the Ricci curvature is bounded from below by a constant, the ratio between the volume of a geodesic ball and the volume of the ball of the same radius in the model space is a non-increasing function of the radius.
However, in many situations, the point-wise lower bound on the Ricci curvature is not available. Hence many efforts are made to relax this assumption. In the paper [PeWe1] , Petersen and Wei obtained a bound on the above volume ratio under the assumption that the norm of the negative part of the Ricci curvature is an L p function with p > n/2, where n is the dimension of the manifold. The bound approaches 1 when the radii of the balls converge to 0. Another successful approach of relaxing the Ricci lower bound condition is to consider a lower bound of the Bakry-Émery Ricci curvature ( [BE] ). A typical condition is Ric +HessL ≥ −λg (1.1) for a nonnegative constant λ and a smooth function L such that L and/or |∇L| is bounded. Under this condition, for the weighted manifold (M, dvol = e −L dg), several authors derived Laplacian comparison theorems for the weighted Laplacian ∆ − ∇L · ∇ and/or bounds on the volume ratio of weighted balls. See Qian [Q] , Bakry and Qian [BQ] , X.D. Li [xLi] and Wei and Wylie [WW] . All of these results have led to many applications which can be found in the forward references in MathSciNet etc. Their results also yield certain bounds on volumes of geodesic balls on the original manifold involving sup L and inf L, or ∇L. However, monotonicity or almost monotonicity of volume ratios on the original geodesic balls do not follow directly in general.
In this paper, we consider a Ricci curvature condition involving vector fields, which is broader than the Bakry-Émery Ricci curvature condition (1.1). It is also more general than curvature dimension inequality. More specifically, we impose a lower bound condition on a modified Ricci curvature
where V is a smooth vector field, and L V g is the Lie derivative of g in the direction of V . In local coordinates, (1.2) can be written as
where V = V i ∂ i and V i = g ij V j . If V = ∇L for a smooth function L, then this is nothing but the Bakry-Émery Ricci curvature. The study of Ricci solitons and Einstein field equation provide strong motivation for considering this kind of Ricci condition. Let us recall that a Riemannian manifold (M, g) is called a Ricci soliton if there exists a smooth vector field V and a constant λ such that Ric + 1 2 L V g + λg = 0. Also Einstein's field equation can be expressed as
where R is the scalar curvature, G is Newton's gravitational constant and c is the speed of light in vacuum. T ij is the stress-energy tensor which may take the special form
Another motivation comes from the study of the so called modified Ricci flows where the Ricci curvature is modified by a vector field in the same manner as here. In addition, this kind of conditions have been used in other context such as [D] , [FG] and [W] to obtain diameter bound or bounds on fundamental groups for manifolds .
An underlining feature of the paper is that our emphasis is on the original manifolds and the standard Laplacian. By assuming the modified Ricci curvature (1.2) having a lower bound, volume comparison, Laplacian comparison and gradient bounds are proven for the manifold. This approach has the advantage that even for the Bakry-Émery Ricci curvature, i.e, V = ∇L, it can be shown that under a weaker than usual condition on the potential function that much of the volume ratio bounds, Laplacian comparison theorem and gradient bounds still hold for the original manifolds. For instance, the results here provide almost monotonicity of volume ratios in the spirit of Bishop-Gromov volume comparison on the original manifold without the boundedness of the |∇L|. These properties are necessary for proving convergence results on general manifolds, Ricci solitons and other applications which will be presented later in the paper. Here are samples of the main theorems. Theorem 1.1 (Tangent cones are metric cones, Theorem 6.6 below). Let (M i , g i ) be a sequence of Riemannian manifolds satisfying (5.1) and (5.2) for some λ ≥ 0, K ≥ 0, α ∈ [0, 1), and ρ > 0 and some smooth vector field V i , i.e.,
) in Gromov-Hausdorff topology. Then any tangent cone of Y is a metric cone. In particular, any tangent cone of a single manifold satisfying the above condition is a metric cone. The following is an outline of the proof. We first prove the volume and Laplacian comparison results under the Ricci vector field condition. Then we will move according to the road map provided in the papers [ChCo1] and [ChCo2] . Namely, we need to take a number of intermediate steps of proving gradient bounds for harmonic functions, Sobolev inequality, existence of good cut off functions, segment inequality, excess estimate, barrier functions and existence of ǫ-splitting maps. With the exception of gradient bound and segment inequality, the proofs of these results will involve new ingredients drawing from recent literature, which are needed since many of the model functions used in comparison arguments are not available here. The main assumption on the vector field V in this paper is |V (·)| ≤ K d(·,O) α , for some O ∈ M and α ∈ [0, 1). If α = 0, i.e., the vector field V is bounded, then the proof can be shortened considerably. Some results can also be strengthened.
New volume comparison theorems
2.1. Ricci vector field condition. Let (M, g) be an n dimensional Riemannian manifold with a fixed base point O ∈ M. In this subsection, our basic assumption on the Ricci curvature tensor is
for some constant λ ≥ 0 and smooth vector field V which satisfies the following condition:
for any y ∈ M. Here d(y, O) represents the distance from O to y, and K ≥ 0 and 0 ≤ α < 1 are constants. Intuitively, the basic assumption (2.2) on the vector field V is that it has singularity of order less than 1. Our assumptions include the popular special cases such as (1.1), i.e., Bakry-Émery Ricci curvature Ric + Hess L being bounded from below, with bounded |∇L|, and gradient Ricci solitons Ric + Hess L = λg with just bounded potential L. In both of these special cases, we have V = ∇L. Moreover, due to the special structure of gradient Ricci solitons, local boundedness on the potential function L automatically implies local bounds on its gradient. Let us present the Laplacian comparison theorem on which the paper is based. The proof replies on a simple but key observation that the Lie derivative or Hessian become ordinary derivative or second derivative in the radial direction.
We should mention a related result by Qian [Q] who long time ago obtained a Laplacian comparison theorem under a Ricci curvature condition that is modified by a vector field:
Here V is a vector field, n is the dimension of the manifold and N is a number strictly greater than n. However, the result depends on N which can not be taken as n, and the Laplace operator there is also modified accordingly. In the following, we will use C(a 1 , a 2 , · · · , a k ) to denote constants depending on parameters a 1 , a 2 , · · · , a k .
Proposition 2.1 (Laplacian comparison). Assume that (2.1) and (2.2) hold. Let s = d(y, x) be the distance from any point y to some fixed point x, and γ : [0, s] → M a normal minimal geodesic with γ(0) = x and γ(s) = y. Then in the distribution sense,
Proof. We may just prove the inequality at smooth points of s, since (2.3) can then be established in the distribution sense by the fact that the complement of the cut locus is star shaped. From the Bochner formula, we have 0 = 1 2 ∆|∇s| 2 = |∇ 2 s| 2 + < ∇∆s, ∇s > + Ric(∇s, ∇s).
By using Cauchy-Schwarz inequality |∇ 2 s| 2 ≥ (∆s) 2 n−1
, it yields ∂ ∂s ∆s + (∆s)
which is equivalent to 4) due to the fact that ∂ ∂s ∆s + (∆s)
Multiplying both sides of (2.4) by s 2 and integrating from 0 to s, we get
At any point γ(t), we may choose an orthonormal frame {e 1 , e 2 , · · · , e n } with e 1 = γ ′ (t). Then from assumption (2.1), we observe that
This is the key simplification that allows us to proceed. Hence, (2.5) becomes
(2.6)
Case 1: If s ≤ d 0 , then by the triangle inequality, we have
(2.7)
In the last step above, we have used the fact that
Indeed, the above inequality can be obtained by setting x = s d 0 −s in the inequality
By plugging (2.7) into (2.6), one has
(2.11) Therefore, from (2.11), we deduce
This finishes the proof of the proposition.
Here is the main result of this subsection.
Theorem 2.2 (Volume comparison).
Assume that (2.1) and (2.2) hold. (a). Let w(s, ·) denote the volume element of the metric g on M in geodesic polar coordinates. Then for any 0 < s 1 < s 2 , we have w(s 2 , ·) s
In particular, by letting s 1 → 0, we get w(s, ·) ≤ e C(α)Ks 1−α +λs 2 s n−1 , ∀s > 0, (2.14)
and hence
Here, S n−1 is the unit sphere in R n . (b). Suppose in addition that the volume non-collapsing condition holds 16) for all x ∈ M and some constant ρ > 0. Then for any 0 < r 1 < r 2 ≤ 1, we have the volume ratio bound Vol(B(x, r 2 )) r
(c). In particular, suppose that the Bakry-Émery Ricci curvature tensor Ric + Hess L satisfies Ric + Hess L ≥ −λg, (2.18) and
for all y ∈ M, a fixed point O ∈ M, and constants λ ≥ 0, K ≥ 0, α ∈ [0, 1), and assume in addition that the noncollapsing condition (2.16) holds. Then the conclusions of part (a) and (b) are true.
Proof of part (a). First of all, from (2.3) we have
, by using the assumption (2.2) and triangle inequality, (2.20) can be transformed as
Integrating both sides from s 1 to s 2 gives ln w(s 2 , ·) 21) where in the second last step we have used (2.9) for x =
In particular, one has for In order to prove part (b) of the theorem, we need two more elementary results besides Proposition 2.1.
First, we present a result which is essentially known in [PeWe1] . We give a proof for completeness.
Lemma 2.3. Let B(x, r) denote the geodesic ball in M centered at x with radius r, and Vol(B(x, r)) denote the volume of B(x, r). Then it holds that d dr
where ψ = (∆s − n−1 s
, 0}, S n−1 denotes the unit sphere in R n and dθ is its volume element.
We will also need the following Lemma 2.4. Suppose that in addition to the assumptions (2.1) and (2.2), the following volume noncollapsing condition holds 27) for all x ∈ M and some constant ρ > 0. Then for any q ∈ (0, n α ) we have
where
Proof. For any 0 < r ≤ 1, according to the assumption (2.2),
(2.29)
, we have
Indeed, by (2.14), for any γ < n, the following holds,
(2.31) Also, by (2.14) and the noncollapsing assumption (2.27), for r ≤ 1 one has
(2.32)
This and (2.30) imply that
So in both cases we obtain
This finishes the proof of the lemma.
Now we are ready to prove part (b) of Theorem 2.2.
Notice that by (2.28), we have
, then (2.26), (2.35) and (2.36) imply that
The proof of the theorem is finished after integrating both sides of the above inequality.
Finally, the proof of part (c) follows directly by considering the special case where V = ∇L in (2.1).
In the following, we show that under a stronger assumption that |V | is bounded, the results above can be improved. Especially, we can obtain the volume comparison theorem without assuming the volume noncollapsing condition (2.16).
Corollary 2.5. Suppose that (2.1) holds and moreover
Then the following conclusions are true. (a). Let s = d(y, x) be the distance from any point y to some fixed point x, and γ : [0, s] → M a normal minimal geodesic with γ(0) = x and γ(s) = y. Then in the distribution sense, Proof. When |V | is bounded, Lemma 2.4 holds without any other condition for α = 0 and q = ∞. The proof of the corollary is just special cases of those of Proposition 2.1, Theorem 2.2 with the parameter α = 0.
Remark 2.6. Following the proofs above verbatim, one can see that similar results also hold if we relax assumption (2.1) to
and require the constant α in assumption (2.2) to be less than 1/2. Here N > n is any constant, and when N = ∞, we arrive at (2.1).
2.2. Bakry-Émery Ricci condition. Next we consider the special case when V is a gradient field, namely we are returning to the Bakry-Émery Ricci curvature. Let V = ∇L for some smooth function L and assume Ric + Hess L ≥ −λg (2.43) for some constant λ ≥ 0. Since one can perform integration by parts twice, the condition on the gradient of the potential can be relaxed to an integral one. In this case, we will impose the following conditions on L:
for any y, z ∈ M with d(y, z) ≤ 1. Here K 1 , K 2 ≥ 0, 0 < α < 1, 0 ≤ β < 1, and q ≥ 1 are constants, and
Comparing with the more general case earlier, we no longer need to assume M being non-collapsed. Intuitively, the above assumptions on the potential function L is that it is Hölder continuous and |∇L| has singularity of order less 1. These include not only the popular special case when |∇L| is bounded but also Ricci solitons with just bounded Ricci potentials. More detailed discussion will be given later in this section. Since we are mainly concerned with local properties, the assumption on L is restricted to balls of size 1 for convenience. The condition on ∇L is almost sharp by scaling considerations.
Theorem 2.7. Suppose that (2.43) and (2.44) are satisfied.
(a) Let s = d(x, y) be the distance from any point y to some fixed point x, and γ : [0, s] → M a normal minimal geodesic with γ(0) = x and γ(s) = y. Then the following inequalities hold in the sense of distribution.
Here w = w(s, θ) is the volume element in the geodesic polar coordinates which is regarded as 0 on the cut locus.
(b) For any 0 < r 1 < r 2 ≤ 1, we have
Proof of (a). Again, we just prove the inequalities at smooth points of s.
First of all, from (2.5), we have
According to (2.43), along the geodesic γ(t), one has
By using (2.49) and integration by parts, we can rewrite (2.48) as
(2.50) This proves (2.45). From this, (2.46) follows by the formula ∂ s w = ∆s w.
Proof of (b). From (2.45), we have
Notice that by (2.44), we have
, then (2.51) and Proposition 2.3 imply that
This finishes the proof of part (b) after integrating both sides of the above inequality.
It is worth mentioning that, when V = ∇L in (2.1), the assumption (2.44) is actually a weaker condition than (2.19) and (2.16) due to the following lemma.
Lemma 2.8. Suppose that
Ric + Hess L ≥ −λg, and assume that (2.19) and (2.16) hold, i.e.,
for any y, z ∈ M, and
Proof. Since the proof of (2.53) is given in Lemma 2.4, we only need to show (2.52). Suppose that γ : [0, d(y, z)] → M is a minimal geodesic from y to z. We separate the proof into two cases.
This proves (2.52), and hence finishes the proof of the lemma.
The next corollary treats the case of gradient Ricci solitons for which the results are the strongest. A complete Riemannian manifold (M, g ij ) is a so called gradient Ricci soliton if the following equation is satisfied
where λ is a constant, and L is a smooth function on M. The cases where λ > 0, = 0, and < 0 correspond to shrinking, steady and expanding solitons, respectively. Ricci solitons not only represent self-similar solutions of the Ricci flow, but more importantly, they appear as singularity models, i.e., the dilation limits of singular solutions, in many circumstances in the Ricci flow. Thus, the study of Ricci solitons is critical for the singularity analysis in the Ricci flow. We refer readers to [Cao1] , [Cao2] and references therein for more information on the Ricci solitons.
For a Ricci soliton (2.54), it is well known that
where R is the scalar curvature of M, and C 0 is a constant. Therefore, for shrinking and expanding solitons, i.e., when λ = 0, we may add L by constant so that it satisfies the normalization condition
For steady soliton, the above equation becomes
If C 0 = 0, then nothing needs to be done. Actually, Z.-H. Zhang [zZh] and B.-L. Chen [Chen] showed that R ≥ 0 for steady solitons. Thus, when C 0 = 0, one immediately gets from (2.57) that R ≡ 0. Then by the following evolution equation of R,
we obtain Ric ≡ 0. Therefore, for steady solitons, let us just consider the case where C 0 = 0 in (2.57). However, in this case, it is impossible to normalize the soliton so that C 0 = 0. On the other hand, we may rescale the metric g by a constant, so that the steady soliton can be normalized as
Assume that (M, g) is a gradient Ricci soliton with normalization (2.56) if it is a shrinking or expanding soliton, or (2.58) if it is a steady soliton. Again, by the result in [zZh] and [Chen] , we have R ≥ 0 when λ ≥ 0, and R ≥ −C 1 (n) when λ < 0. Hence, if we further assume |L| ≤ K, then it follows from (2.56) and (2.58) that
This shows that the assumptions in Corollary 2.5 are satisfied. Therefore, based on the previous argument and Corollary 2.5, we have Corollary 2.9. (Gradient Ricci soliton case) Suppose that (M, g ij ) is a gradient Ricci soliton (2.54) satisfying (2.56) when λ = 0 or (2.58) when λ = 0. Assume further that
for some fixed point O ∈ M and radius δ. Let Λ(n, λ, K) be the constant in (2.60). Then the following statements hold.
(a). Let s = d(y, x) be the distance between any two points x, y ∈ B(O, δ), and γ : [0, s] → M a normal minimal geodesic with γ(0) = x and γ(s) = y. Then in the distribution sense,
. Let s be defined as in (a), and w(s, ·) denote the volume element of the metric g under geodesic polar coordinates. Then for any 0 < s 1 < s 2 < d(x, ∂B(O, δ)), we have
In particular, by letting s 1 → 0, we get
, and hence
65) [zlZh] showed that if the volume of M is bounded below and the diameter is bounded above, then the potential function is bounded, and after a conformal transformation, the Ricci curvature also becomes bounded.
Local isoperimetric and sobolev constants estimates
In this section, we use the volume comparison result in the previous section and follow the technique and arguments in X.Z. Dai-G.F. Wei-Z.L. Zhang [DWZ] to prove isoperimetric inequality and Sobolev inequality on manifolds satisfying the modified Ricci bound. The basic assumptions are (2.1), (2.2) and the volume noncollapsing condition (2.16). However if assumption (2.1), (2.2) hold with α = 0, namely the vector field V is bounded, then the noncollapsing condition is not necessary.
Proposition 3.1. Assume that the basic assumptions (2.1), (2.2) and the noncollapsing condition (2.16) hold. Or just assume that (2.1), (2.2) hold for α = 0. There exists r 0 = r 0 (n, λ, K, α, ρ) and δ = δ(n), such that for any r ≤ r 0 ,
for any x ∈ M and 0 < r 1 < r 2 ≤ r 0 . For any r ≤ r 0 , let δ < 1 3
, and choose
.
If we choose δ = δ(n) small so that
and hence Vol(B(x, δr)) Vol(B(x, r)) ≤ 1 2 .
Remark 3.2. If one assumes the volume noncollapsing condition, then we can also choose δ = δ(n, λ, K, α, ρ) small, such that the same conclusion holds for any r ≤ 1.
Lemma 3.3 (Gromov [Gro] ). Let M n be a complete Riemannian manifold and H any hypersurface dividing M into two parts, M 1 and M 2 . For any Borel subsets W i ⊂ M i , there exists x 1 in one of W i , say W 1 , and a subset W in the other part W 2 , such that
and for any x 2 ∈ W , there is a unique minimal geodesic between x 1 and x 2 which intersects H at some z with
Lemma 3.4. Let H, W and x 1 be as in the above lemma. Assume that
where H ′ is the set of intersection points with H of geodesic γ x 1 ,x for all x ∈ W .
Proof. Let Γ ⊂ S x be the set of unit vectors at x such that
≤ t ≤ r. For any θ ∈ Γ, denote by r 1 (θ) and r 2 (θ) the minimum and maximum radius such that exp x 1 rθ ∈ W , respectively. Let r(θ) be the radius such that exp x 1 (rθ) ∈ H. Then from Lemma 3.3, we have r(θ) ≥ 1 2 r 2 (θ), and hence
In the last step above, we have used (2.36). We have also used Proposition 2.1 when going from the 2nd to the 3rd line.
From Lemmas 3.3 and 3.4, we immediately have Corollary 3.5. Let H be any hypersurface dividing M into two parts M 1 and M 2 . For any ball B = B(x, r), r ≤ 1/2, we have
Corollary 3.6. Assume that (2.1), (2.2) and (2.16) hold. Or just assume that (2.1), (2.2) hold for α = 0. There is a r 0 = r 0 (n, λ, K, α, ρ) such that for any r ≤ r 0 , and geodesic ball B(x, r) which is divided equally by H, we have
Proof. By (2.17), we have Vol(B(x, 2r)) ≤ 2 n e C(n,λ,K,α,ρ)(λr 2 +Kr 1−α ) Vol(B(x, r)).
Thus, to get the result in the corollary, one only needs to choose r 0 ≤ 1 2 so that 2 n e C(n,λ,K,α,ρ)(λr 2 0 +Kr
From Proposition 3.1, Corollary 3.6 and the results in section 2, we can prove the following isoperimetric inequality.
Theorem 3.7. Assume that (2.1), (2.2) and (2.16) hold. Or just assume that (2.1), (2.2) hold for α = 0. There exists an r 0 = r 0 (n, λ, K, α, ρ) such that for any r ≤ r 0 ,
Here ID * n (B(x, r)) is the isoperimetric constant defined by
where the supremum is taken over all smooth domains Ω ⊂ B(x, r) with ∂Ω∩∂B(x, r) = ∅.
Proof. By Proposition 3.1, there exists an r 1 and δ = δ(n) so that for any r ≤ r 1 ,
We will prove the theorem for any r ≤ r 0 = δr 1 . Given any x ∈ M, let Ω be a smooth connected subdomain of B(x, r) whose boundary ∂Ω divides M into two parts Ω and Ω c . For any y ∈ Ω, let r y be the smallest radius such that Vol(B(y, r y ) ∩ Ω) = Vol(B(y, r y ) ∩ Ω c ) = 1 2 Vol(B(y, r y )).
Since Ω ⊂ B(y, 2r), Vol(B(y, 1 10 r)) ≥ 2Vol(B(y, 2r))
Thus, r y ≤ 1 10 r.
By (3.5), Vol(B(y, r y )) ≤ 2 n+3 r y Vol(H ∩ B(y, 2r y )).
Since Ω ⊂ y∈Ω B(y, 2r y ),
by Vitali Covering Lemma, we may choose a countable family of disjoint balls B i = B(y i , 2r y i ) such that Ω ⊂ ∪ i B(y i , 10r y i ). By (3.2), we have
Since B i 's are disjoint, from (3.5), we get
On the other hand, by (3.2),
Vol(B(x, r)).
Therefore,
This finishes the proof of the theorem.
It is well known that the isoperimetric inequality above is equivalent to the following Sobolev inequality. |∇f | 2 dg, (3.7)
for any f ∈ C ∞ 0 (B(x, r)) and r ≤ r 0 .
By setting V = ∇L for some smooth function L in (2.1), it immediately follows from Theorem 3.7 and Corollary 3.8 that Corollary 3.9. Suppose that Ric + Hess L ≥ −λg, 
Then there exists an r 0 = r 0 (n, λ, K 1 , K 2 , α, β) such that for any r ≤ r 0 , (a) ID * n (B(x, r)) ≤ C(n)r, and (b)
|∇f |dg, (3.9)
for any f ∈ C ∞ 0 (B(x, r)). Note that the non-collapsing condition is not needed in this corollary. In all the results in this section, if α = 0 in (2.2), i.e., |V | is bounded, then the non-collapsing condition is not needed.
Gradient estimates, mean value inequality, heat kernel bounds and cut-off functions
In this section, we first state local gradient estimates and mean value inequalities for solutions of the Poisson equation and the heat equation. The general method of proof is more or less standard, using the Sobolev inequality in the previous section and Moser's iteration. However, comparing with the standard case, we need to deal with the Ricci curvature term in a different manner. For this reason, a proof in the Poisson equation case is presented in detail in Appendix I while the case for the heat equation is omitted.
These results allow us to establish the Gaussian upper and lower bounds of the heat kernel. Finally, we use the heat kernel to construct a good cut-off function which will be needed in the proofs of the main results.
In the following context, we denote by
Theorem 4.1 (Elliptic gradient estimate). Assume that (2.1), (2.2) and (2.16) hold, i.e.,
Then there exists a positive constant r 0 = r 0 (n, λ, K, α, ρ) such that, for any x ∈ M, 0 < r ≤ r 0 and smooth functions u and f satisfying the equation
for any q > n/2. Moreover
In particular if α = 0, then the conclusions hold without the non-collapsing condition.
Proof. See Appendix I.
By a similar argument, we get Then there exists a constant r 0 = r 0 (n, λ, K 1 , K 2 , α, β), such that for any x ∈ M, 0 < r ≤ r 0 and smooth functions u and f satisfying the equation
for any q > n/2. Moreover,
As mentioned at the beginning of the section, the same argument also implies the corresponding result for the heat equation:
Theorem 4.3 (Parabolic gradient estimate). Suppose the same conditions as in Theorem 4.1 hold. Then there exists a positive constant r 0 = r 0 (n, λ, K, α, ρ) such that, for any x ∈ M, 0 < r ≤ r 0 and smooth functions u and f satisfying the heat equation
for any q > n 2
. Moreover,
Since the Sobolev inequality, volume comparison, volume non-collapsing, and gradient bound holds, it is well known that the following heat kernel bounds hold. The proof is omitted.
Theorem 4.4 (Heat kernel bounds).
Under the same conditions as in Theorem 4.1, for G = G(x, t; y, 0), the heat kernel on the manifold M, the following bounds hold for some positive constants C i = C i (n, λ, K, α, ρ), i = 1, · · · , 4.
, ∀x, y ∈ M, and 0 < t ≤ 1.
Similar to Corollary 3.2 in [PeWe2] , we may also use the Sobolev inequality in Corollary 3.8 to prove the following maximum principle. Since the proof is identical, it is skipped. To prove the volume convergence and cone rigidity for Gromov-Hausdorff limits, another important tool is to construct an appropriate cut-off function (see e.g., Theorem 6.33 in [ChCo1] ). Since we have obtained Sobolev inequality (3.7) and gradient estimate (Theorem 4.1), we may wish to follow the proof of Theorem 6.33 in [ChCo1] to show the existence of the cut-off function in the following lemma. However, the proof may be quite technical. Instead, we adapt a method in [BZ] and an covering argument in [CN] (see also [Bam] ) to construct the cut-off function through the heat kernel estimates in Theorem 4.4. This method may have a broader application.
Lemma 4.6 (Cut-off function). Suppose again that the basic assumption (2.1), (2.2) and the volume non-collapsing condition (2.16) hold. Then for any x 0 ∈ M and 0 < r 0 ≤ 5, there exists a function φ ∈ C 2 (M) satisfying
0 . Remark 4.7. Note that in (2) and (3) above, 1.9 and 1.1 are of nothing special. In fact, we may choose any numbers.
Proof. The proof consists of two steps.
Step 1: We first show that there exists a constant δ = δ(n, λ, K, α, ρ) > 0 such that for any point x 0 ∈ M and constant r 0 > 0, there exists a function ψ ∈ C ∞ (M) satisfying: 
Thus by choosing
Also in B(x 0 , r 0 ), Step 2: From step 1 and using the same covering argument as in [CN] and also Lemma 6.13 in [Bam] , we can prove the existence of the cut-off function φ in the lemma. For a fixed small ǫ > 0, let N be the smallest integer such that N balls of radius ǫδr 0 cover B(x 0 , 1.1r 0 ). We denote these balls by B(p i , ǫδr 0 ), i = 1, ...N. By the volume comparison theorem and noncollapsing condition, N is uniformly bounded. Let ψ i be the cut-off function obtained in step1 for the ball B(p i , ǫr 0 ). Let η be a smooth function from [0, ∞) to [0, 1] such that η(s) = 1 when s ≥ 1. Then it is easy to check the function
is the desired cut-off function when ǫ < 0.1.
Segment inequality, excess estimate and ǫ-splitting map
In this section, we will build the three essential tools: segment inequality, excess estimate and ǫ-splitting map for proving certain degeneration results for Riemannian manifolds under the modified Ricci curvature bound. From now on, unless otherwise stated , we always assume that (2.1), (2.2) and (2.16) hold, i.e.,
and Vol(B(y, 1)) ≥ ρ > 0, ∀y ∈ M.
(5.2) Note that this condition allows gradient Ricci solitons whose potential function L has bounded gradient. It also covers the case when the Bakry-Émery Ricci curvature has a lower bound and the potential function L has bounded gradient. In this case, F. Wang and X.H. Zhu [WZ] have obtained, among other things, degeneration results using weighted manifold approach. If both |∇L| and ∆L are bounded, then, according to Tian and Z.L. Zhang [TZ] , one can use a conformal transform to convert the metric to a new one with lower Ricci bound. Then the degeneration results follow from Cheeger and Colding's work.
In proving the degeneration results, we will follow the road maps by Cheeger and Colding.
• volume element comparison ⇒ segment inequality
• volume comparison and mean value inequality ⇓ Abresh-Gromoll excess estimate [AG] • Laplacian and volume comparison, excess estimate and gradient bound ⇓ existence of harmonic maps as ǫ-splitting maps with good gradient and Hessian bounds for balls close to Euclidean ones in G-H (Gromove-Hausdorff) sense;
• existence of ǫ-splitting maps and Liouville measure ⇓ volume continuity under G-H convergence;
• existence of ǫ-splitting maps and segment inequality ⇓ almost splitting theorem;
• existence of ǫ-splitting maps, segment inequality and almost splitting theorem ⇓ existence of metric cones.
Identical proofs will be omitted. Proof that needs moderate modifications will be presented in the appendices. Proofs that requires new ingredients will be presented in the main text.
Given a smooth function f ≥ 0, let
where the infimum is taken over all minimal geodesics from x 1 to x 2 . We first prove a similar segment inequality as in [ChCo1] . The proof is essentially the same as the proof of Theorem 2.11 in [ChCo1] , where the key ingredient in the proof is the comparison of the volume elements, which in our case is (2.14). For completeness, we present the proof in Appendix II. From Theorem 2.2, we see that (2.14) only requires assumption (5.1). More explicitly, we have Theorem 5.1 (Segment inequality). Let F f (x 1 , x 2 ) be the function defined in (5.3). Suppose that (5.1) is satisfied. Then for any r > 0 and measurable sets A 1 , A 2 ⊆ B(x, r), we have
The proof can be found in Appendix II. Next, we deal with the excess estimate. Fix q + and q − in M, and define the excess function on M as
(5.5) Since we have the heat kernel bounds, the following mean value type inequality can be obtained routinely by using Duhamel's formula. One may imitate the proof of Corollary 4.8 in [ZZ] , which is a version of Theorem 8.18 in [GT] and Lemma 2.1 of Colding and Naber [CN] . , there exists a constant C = C(n, λ, K, α, ρ) such that
holds for any x ∈ M and 0 < r ≤ 1. More generally, we have
Applying the above lemma to the excess function yields the following excess estimate. In the context below, we will use Ψ(ǫ 1 , ǫ 2 , · · · , ǫ k |c 1 , c 2 , · · · , c N ) to denote a nonnengative function such that for any fixed c 1 , c 2 , · · · , c N , 2 ) (5.9) and e(x) ≤ ǫR, (5.10) for some R ≤ 1. Then there exists a Ψ = Ψ(λ, K, ǫ|n, R, α, ρ) such that e(y) ≤ ΨR, in B(x, R).
(5.11)
Proof. The proof, which is different from the original one in [AG] , is inspired by Remark 2.9 [CN] . Note that by (5.5),
where by Proposition 2.1,
According to (5.12), Lemma 2.4 and Lemma 5.2, for y ∈ B(x, R), we have
Therefore, by using Theorem 2.2, for any y ∈ B(x, (1 − Ψ 2 )R), we have
Hence, if we choose Ψ 2 = Ψ 1 n+1 1 , then the above inequality becomes
It implies that there exists a z ∈ B(y, Ψ 2 R) such that e(z) ≤ Ψ 2 R, and hence by mean value theorem e(y) ≤ e(z) + |∇e|d(y, z) ≤ Ψ 2 R + 2Ψ 2 R = 3Ψ 2 R.
Since y is an arbitrary point in B(x, (1 − Ψ 2 )R), applying mean value theorem one more time for points in B(x, R) \ B(x, (1 − Ψ 2 )R) completes the proof of the theorem.
Let h + and h − be harmonic functions in B(x, R) such that h ± | ∂B(x,R) = b ± . Since the excess estimate (5.11) has been established, following the method in section 6 of [ChCo1] (see also section 9 in [Ch] ), it is not hard to show that ) and e(x) ≤ ǫR. Then there exists an r 0 = r 0 (n, λ, K, α, ρ) such that for any R ≤ r 0 and some Ψ = Ψ(λ, K, ǫ|n, R, α, ρ), we have (1) |h ± − b ± | ≤ ΨR in B(x, R);
Proof of (1): Since ∆h ± = 0, by Proposition 2.1, we have
(5.13)
For the lower bounds, notice that b + (y) + b − (y) = e(y) − e(x). It follows from Theorem 5.3 that
which in turn, by the maximal principle, implies that
Combining (5.13), (5.14) and (5.15), we derive
A lower bound for h − − b − can be obtained in a similar way.
Proof of (2): We only prove the result for h + , the proof for h − is similar. By (1), Theorem 2.2 and (5.13), we get
Proof of (3): Again, we only present the proof for h + . By Lemma 4.6, we may choose a cut-off function φ so that
By the Bochner's formula,
Thus, (5.16) becomes
(5.17) By the gradient estimate in Theorem 4.1 and the assumed bound on V , we see that
(5.18) Then, using the conclusion in (2), Lemma 2.4 and (5.18) for the RHS of (5.17) yields
which finishes the proof of (3) due to the fact that φ| B(x, R) ⊆ R × X, with the product metric , we have
The above theorem amounts to the following almost splitting theorem, as in Theorem 6.64 [ChCo1] .
, where d i is the distance function induced by the Riemaniann metric g i on M. Suppose that
, and Vol(B(
where O i is a fixed point in M i , y i is an arbitrary point in M i , and
If Y contains a line, then Y splits as an isometric product, R × X for some metric space X.
Finally, Lemma 5.4 also yields, according to [Co] (see also [ChCo1] ), the existence of a so called ǫ-splitting map (see also Definition 1.6 and Lemma 1.7 in [ChNa] ).
Lemma 5.8. Suppose that (5.1) and (5.2) are satisfied, and
Then for any R ≤ 1, there exists a Ψ-splitting map h = (h 1 , h 2 , · · · , h n ) : B(x, R) → R n for some Ψ = Ψ(λ, K, ǫ|n, R, α, ρ). Moreover, in the Gromov-Hausdorff sence, h i and π i are Ψ close.
Here B(0, L) denotes the ball centered at the origin with radius L in R n , and π i is the i-th coordinate function on R n .
Remark 5.9. Here we recall the idea of the proof of the lemma in the papers cited above. If
. From this f , one can easily show that a map formed by certain Buseman functions is a 4ǫ isometry. Then one can use harmonic functions with the same boundary value on a ball as the Buseman functions to form a 6ǫ isometry. Then Lemma 5.4 shows this harmonic map satisfies the conditions in definition 5.7. Hence it is an ǫ splitting.
In the above lemma, h i and π i being Ψ close in Gromov-Hausdorff sense means that for any y ∈ B(x, λ −1 ), we have
Remark 5.10. If α = 0 in condition (5.1), then the noncollapsing condition (5.2) is not necessary for all conclusions in this section.
6. Main theorems: volume continuity, metric cone, size of singular set
In this section, we present the volume convergence and volume continuity theorems and prove that any tangent cone of a Gromov-Hausdorff limit under conditions (5.1) and (5.2) is a metric cone.
First, we state the volume convergence and volume continuity theorems. Under the assumption that Ricci curvature bounded from below, the volume continuity was first proved by Colding [Co] . Here we adapt a similar argument as in Theorems 9.31 and 9.40 in [Ch] , which essentially uses Lemma 5.8 and the segment inequality. With the preparation in the previous section, the remaining proof now is the same as in [Co] (See also Theorems 9.31 and 9.40 in [Ch] ).
Theorem 6.1 (Volume convergence). Suppose that (5.1) and (5.2) are satisfied, and
for some R ≤ 1 and sufficiently small ǫ > 0. Then for some Ψ = Ψ(λ, K, ǫ|n, R, α, ρ) we have Vol(B(x, R)) ≥ (1 − Ψ) Vol(B(0, R)). Here B(0, R) is the ball in R n .
The above theorem implies the volume continuity under Gromov-Hausdorff convergence.
Theorem 6.2 (Volume continuity). For a sequence of Riemannian manifolds {(M i , g i )}, assume that
where O i is a fixed point in M i and y i is an arbitrary point in
in pointed GromovHausdorff topology, then for all r < ∞, Vol(B(x i , r)) = Vol (B(x, r) ).
Next, we show a cone rigidity theorem in the spirit of [ChCo1] . Although our proof follows the idea there, certain modifications and extensions in the choice of the axillary functions are needed.
For a metric space (Z, d), denote by (C(Z),d) the metric cone on Z. That is, C(Z) = (0, ∞) × Z with metric:
In the following, unless otherwise specified, C i will denote constants depending on n, λ, K, α, and ρ. Theorem 6.3 (Cone rigidity). Suppose that (5.1) and (5.2) are satisfied. There exists a r 0 = r 0 (n, λ, K, α, ρ) such that if for R ≤ r 0 and δ > 0,
then for some Ψ = Ψ(λ, K, δ|n, R, α, ρ), we have
where Z is a length space with
Proof.
Step 1. We show that the metric is close to the Hessian of a function in average sense. First, we derive bounds on f . In [ChCo1] (see also [Ch] ), the lower bound of f was obtained by constructing certain comparison function L R and using the maximum principle on f − L 3R (r y ), where y is an arbitrary point in M with d(y, x) = 2R and r y is the distance function from y. The same method can be applied to drive the lower bound of f in this case as well. However, here we will use Dirichlet Green's function for simplicity.
For any open subset Ω in M, denote by Γ Ω (z, y) the Dirichlet Green's function in Ω. That is,
Given x ∈ M, let f be the smooth solution of the following Dirichlet problem:
By using the Green's function, we can write f as
By the upper bound of the heat kernel in Theorem 4.4, we have
(6.5)
Here we have used the large time exponential decay of the Dirichlet heat kernel on a ball. Note that this decay can be obtained by proving that the L 2 norm decays exponentially first. This needs the help of the Poincaré inequality on a ball, which is true due the the heat kernel bound and gradient estimate. Then one can apply the mean value inequality. Therefore, (6.4) and (6.5) imply
This gives a lower bound of f .
For an upper bound of f , let r x be the distance function from x. Then
where ψ = ∆r x − n−1 rx +
. From Proposition 2.1, one has
Thus,
and (6.7) becomes (6.8) According to Theorem 4.5, we get
(6.9)
Next, we show that f and are close. By the volume condition (6.1) in the theorem,
≤δVol(B(x, R)).
(6.10) From (6.8), we can also get the lower bound
(6.11) Therefore, we have
Also, in (6.9), setting A := C(n, λ, K, α, ρ)(λR 4 + KR 3−α ), the constant on the right hand side, yields r
Combining the inequality above and (6.6), (6.7), (6.10) and Lemma 2.4, we have
It follows that
=Ψ(δ, λ, K|n, R, α, ρ) (6.12) Therefore, by the Poincaré inequality, we have
From (6.13), volume comparison theorem (2.2), the gradient estimate (4.1), and the bounds of f ((6.6) and (6.9)), it is not hard to see that
14)
where Ψ 1 = Ψ 1/(n+1) . Finally, we show the closeness of ∇ 2 f and the metric g in the average sense. Note that, by Theorems 4.1 and 4.5, we have |∇f | ≤ C in B(x, (1 −Ψ 1 )R). This together with (6.14) and (6.12) gives
Now, let φ be the cut-off function as in Lemma 4.6 with φ B(x,(1−Ψ 1 )R) = 1. From (6.15) and Bochner's formula, we have
(6.16) Using Lemma 2.4 and the boundedness of |∇f |, we obtain
(6.17) It then follows from (6.16) and (6.17) that
That is
Step 2. Now we may follow the argument in section 3 and 4 in [ChCo1] (see also Theorem 9.45 of [Ch] ) to show (6.2) and (6.3).
Roughly speaking, for any points y, z, w ∈ B(x, (1 − Ψ 1 )R), with r x (y) = r x (z) = a and z being the point on r −1
x (a) closest to w, by using the segment inequality (5.4), (6.15) and (6.18), one can find y * , z * , w * close to y, z, w, respectively, and (6.19) and
, is the minimal geodesic from z * to w * , and γ s : [0, l(s)] → M the minimal geodesic from x * to σ(s). From (6.19), (6.20) and the first variation of arc length, it then follows that d(x * , w * ) is close to the distance between them when they are considered to be two points in a metric cone on r −1 x (a). As pointed out in [Ch] , when applying Theorem 6.3, it is often more convenient to verify the following condition instead of (6.1).
Lemma 6.4. If
then for any 0 < η ≤ 1 2
and some Ψ = Ψ(δ ′ , λ, K|n, α, ρ), we have
i.e.,
Proof. See appendix II.
From Lemma 6.4 and Theorem 6.3, one can follow a similar argument as in Theorem 9.69 in [Ch] to show that Theorem 6.5. Suppose that (5.1) and (5.2) are satisfied. There exists an r 0 = r 0 (n, λ, K, α, ρ)
for some R ≤ r 0 and sufficiently small ǫ > 0, then
Theorem 6.3 also implies that the tangent cones of a Gromov-Hausdorff limit are metric cones as shown in Theorem 5.2 in [ChCo2] . Theorem 6.6 (Tangent cones are metric cones). Let (M i , g i ) be a sequence of Riemannian manifolds satisfying (5.1) and (5.2) for some λ, K, α, and ρ. Suppose that Finally, following the proof of Theorem 6.1 in [ChCo2] closely, we deduce Theorem 6.7 (Size estimate of the singular set). Let (M i , g i ) be a sequence of Riemannian manifolds satisfying (5.1) and (5.2) for some λ, K, α, and ρ. Suppose that
Here, S(Y ) is the singular set of Y and dim stands for the Hausdorff dimension.
Recall that S(Y ) is the set of points in Y such that a tangent cone at y is not isometric to a Euclidean space.
To prove the theorem, one just needs to show that no tangent cone is isometric to the half Euclidean space. We mention that a small modification is needed in the proof. Namely, as pointed out in the proof of Theorem 6.1 [ChCo2] , one can replace the usage of Perelman's theorem in [Pe] by using Theorem A.1.8 in [ChCo2] . The conclusion of this later theorem continues to hold in our situation since it follows from the conclusions of Theorem A.1.1 in and Theorem A.1.5 in [ChCo2] . But Theorem A.1.1 in [ChCo2] is a version of Reifenberg's theorem [Re] which is a result for more general metric spaces. So it is still valid here. The conclusion of Theorem A.1.5 is still true here due to Theorem 6.5 above. So the mapf in the proof of Theorem 6.1 [ChCo2] is an imbedding. Therefore it is mod 2 degree is 1. But from p437 in [ChCo2] , its mod 2 degree is also 0. This contradiction finishes the proof.
Remark 6.8. In the case of Bakry-Émery Ricci curvature condition, the conclusions of the theorems in this section continue to hold under conditions (2.43) and (2.44). Namely, one only needs the potential function L to be Hölder continuous and its gradient in certain L p space. In this case it is not clear whether the segment inequality 5.1 still hold. However, a weaker form of it is available from the work [TZ2] , which is sufficient for the proof of the main results.
Remark 6.9. With a little more effort, along the lines of Section 3 in [PeWe1] , one can also prove some compactness and finiteness results of topological types under conditions (5.1) and (5.2) and extra integral assumption on the curvature tensor. Also, with two sided bounds on the Ricci curvature with two vector fields U and V , namely,
one can also prove that S(Y ) is a closed set using the technique in [ChCo2] and the results here.
Appendix I
In this section, we give a proof of Theorem 4.1, namely
Then there exists a positive constant r 0 = r 0 (n, λ, K, α, ρ) ≤ 1 such that, for any x ∈ M, 0 < r ≤ r 0 and smooth functions u and f satisfying the equation
we can rewrite (7.3) as
Thus, it follows that 
(1−a)· . Here, the last step above is followed similarly as in (7.7). Therefore, (7.8) becomes (7.9) By the Sobolev inequality (3.7) and (7.9), 
to estimate F f it suffices to estimate F f,2 (x 1 , x 2 ). Now fixe x 1 ∈ A 1 . For any unit tangent vector θ at x 1 , let γ(0) = x 1 and γ ′ (0) = θ. Let l(θ) be the largest number ≤ 2r such that γ [0,l(θ) ] is minimal. Then f (x)dg.
In the fourth step above, we have used (2.14) to get w(s, θ) ≤ C(n, λ, K, α) s n−1 u n−1 w(u, θ). Thus, A 1 A 2 F f,2 (x 1 , x 2 )dg(x 2 )dg(x 1 ) ≤ C(n, λ, K, α)rVol(A 1 ) B(x,3r) f (x)dg.
Similarly, we can prove
A 2 A 1 F f,1 (x 1 , x 2 )dg(x 1 )dg(x 2 ) ≤ C(n, λ, K, α)rVol(A 2 ) B(x,3r) f (x)dg.
Next, we prove Lemma 6.4. First from Theorem 2.2, we can make the following Claim. Suppose that (5.1) and (5.2) hold. Let r ≤ 1, and 0 < η < 1. Then for some Ψ = Ψ(λ, K|n, α, ρ), we have Vol(∂B(x, r)) Vol(∂B(0, r)) ≤ (1 + Ψ) Vol(A ηr,r (x)) Vol(A ηr,r (0)) , Moving the second term on the LHS to the RHS and using the above claim, we get )) .
