Abstract. The aim of this article is to propose and study a class of new algorithms which qualitatively and quantitatively capture the behavior of the exact solutions of a class of evolution partial differential equations which display boundary layer behavior. The idea of the new schemes is to incorporate the boundary layer into the Galerkin base in the finite element approximation. Our error estimates demonstrate that the new schemes are effective in the under-resolved region of the classical schemes. Our numerical experiments support the numerical analysis. The design and analysis of the new schemes depend on the detailed analysis of the boundary layer. The development and proof of the asymptotic expansion of the solutions of the partial differential equations are attached as an Appendix.
1. Introduction. Many physical problems involve diffusive process with small diffusive coefficients. The Navier-Stokes equations for incompressible Newtonian fluids is such an example where the Newtonian viscosity is usually very small. This kind of small diffusive coefficient coupled with Dirichlet boundary condition (like the no-slip boundary condition in fluid problems) usually produce a thin sharp transition layer near the boundary, called boundary layer. The problem with boundary layer can be illustrated via the following example of Friedrichs (1941) : consider the boundary value problem (1.1)
-eul x -pul = l,m(0,L) , (1.2) u e {0)=u e {L)=0.
where f3 > 0 is a fixed parameter. The solution can be calculated explicitly as
The corresponding inviscid problem, equipped with up-wind boundary condition is
We observe that there is a transition layer located near x = 0 of thickness e/fi where u 6 changes value from 0 to 1. This is somewhat a generic situation even for similar time evolution problems as we shall recall in the Appendix. In numerical approximation of such problems it is then required to resolve such small scales. In fact for the classical methods such as standard finite elements it is well known that they produce oscillations in the underresolved region, i.e., when the mesh size is larger than the boundary layer thickness (see attached figures). On the other hand it is very costly in computational fluid dynamics (CFD) problems if we resolve the boundary layer using a sufflcenitly fine mesh and standard methods. Here we would like to propose, study and partially test a new scheme which incorporates the boundary layer into the Galerkin base. We study the scheme on a model problem of a convection-diffusion equation of the following form (1-6)
-u e -sul x -Pul=f(x,t),
(1.7) u e (0,t) = u e (L,t) = 0,
where e is a small diffusive coefficient. This model problem is an embedded system of the Navier-Stokes system with non-characteristic boundary conditions:
( Since the equations involve x, t only, we must have and hence we end up with our one dimensional model problem.
The steady state case of this model problem was studied in Cheng and Temam (1999) first. The idea of our new algorithm is in the same spirit as in that work: namely we try to incorporate the boundary layer into our Galerkin base. In this way we have resolved the boundary layer which enables our scheme to function well even in the region which is under-resolved in the classical case. Our numerical analysis and computations indicate that our method captures qualitatively and quantitatively the behavior of the exact solution even in the under-resolved case (mesh size » e). A similar idea of incorporating special feature of the equation into the Galerkin base so that the new scheme works in the under-resolved regime of classical scheme can be found in the work of Hou, Wu and Cai (1999) among others. In the steady state case, it is also related to the so called exponential fitting method (see for instance Ascher, Mattheij and Russell, 1988) .
The boundary layer behavior of this model evolution problem bears some resemblance to the time independent (steady state) problem studied by Cheng (1999) and Cheng and Temam (1999) . In particular we show in the Appendix that the boundary layer is located at the outlet (downwind) boundary (x = 0) only and is of uniform thickness e/(3. This is the same as for the Navier-Stokes equations as was studied by Temam and Wang (1999) . The time independent feature of the boundary layer is somewhat a surprise since we generally anticipate the variation of the boundary layer as time evolves. Mathematically this is due to the non-characteristic nature of the boundary (for the inviscid problem) and the incompressibility in the case of Navier-Stokes equations. There is a distinction however between the stationary case and the time evolution case: for the stationary case the boundary layer is of the form e -(3xfe while f or ^ time evolution case secondary boundary layer such as xe~® x l £ appears. The appearance of the secondary boundary layer is due to the resonance effect (see the Appendix for more details). The appearance of this secondary boundary layer also provides us with the choice of whether to incorporate this secondary boundary layer into our Galerkin base. Depending on whether we take into account this secondary boundary layer, we propose two different new schemes. The difference in the numerical results are minimal since the secondary boundary layer is small in the H. 1 norm. The article is organized as follows. In Section 2 we present the new schemes and in Section 3 we derive error estimates for the new schemes. These error estimates indicate the applicability of the new schemes in the under-resolved region for the classical methods. In Section 4 we present some numerical evidence supporting our numerical analysis. In the Appendix we derive and prove the systematic asymptotic expansion for our model problem for small diffusive coefficient e.
Application of our new schemes to more realistic models such as the Navier-Stokes system and the comparison of our method to other non-standard methods (such as adaptive, streamline diffusion, etc) will be the subject of future work.
2. The new algorithms. According to the systematic asymptotic expansion developed and proved in the Appendix we know that there exist smooth functions i£ 0 (a;, t),tx 1 (a;, t) and co(£),co(£) and a generic constant K independent of e such that
This implies that (2.3) |K -coe"^ -coxe-^IUoo^T;^) < *, and
Interpolation inequalities imply IK-t^-s^-coe-^ll / ^s <«, which further implies
These estimates suggest that we have a choice for our new Galerkin basis (classical finite element basis plus boundary layer base).
For fixed iV, we consider the classical piecewise linear finite element base functions </?j of the following form: for h = -^ and for j = 1, • • •, N -1, Xj = j * h and
Our first algorithm takes into consideration the primary boundary layer type base ipo only: we consider the problem of finding ujsrit) € ^v(^) such that
In (2.14) we may replace VAT by Vjv since the initial data ^o has no boundary layer by our assumption ( assuming all compatibility conditions are satisfied, see the Appendix for more details) . Our second algorithm takes into consideration both the primary boundary layer base ipo and the secondary boundary layer base <po. Hence we seek an approximate
3. Error estimates. In this section, we derive error estimates for the new algorithms proposed in the last section. These error estimates indicate that our scheme should produce satisfactory results when h « e*. Notice this is well in the underresolved region of the classical methods.
First we notice that thanks to the boundary layer asymptotic expansions (2.6) and (2.3) we have, when combined with classical interpolation results for finite element spaces, that there exist ci, • • •, c/v-i and a constant K independent of e such that
Of course the c's may be different in each cases, although we use the same notation in all cases. We then have the following theorem THEOREM 1. There exists a constant K, = «(r,wo,/) independent of e or h, such that
Proof. Let
be the interpolation of u e in VN such that the interpolation inequalities (3.1) and (3.2) hold with u^ as the interpolant. Denote
It is easy to see that we only need to prove the estimate for this error between the approximate solution and the interpolation since
thanks to the interpolation inequality (3.1).
In order to estimate e^ we consider the auxiliary adjoint problem
where a e (u,v) -e(u x ,v x ) + P(u,v x ).
Denoting (3.10)
we see that 
Thus it is necessary to estimate various norms of v^. We observe that after reversing the time the equation for vjy is equivalent to an ODE system
where A corresponds to the discrete Laplacian and B corresponds to the discretization
Multiplying equation (3.15) by 77 we deduce
where we used the skew symmetry of the operator B. Hence we have
£2 £2
Multiplying equation (3.15) by 577 we deduce
When combined with the L 2 (0,t; A*) estimate, this implies
(3.22) 1^77(5)^2(0,,) < 4-|^o|.
£2
Next we take the time derivative of equation (3.15) and find 
<j[*(e^|»j(«)| + ^|»7(a)|)
< «ho|(e + h + e"^ log Tj)
Utilizing these relations in the estimate for ||ejv|| 2 we obtain
which implies the result of the theorem. This completes the proof of this theorem. D
If we are willing to assume more regularity on the data UQ, f and more compatibility conditions so that the interpolation inequalities (3.1) and (3.2) hold for the time derivative as well (this is possible due to our analysis in the Appendix) we are able to improve the previous error estimate by removing the logarithmic term or deriving a bound on the error which is independent of e. More precisely we have THEOREM 
Let UN be the solution of the boundary layer base truncation equations (2.13) -(2.14). Let u be the exact solution of the linear convection-diffusion equation (1.6) -(1.8). Then there exists a constant K = K,(T,uo,f) independent of e or h such that
provided that the data are smooth (C 6 ) and satisfy the compatibility conditions (to order 4) (see the Appendix).
Proof. Thanks to the systematic asymptotic expansion in the Appendix under added smoothness and compatibility, we see that, there exist Co(£), Co(£) and a generic constant K independent of £, such that
This implies that
By applying the usual interpolation theory to ^u £ -c! §e~~P x l E , we see that, there exist c! k such that
Since the initial data UQ is smooth, there exist Ck(0),k = l,---,iV -1 and a generic constant K (independent of e) such that
and denote
We deduce, after integrating (3.31) and (3.32) in time -(u-u N 
indeed, (3.44) can be written as
we thus have Vn G VV, and (3.45) follows from the usual interpolation inequalities. Now notice that
(Thanks to (3.38) and (3.39)).
Hence, we have
Integrating (3.49) in time and utilizing (3.45), we find that
(Thanks to (3.40)).
This further implies
Now we apply the usual Gronwall inequality (see for instance J. Hale, 1980) ; we find
This indicates that the scheme (2.13) -(2.14) could capture the qualitative behavior in the under-resolved case (h » e), as long as/i2£ _ 2 <<lor/i<<£3,( e.g. /i«10-1 ife^KT 3 ). An alternative way to derive the convergence rate for the under-resolved scheme is as follows. Notice that 
Combining this with the classical interpolation theory, we see that there exist constants ci(£),•••, CJV-I(t) such that 
indeed, (3.68) can be written as
Hence, for every u G V/v , (3.70) (UQ -UN\t=o,uo -Ujsr|*=o) = (wo -^|t=o> ^o -^) + (^o -Wjv|i=o, ^ -ixiv|t=o) = (uo -^iv|i=o,^o -w);
we thus have
and (3.69) follows from the usual interpolation inequalities. Now notice that 
-2y o ((«-«N)w,( ¥ --a r )w)d« < Acf^2 + eh 2 + -) + i||(« -fiArXOIIi* + 2||(« -fiAr)(*)lli2
"" el 
+ \J*\\(u-*)(s)\\hds + 2j*\\(f t -^)(s)\\hds

L*) < K(T,uoJ)(eih+ -).
This indicates that the scheme (3.57) -(3.58) could capture the qualitative behavior in the under-resolved case (h » e), as long as h 2 e~2 « 1 or h « e*, (e.g. h« lO" 1 ife^lO" 4 ). As for the case with one boundary layer base incorporated, we have an alternative way to derive the convergence rate for the under-resolved scheme as follows. Notice that 
) + 2 f \\(u -& N )(s)\\ L 2ds Jo <K,h 2 + 2 \\(u-Ji N )(s)\\ L 2ds. Jo
Applying the same Gronwall type argument we obtain, as in (3.76) -(3.80) (3.84)
\\U -fijv|U~(0,T;L2) < K(T, UQ, f)h.
Notice that the right hand side of (3.84) is independent of e which is in contrast to (3.80).
Numerical Results.
The numerical calculations were carried out on an SGI Octane 225 Mhz machine with 512 Mb memory running IRIS 6.4. Figure 1 is for the equation
with e 0.001. Figure 2 is for the equation
The grid size in space is 0.1 and it is 0.01 in time. The implicit Euler method is used for the time discretization. For our new scheme, when T is fixed, we employ Gaussian elimination to solve the linear system Ax = b directly. This is possible since the associated matrix has the structure of a tridiagonal matrix plus an extra row and an extra column. What we observed is similar to the stationary case. The classical finite element method produces oscillations for coarse grid sizes in the space. We do not observe any oscillations with our new scheme. The results are shown in Figures 1  and 2 . In both figures, (a) and (a 7 ) are approximate solutions at T = 1.0 and T = 2.0 using standard finite element methods respectively. Notice that there are oscillations; (b) and (&') are approximate solutions at T = 1.0 and T = 2.0 using the new scheme with one boundary layer base respectively. Notice that there is a sharp boundary layer near x = 0; (c) and (c') are enlarged pictures of (b) and (b') near x = 0 respectively. for small diffusive coefficient e. Here Q is the interval (0, L) in the one dimensional case. Extensions to higher dimensional cases do not raise any further difficulty, but will not be addressed here. Two types of asymptotic expansions will be introduced. The first type is of the form oo
3=0
which is suitable in the interior of fl. This asymptotic expansion is not valid on A in general due to the existence of a boundary layer. In order to develop an asymptotic expansion valid up to the boundary, correctors of various orders are needed to resolve the boundary layers of various orders. More specifically, we will have an asymptotic expansion of the form oo This outer expansion (outside the boundary layer) is suitable in A. The correctors 0^ are of the boundary layer type and their explicit form are needed in our design and analysis of the new schemes.
The problem we treat here is a prototype problem. The treatment we introduce here continues and generalizes the treatment by Vishik and Lyusternik (1957) and Lions (1973) . The boundary layer analysis of other viscous perturbation of hyperbolic problems can be found in the work of Gisclon and Serre (1994) , Grenier and Gues (1998) and Xin (1998) among others. Notice that we have a detailed analysis of the boundary layer for our model problem which was not found in other works. These detailed features are needed in the design and analysis of our numerical scheme. More precisely, we have to the leading order
The first two terms in the expansion are useful in the numerical analysis of our underresolved scheme with a boundary layer base.
Asymptotic expansion in the interior. In this section, we study the asymptotic behavior of the solutions to the following one dimensional linear convectiondiffusion equation with a small diffusive coefficient:
where f3 is a fixed positive constant. The extension to variable non-vanishing /J's does not raise any major difficulty. We first consider an expansion of u in a power series in e of the form, oo (5.6) ii e~ JVV(*,a?).
j=0
Inserting this into the equation we obtain
By formal identification of the coefficients of the powers of e we obtain,
These are linear transport equations which can be solved recursively using the method of characteristics (see for instance F. John (1982) ). In fact the projected characteristic takes the form Hence the natural boundary condition for each of them is the upwind boundary condition, A general treatment of the compatibility conditions for nonlinear problems can be found in the work of Temam (1982) .
Convergence of the asymptotic expansion (5.6) to all orders, in L oo (0,T;L 2 (n)), can not be proven (directly) at this stage, but will follow from subsequent results of asymptotic expanison valid up to the boundary and the asymptotic formular for the boundary layer functions. Collecting the terms of the same order in e and utilizing the equations for u^, we obtain,
-^-ax = -^^r for^1 -
The boundary conditions for the correctors Qi are:
since we need homogeneous boundary conditions for u^ 4-0 J . Notice that (5.22) 0° = 0 at t = 0, since u o = 'Wo = 0ata; = 0,^ = 0, which is a compatibility condition that we assume. Indeed, we can prove a more general result regarding 9K Proof. We will prove a stronger result, namely -r-r^0-1 " 1 =0 at t = 0 for / + jo < k, or~L thanks to the standard elliptic uniqueness result. With this, we end the proof of the proposition. □ With this proposition, we can prove rigorously the validity of the expansion (5.17) using standard energy estimates.
THEOREM 5. Assume that the data are smooth and that they satisfy compatibility conditions (5.13), (5.14) and (5.24) Proof. We have already proved that (5.54) is true for ,7=0 and 1. We now proceed using an induction argument.
Assuming that (5.54) is true for j, we prove that it is true for j + 1.
It is easy to see that the influence of an exponentially small term on d^1 is fix still exponentially small. Thus we have, using the stretched coordinate X = -and (5.20), and the induction hypothesis: Proof. The proofs are a simple combination of our convergence results in Theorem 5 and our explicit form for the correctors given in Theorem 6. Indeed, <Ksei.
This ends the proof. □
