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Most steel production lines include continuous casting at some point. The steel 
manufacturers are constantly searching for solutions to give them a competitive edge and 
decrease production costs. Simulating the continuous casting process can reveal risks of 
cracking in the process and give other crucial information about the process parameters 
without expensive and time-consuming pilot testing. Simulating the crack initiation requires 
modeling of two phenomena; heat transfer in the molten and solidified steel and 
mechanical strains and stresses in the solidified shell. The purpose of this study was to 
simulate the behavior of both the thermal and mechanical aspects of the continuous casting 
process to enable the prediction of crack initiation in the billet to avoid the economic losses 
caused by a rupture in the billet during the casting process.  
 
The literature study presents the mathematical basis of the finite element formulation for 
the simulation of continuous casting, and presents different methods of simulation 
presented in literature. The literary study also includes an in-depth explanation of 
equations used to model the thermal and mechanical behavior of steel in the continuous 
casting process. This foundation was used to create a Matlab code, which was used to 
simulate the continuous casting process, and the results of the code were compared with 
similar models in literature. The crack initiation analysis predicted correctly the highest risk 
of hot tear cracking to the phase transition front. The heat transfer model was determined 
to function well in comparison to other simulations previously performed in literature 
despite being less sophisticated. The elastic model functioned well, but the plastic material 
model could not be finished within the scope of this work. The simulation program shows 
promise but has to be further improved before industry users can adopt it.  
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Tiivistelmä 
Suurin osa teräksen tuotannosta perustuu jatkuvavaluun. Teräksen valmistajat etsivät 
jatkuvasti uusia ratkaisuja, jotka antaisivat heille kilpailullisen edun tai laskisivat 
kustannuksia. Jatkuvavaluprosessin simulointi voi paljastaa halkeamisriskin ja antaa muuta 
olennaista tietoa prosessin parametreistä ilman kalliita tehdaskokeita. Halkeamien 
syntymisen ennustaminen vaatii kahden olennaisen ilmiön mallintamista; sulan ja 
jähmettyneen teräksen lämmönsiirron ja jähmettyneen teräksen mekaanisten jännitysten 
ja venymien mallintamisen. Tämän työn tarkoitus oli simuloida sekä valukappaleen 
lämmönsiirtoa että mekaanisia ominaisuuksia jatkuvavaluprosessissa, jotta halkeamien 
syntymistä voitaisiin mallintaa. Halkeama valukappaleessa voi johtaa koko valuprosessin 
pysäyttämiseen, mikä voidaan luotettavalla halkeamien syntymisen ennustamisella 
välttää.   
 
Kirjallisuusosiossa esitetään matemaattinen perusta elementtimenetelmän käyttöön 
jatkuvavalun mallintamisessa, sekä eri lähestymistapoja jatkuvavalun mallintamiseen. 
Kirjallisuusosio sisältää myös lämmönsiirron ja mekaanisen käyttäytymisen 
mallintamiseen käytettyjen kaavojen tarkastelun, mitä käytettiin perustana Matlab koodin 
luomiseen. Matlab koodilla mallinnettiin jatkuvavalua, ja tuloksia verrattiin 
samankaltaisen mallin tuloksiin kirjallisuudesta. Matlab ohjelma ennustaa oikein 
halkeamien syntymisen suurimman riskin faasimuutosrintamaan. Lämmönsiirtomallin 
todettiin toimivan hyvin kirjallisuuteen verrattuna, vaikka se onkin yksinkertaisempi. 
Mallin mekaanisen osuuden elastisuuden mallinnus toimi hyvin, mutta plastisen 
käyttäytymisen mallinnusta ei voitu viimeistellä tämän työn aikarajoitusten puitteissa. 
Matlabohjelma toimii lupaavasti, mutta se vaatii vielä parannuksia ja korjauksia ennen 
kuin sitä voidaan hyödyntää teollisuudessa. 
Avainsanat   Jatkuvavalu, Teräs, Mallinnus, Elementtimenetelmä  
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Nomenclature 
  Unit 
[x] Matrix (any variable can replace x)  
[]T Matrix transpose  
x Column vector   
xT Row vector   
𝑥𝑦  Component of vector: the component direction is in the subscript.  
∇ Gradient operator  
?̇? Time derivative of a variable  
𝑥𝑒 The variable applies to a single element  
   
b Bodyforces N 
[B] Spatial derivatives of the field variables, strain-displacement matrix  
cp Heat capacity J/(kgK) 
[C] Heat capacity mass matrix  
d, u Vector of displacements in an element, Vector of global 
displacements 
m 
[D] Stress-Strain matrix  
E Young’s modulus Pa 
F, f Global force vector, element force vector N 
g traction forces N 
h, hef Heat transfer coefficient of convection, effective heat transfer 
coefficient in radiation 
W/m2K 
H, [H] Enthalpy, Enthalpy mass matrix J 
i Iteration step index  
[I] Unit matrix (also called identity matrix)  
[J], |J| Jacobian matrix, Determinant of the Jacobian matrix  
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k, [κ] Heat conductivity,  heat conductivity matrix W/(mK) 
[K],[k] Global stiffness matrix, element stiffness matrix  
[𝐋] Derivative operator  
?̅? Surface unit vector   
N, [N] Shape functions, Shape function matrix  
p Thickness of the cross section in z direction.  m 
q Heat flux W/m
2 
Q Heat source term  
r, R Element and Global force vector in heat conduction  
t, Δt time, time-step s 
T Temperature in Kelvin K, °C 
v Poisson’s ratio  
V Volume of the domain m3 
x, y Spatial coordinates  
X Recrystallized portion of the element  
 Greek letters  
𝛿 Kronecker delta  
ε, ε Strain, strain vector  
𝜀𝑟𝑒𝑙𝑎 Relative permittivity  
ξ, η Isoparametric coordinates  
σ, σ Stress, stress vector Pa 
𝜎𝑆𝐵 Stefan-Boltzmann constant  
𝛤 Boundary of the domain  
ρ Density kg/m3 
φ, w Weight functions  
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1. Introduction 
Steel manufacturers are constantly in the search of new methods to gain an edge in the 
competitive market. One method to increase productivity, which is getting more and more 
interest [1], is to optimize the production line using modeling. This way the cooling of the 
process can simultaneously be optimized for best possible temperature distribution for hot 
rolling, and hot cracking and various other harmful phenomena can be avoided when the casting 
process is modeled prior to casting – or in the case of continuous casting, modeled in real time 
[2, 3].  
During steel continuous casting process, a crack in the solidifying shell can lead to significant 
economic losses and even danger to factory personnel as molten steel pours out of the crack in 
the shell. Cracks in the shell are not the only point of interest in continuous casting when 
modeling, however, as both continuous casting machine producers and users are interested in 
quality optimization, which means increasing the casting speed and decreasing the production 
costs. In addition, further expanding the feasible alloying options and improving the alloying 
accuracy, and more accurate control of the segregation of the elements are all areas of interest.  
The aim of this study was to create a Matlab code, which is able to predict the crack initiation in 
the continuously casted steel billet. Predicting the crack initiation can help avoid economic 
losses, which would be caused by a rupture in the billet. The prediction of cracks requires the 
simulation of the thermal and mechanical behavior of the continuously casted steel billet. This 
work was meant to supplement the previous studies on the heat transfer and microstructure 
development of continuous casting [4-6] with a more dedicated focus on the mechanical analysis 
of continuous casting. Matlab was chosen as the code environment due to its accessibility and 
the possibility to easily adapt sections of the working final model into other already existing 
continuous casting models. 
The modeling of the mechanical behavior includes the stresses and strains caused by the 
ferrostatic pressure of the molten cone within the billet, the supporting rolls, and gravity. In 
addition, creep, thermal strains and strains caused by phase transitions are also taken into 
account. The computational efficiency of the model is not treated in this study, only the accuracy 
and the reliability of the model. 
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2. Continuous Casting of Steel 
In this chapter, the basics of continuous casting and the various phenomena associated with it 
are shortly explained.  
In continuous casting, molten steel is poured into a bottomless mold, where it solidifies as in 
Figure 1. The caster can be curved as in Figure 1, or it can be vertically or horizontally straight – 
this work focuses on the 
curved set ups.  The cooling 
can be divided into primary 
cooling in the mold, 
secondary cooling through 
the use of water sprays, and 
tertiary cooling, where the 
billet cools due to airflow 
and radiation without 
purposeful cooling [7].  
The mold is water cooled and 
its purpose is to cool the molten steel rapidly enough for it to have a solid shell below the mold. 
In the secondary cooling zone below the mold, water jets and radiation further cool the shell. 
Other heat transfer during the process are the conduction of heat in the shell from the solid-
liquid interface into the boundary where the 
water jets cool the shell, and the convection 
within the steel melt cone, the length of which 
can be 10-20 meters below the mold depending 
on steel composition and the billet geometry. 
Heat transfer in the direction of the casting is 
minimal in relation to other directions.  
Below the mold, the billet is supported by rolls, 
which prevent excessive bulging of the shell 
due to ferrostatic pressure as in the concept image in Figure 2 [9]. Due to the fact that the billet 
Figure 1 Continuous casting process [8]. 
 
Figure 2 Concept image of bulging due to 
ferrostatic pressure between the rolls [9]. 
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moves in relation to the rolls, the maximum bulge is after the halfway point between two rolls 
[9].  
Stresses and strains are generated during casting due to five primary factors: the cooling of the 
billet generates thermal strains, bulging of the shell between the supporting rolls as in Figure 2, 
bending of the billet in curved casting machines, creep, and phase transitions. Because parts of 
the billet are relatively close to the melting point during most of the casting, the yield stress is 
very low, which in turn leads to plastic response. High temperatures cause the creep to be 
extremely rapid, which together with plastic material behavior dictate the behavior of the billet 
during the casting.  
The microstructure of the billet consists of columnar grains 
near the edges of the billet, and equiaxed grains in the 
center, such as in Figure 3. Microstructure of the billet can 
also be affected by segregation, which means an uneven 
distribution of elements in the billet. Segregation can be 
caused by bulging or solidification shrinkage in the late 
stages of solidification, in which case it is called centerline 
segregation [10]. Another cause for segregation is the 
different solubility of elements in liquid and solid phases; 
this can be problematic especially in the mushy zone in the 
interface between the solid and liquid phase [7].  
 
Figure 3 Cross section of a cast 
billet [10].  
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3. Literary Review 
This chapter includes the theoretical background for the modeling of continuous casting as well 
as a short summary of how continuous casting has been modeled in the past.  
The structure of this chapter is as follows: first the finite element method is summarized shortly, 
followed by an overview of literary works concerning the modeling of continuous casting. After 
these sections, the heat conduction and elasticity problems are discretized into finite element 
form. The treatment for multiple phases and plasticity are in the sections for temperature and 
elasticity modeling, respectively.  
3.1 The Finite Element Method 
The finite element method (FEM) is an efficient numerical method for solving physical problems 
in many different scientific fields, including but not limited to geology, aeronautical engineering, 
civil and mechanical engineering and metallurgy. The treatment in this chapter is limited to the 
point of view of metallurgy, specifically the modeling of heat transfer and stresses and strains.  
FEM is based on the idea that the domain of interest is divided into small elements, which consist 
of nodes where the variables of interest (temperature, displacement, stress or strain) are 
approximated. Mathematically, FEM is used to solve a partial differential equation and will 
include all the assumptions of this said model [11]. Hence, the choice of an appropriately 
accurate mathematical model is necessary.  
The steps of FEM analysis is the choice of mathematical model, the discretization of that model 
into the form solvable by FEM, and the application of FEM into that form of the model [11]. The 
application itself can still be divided into several sub steps: the division of the domain into 
elements (1), forming of the governing equations for the elements (2), assembling the equations 
into a system of equations (3), solving the equations (4) and post processing (5) [11].  
Only the basic principles of FEM are explained in this section. In finite element method, the 
domain of interest is divided into small elements, as mentioned before. The properties of these 
elements, such as temperature, enthalpy, Young’s modulus and so on, are calculated or known 
at the nodes, but they can be interpolated anywhere in the element. These nodes are always 
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present in the corners of the element, and depending on the element type used, can also be 
present at the edges and within the element [12]. A simplified element grid is presented in Figure 
4, where a quadrilateral domain (in blue) is divided into four quadrilateral elements. This and 
the following sections will always use quadrilateral elements as examples as they were used in 
actual modeling in section 4. The circles highlight the nodes at the corners of the element. The 
corner nodes of the mesh only belong to one element. The other boundary nodes belong to two 
elements and the nodes within the domain belong to four elements, contributing to the 
properties of all of them.  
 
Figure 4 A simplified element grid with four quadrilateral elements and four nodes in each 
element. 
Above in Figure 4 the elements are symmetric rectangular shapes: this is not a requirement and 
in practice there is very little limitation on the shape of the elements. However, the elements 
are more accurate the closer their height and width dimensions are to each other – that means 
that square elements are the most accurate two dimensional quadrilateral elements and 
equilateral triangles would be the most accurate triangular elements [12, 13].  
When modeling linear phenomena, such as small displacements or strains in elastic range or the 
conduction of heat, FEM practically means solving a system of linear equations. When modeling 
includes more complicated phenomena, such as heat conduction with phase change or radiation 
at the boundaries, the equations are no longer linear and the solutions for the equations have 
to be iterated. These iteration schemes will be shortly explained in the following sections when 
iteration is necessary.  
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Finite element method usually includes an error when compared to analytical answer on itself, 
despite the fact that in many problems the analytical answer can be reached in practice using 
FEM. The possible sources of error and inaccuracies are summarized here.  
Modeling errors are differences between the physical system and the mathematical model [12]. 
These are difficult to avoid completely as simplifications in mathematical model always include 
some modeling errors. In this model, plane strain assumption in continuous casting could be 
called modeling error, as in reality the billet is not infinite in length as the plane strain assumes.  
Discretization error means the error caused by representing the infinite number of degrees of 
freedom in continuous mathematical or physical model as a finite number of degrees of freedom 
in FEM [12]. 
The material parameters used will always include errors, as they are fit to some experimental 
data. The experiments themselves will include error, and as the results of those experiments are 
generalized into a linear relationship, for example, the generalization will introduce additional 
error.  
Round-off error is caused by the fact that computer programs treat only a finite number of 
decimals [12]. Double accuracy primarily used in this work, for example, saves numbers with 16 
decimal places. The round-off error is usually orders of magnitudes smaller than any other error 
in modeling. 
Two additional error types exist, and those are derived from the previous three: Inherited error 
is the sum of previous discretization and round-off errors at any point during computation, and 
manipulation error refers to round-off errors during an algorithm [12]. Though round-off errors 
are small, manipulation errors can be significant during computations. During FEM modeling, 
inherited error can be significant when adding the thermal conductivities or stiffness’s of the 
elements into global matrix, and manipulation errors are produced by solving the linear systems 
of equations [12].   
A few conclusions about the errors in finite element analysis, the derivation of which can be 
found elsewhere [12]: the error in displacements, or temperatures, is the smallest near the 
nodes and the error in stresses or strains is the smallest within the element near the Gauss 
integration points (appendix) [12]. In addition, singularities can and will occur in elastic and 
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especially in plastic analysis near corners and crack tips – these singularities usually manifest as 
infinitely increasing stresses as the element size is decreased [12]. However, usually these 
singularities do not prevent convergence towards the correct solution [12].  
3.2 The Modeling of Continuous Casting 
This chapter includes a short summary of how continuous casting has previously been simulated 
in literature. The nature of continuous casting itself is not treated in detail; the focus of this 
chapter is on the modeling of the continuous casting process. 
Continuous casting includes various complicated phenomena, which make it difficult to model. 
These include gas bubbles in the melt, slag-steel interactions, dissolved elements, bending and 
straightening, material behavior near melting point and the turbulent flow caused by the entry 
nozzle [1, 14, 15]. The modeling of all of these and other phenomena in a single model is 
extremely challenging and not even necessary. It is common in literature to focus on few 
phenomena of interest and significantly simplify or even completely ignore the rest [1]. What 
follows is a short summary of the simplifications used and practical choices made in literature. 
Complete 3D models of the continuous casting process are rare in literature, though not non-
existent. Such treatments are often more focused on the computational speed of the modeling 
than on the actual model itself, such as the model of Klime et al [16], which focused on using 
GPU resources in modeling in addition to CPU. Another 3D example is the model by Si et al [17], 
where they treated the molten steel with a finite difference model and the solid shell with a 
finite element method.  
2D models of continuous casting are far more common, and they can be divided into two 
categories: slice models as in Figure 5, and side-view models as in Figure 6 [2]. In the slice 
method, a cross-section of the billet, or a small part of it, is treated as it moves through the 
process. This point of view is enabled by the fact that thermal gradients are negligible in the 
casting direction when compared to other directions [2]. This methodology, however effective 
in thermal analysis, prevents accurate handling of bulging [2]. The slice method applies the 
Lagrangian frame of reference, as the FEM grid moves along with the object of interest.  
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Models of the slice 
method often focus in 
the mold area or the 
primary cooling section, 
and such work has been 
performed by Koric et al 
[18], Heung Nam Han et 
al [19] and Li et al [3, 26], 
just to name a few.  
The other point of view, 
the side view, applies the 
Eulerian frame of reference, where the object of interest moves in relation to the grid as in 
Figures 6 and 7. This methodology enables more accurate modeling of the bulging of the billet 
between the supporting rolls [2]. On the other hand, the computational expense is far greater 
as there are far more elements than in the slice method.  
Figure 6 shows how the modeled domain expands as a function of time when simulating the 
beginning of continuous casting. In the beginning (t=0 min in Figure 6) the molten steel is poured 
into the continuous casting machine, where its expansion is limited by a nominal casting speed. 
As the casting process progresses, the billet cools and solidifies and after 24 minutes a significant 
portion of the billet is completely solid. In a steady state process, however, there will be a molten 
cone present within the billet up to 2/3 of the length of the casting machine, depending on the 
casting machine and steel grade produced. 
Figure 5 Concept image of the Cross section method, or Lagrangian 
frame of reference [18]. The analysis domain highlighted in red can 
only be a small area as in this figure or cover the whole cross 
section, depending on the focus of the study. 
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Figure 6 An example image of a side view model [2]. This view was from the work of Bellet et 
al, where they created a model capable of simulating non-steady state situations, such as the 
beginning of modeling in this figure. 
Figure 7 is a more detailed image of a situation similar to in Figure 6. The molten cone is visible 
as a pressure free zone in the middle of the billet. The pressure (and the stress) is the highest 
under the rolls and in the mushy zone.  
Models which have used this point of view include Fachinotti et al [20], which focused on the 
modeling of macro segregation and the solidification of binary alloys in addition to studying the 
mushy region during the secondary cooling and how the bulging effects the mushy region. Kelly 
et al [21] studied the mold and the interactions between the mold and the billet, including the 
effects of the air gap between them. Others who used this method include Janik et al [22] and 
Kajitani et al [23].  
Phenomena which are caused by the contact between the mold and the billet include friction 
and the strains which it causes, possible imperfections in the shell and non-uniform temperature 
gradients which may lead to a different temperature histories for the shell, which can lead to 
different shell thicknesses in different locations [1, 14, 19, 24]. The air gap between the shell 
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and the mold due to the shrinkage of the billet and the formation of the gap has been simplified 
in various methods and it has also been the primary focus of some studies [21]. Many studies 
use special boundary conditions to account for the imperfect contact between the mold and the 
billet [18, 24], and some authors have taken the mold flux film into account through thermal 
resistance calculations [19].  
 
Figure 7 An example of a side view model. This view is from the work of Brian et al [25], in which 
they introduced a thermomechanical model capable of hot tearing analysis. The elements are 
extremely small, as can be seen in the upper left image. 
The supporting rolls are usually treated as boundary conditions in mechanical analysis, though 
some authors have modeled the behavior of the rolls as well. Janik et al [22], for example, 
modeled the rolls, which enabled more accurate modeling of the roll-slab contact and the 
stresses that developed in the shell during casting [22]. In thermal analysis, the contact with the 
supporting rolls and its effect on the cooling can be omitted [2], though detailed work has been 
performed in how to include that into the continuous casting models [26].  
The density of steel is generally assumed constant to maintain constant mass in thermal 
modeling [3]. In mechanical analysis, some change in density is taken into account in the form 
of thermal linear expansion [3, 11]. Poisson’s ratio is usually assumed constant [3, 23, 24].  
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The liquid elements can be ignored completely [2, 27], but that is not the only possible course 
of action. The molten elements are sometimes given a certain yield strength (such as 0.01 MPa) 
and elastic modulus, (such as 14 GPa) to enable some crude form of fluid flow modeling [3, 27]. 
In some cases, extremely rapid creep is installed into the liquid elements to enforce negligible 
liquid strength [3, 27]. This rapid creep treatment enables the simplified modeling of the liquid 
flows, making the prediction of hot-tear cracks more accurate [27].  
Usually the models in literature do not take microstructure into account, i.e. they do not model 
the forming of dendritic arms during solidification. This leads to a variety of necessary 
simplifications. For example, “solid material” is not entirely straightforward definition, as the 
solidifying dendrite arms start to touch each other when the solid fraction reaches 70 %, which 
is sometimes used as the definition for solid when determining if the element is treated as liquid 
or solid [3, 27]. This method, obviously, requires the code to treat the different phases as 
fractions. However, simple definition of solid through temperature, solidus and liquidus is still 
more common than this method. In addition, despite the pillar-like structure of the billet or slab, 
the material is generally assumed to be isotropic [18, 27]. 
In addition to these, a number of other phenomena, such as thermal distortion of the mold, 
solidification of the shell in non-equilibrium and non-uniform removal of the super heat from 
the solid-liquid interface [1, 25, 27] and still other related aspects have been studied, but they 
are well beyond the scope of this study. 
3.3 The Modeling of Heat Transfer 
This chapter includes the FEM formulation for temperature, a short discussion on the treatment 
of phase change and the boundary conditions used in literature.  
A transient heat conduction problem can be expressed as differential equation 
 
𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
= ∇ ∙ (𝑘∇𝑇) 
(1) 
 where 𝑇 is temperature, 𝑡 is time, 𝜌 is density, 𝑐𝑝 is the heat capacity and 𝑘 the thermal 
conductivity. This equation is multiplied by scalar function 𝜑 and integrated over the volume 𝑉 
in equation (2) [12]. 
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∫𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
𝜑 𝑑𝑉 = ∫𝜑∇ ∙ (𝑘∇𝑇) 𝑑𝑉 
(2) 
The right hand side term is reformulated in equation (3). 
 
∫𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
 𝑑𝑉 = ∫∇ ∙ (φk∇𝑇) 𝑑𝑉 − ∫∇𝜑 ∙ 𝑘∇𝑇 𝑑𝑉 
 
(3) 
The first term on the right hand side is changed into a surface integral over surface Γ with Gauss 
theorem [12]. The n̅ in equation (4) is the surface unit normal vector. 
 
∫𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
𝜑 𝑑𝑉 = ∫ n̅ ∙ (φk∇𝑇) 𝑑Γ −∫∇𝜑 ∙ 𝑘∇𝑇 𝑑𝑉 
(4) 
Here the surface integral over Γ represents different boundary conditions. If the temperature is 
known at the boundary (known as Dirichlet boundary condition), the surface integral simply 
vanishes [12], which is assumed at this point. The other boundary conditions are treated later. 
Now the heat equation becomes  
 
∫𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
𝜑 𝑑𝑉 = −∫∇𝜑 ∙ 𝑘∇𝑇 𝑑𝑉 . 
 
(5) 
Now we discretize the equation by inserting polynomial approximations in equation (6) into the 
equations to replace the scalar function 𝜑. At this step the domain 𝑉 is approximated by 𝑛 
elements. 
 𝜑 = 𝑁𝑗
𝑇 =∑𝑁𝑖
𝑛
𝑖=1
𝑇𝑖
𝑘 =∑𝑁𝑖
𝑛
𝑖=1
𝑘𝑖
 (6) 
Here the shape functions 𝑁𝑖  are a function of the spatial coordinates only. Isoparametric 
elements are generally used in the actual modeling. Isoparametric elements and their use is 
explained in the appendix. Inserting equations (6) into equation (5), we get  
 
∑∫𝜌𝑐𝑝
𝜕𝑁𝑖𝑇𝑖
𝜕𝑡
𝑁𝑗 𝑑𝑉
𝑛
𝑖=1
= −∑∫∇𝑁𝑗 ∙ (Niki∇𝑁𝑖𝑇𝑖) 𝑑𝑉
𝑛
𝑖=1
. 
(7) 
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The time derivative on the left hand side of equation can be treated in many different ways. 
These are well documented in many sources [2, 12]. In this case implicit time integration is used, 
as in equation (8). Here the superscript n+1 refers to the new time step where temperatures are 
to be solved and n the values of the previous time step where values are known. 𝛥𝑡 is the time 
difference between the two time steps. 
 𝜕𝑇𝑖
𝜕𝑡
=
𝑇𝑖
𝑛+1 − 𝑇𝑖
𝑛
𝛥𝑡
 
(8) 
By inserting the Implicit Euler backward integration in (8) to (7) we get equation (9).  
 
∑∫𝜌𝑐𝑝
𝑇𝑖
𝑛+1 − 𝑇𝑖
𝑛
𝛥𝑡
𝑁𝑖𝑁𝑗 𝑑𝑉
𝑛
𝑖=1
= −∑∫∇𝑁𝑗 ∙ (Niki∇𝑁𝑖𝑇𝑖
𝑛+1) 𝑑𝑉
𝑛
𝑖=1
 
 
(9) 
Let us move the unknown temperatures 𝑇𝑖
𝑛+1 to the left hand side and the known 𝑇𝑖
𝑛 to the 
right hand side. 
 
(∑∫𝜌𝑐𝑝
1
𝛥𝑡
𝑁𝑖𝑁𝑗 𝑑𝑉
𝑛
𝑖=1
+∑∫∇𝑁𝑗 ∙ (Niki∇𝑁𝑖) 𝑑𝑉
𝑛
𝑖=1
)𝑇𝑖
𝑛+1
=∑∫𝜌𝑐𝑝
𝑇𝑖
𝑛
𝛥𝑡
𝑁𝑖𝑁𝑗  𝑑𝑉
𝑛
𝑖=1
 
 
(10) 
Equation (10) can also be marked using matrix notation as  
 
(
1
𝛥𝑡
[𝑪] + [𝑲])𝑻𝑛+1 =
1
𝛥𝑡
[𝑪]𝑻𝑛 
(11) 
which will primarily be used in this work. Here [𝑪] is called mass matrix, and [𝑲] is called the 
stiffness matrix. 
Previously the boundary term was ignored as it was assumed to be zero, as it does in the case 
of Dirichlet boundary condition – which means that the temperature is known and prescribed 
at the boundary. Here the other boundary conditions are discretized into Finite Element form, 
such as equation (11). The dependency of heat conduction coefficient k on temperature is not 
taken into account in these treatments to enable clearer notation.  
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Neumann boundary condition specifies a known heat flux 𝑞 over the boundary Γ in equation 
(12). 
 −(𝑘∇𝑇) = 𝑞   (12) 
As before, let us multiply with scalar function 𝜑 and integrate over the boundary Γ. 
 
∫−𝑘(𝜑∇𝑇) 𝑑Γ = ∫𝜑𝑞 𝑑Γ 
(13) 
Discretizing with shape functions, equation (13) becomes  
 
∫𝜑𝑞 𝑑Γ = ∫𝑁𝑗𝑞 𝑑Γ. 
(14) 
Using matrix notation equation (14) becomes  
 
−∫𝑁𝑗𝑞 𝑑Γ = ∫𝑵𝑞 𝑑Γ. 
(15) 
Convection boundary condition, which is also called Robin boundary condition, means that the 
structure of interest is either cooled or heated through a medium, such as water or air. The 
efficiency of convection boundary condition is dictated by both the convective heat transfer 
coefficient ℎ, and the temperature difference between the medium 𝑇𝑒𝑥𝑡 and the temperature 
of the boundary 𝑇𝑖. Convective heat transfer adds terms both on the right hand and left hand 
sides of equation (11), as it has an effect both on the stiffness matrix of the element and on the 
source vector [12]. 
Robin boundary condition specifies a convective heat transfer boundary (16). 
 ?̅? ∙ (𝑘∇𝑇) = ℎ(𝑇 − 𝑇𝑒𝑥𝑡) (16) 
Multiplying with scalar function 𝜑 and integrating over the boundary Γ we receive equation (17). 
 
∫n̅ ∙ (φk∇𝑇) 𝑑Γ = ∫𝜑ℎ(𝑇 − 𝑇𝑒𝑥𝑡)   𝑑Γ 
(17) 
Now equation (17) is discretized using shape functions in equation (6). 
 
∫𝜑ℎ(𝑇 − 𝑇𝑒𝑥𝑡)  𝑑Γ =∑∫𝑁𝑗ℎ(𝑁𝑖𝑇𝑖 − 𝑇𝑒𝑥𝑡)  𝑑Γ
𝑛
𝑖=1
 
(18) 
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Here the sum is necessary only on the boundary, as the driving force of the convective cooling 
is the temperature difference of the surface and the surrounding.  Dividing into multiples of 
known and unknown forms of T (𝑇𝑒𝑥𝑡 and 𝑇𝑖
𝑛+1) we get equation (19).  
 
∑∫𝑁𝑗𝑁𝑖ℎ𝑇𝑖
𝑛+1 𝑑Γ
𝑛
𝑖=1
+∫−𝑁𝑗ℎ𝑇𝑒𝑥𝑡 𝑑Γ
=  ∫𝑵ℎ𝑵𝑇 𝑑Γ 𝑻𝑛+1 −∫𝑵ℎ𝑇𝑒𝑥𝑡 𝑑Γ 
 
(19) 
Here 𝑇𝑒𝑥𝑡 is simply a scalar value of the temperature of the cooling medium. The convective 
heat transfer coefficient ℎ is usually treated as known based on some experiments [22], though 
some authors prefer to calculate it themselves using different parameters, such as the water 
velocity from the cooling sprays and the hydraulic diameter of the slot [19, 24]. In this work, 
different values for ℎ were used according to other literary works, which are listed in section 5.  
The fourth kind of boundary condition is radiation. In this work radiation boundary condition 
was treated in combination with convection, as both are present on the boundaries of the cast 
billet or slab. The form for radiation boundary condition is 
 −?̅? ∙ (𝑘∇𝑇) = 𝜎𝑆𝐵𝜀𝑟𝑒𝑙𝑎  {(𝑇
𝑛+1)4 − 𝑇𝑒𝑥𝑡
4 } (20) 
where 𝜎𝑆𝐵 is the Stefan-Boltzmann constant (5.670×10
−8 W m−2 K−4) and 𝜀𝑟𝑒𝑙𝑎 is the relative 
permittivity. The equation (20) is problematic as it includes fourth-order exponent of the 
unknown 𝑇𝑛+1; but it can be manipulated into more manageable form in equation (21) [28]. 
 −?̅? ∙ (𝑘∇𝑇) = 𝜎𝜀{(𝑇𝑖
𝑚)3 + (𝑇𝑖
𝑚)2𝑇𝑒𝑥𝑡 + 𝑇𝑖
𝑚𝑇𝑒𝑥𝑡
2 + 𝑇𝑒𝑥𝑡
3 }(𝑇𝑖
𝑚+1 − 𝑇𝑒𝑥𝑡)
= ℎ𝑒𝑓(𝑇𝑖
𝑚+1 − 𝑇𝑒𝑥𝑡) 
(21) 
Here the superscript m refers to the previous iteration step and m+1 to the next iteration step 
the temperature of which is to be solved. At the end of iteration, when convergence is achieved, 
𝑇𝑖
𝑚+1 practically equals 𝑇𝑖
𝑚 (appendix, 8.2).  The effective convective term, ℎ𝑒𝑓, is only 
dependent on the previous iteration step, and there is only a first-order term of the current 
iteration step m+1 in the right hand term, enabling the equations to be solved with linear solving 
algorithms [28].  
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This method of using radiation boundary condition is iterative and requires several iterative laps 
to reach convergence.  
As there is both convection and radiation on the boundaries of the slab or billet, the effective 
heat transfer coefficient of radiation ℎ𝑒𝑓 can simply be added to the heat transfer coefficient of 
convection from the cooling water sprays, which is simply marked as ℎ. 
Now that we have a computable form for all boundary conditions, the final equation can be 
presented as in equation (22).  
 
([𝑲] +
1
𝛥𝑡
[𝑪])𝑻𝑚+1 = 𝑹+
1
𝛥𝑡
[𝑪]𝑻𝑛 
(22) 
Here [𝑲] is the previously mentioned stiffness matrix, sometimes called diffusivity matrix or 
heat conduction matrix, [𝑪] is a mass matrix which includes enthalpy or heat capacity and 𝑹 
includes properties from boundary conditions – these are further explained below. 𝑻𝑚+1  is the 
new temperature vector which is being solved. 
The global diffusivity matrix is formed using the diffusivity matrices of the elements, which are 
generated using equation (23) [12, 15]. The assembly of the element specific matrices into a 
global matrix is explained in the text books of Cook et al and Fish et al [12, 29], and will not be 
elaborated here. The global matrices [𝑪] and 𝑹 are generated in a similar fashion.   
 [𝒌] = ∫[𝑩]𝑇[𝜿][𝑩] 𝑑𝑉 +∫𝑵ℎ𝑵𝑇 𝑑𝛤 
(23) 
The matrix [𝑩] is includes the spatial derivatives of the shape functions [12, 13]. In the case of 
temperature, it can be expressed as in equation (24) assuming a four-noded quadrilateral 
element [12]. 
 
[𝑩] =
[
 
 
 
𝜕𝑁2
𝜕𝑥
𝜕𝑁2
𝜕𝑥
𝜕𝑁3
𝜕𝑥
𝜕𝑁4
𝜕𝑥
𝜕𝑁1
𝜕𝑦
𝜕𝑁2
𝜕𝑦
𝜕𝑁3
𝜕𝑦
𝜕𝑁4
𝜕𝑦 ]
 
 
 
 
(24) 
In the case of two dimensional analysis, this can be marked as equation (25) [12, 13, 29]. 
 [𝑘] = ∫∫[𝑩]𝑇[𝜿][𝑩]𝑝 𝑑𝑥 𝑑𝑦 + ∫𝑵ℎ𝑵𝑇 𝑑𝛤 
(25) 
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Where 𝑝 is the thickness in the z direction. In practice, isoparametric formulation is used 
(appendix). In the case of isotropic heat conduction, which is always assumed in this work, [𝜿] 
is  
 [𝜿] = 𝑘 [
1 0
0 1
]. (26) 
Here k is the heat conduction coefficient, which is a function of temperature [12].  
𝑵 is the shape function matrix, which is presented in equation (27). 
 𝑵 = [𝑁1 𝑁2 𝑁3 𝑁4]
𝑇 (27) 
The shape functions N1-4 are functions of the coordinates 𝑥 and 𝑦, which in practice depend on 
the integration point used in Gauss quadrature [12], which is explained in appendix 8.3.  
The mass matrix [𝒄] of a single element is generated using equation (28) [12]. 
 [𝒄] = ∫𝑵𝜌𝑐𝑝𝑵
𝑇 
(28) 
The expression used in this work for R of a single element is  
 
𝒓 = ∫𝑵𝑞 𝑑𝛤 + ∫𝑵ℎ𝑇𝑒𝑥𝑡  𝑑𝛤. 
(29) 
Here 𝑞 is associated with Neumann boundary condition and h is the heat convection coefficient. 
𝑇𝑒𝑥𝑡 is the temperature of the convective material which cools or heats the structure on the 
boundary 𝛤. 𝑞 is always zero in this work, as only convective, symmetry and radiation boundary 
conditions are used in this work.  
 
The formulation for the temperature modeling will change slightly from equation (22) when 
multiple phases are present during modeling. The iron rich end of the iron-carbon phase diagram 
is presented in Figure 8 [29]. It is obvious from Figure 8 that at least two phase transitions occur 
for steels during continuous casting, which has an approximate temperature range of 900-1600 
°C. These phase transitions are liquid to austenite (L->γ) and austenite to ferrite (γ->α). In the 
case of low carbon steels (such as the blue line in Figure 8), delta ferrite δ will also be present in 
high temperatures between the austenite and liquid phases.  
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Figure 8 Iron Carbon phase diagram [31]. The green and blue lines represent roughly 0,85 w-% 
Carbon and roughly 0,02 w-% carbon steels respectively .  
When treating simulation problems with several phases, the elemental grid can either be fixed 
or variable. In fixed grids, the elements and nodal coordinates are created only once, and the 
phase changes occur within the elements – a single element can then include both solid and 
liquid phases, for example [32]. On the other hand, in variable grid methods the grid is changed 
in each iteration step so that the phase boundary always coincides with an element boundary 
[32]. The variable grid methods are computationally much more expensive and they are more 
difficult to program. Hu et al [32] presented that a fixed grid in combination with the enthalpy 
method can be sufficient when modeling phase change, despite the fact that a variable grid 
would be more accurate. Fixed grid has been used in this work.  
In the enthalpy method, enthalpies, 𝐻 or [H], replace the heat capacities, cp or [C] in the FEM 
formulation. Enthalpy is a function of temperature only, which enables its use without drastically 
changing the equation (11).  
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The enthalpy formulation used in this work is based on the article of Swaminathan et al [33]. 
Only Dirichlet boundary condition is treated here, as full enthalpy formulation with precise 
treatment of Robin or Neumann boundary conditions would lead to excessively long and 
unnecessarily complex equations. 
Let us form a volume integral (30), which has already been multiplied with weight function φ. 
 
∫
𝜕𝜌𝐻
𝜕𝑡
𝜑 𝑑𝑉 = −∫∇φ ∙ (𝑘∇𝑇)  𝑑𝑉 
(30) 
The enthalpy is discretized similarly in relation to time as temperature was in the previous 
section using backward Euler differentiation. 
 
∫
𝜕𝜌𝐻
𝜕𝑡
𝜑 𝑑𝑉 = ∫𝜌
(𝐻𝑖
𝑛+1 −𝐻𝑖
𝑛)
𝛥𝑡
𝜑 𝑑𝑉 
(31) 
Let us use index m to describe the iteration step. The iteration superscript m is looped within 
each time step. At the end of a single time step, when convergence (appendix 8.2) has been 
achieved, 𝐻𝑖
𝑛+1 is equal to 𝐻𝑖
𝑚+1 and 𝐻𝑖
𝑚. Within the m-iteration loop, the enthalpies 𝐻𝑖
𝑚+1 are 
candidates for the new value of 𝐻𝑖
𝑛+1.  
Enthalpy can be linearized in relation to temperature as in equation (32) [32].  
 
𝐻𝑖
𝑛+1 = 𝐻𝑖
𝑚+1 = 𝐻𝑖
𝑚 + (
𝑑𝐻
𝑑𝑇
)
𝑖
𝑚
𝑑𝑇 = 𝐻𝑖
𝑚 + (
𝑑𝐻
𝑑𝑇
)
𝑖
𝑚
(𝑇𝑖
𝑚+1 − 𝑇𝑖
𝑚) 
(32) 
This is implemented into equation (31). 
 
∫𝜌
(𝐻𝑖
𝑛+1 −𝐻𝑖
𝑛)
𝛥𝑡
𝜑 𝑑𝑉 = ∫𝜌
(𝐻𝑖
𝑚 + (
𝑑𝐻
𝑑𝑇)𝑖
𝑚
(𝑇𝑖
𝑚+1 − 𝑇𝑖
𝑚) − 𝐻𝑖
𝑛)
𝛥𝑡
𝜑 𝑑𝑉 
(33) 
Let us separate the variables 𝑇𝑖
𝑚+1 and 𝑇𝑖
𝑚 into different sides. Here 𝑇𝑖
𝑚+1 is the unknown 
variable and 𝑇𝑖
𝑚 is the last known value.  
 
∫𝜌
(
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝑇𝑖
𝑚+1
𝛥𝑡
𝜑 𝑑𝑉
= −∫𝜌
𝐻𝑖
𝑚 −𝐻𝑖
𝑛 + (
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝑇𝑖
𝑚
𝛥𝑡
𝜑 𝑑𝑉 − ∫∇φ ∙ (𝑘∇𝑇)  𝑑𝑉 
(34) 
 26 
 
Equation (34) above is discretized into finite element form by using shape functions for all 
variables as in equation (35). 
 
𝑇𝑖 =∑𝑁𝑖𝑇𝑖
𝑙
𝑖=1
𝜑 = 𝑁𝑖
𝐻𝑚 =∑𝑁𝑖𝐻𝑖
𝑚
𝑙
𝑖=1
𝐻𝑛 =∑𝑁𝑖𝐻𝑖
𝑛
𝑙
𝑖=1
𝑘𝑚 =∑𝑁𝑖𝑘𝑖
𝑙
𝑖=1
 (35) 
As before, the shape functions 𝑁𝑖  are functions of 𝑥 and 𝑦.  
 
∑∫𝜌
𝑁𝑖 (
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝑁𝑖𝑇𝑖
𝑚+1
𝛥𝑡
𝑁𝑗  𝑑𝑉
𝑙
𝑖=1
= −∑∫𝜌
𝑁𝑖𝐻𝑖
𝑚 −𝑁𝑖𝐻𝑖
𝑛 +𝑁𝑖 (
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝑁𝑖𝑇𝑖
𝑚
𝛥𝑡
𝑁𝑗  𝑑𝑉
𝑙
𝑖=1
−∑∫∇𝑁 ∙ [𝑁𝑖𝑘∇𝑁𝑖𝑇𝑖
𝑚+1] 𝑑𝑉
𝑙
𝑖=1
 
(36) 
At this point, it is simpler to move on to matrix notation. Equation (36), which is valid for any 
point in an element, is in matrix notation in equation (37), which is valid globally. In addition, we 
move all 𝑻𝑚+1 terms to the left hand side of the equation. 
 [𝑯]1 𝑻
𝑚+1 + [𝐊]𝑻𝑚+1 = [𝑯]2𝑻
𝑚 (37) 
 
[𝒉]1 = ∫𝜌
𝑵(
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝛥𝑡
𝑵  𝑑𝑉 
(38) 
 
[𝒉]2 = ∫−𝜌
𝑵𝐻𝑖
𝑚 −𝑵𝐻𝑖
𝑛 +𝑵(
𝑑𝐻
𝑑𝑇)𝑖
𝑚
𝛥𝑡
𝑵   𝑑𝑉 
(39) 
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Global matrices [𝑯]1 and [𝑯]2 have been assembled from elemental matrices [𝒉]1 and [𝒉]2. 
[𝐊] is the global heat conduction matrix assembled from the local matrices [𝐤], which has 
previously been defined in equation (23). Equation (37) can be reformed into 
 ([𝑯]1 + [𝐊]) 𝑻
𝑚+1 = [𝑯]2𝑻
𝑚. (40) 
Now the new iteration value m+1 for enthalpy can be solved using equation (32)  [33]. 
This new enthalpy is calculated in every node. As the derivative of the enthalpy-temperature 
plot changes as a function of temperature, it is possible that the new iterated value of 
temperature is not on the plot. Let us imagine a situation as in Figure 9. We must fix the 
temperature back to the plot from point A. This can be done by solving for 𝑇𝑖
𝑚+1 from equation 
(41). 
 
𝐻𝑖
𝑚+1 −𝐻0 = (
𝑑𝐻
𝑑𝑇
)
2
(𝑇𝑖
𝑚+1 − 𝑇0) (41) 
Here 𝐻0 and 𝑇0 denote known values between phases, such as at the intersection of linear 
sections 2 and 3 in Figure 9. The (
𝑑𝐻
𝑑𝑇
)
2
used is from the curve, as in point A in Figure 9, the (
𝑑𝐻
𝑑𝑇
)
2
 
from the steeper curve, marked “2”, would be used. The equation for fixing 𝑇𝑖
𝑚+1 back to the 
curve as in Figure 9 is 
 
𝑇𝑖
𝑚+1 =
𝐻𝑖
𝑚+1 − 𝐻0
(
𝑑𝐻
𝑑𝑇)2
+ 𝑇0. (42) 
This method of fixing temperature can be replaced by fixing the enthalpy back to the plot if there 
is a phase-change area where the slope previously was much steeper than currently. In these 
situations, it is better to change the enthalpy as in point B in Figure 9, because if the temperature 
was altered it might change by dozens of degrees and cause problems in further iteration laps.  
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The different phases affect all data, be it mechanical or thermal properties. Most of this data is 
easy to implement for different phases and require no explanation here, but thermal 
conductivity is slightly more problematic. 
The thermal conductivity of steel is a function of temperature, which is easily treated in practice 
by having it be a polynomial or a piecewise linear function of temperature. In liquid phase, 
however, both thermal conduction and convection are present, convection being by far the 
dominant term [24]. Previously in this section it was mentioned that this work uses fixed grid 
method, where the mesh is not changed depending on the location of the liquid-solid interface. 
To account for convection, the thermal conductivity of the liquid phase is manually increased. 
The thermal conductivity of the liquid phase is commonly multiplied by a number in the range 
2-6 [22, 24, 27].  
 
 
Figure 9 Enthalpy – temperature plot. The dashed lined represents temperature solutions 
in modeling and the arrows the fixing step. Generally, the temperature is altered in the 
fixing step, as in point A, but after phase change where there was a very large heat 
capacity dH/dT, enthalpy is altered instead, as in point B. 
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3.4 The Modeling of Elasticity, Plasticity and Creep 
Four major factors cause strain in continuous casting: external mechanical loads, creep, heat 
expansion and phase transformations [11]. The treatment of phase transformations can be 
combined with heat expansion, as the volume change of austenite-to-ferrite corresponds with 
a change of 150°C in temperature [2], but this still leaves three separate strains to be dealt with. 
In addition to several sources of strain, yielding and plastic material behavior has to also be 
considered, as the yield strength of steel is extremely low in the temperatures of continuous 
casting.  
In Figure 10, a stress strain plot of a tensile strength test is presented. Elastic material behavior 
occurs between point 0 and 1. Elastic region behaves in linear fashion, which enables its rather 
straightforward modeling [12]. When an external load is removed, if the material response 
stayed in the elastic region, the material will return to its original shape. 
Plastic material behavior beyond point 1, on the other hand, means that when the external load 
is removed, the material no longer returns to its original shape [34]. In the plastic range between 
points 1 and 3 in Figure 10, the material behavior is nonlinear [12]. Creep is the slow deformation 
of material under constant load due to high temperature [30]. Concept image of creep is 
 
Figure 10 A simplified stress-strain plot of a one dimensional tensile 
strength test. Point 1 signifies the yield stress, point 2 ultimate tensile 
strength and point 3 the fracture point. 
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presented in Figure 11 [30]. Creep can be divided into three phases: primary creep between 
points 0 and 1, linear secondary creep between 1 and 2 and tertiary creep beyond point 2. Of 
these three usually only the secondary creep is modeled, as the behavior of both primary and 
tertiary creep is highly complex [35]. 
 
Creep is dependent not only on stress or temperature but also on strain rate which is caused by 
external loads [35]. The effect of external strain rate is similar to the effect of stress, where 
higher strain rates cause more significant creep strain [35]. Creep is also highly dependent on 
the elemental composition and microstructure, as both of these affect the dislocation 
movement mechanisms immensely [35].  A more in-depth treatment of creep is beyond the 
scope of this work, but interested readers are referred to the work of Frost et al [35]. 
3.4.1 Finite Element Formulation for Mechanical Problems 
In mechanical problems, the stresses σ and strains ε are usually the primary point of interest. 
These are used to determine the load, which would cause material failure, which again can take 
 
Figure 11 The effect of stress or temperature on creep strain rate [30]. The strain rate 
increases with increasing stress and temperature on all areas of creep: primary (0-1), 
secondary (1-2) and tertiary (2-X).  
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the form of cracks or yielding and deformation of material. Neither stresses nor strains, 
however, can be directly computed using finite element analysis, but first the displacements of 
the domain have to be calculated.  
In the modeling of continuous casting, it can be assumed that the strains and displacements 
remain small, which eliminates the need to consider geometrical nonlinearities. As cracks will 
form during solidification when strains exceed only a few percent, the small displacement 
assumption will not be compromised [18]. 
Here only the most basic equations related to mechanical FEM analysis are presented, a more 
in depth treatment can be found in the appendices. 
The global system of equations is presented in equation (43).  
 [𝑲]𝒅 = 𝑭. (43) 
Here [𝑲] is the global stiffness matrix, 𝒅 is the displacement vector and 𝑭 includes the nodal 
forces. This equation is used to solve for the displacements 𝒅, which again can be used to 
calculate the strains (47) and stresses (48).  
The elemental stiffness matrices are generated with equation (44). The procedure of combining 
element matrices into global matrices is not presented here, but it is well documented in the 
text books of Cook et al [12] and Fish et al [29].  
 [𝒌𝒆] = [𝒌] = ∫[𝑩]𝑻[𝑫][𝑩] 𝑑𝑉 (44) 
In the case of the nodal forces, the effect of external boundary forces, internal forces and body 
forces are separated into different vectors, which can be determined using equations (45). 
 𝒇 = 𝒇𝑏𝑜𝑢𝑛𝑑 + 𝒇𝑖𝑛𝑡 + 𝒇𝑏𝑜𝑑𝑦
𝒇𝑏𝑜𝑢𝑛𝑑 = ∫[𝑵]
𝑇𝒈 𝑑𝑆
𝒇𝑖𝑛𝑡 = ∫[𝑩]
𝑇[𝑫]𝜺𝟎 𝑑𝑉 − ∫[𝑩]
𝑇𝝈𝟎 𝑑𝑉
𝒇𝑏𝑜𝑑𝑦 = ∫[𝑵]
𝑇𝑪 𝑑𝑉
 (45) 
𝒇𝑏𝑜𝑢𝑛𝑑 defines the forces which affect the boundaries of the element. These usually are traction 
forces, supportive forces or simple loads on top of the structures. These forces in vector 𝒈 have 
to be known at the nodes. If they are not, an expression for them has to be calculated. In 
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continuous casting, the ferrostatic pressure of the molten cone is taken into account as a 
boundary force, as in  
 {𝑓}𝑏𝑜𝑢𝑛𝑑 = ∫[𝑵]
𝑇𝜌|𝒈|𝑙?̅? 
(46) 
where ρ is the density of molten steel, 𝒈 is the gravitational acceleration and 𝑙 is the height of 
the molten pool. The direction of the force is handled with ?̅?, which is either 1 or -1, defining the 
force to be perpendicular to the solidifying shell.   
𝒇𝑖𝑛𝑡 describes internal forces caused by initial stresses or strains. In this model, these internal 
forces are only present as corrective loads in plastic analysis to improve the convergence 
properties of the analysis [11, 29]. In practice, that means introducing the stress term of 𝒇𝑖𝑛𝑡 
into all elements, where 𝝈𝟎 is the stress vector computed during the previous iteration step. The 
inelastic and thermal strains are similarly taken into account using the form for strains 𝜺𝟎. 
𝒇𝑏𝑜𝑑𝑦 are forces which are enacted on the entire volume of the element. The most significant 
of these forces is gravity, but in other situations outside of this work, this vector can also include 
for example electromagnetic forces. 𝑪 is the force vector of those forces, similarly to 𝒈 in 
boundary forces.  
The global system of equations (43) can now be solved for the displacements, which enables the 
calculations of strains with equation (47). 
 
𝜺 = [𝑩]𝒅𝒆 =
[
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…
𝜕𝑁4
𝜕𝑦
𝜕𝑁4
𝜕𝑥 ]
 
 
 
 
 
 
3∗8
{
 
 
 
 
𝑢𝑥1
𝑢𝑦1
⋮
𝑢𝑥4
𝑢𝑦4}
 
 
 
 
8∗1
 (47) 
Here the vector 𝒅𝒆 includes the displacements of the nodes in the element, and [𝑩]  is the strain-
displacement matrix. The connection between stress and strain is 
 𝝈 = [𝑫]𝜺 (48) 
where 𝜺 is the strain vector, and the expression for matrix [𝑫] depends on the number of 
dimensions treated. In this work, the form for [𝑫] is 
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[𝑫] =
𝐸
(1 + 𝑣)(1 − 2𝑣)
[
1 − 𝑣 𝑣 0
𝑣 1 − 𝑣 0
0 0
1 − 2𝑣
2
]. (49) 
In simple linear case [𝑫] is Young’s modulus 𝐸; in this case the equation (48) is known as Hooke’s 
law. It dictates that stress is linearly proportional to strain. This is only true within the elastic 
range of a material, and some material exhibit nonlinear behavior even in the elastic range.  
The two dimensional simplification used in this work is called plane strain. Plane strain is a simple 
method of reducing the amount of computable directions. In plane strain analysis, the z-
direction is not treated at all, and it is assumed that 𝜀𝑧 = 𝛾𝑦𝑧 = 𝛾𝑧𝑥 = 0 [12]. Technically 𝜀𝑧 can 
also be nonzero in plane strain analysis as long as it is constant. When the z direction is treated 
in some rudimentary method, it is called general plane strain.  
 
Equation (43) cannot be solved without the implementation of boundary conditions. In the case 
of mechanical analysis, the most basic boundary conditions are prescribed displacements on the 
boundary – this known value generally being zero – and known forces on the boundary, which 
are the boundary forces 𝒇𝑏𝑜𝑢𝑛𝑑. The prescribed displacements are treated in following manner: 
the rows and columns corresponding to that degree of freedom at that node are marked zero in 
the stiffness matrix, and the diagonal is set to 1 [29]. In this treatment of boundary condition, 
also the corresponding force in the force vector is set to zero [29]. 
In addition, rigid body motion of the domain has to be prevented as well. This can be done by 
prescribing the displacements of at least two nodes, or three nodal displacement components 
to zeros [29]. This will prevent rotational or translational movement [29].  
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3.4.2 Plasticity and Creep in Finite Element Modeling 
Efficient modeling of creep and plasticity have been combined in the work of Li et al [27], who 
used constitutive equations developed by Kozlowski et al [36] to model continuous casting. 
Kozlowski et al [36] had developed several equations which combined creep and plastic strain 
into an inelastic strain. Their work was based on the tensile test measurements of Peter Wray 
[37] and the creep data of Suzuki et al [38]. Similar constitutive equation, called the Anand 
constitutive model, has also been used in continuous casting modeling [24]. It is worthwhile to 
note that some models do not treat elasticity in high temperatures at all, as the elastic region is 
so small in the temperatures near the melting point [2].  
The work of Kozlowski et al has been previously used in continuous casting modeling by at least 
Koric et al [18] and Li et al [3, 27], who also created another constitutive equation to model delta 
ferrite, as the model created originally by Kozlowski et al [36] was meant for austenite only. This 
work adopts the method used by Li et al [3, 27] to model plasticity and creep. 
Before going into detail into the modeling of plasticity and creep, a few common principles of 
FEM plastic analysis should be considered. The displacements are calculated at the nodes using 
equation (43) in the previous section. This leads to the stresses and strains being most easy to 
calculate at the nodes. Plastic behavior affects the stiffness properties of the element, however, 
and evaluating the stresses only at the nodes which are in the corners of the element is a poor 
approximation of the condition of the element. For this reason, the material properties of each 
element are determined by a few sampling points within that element – typically these points 
are the gauss quadrature integration points discussed in appendix 8.3 [12].  
In each sampling point, a variety of variables (stress, total strain, creep strain, plastic strain) is 
saved and their history is tracked, as plasticity is history dependent. There is some debate in 
how many sampling points should be used in each element; some believe that in the case of 2D 
analysis a single point will suffice, while others believe the more accurate analysis enabled by 
more sampling points is worth the additional computational cost [12]. In this work, a single 
sampling point was used in the middle of the element. Using only a single sampling point does 
not prevent achieving the same accuracy that would be achieved with several sampling points, 
as by reducing the element size the same accuracy can still be achieved [12]. 
 
 35 
 
Let us first define the treatment for thermal strains:  
 𝛥{𝜀𝑡ℎ}
𝑡+𝛥𝑡 = (𝐿𝐸𝑇𝑖
𝑡+𝛥𝑡 − 𝐿𝐸𝑇𝑖
𝑡){𝛿} (50) 
where {𝛿} is the Kronecker delta and 
 
𝐿𝐸 = √
𝜌(𝑇0)
𝜌(𝑇)
3
− 1. 
(51) 
The polynome ρ(T) in equation (51) is phase dependent and it is presented in the 
appendix 8.4.   
Next, we create a form for the inelastic strains, which include creep and plasticity. Kozlowski et 
al [36] developed several constitutive equations with varying complexity, accuracy and reliability 
in their article. The inability of these models to simulate delta ferrite was redeemed by Li et al 
[3], who created an enhanced power-law model for the modeling of delta ferrite [3]. The model 
III of Kozlowski et al [36] is 
 
𝜀?̇?𝑛 = 𝐶𝑒
−
𝑄
𝑇(𝜎 − 𝑎𝑒𝜀𝑝
𝑛𝑒)
𝑛. (52) 
 The enhanced power law model by Li et al [3, 27] is 
 
𝜀?̇?𝑛 = 0.1𝑐 |
?̅?
𝐶𝑓 (
𝑇
300)
−5.52
(1 + 1000|𝜀𝑃|)𝑚
|
𝑛
. (53) 
In the mushy region, the inelastic strain rate is treated as a flow strain rate, which is 
 
𝜀?̇?𝑙𝑜𝑤 =
𝑎𝑐(|?̅?| − 𝜎𝑦𝑖𝑒𝑙𝑑) 𝑖𝑓 ?̅? > 𝜎𝑦𝑖𝑒𝑙𝑑
0  𝑖𝑓 ?̅? ≤ 𝜎𝑦𝑖𝑒𝑙𝑑
 (54) 
The full forms of these equations with explanations for all the variables are presented in the 
appendix 8.4.  
In the case of the mushy elements, the corrective loads are not used for the flow strain in 
equations (43) and (45). The flow strains are only used in relation to the crack prediction analysis, 
and they are set to zero when an element solidifies.  
 36 
 
The equation (52) is reliable only between 950 and 1400 degrees Celsius. It stays reliable as long 
as the loads and strains are small and simulation time is relatively short (it can only model 
primary creep) [36].  
The combination of these models – (52) and (53) – was used by Li et al [3] in their cross-section 
2D model to determine the effect of casting speed on the shell structure as it exits the mold. 
They determined that the combination of these two equations is reliable and matches 
experimental data fairly well.  
The algorithm for calculating stresses in plastic analysis within each element can be summarized 
as follows [27]: 
1) Estimate the new strain increment based on the displacement increment of the previous 
time step using 
 {𝛥𝜀̂} = [𝑩]𝛥𝒖𝑡 (55) 
2) Next, the stresses in the element 𝝈∗, and the corresponding Von Mises stress ?̅?∗, and 
the deviatoric stress vector 𝝈′ are calculated. The stresses in the element are 
 𝝈∗𝑡+𝛥𝑡 = [𝑫](𝜺𝑡𝑜𝑡
𝑡 − 𝜺𝑡ℎ
𝑡+𝛥𝑡 − 𝜺𝑖𝑛
𝑡 + 𝛥?̂?)  (56) 
where 𝜺𝑖𝑛
𝑡  was defined in step 8 of previous time step and 𝜺𝑡𝑜𝑡
𝑡  is the total strain accumulated at 
this point. The Von Mises stress is 
 
?̅?∗,𝑡+𝛥𝑡 = √
1
2
((𝜎𝑥 − 𝜎𝑦)
2
+ (𝜎𝑥 − 𝜎𝑧)2 + (𝜎𝑧 − 𝜎𝑦)
2
+ 2𝜏𝑥𝑦
2 ) (57) 
where 𝜎𝑥, 𝜎𝑦, 𝜎𝑧 and 𝜏𝑥𝑦 are components of the stress. The deviatoric stress vector is 
 
𝝈∗′ = {𝜎𝑥 −
1
3
𝜎𝑚 𝜎𝑦 −
1
3
𝜎𝑚 𝜎𝑧 −
1
3
𝜎𝑚 𝜏𝑥𝑦} (58) 
where 𝜎𝑚 is the sum of the x, y and z components of {𝜎
∗}𝑡+𝛥𝑡. These three stresses are used to 
define the inelastic strain rate in step 4) and the direction of the strain vector in step 6). 
3) Two differential equations are solved simultaneously for 𝜀?̇?𝑛
𝑡+𝛥𝑡 and ?̂?𝑡+𝛥𝑡: 
 𝜀?̇?𝑛
𝑡+𝛥𝑡 = 𝜀𝑖𝑛
𝑡 + 𝑓𝛥𝑡
?̂?𝑡+𝛥𝑡 = ?̅?∗ − 3𝜇𝑓𝛥𝑡
 (59) 
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Where 𝑓 is either the function (52) , (53) or (54) depending on the phase of the element. The 
equation system (59) is solved using a fully implicit bounded Newton-Raphson integration 
method introduced by Lush et al [39], which is presented in the appendix 8.6.  
4) The scalar stress estimate  σ̂t+Δt is expanded into vector form. 
 
?̂?t+Δt = σ̂t+Δt
𝝈∗′
𝑡+𝛥𝑡
?̅?∗,𝑡+𝛥𝑡
+
1
3
𝜎𝑚
∗,𝑡+𝛥𝑡𝜹𝑇 (60) 
5) Calculate the inelastic strain rate of this time step 𝜀?̇?𝑛
𝑡+𝛥𝑡 (using equation (52) or (53)) 
using σ̂t+Δt and 𝜀?̅?𝑛
𝑡+𝛥𝑡, the latter of which is simply the total of the inelastic strains at 
time t + Δt.  
6) Change the scalar 𝜀?̇?𝑛
𝑡+𝛥𝑡 into a vector form using 
 
𝜺𝑖𝑛
𝑡+𝛥𝑡 =
3
2
𝜀?̅?𝑛
𝑡+𝛥𝑡 𝝈
∗′
?̅?∗,𝑡+𝛥𝑡
  (61) 
7) Use equations (44) and (45) to determine the stiffness and forces of the element, and 
then solve the displacement increment using equation (43). In equation (45), the forces 
due to internal strains {𝜀0} are used to take into account the strain increments of 
previous step, here {𝜀0} being the sum of thermal, inelastic and elastic strain within each 
element.  
8) Calculate 𝛥𝜺𝑡+𝛥𝑡 from the displacements using equation (47) and update the total 
strain, total thermal strain and the total stress. Update the inelastic strain, which is used 
in step 2: 
 𝜺𝑖𝑛
𝑡+𝛥𝑡 = 𝜺𝑖𝑛
𝑡 + 𝛥𝑡𝜺𝑖𝑛
𝑡+𝛥𝑡 (62) 
9) Steps 1-8 are done once for each time step after the temperatures have been calculated. 
Steps 1-6 are element specific and done to an element at a time, step 7 is global and all 
elements are treated simultaneously.  
3.4.3 Recrystallization 
Recrystallization is phenomenon in which new crystal form into the microstructure of deformed 
steel in high temperatures. The new grains are strain free: in effect recrystallization periodically 
reduces the strain to zero. A fundamental recrystallization model is beyond the scope of this 
work, but a simplified model is incorporated. 
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The equation used to calculate the recrystallized portion 𝑋 is [40]  
 
𝑋 = 1 − exp (−0.693(
𝜀𝑖𝑛 − 𝜀𝑐𝑟
𝜀̇ 𝑡0.5
)
𝑛
)  (63) 
where 𝜀𝑐𝑟 is the critical strain where recrystallization starts, n is the time exponent and 𝑡0.5 is 
the time after which half of the microstructure has recrystallized. Mirzadeh et al [41] developed 
a form for 𝑡0.5, which is  
 
𝑡0.5 =
1
2.25 ∗ 10−15 ∗ (𝜀̇𝑇5.59)0.87
 . (64) 
This form for 𝑡0.5 was meant for stainless steel, which means it is approximate at best. This 
model was used, as simple models meant for plain carbon steel and capable of modeling 
recrystallization near the melting point were not available. 
The critical strain 𝜀𝑐𝑟 where recrystallization begins was assumed to be 0.5 %, as Kozlowski et al 
reported that when the inelastic strain reaches 5 % they would assume total recrystallization 
[36]. The values for time exponent n vary from 1.35 to 3.5 in literature; 3.5 was used in this work 
[42-44]. 
3.4.4 Crack Prediction  
Cracks in continuous casting usually originate and propagate in the mushy zone [19]. This can be 
attributed to the ductility loss of the mushy zone due to micro segregation of solute elements 
at solidifying dendrite interfaces [19]. For this reason, a certain cracking zone can be determined, 
where the temperature is determined by certain liquid fraction which enables the birth of cracks 
in the mushy zone [19]. Several different criteria for determining when hot tearing cracks are 
initiated have been developed in the literature. Perhaps the simplest hot tearing condition is 
simply the time the node or element spends in the temperature range which has the highest risk 
of tearing. This risk typically is 0.99𝑇𝑚𝑒𝑙𝑡 − 0.9𝑇𝑚𝑒𝑙𝑡 [25]. Another such criterion has been 
suggested by Won et al. [45], which is 
 
εc =
0.02821
ε̇ ∗ ΔTB
0.8638 (65) 
where ΔTB is the brittle temperature range, which is defined as between the temperatures when 
90% and 99% of the solid forms. In this work these temperatures were simply defined as 
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 ΔTB = 0.99𝑇𝑚𝑒𝑙𝑡 − 0.9𝑇𝑚𝑒𝑙𝑡 (66) 
where  𝑇𝑚𝑒𝑙𝑡 is the melting point used in calculations. This range is not the same as the 
temperatures where 90 % and 99 % solid has formed, but they are an adequate approximation 
of that range.  
In this work the inelastic strain in elements is tested again these crack initiation criteria, and if 
the strain is over the critical strain or the temperature is within the temperature range the result 
is saved. At the post processing step of modeling the billet cross section can be examined and 
the areas with the highest risk of cracking can be studied based on which nodes spent the longest 
time in the fragile temperature region of which nodes had strain over the critical strain most 
often. 
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4. Matlab Model  
A Matlab code was written to predict the crack initiation in the continuously casted steel billet. 
Heat transfer and mechanical strain rates were modeled as presented in the literary study. These 
enabled the use of crack initiation criteria to predict hot tear cracks in the phase transition front 
in the billet.  
4.1 Simplifications of Continuous Casting 
Continuous casting includes various phenomena that are not essential to model to achieve 
reliable results for the thermomechanical behavior. Some phenomena have to be left out due 
to their complicated nature, computational cost and the scope of this study. Here is a list of 
phenomena that were left out of the model. 
 The behavior of the molten steel was limited to the computation of the temperatures in 
the melt. The steel melt is a complicated mixture of inclusions and gas bubbles, and the 
modeling of its exact behavior would require the solving of the Navier Stokes equations. 
The exact behavior of the molten steel is not relevant to the stresses in the shell. In 
addition, the behavior of inclusions were ignored as well. This means that the amount 
and effect of impurities was assumed to be negligible. 
 The movement and vibrations of the slab or billet were not taken into account. The billet 
was presumed to be in a quasi-steady state, in which the only movement was due to 
casting speed, which was handled by the manipulation of the boundary conditions of 
the billet. The contact between the mold and the billet and between the supporting rolls 
and the billet were assumed perfect in thermal analysis and were used as boundary 
conditions in mechanical analysis.  
 The microstructure of the solidifying shell consists of pillar like structures as in Figure 3, 
the properties of which are not completely isotropic. This microstructure is ignored, and 
the behavior of the billet is assumed to be isotropic. The assumption for the solidifying 
shell to be isotropic can be assumed relatively accurate [26].  
 The finite element formulation in this work is designed for small strains only, and is not 
accurate if strains increase above a few percent. This, however, is not a problem, as 
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cracks will form in solidification problems before such strains occur, which can be 
estimated with appropriate damage criteria within the code [18]. 
Even though the continuous casting of steel is a continuous process, the Matlab code treats it 
as a batch process. This means that the code performs thermal and mechanical analysis for a 
cross section that passes through the process as a simplification of the quasi-steady state that is 
present during production in industrial continuous casting processes. 
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4.2 The Structure of the Model 
A concept image of the structure of the code created for this work is presented in Figure 12.  
At the beginning of the simulation, the parameters are defined, including the accuracy of 
modeling – termination parameter β discussed in appendix 8.2 – and the values for various 
constants such as emissivity and density. The mesh is also generated at this point, as is the 
initial temperature distribution. 
 
 
Yes 
7. Simulation time end? 
6. Compare strain to Crack initiation Criteria 
 
5. Generate the Global Stiffness matrix and Force vector, 
solve the displacement increment 
3. Heat transfer 
- Robin and radiation boundary conditions  
- Enthalpy method 
4. Inelastic and thermal strain: Algorithm of Li et al [27] 
 
2. Start of the time loop 
1. Parameter definitions 
- Mesh generation 
8. Postprocessing of results 
No 
Figure 12 Structure of the Matlab code. 
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After the definitions, the time loop is initiated. The Heat transfer is calculated first, using the 
algorithm below. The steps 2-8 take place within a single time step, iterating the 
temperatures until convergence is achieved.  
1) Start the calculation in this time step.  
2) Determine the heat conductivity for the current temperatures 𝑇𝑖
𝑚 
3) Calculate the effective heat transfer coefficient ℎ𝑒𝑓 using equation (21). 
4) Generate the conduction matrix (equation (25)), the enthalpy matrices ((38) and (39)) 
and the vector r (29). 
5) Solve the linear system of equations (37) for 𝑻𝑖
𝑚+1. 
6) Update the enthalpy values to 𝐻𝑖
𝑚+1 with equation (32) to correspond to the new 
temperatures. In addition, update the heat capacity (
𝑑𝐻
𝑑𝑇
)
𝑖
𝑚
. 
7) Fix the temperature back on to the plot as in Figure 9 on page 28. If the previous phase 
was liquid, the enthalpy is changed instead of the temperature to minimize the 
correction step. 
8) Compare |𝑻𝑖
𝑚+1 − 𝑻𝑖
𝑚| (appendix 8.2), if the difference is small enough, move on to step 
9. Otherwise, return to step 2. 
9) Determine 𝐻𝑖
𝑛 necessary in equation (39). 
10) Move to next time step and start from step 1. 
The heat transfer calculation is followed by the mechanical analysis, in which the thermal strains 
are first calculated based on the new temperature distribution, followed by the algorithm of Li 
et al presented on page 36-37. After the inelastic strain increment of the current time step has 
been determined, the global stiffness matrix and force vector were generated, and equation 
(43) was solved for the displacements of this time step. The crack initiation condition in equation 
(67) was checked to see whether any cracks have been born. Next, the simulation is stopped if 
a predetermined ending criteria is fulfilled, otherwise the simulation of the next time step is 
initiated. In this work the simulations were stopped when the mold region had been simulated, 
which was determined through casting speed and the mold length.  
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4.3 Matlab Continuous Casting Model 
There is a concept image of the cross section modeled in Figure 13. Only a quarter was modeled 
to improve computational efficiency. The bottom and left side of the billet have radiation and 
convection boundary condition throughout the simulation. The right side and the top have the 
symmetry boundary condition, meaning that the heat gradient across the boundary is zero.   
 
 
 
 
 
 
The enthalpy data used in modeling is in 
Figure 14, in which the solid-liquid phase 
change dominates the figure and other 
phase changes are not clearly visible. The 
data for heat conduction coefficient is 
presented in Figure 15. The heat conduction 
in the molten steel was multiplied by 5.9 to 
account for convection within the molten 
steel [3, 22, 27]. The conductivity in the 
liquid is constant 200 W/mK and below 
1000 K 30.65 W/mK. 
The various parameters are presented in 
Table 1. The mold length, billet size and 
Figure 13 Concept image of the situation modeled. 
 
Figure 14 Temperature-enthalpy data for 0.01 
% - Carbon steel. The solid-liquid phase 
transformation takes place over 4.4 degrees 
kelvin.  
 
Radiation + Convection 
Symmetry 
Symmetry 
Radiation + Convection 
Molten pool 
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heat conduction coefficient were chosen to match those of the work of Li et al [27] to make 
literary comparison more reliable. 
The time step for thermal analysis was 0.05 
seconds and for mechanical analysis 
0.0005 seconds. The temperatures were 
interpolated between two thermal time 
steps to calculate the temperatures at 
mechanical analysis time steps. 
Mechanical analysis requires shorter time 
steps due to the thermal stresses, which 
can be significant even at short time steps 
and the algorithm used to calculate strain 
rate can have problems with large stresses 
at a single time step.  
 
Table 1 Parameters used in modeling.  
Parameter Value Parameter Value 
Elemental grid 30x30 Casting speed [22, 24] 1.3m/min 
Billet size [27] 0.12m x 0.12 m 
Heat conduction 
coefficient h in mold 
2000 W/m2K 
Thickness of the cross 
section 
3.5 ∗ 10−4m Mold length [27] 0.7 m 
Pouring Temperature 1820 K 
Density in thermal 
analysis 
7830 kg/m3 
Surface emissivity, ε 
[19, 22] 
0.5 
Time step for thermal 
analysis 
0.05 s 
Temperature of cooling 
medium, Text 
300 K 
Time step for 
mechanical analysis 
0.0005 s 
Carbon content <0.01 % 
Convergence criteria β 
in heat transfer 
10-3 K 
 
The boundary conditions in mechanical analysis are described in Figure 16. The boundary 
condition on the right side and on the bottom of the billet is symmetry similarly to heat transfer 
analysis. In mechanical analysis, symmetry means that the displacement component in the 
 
Figure 15 Thermal conductivity as a function of 
Temperature for a low carbon steel [27]. The 
conductivity data was slightly altered to match 
the liquid area into the enthalpy data. The 
conductivity increases linearly from 33.9 to 200 
between 1800 K and 1809.9 K.  
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direction perpendicular to the plane of symmetry is zero – this means that the displacement in 
x- direction equals zero on the right side and y- direction on the top.  
 
 
 
 
 
 
 
 
In the mechanical analysis, only elements that had four solid nodes were treated as solid. Nodes 
that did not belong to a single completely solid element were marked as liquid and their 
displacements were prescribed as zero, even if those nodes were solid themselves.  
Nodes with prescribed zero 
displacements were treated as 
follows: the rows and columns 
corresponding to that degree 
of freedom (x- direction on the 
right boundary and y-direction 
in the two specific nodes: both 
directions in liquid nodes) 
were set to zero in the matrix 
[K] and the corresponding 
force was set to zero in {F}.  
The Young’s modulus is 
presented as a function of 
temperature in Figure 17. The 
 
Figure 17 Young’s modulus as a function of temperature for 
a low carbon steel [3]. The Young’s modulus is zero for liquid 
nodes above 1809.9 K, which doesn’t affect modeling as only 
elements which only have solid nodes are treated in the 
code.  
 
 
Figure 16 Image of the boundary conditions on the billet. The ferrostatic 
force acts as a force on the solid shell, forcing it to bulge outwards. 
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Young’s modulus does not decrease linearly to zero near the melting point, as very recently 
solidified nodes could then have extremely low Young’s moduli. This would lead to a very low 
stiffness for their elements, and significant changes in stiffness of adjacent elements can lead to 
problems when inverting the global stiffness matrix [K]. The mechanical analysis was initiated 
when there was a solid element shell on the three free boundaries. Both the liquid and solid 
elements were assumed to move at the nominal casting speed.  
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5. Results and Discussion 
 
5.1 Heat Transfer Model Validation 
The thermal analysis section of the code was validated using Comsol Multiphysics version 5.2, 
which is from hereon called just Comsol. Three Comparison cases were compared between 
Matlab and Comsol, which included Dirichlet, Robin and Radiation boundary conditions. In 
addition, one validation case included phase change.  
In this comparison it is important to note that Comsol and the Matlab code calculate phase 
change differently from one another. Comsol uses the apparent heat capacity method and the 
Matlab code created uses the enthalpy method. The difference of these two is most significant 
in the mushy region, when the temperature is between the solidus and liquidus. There the 
derivatives of the temperature-enthalpy curve – meaning heat capacity – is in apparent heat 
capacity method 
 
𝑐𝑝−𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 =
∫ 𝐶(𝑇, 𝛼)𝑑𝑇 + 𝐻𝑓
𝑇𝑙
𝑇𝑠
(𝑇𝑙 − 𝑇𝑠)
 (67) 
where C(T,α) is a heat capacity function, Hf  the latent heat of fusion and 𝑇𝑙 and 𝑇𝑠 are the 
liquidus and solidus temperatures. In the enthalpy method, the heat capacity in the mushy zone 
is 
 
𝑐𝑝−𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 =
𝑑𝐻
𝑑𝑇
= 𝑝𝑖𝑒𝑐𝑒𝑤𝑖𝑠𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (68) 
which is predetermined in the piecewise linear temperature-enthalpy data. To put it simply, in 
the apparent heat capacity method the derivative is calculated and in the enthalpy method it is 
predetermined. Comsol uses the phase fractions (liquid fraction α and solid fraction 1-α) and the 
heat capacities of the liquid and solid phases to calculate the heat capacity in the mushy region. 
In the enthalpy method, the derivative is known for the whole temperature range. This 
difference in phase change calculation can further be elaborated by the fact that the liquid 
fraction is calculated in different ways. In the enthalpy method, the liquid fraction varies linearly 
according to equation  
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𝛼 =
𝑇 − 𝑇𝑠
𝑇𝑙 − 𝑇𝑠
. (69) 
On the other hand, in Comsol the changes in liquid fraction have been smoothed by specific 
smoothing functions as in Figure 18. 
 
Figure 18 Liquid fraction in Comsol Multiphysics [46]. The temperature range is not the same 
that was used in validation. 
The apparent heat capacity method softens the drastic changes in the heat capacity at the phase 
transitions, which gives the curve a continuous derivative [46]. The enthalpy method used in this 
work, on the other hand, is a piecewise linear method which has more drastic changes in its heat 
capacity.  
However, these differences in the way of modeling phase change become smaller the wider the 
phase change area is – the most significant of these areas is the liquid to solid transition, the 
area of which depends strongly form carbon content, ranging from 5 K  to even 100 K with 
carbon contents of over 1 percent [30]. 
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For the purpose of this treatment, the 
results of Comsol will be considered 
correct and all derivation from the 
results computed with Comsol will be 
referred to as error. However, it is 
important to keep in mind the 
different methods to model phase 
change when inspecting Figures 27-
29, especially near the solidifying 
fronts. 
The validation of the Matlab heat 
transfer model was done in three 
ways. First with a Dirichlet boundary 
condition without phase change, then 
with Robin and radiation boundary 
condition without phase change and 
finally with Robin and radiation boundary conditions and phase change.  
First, however, let us inspect the error in a steady state situation when compared to Comsol, 
which is presented in Figure 19. The boundary conditions are as follows: the temperature is set 
to 1500 K on the right, 900 K on the upper and lower right corners and 300 K on other 
boundaries.  
As can be seen in Figure 19, the error is very low in steady state solution, on the order of 10-6. 
The error is highest in the center region of the billet. Additionally, it can be noted that the high 
error region is slightly on the left, signaling that the solutions near the high temperature 
boundary on the right are slightly more accurate than the solutions closer to the other 
boundaries. 
Next, let us inspect the results with the Dirichlet boundary condition. The RMS error, Arithmetic 
mean error and maximum error are presented as a function of time in Figure 20.  
Table 2 Parameters used in heat transfer model 
validation. The same density was used for both liquid 
and solid phases. The billet size and elemental grid 
refer to the size in figures and the element grid 
within the figure.  
Parameter Value 
Billet size 0.2 m x 0.2 m 
Elemental grid 30 x 30 
Time step 0.1 s 
Heat conduction coefficient, k 30 W/mK 
Density of steel, ρ 7830 kg/m3 
Phase change temperature 1760-1810 K 
Latent heat 251 kJ/kg 
cp in liquid 600 J/kgK 
cp in solid 450 J/kgK 
cp in mushy zone in Matlab 5020 J/kgK 
Convective heat transfer 
coefficient, h 
200 W/m2K 
Temperature of cooling 
medium, Text 
300 K 
Surface emissivity, ε 0.5 
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Figure 19 Relative error In Steady State 
 
 
 
 
Figure 20 Relative error as a function of time with Dirichlet boundary condition. 
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In the Dirichlet analysis, the boundaries 
of the billet were set to the 
temperature of 300 K, and the right 
edge was treated as a symmetry plane. 
Cp was kept constant at 650 J/kgK, 
otherwise constants are the same as in 
Table 2. The error is the most significant 
in the beginning, and it decreases 
relatively quickly. The maximum error is 
around the lower left corner of the 
domain, as is clear in Figure 21. After 
450 seconds the error has decreased to 
a quarter of what it was at the 
beginning of modeling, as presented 
in Figure 22.  
The reason for the significant error at 
the beginning of simulation can be 
erratic fluctuations often present in 
FEM analysis especially near large 
gradients. At the beginning of 
simulation, there is a significant 
temperature gradient near the 
corners and at the boundary. This 
large gradient is caused by the drastic 
temperature difference between the surface (300 K) and the temperature of the nodes near the 
surface (near initial temperature 1820 K). Comsol might include some algorithms to decrease 
such fluctuations, or the fluctuations might simply differ due to different calculation algorithms 
or discretization’s. Simple errors in discretizations, algorithms and coding are also possible in the 
Matlab code. Nevertheless, all three relative errors decrease as time passes, and after 450 
seconds the arithmetic mean error is roughly 0.4 %, and even the maximum error is only roughly 
0.6 %. This signals good accuracy when compared to Comsol.  
 
Figure 21 Relative error at time 10 s with Dirichlet 
boundary condition. 
 
 
 
Figure 22 Relative error after 450 s with Dirichlet 
boundary condition. 
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Next, let us examine the behavior of the Matlab code with Radiation and Robin boundary 
conditions. Again, cp was kept constant at 650 J/kgK, and otherwise the parameters are 
presented in Table 2. The RMS, arithmetic mean and maximum error of this validation are 
presented in Figure 23. 
The error behaves quite differently from the case of Dirichlet boundary condition, as the error 
in the beginning of simulation is now near the minimum error at time 140 s. As before in the 
case of Dirichlet boundary condition, the maximum error is near the lower left corner at the 
beginning of simulation as in Figure 24.  As time passes, the error near the corners becomes 
more significant and after 300 seconds the error near the corners is significantly larger than in 
the other regions of the billet.  The error distribution after 750 seconds is presented in Figure 
25. After 350 seconds the error becomes almost constant at that time and can be represented 
with Figure 25. The error is quite low, below 0.2 % through most of the cross section, but reaches 
roughly 2 % in the lower left corner.  
 
Figure 23 Error as a function of time for Robin and Radiation boundary conditions. 
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A possible reason for this error near the 
corners could be that Comsol treats the 
discretization of the corner node 
differently than the Matlab code. 
Despite the significant error near the 
corner, the arithmetic mean and RMS 
errors are very low, both well below 0.5 
%. In conclusion, the Matlab code works 
with acceptable accuracy in Robin and 
Radiation boundary condition 
situations.  
The validation for the phase change 
simulation was performed with a 
simplified enthalpy data with only two 
phases, the heat capacities of which are 
presented along with other parameters 
in Table 2. The enthalpy in the 
temperature range 1760-1810 K in the 
Matlab model was simply a linear line 
between the enthalpies of the solidus 
and liquidus, whereas the shape of the 
data Comsol used is similar to Figure 18. 
Figure 26 plots the maximum, the 
arithmetic average and the root-mean 
square error between the Comsol and 
the Matlab results. 
 
Figure 24 Relative error after 10 seconds in 
Radiation and Robin boundary condition 
validation. 
 
Figure 25 Relative error after 750 seconds in 
Radiation and Robin boundary condition 
validation. 
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It is clearly visible from the results that the results for the temperatures diverge from one 
another as time passes. This can be explained, however, with the different methods to calculate 
the phase transitions. In fact, if the errors between the Matlab and Comsol results are plotted 
on to the cross section of the billet, we get a trend as in Figures 27-29.  
In Figures 27-29, it is obvious that the highest errors are concentrated on the phase transition 
front. When 600 seconds have passed, which is close to the maximum peak error in Figure 26, 
the solidifying fronts meet in the middle of the billet as in Figure 28. The high error in the phase 
transition front can be explained with the different phase transition modeling methods in 
Matlab and in Comsol. As the phase transition is not smoothed in the Matlab code, the 
temperatures of the nodes very near to the phase transition temperatures will be different from 
those according to Comsol. Cp will be much smaller for Comsol as well, as the smoothing in the 
 
Figure 26 Relative error as a function of time. The peak is located at the time when the 
phase transition fronts meet in the middle of the billet. 
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enthalpy-temperature curve effectively 
reduces cp near the phase transitions. Those 
different temperatures and cp values lead to 
different thermal gradients, which are the 
driving force of heat transfer. It seems that 
the small differences in temperatures and cp 
near the phase transition temperatures 
between Comsol and Matlab stack up and 
lead to diverging nodal temperatures as the 
phase transition front progresses.  
 After the liquid phase has completely 
solidified, the relative error drops drastically, 
which is apparent when comparing the errors 
between Figure 28 and Figure 29. 
In addition to significant errors in the liquid-
solid interface area, the lower left corner in 
Figure 29 exhibits noticeable error similarly 
to the Robin and Radiation validation without 
phase change. Despite the error being larger 
in the corner than elsewhere in the 
boundary, the errors still are below 3 % in 
Figure 29, showing acceptable accuracy even 
in the corners.  
 
Figure 27 Relative error between the Matlab 
and Comsol results when 300 simulated 
seconds have passed. 
 
Figure 28 Relative error between the Matlab 
and Comsol results when 600 seconds have 
passed 
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When the mean temperature of the whole 
billet is compared between the Matlab and 
Comsol results, as in Figure 30, it is clear that 
the peak error coincides with the meeting of 
the phase transitions fronts. 
From these figures it is clear that the 
differences are the most drastic near the 
phase transition front and the smallest in the 
molten pool and near the edges.  
 
 
 
 
 
 
 
 
 
 
Figure 30 Relative mean temperature difference of the whole billet. The peak difference occurs 
when the phase transition fronts meet, after that the error decreases again. 
 
 
Figure 29 Relative error between Matlab and 
Comsol results when 800 seconds have 
passed. 
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5.2 Mechanical Model Validation 
The mechanical model was validated using Comsol Multiphysics version 5.2.  
 
Table 3 Constants and Parameters used in the validation. 
The constants used in this validation 
are presented in Table 3.  They were 
chosen to approximate the more 
complex situation in actual modeling 
of the continuous casting. 
The validation situation is pictured in 
Figure 31. The boundary on the right is 
constricted to prevent rigid body 
motion and there is a distributed load 
along the top surface. The other 
boundaries are free, and the thermal 
boundary conditions are marked in Figure 31. 
 
Billet size (m) 0.2 x 0.1  
Elemental grid 30 x 30 
Time step (s) 1 
Density (kg/m3) 7830 
Conductivity (W/mK) 30 
Specific Heat (kJ/kgK) 450 
Elastic modulus function (Pa) 20 ∙ 109 − 50 ∙ 𝑇3 
Distributed load N/m2 106 
Convective heat transfer 
coefficient, h  (W/m2K) 
200 
Temperature of cooling 
medium, Text 
300 
Heat conduction coefficient, k 
(W/mK) 
30  
Surface emissivity, ε 0.5 
Free boundary, convection 
 
𝑢𝑥 = 𝑢𝑦 = 0, 
Symmetry 
Distributed Load, 
convection 
Free boundary, 
convection 
Figure 31 Elastic analysis validation boundary conditions. The boundary 
conditions are presented as mechanical boundary conditions, thermal boundary 
conditions.  
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The mechanical elastic analysis comparison to Comsol is presented in Figure 32. This comparison 
is limited to y-Displacement. The displacement in x-direction behaves nearly identically, and as 
strains and stresses are derived from displacements the analysis of displacements is the most 
straightforward way to analyze the error behavior of the Matlab code. 
 
Figure 32 Y- Displacement relative error vs time. The maximum error is quite high, but the RMS 
and Arithmetic mean errors are more reasonable. 
The Maximum error is quite high in the Y-direction displacements in Figure 32, but as can be 
seen from Figure 33, the maximum error is localized in the lower right corner, near where the 
displacements are set to zero. Comsol treats the corner elements differently from Matlab, 
balancing the strict boundary conditions, such as the combination of prescribed displacement 
and a force on the top right corner. The exact method of this balancing could not be replicated 
in the Matlab code.  
Disregarding the high error peak near the corner, the errors are otherwise below 1 %; in fact 
often well below 0.5 %. This can be deemed as sufficiently low, as the errors in temperature will 
introduce errors into displacements as well, due to the different stiffness between Matlab and 
Comsol. The errors in temperature in this mechanical validation are nearly identical to the errors 
in Figures 23-25, as the free boundaries had a convective boundary condition in thermal analysis. 
This means an error of 0.05 % - 0.15 % in the areas outside of the lower and upper left corners.  
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Figure 33 Y-Displacement relative error after 100 seconds of simulation. 
Running elastic simulations without the coupling between the temperature and elastic modulus 
(𝐸 = 20 ∙ 109 − 50 ∙ 𝑇3) will lead to an error distribution very similar to Figure 33. The highest 
error will in this case be roughly 6.1 percent, located in the nodes in the lower and upper right 
corner elements similarly to the lower right corner in Figure 33. The cause for the location and 
magnitude of the error are the balancing mechanisms for the strict boundary conditions in 
Comsol. The error outside the lower and upper right corners in this situation are primarily well 
below 0.5 %, mean error in the whole billet being 0.3 %. The mean error in Figure 32 ranges 
between 0.3 % and 1%, which suggest that the error in temperature introduces 0-0.7 % error 
into elastic strains. In conclusion, the thermo-elastic model can be determined to work 
acceptably. 
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5.3 Simulation of Continuous Casting 
The discussion here is limited to the area of the mold, since there is a significant amount of 
literary data for the temperature and stress distributions at the mold exit. The simulation 
parameters are presented in section 4.3. 
Figure 34 presents the temperature distribution of the billet cross section at the mold exit. The 
solid-liquid interface is located at roughly 2 centimeters from the billet-mold boundary.  
 
Figure 34 Temperature distribution of the billet at the mold exit. 
Another temperature distribution profile, Figure 35, is provided to compare the results to the 
work of Li et al [27] in Figure 36. When comparing the temperature contours between Figure 35 
and Figure 36, it can be noticed that they match relatively well. Figure 36 has lower 
temperatures in general, which can be attributed to different boundary conditions, as Li et al [3] 
took the gap between the billet and the mold into account. Their enthalpy data is slightly 
different as well, including a different solidus temperature of 1510.9°C.  
In addition to slightly lower temperatures in the billet, the Figure 36 has a much wider area 
between temperatures 1500.72°C and 1477.02°C. This is most likely due to different 
temperature-enthalpy data used in the modeling of the different phases. The lack of a 
sophisticated modeling of the mushy zone might also have contributed to this difference. The 
model of Li et al [3, 27] is more sophisticated and treats the mushy zone as a phase fraction 
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between the solid and the liquid phase, calculating the heat conductivity with phase fractions. 
The Matlab model, on the other hand, calculates the heat conductivity as a simple mean of the 
values of the gauss integration points. Other factors may also contribute to this difference, as 
the temperature range of 1477.02°C -1500.72°C is not actually in the mushy zone itself.  
 
Figure 35 Temperature distribution at the mold exit. A corresponding figure from literature is 
Figure 36. 
The carbon contents are different for the Matlab code (0.01 %) and the work of Li et al [27] (0.04 
%). The difference between these percentages is quite small, so the differences caused by 
carbon content have been neglected in this analysis. The thermal model results matches other 
literary works besides those of Li et al [3, 27] quite well as well [18, 22, 47].  
The temperature model can be determined to work qualitatively in comparison to the literature, 
at least in the mold region. After the mold, the secondary cooling would probably require more 
sophisticated methods to approximate the effective heat transfer coefficient than a constant 
value to accurately simulate the cooling water jets.  
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Figure 36 Thermal contours at mold exit [3]. Casting speed of 2.2 m/min and billet section of 
120mm*120mm was used. Mold length was 700 mm, mesh size 0.1mm- 1mm and time step 
varied from 0.0001 to 0.5 seconds. Pouring temperature was 1540 °C.  
The works of Janik et al [22] and Han et al [47] match the results of the work of Li et al [3, 27] 
relatively well in the magnitude of strains and stresses. This comparison focuses on the work of 
Li et al when making comparisons [3, 27] due to the more similar nature of this work and their 
work.  
The plastic analysis did not function when the results were compared to the results from 
literature, such as Figure 37. The strain distributions were uneven due to recrystallization, which 
is not modeled at all in the work of Li et al [3]. Without recrystallization modeling, the values for 
strain are higher and their distribution is more even. However, when recrystallization was not 
used in the Matlab code, it led to problems with convergence and strains of 40-80 % even before 
the mold exit, which is unrealistic and had to be balanced with the use of recrystallization.  
Increasing the critical strain, which initiates recrystallization, could improve the results to be 
closer to Figure 37, but the current critical strain takes assumptions of equation (52) better into 
account. The parameters in equation (52) are based on the assumption of total recrystallization 
when the strain reaches 5 %, which is better approximated with the critical recrystallization 
strain of 0.5 %. In addition, simulation tests with higher recrystallization critical strains yielded 
no better results – the strains were higher but their distribution was no closer to Figure 37. 
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Figure 37 Strain at mold exit [3]. Casting speed of 2.2 m/min was used in this simulation. 
Modeling parameters were the same as in Figure 36. The unit of strain is percent (%) 
Problems in numerical values of strains occurred occasionally during the simulations. The 
problems were extremely high strain rates in the algorithm of Li et al [27] and divergence in the 
local algorithm.  The high strain rates lead to high inelastic strains, which in turn caused high 
corrective loads, leading to systematic growth of strains to values of 30-60 %. Divergence in the 
local algorithm lead non-numerical values for strain, which caused a multitude of other 
problems in subsequent calculations. 
The high strain rates were encountered primarily in elements that were near the solidification 
front and had recently solidified. Sometimes these elements would have several molten 
elements next to them, leading to a high ferrostatic force and strain rates of order 103-106 
depending on the inelastic strain and temperature history of the element. As high strain rates 
would lead to high correcting forces, which affect more elements leading to general problems 
in the code, the strain rate of elements with several molten elements next to them was manually 
reduced to a lower value if the strain rate calculated was over 10-2. The strain rates in continuous 
casting are usually on the order of 10-4 [27, 36]. 
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These problems would decrease in occurrence frequency as the element size was reduced, as 
the problem rises mostly due to the error of representing the solid interface with rectangular 
elements. In the actual solid-liquid interface in continuous casting, there would be no sharp 
corners as the ones present in the solid elements immediately after its solidification, but a 
continuous curved interface which would expand slowly. The fact that the solidification is 
discontinuous and happens an element at a time causes some error in analysis, especially due 
to the higher ferrostatic pressure in those elements. These problems with the elements at the 
solid-liquid interface might be smaller with a triangular mesh used by Li et al [27], but the 
element shape alone cannot account for the error.  
In addition to problems caused by the geometry of the mesh, there were also convergence 
problems with the local algorithm used in step 3 of the strain rate algorithm (appendix 8.6). 
These convergence problems led to the algorithm diverging and the values of stress and strain 
would increase with each cycle of the algorithm until Matlab’s capacity to treat them as numbers 
ended, which would lead to non-numeric values and termination of the simulation. These 
problems were treated with setting a limit to how high the stress and strain could increase within 
the algorithm, and manually setting the values of stress and strain if they diverged. The manual 
set was treated as keeping the values of inelastic strain and stress the same as the inputs into 
the algorithm. This manual setting of values causes some error, but due to the rare occurrence 
of the divergence within the algorithm, the error is deemed to be small. 
The cause of the divergence problems in the algorithm is not certain. It is possible that at certain 
strains and stresses the values for the strain rate and the derivatives of stress and strain lead to 
problematic values and divergence due to the equations (52)-(54). However, this is unlikely, as 
Li et al [27] did not report similar problems, and the original article claimed the algorithm to be 
stable with nearly all stress and strain functions as well. The most likely reason for this 
divergence are mistakes in coding the algorithm into Matlab.  
Finally, recrystallized elements also caused problems for the local algorhitm, as after the 
element has recrystallized the inelastic strain is lower than at the previous time step, but when 
calculating the estimates for stress and strain (equations (116) and (117) in appendix 8.6) the 
derivatives of the last time step used in the estimates have not changed. Unfortunately, due to 
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the nature of those derivatives they cannot simply be scaled based on the recrystallized portion 
X, and no solution for these convergence problems in the local algorithm was found. 
In Figure 38 there is an image of the total Von Mises stresses (equation (57)) in the billet. Take 
note that the magnitude of these stresses is not realistic, as they factor in the total thermal 
stress even though the mechanical simulation was started when there already was one layer of 
solid elements; thus, thermal strain had already accumulated before mechanical analysis was 
started. In addition, Figure 38 includes the total inelastic stress, which during modeling was 
reduced by recrystallization. 
 
Figure 38 Total Von Mises Stresses at mold exit. The figure includes total thermal stress and 
total inelastic stress and recrystallization is not taken into account, which explains the high 
stresses.  
Figure 38 shows that despite the poor functionality in comparison to other literature, the Matlab 
code shows some promising behavior. The high stresses in the lower left corner can be explained 
by the lower temperature in the corner and as such, higher stress due to cooling of the billet. In 
addition, there is a natural singularity in the corner, where stresses would likely approach infinity 
in the corner if the elements size were to be refined infinitely. There is an area of higher stress 
on the phase transition front, showing where the total inelastic stress is the highest. Figure 38 
should be completely symmetric in relation to a diagonal from the lower left corner to the upper 
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right corner, which is obviously not the case. This can be attributed to the problems in the plastic 
analysis.  
Next, let us examine the crack initiation conditions presented in equations (65) and (66). 
At first, let us examine the most rudimentary crack initiation condition as in equation (66). The 
time steps every node spent in that temperature range were summed and plotted into Figure 
39, which shows the highest risk of hot tear cracks is in the phase transition front. This method 
of plainly summing the time steps spent in the risky temperature region will not highlight the 
current phase transition front as strongly, as the current front has only just recently solidified. 
 
Figure 39 Risk of crack initiation at the mold exit. Dark brown areas have higher risk and dark 
blue areas have zero risk of crack initiation.  
According to Figure 39, the highest risk of hot tear cracking is on the phase transition front, and 
the corner of the billet has lower risk than the edges of the billet. This is due to the more efficient 
cooling of the corner, and thus a shorter time period is spent in the temperature range near the 
solidification point.  
Another cracking criterion, equation (65) links the strain rate and the temperature range to the 
risk of cracking. The results of that cracking criteria are plotted in Figure 40. Figure 40 doesn’t 
show as high of a risk to the current phase transition front as those elements only just solidified, 
as was the case in Figure 39. Both Figure 39 and Figure 40 predict the highest risk on to the phase 
transition front, and a smaller in the more rapidly cooled corner. The uneven strain distribution 
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results contribute to Figure 40, as especially the darkest brown region is uneven and not 
symmetric as it logically would be.  
The results that the areas near the phase transition front are most at risk from hot tear cracking 
are meant as a confirmation of the hot tear cracking criteria, as hot tear cracks always do initiate 
in the mushy region between the solid and the liquid. Figure 39 and Figure 40 show that despite 
the poor correlation of the strains themselves with the results of the literature, the crack 
prediction functions to some extent.  
 
Figure 40 Risk of crack initiation with cracking criteria in equation (65). The figure represents 
the risk at the mold exit. 
If the crack prediction is analyzed within each time step, the region where there is a risk of crack 
is always on the phase transition front, but the crack analysis cannot compare the regions in 
order of highest risk. It can only determine if there is risk of material failure or not as the risk 
prediction criteria is either a temperature range (equation (66)) or if the strain is over certain 
value (equation (65)).  
The crack initiation prediction in its current form is not sophisticated enough to immediately 
recognize when a crack is initiated and accurately predict in which situations cracks may arise. 
Instead, it simply provides an approximated risk of the most risky regions. In the future, the crack 
prediction model could be improved to be capable of analyzing crack initiation more accurately 
by incorporating microstructure model into the existing Matlab code, as the analysis of hot tear 
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cracks requires knowledge of the dendrites in the mushy region, which in turn requires 
microstructure modeling.  
The work of Li et al [3] places the highest risk of failure away from the phase transition front 
much closer to the surface of the billet, as can be seen in Figure 41. Their work suggests that 
after the billet has solidified to be thicker than 10 mm the stiffness of the billet is enough to 
prevent critical strain in the mushy region as well, which again lowers the risk of failure. It is 
worthwhile to note that the failure risk analysis of Li et al [3] is slightly more complex than the 
one in this work, partly enabled by their more sophisticated treatment of the mushy region. This 
would suggest that the crack prediction analysis of the Matlab code is correct to place the high 
risk on the phase transition front, but after the billet shell thickness is over 10 mm the code 
should no longer detect risk of failure. A possible cause for the high risk at the phase transition 
front even after the shell thickness exceeded 10 mm are the uneven strain distributions provided 
by the plastic analysis of this work. The high strain rates at the phase transition front in 
combination with the cyclic recrystallization makes the strain history vastly different from the 
work of Li et al [3], making comparisons with Figure 41 more difficult. 
 
Figure 41 Damage strain at mold exit [3]. The higher values signal higher risk of failure. 
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Other works regarding hot tear cracking often place the highest risk of failure to the border of 
austenite and ferrite phase or other intergranular boundaries [48], however these could not 
even be considered in this work, as the microstructure was not modeled. The crack initiation 
analysis of the Matlab code should possibly be altered in the future to take the phases into 
account, which would necessitate the modeling of the microstructure of the billet.  
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6. Conclusions and Recommendations 
The purpose of this work was to create a Matlab code capable of simulating both the thermal 
and mechanical aspects of the Continuous Casting of steel. Such simulations would expand the 
previous works into the subject, and enable the prediction of hot tear cracks during the process. 
As was presented in the literary study, there exist various approaches to simulating the 
continuous casting of steel. This work incorporated a Lagrangian frame of reference by modeling 
a cross section of a steel billet in the mold region of the continuous casting process. The results 
were compared to the simulation results of the original works that had used the fundamental 
mechanical analysis tools also used in this work.  
The heat transfer model functioned well when compared to results from Comsol Multiphysics. 
The greatest error when compared to Comsol was located in the corner, which could be caused 
by different discretization of the corner node in Comsol than in Matlab. However, even the 
errors in the corners were relatively low, staying under 3 %. The error in phase change modeling 
was higher in comparison to Comsol, reaching a maximum of 14 % when the phase transition 
fronts met in the middle of the billet. After that, the error dropped drastically, signifying that 
the different methods of modeling phase transition was the primary cause of high errors in 
comparison to Comsol.  
The heat transfer modeling of continuous casting using the Matlab code was determined to work 
acceptably. Despite being significantly less sophisticated than the thermal analysis models in 
literature, the temperature contours corresponded fairly well to the ones in literature. The most 
significant differences between the model in this work and the ones in literature are the 
modeling of the gap between the billet and the mold, and the modeling of the mushy region as 
a phase fraction of the solid and the liquid. Additionally, the differences in the enthalpy data and 
elemental grid size and shape also contribute to the differences between the results of this work 
and literature. 
The thermo-elastic analysis of the Matlab code functions well, the maximum error being roughly 
6.5 % and the errors being below 1 % in most of the simulated region. These errors include some 
error from the heat transfer analysis. In addition, Comsol uses different discretization for the 
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corner node, or it uses balancing algorithms near the strict constraints, which are not used in 
the Matlab code.  
The plastic analysis of the billet within the mold does not work as well as the thermos-elastic 
analysis. The strains are much higher than in the literature unless recrystallization is 
incorporated into the model. When recrystallization is also used, the strains are lower than in 
the comparable literary works, and their distribution does not resemble the literary results. 
Recrystallization reduces the strains which also affects the distribution, and can be accounted 
for some of the error when compared to literature, but there are some other problems with the 
code that necessitate the use of recrystallization to reduce the strains. 
 It was determined that the most likely cause for the very high inelastic strains when 
recrystallization isn’t present are mistakes in the incorporation of either the local stress-stain 
algorithm or the general mechanical strain rate algorithm. The local stress-strain algorithm 
showed convergence problems with certain values of stress and strain as well as recrystallized 
elements, the first problem of which is not mentioned elsewhere in literature, suggesting coding 
mistakes. The strain rate algorithm had problems with elements in the phase transition front 
that had several molten elements next to them. These elements would have very high strain 
rates, leading to very high inelastic strains and problems in convergence and massive corrective 
forces. The strain rate of such elements in the phase transition front was for those reasons 
manually lowered. This problem decreased in occurrence when the element size was reduced.  
Unfortunately reducing the element size significantly was not an option. The computational 
efficiency of the Matlab code is poor enough to make it not worth the additional computational 
cost to decrease the element size. On a normal desktop computer, it takes nearly 40 hours to 
simulate the mold region with 900 elements if the mushy region is not modeled. If the mushy 
region is also treated, that time is increased to nearly 150 hours. Increasing the number of 
elements, which would be beneficial especially in the mechanical analysis, leads to extremely 
long modeling times. The poor computational efficiency could also be improved by translating 
the Matlab code into C code, for example, which would be highly recommended if sections are 
added into the code to make it more sophisticated in some aspects, such as adding 
microstructure prediction.  
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In conclusion, the following list of changes and additions to the code is suggested before it can 
be used reliably in industry applications. 
1) Reworking the inelastic strain rate calculations until the results match more closely with 
literature. 
2) Phase fraction based phase transition calculations should be considered in the heat 
transfer analysis. 
3) The effect of the gap between the billet and the mold should be incorporated in the 
thermal analysis. This gap could be calculated in the mechanical analysis.  
4) General plane strain should be added to mechanical analysis, to enable the calculation 
of strains in the casting direction. 
5) If crack initiation analysis is of special interest, microstructural modeling should be 
added to the code. 
6) Improving the computational efficiency of the code. 
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8. Appendices 
8.1 Isoparametric Variables ξ and η 
It is remarkably easier to integrate variables in isoparametric coordinates, where the boundaries 
of integration can be freely chosen. In addition, the shape of the elements in the isoparametric 
coordinates do not have to match the element in the real coordinate system, enabling more 
complex element shapes as in the Figure 42. 
The isoparametric coordinate system used in this work is presented in the Figure 43. Both 
coordinates 𝜉 and 𝜂 vary between -1 and 1, reaching those values at the nodes in the corners of 
the element [12]. Take note that the size of the isoparametric element is actually arbitrary; the 
limits -1 and 1 are most commonly used due to their easy implementation in integration. The 
nodes were numbered as in Figure 43.  
 
 
Figure 42 Isoparametric formulation [49]. Despite the fact that the element shape in 
the normal xy-plane isn’t rectangular as on the left, the element in the isoparametric 
coordinates remains rectangular and easy to handle.  
 
 
Figure 43 Isoparametric mapping of a quadrilateral element. 
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The shape functions are the same for isoparametric variables as they would be for x and y. Even 
though integration is easier in isoparametric coordinates, at some point the treatment has to be 
transferred to the global coordinates 𝑥 and 𝑦 . This is done with the help of a Jacobian, [J], as 
follows: 
 𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑖
𝜕𝑦
= [𝑱]−1
[
 
 
 
 
𝜕𝑁𝑖
𝜕𝜉
𝜕𝑁𝑖
𝜕𝜂 ]
 
 
 
 
 (70) 
where 𝑁𝑖  refers to the shape function, 𝑥 and 𝑦 refer to the spatial coordinates and 𝜉 and 𝜂 refer 
to the isoparametric coordinates. [𝑱] is the Jacobian matrix, which is defined for a 2D case as  
 
[𝑱] =
[
 
 
 
 
𝜕𝑥
𝜕𝜉
𝜕𝑦
𝜕𝜉
𝜕𝑥
𝜕𝜂
𝜕𝑦
𝜕𝜂]
 
 
 
 
 (71) 
The actual shape functions used in this work are  
 
𝑵 = {
𝑁1
𝑁2
𝑁3
𝑁4
} =
1
4
(1 − 𝜉)(1 − 𝜂)
1
4
(1 + 𝜉)(1 − 𝜂)
1
4
(1 − 𝜉)(1 + 𝜂)
1
4
(1 + 𝜉)(1 + 𝜂)
 (72) 
This assumes that the nodes are numbered as in Figure 43.   
When transforming integrals into isoparametric form, the integral has to be multiplied with the 
determinant of the Jacobian matrix, [𝑱], to account for the difference in the sizes of the elements 
in the different coordination systems. 
∫𝑓 𝑑𝑉 = ∫∫𝑓(𝑥, 𝑦)𝑝 𝑑𝑥𝑑𝑦 = ∫ ∫𝑓(𝜉, 𝜂)𝑝|𝑱| 𝑑𝜉𝑑𝜂
1
−1
1
−1
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8.2 Iteration: Convergence and Termination 
The model in this work includes iteration of certain unknowns until convergence is achieved. 
Iteration has been explained well in any basic mathematical text book, and is not explained in 
detail here. The definition of convergence and termination, however, is of much significance 
when considering the accuracy of modeling. 
This work includes many iterative processes, for example enthalpy and radiation iteration within 
a single time step in temperature modeling. In these processes, a calculation accuracy, 𝛽, has to 
be decided. 
The iteration is terminated inside a time step and calculation is continued in the next time step 
or procedure once the variable x which is currently being iterated (temperature, for example), 
no longer changes more than the value 𝛽 between iteration cycles.  
 | 𝑥𝑖 − 𝑥𝑖−1| < 𝛽 (73) 
Some limitation for 𝛽 is set by the so-called machine accuracy: double – format numbers are 
saved with sixteen decimals, meaning that β by definition cannot be smaller than 10-15. Even this 
accuracy, however, is foolish in practice as model simplifications already introduce errors into 
calculation that are by far more significant.  
𝛽 affects calculations in practice as well. Having a very small 𝛽 leads to significantly more 
iteration laps and thus longer computation times than having a higher 𝛽.  
In the validation and results section, the β used in relation to results will always be mentioned.  
When solving linear systems of equations, such as in temperature modeling, the new 
temperatures of the domain are in vector  𝑻𝑚+1. The termination can then be decided with 
equation (74). Although technically average of absolute values or root mean square calculation 
can be used instead of maximum in (74), the maximum is most robust. The termination can be 
decided with 
 𝑚𝑎𝑥| 𝑻𝑚+1 − 𝑻𝑚| < 𝛽 (74) 
where max|| operator chooses the maximum absolute difference of vectors 𝑻𝑚+1 and 𝑻𝑚. 
Once the difference is below 𝛽, 𝑻𝑚+1 and 𝑻𝑚 are practically equal.  
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8.3 Numerical integration: Gauss Quadrature 
Many equations in this work include integrals, which in this work are handled with Gauss 
Quadrature numerical integration.  
The integral in this chapter is created using isoparametric formulation as in appendix 8.1. 
Using gauss quadrature, integrals such as equation (75) can be calculated. 
 
∫𝑓 𝑑𝑉 = ∫∫𝑓(𝑥, 𝑦)𝑝 𝑑𝑥𝑑𝑦 = ∫ ∫𝑓(𝜉, 𝜂)𝑝|𝐽|  𝑑𝜉𝑑𝜂
1
−1
1
−1
 
(75) 
Here 𝑓(𝑥, 𝑦) is a function of the spatial coordinates 𝑥 and 𝑦, 𝑝 is the thickness in z direction and 
|𝐽| is the determinant of the Jacobian. The integral is reformulated into  
 
∫ ∫𝑓(𝜉, 𝜂)𝑝|𝐽|𝑑𝜉𝑑𝜂
1
−1
1
−1
= [𝑤1𝑓(𝜉1, 𝜂1) + 𝑤2𝑓(𝜉2, 𝜂2) + 𝑤3𝑓(𝜉3, 𝜂3) + 𝑤4𝑓(𝜉4, 𝜂4)]𝑝|𝐽|
 
(76) 
where the 𝑤1, 𝑤2, 𝑤3, 𝑤4 are scalar weights and the 𝑓(𝜉1, 𝜂1) − 𝑓(𝜉4, 𝜂4) are values of function 
𝑓 in four points. The example presented here is for two dimensional quadrilateral element, for 
which the weights are always 1 and the integration points are presented in Table 4. 
Table 4 Integration points and their cordinates 
Integration point ξ η 
1 −
1
√3
 
1
√3
 
2 
1
√3
 
1
√3
 
3 −
1
√3
 −
1
√3
 
4 
1
√3
 −
1
√3
 
In practice this means approximating the integral by calculating the value of the function in 
several points (sometimes called sampling points or Gauss integration points), and multiplying 
that value with certain weight. Several different orders of accuracy are available in literature 
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[12], but in this work the second order accuracy was sufficient in all integrals to reach the same 
accuracy as in analytical integration.  
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8.4 Creep and Plasticity Expanded Forms 
The densities of ferrite, austenite and delta-ferrite follow the polynomes below [27]: 
 𝜌𝑓𝑒𝑟𝑟𝑖𝑡𝑒 = 7881 − 0.324𝑇(°𝐶) − 3 ∙ 10
−5𝑇(°𝐶)2
𝜌𝑎𝑢𝑠𝑡𝑒𝑛𝑖𝑡𝑒 =
100(8106 − 0.51𝑇(°𝐶))
(100 − 𝐶%)(1 + 0.008𝐶%)3
𝜌𝑑𝑒𝑙𝑡𝑎−𝑓𝑒𝑟𝑟𝑖𝑡𝑒 =
100(8011 − 0.47 ∙ 𝑇(°𝐶))
(100 − 𝐶%)(1 + 0.013𝐶%)3
 (77) 
where C(%) is the carbon content percentage in steel and 𝑇(°𝐶) is the temperature in 
degrees Celsius.  
The constitutive equation for strain rate in austenite in full form is [27, 36] 
 
𝜀𝑖?̇? = 𝐶𝑒
−
𝑄
𝑇(𝜎 − 𝑎𝑒𝜀𝑝
𝑛𝑒)
𝑛
𝐶 = 46550 + 71400 𝐶% + 12000 𝐶%
2
𝑄 = 44650
𝑎𝑒 = 130.5 − 5.128 ∗ 10
−3𝑇
𝑛𝑒 = −0.6289 + 1.114 ∗ 10
−3𝑇
𝑛 = 8.132 − 1.540 ∗ 10−3𝑇
 (78) 
 The enhanced power law model by Li et al [26] for delta ferrite is 
 
𝜀𝑖?̇? = 0.1𝑐 |
?̅?
𝐶𝑓 (
𝑇
300)
−5.52
(1 + 1000|𝜀𝑃|)𝑚
|
𝑛
𝐶𝑓 = 1.3678 ∗ 10
4(𝐶%)
−0.0556
𝑚 = −9.4156 ∗ 10−5 𝑇 + 0.349501
𝑛 =
1
1.617 ∗ 10−4 𝑇 − 0.06166 
 (79) 
The equation for flow strain in the mushy region is [27] 
 
𝜀?̇?𝑙𝑜𝑤 =
𝑎𝑐(|?̅?| − 𝜎𝑦𝑖𝑒𝑙𝑑), 𝑖𝑓 ?̅? > 𝜎𝑦𝑖𝑒𝑙𝑑
0,                                   𝑖𝑓 ?̅? ≤ 𝜎𝑦𝑖𝑒𝑙𝑑
𝑎 = 1.5 ∗ 108
𝑀𝑃𝑎
𝑠
 (80) 
where 𝑎 is chosen according to the work of Li et al and 𝜎𝑦𝑖𝑒𝑙𝑑 is set to 0.01 MPa [27]. 
The coefficient 𝑐 is defined as [27] 
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𝑐 =
𝜀𝑚𝑎𝑥 
|𝜀𝑚𝑎𝑥 |
, 𝑖𝑓 𝜀𝑚𝑎𝑥 ≥ 𝜀𝑚𝑖𝑛 
𝜀𝑚𝑖𝑛 
|𝜀𝑚𝑖𝑛 |
, 𝑖𝑓 𝜀𝑚𝑎𝑥 < 𝜀𝑚𝑖𝑛
 (81) 
where 𝜀𝑚𝑎𝑥 is the greatest value in the principal strains and 𝜀𝑚𝑖𝑛 the minimum principal strain.  
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8.5 Derivation of the Equations in Mechanical Analysis 
The displacements are solved in mechanical FEM analysis from equation 
 [𝑲]𝒅 = 𝑭. (82) 
[𝑲] signifies the global stiffness matrix, 𝒅 the displacement vector which is used to calculate the 
strains and stresses, and 𝑭 is the global force vector.  
The aim of the following treatment is to provide a so-called weak form, which is a differential 
equation that can be discretized into finite element form. For the weak form we need 
expressions for forces at the boundary of the domain, forces within the domain and for the 
material response to loads, i.e. the material stiffness. The treatment here follows the text book 
of Fish et al [29].  
First, let us derive an expression which connects the stresses and forces of a domain. Let us start 
from an assumption of force equilibrium in xy-plane, as in Figure 44. 
 
Figure 44 Body force vector on an infinitesimal element [28].  
The domain in Figure 44 is of infinitesimal size, for which the equilibrium equation assuming 
static situation is 
 
−𝜎𝑥 (𝑥 −
𝛥𝑥
2
, 𝑦) 𝛥𝑦 + 𝜎𝑥 (𝑥 +
𝛥𝑥
2
, 𝑦)𝛥𝑦 − 𝜎𝑦 (𝑥, 𝑦 −
𝛥𝑦
2
)𝛥𝑥
+ 𝜎𝑦 (𝑥, 𝑦 +
𝛥𝑦
2
)𝛥𝑥 + 𝒃(𝑥, 𝑦)𝛥𝑥𝛥𝑦 = 0. 
(83) 
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The 𝑥 and 𝑦 are the coordinates, 𝛥𝑥 and 𝛥𝑦 are distances from the origo O in Figure 44 and σ⃗ x 
and σ⃗ y are stress vectors on the surfaces of the element. Take note that this work uses different 
notation than the work of Fish et al [29], which is why the vector components are marked as 𝜎𝑥 
instead of σ⃗ x as in Figure 44. 
Dividing the equation (83) by 𝛥𝑥𝛥𝑦 and taking the limit as 𝛥𝑥 → 0 and 𝛥𝑦 → 0, we receive 
equations (84). 
 
lim
𝛥𝑥→0
𝜎𝑥 (𝑥 +
𝛥𝑥
2 , 𝑦) − 𝜎𝑥 (𝑥 −
𝛥𝑥
2 , 𝑦)
𝛥𝑥
=
𝜕𝜎𝑥
𝜕𝑥
lim
𝛥𝑦→0
𝜎𝑦 (𝑥, 𝑦 +
𝛥𝑦
2 ) − 𝜎𝑦 (𝑥, 𝑦 −
𝛥𝑦
2 )
𝛥𝑦
=
𝜕𝜎𝑦
𝜕𝑦
 (84) 
Combining the two equations (83) and (84) yields 
 𝜕𝜎𝑥
𝜕𝑥
+
𝜕𝜎𝑦
𝜕𝑦
+ 𝒃 = 0. 
(85) 
Equation (85) is in component form as follows: 
 𝜕𝜎𝑥𝑥
𝜕𝑥
+
𝜕𝜎𝑥𝑦
𝜕𝑦
+ 𝑏𝑥 = 0
𝜕𝜎𝑦𝑥
𝜕𝑥
+
𝜕𝜎𝑦𝑦
𝜕𝑦
+ 𝑏𝑦 = 0.
 (86) 
Or in more concise format: 
 [𝐋]T𝝈 + 𝒃 = 0. (87) 
Now we have a connection between the stresses σ and the forces 𝒃. 𝒃 is the body force vector 
and the first term [𝐋]T{𝜎} is opened in equation (88).[𝐋]T is called the symmetric gradient matrix 
operator: in this case its transpose is used. 
 
[𝐋]T𝝈 =
[
 
 
 
 
𝜕
𝜕𝑥
0
𝜕
𝜕𝑦
0
𝜕
𝜕𝑦
𝜕
𝜕𝑥]
 
 
 
 
{
𝜎𝑥𝑥
𝜎𝑦𝑦
𝜎𝑥𝑦
} 
(88) 
[𝐋]T includes derivatives of the spatial coordinates and 𝝈 is the stress vector. Now we will define 
a constitutive relation, which defines the connection between stresses and strains in material: 
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 𝝈 = [𝑫]𝜺 (89) 
where 𝜺 is the strain vector, and the expression for matrix [𝑫] depends on the number of 
dimensions treated. At this point the exact form of the matrix [𝑫] is, however, quite arbitrary.  
We still need a relation between displacements and strains, as only displacements can be solved 
using FEM. This relation is expressed in equation (47). 
 
𝜺 = [𝑳]𝒖 =
[
 
 
 
 
 
 
𝜕
𝜕𝑥
0
0
𝜕
𝜕𝑦
𝜕
𝜕𝑦
𝜕
𝜕𝑥]
 
 
 
 
 
 
{
𝑢𝑥
𝑢𝑦
} 
(90) 
Here 𝒖 is the displacement vector. On any boundary, either the displacement or the traction 
must be prescribed, but both cannot be prescribed on the same boundary. 
Traction boundary condition is defined  
 𝝈?̅? = 𝒈  𝑜𝑛  𝛤𝑡 (91) 
where ?̅? is a surface vector of the boundary and 𝒈 is the traction force. Similarly, displacement 
boundary condition is defined as 
 𝒖 = 𝒖𝑘𝑛𝑜𝑤𝑛  𝑜𝑛 𝛤𝑢 (92) 
 where 𝒖𝑘𝑛𝑜𝑤𝑛 is any known displacement – usually zero. 
Now we have two equations; (93) and (94). They will be used to derive an expression which can 
be discretized into FEM form. 
 𝝈?̅? − 𝒈 = 0 (93) 
 [𝐋]T𝝈 + 𝒃 = 0 (94) 
Let us multiply the equations by a weight function w and integrate over volume V in equation 
(94), and in the case of equation (93), over boundary area 𝛤.  
 
∫(𝑤[𝐋]T𝝈 + 𝑤𝒃) 𝑑𝑉 = 0 
(95) 
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∫𝑤(𝝈?̅? − 𝒈)  𝑑𝛤 = 0 
(96) 
Let us apply Greens theorem to the first term of equation (95). 
 
∫𝑤([𝐋]T𝝈) 𝑑𝑉 = ∫𝑤𝝈?̅? 𝑑𝛤 +∫[𝐋]T𝑤𝝈 𝑑𝑉 
(97) 
Now equation (95) has been altered into equation (98).  
 
∫[𝐋]T𝑤𝝈 𝑑𝑉 = −∫𝑤𝝈?̅? 𝑑𝛤 − ∫𝑤𝒃 𝑑𝑉 
(98) 
Now we recall the equality 𝝈?̅? = 𝒈 in equation (93) and substitute it into equation (98). 
 
∫[𝐋]T𝑤𝝈   𝑑𝑉 = ∫𝑤𝒈 𝑑𝛤 + ∫𝑤𝒃 𝑑𝑉 
(99) 
Substituting (48) and (47) into equation (99), we get  
 
∫[𝐋]T𝑤[𝑫][𝑳]𝒖  𝑑𝑉 = ∫𝑤𝒈 𝑑𝛤 + ∫𝑤𝒃 𝑑𝑉 
(100) 
which is called the weak form [29]. Here u is now the displacements which we want to solve. 
The first term product, [𝐋]T𝑤[𝑫][𝑳], determines the material response to the forces 𝒈 and 𝒃. 
Let us formulate the weak form into  
 
∫([𝑳]𝑤)𝑇[𝑫][𝑳]𝒖 𝑑𝑉 = ∫𝑤𝑇𝒈 𝑑𝛤 + ∫𝑤𝑇𝒃 𝑑𝑉 
(101) 
for future benefit [29]. Now we can discretize the weak form (101) with finite element 
formulation. There are two degrees of freedom per node as in equation (102) – again, assuming 
a two dimensional scenario with quadrilateral four-node elements. 
 𝒅 = {𝑢𝑥1 𝑢𝑦1 𝑢𝑥2 𝑢𝑦2 𝑢𝑥3 𝑢𝑦3 𝑢𝑥4 𝑢𝑦4}𝑇 (102) 
The finite element approximation of the trial solution and weight function on each element are 
(103) and (104), respectively [29]. 
 𝒖 = 𝒖𝒆 = [𝑵𝒆]𝒅 (103) 
 𝑤𝑇 = 𝑤𝑒𝑇 = 𝑤𝑒𝑇[𝑵𝑒]𝑇 (104) 
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The superscript e refers to element specific variables. Here the weight functions w, 
displacements 𝒖 and shape functions [𝑵𝒆] are functions of the spatial coordinates x and y only. 
 
[𝑵𝑒] = [
𝑁1
𝑒 0 … 𝑁4
𝑒 0
0 𝑁1
𝑒 … 0 𝑁4
𝑒] 
(105) 
Again, this expression for [𝑵𝑒] is valid for quadrilateral four-node elements only.  
Summing over all the elements (ne is the number of elements), the weak form can now be 
written as  
 
∑{∫([𝐋]s,i𝑤)
𝑇
[𝑫][𝐋]𝑠,𝑖𝒖   𝑑𝑉 − ∫𝑤
𝑇𝒈 𝑑𝛤 − ∫𝑤𝑇𝒃  𝑑𝑉}
𝑛𝑒
𝑖=1
= 0. 
(106) 
We already have an expression for the strains, which can now be formulated into 
 𝜺 = [𝐋]𝑆𝒖 = [𝐋]𝑆[𝑵
𝒆]𝒅𝑒 = [𝑩𝒆]𝒅𝒆  . (107) 
Where [𝑩𝒆] is called the strain-displacement matrix and it is presented in equation (108). The 
size of the matrices is in the subscript of the matrices. 
 
[𝑩𝒆] = [𝐋]𝑆[𝑵
𝒆] =
[
 
 
 
 
 
 
𝜕
𝜕𝑥
0
0
𝜕
𝜕𝑦
𝜕
𝜕𝑦
𝜕
𝜕𝑥]
 
 
 
 
 
 
3∗2
 [
𝑁1
𝑒 0 … 𝑁4
𝑒 0
0 𝑁1
𝑒 … 0 𝑁4
𝑒]
2∗8
=
[
 
 
 
 
 
 
𝜕𝑁1
𝜕𝑥
0 …
𝜕𝑁4
𝜕𝑥
0
0
𝜕𝑁1
𝜕𝑦
… 0
𝜕𝑁4
𝜕𝑦
𝜕𝑁1
𝜕𝑦
𝜕𝑁1
𝜕𝑥
…
𝜕𝑁4
𝜕𝑦
𝜕𝑁4
𝜕𝑥 ]
 
 
 
 
 
 
3∗8
 
 
(108) 
 
The derivatives of the shape functions in equation (106) are: 
 ([𝐋]𝐬𝑤)
𝑇 = ([𝑩𝒆]𝑤𝒆)𝑇 = [𝑩𝒆]𝑻𝑤𝒆𝑻 (109) 
Substituting (103), (104), (107) and (109) into (106), we get 
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𝑤𝒆𝑻∑{∫[𝑩𝒆]𝑖
𝑇[𝑫][𝑩𝒆]𝑖𝑑𝑉𝒅
𝑒 − ∫[𝑵𝒆]𝒊
𝑻𝒈 𝑑𝛤 − ∫[𝑵𝒆]𝒊
𝑻𝒃  𝑑𝑉}
𝑛𝑒
𝑒=1
= 0. 
(110) 
At this point we omit the treatment of 𝑤𝑒𝑇, which can be used to further examine the essential 
and natural boundary conditions. Here we simply refer to the work of Fish et al [29].  
We can separate the expressions for the stiffness matrix, body forces and external forces from 
equation (110) into equation (44). At this point we stop marking the element matrices with 
superscripts e; it is separately always marked when a variable is global or specific to an element. 
Stiffness matrices [k] and the forces 𝒇 will be marked in capital letters for global variables and 
in small letters for element variables. 
 [𝒌𝒆] = [𝒌] = ∫[𝑩]𝑻[𝑫][𝑩] 𝑑𝑉
𝒇𝑒𝑥𝑡 = ∫[𝑵]
𝑻𝒈 𝑑𝛤
𝒇𝑏𝑜𝑑𝑦 = ∫[𝑵]
𝑻𝒃 𝑑𝑉
 (111) 
When the element matrices are combined into a global system of equations, we have equation 
(43).The procedure of combining element matrices into global matrices is not presented here, 
but it is well documented in the text books of Cook et al [12] and Fish et al [29].  
As only two dimensions are treated here, the integral in the equation (44) for [𝒌] and 𝒇𝑏𝑜𝑑𝑦 is 
[12]: 
 
∫𝑿 𝑑𝑉 = ∫∫𝑿𝑝 𝑑𝑥𝑑𝑦 
(112) 
where p is the thickness of the cross section in the z direction. 
Now we have derived an expression for the global system of equations  
 [𝑲]𝒅 = 𝑭. (113) 
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8.6 Local Algorithm for Solving Stress and Strain 
This algorithm is based on the work of Lush and al [39]. In step three of the strain rate calculation 
this algorithm is used to solve the local stress and inelastic strain at that time step. The algorithm 
solves the simultaneous equations 
 𝜀𝑛+1 − 𝜀𝑛 − 𝛥𝑡𝑓(?̅?𝑛+1, 𝜀𝑛+1) = 0
?̅?𝑛+1 − 𝜎𝑛+1
∗ + 3𝜇𝛥𝑡𝑓(?̅?𝑛+1, 𝜀𝑛+1) = 0
 
(114) 
Here the subscript n designates the current time step and subscript n the previous time step. 
𝑓(?̅?𝑛+1, 𝜀𝑛+1) is either function in equation (78) or (79), depending on the current phase. From 
now on 𝑓(?̅?𝑛+1, 𝜀𝑛+1) will simply be marked 𝑓, with a subscript n or n+1 to denote the time 
step. Here 𝜇 is the so called lame constant, which is defined as 
 
𝜇 =
𝐸
2(1 + 𝑣)
 (115) 
Initial estimates for 𝜀𝑛+1 and ?̅?𝑛+1 are 
 
𝜀𝑛+1 = 𝜀𝑛 +
𝑏1(?̅?𝑛+1
∗ − ?̅?𝑛 − 3𝜇𝛥𝑡𝑓𝑛) + 𝑎1𝛥𝑡𝑓𝑛
𝑏2𝑎1 + 𝑎2𝑏1
?̅?𝑛+1 = ?̅?𝑛 +
𝑏2(?̅?𝑛+1
∗ − ?̅?𝑛 − 3𝜇𝛥𝑡𝑓𝑛) − 𝑎2𝛥𝑡𝑓𝑛
𝑏2𝑎1 + 𝑎2𝑏1
 (116) 
Here the parameters a and b are 
 
𝑎1 = 1 + 3𝜇𝛥𝑡
𝜕𝑓𝑛
𝜕?̅?𝑛
 
𝑎2 = 3𝜇𝛥𝑡
𝜕𝑓𝑛
𝜕𝜀𝑛
𝑏1 = 𝛥𝑡
𝜕𝑓𝑛
𝜕?̅?𝑛
𝑏2 = 1 − 𝛥𝑡
𝜕𝑓𝑛
𝜕𝜀𝑛
 (117) 
This algorithm is a two level iterative scheme. The level 1 iterations are performed for a generic 
iteration k, where 𝜀𝑛+1
𝑘  is tested if it satisfies the upper equation in (114). 
1) Determine ?̅?𝑛+1
𝑘  with the level 2 iterations. 
2) Determine the error 𝐸𝜀
𝑘: 
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 𝐸𝜀
𝑘 =𝜀𝑛+1
𝑘 − 𝜀𝑛 − 𝛥𝑡𝑓𝑛+1
𝑘  (118) 
3) Compare 𝐸𝜀
𝑘 to a suitable termination accuracy β. If 
 𝐸𝜀
𝑘 < 𝛽 (119) 
the scheme has converged and 𝜀𝑛+1 = 𝜀𝑛+1
𝑘  and ?̅?𝑛+1 = ?̅?𝑛+1
𝑘 .  
 𝛽 = 10−5 ∗ 𝜀𝑛 (120) 
If convergence is not achieved, iteration continues. 
4) Calculate the new Newton-Raphson correction  
 
𝛥𝜀𝑘 =
−𝐸𝜀
𝑘
1 − 𝛥𝑡 (
𝜕𝑓𝑛+1
𝑘
𝜕𝜀𝑛+1
𝑘 +
𝜕𝑓𝑛+1
𝑘
𝜕?̅?𝑛+1
𝑘
𝜕?̅?𝑛+1
𝑘
𝜕𝜀𝑛+1
𝑘  )
 
(121) 
5) The estimate for the next iteration is  
 𝜀𝑛+1
𝑘+1 = 𝜀𝑛+1
𝑘 + 𝛥𝜀𝑘   (122) 
6) The initial estimate for the next level 2 iteration is  
 
?̅?𝑛+1
𝑘+1 = ?̅?𝑛+1
𝑘 +
𝜕?̅?𝑛+1
𝑘
𝜕𝜀𝑛+1
𝑘  𝛥𝜀
𝑘 (123) 
Level 2 iterations are done for a generic iteration i, where the superscript k denotes the level 1 
iteration round, and i denotes the level 2 iteration round. In level 2 iterations, ?̅?𝑛+1
𝑘,𝑖  is tested for 
satisfaction of the lower equality in equation (114). 
1) Determine error 𝐸𝜎
𝑘,𝑖 associated with  ?̅?𝑛+1
𝑘,𝑖  
 𝐸𝜎
𝑘,𝑖 = ?̅?𝑛+1
𝑘,𝑖 − ?̅?𝑛+1
∗ + 3𝜇𝛥𝑡𝑓𝑛+1
𝑘,𝑖  (124) 
2) Compare 𝐸𝜎
𝑘,𝑖 to a tolerance, if 
 𝐸𝜎
𝑘,𝑖 < 10−5 ∗ ?̅?𝑛+1
∗  (125) 
Convergence has been achieved and the following derivative can be calculated to be used in 
level 1. 
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𝜕?̅?𝑛+1
𝑘
𝜕𝜀𝑛+1
𝑘 =
−3𝜇𝛥𝑡 (
𝜕𝑓𝑛+1
𝑘,𝑖
𝜕𝜀𝑛+1
𝑘 )
1 + 3𝜇𝛥𝑡 (
𝜕𝑓𝑛+1
𝑘,𝑖
𝜕?̅?𝑛+1
𝑘,𝑖 )
 (126) 
If convergence is not achieved, iteration is continued.  
3) Calculate the Newton-Raphson correction  
 
𝛥𝜎𝑁𝑅
𝑘,𝑖 =
−𝐸𝜎
𝑘,𝑖
1 + 3𝜇𝛥𝑡 (
𝜕𝑓𝑛+1
𝑘,𝑖
𝜕?̅?𝑛+1
𝑘,𝑖 )
 
(127) 
4) Either the upper or the lower bound for the stress is updated. If 𝛥𝜎𝑁𝑅
𝑘,𝑖 < 0, then 
 ?̅?𝑢𝑝𝑝𝑒𝑟 = ?̅?𝑛+1
𝑘,𝑖
𝛥𝜎𝑚𝑎𝑥
𝑘,𝑖 =
1
2
(𝛥?̅?𝑙𝑜𝑤𝑒𝑟 − ?̅?𝑛+1
𝑘,𝑖 )
 (128) 
If  𝛥𝜎𝑁𝑅
𝑘,𝑖 ≥ 0, then 
 ?̅?𝑙𝑜𝑤𝑒𝑟 = ?̅?𝑛+1
𝑘,𝑖
𝛥𝜎𝑚𝑎𝑥
𝑘,𝑖 =
1
2
(𝛥?̅?𝑢𝑝𝑝𝑒𝑟 − ?̅?𝑛+1
𝑘,𝑖 )
 (129) 
 
5) Determine which correction is used: if |𝛥𝜎𝑁𝑅
𝑘,𝑖 | > |𝛥𝜎𝑚𝑎𝑥
𝑘,𝑖 |, then  
 𝛥𝜎𝑘,𝑖 = 𝛥𝜎𝑚𝑎𝑥
𝑘,𝑖 , 𝑒𝑙𝑠𝑒
𝛥𝜎𝑘,𝑖 = 𝛥𝜎𝑁𝑅
𝑘,𝑖  (130) 
6) The estimate for the next iteration is 
 ?̅?𝑛+1
𝑘,𝑖+1 = ?̅?𝑛+1
𝑘,𝑖 + 𝛥𝜎𝑘,𝑖 (131) 
 
Each time the level 2 iterations are performed, the lower (?̅?𝑙𝑜𝑤𝑒𝑟) and upper (?̅?𝑢𝑝𝑝𝑒𝑟) bounds 
for stress have to be initialized. The initialization was performed as suggested in the article of 
Lush et al [39].  
