The well-known Schröder numbers have appeared in different combinatorial contexts, including Schröder trees and well-weighted binary trees. The only loopless algorithm for generating Schröder trees actually generated representations for their well-weighted binary tree counterparts. This paper presents the first loopless algorithms for directly generating Schröder tree representations. They use a new loopless algorithm for generating k-compositions of n in inverse lexicographic order.
INTRODUCTION
The paper by Ehrlich [1] showed that a number of combinatorial objects can be looplessly generated. That is, the time taken to produce the next object is at most a constant independent of the size of the object. Since then, many loopless generation algorithms have appeared. The more recent include binary tree sequences, Vajnovski [2] , Gray code for k-ary trees, Roelants van Baronaigien [3] , trees with specified degrees, Korsh and LaFollette [4] , linear orders, Canfield and Williamson [5] , and well-weighted binary trees, Korsh et al. [6] .
A combinatorial Gray code is a listing of combinatorial objects in which only a small change takes place from one object to its successor. An excellent survey is given by Savage [7] . Combinatorial Gray codes may not be loopless and loopless algorithms may not produce Gray codes. However, each may be helpful in the development of the other. Moreover, loopless algorithms are challenging to develop and can serve as good examples of the application of data structure techniques.
It is important to recognize that generation algorithms for combinatorial objects can depend on the representation used for the objects. Combinatorial Gray codes and loopless algorithms for one representation need not be combinatorial Gray codes or loopless algorithms for another representation.
A Schröder tree T is a non-empty set of nodes, such that T has a distinguished element r called the root of T and:
(1) T consists of its root alone, T = r; or (2) T is partitioned into an ordered tuple [r; T 1 , T 2 
, . . . , T t ]
where t ≥ 2 and T 1 , T 2 , . . . , T t are smaller Schröder trees.
If any of T , T 1 , T 2 , . . . , T t consist of just a root, then that node is a leaf node. All other nodes are internal nodes. Figure 1 lists the 11 Schröder trees with four leaf nodes.
A Schröder tree with m leaf nodes can have k internal nodes for k = 1, 2, . . . , m − 1.
The Schröder number s(m) is the number of Schröder trees with m leaf nodes. Table 1 shows the first 10 values of the Schröder numbers. These numbers and their 'cousins' the Schröder trees have a long history. In fact, Stanley [8] noted that they, at least s(10) = 103,049, were known to Hipparchus (190-127 B.C.). The Schröder numbers satisfy the equation:
The better known Catalan numbers satisfy
These correspond to the number of ordered trees with n leaf nodes and n-1 internal nodes with degree 2. The Schröder numbers correspond to the number of ordered trees with m leaf nodes and internal nodes with degrees between 2 and m. The Schröder trees of Figure 1 with 4 leaf nodes, correspond to the 11 'bracketings' xxxx,
. It is clear they include the five ordered trees corresponding to c(4) and, similarly, the Schröder trees with m leaf nodes will include the ordered trees corresponding to c(m). Foata and Zeilberger [9] give a one-to-one correspondence between Schröder trees with m leaf nodes and wellweighted binary trees with m leaf nodes. Korsh et al. [6] introduced a representation for well-weighted binary trees with m leaf nodes and gave the first algorithm for generating all such representations looplessly. In this paper, two loopless algorithms for generating Schröder tree representations directly will be presented. The development of these algorithms is part of an ongoing attempt to better understand the nature of loopless algorithms and combinatorial Gray codes and of those properties of combinatorial objects (and particular representations of those objects) which facilitate their development. In this case, it is interesting that two or three loopless algorithms must be interleaved and while the algorithms use different tree representations and generate the trees in different orders, they incorporate the same loopless algorithm to generate the k-compositions of n. We first describe this algorithm and then present the two algorithms for loopless Schröder tree generation, the first based on a tower and bead tree representation introduced in Section 3, and the second on a chain length sequence tree representation introduced in Section 4.
LOOPLESS GENERATION OF k-COMPOSITIONS OF n IN INVERSE LEXICOGRAPHIC ORDER
We will need to generate, in constant time, all the ways in which a non-negative integer n can be expressed as the sum of k non-negative integers-the k-compositions of n. Ehrlich [1] used the folkloric isomorphism between k-compositions of n and (k − 1)-combinations of n + k − 1 noted by Bitner et al. [10] and others, to convert his loopless combination generation algorithm, which uses a well-known Gray code for combinations, into a loopless composition generating algorithm. It turns out, however, that the k-compositions of n can be generated in inverse lexicographic order in constant time per composition. The following algorithm was originally derived from an earlier one of Korsh and Lipschutz [11] which implements an algorithm due to Lehmer [12] that generates the (k − 1)-combinations of n + k − 1 as permutations of the binary string consisting of k − 1 1's followed by n 0's. Since the composition generation algorithm is considerably simpler than the permutation generation algorithm from which it is derived, we give an independent description of it here. An array Comp, of size k, contains the current k-composition of n. Its initial value is (n, 0, . . . , 0). The successor in inverse lexicographic order of (. . . ,
At most, three array entries change in generating a successor. To effect this in constant time, we need to know the array indices of the rightmost two non-zero entries of Comp; so we store the indices of all the non-zero entries. The index of the rightmost non-zero entry is stored in a variable p. The others will be stored in order on a stack S so that when p becomes k, the second rightmost is at the top of the stack. S is implemented as an array and a variable top indexes its top entry. Initially S [1] is 1, top is 1 and p is 1. As long as p < k, only p is needed to produce the successor and S remains unchanged. When p becomes k, the next rightmost entry of Comp is needed and it will be in S [top] .
The C++ function next comp shown in Figure 2 implements this algorithm. There are no loops or function calls in this code so next comp runs in constant time.
Our loopless algorithms in Sections 3 and 4 need to use a loopless k-composition of n generation algorithm that allows the ith integer of the k-composition to be obtained in constant time, starts with (n, 0, . . . , 0) and takes constant time to restart when k is increased by 1. Comp[i] allows constant time access to the ith integer, and next comp can be restarted in constant time when k increases by 1, by setting Comp[k − 1], which will be n, to 0 and setting Comp [1] to n. This assumes Comp was originally made large enough to accommodate the largest value needed for k and each of its entries set to 0.
Walsh [13] , Takaoka [14] , and Xiang and Ushijima [15] all show loopless algorithms for generating combinations of k out of n objects in canonical representation. 
next comp can be seen as generating combinations of k − 1 out of n + k − 1 objects in canonical representation, in inverse lexicographic order, using O(k) storage. It is also efficient in time. Of course next comp can be easily modified to generate combinations or compositions in lexicographic order as well.
It is important to note for use later, that we can get all k-compositions of n with integers ≥ 2 by adding 2 to each integer of a k-composition of n − 2 × k.
DIRECT GENERATION OF SCHRÖDER TREES WITH TOWERS AND BEADS
We develop our first loopless Schröder tree algorithm using the tower and bead representation of a tree described by LaFollette and Korsh [16] . This representation is particularly convenient for reasoning about trees with a given number of leaf nodes.
Description of the representation
Given a tree T , consisting of k internal nodes, let d j be the degree of the j th node encountered during a preorder traversal of T . Let bead b j correspond to internal node j and tower t i to the ith leaf node encountered during the traversal. The number of leaf nodes in T will be During the traversal, process t 1 by creating the root, node 1 of degree d 1 , and, if t 1 has the first r > 1 beads on it, create node i of degree d i for i from 2 to r and make it the leftmost child of b i−1 . Every other non-empty tower t j , is processed similarly, except the node corresponding to the lowest numbered bead, say b L , on t j , is made the (1) the bead b j cannot appear on any tower to the left of the tower containing b j −1 (if it did, the preorder sequence would be violated); (2) if rj = 1 + q=1,j −1 (d q − 1), b j cannot appear on any tower to the right of t rj (otherwise, the tree would not be connected); we call t rj the rightmost tower for the bead b j .
Note that moving b 4 and b 5 from t 5 to t 4 of Figure 3 , corresponds to making node 4's subtree the rightmost subtree of node 2. Any rearrangement of the beads on the towers consistent with these two properties will represent a new tree with the same preorder sequence of degrees. One rearrangement of special interest is that in which every bead is on its rightmost tower. This is called the rightmost POSA for a given sequence of degrees and corresponds to a tree in which each internal node is a rightmost child of its parent. Define a relation ≈ on the set T k of all trees with k internal nodes. If T and T are two such trees, we say T ≈ T if and only if both have the same preorder degree sequence. This is clearly an equivalence relation and, thus, given any rightmost POSA consisting of k beads, we can talk about the equivalence class of the tree it represents. Note that any such equivalence class must contain exactly one rightmost POSA, since the placement of beads in a rightmost POSA determines the degrees of the internal nodes. Thus we can speak of the rightmost POSA equivalent under ≈ to a given tree. We are now in a position to characterize a Schröder tree with m leaf nodes. THEOREM 1. A tree T is a Schröder tree with m leaf nodes if and only if the rightmost POSA, P , equivalent to T under ≈ satisfies the following:
•
Proof. The construction of the POSA ensures that a tree with m leaf nodes has a POSA with m towers. In a rightmost POSA, the degree of any node except the last, say the j th, is given by 1 plus the difference between the tower subscripts of the tower containing b j +1 and the tower containing b j . Thus, if two beads of a rightmost POSA are on the same tower, the first bead corresponds to an internal node of degree 1. The degree of the last node is given by 1 plus the number of empty towers to the right of the last bead. If the last tower contains a bead, then the last node must have degree 1. Consequently, any rightmost POSA satisfying the above conditions must represent a Schröder tree with m leaf nodes and the rightmost POSA of any such tree satisfies the conditions. We call the rightmost POSA of Theorem 1, which represents a Schröder tree, a Schröder rightmost POSA and a Schröder rightmost POSA with k beads a k-Schröder rightmost POSA (or simply a k-POSA here). When m is 4, there is exactly one 1-POSA, two 2-POSAs and one 3-POSA. Their equivalence classes contain, respectively, 1, 3 and 2, and 5 trees (Figure 1 
These trees comprise the equivalence class of the k-POSA corresponding to this degree sequence. The number of trees in this equivalence class, can determined from Raney [17] 
Consequently, we can generate every Schröder tree with m leaf nodes by generating, for each k-composition of m + k − 1 with integers ≥2, all the trees in the equivalence class of the corresponding k-POSA, for k = 1, 2, . . . , m−1. Here we generate the trees by generating their tower and bead representations.
Development of the loopless generation algorithm
Recall that all k-compositions of m + k − 1 with integers ≥2 can be obtained from the k-compositions of m + k − 1 − 2 × k = m − k − 1 by adding 2 to each integer. So next comp of Section 2 can be used to generate each of the required k-compositions and its corresponding k-POSA can be created. The first algorithm in LaFollette and Korsh [16] (LK algorithm) is a loopless algorithm that generates all the trees equivalent under ≈ to a given rightmost POSA in the special case that there are no internal nodes of degree 1. So it can be used to generate all the trees in the equivalence class of this k-POSA.
We first describe the LK algorithm and then show how next comp is spliced into the LK algorithm to give our first loopless algorithm for Schröder trees.
The LK algorithm starts with a given rightmost POSA. It then successively generates all trees equivalent to it. Each bead will always have a direction that is left or right and will initially have the direction left. All beads but the first start out unblocked. A bead becomes blocked after it moves if it has moved left onto a non-empty tower or it has moved right onto its rightmost tower. Only the first bead starts out blocked. The algorithm is as follows Move the highest numbered unblocked bead in its direction and all beads above it on its tower, to the next tower. If it becomes blocked, its direction is changed. All higher numbered beads are then unblocked.
Linked lists keep track of the unblocked and blocked beads. The approach we use to tie together the LK algorithm with next comp requires some comment. The idea is to position the beads onto the towers to represent a particular k-POSA and then use LK to generate all the trees equivalent to that k-POSA (k-composition of m − k − 1). Then the k-POSA is reconfigured to correspond to the next k-composition of m − k − 1 (obtained from next comp). However, once the LK algorithm has run to completion, the beads are no longer in a rightmost configuration. Returning them to a rightmost configuration would mean moving k − 1 beads, which clearly cannot be done in constant time. Our solution is to use two collections of m towers, T 1 and T 2 for k ≥ 2. While LK is being applied to the current k-POSA on T 1 to generate all the trees in its equivalence class, we can look ahead to the next k-composition of m−k −1 and place the k beads on T 2 so its configuration reflects the next k-POSA. LK is then applied to T 2 while T 1 is being readied and so on. There is enough time to prepare T 2 (or T 1 ) since generating a k-POSA's equivalence class takes more than k moves for k ≥ 2. Even when k increases to k + 1, the look ahead can be done and T 2 (or T 1 ) can be properly configured. Expressed more formally, this becomes Algorithm 1.
DIRECT GENERATION OF SCHRÖDER TREES WITH CHAIN LENGTH SEQUENCES
We now want to develop a second loopless Schröder tree generation algorithm which is an adaptation of the loopless algorithm in [4] for generating all the trees in an equivalence class and is an alternative to the LK algorithm of Section 3. [1] , top and p to 1 to initialize for the new k and initialize the blocked and unblocked lists. It can be considerably simplified since Schröder trees have no nodes of degree 1 and because we can use next comp of Section 2 rather than the general multiset permutation algorithm of [11] . We first describe the representation used, then the algorithm and its adaptation and finally give a C++ implementation. The lemmas in this section are proven in [4] .
Description of the representation
In this section, another array called a chain length sequence c, to be defined below, is used in the representation of T rather than a k-POSA.
A chain of length s is a sequence of nodes, n 1 , n 2 , . . . , n s+1 , where:
• for i = 1, 2, . . . , s, node n i is an internal node; and • for i = 1, 2, . . . , s, node n i+1 is the first child of n i ; and • n 1 is not the first child of its parent; and • node n s+1 is a leaf.
The top node of the chain is n 1 and we can associate leaf n s+1 uniquely with its chain.
A node of T with degree > 0 has chains associated with it; one chain corresponding to each of its subtrees except the first. The top node of each chain is the root of the corresponding subtree. If the chain has length greater than 0, its top node is an internal node. Otherwise, top is a leaf node. In Figure 2 the chains of length > 0 are (1, 2, leaf), (3, leaf) , (4, 5, leaf) and (6, leaf) .
The sequence c = c 1 c 2 . . . c r is obtained by traversing T in preorder and for each internal node except the last, writing down, for each of its subtrees other than the first, the length of its chain. For the last internal node we add a final 0, so c r is always 0. Each internal node (except the last), of degree d, say, contributes d − 1 consecutive terms to the sequence and the last internal node contributes the final 0. Thus r, the length of the sequence, is the number of leaves plus 1 minus the degree of the last node. This construction imposes an ordering on the chains: chain j , of length c j , comes after chain i if chain j 's top node's parent comes after chain i's top node's parent, or if the two parents are the same and chain j 's top node comes after chain i's top node.
Although each leaf node corresponds to a unique chain, we will be interested in only r − 1 of the chains and exclude those associated with the last node. T of Figure 2 with 10 leaves and last internal node of degree 3 has the c sequence 2 1 0 0 1 0 0 0 with r = 10 + 1 − 3 = 8.
A tree T corresponds to a unique pair
). An algorithm for converting such a pair to a unique tree T is given in [4] and takes O(number of internal nodes + leafs) time.
Two additional sequences, q and t, will be needed. Let q j be the parent of the top of the chain whose length is c j for 1 ≤ j ≤ r. The c sequence of Figure 2 has the q sequence, 1 2 2 3 4 5 5 6. In other words, c 1 corresponds to node 1, c 2 and c 3 to node 2, c 4 to node 3, c 5 to node 4 and so on. The multiplicity of node i in q (except for i = m)
Each distinct value of the q sequence corresponds to a distinct node. The q sequence for Figure 2 has distinct values 1, 2, 3, 4, 5 and 6 corresponding, respectively, to indices 1, 2, 4, 5, 6 and 8 of the first occurrence of a node number in q. The number of such distinct values is k.
Let t j be the smallest s such that q s = q j for 1 ≤ j ≤ r. The t sequence for Figure 2 is 1 2 2 4 5 6 6 8. In other words, t j specifies where to find the first chain length corresponding to node q j . The index 1 Furthermore,
The formula for J (c ) was incorrect in [4] .
Assume sum = r i=1 c i and let j be the active index. Lemma 3 provides the basic algorithm for generating all c sequences in lexicographic order that correspond to a given Comp when c is initialized to all 0's (see Algorithm 2) .
For a given k, the initial Comp is sorted, with largest value m − k − 1, at the left. Once all c's corresponding to it have been generated, generating the rest requires that the next Comp be generated and any resetting needed be done in constant time. Then all c sequences for the next Comp can be generated. When all Comps have been generated, along with their corresponding c sequences, the algorithm terminates for that k (see Algorithm 3) .
A number of problems must be resolved if q, M and t are to be updated in at most a constant time so they have correct values when needed by the algorithm. How this is done is described in detail in [4] . We note that the case of degree 1 nodes that causes added complexity does not occur here and it is not necessary to use the jp array needed there since jp[q j ] → num is just Comp[q j ] + 2.
A more detailed algorithm outputs the initial degrees and initial c and then generates and outputs all other c's for that sequence of degrees and given k (see Algorithm 4) . It also does the updating mentioned above.
The C++ program, with code for generating the next Comp in bold, is shown in Figure 4 . The 11 preorder degree and chain length sequences output for m = 4 are given in Table 2 with their corresponding k value.
DISCUSSION
Two loopless Schröder tree generation algorithms have been presented. The towers and beads loopless algorithm is based on the shift operation described in [18] . It requires that the next k-POSA be created as the algorithm completes its generation of all POSAs equivalent to the current k-POSA. The chain length sequence loopless algorithm, instead, generates a Comp corresponding to a k-POSA and then all chain length sequences equivalent to it in lexicographic order, smallest to largest. The next Comp and its initial chain length sequence is then generated in constant time. Both use a new loopless algorithm to generate the k-compositions of n in reverse lexicographic order.
