Computational grid helps in faster execution of compute intensive jobs. The resource allocation for the job execution in computational grid demands a lot of characteristic parameters to be optimised but in the process the green aspect is ignored. Reducing the energy consumption in computational grid is a major recent issue among researchers. The conventional systems, which offer energy efficient scheduling strategies, ignore other quality of service parameters while scheduling the jobs. The proposed work tries to optimise the energy for resource allocation and at the same time makes no compromise on other related characteristic parameters. A hybrid model, that uses genetic algorithm and graph theory concept has been proposed for this purpose. In this model, an energy saving mechanism is implemented using a dynamic threshold method followed by genetic algorithm to further consolidate the saving. Eventually, a graph theory concept of Minimum Spanning Tree (MST) is applied. The performance of the proposed model has been studied by its simulation. The result reveals the benefits achieved with the proposed model for optimal energy with resource allocation in the grid.
Introduction
Energy efficient resource usage or green computing is emerging as a challenge for the researchers across the disciplines. The problem is especially important in a grid environment, since a huge amount of electrical energy is consumed for managing the grid resources. In itself, the resource allocation problem in a computational grid is a non-trivial problem due to inherent heterogeneity in grid system and various users' constraints. This problem further gets aggravated when energy optimisation is also considered along with other Quality of Service (QoS) performance measures (Foster, 2003; Da Costa et al., 2009) .
Computational grid aims to utilise its resources to its fullest extent, but it has been observed that not all the grid resources are used all the time. Many of these resources remain dormant for a variable period of time, thus not only wasting the huge computing warehouse but also resulting in electrical energy wastage. The idle grid resources, though not contributing to an execution, still consume energy. Such energy wastage can be avoided by virtue of the selective connectivity. It is possible to accomplish the user's task satisfying the desired constraints and putting the idle, i.e. no load, nodes into sleep mode, thus conserving the electrical energy (Deo, 2004; Develder et al., 2008; Orgerie et al., 2008; Ponciano and Brasileiro, 2010) .
The resource allocation problem, normally aiming for minimal execution time for the job by effectively managing the available grid resources, may be extended for minimal energy consumption while meeting the users' and systems' constraints. The grid houses a large number of resources to facilitate high-performance computing at the cost of huge electrical energy consumption. It is important that the grid system should not only meet the desired QoS but also be energy efficient.
The proposed model, focusing on green energy, is designed to suit best the conflict of interests of both the system and the users. The grid, in the work, is assumed to comprise various clusters which in turn consist of computing nodes. Once a job is submitted, the first part of the proposed model identifies the best grid cluster based on the user's requirements and available system resources. Best available resources are explored based on the current system load and the user's requirements in terms of job specialisation, degree of concurrency or the turnaround time expected/offered. In the second part, the energy saving mechanism is implemented with the help of a dynamic threshold. It is followed by a stochastic global optimisation method, i.e. genetic algorithm (GA) to further consolidate the saving and then a graph theory concept, i.e. Minimum Spanning Tree (MST) (Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) .
The dynamic threshold method suggests that all the nodes with the load less than a dynamically evaluated threshold are put in the sleep mode. The loads of the sleeping nodes are redistributed among other active nodes while maintaining the execution time constraint. This redistribution on active nodes is further optimised by reorganisation of the load by applying GA and MST. GA is used for the rearrangement of the load on all the active nodes to reduce the execution time, and MST algorithm is used to reduce the number of active links by restructuring the grid. GA and MST, through consolidation, maintain an acceptable performance level in the job execution. The reduction in the job execution time using GA and the selective connectivity, using the MST algorithm, ensure further reduction in the overall energy consumption (Mitchell, 1998; Deo, 2004; Abdulgafer et al., 2010; Xu et al., 2013) .
The outline of this paper is as follows. Section 2 briefs the related work. Section 3 details the problem formulation for the grid resource management with minimal energy consumption. The proposed grid resource management model, the quantification of various parameters and the algorithm are also given in Section 3. Simulation experiments, results, and observations are given in Section 4. Concluding remarks appear in Section 5.
Related work
The grid scheduling problem is considered to be non-trivial and incorporating green energy aspect makes it further challenging. Two approaches, generally used for the energy management, are Dynamic Voltage Scaling (DVS) and Dynamic Power Management (DPM). The relationship between the supply voltage and the CPU frequency is used by the DVS approach to explore the energy saving. The DPM approach explores the saving by virtue of coordinated or uncoordinated power down method for job execution in a grid system (Khan and Ardil, 2009; Lynar et al., 2010; De Alfonso et al., 2013; Valentini et al., 2013) .
Recent, distributed systems such as cloud and mobile grid are incorporating the green aspect in the allocation policies. An energy aware resource management technique is proposed in Khemka et al. (2015) which schedules tasks on an energy constrained heterogeneous computing system while aiming at maximising the utility of the system based on the completion time of the task. In Kołodziej et al. (2014) , authors have used makespan, flow-time, and energy consumption as the main criteria for scheduling the batch of independent tasks in computational grid with different security constraints. They have employed DVFS scaling to reduce the cumulative energy utilised by the system's resources. The DVFS approach reduces the energy consumption by scaling down the voltage level, but it may not significantly gain in meeting the job deadlines.
Most of the existing works, to reduce the energy consumption in a computational grid, are based on the voltage and the frequency scaling. Nowadays, processors depict a set of voltage and frequency pair levels. Otherwise also, using a software, clock speed of processors that may be changed dynamically can be used for reducing the processor's energy consumption by adjusting its voltage and frequency (Hermenier et al., 2006; Aziz and El-Rewini, 2011) . The processor voltage and frequency are adjusted to the lowest possible level either manually or dynamically. Low speed of processor consumes less energy with less heat dissipation, if the processor runs at the low frequency (Khan and Ardil, 2009) .
Any machine, if not in use, may save a significant amount of energy by simply keeping itself off (Ponciano and Brasileiro, 2013) . A similar concept is employed in the proposed work that uses energy down method, i.e. sleep mode for energy saving in the grid system where it leverages a huge potential to save energy. In Chiaraviglio et al. (2013) , a theoretical model based on the random graph theory is proposed which results in potential energy saving by applying sleep mode to the network devices (nodes and links). They experimentally establish that the use of sleep mode is very effective in reducing the network energy consumption. This is possible due to the hardware profile used nowadays where the energy consumption varies very little with the load and thus the use of sleep mode is very effective.
Further, good amount of work on resource allocation problem in computational grids applies Genetic Algorithm (GA). A few studies use GA for solving scheduling problems with focus on minimisation of makespan (Aggarwal et al., 2005; Carretero et al., 2007; Raza and Vidyarthi, 2009; Prakash and Vidyarthi, 2011; Kaushik and Vidyarthi, 2016) and others use the concept of energy aware scheduling (Kołodziej et al., 2012) .
In Pinheiro et al. (2001) , a model is proposed to achieve energy conservation for clusters of workstations or PCs. In this algorithm, a dynamic decision is made for load balancing and unbalancing by putting nodes in ON state considering the increased total load on the cluster and in OFF state for saving the energy. A similar approach is adopted for the grid system using job migration technology in Hermenier et al. (2006) where the unused nodes are to be shut down with virtual machine migration and concentrating the workload on fewer nodes of the grid.
Some work has been done in developing an energy saving scheme for grid systems (Develder et al., 2008; Ponciano and Brasileiro, 2010) , where after job scheduling an energy saving strategy is invoked, which leverage on/off of servers based on the load though avoiding frequent switching of servers for on/off. In an opportunistic grid, an agent controls the switching of the machine to a sleep mode or brings it back into operation, depending on the state of the machine and the job requirement (Ponciano and Brasileiro, 2010) . The authors in Ponciano and Brasileiro (2010) have discussed two strategies, namely most recent sleeping and the energy awareness, to wake up the machine with their impacts on the job makespan. They have also compared two aspects, standby and hibernate, often used for reducing the energy consumption in the idle period of any computer system. In Develderet al. (2008) , authors proposed a grid system to reduce energy consumption. A shortestpath strategy is adopted to minimise the network usage for the job allocation. To avoid frequent switching (on/off state) an energy saving delay factor is used, so that if any new job arrives in a reasonably short period of time, the node should be in active state.
In Tafani et al. (2012) , a framework is proposed with the objective of minimal energy consumption by virtue of energyefficient light-path in computational grid. Each backbone node maintains two threshold values to adopt sleep and wake-up cycle and therefore saves energy using sleep mode by rejecting transient traffic. The authors in Da Costa et al. (2009) have proposed the GREEN-NET framework. The software components of the framework include: an Energy Aware Resource Infrastructure (EARI), an adapted Resource Management System (OAR) and a trust delegation component to assume network presence of sleeping nodes. The EARI using aggregations of reservations manages the switching off and switching on of the nodes, whereas the OAR manages the usage of specific node per job, to restrict the energy usage.
The authors in De Alfonso et al. (2013) have discussed an approach, where they treat the scheduler as a black box connected to an external energy saving system. The coordination between the job scheduler and the energy saving system is governed through a tool. The CLUES tool is proposed as an energy manager for the cluster infrastructure that is able to power off/on the nodes as per the requirements.
The authors of Qureshi et al. (2014) put forth a comprehensive analysis of leading research in grid domain, and in Chandio et al. (2014) a comparative study on resource allocation and energy efficient job scheduling strategies in large-scale parallel computing environment is presented.
The proposed work is an extension of our previously published model (Kaushik and Vidyarthi, 2016) . Extension has been done on energy saving mechanism which may be applied by the selective connectivity followed by applying GA and MST algorithm. For energy efficiency, first different mechanisms are evaluated and compared to put the nodes in the sleep mode with the objective of minimal energy consumption. This is done by reallocation of the load. MST algorithm is then applied for further energy saving without violating the performance constraints of the job (Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) . The proposed work is fundamentally different from other contemporary work, in which the reviewed works typically assume the power on/off of idle resources without considering any scheduling strategy to maintain the QoS. In most of the contemporary work, sleeping mode of the nodes is considered only for the idle nodes, but the proposed work considers even the lightly loaded nodes as candidates. While redistributing the load of the lightly loaded nodes, the QoS is not compromised. The endeavour is to devise a method of resource allocation and reallocation which exhibits potential energy saving extendable with the DVS approach.
The problem
The computational grid, in the present work, is assumed to consist of number of clusters. Each cluster is further composed of various computing nodes/processors. These nodes are typically heterogeneous in nature and are geographically dispersed. Therefore, resource management in such a large-scale distributed environment warrants an efficient scheduling. The resource consumer may request for some resources for its job execution and the system, based on the user's requirement of minimum job finish time offer appropriate resources. The grid system tries to best match the user's requirements of the completion time of the user's job as well as the system requirement of less energy consumption (Chtepen et al., 2009 ).
The important consideration of the grid system is not only to efficiently assign jobs to the available unused resources in order to minimise the average finish time of the jobs, but also to maintain proper load balancing among all the active computing nodes for its better utilisation. To achieve proper load balancing, while maintaining the specified performance, is a critical task. The performance parameters, from the user's point of view, may be the job completion time but from the resource provider's aspect least energy consumption is also very important. The problem, addressed in this work, deals with job scheduling, maintaining QoS from the user's perspective along with the minimal energy consumption by the system.
The model
In the proposed work, it is considered that each cluster of the grid has some specialisation. Specialisation helps system to identify appropriate cluster for a specific job request. The system in consideration is based on a multi-entry point decentralised system wherein a user submits the jobs to any of the active nodes of the grid via a cluster agent in response to which the model searches for the appropriate cluster with matching specialisation. The resources are allocated as per the job requirements, without any centralised delay. This process substantially reduces the search and hence the overhead of the undesired calculations. In the proposed model, multiple jobs are considered with each job having different set of modules and arbitrary precedence constraints (Chtepen et al., 2009) .
The algorithm, discussed in the subsequent Section 3.9, discovers a cluster with matching specialisation and execution time constraints set by the user through cluster agents. The proposed method allocates the resources in order to meet the constraints while optimising some characteristic parameters. It applies to both resource consumer (user) and resource provider (cluster) who must be satisfied and optimised, respectively. The job allocation on the nodes of the selected cluster results in maximum benefit for both the user and the resources (system).
The model facilitates the user in terms of best cluster for the job execution. It also helps the system in minimising the energy consumption. After the job allocation on the cluster nodes, green algorithm determines the nodes that may be put in the sleep mode. It needs to evaluate the redundant nodes and corresponding links that can be switched off to make the node sleep. The amount of energy saving can be huge with appropriate job allocation on the grid resources in the computational grid.
The goal of minimal energy consumption may be achieved by switching the nodes to off state but then the recovery interval (switching back to ON state) will be longer resulting in performance degradation. Owing to this, the sleep mode is believed to shorten the response time at the disbursement of a modest quantity of energy expenditure. In the model, the minimal energy consumption state (sleep mode) of all the computing nodes and the corresponding links that are not in use or in scarce use are considered (Zikos and Karatza, 2011) . This necessitates the load migration on the part of the current load amongst other nodes. This redistribution requires the identification of the appropriate nodes, which may be given extra load with minimal effect on the system characteristics. As energy saving with the nodes in sleep mode is always more than the links in the sleep mode, the model first tries to put the nodes and then the corresponding links in the sleep mode (Da Costa et al., 2009; Cianfrani et al., 2011; Xu et al., 2013) .
The possibility of turning the sleep mode ON is based on some threshold value satisfying some given constraints. The threshold value, used to switch the node in the sleep mode, is based on the current load on the system. If the load of a node goes below the lower threshold, the node may be put to sleep mode (Tafani et al., 2012) . Switching the nodes to sleep mode is done dynamically that not only amount to energy saving but also guarantees full connectivity. The key aspect of the work is to make the decision dynamically for the nodes to go into the sleep mode by leveraging the enormous replication of the resources.
The load transfer from the node, approaching to sleep mode, to the other active nodes leads to load unbalancing in the cluster and thus increases the average load on the available active nodes of the cluster (Aggarwal et al., 2005; Aziz and El-Rewini, 2011; Prakash and Vidyarthi, 2011) . Owing to this, load confines on few active nodes. Switching a node to sleep mode does not affect the execution time constraints imposed by the user, i.e. the upper threshold value. The nodes kept in the sleep mode may affect not only the energy consumption but also the reliability of the system for the job under execution (Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) .
GA, as a stochastic global optimisation method, can be potentially used to find the optimal global solution in terms of minimising the execution time while reorganising the modules of the jobs on the active nodes of the clusters. The aim is to increase the energy efficiency by redistributing the entire load among all the active nodes, forming a large solution space without disturbing the sleeping nodes (Kaushik and Vidyarthi, 2016) .
The third aspect of energy saving is the utilisation of MST in the grid. The MST algorithm is used for all the active nodes and the links present in the cluster after employing the green policy. The algorithm puts all the links that are not part of MST, in sleep mode. This results in further energy saving (Deo, 2004; Abdulgafer et al., 2010; Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) .
The load redistribution and GA application amount to an increase in the average load on the nodes. It also adds to the communication overhead of redistributing the load. Similarly, nodes put in sleep mode may increase the reliability but the links put in the sleep mode reduce the reliability of the system for the job under execution and thus warrant a trade-off between energy saving, reliability and average load overhead (Aggarwal et al., 2005; Lynar et al., 2010; Prakash and Vidyarthi, 2011) . The resulting overhead directly affects the bandwidth usage or network utilisation. In the present model, this aspect is ignored, assuming it to negligible in comparison to the achieved energy saving, the prime objective of this work. Other factors and its effect may critically be evaluated in some of our future works. Outline of the model, through the different subroutines used in the algorithm, is depicted in Figure 1 .
In the proposed model, the arrival of different jobs with different sizes is used to emphasise the generalised view of energy saving. The user submits different jobs for execution in the grid stating their job characteristics. The basic characteristic, e.g. specialisation of the job, is communicated to the cluster. The number of modules within the job and the module size that gives information on the length of the job is also supplied. The Job Precedence Graph (JPG) exhibits the modules/tasks precedence for the task execution. The inter-module communication requirement accounts for the interaction desired by the job modules in the form of data exchange between them. It is presumed that during the job preprocessing, i.e. data flow analysis, the number of instructions and loop constructs in the modules are determined (Chtepen et al., 2009; Raza and Vidyarthi, 2011) .
Thus, for every submitted job, the job agent has the following information. Job type 'J j ' (j = 1 to J) represents the job specification. For example 'J 0 ' may stand for math's specific job, 'J 1 ' for ecommerce transaction type, etc. Type 'J p ' may correspond to the job type which does not have any specialisation and does not require a special treatment in terms of resource requirements.
Job allocation scheduler model
The proposed model considers the scheduling aspect of the global system, though a local scheduler also exists to take care of the scheduling within the individual node. In the model, the scheduling policies of individual nodes are not being affected by the cluster scheduler's decision for allocation or reallocation of the job on the selected nodes of the selected cluster.
The global scheduler has all the information in the form of a cluster table governed by the cluster agents about the cluster characteristics in the grid. The cluster table has the following information. Each cluster has a dynamic table updated periodically to reflect various changes, e.g. module allocation to the node if the cluster is selected for any job.
The notation used is shown in Table 1 . 
Represents the job specification
S ij
Number of instructions in a module f kn Clock speed of the node 'P k ' for cluster 'C n '
Inter-module communication through bytes exchanged between modules 'm i ' and 'm h ' of the job 'J j '
D kl
Inter-node distance between node 'P k ' and 'P l ' where modules 'm i ' and 'm h ' of the job 'J j ' allocated
Tpr kn Time to finish the existing modules m i on the node 'P k ' for cluster 'C n '
BEC ijkn Minimum execution time of module 'm i ' of job 'J j ' offered by all nodes 'P k ' of the cluster 'C n '
FEC ijkn Final Execution Time offered by all the nodes 'P k ', after allocation of all the modules of the job CEC n Maximum execution time offered by all the nodes of the cluster 'C n '
NFR kn Node failure rate of node 'P k ' for cluster 'C n '
LFR kln Link failure rate between nodes 'P k ' and 'P l ' of cluster 'C n '
LRL ijhjkln Link reliability between nodes 'P k ' and 'P l ' of cluster 'C n ' serving the module 'm i ' and 'm h ' of job 'J j '
CRL n Total reliability of the cluster executing the job 'J j ' 
Execution time calculation
The execution time estimation depends on two factors; actual execution time 'E' of the module on a node and the inter-module communication time 'B' in form of bytes for data exchange between the modules of the job allocated on the nodes located at a distance 'D' (Vidyarthi et al., 2008; Raza and Vidyarthi, 2011) . The execution time, E ijkn of a module 'm i ' (i = 1 to M) of job 'J j ' (j = 1 to J) on the node 'P k ' (k = 1 to K) for cluster 'C n ' (n = 1 to N) calculated at the time of job submission, is given by the equation (1).
( 1) where S ij is the number of instructions in a module and f kn is the clock speed of the node (Carretero et al., 2007 ). An assignment vector X ijk indicates the assignment of module 'm i ' of job 'J j ' on node 'P k '. It tells whether a node has been assigned a module or not and is given by:
The inter-module communication 'B ihj ' and the inter-node distance 'D kl ' represent the necessary bytes exchanged between modules 'm i ' and 'm h ' of the job 'J j ' allocated on the node 'P k ' and 'P l ', respectively. The node execution time, i.e. NEC ijkn is the execution time of module 'm i ' of job 'J j ' on node 'P k ' for cluster 'C n ' and can be calculated using equation (2).
But as the modules of other previous jobs assigned to a node may also affect the current execution, the execution times of these modules add up to the execution time of the current module for which the allocation is being considered. Let Tpr kn be the time to finish the existing (pre-assigned) modules on the node of a cluster. Therefore, new node execution time is obtained as given in equation (3).
Where,
Best Execution Time (BEC) is obtained by taking minimum of all the node execution time, i.e. BEC ijkn = min (NEC ijkn ) (for a module m i on nodes P k ).
It is written as in equation (5).
Therefore, the Final Execution Time (FEC), offered by all the nodes 'P k ', after allocation of all the modules of the job is as in equation (6).
After the allocations of all the modules on the cluster, the Cluster Execution Time (CEC) for the cluster 'C n ' which is also the final execution time taken by a cluster 'C n ' for the job 'J j ' is equal to the maximum of the execution times offered by all the nodes. CEC is obtained as given in equation (7).
Estimating reliability of cluster
The reliability of the cluster can be calculated by considering the node failure rate and the link failure rate (Raza and Vidyarthi, 2011) . The reliability of the nodes in the cluster 'NRL ijkn ' can be evaluated on the basis of the nodes participating in the execution of the job modules. The reliability of the node 'P k ' for cluster 'C n ' on which module 'm i ' of job 'J j ' is executed can be calculated by the formula given in equation (8).
where NFR kn is the failure rate of the node 'P k '. The link reliability in a cluster of the nodes 'LRL ihjkln ' can be evaluated on the basis of the module interaction situated on two different nodes. Reliability of the link (LRL) can be calculated by considering the failure rate of the link between the nodes which are executing the modules of the same job having some inter-module communication dependency. The reliability of the link between the nodes 'P k ' and 'P l ' serving the modules 'm i ' and 'm h ', respectively, is given by equation (9).
where LFR kln is the link failure rate between the nodes 'P k ' and 'P l '. Thus, total reliability of the cluster, executing the job 'J j ', can be calculated by multiplying both the node and link reliability and is given by equation (10).
Energy consumption calculation
The computation of actual energy consumption for the jobs on the grid nodes is a challenging task. Nodes may consume 20-400 W power and the network link 0.5-3 W during their active state which can be reduced when these devices are in sleep mode. In the sleep mode, the nodes may consume 1-6 W, whereas network link may consume 0.1-0.3 W of power (Bianzino et al., 2010; Bolla et al., 2011) . The exact calculation of the energy consumption is not straightforward and thus it is governed by the amount of saving from the grid network, i.e. how many nodes and links the model is able to put in the sleep mode after the jobs redistribution.
A probability vector Z indicates the status of the node, whether a node has been in active or in sleep mode. It is given by:
The total energy consumption in the system due to the nodes in the active or sleep mode is given by equation (11).
NEN k and NES k represent the energy consumption of the node P k in active mode and sleep mode, respectively. The total energy consumption in the system due to the links between the nodes in the active or sleep mode is given by equation (12).
LEN kl and LES kl represent the energy consumption of the link between node P k and P l in active mode and sleep mode, respectively. The total energy consumption (TPC n ), depicted in equation (13), is dependent on two factors: node energy consumption NPC kn given by equation (11) and link energy consumption LPC kln given by equation (12).
The dynamic allocation
The resource broker shortlists the clusters considering the user constraints and the information received from the clusters. Based on the execution time, the system furnishes the information about the best suited clusters. A green algorithm is used, which dynamically shortlists the nodes that can be put to sleep mode. The first constraint, for the redistribution, is to choose an active economical node in terms of execution time among all the active nodes. Second constraint is that redistribution should not increase the execution time calculated earlier during the job allocation upper threshold value DU th . To satisfy the two constraints there is a need to establish the lower threshold value which can control the redistribution process. For energy saving, green algorithm is applied. Threshold values are required in order to decide the nodes that can be switched off (Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) .
The lower threshold value DL th is dynamically updated with a minimum load value on the active nodes of the cluster. The node which is identified as having the minimum load goes to the sleep mode provided the constraints doesn't violate. It requires load redistribution also. After redistribution, next minimum load on the active node becomes the next lower threshold value of DL th . In this process the lower threshold value is dynamically changed after every node goes into sleep mode. Thus, the lower threshold value is evaluated after every node is put in the sleep mode, i.e. while closing the first node: update the minimum threshold value DL th equal to the minimum load on the node from the updated cluster table.
The genetic algorithm
The Genetic Algorithm is used to optimise the allocation on active nodes with a better recombination of modules on the nodes. GA is often used to solve the complex optimisation problem as it involves exploring and identifying the solution from a big search space (Mitchell, 1998) . In GA, first an initial population composed of a set of chromosomes is generated using some criterion or randomly. Population exhibits the potential solution to the problem. Based on the optimisation objective a fitness function is derived which evaluate the quality of the chromosomes. A selection criterion is used to consider best population for reproduction of the new chromosomes. For reproduction, crossover and mutation is applied on the total number of generations. In this way, a new population with the combination of old population is generated. The process of crossover and mutation is repeated until the stopping criteria met (Aggarwal et al., 2005; Carretero et al., 2007; Prakash and Vidyarthi, 2011) .
The genes of the chromosome structure of the initial population are chosen from the allocation of modules among the nodes in the cluster. The modules of the job are randomly allocated to all the available active nodes after dynamic reallocation within the cluster leaving all the sleeping nodes. A good number, i.e. 100, of the chromosomes, are chosen randomly to form the initial population using a random permutation concept. The evaluation of execution time is performed for this initial population, and thus, the fitness of the chromosome is calculated using the fitness function equation (14).
The best fit chromosome of the population, termed as the Generation Cluster Execution Cost (GCEC ng ), is evaluated using equation (14) and is updated after every generation. The method of elitism is incorporated to transfer the single fittest chromosome directly to the next generation so that the best fit chromosome is chosen for the crossover operation (Aggarwal et al., 2005) . In the crossover operation, two parent chromosomes reproduce to form two children. The objective of crossover is to identify the alternative schedule for modules over the nodes of the cluster, which are checked against the fitness function. In the proposed model uniform crossover is applied. A binary mask of zeroes and ones is generated under the uniform crossover. We perform the crossover using that mask between the best fit chromosome and each of the chromosomes of the current population to produce twice the population (Mitchell, 1998; Aggarwal et al., 2005; Carretero et al., 2007; Prakash and Vidyarthi, 2011) .
In this manner, a new population is generated which is combined with the old population. Based on the fitness function, lower half of the population, i.e. less fit population, is discarded. The purpose of mutation is rapid convergence and therefore the rate should be carefully selected. It is performed by randomly flipping some bits, i.e. allocation of modules to nodes in genetic population. The movement of modules between different active nodes may optimise the execution time evaluation. The mutation operator is used for rapid convergence which moves a module of the job from a node to another. This change may lead to a new solution and by applying successive changes from any given allocation.
The process of crossover and mutation is repeated until the stopping criteria are met, which is the number of generations in this problem. For reproduction crossover is applied 75-95% of the time and mutation 5-25% of the time on the total number of generations. In this manner, a new population is generated which is combined with the old population. This procedure is iterated until the stopping criteria meet. The final value of the GCEC ng will be taken as Genetic Algorithm-based best cluster execution cost GACEC n . 
The minimum spanning tree algorithm
The MST algorithm is applied after implementing the green policy in the grid system to further reduce the energy consumption. The algorithm utilises the power consumption as the weight factor to redefine the number of connections required to accomplish the assigned task on the grid system (Deo, 2004; Li et al., 2005; Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b) . The MST algorithm ensures the execution time constraints for the job while encompassing all the nodes and some of the links of the grid system and keeping other redundant links on sleep mode. The updated reduced value of the energy consumption is mainly due to the utilisation of low power consumption links and putting other links on sleep mode. Thus, link energy consumption after MST ( kln LPC ) and the node energy consumption after MST may be taken to derive the total energy consumption TEC n given by equation (16).
The MST algorithm is used, considering the power consumption as the weight factor, to reduce the link energy consumption by keeping the redundant links on the sleep mode. These sleeping links do not affect the execution time constraint and contribute only to the better energy consumption. However, this may compromise the reliability in job execution.
The algorithm
The pseudo-code of various modules of the green algorithm is as follows (Kaushik and Vidyarthi, 2014a; Kaushik and Vidyarthi, 2014b; Kaushik and Vidyarthi, 2016) . Allocation of jobs on the clusters is done with a proper load balancing. This is based on the three parameters: best processing time 'E ijkn ', minimum work load 'Tpr kn ' and minimum communication cost of the modules. Execution time estimation of the node, based on the above-mentioned parameters, results in the node execution time 'NEC ijkn '. The allocation process (AllocateJob( )) starts by job submission with job input parameters, such as job specialisation, number of modules, instructions in the module, etc. (Algorithm 1). The resource broker sends the job type specialisation to all the clusters in order to identify the matching clusters (Algorithm 2). The resource broker begins by sending jobs to the matched clusters and allocating each module in the order suggested by its Job Precedence Graph (JPG). The module is allocated to the node that offers minimum 'NEC ijkn '. This execution time on the selected node is termed as the 'BEC ijkn '. The execution time further becomes new 'Tpr kn ' for the selected node, reflecting the allocation of the new module on to that node. This process is repeated for all the modules (Algorithm 3). The final value of 'Tpr kn ', for all the nodes on which the allocation of modules has been done after allocation of all the modules, serves as the 'FEC ijkn '.
After the allocation of all the modules, maximum value of 'Tpr kn ' or 'FEC ijkn ' of all the nodes on which module(s) has been allocated gives the cluster execution time 'CEC n '.
To apply the green policy on the cluster for minimal energy consumption, lower threshold values are obtained. Lower threshold value (DL th ) determines those nodes that may be closed for energy saving purposes during the load redistribution. The choice of the DL th is determined by the dynamic threshold approach and the power efficient MST is applied to the selected active nodes and links ensuring the job execution on the cluster within the stipulated time (Algorithm 4).
The cluster execution time of all the selected clusters 'CEC n ' is compared and the resource broker identifies the cluster that offers minimum execution time with desired constraints. Based on the outcome, the calling node is informed about the selection and the cluster table of the selected cluster is updated to reflect the inclusion of the new job. Thus, the scheduler schedules the job on the most suitable resources with the objective of minimal execution time for the job or the energy consumption of the system (Algorithm 5). Mutate the children based on the mutation probability // mutation rate chosen (5-25%)
Algorithm 1: AllocateJob( )

10
Evaluate the fitness using equation (14) 11 Sort population (new) using fitness value in ascending order // evaluate best fit for elitism 12 Store the Execution time in result using equation (15) // final result updated for the cluster
End For
Performance evaluation
The performance study of the proposed model is done by simulating it in MATLAB. The resources are not only heterogeneous but also geographically distributed and the evaluation of the actual energy consumption by the grid is a challenging task. Further, for the large scale problems, where involvement of many active users and resources are needed, simulation is an appropriate alternative (Ponciano and Brasileiro, 2010) . Prediction of the exact energy consumption by a cluster may not be a limitation to show the efficiency of the proposed model and thus the energy consumption characteristics of the nodes and links used in the active state and in the sleep state are taken appropriately (Aggarwal et al., 2005; Bianzino et al., 2010; Bolla et al., 2011 ). The energy saving for different job sizes and different grid structure with dynamic allocation and applying GA is observed which clearly indicates some additional saving before MST algorithm is employed (Kaushik and Vidyarthi, 2016) . This method offers some energy saving with improved reliability, but it comes at the cost of increase in average load per node (Prakash and Vidyarthi, 2011) . Experimental verification is done by running the simulation program a number of times with different system scenario and input (uniform distribution) of various job sizes, i.e. different modules with different number of instructions per module in the job representing different system scenario.
Experiment on small size CLUSTERS
In the first set of experiments, a system of five clusters with 20-25 nodes each has been considered. Resource allocation for five jobs with modules ranging from 5 to 50 per job is done. The potential energy saving on a grid system is evaluated. The system characteristics are represented in a cluster table shown in Table 2. Tables 3 and 4 represent the different jobs arrival at particular time intervals along with job characteristics.
The approach is to run the same set of jobs on the different clusters of the grid at the same time and evaluate the corresponding energy saving while applying the energy saving algorithm (Algorithms 1-6 ). Scheduler will mark all the clusters that matched the job specialisation and are suitable for the user's requirements of execution time and energy. In first set of experiments, three sets of jobs for allocation, viz. small, medium and large with different characteristics shown in Table 4 , are considered. Execution time evaluation and the energy saving based on the Green, GA and MST approaches for the different clusters are exhibited in Table 5 . 
Small-sized jobs (5-10 modules per job)
Job allocation is evaluated on five clusters of different characteristics (Table 5) . First, the execution time is measured using the proposed resource allocation method for the first cluster with 25 active nodes. The execution time to run a set of small jobs on the first cluster by distributing the job modules on active nodes comes out to be 393.90 s (Figure 9 ). The proper load balancing is employed and 20 of these nodes are used to run various modules of five jobs. The resource allocation is done at an expense of 2.4 MJ of energy consumption. The average load per node is 1.79 *10 3 MI. The dynamic reallocation method is applied to cut down the energy consumption by switching the idle or thin loaded nodes to sleep mode (Figure 10 ). In the first cluster, a total of ten nodes are put to sleep mode which reduces the energy consumption to 1.59 MJ amounting to reduction of almost 35% reduction without affecting the execution time offered to the user. But it increases the average load per node to 3.05*10 3 MI. On applying GA (Figure 4) , the resource allocation is further optimised by load redistribution to the active nodes. The execution time reduces to 355.71 s and the corresponding energy consumption to 1.44 MJ. This results in further energy saving by 41% with the average load per node as 3.02*10 3 MI (Figure 12) . Lastly, MST is employed which closes all the redundant links reducing the energy consumption to 1.27 MJ which is nearly 48%. Energy reduction by different approaches can be seen from the graphs which are achieved without affecting the reliability (96-97%) for the user's job execution (Figure 11 ). 
GA-Dynamic Dynamic
Similar is the observation, while executing the same small set of jobs on cluster 2, cluster 3, cluster 4 and cluster 5 (Table 5) . In cluster 2, the execution time is brought down from 407.52 s to 357.8 s (Figure 5 ) while increasing the saving in energy consumption by nearly 49%. In cluster 3, the execution time is reduced from 403.03 s to 331.18 s (Figure 6 ) with saving in energy consumption of nearly 48%. In cluster 4, the execution time is reduced from 439.18 s to 379.31 s (Figure 7) with energy saving nearly 47%. In cluster 5, the execution time is brought down from 392.51 s to 353.8 s (Figure 8 ) with energy saving of nearly 48% (Figure 10 ). 
Medium-sized jobs (20-30 modules per job)
The execution time for running five medium-sized jobs on the first cluster, having 25 active nodes, comes to be 1938.5 s (Figure 13 ). The reliability of executing the medium-sized jobs is 34%. The resource allocation is managed at an expense of 11.8 MJ of energy and an average load per node to be 11.9*10 3 MI. The dynamic reallocation method puts five nodes of the first cluster in sleep mode and, therefore, reduces the energy consumption to 9.6 MJ. This amount to a reduction of almost 19% without affecting the execution time offered to the user. The reduction in energy expenditure increases the average load per node to 14.9*10 3 MI. On applying GA, the resource allocation is further optimised by load redistribution on the active nodes. The execution time is evaluated as 1871.5 s (Figure 13 ) with the corresponding energy consumption as 9.3 MJ leading to energy saving of 22% and the average load per node as 15.0*10 3 MI (Figure 16 ). Lastly, MST is employed which closes all the redundant links and thus reduces the energy consumption to 8.0 MJ which is nearly 32% (Figure 14) . The role of different approaches to the clusters for energy reduction can be seen from the graphs which are achieved with improved reliability (56-60%) for the user's job execution (Figure 15) . Similar is the observation while executing the same medium-sized jobs on cluster 2, cluster 3, cluster 4 and cluster 5. For cluster 2, the execution time is brought down from 2552.6 s to 2426.0 s with increase in energy saving by nearly 25%. For cluster 3, the execution time is reduced from 1971.6 s to 1874.1s with increase in energy saving by nearly 26%. For cluster 4, the execution time is reduced from 2532.2 s to 2409.8 s and the saving in energy consumption nearly 22%. For cluster 5, the execution time is brought down from 2071.9 s to 1958.5 s (Figure 13 ) with increase in energy saving by nearly 25%. 
Large-sized jobs (40-50 modules per job)
The execution time, using the proposed resource allocation method, is further evaluated with a set of large jobs. The execution time evaluated on the first cluster with 25 active nodes by distributing the modules on active nodes comes to be 7355.0 s (Figure 17) . The larger load, to be allocated on the nodes, drops the reliability significantly (Figure 19 ). The resource allocation is managed at an expense of 44.9 MJ of energy expenditure and an average load per node of 46.3*10 3 MI (Figure 20 ). The dynamic reallocation method is used to reduce the energy consumption by switching the idle or low loaded nodes to sleep mode. In the first cluster, a total of five nodes are put to sleep mode which reduces the energy consumption to 37.6 MJ, a reduction of almost 16% without affecting the execution time offered to the user. Though, it increases the average load per node to 58.4*10 3 MI. On applying GA, the execution time is evaluated to be 1871.5 s (Figure 17 ) and the corresponding energy consumption to 36.1 MJ which increases the energy saving by 20% and the average load per node to 57.6*10 3 MI. Lastly, MST is employed which closes all the redundant links and thus reduces the energy consumption to 31.1 MJ which is nearly 31% (Figure 18 ). The performance of the different approaches to the clusters for energy reduction can be seen from the graphs, which is being achieved by affecting the reliability (10-12%) for the user's job execution (Figure 19 ).
Similar observation is derived while executing the same large set of jobs on cluster 2, cluster 3, cluster 4 and cluster 5. For cluster 2, the execution time is reduced from 9915.8 s to 9477.6 s with better energy saving of nearly 22%. For cluster 3, the execution time is reduced from 7706.3 s to 7275.4 s with saving in energy consumption by nearly 23%. For cluster 4, the execution time is reduced from 9876.5 s to 9385.8 s and the energy saving of nearly 21%. For cluster 5, the execution time is reduced from 8136.7s to 7675.3s (Figure 17 ) with increase in energy saving of nearly 25%.
For the first set of jobs nearly all the nodes are used for the job execution, but dynamic reallocation method puts more number of nodes in sleep mode for a smaller set of jobs and thus more saving. The amount of energy saving is larger for small-sized jobs in comparison to large-sized jobs and that too with better reliability. This is due to the fact that considering the existing load on the nodes, the proposed load balancing algorithm allocates modules of the job evenly on the nodes. For small-sized jobs, fewer nodes are utilised giving possibility of switching more nodes in sleep mode in comparison to the large-sized jobs. Further, it is evident from Table 5 that the energy saving is nearly 50% for small-sized jobs, 30% for medium-sized jobs and 25% for large-sized job on same cluster structure. Similarly, the reliability of running the small set of job is higher than the medium and large size set of jobs. The energy saving, with the proposed approach, is limited to some extent by the overhead of average load per node due to redistribution of jobs. The switching of nodes in sleep mode requires job redistribution to other active nodes which increases the average load significantly. However, this overhead is compensated by more effective resource allocation for energy saving. 
Experiment on medium size CLUSTERS
In the second set of experiments, a system of five clusters with 25-50 nodes each is considered. Resource allocation for five medium-sized jobs with modules ranging from 5 to 50 per job is considered.
The system characteristics are represented in Table 2 and  the job table is represented in Table 3. Table 6 represents the different jobs arrival at a particular time interval. Similar types of observation are derived on different characteristics parameters for set of five small-sized jobs, medium-sized jobs and large-sized jobs on medium size clusters. The execution time evaluation and energy consumption saving is depicted in Figures 21 and 22 for the small-sized jobs, in Figures 23 and 24 for medium-sized jobs and in Figures 25 and 26 for largesized jobs. Further, the comparison for different-sized jobs for execution time and energy saving based on the green GA and MST approach for the different clusters are exhibited in Table 7 .
Second set of experiments exhibits similar types of results indicating substantial saving in terms of execution time and energy consumption for all set of jobs. The only variation in this set is more availability of nodes for the job execution due to large cluster size and thus relatively more energy saving. 
Experiment on large size CLUSTERS
Third set of experiments considers a grid of five clusters with 50-100 nodes and resource allocation for five jobs with 5-50 modules per job. The system characteristics are represented in Table 2 and the job table is represented in Table 3. Table 8 represents different jobs arrival at a particular time interval.
Similar types of observation are derived on different characteristics parameters for set of five small-sized jobs, medium-sized jobs and large-sized jobs on large size clusters.
The execution time and energy saving is depicted in Figures 27 and 28 for the small-sized jobs, in Figures 29 and  30 for medium-sized jobs and in Figures 31 and 32 for large-sized jobs. Further, the comparison for different-sized jobs for execution time evaluation and the energy saving based on the green, GA and MST approaches for the different clusters are exhibited in Table 9 . 
Observations
From the experimental observations, it can be concluded that for a given job size there is a significant difference in terms of energy saving and this variation may depend on the number of nodes present in the cluster at the time of job execution. It is observed that the execution time of job increases with the size of the jobs and correspondingly there is a decrease in energy saving. As the size of the job increases, the load is proportionally increased on the nodes which results in less possibility of load transfer.
The variation in reliability may depend on the failure rate and the current load on the node for the job under consideration. This variation may be due to three reasons: first an increase in job size, second, the job executing node may be put in the sleep mode, and third, using the MST for additional savings the direct connection between the nodes performing the works may be put in the sleep mode and therefore the new links may affect the link reliability.
It is observed from the experiment that with the increase in job size there is a corresponding decrease in reliability offering for the job. This is due to the fact that a large number of modules need to be executed on the nodes of the cluster and due to the high communication of a large number of modules (inter-module communication) there is a drop in the reliability for the job. Thus, the reliability of jobs under consideration improves, if being executed on fewer nodes and decreases if more nodes are used to execute the modules of the job.
The reliability of the jobs, under consideration, may also vary by applying green algorithm as the node executing a module is either put in the sleep mode or given some additional load. Since the least loaded nodes are potential candidates for switching to sleep mode, the reliability of job execution is only affected if these nodes are executing the modules of the job under consideration. Further, if these nodes are put in the sleep mode, their load (module wise) is transferred on other active nodes which may already be running some modules of the job. Eventually, this transfer may lead to a reduction in inter-node communication and thus improving the reliability of job under execution.
It is further observed that the reliability of job under consideration is marginal while applying MST algorithm, since there is an alternate link available for the communication which may be overloaded and thus a drop in the link reliability. But, due to application of green algorithm the job execution is confined to fewer nodes and thus affects the link reliability marginally and simultaneously improves the node reliability. It is observed from the experiments that there may be a slight dip in the reliability of job execution while comparing it to green or GA approach, but then it is manageable in comparison to the gain in energy saving and minimisation of execution time.
The constraint imposed on the execution time during the load redistribution, judiciously helps the system in choosing the appropriate number of nodes to be switched to sleep mode. The dynamic approach puts more number of nodes in the sleep mode and hence more saving, but at the cost of an increase in average load per node. The variance in energy expenditure and average load per node for the different jobs is present in the grid system. The overhead, in terms of the average load per node, also depends on the job size and number of nodes present in the cluster structure at the time of job execution.
Generally, based on the threshold value, few of the nodes may be put in the sleep mode leading to the energy saving though due to the redistribution of the load an increase in average load per node is observed. The saving in energy and reduction in execution time affects the load per node, which increases proportionally. It is observed that the reduction in execution time for the job execution is upsetting the load per node by a substantial amount. This gain in average load per node is due to the redistribution of the load of the sleeping nodes to other participating nodes.
The use of GA for the redistribution of load on active nodes results in optimal resource usage leading to further minimise the execution time and hence the energy consumption.
Conclusion
The proposed model effectively explores the best available resources based on the system load and the user's requirements. In this work, energy saving in grid environment is emphasised. Different techniques have been incorporated right with the concept of clustering whereby the algorithm searches the suitable nodes of the cluster for maintaining the minimum finish time of the submitted job. Subsequently, energy aware reallocation algorithm is used to redistribute the load of lightly loaded nodes to other nodes while maintaining the job completion time. The concept of Genetic Algorithm is used to optimise the allocation on active nodes with a better recombination of modules on the node and, finally, the sleeping and the MST strategies are applied to cut down the energy consumption using the lower and upper threshold values.
A number of experiments have been performed with various inputs and consistent results are observed. It is evident from the results shown in the graphs that the model offers the user to select the best cluster as per the desirability in terms of overall minimal execution time for the jobs. It is also evident that various concurrent modules on the job are evenly distributed amongst the nodes of the cluster. The model tries to place highly communicating modules of the job on the same node. Therefore, the model takes care of proper load balancing and better utilisation of the grid resources.
The performance study reveals that the model is rational, effective and can address optimal usage of the resources with proper load balancing and energy saving. At the same time it satisfies users' requests, in terms of minimum execution time. More careful evaluation of the proposed work may enable to incorporate more practical aspects of the model and make it realise in the actual grid systems. The work defines a line in a simpler way to estimate the possible power saving gain margins at the cost of average load and reliability overheads by simply putting the nodes and the links in the sleep mode.
The overhead due to the redistribution of jobs in terms of average load per node may affect the bandwidth usage and the MST algorithm may affect the reliability of job execution while extending the gain in energy saving. However, this aspect does not negate the benefits obtained due to energy saving.
Future work intends to investigate the performance of the energy-saving strategies in a grid while considering different mechanisms of choosing lower and upper threshold values to a multi-criterion system, especially to include network traffic information. Indeed, the network hardware of a grid also consumes a non-negligible amount of electrical energy. Furthermore, it is desired to investigate more sophisticated multi-criterion system which may include the reliability issues and network information, especially the network traffic and more realistic power consumption aspect from network point of view.
