We consider associative P I-algebras over a field of characteristic zero. The main goal of the paper is to prove that the codimensions of a verbally prime algebra [11] are asymptotically equal to the codimensions of the T -ideal generated by some Amitsur's Capelli-type polynomials E *
Introduction
invariant: if σ ∈ S n and f (x 1 , . . . , x n ) ∈ P n then one defines σf (x 1 , . . . , x n ) = f (x σ (1) , . . . , x σ(n) ). This in turn makes P n (A) = P n /(P n ∩ T (A)) an S n -module.
The S n -character of P n (A), denoted by χ n (A), is called the n-th cocharacter of A or of T (A). By complete reducibility, χ n (A) decomposes into irreducibles and let χ n (A) = λ n m λ χ λ , where χ λ is the irreducible S n -character associated to the partition λ of n and m λ is the corresponding multiplicity. Through the sequence of cocharacters {χ n (A)} n≥1 one can attach to A a numerical sequence called the sequence of codimensions {c n (A)} n≥1 of I or A, where c n (A) = χ n (A)(1) = dim F P n /(P n ∩ T (A)), n = 1, 2, . . ..
It is clear that A is a P I-algebra if and only if c n (A) < n! for some n ≥ 1. Regev in [12] proved that if A is an associative P I-algebra, then c n (A) is exponentially bounded. Hence there exist constants α, β such that c n (A) ≤ αβ n for any n ≥ 1. It was recently proved by Giambruno and Zaicev, in [6] and [7] , that for a P I-algebra A exp(A) = lim exists and is an integer; exp(A) is called the PI-exponent of the algebra A. For the verbally prime algebras we have (see [2] , [14] , [7] )
In [14] Regev obtained the precise asymptotic behavior of the codimensions of the verbally prime algebra M k (F ). It turns out that
where C is a certain constant explicitly computed. For the other verbally prime P I-algebras M k (G), M k,l (G) there are only some partially results (see [2] ). More precisely,
with α = (k + l) 2 , g = − It turns out that it is in general a very hard problem to determine the precise asymptotic behavior of such sequences.
In this paper we find a relation among the asymptotics of the codimensions of the verbally prime T -ideals and the T -ideals generated by the Amitsur's Capelli-type polynomials. Now, if f ∈ F X we denote by f T the T -ideal generated by f . Also for V ⊂ F X we write V T to indicate the T -ideal generated by V .
Let L and M be two natural numbers, letn = (L + 1)(M + 1) and let µ be a partition ofn with associated rectangular Young diagram, µ = ((L + 1) M +1 ) n.
In [1] the following polynomials were introduced denoted Amitsur's Capelli-type polynomials
where χ µ (σ) is the value of the irreducible character χ µ corresponding to the partition µ n on the permutation σ. We note that for L = 0 we have µ = (1n) and
is the Capelli polynomial. The Amitsur's Capelli-type polynomials generalize the Capelli polynomials in the sense that the Capelli polynomials characterize the algebras having the cocharacter contained in a given strip (see [13] ) and the Amitsur's polynomials characterize the algebras having a cocharacter contained in a given hook (see [1, Theorem B] ).
More precisely, given any integer d, l ≥ 0 we denote by 
The following relations between the exponent of the Capelli-type polynomials and the exponent of the verbally prime algebras are well known (see [3] , [7] )
Also in [9] it was proved that the codimensions of Γ k 2 ,0 are asymptotically equal to the codimensions of the verbally prime algebra M k (F )
In this paper we obtain an analogous result for the other verbally prime algebras. Namely we prove the following asymptotical equalities
In this section we shall prove our main result about the Capelli-type polynomial E * k 2 +l 2 ,2kl where k, l ∈ N, and the verbally prime algebra M k,l (G). Notice here that the case M = k 2 + l 2 , L = 2kl is realized if and only if M + L = s 2 and M − L = t 2 for some natural s and t.
Throughout the paper we will denote by F a field of characteristic zero. Recall that an algebra A is a superalgebra (or Z 2 -graded algebra) with grading (A (0) , A (1) ) if A = A (0)+ A (1) is a direct sum as a space of its subspaces A (0) , A (1) satisfying: 
Now we analyze the case of a reduced superalgebra of special type. Recall that M k,l (F ) denotes the simple superalgebra of (k + l) × (k + l) matrices over F with grading
l × k and l × l matrices respectively. Throughout this section we assume that
is the Jacobson radical of the finite dimensional superalgebra A. Notice that M k,l (F ) contains the unit and it certainly belongs to the even part in the grading. It is also known that J is homogeneous under the grading of A [11] . We start with the following key lemmas.
Lemma 1 The Jacobson radical J can be decomposed into the direct sum of four
where, for p, q ∈ {0, 1}, J pq is a left faithful module or a 0-left module according to p = 1, or p = 0, respectively. Similarly, J pq is a right faithful module or a 0-right module according to q = 1 or q = 0, respectively. Moreover, for p, q, i, l ∈ {0, 1},
)-bimodules and of superalgebras).
Proof. The proof of the first part of the lemma is the same of that in [9, Lemma 2] . Now let {j 1 , . . . , j s } be a basis of J 11 . We can suppose that all elements j q are homogeneous in the grading (either even or odd). Then
Notice that e rs je tm has the same grading as e st je rm . Hence the grading of d st (j) is equal to the grading of j plus the grading of e st modulo 2 and all d st (j) are homogeneous. Thus N = N (0) ⊕ N (1) , where N (0) is generated by all element d st (j) with grading zero and N (1) 2
Proof. First we shall determine a polynomial e * 1 (x; y) which is a consequence of E * M,L and then, by an opportune substitution of elements of G(A) in e * 1 (x; y), we shall obtain the conclusion of the lemma. Let λ = ((L + 1) M +1 ) n be the partition of n = (M + 1)(L + 1). Let us consider the following Young tableaux
It is well known [10] that to T λ one associates two subgroups of S n :
and
where S t (β 1 , . . . , β t ) stands for the symmetric group of degree t on the elements
is the subgroup of S n leaving the rows (respectively the columns) of T λ invariant. The polynomial corresponding to T λ will be
where
) is the symmetric group of degree M + 1 on the elements 1
is multilinear in x = {x 1 , . . . x n } and y = {y 1 , . . . , y n } and symmetric on each set of variables
. Hence e * 1 (sx; sy) = 0 for all substitutions of elements of G(A), sx = {sx 1 , . . . , sx n } and sy = {sy 1 , . . . , sy n } with sx i , sy j ∈ G(A) for i = 1, . . . , n and j = 1, . . . , n.
Let now e 0 1 , . . . , e 0 M be an ordered basis of
Then we consider the following substitution:
with g 1 jM +1 all distinct elements of G (1) , and sx (L+1)(M +1) := r 10 ⊗ g, for any g ∈ G and arbitrary r 10 ∈ J 10 . We take also (1) and e hk are some opportune matrix units to fix the places. By the properties of the polynomial e * 1 (x; y) and the particular substitutions considered (recall that
where g ∈ G, g = 0. Then e ij r 10 = 0 for all i, j ∈ {1, . . . , k + l}. Hence we can say that r 10 = 0 for all r 10 ∈ J 10 and the conclusion is obtained. A similar proof shows that J 01 = (0). 2 the center of N , and N (1) is anticommutative (or, that is the same, is nil of degree  2 ).
Proof. We will construct a polynomial e * 2 (x; y) as in Lemma 2. Let µ = ((L+1) M +2 ) be a partition of n = (L + 1)(M + 2) = n + (L + 1) and D µ the corresponding Young diagram. As in Lemma 2 we consider the Young tableaux
and we determine the polynomial e * 2 (x; y) = e * Tµ (x; y). Then we make a similar substitution as in Lemma 2: let e 0 1 , . . . , e 0 M be an ordered basis of matrix units of M k,l (F ) (0) and e 1 1 , . . . , e 1 L an ordered basis of matrix units of M k,l (F ) (1) . We put
for all i = 1, . . . , M, where g 0 ji ∈ G (0) and they are all depends on distinct generators,
. Also we put
where g i ∈ G (0) ∪ G (1) and e hk are some opportune matrix units.
Notice that e * 2 (x; y) is a multilinear polynomial in the set of variables x and y, it has similar properties of symmetrizing and alternating as e * 1 (x; y) in Lemma 2. Now, we consider four different cases:
. In this case by the same reasons as in [9, Lemma 4] for the Capelli polynomial, we obtain
for some g ∈ G, for any i, j ∈ {1, . . . , k + l}. (1) . In this case g 1 , g 2 ∈ G (1) . Hence
where α • β = αβ + βα is the Jacobi product, g ∈ G and i, j ∈ {1, . . . , k + l}.
Thus the lemma is proved. 2
Lemma 4 If N denotes the algebra obtained from N by adjoining a unit element, then
. . , α n ) = 0. We may clearly assume that there exist
Let
. . , r, and
. . , n. Hence there exists k such that
Since from Lemmas 2 and 3, the n 0 i 's commute with any elements and the n 1 i 's anticommute among themselves, we can write
Hence f is not an identity of G(M k,l (F )) and the proof is complete.
2
Proof. Berele and Regev in [3] proved that
Moreover, by [9, Theorem 1], there exist some finite dimensional reduced superalgebras
where exp(G(
). Now, we analyze the structure of a finite dimensional reduced superalgebra A which satisfies E * k 2 +l 2 ,2kl . Let A be a finite dimensional reduced superalgebra such that exp(G(A)) = exp(V k 2 +l 2 ,2kl ) and E * k 2 +l 2 ,2kl ⊆ T (G(A)). We can write A = B 1 ⊕ · · · ⊕ B q+ J, where B i are simple subalgebras and J = J(A) is the Jacobson radical of A.
Recall that a simple finite dimensional superalgebra B i over F is isomorphic to one of the following algebras (see [11] ): 
Let t 1 be the number of superalgebras B i of the first type, let t 2 be the number of superalgebras B i of the second type and finally let t 3 be the number of B i of the third type, t 1 + t 2 + t 3 = q. Then by [8] and [6] there exists a minimal (see definition in [8] ) superalgebra C such that G(C) ⊆ G(A) and 2 . Hence G(A) contains a subalgebras isomorphic to the following upper block triangular matrix algebra
. Moreover, it is well known (see [14] ) that the n-th cocharacter of the matrix algebra M d (F ) lies in a strip of height d 2 . Also it is clear that the n-th cocharacter of the verbally prime algebra M s (G) lies in a hook of arm and leg s 2 and the n-th cocharacter of M k,l (G) lies in a hook of arm k 2 + l 2 and leg 2kl (by virtue of the [1, Theorem B]) it is enough to check that M s (G) satisfies e * s 2 ,s 2 = 0 and M k,l (G) satisfies the identity e * k 2 +l 2 ,2kl = 0, that is evidently true). By applying the Littlewood -Richardson rule, Berele and Regev in [2, Theorem 1.1] give a rule to calculate the n-th cocharacter of a products of T -ideals. By this rule and by the results about the form of the n-th cocharacter of the verbally prime algebras mentioned before, similar to [3, 9] we can estimate the size of a hook and a square containing all diagrams which appear with non-zero multiplicity in the decomposition of the n-th cocharacter of T (G(C)). More precisely
is the hook of arm k 2 + l 2 and leg 2kl plus a rectangle of size m 2 > (p − 1) 2 . In this decomposition, because we have p − 1 multiplication, there is one diagram Dμ with non-zero multiplicity and containing the rectangle of size (2kl + 1) k 2 +l 2 +p−1 . Then, by [ 
We have G(C) is a subalgebra of the algebra G(A), where A is reduced and exp(G(A)) = exp(G(C)).
Then from [7] 
. Also granting B i and C are simple superalgebras we obtain q = 1 and can assume B 1 ∼ = C. 2 and G(A) corresponds to the hook H(k 2 + l 2 , 2kl) for l = 0 (see [7] ), we have k 1 = k, and l 1 = l. Then
. From Lemmas 1, 2, 3 we have
, here J 00 is nilpotent. Hence, recalling the decomposition given in (3), we get
where D is a finite dimensional superalgebra with exp(G(D )) < (k + l) 2 . Then, from [9, Corollary 2] we have Proof. Similar to the proof of Lemma 1 the first part follows from the [9, Lemma 2] . We only should notice that we can choose a homogeneous system Q of elements j ∈ J 11 generated the J 11 as a M s (D)-bimodule. Let Q = Q (0) ∪Q (1) , where Q (0) contains all even elements of Q and Q (1) contains the odd ones. Then we consider as in Lemma 1 the elements d km (j) = s i=1 e ik je mi , k, m = 1, . . . , s, j ∈ Q, which has the same grading type as j and commutes with elements of M s (D). Take N = N (0) ⊕ N (1) , where Now, we will use the polynomials e * 1 (x; y) and e * 2 (x; y) form Lemma 2 and 3 to prove the following two lemmas. 
where g 0 ji ∈ G (0) and g 1 ii ∈ G (1) . Also we get
, r 10 ∈ J 10 and g ∈ G (0) ∪ G (1) .
As in Lemma 2 we put instead of the y s the elements of the type e ⊗ g 0 , where e is a matrix unit and g 0 ∈ G (0) . Choosing the matrix units e we fix all places for sx's.
As a result, after this substitution of elements of G(A), we obtain
where g ∈ G. Thus r 10 = 0 for all r 10 ∈ J 10 . Analogously J 01 = 0 and the lemma is proved. 2 
where g 0 ji ∈ G (0) and g 1 ii ∈ G (1) and they are all distinct. Moreover, we put The proof of the following lemma is the same as the proof of the lemma 4. where D is a finite dimensional superalgebra with exp(G(D )) < 2s 2 . So, by [9, Corollary 2] we have c n (E * s 2 ,s 2 ) c n (M s (G)) and the proof is complete.
2 The second author is frankly appreciated for Francesca Benanti, Antonio Giambruno and all Italian colleagues in Palermo University for the warm hospitality.
