Decisions of attractiveness from the human face are made instantly and spontaneously, but robust implicit neural measures of facial attractiveness discrimination are currently lacking. Here we applied fast periodic visual stimulation coupled with electroencephalography (EEG) to objectively measure the neural coding of facial attractiveness. We presented different pictures of faces at 6 Hz, i.e. six faces/second, for a minute while participants attended to a central fixation cross and indicated whether the cross shortly changed color. Every other face in the stimulation was attractive and was replaced by a relatively less attractive face. This resulted in alternating more/less attractive faces at a 3 Hz rate, eliciting a significant increase in occipito-temporal EEG amplitude at 3 Hz both at the group and the individual participant level. This response was absent in two control conditions where either only attractive or only less attractive faces were presented. These observations support the view that face-sensitive visual areas discriminate attractiveness implicitly and rapidly from the human face.
Introduction
Within a split second, human observers can extract a wealth of information from the face of an individual to categorize this person according to age, gender, ethnicity, emotional expression, etc. Observers even rapidly attribute social traits to a person, such as the degree to which the person can be trusted (e.g. Bar et al., 2006; Willis and Todorov, 2006; Todorov et al., 2009) . Even though the validity of personality judgments has been questioned (e.g. Alley, 1988; Cook, 1939 ; but see also Penton-Voak et al., 2006; Stirrat & Perrett, 2010) , people generally agree on these judgments. Yet, trait attributions often have real-life consequences (e.g. Hassin and Trope, 2000; Langlois et al., 2000; Zebrowitz and Montepare, 2008) , impacting cooperation (Stirrat and Perrett, 2010) , political elections (Todorov et al., 2005; Little et al., 2007) , court verdicts (Zebrowitz and McDonald, 1991; Blair et al., 2004) , job interviews (Langlois et al., 2000) , career success (Mueller and Mazur, 1996; Rule and Ambady, 2008) , etc. In particular, attractiveness perception has a far-reaching influence on social behavior. It does not only affect mate choice and choice of friends, but it also influences the impressions we form about an individual-'the attractiveness halo effect' (Dion et al., 1972; Nisbett and Wilson, 1977) . As a result, attractive individuals are more likely to be hired (for a review, see Hosoda et al., 2003) , tend to earn more money (Hamermesh and Biddle, 1993 ) and experience greater dating success (Walster et al., 1966; Woll, 1986 ) as well as social success (Prestia et al., 2002) than their less attractive counterparts. Facial traits (e.g. symmetry and gender typicality) indicating the biological fitness of an individual are crossculturally perceived as attractive (Perrett et al., 1999; Rhodes et al., 2001) , and preferences for attractive faces are shown early in life with infants looking more towards attractive faces (Slater et al., 1998; Slater et al., 2000) . Given the association of beauty and the motivational value it has, it is not surprising that processing of attractiveness recruits brain regions involved in face processing but also regions involved in the reward circuit (Aharon et al., 2001; Berridge and Kringelbach, 2008; O'Doherty et al., 2003; Winston et al., 2007;  for a review see Senior, 2003) , which implies that physical attractiveness may hold incentive salience (Kawabata and Zeki, 2004; Vartanian and Goel, 2004; Cupchik et al., 2009) .
Despite the importance of attractiveness perception in reallife decision, a single glance at one's face appears to be enough to make an attractiveness decision of a face stimulus (Olson and Marshuetz, 2005; Willis and Todorov, 2006) . Moreover, judgments made after limited time exposure are correlated with judgments made after prolonged stimulus presentation. The consensus rapidly increases as time exposure increases and reaches a plateau at presentation duration of about 200 ms, suggesting that if people are given longer viewing periods, they would only be more confident about their judgments instead of changing them (Willis and Todorov, 2006) . In addition, these decisions are also mandatory, i.e. they cannot be avoided (Ritchie et al., 2017) .
Similarly to behavioral data, some electrophysiological studies suggest that attractiveness is extracted automatically at an early perceptual level, as indicated by differences in amplitude or peak latencies of a negativity peaking over posterioroccipital sites ∼170 ms (i.e. the face-sensitive N170) for more or less attractive faces (Pizzagalli et al., 2002; Marzi and Viggiano, 2010; van Hooff et al., 2011; Zhang and Deng, 2012; Hahn et al., 2016) . Yet, the direction of the modulation of N170 is equivocal, with some studies reporting increased amplitudes for attractive faces (e.g. Marzi and Viggiano, 2010) , others finding increased amplitudes for unattractive faces (e.g. Hahn et al., 2016) and still others reporting effects of facial attractiveness only for later components (early posterior negativity, late positive component; e. g. Werheid et al., 2007; Wiese et al., 2014) . The latter components reflect heightened processing referring to emotional, motivational and attentional aspects of the stimuli (e.g. Werheid et al., 2007; Zhang and Deng, 2012; Wiese et al., 2014) . Some of these discrepancies could result from different task requirements, as evidence for the automatic processing of attractiveness is usually found in explicit tasks (e.g. Willis and Todorov, 2006; Zhang and Deng, 2012; Hahn et al., 2016) . Furthermore, stimuli presented in electrophysiological studies often appear for fairly long intervals ranging from 450 ms (Pizzagalli et al., 2002) to 5 s (Wiese et al., 2014) , allowing early perceptual coding as well as deeper emotional and motivational processing and thus providing only indirect and/or limited information about the automatic processing of attractiveness.
What would be highly desirable is an unambiguous implicit measure of facial attractiveness discrimination that could be identified objectively and relatively rapidly. To this end, we probed the automatic (i.e. effortless and without the intention to do so or being able to suppress this visual discrimination process) and implicit processing of facial attractiveness with a simple fast periodic visual stimulation (FPVS) approach coupled with electroencephalography (EEG). More attractive and less attractive faces were presented alternating at a fixed rate of 6 Hz (∼167 ms), permitting only a single glance at each stimulus. This stimulation mode leads to clear frequency-tagged responses at 6 Hz and harmonics in the EEG spectrum (Adrian and Matthews, 1934; Regan, 1966; Norcia et al., 2015) . Critically, if the two types of stimuli are coded by distinct spatio-temporal patterns of neural activity, an asymmetrical response in the EEG frequency data should be recorded at exactly 6 Hz/2 = 3 Hz (e.g. Ales et al., 2012; Liu-Shuang et al., 2015 for asymmetrical responses between faces and scrambled faces). Thus, for example, a population of neurons responding preferentially to one stimulus category (either the more or the less attractive faces) will fire more or only when this coded category is presented, namely every 333 ms, resulting in 3 Hz response. This additional 3 Hz response can be directly quantified in the EEG frequency domain through Fourier transform and may provide an index for the perception of facial attractiveness. In earlier studies examining face identity perception with this paradigm Rossion, 2016, 2017) given that there was no reason to expect a differential neural response at the population level between different individual faces, an asymmetrical response was generated by introducing adaptation to one of the stimuli (see also Ales and Norcia, 2009; Hoffmann et al., 2001; Tyler and Kaitz, 1977 for motion coding). Here, based on studies showing differential processing of attractive and unattractive faces, we predicted that the alternation of more and less attractive faces would generate asymmetrical responses in the EEG spectrum, even without adaptation. More importantly, in comparison to previous studies using this paradigm where only two stimuli have been alternated, we presented variable individual faces at each stimulation cycle to allow ruling out the contribution of specific characteristics of an individual face.
Methods Participants
A total of 15 volunteers (6 males, mean ± s.d. age = 23.13 ± 1.81 years) participated in the study. They were all right-handed, free of neurological or psychiatric problems and had normal or corrected-to-normal vision. All participants provided signed and informed consent and were paid an amount according to their testing time. The study was approved by the Biomedical Ethical Committee of the University of Louvain. Behavioral data from one participant were excluded due to a saving failure, yet the EEG recordings were included in the final analysis.
Stimuli
A total of 80 color photographs of female and male faces from several databases were initially evaluated on attractiveness (1 = extremely unattractive; 7 = extremely attractive) by an independent participant sample (10 males, 16 females, mean ± s.d. age = 21.46 ± 1.88 years). Subsequently, faces from Face Categorization database used in previous studies (Laguesse et al., 2012; with FPVS: Liu-Shuang et al., 2014; Rossion, 2014a, 2014b) with the six highest and the six lowest attractiveness ratings for each sex were selected for the present study to avoid physical discrepancy in the image set ( Figure 1 ). The ratings for the more attractive faces (M = 3.79, s.d. = 0.42) were significantly higher than those for the less attractive faces (M = 2.47, s.d. = 0.17), P < 0.001. All 24 faces were in a frontal view with forward eye gaze, with masked external features such as ears and hair. The image size was set to 8.04 deg (width) × 16.00 deg (height) at an 80 cm distance from the monitor (800 × 600), placed against a grey background (RGB: 153, 153, 153) .
Several facial characteristics could influence perception of facial attractiveness: sexual dimorphism (e.g. Perrett et al., 1998; Rhodes et al., 2000; Debruine et al., 2010; Scott et al., 2010) , averageness (e.g. Langlois & Roggman, 1990; Little and Hancock, 2002; Rhodes et al., 2002) or facial expression (e.g. Mueser et al., 1984) . To evaluate if these characteristics impact the attractiveness perception of our stimuli, an additional sample of 20 participants (11 males, mean ± s.d. age = 22.05 ± 1.69 years) rated the faces for sexual dimorphism on a 7-point scale (1 = not very feminine/masculine; 7 = very feminine/masculine) and judged the expressed emotion (neutral, angry, fearful, disgusted, happy, sad, surprised or I do not know). Consistent with previous findings (e.g. Perrett et al., 1998; Rhodes et al., 2000; Debruine et al., 2010; Scott et al., 2010) , female faces differed in perceived sexual dimorphism with attractive faces rated as more feminine than less attractive faces (mean rating scores averaged across items, M more attr ± s.d. = 5.21 ± 0.87; M less attr ± s.d. = 3.79 ± 1.11, t(19) = 9.49, P < 0.0001; mean rating scores averaged across participants, t(10) = 2.95, P = 0.014; Figure 2A ), yet no difference was found for the male faces (mean rating scores averaged across items M more attr ± s.d. = 5.60 ± 0.73; M less attr ± s.d. = 5.33 ± 1.07, t(19) = 1.87, P = 0.077; mean rating scores averaged across participants, t(10) = 0.90, P = 0.39; Figure 2B ). Considering the facial expression of the images, the majority of the stimuli were perceived as neutral (15 images out of the 24). Three of the images were more often perceived as happy, three as displaying sadness or anger and one as disgusted, yet faces were from both sets-more and less attractive ( Figure 2 ). To statistically evaluate if the facial images differed along any of the perceived facial expressions, we compared the proportion with which an emotion was selected using a repeated measures analysis of variance (ANOVA) with factors Facial Expression (neutral, happy, angry, sad, disgusted, fearful, surprised or I do not know), Facial Attractiveness (More attractive or Less attractive) and Face Gender (female or male) as betweensubject variables. As Mauchly's test indicated a violation of the sphericity assumption, a Greenhouse-Geisser correction was applied. The main effect of Facial Expression, F(3.45, 69.06) = 15.00, P < 0.0001, η 2 p = 0.43, was primarily driven by the neutral expression being significantly more often selected than all other expressions (Ps ≤ 0.002). Faces were rarely categorized as fearful and surprised, and the least often selected label was 'I do not know'. A trend for an interaction between Facial Expression and Facial Attractiveness was present, F(3.45, 69.06) = 2.47, P = 0.061, η 2 p = 0.11. Post hoc pairwise comparisons suggested that unattractive faces tended to be perceived as sad more frequently than attractive faces. Yet, due to the limited number of images, this result should be interpreted cautiously as it could be driven by a particular image (e.g. less attractive male facial image 2). The other interactions were not significant (Ps > 0.29).
In addition, we ran a principal component analysis (PCA) on the facial shape (defined by the unique position of 137 points; see Supplementary Figure S1 ) to produce a mathematical index of sexual dimorphism and averageness (distance to the average of all images per sex). The technique provides a statistical description of the face images, by extracting the dimensions of variability (eigenvectors or 'eigenfaces') in the order of the variances they explain. Thus, early components capture gross variation in the image set, and later components capture more fine-grained variation (e.g. Valentin et al., 1994) . All 23 PCA scores were summed to produce the indexes for sexual dimorphism and averageness. To explore if any of these factors contribute to the perceived attractiveness of the images, a binary logistic regression predicting the likelihood of an image to be categorized as more or less attractive depending on the sex of the face, the average rating of sexual dimorphism and the mathematical estimation of the sexual dimorphism and averageness were calculated in a forward model. The variables significantly predicting the likelihood of images being perceived as more/less attractive (correct classification 83.3%) were gender (P = 0.047), rated sexual dimorphism (P = 0.037) and the mathematical index of averageness (P = 0.024).
Procedure
Participants were seated comfortably in a dimly illuminated room. The EEG recording session consisted of 18 stimulation sequences in total, the order of which was randomized for each participant. Each sequence started with a fixation cross displayed for 2-5 s, followed by 2 s of gradual stimulus fade in, 60 s of stimulation sequence and 2 s of gradual stimulus fade out. The stimulation fade in and fade out were set to avoid abrupt eye movements or blinks at the beginning or near the end of a sequence. Thus the EEG session for the current experiment lasted about 30 min including rests. In every sequence, faces were presented at a periodic frequency rate of 6 Hz (F) through a sinusoidal contrast modulation, as in previous studies (e.g. Rossion and Boremanse, 2011; Rossion, 2016, 2017) , which is a smoother stimulation mode than square wave stimulation, thus making the experiment more comfortable for the participant. In addition, the visual stimulation is present almost all the time, creating a continuously changing percept. At each stimulus presentation cycle, the size of the facial image randomly changed (between 80% and 100%, 4% steps) to reduce the impact of low-level physical properties of the images.
Three different conditions were included and presented in random order during the whole testing. For each condition, sequences with either female or male faces were repeated three times. In the MORE ATTRACTIVE ONLY condition, faces from the same sex rated as more attractive were presented within the same sequence. Similarly, face from the same sex rated as less attractive were presented within the same sequence referred here as LESS ATTRACTIVE ONLY condition. In the critical condition, called the CONTRAST, the six faces from the same sex rated as more (A) and less (B) attractive were presented, resulting in a sequence ABABAB (Figure 1 ). All these faces were randomly selected from the corresponding stimulus set. For seven of the participants, the CONTRAST condition started with presenting a more attractive face, while for the remaining eight participants sequences of this condition started with a less attractive face. Faces were presented at 6 Hz; however, in the CONTRAST condition, the attractive and the less attractive faces per sex alternated at 3 Hz (f = F/2) presentation rate.
In this paradigm, symmetrical responses at the stimulation presentation rate (i.e. 6 Hz) reflect elements common to the response for each of the two alternatively presented facial stimuli, which would be present in all three conditions. However, if tuned populations respond differently to more and less attractive faces, asymmetry in the spectrum responses would be expected at the alternation rate (i.e. 3 Hz) in the CONTRAST condition, indicating the spectral signature of attractiveness discrimination. The MORE ATTRACTIVE ONLY and LESS ATTRAC-TIVE ONLY conditions were conducted to ensure that the asymmetrical EEG response would be specific to the alternation of more and less attractive faces. If this is the case, then the asymmetrical neural response in these control conditions should be absent or reduced (much weaker than the one observed in the CONTRAST condition).
To keep the attention of the participants high and constant during the experiment, they were asked to press a response key when a fixation cross randomly changed its color from black to red, 10 times for each sequence. The duration of the color change was 300 ms. The fixation cross was presented in the center of the face stimuli, just below the eyes, which is the optimal fixation point for face perception (Peterson and Eckstein, 2012) . Participants were also instructed to pay attention to the faces that appeared on the screen. The mean accuracy and correct response times (RTs) of color change detection were calculated for each condition with no significant differences either for the accuracy scores, F (1.258, 16.354) = 0.05, P = 0.88 (M = 0.93, s.d. = 0.03), or for the RTs of correct responses, F (2, 26) = 0.39, P = 0.68 (M = 0.46 s, s.d. = 0.04), among the three main conditions.
It is noteworthy that 12 images per sex were available during the CONTRAST condition sequences, while only 6 images per sex were displayed in the control condition sequences. This would result in different face repetitions and possibly familiarity effects between the CONTRAST and the control conditions. In order to rule out the possibility that the different number of images presented in the conditions could lead to the asymmetrical response, an additional CONTRAST (i.e. HALF CONTRAST) condition with the three faces per sex rated the highest and the lowest, respectively, were presented for 10 of the 15 participants (see Supplementary Material) . Except for the number of images presented, the design for the HALF CONTRAST condition was the same as the one for the CONTRAST condition.
EEG acquisition
EEG activity was recorded via a BIOSEMI Active two amplifier system (Biosemi, Amsterdam, Netherlands), with 128 Ag/AgCl electrodes sampled at 512 Hz. The electrodes include standard 10-20 system locations as well as additional intermediate positions. Eye movements were monitored with four electrodes, one placed at the outer canthi of each eye (HEOG) and one placed above and one below the right eye (VEOG).
EEG pre-processing
All EEG pre-processing steps were carried out by using Letswave 6 (http://nocions.webnode.com/letswave) and Matlab (R2014a, Math works) following a similar procedure as in previous studies with this approach (e.g. Rossion, 2016, 2017) . EEG data was segmented to include 4 s before and after each sequence, resulting in 72 s segments (−4-68 s). Then it was digitally bandpass filtered at 0.10-120 Hz with a Butterworth filter (fourth order). A fast Fourier transform (FFT) multi-notch filter with a width of 0.5 Hz was implemented to remove electrical noise at 50 Hz and its two harmonics. Artifact-ridden or noisy channels were replaced using linear interpolation of the three neighboring channels; less than 2% of the channels were interpolated per participant, on average only two channels for each participant. After that, a common average reference computation was applied to all channels for each participant.
Frequency domain analysis
Pre-processed data segments were cropped to an integer number of 3 Hz cycles, beginning 2 s after the onset of the sequence until ∼62 s (60 s, corresponding to 179 cycles of 3 Hz, 30 554 time bins in total). The first 2 s of each sequence (i.e. fade in) were excluded to avoid any contamination by the initial transient responses. Segments of the same condition were averaged separately for sequences with female and male images. An FFT was then applied to these averaged segments, and normalized amplitude spectra were extracted for all channels (square root of the sum of squares of the real and imaginary parts divided by the number of data points). Thanks to the long time window (60 s), frequency analysis yielded spectra with a high frequency resolution of 0.0167 Hz (1/60), thus increasing the signal-to-noise ratio (SNR; Regan, 1989) and allowing unambiguous identification of the response at the frequency bins of interest (i.e. 3-3.0167 Hz and 6-6.0167 Hz).
In order to identify the presence of statistically significant responses at the frequencies of interest, Z-scores were calculated (the difference between amplitude at the frequency of interest and mean amplitude of 20 surrounding frequency bins, divided by the standard deviation of the 20 surrounding bins). The 20 bins were the 12 bins on each side, excluding the immediately adjacent bin to avoid contamination in case of spectral leakage and the local maximum and minimum amplitude bins to avoid projecting the signal in the noise estimation. Thus, baseline correction was applied by taking into account a signal of roughly 0.2 Hz on each side of the bin of interest. Only significant responses were taken for analysis (Z-score > 2.32, P < 0.01 one-tailed, i.e. signal > noise). Firstly, amplitude spectra across subjects were averaged separately for each condition (i.e. grand averaged), and then the resulting grand-averaged spectra were pooled across all 128 channels. The asymmetrical responses at 3 Hz were only significant in the CONTRAST condition, with no significant harmonics. The symmetrical responses at 6 Hz were significant in all conditions, along with seven consecutively significant harmonics, up to 48 Hz.
For data visualization, the SNR spectra, expressed as the proportion of the signal of interest divided by the average noise measured from the 20 surrounding frequency bins (same selection criterion as above), were computed for each condition and electrode separately. To quantify the response, the baselinecorrected amplitudes for the symmetrical and asymmetrical responses were calculated by subtracting the average amplitude of the 20 surrounding bins (same selection criterion as above) and summed for the significant harmonics. The final values were obtained by averaging the responses for sequences with female and male images.
To define the regions of interest (ROIs) we normalized the baseline-corrected amplitudes for the CONTRAST condition, showing the strongest asymmetrical response (see results), by dividing the value at each electrode by the scalp-wide rootmean-square value (i.e. the square root of the sum of squares for all 128 electrodes) (McCarthy and Wood, 1985) . This procedure equalizes the scalp-wide global magnitude of the response. Then 15 regions were formed based on the proximity of the channels (Supplementary Figure S2) . Maximal activation was observed over the right occipito-temporal (OT) region followed by the occipital region (Supplementary Figure S2) . Furthermore, the highest Z-scores were found for channels in the middle occipital (MO) region: Oz (z = 7.20) and Oiz (z = 7.29), followed by channels in the right occipito-temporal (ROT) region: PO10 (z = 7.14) and P10 (z = 6.99), as well as channel PO9 (z = 6.74) in the left occipito-temporal (LOT) region. These observations were also confirmed with a visual examination of the topographical distribution of the response on the grand-averaged data. Thus, three ROIs were defined: ROT, the corresponding LOT and MO. The summed baseline-subtracted amplitudes were averaged across five electrodes for each ROI: LOT-PO7, PO9, PO11, P7, P9; MO-POz, POOz, Oz, Oiz, Iz; ROT-PO8, PO10, PO12, P8, P10. The response was evaluated with a repeated measures ANOVA with factors Condition (CONTRAST, MORE ATTRACTIVE ONLY and LESS ATTRACTIVE ONLY) and ROI (ROT, LOT and MO). A Greenhouse-Geisser correction for degrees of freedom was applied if Mauchly's test of sphericity was significant. Correction for multiple comparisons was conducted via the Bonferroni-Holm method (Hochberg & Tamhane, 1987) . To further quantify the evidence for observed differences, accompanying Bayes factors (BFs) were calculated using Bayes-paired samples t-test as implemented in JASP (Love et al., 2015) with a Cauchy prior distribution (width = 0.707). The BF represents the likelihood of the data under H1 relative to H0. For example, a BF of 2.00 indicates that the data is twice more likely under the alternative hypothesis than under the null hypothesis, while a BF of 0.50 indicates that the data is twice more likely under the null hypothesis than under the alternative hypothesis. As such, the BF allows us to quantify evidence in favor of the alternative as well as the null hypothesis. As a rule of thumb, 1 < BF ≤ 3 indicates anecdotal evidence, 3 < BF ≤ 10 indicates substantial evidence and BF > 10 indicates strong evidence (Jeffreys, 1961) . A directional hypothesis was tested with the Bayesian analysis; the asymmetrical 3 Hz response will be larger for the CONTRAST condition than for the other two control conditions.
Results

Frequency domain analysis
Symmetrical responses (6 Hz) . Grand-averaged SNR spectra showed clear symmetrical responses at 6 Hz and its harmonics. responses. Bar graph (Mean ± SEM) displaying summed baseline-corrected amplitudes (μV) for the 6 Hz response and its harmonics for each condition across the three ROIs, MO, LOT and ROT, indicates that the symmetrical response is largest over MO sites with no significant differences across conditions. (B) Asymmetrical response. Grand-averaged SNR spectra at 3 Hz at P10 for the CONTRAST (red), MORE ATTRACTIVE ONLY (yellow) and LESS ATTRACTIVE ONLY (brown) conditions. Topographical maps illustrate the distribution of the 3 Hz responses. Bar graph (Mean ± SEM), displaying baseline-corrected amplitudes (μV) for the 3 Hz response for each condition across the three ROIs, MO, LOT and ROT, indicates that the asymmetrical response is observed only for the CONTRAST condition, particularly over the ROT region.
The symmetrical response represents elements common to the response for stimulus and background alternation, which was expected to dominate over the MO area and not to differ across conditions.
As predicted, the repeated measures ANOVA with withinsubject factors Condition and ROI on the summed baselinecorrected amplitudes for the symmetrical response indicated a significant main effect of ROI, F(2, 28) = 41.85, P < 0.001, η 2 p = 0.75, with larger responses over the MO than LOT and ROT regions, Ps < 0.001. No significant main effect of Condition, F(2, 28) = 0.34, P = 0.71, nor an interaction with ROI, F(2.603, 36.445) = 0.55, P = 0.63, were found ( Figure 3A ). (3 Hz) . The 3 Hz response, indicating an asymmetry (i.e. differentiation) in the response to more and less attractive faces, was significant for the CONTRAST condition (z = 4.98 over all 128 channels) but not for the control conditions: MORE ATTRACTIVE ONLY (z = 2.12 over all 128 channels) 1 and LESS ATTRACTIVE ONLY (z = −0.48 over all 128 channels) conditions. In the CONTRAST condition, this response was distributed over ROT channels, peaking at the low OT channel P10 (SNR = 2.13) but also spreading to MO sites ( Figure 3B) .
Asymmetrical response
To further evaluate the distribution across the scalp of the asymmetrical responses for attractiveness discrimination an ROI analysis was performed. Repeated measures ANOVA with factors ROI (LOT, MO and ROT) and Condition (CONTRAST, MORE ATTRACTIVE ONLY and LESS ATTRACTIVE ONLY) was performed on the baseline-corrected amplitude of the asymmetrical response (3 Hz). The main effect of Condition was significant, F(2, 28) = 7.46, P = 0.003, η 2 p = 0.35. Post hoc pairwise comparisons indicated that the largest asymmetrical response was in the CONTRAST condition, which was significantly larger than that in the LESS ATTRACTIVE ONLY (P = 0.017, BF 10 = 15.18) and MORE ATTRACTIVE ONLY (P = 0.029, BF 10 = 3.61) conditions ( Figure 3B ). The response amplitudes between the latter two conditions were not significantly different, P = 0.32, BF 10 = 0.69. No ROI difference was found, F(2, 28) = 0.69, P = 0.51. The interaction between ROI and Condition also did not reach significance, F(2.155, 30.174) = 1.97, P = 0.15.
Individual responses.
The asymmetrical response was present at an individual level ( Figure 4A ) although the topographical distribution was variable ( Figure 4B ). All participants had at least four significant electrodes at a threshold of z > 2.32, P < 0.01. For 10 of the participants, at least one of the significant channels was within the OT regions (range: 1-9 electrodes). Reducing the threshold to z = 1.64, P < 0.05 revealed that channels within the OT region were significant for another three of the participants (yet the maximal activation was found over channels dorsal to the left OT ROI (P#5) or dorsal to the right OT ROI (P#10) and MO sites (P#8)). The last two participants showed significant responses over the central cluster (P#13, P#15) and the MO ROI (P#15).
Discussion
We present original evidence for a population of neurons projecting to OT channels tuned to discriminate faces based on attractiveness. More and less attractive faces were shown very briefly at 6 Hz (∼167 ms), allowing only a single glance at the images, leading to an asymmetrical response (3 Hz) discriminating between the two categories. Importantly, this asymmetrical response was not observed when only the less attractive faces were presented. A small asymmetrical response was observed for the more attractive only face, yet importantly this response was much weaker than the asymmetrical response observed when the less and more attractive faces alternated. This facial attractiveness discrimination signal is significant at an individual subject level, and it is obtained without requiring any explicit task within a few minutes of visual stimulation.
Consistent with behavioral findings, our results support the idea that facial attractiveness is processed rapidly (Olson and Marshuetz, 2005; Willis and Todorov, 2006) . The asymmetrical response (3 Hz) in the present study reflects the robust and specific discrimination of more and less attractive faces at a single glance. In contrast to previous EEG studies, investigating facial attractiveness (e.g. Pizzagalli et al., 2002; van Hooff et al., 2011; Zhang and Deng, 2012) , with the FPVS paradigm, all visual stimuli were presented briefly for 167 ms (allowing only a single glance, i.e. no eye movement exploration of the image) and were quickly replaced (backward and forward masked) by other stimuli, diminishing the ability to process deeper the facial stimuli (Liu-Shuang et al., 2014; Dzhelyova et al., 2016) . This coding of attractiveness can be driving the spontaneous and rapid perception of attractiveness observed in behavioral studies (Olson and Marshuetz, 2005; Willis and Todorov, 2006) . Together with the emotional and motivational aspects of attractiveness, they can affect the inferences one forms based on facial appearance (Dion et al., 1972) .
The asymmetrical response was distributed over posterior OT channels, suggesting a response originating from higher level visual areas (e.g. Norcia et al., 2015) . In comparison, an MO distribution, often observed with higher stimulation frequencies, is often linked to activation within lower-tier visual cortex with strong contributions from V1 (e.g. Di Russo et al., 2007; Weiser et al., 2012) . Although it is impossible to define the exact neuronal population producing this OT scalp topography, based on previous findings and face perception models (e.g. Haxby et al., 2000; O'Doherty et al., 2003; Kranz and Ishai, 2006; Proverbio et al., 2010) , it is likely to be within the fusiform gyrus, superior temporal sulcus or lateral occipital cortex (see the discussion in Jacques et al., 2019) . Increased activation within the ventral OT cortex has been found during judgments of attractiveness (Kranz and Ishai, 2006; O'Doherty et al., 2003; Proverbio et al., 2010) , which potentially reflects the initial perceptual processing of facial attractiveness. The asymmetrical response was slightly stronger over the right hemisphere, consistent with typical face processing, yet the individual response varied substantially, possibly obscuring consistent lateralization.
This scalp topography is also similar to those of the facesensitive event-related potentials (ERPs) to transient stimulation (i.e. N170). Enhanced N170 component has been found for high compared to low attractive faces, revealing elaborate structural and cognitive encoding for the former stimuli (Werheid et al., 2007; Wiese et al., 2014 ; but see Roye et al., 2008; Schacht et al., 2008) . Although similarities are shared between the asymmetrical response and the face-sensitive ERP components, it is difficult to draw a parallel between standard ERP components and the response observed with FPVS since the present 3 Hz asymmetrical response results from the difference between the more and less attractive faces, rather than a response to a single image category (either more or less attractive images).
The observed asymmetrical response is unlikely to be explained by low-level processing such as pixel-wise differences in luminance or contrast between the alternated images. Firstly, several images were used as stimuli as well as substantial random changes in size at each stimulus cycle were applied, preventing pixel by pixel discrimination (Liu-Shuang et al., 2014; Rossion, 2014a, 2014b) . Secondly, the 3 Hz response peaked over the right occipital-temporal cortex, suggesting contributions from high-level visual areas (Retter and Rossion, 2017) . Also, it cannot be explained by different attentional demands across the conditions, since the performance on the orthogonal tasks did not differ across these conditions and the strength of the 6 Hz response was equivalent among them. Furthermore, even when the HALF CONTRAST was tested, an asymmetrical response was observed, which makes it unlikely to explain the 3 Hz response as a result of different number of images or memory requirements. It is also important to note that in the CONTRAST condition, the images are repeated fewer times than in the two control conditions that could possibly lead to a stronger neuronal response due to less adaptation than in the two control conditions. Yet, this factor is unlikely to explain our results firstly because the general visual response was not different across the conditions and secondly because the asymmetrical response was found and even was stronger when presenting only the six images in the HALF CONDITION than in the CONTRAST condition.
Furthermore, we have observed this asymmetrical response using an implicit task, which does not require the participants to form impressions of attractiveness or to judge any other aspect of the faces. This manipulation provides some initial evidence that attractiveness is processed capacity free by tuned populations of neurons. Further studies could embark on this research avenue and explore how task manipulation and cognitive load modulate the automatic processing of attractiveness. Nevertheless, the use of an implicit task and the robust responses obtained within a few minutes provide the unique opportunity to investigate, independently of linguistic abilities, facial attractiveness processing through development or crossculturally.
Which facial cues, differing between more and less attractive faces, could explain the symmetrical response? Our image analysis suggests that facial averageness (distinctiveness) and perceived sexual dimorphism differed between the more attractive and less attractive faces and thus could possibly account for the observed asymmetries. These two facial aspects have been shown to influence perception of facial attractiveness in numerous studies (e.g. Little and Hancock, 2002; Langlois and Roggman, 1990; Perrett et al.,1998; Rhodes et al., 2002) and also to modulate EEG waveforms (e.g. Halit et al., 2000; Freeman et al., 2010) . Other aspects like facial expression have been also shown to affect perceived attractiveness with happy faces perceived as more attractive than faces with negative expressions (e.g. Mueser et al., 1984) , yet in our set the individuals were photographed with neutral facial expression, thus there was no clear influence of perceived expression on attractiveness. Nevertheless, our initial attempt to understand which features contribute to the discrimination of more and less attractive faces indicate that facial aspects impacting on attractiveness perception differed for our stimuli and thus can be driving the asymmetrical processing of attractiveness. Admittedly, determining which of these features contributed to the observed asymmetrical response is beyond the scope of the reported study. Therefore, future studies could look more precisely if a particular aspect of facial attractiveness-averageness/distinctiveness, sex typicality, etc.-impacts mostly on the automatic coding of attractiveness.
In summary, by rapidly alternating between high and low attractive faces, we provide evidence for tuned populations of neurons within higher visual face-sensitive areas coding for attractiveness discrimination. Importantly, this effect is not observed when only high or low attractive faces were presented. Thus, this technique may be considered as a simple and powerful tool to investigate the perceptual underpinnings of attractiveness discrimination by carefully manipulating different facial aspects contributing to attractiveness. Given the short experimental duration, the lack of explicit response required and the robustness of the response with the FPVS-EEG technique, this paradigm may also be extended to test infants, children and cross-cultural populations.
