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1. Introduction
We consider controllable matrix pairs with the form
(
A,
[
B1 B2
])
∈ Cn×n × Cn×(m1+m2) when
the subpair (A, B1) is also controllable andwe study the change of the controllability indices whenwe
slightly perturb B2.
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Namely, we look for necessary conditions that must be satisfied by the controllability indices of(
A,
[
B1 B
′
2
])
where B′2 is a matrix sufficiently close to B2.
On the other hand, if ε is a sufficiently small real number, we look for (necessary and sufficient)
conditions thatmust be satisfied by a partition in order to be the partition of the controllability indices
(or, equivalently, those of Brunovsky) of
(
A,
[
B1 B
′
2
])
for some matrix B′2 such that ‖B′2 − B2‖ < ε.
This is why we define an equivalence relation between matrix pairs suitable for this last problem and
we try to find a canonical form associated with it.
In the particular case whenm2 = 1, i.e., B2 = b is a column, we prove the sufficiency of conditions
for the prescription of Brunovsky indices of
(
A,
[
B1 b
′]) when the pair (A, [B1 b
])
only has the first
Brunovsky index strictly superior to the first Brunovsky index of the controllable pair (A, B1).
These problems can be considered as perturbation problems as well as completion problems, since
one part of the matrix remains fixed. Because of this, we talk about structured perturbation (see [1–
7,10]).
Theorganizationof thepaper is the followingone: inSection2wegive themainnotation, definitions
and previous results; in Section 3 we study the equivalence relation suitable for this problem and we
obtain an associated reduced form; in Section 4 we analyze the particular case when B2 only has
one column and (A, B1) is controllable and we give necessary perturbation conditions for this case;
if moreover the pair
(
A,
[
B1 b
])
only has the first Brunovsky index greater than the first Brunovsky
index of the controllable pair (A, B1) we obtain a canonical form; finally in Section 5 we prove that
these necessary conditions are also sufficient to solve the problem of prescription of controllability
indices (or Brunovsky indices) in the last mentioned particular case, but not in general.
2. Notation, definitions and previous results
A partition is a finite or infinite sequence of nonnegative integers almost all zero, a = (a1, a2, . . .),
in nonincreasing order. If we add some zeros to the right of the last component of a finite partition
the partition will be the same. We denote by (a) the length of a, i.e., the number of the components
different from zero.
The conjugate partition of a, a = (a1, a2, . . .), is defined by ak := Card{i : ai  k}.
If a and b are two partitions we will say that a is majorized by b, i.e., a ≺ b if∑ki=1 ai  ∑ki=1 bi,
for k ∈ {1, . . . , n − 1} and∑ni=1 ai = ∑ni=1 bi.
We define a ∪ b to be the partition whose components are those of a and b arranged in nonin-
creasing order and a + bwill be the partition whose components are the sums of the corresponding
components of a and b.
The following properties are satisfied:
(i) a ≺ b ⇔ b ≺ a,
(ii) a ∪ b = a + b.
We will denote by F an arbitrary field.
Let X ∈ Fm×n, withm  n.Wewill call invariant factors of X , the invariant factors of the polynomial
matrix [sIm 0] − X . We will denote by d(α) the degree of a polynomial α.
For a given matrix pair (A, B) ∈ Fn×n × Fn×m, C(A, B) =
[
B AB · · · An−1B
]
denotes the control-
lability matrix of (A, B). This pair is said to be completely controllable if rank(C(A, B)) = n.
We will identify matrix pairs (A, B) with rectangular matrices
[
A B
]
. The Brunovsky indices of
(A, B), r = (r1, r2, . . .), can be defined by:
k∑
i=1
ri = rank
[
B AB · · · Ak−1B
]
, for k = 1, . . . , n.
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The partition of the controllability indices, k = (k1, k2, . . .), is the conjugate partition of the previous
one. This partition coincides with the partition of column minimal indices of
[
λIn − A −B
]
(see [9]).
Twopairs (A1, B1) and (A2, B2) are said to be feedback equivalent, if there exist nonsingularmatrices
P ∈ Fn×n and Q ∈ Fm×m and a matrix R ∈ Fm×n such that (A1, B1) = (P−1A2P + P−1B2R, P−1B2Q),
i.e., the matrix pencils
[
λIn − A1 −B1
]
and
[
λIn − A2 −B2
]
are strictly equivalent. A complete sys-
tem of invariants for the feedback equivalence is the one formed by the invariant factors and the
controllability indices (or the Brunovsky indices).
As our aim is to study a structured perturbation problem we will be able to use previous results of
completion and perturbation. A previous result corresponding to a column completion problem can
be seen in Theorem 2.1 of [2].
If X is a complex matrix, we will denote by ‖X‖ any submultiplicative matrix norm of X .
Now we state a previous perturbation result in which a perturbation necessary condition for a
controllable pair of matrices (A, B) when only the columns of B are perturbed is given.
Theorem 2.1 [3,1]. Let
[
A B
]
∈ Cn×(n+m) controllable with r1  · · ·  rn  0 as Brunovsky indices.
There exists ε > 0 such that if
∥∥∥[A B
]
−
[
A B′
]∥∥∥ < ε and r′1  · · ·  r′n  0 are the Brunovsky
indices of
[
A B′
]
, then:
r ≺ r′.
3. Equivalence relation suitable for the problem and associated reduced form
In [8] the (p, q)-equivalence relation is defined in the followingway. Let
[
A1 A2 A3
]
and
[
A¯1 A¯2 A¯3
]
be twomatrices inFp×(p+q+t). Then
[
A1 A2 A3
]
is (p, q)-equivalent to
[
A¯1 A¯2 A¯3
]
andwewill denote
it by
[
A1 A2 A3
] (p,q)∼ [A¯1 A¯2 A¯3
]
if there exist invertiblematrices P ∈ Fp×p,Q1 ∈ Fq×q andQ2 ∈ Ft×t
andmatrices Q3, R1 and R2, with suitable sizes, such that
[
A¯1 A¯2 A¯3
]
= P−1
[
A1 A2 A3
]
⎡
⎢⎢⎢⎢⎣
P 0 0
R1 Q1 0
R2 Q3 Q2
⎤
⎥⎥⎥⎥⎦,
or equivalently,
[
A¯1 A¯3 A¯2
]
= P−1
[
A1 A3 A2
]
⎡
⎢⎢⎢⎢⎣
P 0 0
R2 Q2 Q3
R1 0 Q1
⎤
⎥⎥⎥⎥⎦ .
A complete system of invariants for the (p, q)-equivalence is formed by the invariant factors and
two partitions of integers g1  · · ·  gq  0 and a1  · · ·  at  0 called column minimal indices
of the first and of the second kind, respectively (see [9,8]).
We have
(g1, . . . , gq) ∪ (a1, . . . , at) = (k1, . . . , kq+t), (3.1)
where k1  · · ·  kq+t  0 are the controllability indices of
[
A1 A2 A3
]
∈ Fp×(p+q+t).
In order to solve the prescription problemwe need a finer equivalence relation that does not allow
to make feedback on A with the columns which can be perturbed. Since we deal with an structured
perturbation problemwe need not tomix the information in the perturbed submatrix with that of the
rest of the matrix.
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Let
[
A B1 B2
]
and
[
A¯ B¯1 B¯2
]
be two matrices in Fn×(n+m1+m2). We will say that
[
A B1 B2
]
is
(n,m1,m2)-equivalent to
[
A¯ B¯1 B¯2
]
and we will denote it by
[
A B1 B2
] (n,m1,m2)∼ [A¯ B¯1 B¯2
]
if there
exist invertible matrices P ∈ Fn×n, Q1 ∈ Fm1×m1 and Q2 ∈ Fm2×m2 and matrices Q3 and R, with
suitable sizes, such that
[
A¯ B¯1 B¯2
]
= P−1
[
A B1 B2
]
⎡
⎢⎢⎢⎣
P 0 0
R Q1 Q3
0 0 Q2
⎤
⎥⎥⎥⎦ .
Wewill call admissible transformations the allowed transformations for the relation of (n,m1,m2)-
equivalence, namely, similarity transformations on A and the corresponding row transformations on[
B1 B2
]
, feedback transformations of B1 on A, column transformations on B1, column transformations
on B2 and column transformations of B1 on columns of B2.
If
[
A B1 B2
]
,
[
A¯ B¯1 B¯2
]
∈ Fn×(n+m1+m2) are (n,m1,m2)-feedback equivalent, then
[
A B2 B1
]
,[
A¯ B¯2 B¯1
]
∈ Fn×(n+m2+m1) are (n,m2)-feedback equivalent and therefore they have the same invari-
ant factors and the same (n,m2)-column minimal indices of the first kind and of the second kind.
On the other hand, if
[
A B1 B2
] (n,m1,m2)∼ [A¯ B¯1 B¯2
]
, then the pairs (A, B1) and (A¯, B¯1) are feedback
equivalent. Therefore, the invariant factors and the columnminimal indices of (A, B1) are also invariant
for the (n,m1,m2)-equivalence.
The union of both systems of invariants do not constitute a complete system of invariants for the
new equivalence relation. Moreover, in the solution of perturbation problems it can be convenient to
work with the conjugate partitions of those formed by the columnminimal indices, since they can be
characterized by ranks.
We will call Brunovsky indices of the first and of the second kind of
[
A B1 B2
]
∈ Fn×(n+m1+m2)
the conjugate partitions of the (n,m2)-column minimal indices of the first and of the second kind of[
A B1 B2
]
, respectively.
The next proposition gives a characterization of the Brunovsky indices of the second kind.
Proposition 3.1. Let
[
A B
]
=
[
A B1 B2
]
∈ Fn×(n+m1+m2). Let t1  · · ·  tn  0 and z1  · · · 
zn  0 be its Brunovsky indices and its Brunovsky indices of the second kind, respectively. Then,
i−1∑
j=1
tj + zi = rank
[
B AB · · · Ai−2B Ai−1B1
]
, 1  i  n.
Remark 3.2. Let us observe that zi is the number of columns of A
i−1B1 that are linearly independent
of the previous ones in the controllabilitymatrix. Analogously, if s1  · · ·  sn  0 are the Brunovsky
indices of the first kind, then si is the number of columns of A
i−1B2 that are linearly independent of
the previous ones in the controllability matrix.
As expected, if the prescription problem is solved for amatrix, it is solved for any othermatrix in its
(n,m1,m2)-equivalence class. For this reason, our first aim is to find a reduced form for this relation,
based on the following canonical form for the (n,m2)-equivalence.
Proposition 3.3. Let
[
A B1 B2
]
∈ Fn×(n+m1+m2). Let s1  · · ·  sn  0 and z1  · · ·  zn  0 be
its Brunovsky indices of the first kind and of the second kind, respectively, and let p := n−∑ni=1(si + zi).
Then
[
A B1 B2
]
is (n,m2)-feedback equivalent to a matrix
[
Ac Bc1 B
c
2
]
with the following form:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 · · · 0 0 0 0 0 Ez1 0
0 0 0 0 · · · 0 0 0 0 0 0 Es1
Ez2 0 0 0 · · · 0 0 0 0 0 0 0
0 Es2 0 0 · · · 0 0 0 0 0 0 0
0 0 Ez3 0 · · · 0 0 0 0 0 0 0
0 0 0 Es3 · · · 0 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · Ezn 0 0 0 0 0 0
0 0 0 0 · · · 0 Esn 0 0 0 0 0
0 0 0 0 · · · 0 0 0 0 N 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Ezi =
[
Izi 0
]
∈ Fzi×zi−1 , (z0 = m1), Esi =
[
Isi 0
]
∈ Fsi×si−1 (s0 = m2) and N ∈ Fp×p is a matrix
with the same nontrivial invariant factors as
[
A B1 B2
]
.
Proof. Let
[
B1 B2
]
=
[
b1 · · · bm1 bm1+1 · · · bm1+m2
]
.
Without loss of generality we can assume that
[
A B1 B2
]
is in the form of Lemma 4 of [8], so
Ai−1bj = 0 for j > zi.
Let P =
[
b1 · · · bz1 bm1+1 · · · bm1+s1 Ab1 · · · Abz2 · · · An−1bm1+1 · · · An−1bm1+sn
]
. Then
P is invertible and
[
P−1AP P−1B1 P−1B2
]
has the required form. 
Taking into account this canonical form and bymeans of admissible transformations we obtain the
following results.
Proposition 3.4 (Reduced form for the (n,m1,m2)-equivalence). Let
[
A B1 B2
]
∈ Fn×(n+m1+m2). Let
s1  · · ·  sn  0 and z1  · · ·  zn  0 be its Brunovsky indices of the first kind and of the second
kind, respectively, and let p := n −∑ni=1(si + zi). Then
[
A B1 B2
]
is (n,m1,m2)-feedback equivalent to
a matrix
[
Ar Br1 B
r
2
]
with the following form:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 · · · 0 0 0 0 0 Ez1 0
C1 D1 C2 D2 · · · Cn−1 Dn−1 Cn Dn F 0 Es1
Ez2 0 0 0 · · · 0 0 0 0 0 0 0
0 Es2 0 0 · · · 0 0 0 0 0 0 0
0 0 Ez3 0 · · · 0 0 0 0 0 0 0
0 0 0 Es3 · · · 0 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · Ezn 0 0 0 0 0 0
0 0 0 0 · · · 0 Esn 0 0 0 0 0
0 0 0 0 · · · 0 0 0 0 N 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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where Ezi =
[
Izi 0
]
∈ Fzi×zi−1 (z0 = m1), Esi =
[
Isi 0
]
∈ Fsi×si−1 (s0 = m2), Ci ∈ Fs1×zi , Di ∈ Fs1×si ,
1  i  n; F ∈ Fs1×p and N ∈ Fp×p is a matrix with the same nontrivial invariant factors as
[
A B1 B2
]
.
Lemma 3.5. Let
[
A B1 B2
]
=
⎡
⎣ 0 0 Ez1 0
H2 G 0 H1
⎤
⎦ and [A¯ B1 B2
]
=
⎡
⎣ 0 0 Ez1 0
H¯2 G¯ 0 H1
⎤
⎦ be two matrices in
F
n×(n+m1+m2). If there exist matrices Q2 ∈ Fz1×z1 , invertible, and R2 ∈ Fz1×(n−z1) such that H¯2 = H2Q2
and G¯ = G + H2R2, then
[
A¯ B1 B2
] (n,m1,m2)∼ [A B1 B2
]
.
4. Particular case when B2 has one column and the pair (A, B1) is controllable
In the particular case when m2 = 1 and the pair (A, B1) is controllable Theorem 2.1 of [2] can be
stated in the following way:
Theorem 4.1 [2]. Let (A, B1) ∈ Fn×n × Fn×m1 a controllable pair and let r1  · · ·  rn  0 be its
Brunovsky indices.
Let t1  · · ·  tn be nonnegative integers with t1 = r1 + 1.
Then there exists a column b ∈ Fn×1, such that
(
A,
[
B1 b
])
has t1, . . . , tn as Brunovsky indices if and
only if:
(i) t1 + · · · + tn = n,
(ii) ti − ri  1, i ∈ {1, . . . , n},
(iii)
∑h
j=1(tj − rj − 1) = 0, where h := max{i : ti − ri = 1}.
Remark 4.2. Conditions (ii), (iii) are equivalent to ti = ri+1, if 1  i  h and ti  ri, if h+1  i  n.
Notation. From now on, we will consider matrices
[
A B
]
=
[
A B1 b
]
∈ Fn×(n+m1+1), where B1 =[
b1 · · · bm1
]
, with Brunovsky indices t = (t1, . . . , tn), Brunovsky indices of the first kind s =
(s1, . . . , sn) and Brunovsky indices of the second kind z = (z1, . . . , zn). We will denote by  := (s)
and by a := z¯.
We will denote by r = (r1, . . . , rn) the Brunovsky indices of
[
A B1
]
and we remind that h =
max{i : ti − ri = 1}.
It is easy to see, from the definitions of h and , that h  .
By Remark 3.2 we have r1 = z1 and ri  zi, for 2  i  n. We will denote by p := min{i : zi < ri}.
In the following proposition we will provide some information about the columns of the control-
lability matrix, when the pair is in reduced form.
Proposition 4.3. Let
[
A B1 b
]
be in the reduced form of Proposition 3.4 with
[
A B1
]
controllable. Then
there exist scalars αji such that
Ab = α00b + · · · + α0,−1A−1b,
Aajbj = αj0b + · · · + αj,aj−1Aaj−1b, 1  j  m1 if 1  aj  ,
Aajbj = αj0b + · · · + αj,−1A−1b, 1  j  m1 if aj > .
Moreover, if j > zp−1 then Aajbj = 0 (i.e., αji = 0) and Aajbj 	= 0 for some j such that zp−1  j > zp.
Proof. Since
[
A B
]
is in reduced form, it is easy to see that Ab depends linearly on b, Ab, . . . , A−1b
and that, for zi < j  m, 2  i  n, Ai−1bj depends linearly on b, Ab, . . . , Ai−2b.
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Moreover, as
∑p−1
j=1 rj =
∑p−1
j=1 zj and
∑p
j=1 rj >
∑p
j=1 zj , we have that Ap−2bj = 0 for j > zp−1 and
Ap−1bj 	= 0 for some j > zp.
Now, the proposition follows bearing in mind that aj = i − 1 for zi < j  zi−1, 1  i  n because
a = z. 
Corollary 4.4. In the particular case when  = 1, zi = ri for i 	= p and zp = rp − 1. Moreover, there exist
scalars αj such that:
Ab = α0b,
Aajbj = αjb, 1  j  m1, with αj = 0, for j > zp−1, and αj 	= 0 for some zp−1  j > zp.
In theparticular casewhenm2 = 1andh= 1wehaveobtainedacanonical formfor the (n,m1,m2)-
equivalence. We will distinguish two cases depending on z2 < r2, i.e., p= 2, or z2 = r2, i.e., p>2.
Proposition 4.5. Let
[
A B1 b
]
∈ Fn×(n+m1+1) such that h = 1 and z2 < r2. Then
[
A B1 b
] (n,m1,1)∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 · · · 0 0 0 0 Ez1 0
C1 0 0 0 · · · 0 0 0 0 0 1
Ez2 0 0 0 · · · 0 0 0 0 0 0
0 Es2 0 0 · · · 0 0 0 0 0 0
0 0 Ez3 0 · · · 0 0 0 0 0 0
0 0 0 Es3 · · · 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · Ezn 0 0 0 0 0
0 0 0 0 · · · 0 Esn 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where C1 =
[
01×z2 1 01×(z1−z2−1)
]
, Esi = 1, i = 2, . . . , . In this case a complete system of invariants
is formed by the partitions z, s and r.
Proof. We can suppose that
[
A B1 b
]
is in the reduced form of Proposition 3.4. As
[
A B1
]
is control-
lable, this form will be
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 · · · 0 0 0 0 Ez1 0
Cˆ1 Dˆ1 Cˆ2 Dˆ2 · · · Cˆn−1 Dˆn−1 Cˆn Dˆn 0 1
Ez2 0 0 0 · · · 0 0 0 0 0 0
0 Es2 0 0 · · · 0 0 0 0 0 0
0 0 Ez3 0 · · · 0 0 0 0 0 0
0 0 0 Es3 · · · 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · Ezn 0 0 0 0 0
0 0 0 0 · · · 0 Esn 0 0 0 0
0 0 0 0 · · · 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎣ 0 0 Ez1 0
H2 G 0 H1
⎤
⎦ .
Since z2 < r2 then Cˆ1 =
[
C11 C12
]
∈ F1×(z2+(z1−z2)), with C12 	= 0.
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Then there exist Q2 and R2 such that
H2Q2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 C¯12
Iz2 0
0 0
· · · · · ·
0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, with C¯12 =
[
1 0 · · · 0
]
and G + H2R2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0
0 0 · · · 0
Es2 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Lemma 3.5,
[
A B1 b
]
is (n,m1,m2)-equivalent to a matrix with the desired form. 
Proposition 4.6. Let
[
A B
]
=
[
A B1 b
]
∈ Fn×(n+m1+1) such that h = 1 and z2 = r2. Then there exists
a scalar α0 ∈ F such that
[
A B1 b
]
is (n,m1,m2)-equivalent to a unique matrix with the following form
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 · · · 0 0 Ez1 0
0 α0 0 · · · Cp−1 · · · 0 0 0 1
Ez2 0 0 · · · 0 · · · 0 0 0 0
0 0 Ez3 · · · 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · Ezp · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 · · · Ezn 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Cp−1 =
[
01×zp 1 01×(zp−1−zp−1)
]
.
In this case a complete system of invariants is formed by the partitions z, s, r and the element α0.
Proof. In this case  = 1 because if  > 1 then t2 = z2 + 1 and as h = 1 we have t2  r2 and both
facts are contradictory with the fact of being z2 = r2.
Let us suppose that
[
A B1 b
]
is in the reduced form of Proposition 3.4.
By Corollary 4.4, there exist scalars αj such that
Ab = α0b,
Aajbj = αjb, 1  j  m1, with αj = 0, for j > zp−1, and αj 	= 0 for some zp−1  j > zp.
Let P1 :=
[
b1 · · · bz1 b Ab1 · · · Abz2 A2b1 · · · A2bz3 · · · An−1b1 · · · An−1bzn
]
.
Then the matrix P1 is invertible and
[
A(1) B(1)
]
:=
[
P
−1
1 AP1 P
−1
1 B
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 0 0 Ez1 0
Cˆ1 α0 Cˆ2 · · · Cˆn−2 Cˆn−1 Cˆn 0 1
Ez2 0 0 · · · 0 0 0 0 0
0 0 Ez3 · · · 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 Ezn 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Cˆi−1 =
[
01×zi C¯i−1
]
, C¯i−1 =
[
αzi+1 · · ·αzi−1
]
∈ F1×(zi−1−zi), for 2  i  n + 1.
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Sinceαj = 0 for j > zp−1, we have C¯i = 0, if 1  i  p−2 and, asαj 	= 0 for some zp−1  j > zp,
we have rank C¯p−1 = 1.
It is easy to see that there exist invertible matrices P2 ∈ Fn×n and Q ∈ Fm×m such that
[
A(2) B(2)
]
:=
[
P2
−1A(1)P2 P−12 B(1)Q
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 0 0 · · · 0 0 Ez1 0
0 α0 0 · · · 0 Cp−1 Cp · · · Cn−1 Cn 0 1
Ez2 0 0 · · · 0 0 0 · · · 0 0 0 0
0 0 Ez3 · · · 0 0 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · Ezp−1 0 0 · · · 0 0 0 0
0 0 0 · · · 0 Ezp 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0 0 · · · Ezn 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Cp−1 =
[
01×zp 1 01×(zp−1−zp−1)
]
and Ci = Cˆi, for p  i  n.
Let F ∈ Fzp−1×(zp+···+zn) be a matrix such that Cp−1F =
[
Cp · · · Cn
]
and EzpF = 0 and let
P3 :=
⎡
⎢⎢⎢⎣
Iz1+···+zp−2+1 0 0
0 Izp−1 −F
0 0 Izp+···+zn
⎤
⎥⎥⎥⎦ .
Then
[
A(3) B(3)
]
:=
[
P3
−1A(2)P3 P−13 B(2)
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 0 0 · · · 0 0 Ez1 0
0 α0 0 · · · 0 Cp−1 0 · · · 0 0 0 1
Ez2 0 0 · · · 0 0 0 · · · 0 0 0 0
0 0 Ez3 · · · 0 0 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · Ezp−1 Xp−1 Xp · · · Xn−1 Xn 0 0
0 0 0 · · · 0 Ezp 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0 0 · · · Ezn 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some matrices Xi ∈ Fzp−1×zi . It is easy to prove by induction on p that there exists an invertible
matrix P4 ∈ Fn×n such that
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[
A(4) B(4)
]
:=
[
P4
−1A(3)P4 P−14 B(3)
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0 0 0 · · · 0 0 Ez1 0
0 α0 0 · · · 0 Cp−1 0 · · · 0 0 0 1
Ez2 0 Y2 · · · Yp−2 Yp−1 Yp · · · Yn−1 Yn 0 0
0 0 Ez3 · · · 0 0 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · Ezp−1 0 0 · · · 0 0 0 0
0 0 0 · · · 0 Ezp 0 · · · 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 0 0 · · · Ezn 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Lemma 3.5,
[
A(4) B(4)
]
is (n,m1,m2)-equivalent to a matrix with the desired form.
Now we are going to prove the uniqueness. Let us suppose that
[
A B
]
is (n,m1,m2)-equivalent to
two matrices
[
Ac Bc
]
and
[
A¯c Bc
]
with the form of this proposition. These matrices are determined
by the partitions z, s, r and by the scalar α0. Let
[
Ac Bc
]
=
⎡
⎢⎢⎢⎢⎣
0 0 0 Ez1 0
0 α0 A23 0 1
A31 0 A33 0 0
⎤
⎥⎥⎥⎥⎦ and
[
A¯c Bc
]
=
⎡
⎢⎢⎢⎢⎣
0 0 0 Ez1 0
0 α¯0 A23 0 1
A31 0 A33 0 0
⎤
⎥⎥⎥⎥⎦ .
Since
[
Ac Bc
]
and
[
A¯c Bc
]
are (n,m1,m2)-equivalent there exist invertible matrices P ∈ Fn×n, Q =⎡
⎣Q1 Q3
0 q2
⎤
⎦ ∈ F(m1+1)×(m1+1) and a matrix R =
⎡
⎣R1
0
⎤
⎦ ∈ F(m1+1)×n such that
A¯c = P−1AcP + P−1BcR, (4.2)
B¯c = P−1BcQ . (4.3)
From (4.3) we deduce that P =
⎡
⎢⎢⎢⎣
P11 P12 P13
0 p22 P23
0 0 P33
⎤
⎥⎥⎥⎦ ∈ F(z1+1+(n−z1−1))×(z1+1+(n−z1−1)) and from (4.2),
we obtain α¯0 = p−122 α0p22 = α0. 
Wewill state a theorem of necessary conditions of perturbation obtained from the column comple-
tion theorem (Theorem4.1) and thepair perturbation theorem (Theorem2.1)whenonly b is perturbed.
Theorem 4.7. Let
[
A B1
]
∈ Cn×(n+m1) controllable and let r1  · · ·  rn be its Brunovsky indices.
Let
[
A B1 b
]
∈ Cn×(n+m1+1) with t1, . . . , tn as Brunovsky indices.
There exists ε > 0 such that if ‖
[
A B1 b
′]− [A B1 b
]
‖ < ε and t′1 = r1 + 1, t′2, . . . , t′n are the
Brunovsky indices of
[
A B1 b
′], then:
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(i) t ≺ t′,
(ii) t′i − ri  1, i ∈ {1, . . . , n},
(iii)
∑h′
j=1(t′j − rj − 1) = 0, where h′ := max{i : t′i − ri = 1}.
5. Prescription problem
With the notation introduced in the previous section we will show, for the particular case when
h = 1, that the conditions in Theorem 4.7 are (necessary and) sufficient to solve the prescription
problem. In general, we will need some new conditions to solve this problem.
Let us remind that h = 1means that
(
A,
[
B1 b
])
has only the first Brunovsky index strictly superior
to the first Brunovsky index of the controllable pair (A, B1).
First we will consider the case when  = 1 and afterwards we will see that the case when  > 1
can be reduced to the first one.
Previously we will prove some technical Lemmas that will allow us to make the induction step in
the proof of the sufficiency of the conditions when  = 1.
Lemma 5.1. Let
[
A B1 b
]
be a matrix in the reduced form of Proposition 3.4 with
[
A B1
]
controllable. Let
′ be an integer, ′   and let bi be a column of B1 such that q := ai > ′.
Let xq−′ , . . . , xq− be any scalars. Then there exist scalars x1, . . . , xq−′−1 such that if
b′ = b +
q−∑
j=1
xjA
jbi,
and s′ is the partition of Brunovsky indices of the first kind of
[
A B1 b
′], then (s′)  ′. Moreover, for any
ε > 0, xq−′ , . . . , xq− can be chosen in such a way that ‖b − b′‖ < ε.
Proof. Since q = ai we know that Ab and Aqbi are a linear combination of b, Ab, . . . , A−1b:
Ab = α00b + α01Ab + · · · + α0,−1A−1b,
Aqbi = αi0b + αi1Ab + · · · + αi,−1A−1b.
On the other hand, for any scalars xj , if b
′ = b + ∑q−j=1 xjAjbi, then, bearing in mind that A′b +∑q+′−
j=q xj−′Ajbi is a linear combination of b, Ab, . . . , A−1b, we have that
A
′
b′ = β0b + β1Ab + · · · + β−1A−1b +
q−1∑
j=′+1
xj−′Ajbi
for some unique scalars β0, β1, . . . , β−1 which depend continuously on xq−′ , . . . , xq−.
Moreover,
rank
[
B1 b
′ · · · A−1B1 A−1b′ · · · A′B1 A′b′
]
= rank [ B1 b +∑q−1j=′+1 xjAjbi
. . .
A−1B1 A−1b +∑q−1j=′+1 xj−+1Ajbi
. . .
A
′
B1
∑−1
k=0 βkAkb +
∑q−1
j=′+1 xj−′Ajbi ] ,
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where xi := 0 if i > q − .
If xq−′ , . . . , xq−, are given scalars, let us see thatwe can choose x1, . . . , xq−′−1 in such away that
b′ depends linearly on the preceding columns of the controllability matrix. Let us define recursively:
xq−′−i =
−1∑
k=0
βkxq−k−i, i = 1, . . . , q − ′ − 1.
Then we deduce that xj−′ = ∑−1k=0 βkxj−k for j = ′ + 1, . . . , q − 1 and therefore∑−1k=0 βkAkb +∑q−1
j=′+1 xj−′Ajbi depends linearly on b +
∑q−1
j=′+1 xjAjbi, Ab +
∑q−1
j=′+1 xj−1Ajbi, . . ., A−1b +∑q−1
j=′+1 xj−+1Ajbi.
Given ε > 0, if we choose xq−′ , . . . , xq− sufficiently small we can conclude that ‖b−b′‖ < ε. 
Lemma 5.2. Let
[
A B
]
=
[
A B1 b
]
with
[
A B1
]
controllable and  = h.
Let us suppose that there exists q > h + 1 such that zq > zq+1 and zi = ri for i ∈ {1, . . . , q − 1}.
Then for any ε > 0 there exists b′ with ‖b′ − b‖ < ε such that the Brunovsky indices of the first and of
the second kind of
[
A B1 b
′] are, respectively,
s′1 = · · · = s′h+1 = 1 > s′h+2 = · · · = s′n = 0 and
⎧⎨
⎩
z′i = zi, i 	= q,
z′q = zq − 1.
Proof. We can suppose that
[
A B
]
is in the reduced form of Proposition 3.4. There exist scalars αji
such that
Aaibi = αi0b + αi1Ab + · · · + αi,h−1Ah−1b, 1  i  m1,
Ahb = α00b + α01Ab + · · · + α0,h−1Ah−1b.
Moreover, since zq > zq+1, we have azq = q.
Let xq−h−1 	= 0. By Lemma 5.1, there exist x1, . . . , xq−h−2 such that if b′ = b+∑q−h−1j=1 xjAjbzq and
s′ is the partition of the Brunovsky indices of the first kind of
[
A B′
]
=
[
A B1 b
′] then (s′)  h + 1.
Moreover, for any ε, we can choose xq−h−1 in such a way that ‖b′ − b‖ < ε.
Let t′ and z′ be the partitions of the Brunovsky indices and the Brunovsky indices of the second
kind of
[
A B′
]
, respectively, and let h′ = max{i : t′i − ri = 1}. Then h′  (s′)  h + 1.
Let Ci :=
[
b1 · · · bz1 Ab1 · · · Abz2 · · · Ai−1b1 · · · Ai−1bzi
]
, for 1  i  n.
For h + 1  i < q, then zi  zq and
i∑
j=1
t′j = rank
[
B′ AB′ · · · Ai−1B′
]
= rank
[
B1 AB1 · · · Ai−1B1 b′ Ab′ · · · Ahb′
]
.
For j > zi, from Proposition 4.3 we have A
ajbj = 0. Then,
i∑
j=1
t′j = rank
[
Ci b +∑q−1j=i xjAjbzq Ab +∑q−1j=i xj−1Ajbzq · · · Ahb +∑q−1j=i xj−hAjbzq
]
,
where xk := 0, for k > q − h − 1.
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Taking into account that Ahb = ∑h−1j=0 α0jAjb and that the columns of
[
Ci b Ab · · · Ah−1b xq−h−1Aq−1bzq Aibzq Ai+1bzq · · · Aq−2bzq
]
are linearly independent we obtain
i∑
j=1
t′j =
i∑
j=1
zj + h + 1 =
i∑
j=1
rj + h + 1, h + 1  i < q.
Therefore,
h+1∑
j=1
t′j =
h+1∑
j=1
(rj + 1).
Since, by Theorem 4.1, t′j  rj + 1, for 1  j  n,we have t′j = rj + 1, for 1  j  h + 1, from what
we can deduce that h + 1  h′.
From h + 1  h′  (s′)  h + 1 we get (s′) = h′ = h + 1. Thus z′j = t′j − 1 = rj = zj, for
1  j  h + 1.
Moreover,
i∑
j=h+2
t′j =
i∑
j=h+2
rj, h + 1 < i < q.
Tacking into account that t′j  rj for j > h′ = h + 1, we obtain z′j = t′j = rj = zj , for h + 1 < j < q.
For q  i,
i∑
j=1
t′j = rank
[
B′ AB′ · · · Ai−1B′
]
= rank
[
B1 AB1 · · · Ai−1B1 b′ Ab′ · · · Ahb′
]
= rank
[
B1 AB1 · · · Ai−1B1 b +
∑q−h−1
j=1 xjA
jbzq Ab +
∑q−h
j=2 xj−1A
jbzq · · ·
Ahb + ∑q−1
j=h+1 xj−hA
jbzq
]
= rank
[
B1 AB1 · · · Ai−1B1 b Ab · · · Ah−1b
]
=
i∑
j=1
tj.
Since
q−1∑
j=1
t′j = h + 1 +
q−1∑
j=1
z′j = h + 1 +
q−1∑
j=1
zj = 1 +
q−1∑
j=1
tj,
we conclude z′q = t′q = tq − 1 = zq − 1 and z′j = t′j = tj = zj , for j > q. 
The following proposition shows the sufficiency (and the necessity) of the conditions when  = 1.
Proposition 5.3. Let
[
A B
]
=
[
A B1 b
]
∈ Cn×(n+m1+1) with
[
A B1
]
controllable. Let us suppose that
 = 1.
Let t′ = (t′1, . . . , t′n) be a partition of nonnegative integers.
For all ε > 0 there exists a column b′ with
∥∥∥[A B1 b
]
−
[
A B1 b
′]∥∥∥ < ε, such that [A B1 b′
]
is
controllable with t′1, . . . , t′n as Brunovsky indices if and only if
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(i) t ≺ t′,
(ii) t′i − ri  1, i ∈ {1, . . . , n},
(iii)
∑h′
j=1(t′j − rj − 1) = 0, where h′ := max{i : t′i − ri = 1}.
Moreover, if s′ is the partition of the Brunovsky indices of the first kind of
[
A B1 b
′], then (s′) = h′.
Proof. The necessity of the conditions can be deduced from Theorem 4.7.
Before proving the sufficiency of the conditions by induction on h′  1, we can observe that, since
 = 1, by Corollary 4.4, zi = ri, for i 	= p and zp = rp − 1. Therefore, azp+1 = p − 1.
We can suppose
[
A B
]
in canonical form (Proposition 4.5 if p = 2 or Proposition 4.6 if p > 2). Then
Ap−1bzp+1 = b and Aajbj = 0 for j 	= zp + 1.
• First, let us consider that h′ = 1.
We have t′1 = r1 + 1 and there exists q ∈ {2, . . . n} such that t′q = rq − 1, and t′i = ri, for
i 	= 1, q.
Since t ≺ t′, it must be q  p. If q = p then t = t′ and the result is trivial. So, let us suppose
that q > p.
As zq = tq = rq = t′q + 1 > t′q+1 = rq+1 = zq+1, we have azq = q.
Let xq−1 	= 0. By Lemma 5.1, there exist x1, . . . , xq−2 such that if b′ = b +∑q−1j=1 xjAjbzq and s′
is the partition of the Brunovsky indices of the first kind of
[
A B′
]
=
[
A B1 b
′] then (s′) = 1.
Moreover, for any ε, we can choose xq−1 in such a way that ‖b′ − b‖ < ε.
Since (s′) = 1, if we call t˜ the Brunovsky indices of
[
A B1 b
′]we have, for 1  i  n
i∑
j=1
t˜j =
⎧⎨
⎩
rank
[
B1 AB1 A
2B1 · · · Ai−1B1 b + xiAibzq + · · · + xq−1Aq−1bzq
]
, if i < q,
rank
[
B1 AB1 A
2B1 · · · Ai−1B1 b
]
, if i  q.
Let
Ci :=
[
b1 · · · bz1 Ab1 · · · Abz2 · · · Ai−1b1 · · · Ai−1bzi
]
, 1  i  n.
Taking into account that Ap−1bzp+1 = b and Aajbj = 0 for j 	= zp + 1, we obtain
rank
[
B1 AB1 · · · Ai−1B1
]
=
⎧⎨
⎩
rank Ci = ∑ij=1 zj, 1  i < p,
rank
[
Ci b
]
= ∑ij=1 zj + 1, p  i  n.
If i < p,
i∑
j=1
t˜j = rank
[
Ci b + xiAibzq + · · · + xq−1Aq−1bzq
]
=
i∑
j=1
zj + 1 =
i∑
j=1
t′j .
For p  i < q:
i∑
j=1
t˜j = rank
[
Ci b xiAibzq + · · · + xq−1Aq−1bzq
]
=
i∑
j=1
zj + 2 =
i∑
j=1
t′j .
For i  q :
i∑
j=1
t˜j = rank
[
Ci b
]
=
i∑
j=1
zj + 1 =
i∑
j=1
t′j .
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Then
i∑
j=1
t˜j =
i∑
j=1
t′j , 1  i  n,
from what we obtain t˜i = t′i , for 1  i  n.• Let us suppose that the theorem holds when h′ = k and let h′ = k + 1.
We have t′i = ri + 1, for 1  i  k + 1 and t′i  ri, for i > k + 1.
Let q := min{i : t′i < ri}. Let us observe that q > k + 1.
We define two partitions of nonnegative integers (zˆ1, · · · , zˆn) and (tˆ1, · · · , tˆn):⎧⎪⎪⎪⎨
⎪⎪⎪⎩
zˆi := t′i − 1, 1  i  k + 1,
zˆi := t′i , k + 1 < i  n, i 	= q,
zˆq := t′q + 1.
⎧⎨
⎩
tˆi := zˆi + 1, 1  i  k,
tˆi := zˆi, k + 1  i  n.
First, let us see that zˆ is a nonincreasing partition.
zˆ1 = r1  · · ·  zˆq−1 = rq−1  rq  zˆq > t′q  t′q+1 = zˆq+1  · · ·  t′n = zn.
As a consequence, tˆ is also nonincreasing. Now, let us prove that this partition satisfies the
conditions of the theorem with respect to t and r:
tˆi = t′i = ri + 1, 1  i  k,
tˆi = zˆi  ri, i > k.
Then, tˆi−ri  1, for i ∈ {1, . . . , n}.Moreover,max{i : tˆi−ri = 1} = k and∑kj=1(tˆj−rj−1) =
0.
Since  = 1, we deduce that h = 1 and, as a consequence,
j∑
i=1
ti  1 +
j∑
i=1
ri, 1  j  n.
On the other hand:
j∑
i=1
tˆi = j +
j∑
i=1
zˆi = j +
j∑
i=1
ri, 1  j  k,
j∑
i=1
tˆi = k +
j∑
i=1
zˆi = k +
j∑
i=1
ri, k < j < q,
j∑
i=1
tˆi =
j∑
i=1
t′i 
j∑
i=1
ti, q  j  n,
from what we conclude that t ≺ tˆ.
By the induction hypothesis, there exists bˆwith ‖bˆ− b‖ < ε
2
such that
[
A B1 bˆ
]
is controllable
with tˆ1, . . . , tˆn as Brunovsky indices and if sˆ is the partition of the Brunovsky indices of the first
kind, then (sˆ) = k. As a consequence, zˆ is the partition of the Brunovsky indices of the second
kind.
The partitions sˆ and zˆ satisfy the conditions of Lemma 5.2: (sˆ) = k and there exists q > k + 1
such that
zˆi = ri, 1  i < q,
zˆq = t′q + 1 > t′q+1 = zˆq+1.
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By the mentioned lemma, there exists b′ with ‖b′ − bˆ‖ < ε
2
such that the Brunovsky indices of
the first and of the second kind of
[
A B1 b
′] are, respectively,
s′1 = · · · = s′k+1 = 1 > s′k+2 = 0 = · · · = s′n and
⎧⎨
⎩
z′i = zˆi, i 	= q,
z′q = zˆq − 1.
Then (s′) = k + 1 and the Brunovsky indices of
[
A B1 b
′] are z′i + s′i = t′i for 1  i  n. 
In the following theorem we solve the prescription problem when h = 1  .
Theorem 5.4. Let
[
A B
]
=
[
A B1 b
]
∈ Cn×(n+m1+1) with
[
A B1
]
controllable.
Let us suppose that t1 = r1 + 1 and ti  ri for i ∈ {2, . . . , n}.
Let t′ = (t′1, . . . , t′n) be a partition of nonnegative integers.
For all ε > 0 there exists a column b′ with ‖
[
A B1 b
]
−
[
A B1 b
′] ‖ < ε, such that (A, [B1 b′
])
is
controllable with t′1, . . . , t′n as Brunovsky indices if and only if
(i) t ≺ t′,
(ii) t′i − ri  1, i ∈ {1, . . . , n},
(iii)
∑h′
j=1(t′j − rj − 1) = 0, where h′ := max{i : t′i − ri = 1}.
Proof. The necessity of the conditions can be deduced from Theorem 4.7.
If  = 1 the theorem is proved in Proposition 5.3. Let us see that the case  > 1 = h can be reduced
to the previous one.
We can suppose
[
A B1 b
]
in canonical form (Proposition 4.5). Then Abz2+1 = b, Ab = 0 and
Aaibi = 0 for i 	= z2 + 1.
Since Abz2+1 = bwe have that
t1 + · · · + t = rank
[
B1 AB1 · · · A−1B1 A−1b
]
= r1 + · · · + r + 1,
t1 + · · · + t+1 = rank
[
B1 AB1 · · · AB1
]
= r1 + · · · + r+1.
Since ti  ri for i  2, we deduce that t+1 = r+1 − 1 and ti = ri, for i 	= 1,  + 1.
Let
b′ = b +
−1∑
i=1
εiAib
and let t′, z′ and s′ be the indices of
[
A B1 b
′]. Let us see that (s′) = 1 and t′ = t.
Ab′ = Ab +
−1∑
i=1
εiAi+1b =
−1∑
i=1
εi−1Aib = 1
ε
(b′ − b) = 1
ε
b′ − 1
ε
Abz2+1.
Thus Ab′ depends on the previous columns in the controllability matrix. Therefore, (s′) = 1 = h′
and
t′1 + · · · + t′i = rank
[
B1 AB1 · · · Ai−1B1 b′
]
, i  1.
Then
i∑
j=1
t′j = rank
[
B1 AB1 · · · Ai−1B1 ∑−1j=i−1 εjAjb
]
=
i∑
j=1
rj + 1, 2  i  ,
1588 I. Baragaña et al. / Linear Algebra and its Applications 436 (2012) 1572–1588
+1∑
j=1
t′j = rank
[
B1 AB1 · · · AB1
]
=
+1∑
j=1
rj,
from what we deduce
t′+1 = r+1 − 1 = t+1,
t′i = ri = ti, i 	= 1,  + 1.
Then we can apply Proposition 5.3. 
The theorem does not hold if h > 1, as it can be seen in the following counterexample.
Let
[
A B1 b
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then r = (3, 3, 3, 2, 1), z = (3, 3, 2, 1, 1), s = (1, 1) and t = (4, 4, 2, 1, 1). By perturbing only
the column b it is not possible to obtain t′ = (4, 4, 2, 2), although the conditions of Teorema 5.3 hold.
This can be confirmed by analyzing the controllabilitymatrix of
[
A B1 b
′], with b′ sufficiently close
to b.
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