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Aggiornamento sui servizi applicativi GARR
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Abstract
Dopo circa otto mesi dall’attivazione del servizio di Web Cache e Mirror nazionale GARR facciamo il punto della
situazione ed una panoramica degli aggiornamenti già effettuati all’architettura.
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Situazione ad oggi del servizio di Mirror
Il servizio FTP-Mirror GARR è stato descritto
ampiamente nel numero 76 del Bollettino
CILEA.
Si è parlato allora della scelta di utilizzare lo
spazio disco complessivo del sistema in modo
da non duplicare le informazioni distribuite sui
4 nodi, creando uno spazio virtualmente unico.
Questo è tuttora vero, anche se non è detto
che in futuro tale politica non possa essere
rivista in funzione del fatto che alcuni oggetti
particolarmente interessanti per la comunità
GARR debbano essere resi accessibili in
maniera più diffusa e distribuita, soprattutto
nei momenti di punta.
La scelta di utilizzare un unico spazio di
mirror globale ha richiesto il supporto di un
quinto server (http://mirror.garr.it) capace di
fornire un punto d’ingresso unico per i 4
server ed una descrizione del loro contenuto,
opportunamente guidata, una specie di portale
del servizio con un contenuto che riteniamo
essere di uso semplice, immediato e veloce.
Ricordiamo che la soluzione originale da noi
sviluppata utilizza un database MySql
contenente la descrizione dei pacchetti
articolata in una struttura ad albero per la
catalogazione degli stessi entro certe categorie
e sottocategorie logiche, tra loro variamente
intrecciate. Il database è quindi utilizzato per
la navigazione (http://mirror.garr.it/tree.html)
entro categorie e sottocategorie, nel caso si
volesse seguire tale strada per il recupero
dell’oggetto desiderato.
Un altro canale informativo importante
sempre da noi curato, è quello
dell’aggiornamento relativo alle novità:
(http://mirror.garr.it/whats-new.html)
che elenca le nuove entrate di release o
pacchetti e di cui è dato uno stralcio nella
homepage, costantemente aggiornato.
Tale aggiornamento viene anche riportato
automaticamente via e-mail a chi è iscritto alla
mailing list info@mirror.garr.it (per le
iscrizioni si veda
(http://mirror.garr.it/join.html).
Politiche d’accesso al servizio
L’accesso al servizio, inizialmente aperto a
tutte le reti, è stato successivamente
modificato per restringere l’uso alle entità
GARR e della ricerca scientifica, in accordo
con il NOC, escludendo quindi i provider
internet italiani ed altre reti non pertinenti la
ricerca, per non veicolare sui mirror e sulle
infrastrutture GARR un eccessivo traffico non
giustificato, a discapito degli utilizzatori
legittimi al quale il servizio è offerto. Questo
ha arrecato inevitabili disagi agli utenti GARR
che cercavano di accedervi da casa mediante
connessioni non GARR, ma speriamo si
possano comprenderne le ragioni.
Per limitare i disagi ai propri utenti, gli Atenei
che già dispongono di servizi ftp-mirror
potrebbero rendere disponibili i software di
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maggior interesse sincronizzandosi con i
server mirror GARR, evitando di ricorrere al
server d’origine. E’ disponibile infatti ora
anche il servizio rsync, per facilitare una
maggior distribuzione del software in
prossimità dell’utente finale.
L’utilizzo dei server Mirror
Vogliamo qui riassumere lo stato dell’arte
dell’utilizzo dei sistemi di mirror da febbraio
ad oggi, ricordando a tutti che le statistiche
dettagliate degli accessi ftp ed http ai sistemi
mirror è pubblicato alla pagina web:
http://mirror.garr.it/statistiche.html
Tali dati sono aggiornati giornalmente.
Ecco la tabella riassuntiva del traffico
generato dai sistemi di mirror nel periodo
febbraio 2001-settembre 2001:
Server Gbyte scaricati FTP Gbyte HTTP
Milano 110 29
Bologna 2135 1892
Roma 203 113
Napoli 37 162
TOT 2485 2196
Purtroppo la natura stessa del traffico di
mirror prevede dei grossi momenti di punta
(in corrispondenza all’uscita di un nuovo
pacchetto) e momenti di minor traffico, spesso
non prevedibili. Questo costringe i gestori, in
cooperazione con il NOC a tenere sotto
controllo il flusso di dati e spesso a modificare
al volo la configurazione e l’assetto del servizio
per riuscire a diminuire l’impatto sulla rete.
Per venire incontro alle cresciute esigenze del
servizio si è compiuto negli scorsi mesi un
potenziamento delle capacità in termini di
RAM e dischi dei 4 server centrali portando ad
un raddoppio dello spazio complessivo che
passa a circa 130Gbyte utili per server, per
un totale di 520Gbyte e così pure della RAM.
Il Servizio GARR Cache
Per quel che riguarda il secondo servizio
nazionale curato dal CILEA, WWWcache, dopo
una stentata adesione al progetto da parte dei
gestori di cache locali (Atenei, e centri ricerca)
soprattutto al centro sud, abbiamo assistito ad
un utilizzo dei server che si è  avvicinato alle
loro massime capacità.
Va detto che questo improvviso aumento di un
fattore 10 del traffico passante attraverso le
cache nazionali, non si può purtroppo dire sia
stato spontaneo né effettuato con gradualità.
La causa di questo straordinario aumento è
stata infatti la caduta del collegamento
internazionale con New York, che per una
settimana ha costretto la canalizzazione di
tutto il traffico sulla porta 80 (html) sui server
nazionali, per poter attuare in modo semplice
un rerouting dello stesso verso l’unica
soluzione di backup a 34Mbps (contro i
622Mbps) disponibile in quei giorni.
Pur nella necessità e nella precarietà di quei
giorni, si è riusciti, in maniera rapida e
flessibile, a convogliare il traffico web
nazionale verso le soluzioni che si
presentavano di ora in ora, dando il tempo
necessario al NOC per ripristinare il routing
su circuiti alternativi che venivano resi
disponibili, e consentendo alla comunità GARR
la navigazione web, e il reperimento delle
informazioni anche in quei giorni difficili.
Questo è stato reso possibile dall’esistenza del
servizio nazionale, ed è stato reso più efficace
dalla presenza di server cache locali presso gli
Atenei ed i centri di ricerca.
In molti hanno capito in quei giorni l’utilità di
un server proxy-cache per poter dirottare
facilmente il traffico web in modo trasparente
agli utenti e molte sono state le iscrizioni al
servizio centrale e le richieste di cooperazione
(http://cache.garr.it/registra.html).
Vediamo qualche numero ad oggi:
Numero cache registrate: 70
Cache registrate che forniscono statistiche: 29.
Per tutte le cache locali (che sono ancora
poche purtroppo) che inviano al server GARR i
report statistici relativi ad HIT e traffico,
siamo in grado di visualizzare anche un report
storico creato dinamicamente e visibile alla
pagina:
http://cache.garr.it/cachestats.html
I dati, raccolti mediante la procedura semplice
descritta alla pagina web:
http://cache.garr.it/configserver.html#statistiche
sono poi inseriti automaticamente in un
database MySql ed elaborati al volo per
produrre grafici e report tabellari anche
cumulativi (vedi figura 1).
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Fig. 1
Da essi si può verificare che mediamente un
server d’Ateneo è in grado, se
opportunamente dimensionato e configurato,
di realizzare un byte HIT rate tra il 20% e
30%, con un ovvio risparmio di banda totale ed
una migliore resa in termini di velocità della
risposta al client.
Un proxy-cache d’Ateneo consente inoltre di
ovviare a due problemi emersi in questi giorni:
1. la possibilità di consentire e controllare
localmente l’accesso a risorse internet che
basano l’autenticazione sull’IP (es. riviste
elettroniche)
2. la possibilità di porre un filtro veloce per
arginare una situazione di rischio di
diffusione di virus via web.
Nel primo caso infatti il proxy, avendo lo
stesso IP della rete universitaria, sarà
potenzialmente autorizzato all’accesso alla
rivista, ed è configurabile facilmente per
evitare di utilizzare il parent GARR nel caso di
accesso ai siti web delle riviste (clausole
hierachy_stoplist e always_direct). Questo
consente di utilizzare comunque il proxy
d’Ateneo e questo a sua volta  la gerarchia
GARR senza causare problemi di accesso alle
riviste.
Il secondo caso ci porta al fenomeno recente
della diffusione rapidissima del virus Nimda.
Se si dispone di un server centrale utilizzato
da tutti gli utenti è sufficiente inserire una
riga nell’access-list di Squid per evitare ai
client il rischio di contrarre il virus
visualizzando le pagine infette di uno dei
numerosissimi siti ignari che lo stavano
diffondendo (molti di questi in ambito
universitario).
Un tale filtro deve essere messo e tolto a
livello locale, perché non avrebbe senso
bandire un URL sui server centrali, per non
imporre in modo alcuno politiche restrittive ad
un livello che non ha l’autorità per farlo.
