Ω-Theorems for the real part of the Riemann zeta function  by Levinson, Norman
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 43, 123-127 (1973) 
Q-Theorems for the Real Part of the Riemann Zeta Function 
NORMAN LEVINSON* 
Department of Mathematics, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 02139 
Fors=o+it,c>l,andintegerk>l 
p(s) = c +y. 
In a previous paper, s*, results for <(c + it), $ < c < 1, where obtained in 
an elementary way by choosing N = N(k, c) so that the size of the single term 
C&(N) gave Q results slightly better than existing ones. Here the method will 
be shown to give the same results for Re <(c + it). 
Using the methods of [l] the following theorem will be proved. As usual y, 
denotes Euler’s constant. 
THEOREM 1. There exist arbitrarily large t for which 
Re [(l + it) > ey log log t + O(1). (1) 
This is an extension of Theorem 1 of [l] which had j [( 1 + it)/ on the 
left-hand side of (1). Th ere are also obvious extensions of Theorem 2 of [l], 
which here would treat Re ((c + it), + < c < 1, and of Theorem 3, which 
would treat Re(l/[(l + it)). The proof of Theorem 1 and of those in [l] 
will make clear the proof of these extensions. Further references will be 
found in [l]. 
For the proof of Theorem 1, Lemma 2.2 of [l] is required. As usual [x] 
is the integer part of x. 
LEMMA. Let k > 2 and let p denote a prime. Let 
Let 
N( = N(k)) = fl ~“9. 
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Then as k increases, 
1% y  = k log log k + yk + 0 (&) (2) 
and 
log N = k log k + O(k). (3) 
Proof of Theorem 1. Letx>Oandcr>l.Then 
exp(xc(s)) = C f$@ = C $ C ‘9 , (4) 
where the double series is uniformly convergent in t since it is dominated by 
the case t = 0. Let a > 0, b > 0, and let N be an integer. Let 
] = $t ,-““+im e~C(s,N~exp I’” - ;- a)2/ ds 
1+a--im 
(5) 
r-1/2 cc 
=- 
b s 
exC(l+a+it,Nl+a+it exp 
-cc 
Because of the uniform convergence of (4) in t, 
J = c $ c $$ Nl+a q I* exp /it log p - $1 dt 
-03 
(6) 
f$ N~+Q exp (- f log2 G) . 
Let k > 2 and let N = N(k) as in the lemma. Then since (6) is a positive 
term series, 
Xk 
J 2 m h(N). 
By (2) and a crude form of Stirling’s formula, 
Since 5 enters in the exponent in (5) multiplied by x we now choose x so as 
to maximize l/x multiplied by the exponent on the right-hand side of (7). 
(For c < 1 this procedure leads to a very small X, whereas here x turns out 
to be large as seen from (8).) Thus 
k 
X=eYlog (8) 
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so that (7) becomes 
J>Nexp /k (1 + 0 (l-$)1 =Nexp(xPlogK + O(x)}. (9) 
Decompose the line of integration in (5) into the ranges (1 + a - i co, 
1 + a - i), (1 + a - i, 1 + a + i) and (1 + a + i, 1 + a + i co) and 
denote the integrals in these ranges by Jr , Ja , and /a, respectively, so that 
Since 
1 = 11 + 12 + 53 * (10) 
I &)I = , s 1 1 , ____ + O(l), Is-l/<2 
(11) 
1 Jz 1 < $ LV+~ exp (” 
U 
+ O(x)) * 
To minimize this choose a = (x/log N)i/a, so that 
N 
I I2 I < - expP(x log NY2 + O(x)). b 
By (3) and (g), log N < $K log K < 3x log2 K for large k and so 
N 
1 J2 1 < - exp(4x log k). 
b 
If 
b = exp(4x log k), (12) 
then 
I /;L I G N. (13) 
To appraise Ja it is deformed with the help of a weak bound on [(I + it) 
such as 1 [(l + it)1 = O(t), to the sum of Jar , Ja2 , and Ja3 , where Jar is for 
s = (T + i, 1 < o < 1 + a; ]a2 is for s = 1 + it, 1 < t < T; and ]a3 is for 
s = 1 + it, t > T. T will be chosen later. For Jar , j [(u + i)l is bounded, 
and so from (5), 
, Jsl , < + N’+%‘(“). 
This is dominated by the right-hand side of (11) and so just as (11) yielded 
(13h 
! 131 I < N. (14) 
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Let 
RT = ,rgzT Re 5( 1 + it). 
Then since b is large, it follows from (5) that 
1 J22 1 < NesRr i 1’ exp(- t’/bs) dt 
1 
s 
00 
< NexRT exp(- u2) dv < NezRr. 
0 
Finally, using the crude estimate 1 [(l + it)1 < t for large t, 
If T = 2b2x, then 2tx - t2/b2 < tx(2 - t/b2x) < 0 for t 3 T and so 
II22 I G ; j-; e-xt dt = g e-xT < N. (17) 
Thus by (14), (16), and (17), 
J3 < 2N + NexRr. 
Because Jl is analogous to J3 , it now follows from (10) and (13) that 
J < 2NexRr + 5N ,( 3NexRT 
for large K. If this is combined with (9), then 
and so 
3exRT 3 exp{xe’ log It + O(X)} 
RT > ey log k + 0( 1). 
From T = 2b2x and (8) and (12) follows 
T < keSk, 
which leads easily to 
log log T < log k + O(1). 
(15) 
(16) 
(18) 
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In (18) this gives 
RT > ey log log T + 0( 1) 
and by (15) this proves Theorem 1. 
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