This paper examines business cycles in EU members and compares them with the business cycles of the economic and monetary union in Europe (EMU) members assumed to satisfy the optimal currency area (OCA). Accordingly, a multi-resolution decomposition of GDP growth signals is used, and correlation coefficients are computed for decomposed signals to assess the numerical values of synchronicities of business cycles. Our results reveal indications that areas adopting the euro in many ways confirm OCA theory and that the business cycles of most of the new EU members are not synchronized with the EMU; as such, these members might experience some difficulties if joining the euro too early. Keywords: convergence, business cycles synchronization, wavelets, multi-resolution analysis
Introduction
The topic of business cycles, especially convergence, has received a great deal of attention in recent years, mainly motivated by the economic and monetary union in Europe (EMU). In the context of a single currency and common monetary policies in the euro-adoption area, the similarity of the business cycles of the participant countries is a major concern. Nowadays, the enlargement process of the European Union has resulted in pressing questions about the preparedness of the candidate countries for integration. The literature on business cycle synchronization is related to that on optimal currency areas and, more broadly, on economic unions. If several countries delegate to some supranational institution the power to perform a common monetary (or fiscal) policy, then they lose this policy stabilization instrument. With the recent enlargement of the European Union, the interest on this topic is guaranteed for a while. The optimal currency area (OCA) theory states that countries are more suited to belonging to a monetary union when they meet certain criteria related to the real convergence of an economynamely, a high degree of external openness, mobility of factors of production, and diversification of production structures. According to this theory, if there is a clear convergence between business cycles of countries willing to join the monetary union and the business cycle within the currency area, then this tends to prove that these countries are ready to enter the currency area. A revival of the empirical testing of the OCA theory preceded the introduction of the monetary union in Europe. Usually, empirical studies tend to assess the correlation between the German (or another large EU economy) business cycle and business cycles in other potential member countries (De Bandt, Herrmann, & Parigi 2006).
A relatively unexplored tool for forecasting is wavelets. Wavelet multi-resolution analysis allows one to decompose a time series into a low-frequency base scale and higher-frequency scales. Those frequency components can be analysed individually or compared across variables (Rua, 2010) . As business cycles can be statistically decomposed into components with different frequencies (trend, season, noise), it is natural to use multi-resolution analysis to compare gross domestic product (GDP) with the components of well-defined frequencies that allow such comparison. The aim of this paper is to treat business cycles in the EU members and compare them with the business cycles of EMU members that are assumed to satisfy the optimal currency area. Accordingly, a multi-resolution decomposition of GDP growth signals is used, and correlation coefficients are computed for decomposed signals to assess the numerical values of the synchronicities of business cycles. This paper is organized as follows. After a brief literature review, the methodological framework is addressed, the multi-resolution decomposition is presented, and a brief description of the database and calculations is provided. The results of the convergence of business cycles are then discussed. Finally, the results are summarized in the conclusion.
Literature Review
The term economic convergence refers to a diminishing of the differences in living standards (in the opposite case, we use the term divergence), economic levels, and the manufacturing performance of particular countries or their regions (Nachtigal et al., 2002) . A widely used device for measuring the symmetry or asymmetry of shocks is a measure of the synchronicity of business cycles (Artis, Marcellino, & Proietti, 2004). Various authors have attempted to assess and explain business cycle convergence and synchronization. Artis and Zhang (1997) addressed the question of whether the exchange rate mechanism (ERM) has implied an increasing conformity among the business cycles of the participant countries. Angeloni and Dedola (1999) compared business cycle fluctuations of output, industrial production, stock indices, and prices across countries in various sub-samples. Wynne and Koo (2000) documented differences and similarities between business cycles in the European Union and business cycles in the Federal Reserve districts in the United States.
The literature on business cycle synchronization is related to the literature on optimal currency areas and, more broadly, economic unions. The topic of business cyclesespecially their convergence-has received a great deal of attention in recent years, mainly motivated by the economic and monetary union in Europe. The optimal currency area theory (OCA) is one theory that helps make decisions on whether or not certain countries enter the monetary union. According to OCA theory, developed roughly five decades ago, two countries or regions will benefit from a monetary union if they share similar business cycles, trade intensively, and rely on efficient adjustment mechanisms to smooth out asymmetric shocks. OCA theory was developed in the Bretton Woods system by Mundell (1961) , McKinnon (1963) and Kenen (1969) . After the breakdown of the Bretton Woods system, the OCA theory was regularly used to assess the desirability of having a fixed exchange rate in different countries.
Although papers on this topic apply various methods (see Table 1 ) to reach different results, most find that the business cycles in several new member states are about as synchronized with the euro area as several of the peripheral members of the euro area. Many approaches have been used by various authors to assess the numerical values of the European economic activity convergence. Some papers examine the correlations of a detrended indicator of aggregated output. Business cycle coordination is analyzed mainly from the perspective of the international transmission of business cycles. Several authors apply various filters (e.g., Hodrick-Prescott [HP] or Band-Pass filters) or use time-series models. In addition, value at risk models (VaR), particularly structural VaR, are used to recover underlying shocks with properties derived from the economic theory.
Economic time series contain important information about economic activity, from long-run movements in productivity to business cycle fluctuations. They also contain high frequency noise, whose sources range from transitory shocks to measurement error. Linear filtering is a useful tool for extracting the component of interest (e.g., the business cycles component of real gross national product [GNP] ) from the economic time series. Prominent examples in the economics literature include the Hodrick and Prescott (1980) filter and the approximate Band Pass filter (Baxter & King, 1999) . Multi-resolution wavelet analysis is an alternative linear filter-based method; it is a natural way to decompose an economic time series into the long-run trend, the business cycle component, and high frequency noise (Yogo, 2008 ).
Methodological Framework
Fourier analysis is a mathematical tool for studying the cyclical nature of a time series in the frequency domain. However, under the Fourier transformation, the time information of a time series is completely lost. Meanwhile, the wavelet transformation breaks down a time series into shifted and scaled versions of a mother wavelet function that has a limited spectral band and limited time duration.
Wavelet Multi-resolution Decomposition
As a coherent mathematical body, wavelet theory was developed in the mid-1980s (Goupillaud & Morlet, 1984; Grossmann & Morlet, 1984) . The literature rapidly expanded, and wavelet analysis is now extensively used in physics, statistics, econometrics, and applied economics. In this respect wavelet tools have also been generalized to accommodate the analysis of time-frequency dependencies between two time series, e.g. the cross-wavelet power spectrum, the cross-wavelet coherency, and the phase-difference (Aguiar-Conraria & Soares, 2009) Computational tools known as wavelets, particularly multi-resolution (MR) analysis, allow for the decomposing of a signal (e.g., a time series of gross domestic product [GDP] , industrial production, inflation, stock returns) into high and low frequency components (Chui, 1992; Percival & Walden, 2000) . High frequency (irregular) components describe the short-run dynamics whereas low-frequency components represent the long-term behaviour of a signal. Identification of the business cycle involves retaining the intermediate frequency components of a time seriesnamely, we disregard very high-and low-frequency components. For instance, it is customary to associate a business cycle with cyclical components between 6 and 32 quarters (Burda & Wyplosz, 2005) .
Wavelets were specifically designed for isolating shortlived phenomena from long-term trends in a signal (Baqaee, 2009 ). Wavelet methods have been popular due to their computational efficiency, flexibility, and overall superiority to established techniques of analyzing and transforming data. One of the greatest strengths of wavelets over conventional frequency-domain techniques is their ability to deal with non-stationary data (Crowley, 2007) . Wavelet analysis performs the estimation of the spectral characteristics of a time series as a function of time, revealing how the different periodic components of the time series change over time. Although the Fourier transformation breaks down a time series into constituent sinusoids of different frequencies and infinite duration in time, the wavelet transform expands the time series into shifted and scaled versions of a function that has limited spectral band and limited duration in time. Wavelets can be a particularly useful tool when the signal shows a different behaviour in different time periods or when the signal is localized in time as well as frequency. As it enables a more flexible approach in time-series analysis, wavelet analysis is seen as a refinement of Fourier analysis (Rua, 2010) .
We can also describe this in a more formal manner (Wolfram Research, 1996) . Let us mark the resolution level with an integer j (i.e., j∈N 0 ), and let the scale associated with the level j=0 have a value of one while at the level j have a Assessed the correlation of supply and demand shocks between the countries of the euro area and the accession countries in the 1990s.
Some accession countries have a quite high correlation of the underlying shocks with the euro area. Many EU countries seem to have a much higher correlation with the core euro area countries than in the previous decades. Continuing integration within the EU also seems to have aligned the business cycles of these countries.
Fidrmuc (2001, 2004)
Computed the potential correlation of the business cycle in Germany and in the Central and Eastern European Countries using Frankel and Rose's (1998) relation between the degree of trade integration and the convergence of the business cycles of trading partners.
The discussion focused on five associated countries (Czech Republic, Hungary, Poland, Slovenia, and Slovakia) and confirmed previous findings, such as that the Central and Eastern European Countries have rapidly converged to the EU countries in terms of business cycles and trade integration. In particular, business cycles in several Central and Eastern European Countries (Hungary, Slovenia and, to a lesser extent, Poland) have been strongly correlated with the business cycle in Germany since 1993.
Korhonen (2001, 2003)
Examined the correlation of short-term business cycles in the euro area and the EU accession countries with the help of vector autoresression models.
Clear differences emerged in the degree of correlation among accession countries. Generally, for smaller countries, the relative influence of the euro area business cycle is larger. Also, the most advanced accession countries are at least as integrated with the euro area business cycle as are some small current member countries of the Economic and Monetary Union.
Artis et al. (2004)
Analyzed the evolution of the business cycle in the accession countries after a careful examination of the seasonal properties of the available series and the required modification of the cycle-dating procedures. The analysis was based on the industrial production index (total industry) series using the Hodrick Prescott filter method.
The degree of concordance within the group of accession countries is not, in general, as large as that between the existing EU countries (the Baltic countries constitute an exception). Between them and the euro area, the indications of synchronization are generally rather low, with the exception of Poland and Hungary, and lower relative to the position obtained for countries taking part in previous enlargements (again with the exceptions of Poland, Hungary, and this time Slovenia 
Mark with f j (t) the approximation function f(t) on resolution level j. On the next level of resolution, j+1, we add fluctuation or details and mark them with d j (t); the approximation function f(t) on the new resolution level is then f j+1 (t)= f j (t)+ d j (t). We obtain the original function f(t) when we let the resolution go to infinity:
The concept of multi-resolution marks the simultaneous presence of different resolutions. However, the previous equation presents only one possibility of the development or decomposition function f(t) to its smooth part and details. We can suppose analogously that L 2 (R) is the space of square-integrable functions as composed of a sequence of subspaces {W k } and V j . With V j we denote the subspace of functions that contain signal information down to scale 2 -j . The multi-resolution analysis involves a decomposition of the function space into a sequence of subspaces V j , such that subspace V j is contained in all the higher subspaces. If we denote the approximation to f(t) at level j by f j (t), then f j (t)∈V j . Since information at resolution level j is necessarily included in the information at a higher resolution, V j must be contained in V j+1 for all j. The difference between f j+1 (t) and f j (t) is the additional information about details at scale 2 -(j+1) , which is denoted by d j (t)= f j+1 (t) -f j (t). Thus, we get
and can further decompose our subspaces accordingly, writing
where W j is called the detail space at resolution level j and is orthogonal to V j . We can continue the decomposition of the space V and obtain
Thus, we can conclude that the approximation space at resolution j (i.e., Vj) can be written as a sum of subspaces. Similarly, the approximation of the function f(t) at resolution j (i.e., f j (t)) is contained in subspaces V j , and details d k (t) in W k . The function that we are using for this purpose is called a "wavelet".
We can introduce wavelets in many possible ways (Chui, 1992; Valens, 1999) , including considering the space L 2 (R). The local average value of every function in L 2 (R) must "decay" to zero at ±∞. It follows that the base function must be oscillatory (wavelike). Therefore, we look for "waves" generating L 2 (R) that, for all practical purposes, decay sufficiently fast. We can say we look for small waves or "wavelets" to generate the space L 2 (R) and we prefer to have a single function, say ψ, to generate all of L 2 (R). Because the wavelet ψ has very fast decay, an obvious way to cover the entire real line R is to shift the wavelet function ψ along the real line. Shifting a wavelet simply means considering all the integral shifts of ψ-namely,
where Z denotes the set of integers. Next, to properly represent f(t), we must also consider waves with different frequencies-in particular, waves with frequencies partitioned into consecutive "octaves" or frequency bands or scales. For computational efficiency the integral powers of 2 are used for frequency partitioning. So we can now consider wavelets of the form
The family ψ(2 j t-k) is thus obtained from a single wavelet function ψ(t) or mother wavelet by a binary dilation (by 2 j ) and a dyadic translation (or shift of k/2 j ). The definition of wavelets along with ψ(t) also requires a scaling function φ(t). The wavelet function is in effect a band-pass filter; scaling it for each level halves its bandwidth. As a result, in order to cover the entire spectrum, an infinite number of levels is required. The scaling function filters the lowest level of the transformation and ensures that the entire spectrum is covered (Valens, 1999) . 
The time series f(t) can now be written as
and we call them the wavelet transformation coefficients.
Let us now return to the multi-resolution analysis. As previously stated, the multi-resolution analysis of a time series breaks it into pieces or "decomponents" it into a hierarchical set of its approximations and detail levels. On every level j, we build approximation A j of this level and deviation from this level, which we call details j of level D j .
In the original time series, it can look like an approximation of level 0, A 0 . Of course, it is valid as this:
At a given j, the detail level D j of MR analysis of time series can now be written as function 
Database and Calculations
In this paper, quarterly data are analyzed. The multi-resolution scales are such that scale (or detail) 1 (D1) is associated with 1-to 2-quarter dynamics, scale 2 (D2) with 2-to 4-quarter dynamics, scale 3 (D3) with 4-to 8-quarter or 1-vesNa DIzDarevIć, rObert vOlčjak: cONverGeNce Of busINess cycles as a cONfIrmatION Of Oca theOry to 2-year dynamics, scale 4 (D4) with 8-to 16-quarter or 2-to 4-year dynamics, and scale 5 (D5) with 16-to 32-quarter or 4-to 8-year dynamics. Quarterly data for the GDP of EU countries, Austria (at), Belgium (be), Bulgaria (bg), Czech Republic (cz), Germany (de), Denmark (dk), Estonia (ee), Spain (es), EU 15 (eu15), EU 25 (eu25), Euro Area 12 (ez12), Finland (fi), France (fr), Hungary (hu), Ireland (ie), Italy (it), Latvia (lt), Lithuania (lv), the Netherlands (nl), Poland (pl), Romania (ro), Sweden (se), Slovenia (si), Slovakia (sk), and the United Kingdom (uk), measured in millions of euros at constant 1995 prices and exchange rates, were obtained from Eurostat. Most data range from 1996Q1 to 2008Q2, except for Romania (2000Q1-2008Q2) and Ireland (1998Q1-2008Q2). From these, due to potential seasonality in the data, the business cycle time series for a country i was computed as GDP i,t /GDP i,t-4 . Descriptive statistics for the obtained real GDP growth series are presented in the Appendix (Table A1 ).
The GDP growth time series was then fed into the MATLAB software with the wavelets toolbox, through which every GDP growth series was decomposed into smooth level and five detail levels (D1-D5) using, due to their indefinitely differentiability, the Meyer family of wavelet functions. To ensure better convergence illustration or synchronization of cycles at the different scales of detail, for selected analyses we show countries together with components at all scales (D1-D5) as well as the original signals in the Appendix (Figure A1 ). At first glance, one can assess the different synchronizations of business cycles on individual scales of details, which also confirms the numerical calculation of correlation coefficients in the Appendix (Table A2 ).
Results
Numerically, different levels of synchronicity of the GDP growth time series can be represented by correlation coefficients. All correlation coefficients for different EU member countries are computed with respect to the euro area and the results are shown in the Appendix (Table  A2) . For each country, the overall correlation coefficient was computed between that country's GDP growth series and the euro area's GDP growth series (second column), together with correlation coefficients among the five MR components of the country's GDP growth series and the five MR components of the euro area's GDP growth series. The diagonal cells with the same frequency are shaded grey; for convenience, the correlation coefficients with the absolute value above 0.5 are printed in bold.
From the overall correlation coefficients, four main different levels of synchronicity of business cycles can be seen. Large, old EU members have a high synchronicity to the euro area and correlation coefficients values above 0.8 (e.g., Germany 0.91, Italy 0.90, France 0.89) The same high level of synchronicity can also be seen at almost all different same-frequency levels of GDP MR components. The second group includes the smaller euro area economies, with correlation coefficients above 0.5 (e.g., the Netherlands 0.78, Belgium 0.75, Finland 0.65). Also in this group are the old EU members not in the euro area, with Sweden being the most synchronous with the euro area (correlation coefficient=0.71). The third group is composed primarily of new members of the EU (in 2004), with 0.1<ρ<0.5. Among these, Slovenia, which joined the euro area in 2007, has only a weak correlation with euro area (0.43). The last group is composed of new EU members that have negative, although Meyer scaling function weak, overall correlation with the euro area (e.g., Czech Republic, Slovakia). The same results also hold for different MR components of GDP growth series.
Once detail correlations have been obtained, co-correlations can be calculated so as to study the individual country phase relationship versus the euro area. These co-correlations only measure how the correlations change by lagging the country series against the equivalent euro area series, thereby allowing for a study of phasing of the cycles rather than the magnitude of the correlations themselves. Somewhat surprisingly, the results of co-correlation analysis show that, in terms of synchronicity of cycles, the EU member countries roughly fall into the following groupings:
(a) member states that are relatively well synchronized against the euro area (France, the Netherlands, and Bulgaria);
(b) member states that are synchronized at high frequency cycles, but not at low frequency cycles with a slight lead in long-term cycles (Austria, Belgium, Germany, Denmark, Italy, Spain, and Sweden);
(c) member states that are synchronized at high frequency cycles, but not at low frequency cycles with the slight lag in long-term cycles (Slovenia, Hungary, Estonia, Latvia, Lithuania, and the UK); and (d) member states that are not synchronized at either low or high frequency cycles (Finland, Czech Republic, Slovakia).
Thus, it can be concluded that the euro area in many ways confirms OCA theory and that most of the new EU members might experience some difficulties if they join the euro area too early.
Conclusion
This paper considered business cycles, especially their convergence in the euro area, which was assumed to satisfy the optimal currency area requests. A major advantage of wavelet techniques is their ability to decompose a time series locally, both in frequency and time domain. In our research, the multi-resolution decomposition of the GDP growth signal was used, and correlation coefficients were computed for decomposed signals to assess the numerical values of the synchronicities of business cycles. Although the performance of the approach based on the wavelets remains overall comparable with those of the two filters (i.e., Hodrick Prescott and Baxter King), filtering by wavelets allows us to perform the temporal and frequency analyses of the cyclical component simultaneously. Using an example based on the American GDP, Ahamada and Jolivaldt (2010) showed that filtering based on wavelets is more powerful. The conclusion is that the euro area in many ways confirms OCA theory and that most of the new EU members might experience some difficulties if they join the euro area too early. In 2000, Robert Volčjak earned his Ph.D. in information administration sciences at the University of Ljubljana, Faculty of Economics. He was associated with the Economic Institute EIPF, the leading Slovenian institution in econometric research, in 1996 as a junior researcher; since 2003, he has worked as research associate. His research focuses on macroeconomic modelling, operations research, and mathematical economics, and he has developed more 60 scientific and professional papers in these areas that have been published in prominent national and international journals and presented at conferences in Slovenia and abroad.
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APPENDIX
Robert Volčjak je leta 2000 doktoriral na Ekonomski fakulteti Univerze v Ljubljani. Kot znanstveni sodelavec je zaposlen na Ekonomskem inštitutu EIPF v Ljubljani. Glavna področja njegovega raziskovalnega dela so makroekonomija, ekonomske analize in politika, ekonomsko modeliranje, statistična in ekonometrična analiza, matematična ekonomija ter operacijske raziskave in upravljavske znanosti. Z omenjenih raziskovalnih področij je do danes nastalo več kot 60 znanstvenih in strokovnih del, ki so bila objavljena v priznanih domačih in tujih revijah ter predstavljena na konferencah v Sloveniji in v tujini. 
