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Abstract. We focus on the problem of filtering a fragment of the know-
ledge contained in a large conceptual schema. The problem appears in
many information systems development activities in which people need
to operate with a piece of the knowledge contained in that schema. We
propose a new method in which a user focuses on one or more entity
types of interest for her task at hand, and the method automatically fil-
ters the schema in order to obtain a set of entity and relationship types
(and other knowledge) relevant to that task, taking into account the in-
terest of each entity type with respect to the focus, computed from the
measures of importance and closeness of entity types. The method has
been implemented in a prototype tool, and it has been experimented
with the schema of the osCommerce and the ResearchCyc ontology.
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1 Introduction
A conceptual schema deﬁnes the general knowledge about the domain that an
information system needs to know to perform its functions [1]. The conceptual
schema of many real-world information systems and the ontologies of broad or
general domains are too large to be easily managed or understood.
There are many information system development activities in which people
needs to get a piece of the knowledge contained in the conceptual schema. For
example, a conceptual modeler needs to check with a domain expert that the
knowledge is correct, a database designer needs to implement that knowledge
into a relational database, a software tester needs to write tests checking that
the knowledge has been correctly implemented in the system components, or a
member of the maintenance team needs to change that knowledge.
The largeness of conceptual schemas makes it diﬃcult for a user to get the
knowledge of interest to her. This task needs computer support. It was recognised
already in the quality framework proposed in [2], and in the study about the
usability of ontologies in [3]. The ideal would be an interactive tool in which the
user speciﬁes one or more elements of interest and the tool automatically provides
a (small) subset of the knowledge contained in the conceptual schema that is
J. Parsons et al. (Eds.): ER 2010, LNCS 6412, pp. 247–260, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
248 A. Villegas and A. Olive´
likely to be relevant to the user. The user may then start another interaction
with diﬀerent elements, until she has obtained all knowledge of interest.
There are several techniques and associated tools for the visualization and
comprehension of large conceptual schemas or ontologies (see [4,5,6,7,8,9,10,11]).
The group of techniques we see more appropriate for our purposes is the one
called focus+context. In this techniques, the user focuses on a single element, and
the rest of the elements are presented around it, reduced in size until they reach a
point that they are no longer visible. However, the techniques do not distinguish
between the elements presented around the central one: all are assumed to be
equally important to the user. We believe that this assumption is not valid in
the above mentioned activities, because not all entity and relationship types are
equally important in a large conceptual schema.
Our novel contribution proposes a new method to improve the usability of
these schemas, in which a user focuses on one or more entity types of interest
for her task, and the method ﬁlters the conceptual schema in order to obtain a
set of entity and relationship types (and other knowledge) relevant to that task,
taking into account the importance of each entity type in the whole schema,
and its closeness to the entity types in the user focus. The method has been
implemented in a prototype tool, built on top of the USE environment [12]. The
tool has been experimented with the conceptual schema of the osCommerce [13],
the ResearchCyc ontology [14] and the HL7 information models [15].
The rest of the paper is structured as follows. Next section formalizes the
components of conceptual schemas. Section 3 presents an overview of our ﬁltering
method. Section 4 deﬁnes the representation of the user request to the method.
The measures used to ﬁlter are deﬁned in Section 5. Section 6 shows the details
about the ﬁltered conceptual schemas our method constructs. Finally, Section 7
presents the experimentation with two large schemas and Section 8 concludes
the paper and presents future work.
2 Conceptual Schema
In this paper, we deal only with the structural part of the schema, which consists
of the elements summarized in Def. 1.
Definition 1. (Conceptual Schema) A conceptual schema CS is deﬁned as a
tuple CS = 〈E ,R, I, C,D〉, where:
- E is a set of entity types. Each e ∈ E can contain attributes.
- R is a set of relationship types between entity types of E. If e, e′ ∈ E are
participant entity types in a relationship type r ∈ R we write e′ ↔ e to
indicate that e′ and e are directly connected through r.
- I is a set of IsA relationships between entity types of E. We write e′ IsA
e (e, e′ ∈ E) to indicate that e′ is a direct specialization of e. For example,
Bicycle IsA Vehicle.
- C is a set of integrity constraints.
- D is a set of derivation rules.
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We assume that schemas are written in UML/OCL, although the method pre-
sented here could be used with schemas written in other languages. The integrity
constraints and derivation rules included in C and D with no graphical represen-
tation in UML are expressed using the OCL language.
3 Filtering Method Overview
This section presents a brief summary of the method we propose to ﬁlter large
conceptual schemas. The main idea is to extract a reduced and self-contained
view from the large schema, that is, a ﬁltered conceptual schema with the know-
ledge of interest to the user. Figure 1 presents the main tasks of our method.
The method starts with a user dealing with a large conceptual schema. The
manual extraction of the knowledge contained in the schema is very diﬃcult and,
consequently, a ﬁltering method is needed. The main point here is to adequately
capture the information need of the user with respect to the schema to make
up a processable knowledge request. The details of this task are presented in
Section 4.
Fig. 1. Method Overview
The method we propose consists in computing some measures taking into
account the knowledge of the schema and, specially, the entity types. Our method
computes the interest as a combination of the closeness and importance to obtain
a ranking of the more interesting (according to the knowledge request) entity
types to the user. Section 5 presents these measures.
Our ﬁltering method automatically builds a ﬁltered conceptual schema from a
set of interesting entity types and the original schema. Such a ﬁltered conceptual
schema is a subset of the original one, and because of its reduced size it is more
comprehensible to the user. The details are presented in Section 6. It is important
to note that our ﬁltering method only requires user intervention in the deﬁnition
of the knowledge request. The method uses some elements with default values
that can be modiﬁed by experimented users.
4 Representing the User Request
The user information need has to be formally deﬁned in order to clarify what
the user wants and to make it processable by a computer. We assume that the
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information need of a user looking for (a subset of) the knowledge represented
in a large conceptual schema includes three components:
- Focus Set What the user is interested in about the schema.
- Rejection Set What the user is not interested in about the schema.
- Filter Size How much knowledge the user wants to obtain from the schema
at a given moment.
4.1 Focus Set (FS)
The ﬁrst component of the user information need is represented by the deﬁnition
of a focus set.
Definition 2. (Focus Set). A focus set FS of a conceptual schema CS is a
non-empty set of entity types e ∈ E.
The focus set includes the entity types the user wants to focus on and works as
the conceptual schema viewpoint of the user. Therefore, a focus set is an initial
point that should be extended with more knowledge. For example, if the user
wants to know information about taxes in the osCommerce schema and she only
knows that there exist the concepts TaxRate and TaxClass, the user could deﬁne
the focus set FS = {TaxRate, TaxClass}.
4.2 Rejection Set (RS)
The second component of the user information need is represented by the deﬁ-
nition of a rejection set into the knowledge request.
Definition 3. (Rejection Set). A rejection set RS of a conceptual schema CS
is a set of entity types e ∈ E. The entity types of RS are diﬀerent from those in
FS (RS ∩ FS = ∅). The default value for RS is the empty set (RS = ∅).
The rejection set speciﬁes the entity types the user denotes as not interesting
for her knowledge request. Our ﬁltering method ignores those entity types and
will not provide knowledge about them to the user.
The osCommerce is a multilingual e-commerce system. Its deﬁned conceptual
schema [13] contains the entity type Language which is connected with most of
the other entity types. Therefore, a user that knows this aspect and does not
want to obtain information about Language can explicitly deﬁne a rejection set
RS = {Language}.
4.3 Filter Size (K)
The third component of the user information need is represented by the deﬁnition
of a value to indicate how much knowledge the user wants to obtain from the
original schema into the ﬁltered conceptual schema our method returns.
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Definition 4. (Filter Size). The ﬁlter size is a natural value K such that |FS| ≤
K ≤ |E|, to constraint the number of entity types the user wants to obtain from
the schema.
As an example, a user that deﬁnes a focus set with two entity types and a ﬁlter
size K = 10 will obtain information about the entity types of the focus set and
about eight more related entity types.
5 Filtering Measures
In this section we present the measures our ﬁltering method uses to ﬁlter the
entity types of a conceptual schema.
5.1 Importance of Entity Types (Ψ)
Our ﬁltering method is based on the concept of entity type importance. The
importance Ψ(e) of an entity type e ∈ E of a conceptual schema CS is a real
number that measures the relative importance of e in CS.
There exist diﬀerent kinds of methods to compute the importance of entity
types in the literature [16]. The simplest family of methods is that based on
occurrence counting [17,18,19], where the importance of an entity type is equal
to the number of characteristics it has in the schema. Therefore, the more char-
acterstics about an entity type, the more important it will be.
Another family of methods are those based in link analysis [20,19], where the
importance of an entity type is deﬁned as a combination of the importance of the
entity types that are connected to it with associations and/or IsA relationships.
Therefore, the more important the entity types connected to an entity type are,
the more important such entity type will be. In these methods the importance is
shared through connections, changing from an entity type centered philosophy
to a more interconnected approach of the importance.
Table 1 shows the 10 most important entity types of the osCommerce con-
ceptual schema computed by the CEntityRank link-analysis method and the oc-
currence counting SimpleMethod [16], and normalized in the range [0, 1]. These
methods take into account the knowledge of the schema about the entity types
e ∈ E (including their attributes), the IsA relationships I between them, the
relationship types R and their multiplicities, and the OCL invariants (C and D).
Finally, there are some methods that also use the information about the exist-
ing instances of the entity and relationship types of the conceptual schema. The
problem with this family of instance-dependent methods [21,22] is that without
instances the method is useless.
Our ﬁltering method can be used in connection with any of the existing
importance-computing methods. The default importance method used by our
ﬁltering method is the above mentioned CEntityRank.
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Table 1. Top-10 more important entity types of the osCommerce
(a) CEntityRank
Rank EntityType e Importance Ψ(e)
1 Language 1
2 Product 0.84
3 Customer 0.62
4 TaxZone 0.57
5 OrderStatus 0.52
6 Order 0.41
7 Currency 0.4
8 TaxClass 0.37
9 Country 0.37
10 Zone 0.35
(b) SimpleMethod
Rank EntityType e Importance Ψ(e)
1 Product 1
2 Language 0.85
3 Order 0.78
4 Store 0.62
5 Customer 0.61
6 Zone 0.47
7 OrderLine 0.46
8 Attribute 0.46
9 Address 0.42
10 TaxZone 0.41
5.2 Closeness between Entity Types (Ω)
The second measure our ﬁltering method uses is the closeness between entity
types. Concretely, the closeness between each candidate entity type in the schema
and the focus set FS, denoted by Ω(e,FS). We say that e is a candidate entity
type if e /∈ FS ∪RS.
There may be several ways to compute the closeness Ω(e,FS) of a candidate
entity type e with respect to the entity types of FS. Intuitively, the closeness of
e should be directly related to the inverse of the distance of e to the focus set
FS. For this reason, we deﬁne:
Ω(e,FS) = |FS|∑
e′∈FS
d(e, e′)
(1)
where |FS| is the number of entity types of FS and d(e, e′) is the minimum
distance between a candidate entity type e and an entity type e′ belonging to
the focus set FS. Intuitively, those entity types that are closer to more entity
types of FS will have a greater closeness Ω(e,FS).
We assume that a pair of entity types e, e′ are directly connected to each
other if there is a direct relationship (e ↔ e′) between them or if one entity
type is a direct specialization of the other (e IsA e′ or e′ IsA e). For these
cases, d(e, e′) = 1. Otherwise, when e, e′ are not directly connected, d(e, e′) is
deﬁned as the length of the shortest path between them traversing relationship
types and/or ascending/descending through IsA relationships. In these cases,
d(e, e′) > 1. Note that
∑
e′∈FS d(e, e
′) = |FS| when e is directly connected to
all entity types of FS. If e and e′ are not connected (because at least one of
them does not participate in relationship types nor IsA relationships, or both
belong to diﬀerent connected components of the graph denoted by the schema),
then we deﬁne d(e, e′) = |E|.
5.3 Interest of Entity Types (Φ)
The importance metric is useful when a user wants to know which are the most
important entity types, but it is of little use when the user is interested in a
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speciﬁc subset of entity types, independently from their importance. What is
needed then is a metric that measures the interest of a candidate entity type e
with respect to a focus set FS. This metric should take into account both the
absolute importance of e (as explained in Section 5.1) and the closeness measure
of e with regard to the entity types in FS. For this reason, we deﬁne:
Φ(e,FS) = α× Ψ(e) + (1− α) ×Ω(e,FS) (2)
where Φ(e,FS) is the interest of a candidate entity type e with respect to FS,
Ψ(e) the importance of e, and Ω(e, FS) is the closeness of e with respect to FS.
Note that α is a balancing parameter in the range [0,1] to set the preference
between closeness and importance for the retrieved knowledge. An α > 0.5
beneﬁts importance against closeness while an α < 0.5 does the opposite. The
default α value is set to 0.5 and can be modiﬁed by the user.
The computation of the interest Φ(e,FS) for candidate entity types returns
a ranking which is used by our ﬁltering method to select the K − |FS| top
candidate entity types. As an example, Table 2 shows the top-8 entity types with
a greater value of interest when the user deﬁnes FS = {TaxRate, TaxClass},
K = |FS| + 8 = 10 and α = 0.5 (the rejection set is the default one, RS = ∅).
Within the top of interest there may be entity types directly connected to all
members of the focus set as in the case of TaxZone (Ω(TaxZone,FS) = 1.0)
but also entity types that are not directly connected to any entity type of FS
(although they are closer/important).
Table 2. Top-8 entity types of interest with regard to FS = {TaxRate, TaxClass}
Rank
Entity Importance Distance Distance Closeness Interest
Type (e) Ψ(e) d(e, TR) d(e, TC ) Ω(e,FS) Φ(e,FS)
1 TaxZone 0.57 1 1 1.0 0.785
2 Product 0.84 2 1 0.66 0.75
3 Language 1.0 3 2 0.4 0.7
4 Customer 0.62 3 2 0.4 0.51
5 Zone 0.35 2 2 0.5 0.425
6 Order 0.41 3 2 0.4 0.405
7 Special 0.29 3 2 0.4 0.345
8 Currency 0.4 4 3 0.28 0.34
(TR = TaxRate, TC = TaxClass)
Each candidate entity type e of the conceptual schema CS can be seen, in
a geometrically sense, as a point in a bidimensional space with the axis being
the measures of importance Ψ(e) and closeness Ω(e,FS). Figure 2(a) shows
such bidimensional space with the corresponding axis. Let r be a straight line
between the points (0, Ωmax) and (Ψmax, 0) of the maximum values of closeness
and importance (Ωmax = Ψmax = 1 in Fig. 2(a)). We choose r in order to
maintain the same proportion between closeness and importance (α = 0.5). A
straight line r′ parallel to r traversing the point (Ψmax, Ωmax) indicates the
interest line to the user (see Fig. 2(b)).
Taking the importance and the closeness measures for the entity types from
Tab. 2, we obtain the coordinates to place them as bidimensional points in the
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Fig. 2. Geometrical foundation of the concept of Interest of entity types Φ(e)
plane, as shown in Fig. 2(b). The distance between each point in the plane and
the straight line r′ is inversely proportional to the interest of the entity type
the point represents. Figure 2(b) shows that Product placed at point P2=(0.84,
0.66) is of more interest (position 2) than Order (position 6) at point P6=(0.41,
0.4) due to its smaller distance to r′. Note that the balancing parameter α in
Eq. 2 can be seen as a modiﬁer of the slope of the straight line r′ of Fig. 2(b), in
order to prioritize the closeness or importance components. In particular, if we
choose α = 0 then we only take into account the closeness, and Language (that
is at position 3) would be ranked the ﬁrst.
6 Filtered Conceptual Schema (FCS)
The main task of our ﬁltering method consists in constructing a ﬁltered con-
ceptual schema, FCS , from the K more interesting entity types computed in the
previous section, and the knowledge of the original schema (see Fig. 1).
Definition 5. (Filtered Conceptual Schema) A ﬁltered conceptual schema FCS
of a conceptual schema CS = 〈E ,R, I, C,D〉 is deﬁned as a tuple FCS = 〈EF ,
RF , IF , CF , DF 〉, where:
- EF is a set of entity types ﬁltered from E of CS (Section 6.1).
- RF is a set of relationship types ﬁltered from R of CS (Section 6.2).
- IF is a set of IsA relationships ﬁltered from I of CS (Section 6.3).
- CF is a set of integrity constraints ﬁltered from C of CS (Section 6.4).
- DF is a set of derivation rules ﬁltered from D of CS (Section 6.5).
6.1 Filtered Entity Types (EF)
The entity types EF of the ﬁltered conceptual schema FCS are those included
in the union of the focus set FS, the set Etop of the K − |FS| most interesting
candidate entity types computed by our method, and the set Eaux of auxiliary
entity types due to association projections (see details in Section 6.2).
Formally we have EF = FS ∪ Etop ∪ Eaux and |EF | = K + |Eaux|.
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6.2 Filtered Relationship Types (RF)
The relationship types in RF are those r ∈ R whose participant entity types
belong to EF , or are ascendants of entity types of EF (in which case a projection
of r is required). If such relationship types contain an association class, we also
include it in FCS . Formally,
∀r ∈ R (∀e that participates in r
(e ∈ EF ∨ ∃e′ (e′ is descendant of e ∧ e′ ∈ EF)) =⇒ r ∈ RF )
The projection of a relationship type r ∈ R consists in descending the partic-
ipations of entity types not in EF into each of their descendants in EF . Figure
3 shows an example of projection of a relationship type R. The marked area in
Fig. 3(a) indicates the entity types that are included in EF (E2, E6 and E7).
The relationship type R has two participants. E2 is included in EF while E1
has two indirect descendants, E6 and E7, included in EF . Therefore, R should
be projected as shown in Fig. 3(b) but, unfortunately, R is repeated, which is
correct but increases the complexity of the schema.
(a) Original Relationship (b) Repeated Relationship (c) Projected Relationship
Fig. 3. Result of projecting a relationship to the filtered conceptual schema
There is a special subset of entity types Eaux inside EF that includes the
auxiliary entity types that are required to avoid relationship types repetitions.
In Fig. 3(a) the closer common ascendant between the entity types in EF (E6
and E7) that descend from the original participant E1 of R is the entity type E4.
Therefore, in order to avoid having two R relationship types (connected to E6
and E7, respectively, as shown in Fig. 3(b)) it is necessary to include E4 in Eaux,
project R to E4, and create IsA relationships between the descendants and the
auxiliary class (see Fig. 3(c)) to maintain the semantics. It is important to note
that if there is only one descendant the auxiliary class is not necessary because
the projection of the relationship will be with the descendant itself.
Figure 3(a) shows that the cardinality constraint 1 in E1 has to be changed to
0..1 after the projection of R. This happens because the cardinality constraint
of the projected participant E1 must be satisﬁed for the union of its descendants
(E3 and E4), and not for only a subset of them [23].
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6.3 Filtered IsA Relationships (IF)
If e and e′ are entity types in EF and there is a direct or indirect IsA relationship
between them in I of CS, then such IsA relationship must also exist in IF of
FCS . Formally we have ∀e′, e ∈ EF ((e′ IsA+ e) ∈ I =⇒ (e′ IsA+ e) ∈ IF )1.
Figure 4(a) shows a fragment of an original schema where E1, E4, E5 and E6
are the entity types included in EF . Figure 4(b) presents the IsA relationships
included in IF of FCS . Note that we maintain the direct IsA relationships of the
original schema between entity types in EF , as in the case of E6 IsA E5. We also
keep the semantics by adding IF of FCS the new IsA relationships E4 IsA E1
and E5 IsA E1 as shown in Fig. 4(b).
(a) Original IsA Relationships (b) Filtered IsA Relationships
Fig. 4. Example of filtering IsA relationships
6.4 Filtered Integrity Constraints (CF)
The integrity constraints CF included in FCS are a subset of the integrity con-
straints C of CS. Concretely, the included integrity constraints are those whose
expressions only involve entity types from EF . Formally we have ∀ c ∈ C (∀e
involved in c (e ∈ EF) =⇒ c ∈ CF)
An entity type can be referenced by means of its attributes, its participations
in relationship types or by referencing the entity type itself. As an example, the
integrity constraint ic1 in Fig. 5 has A and B as its participants. A is referenced
as the context of the constraint and by means of its attribute a1 in the OCL
expression self.a1. Also, B is referenced by means of its attribute b1 in the
OCL expression self.b.b1. Our method only includes ic1 into CF of FCS if
both A and B are entity types in EF .
6.5 Filtered Derivation Rules (DF)
The derivation rules DF included in FCS are those rules D of CS whose expres-
sions only involve entity types from EF . Formally we have ∀ d ∈ D (∀e involved
in d, (e ∈ EF) =⇒ d ∈ DF )
The derivation rule dr1 in Fig. 5 is included in DF if both A and B are entity
types in EF . If only B ∈ EF , our method marks the derived attribute b2 as
materialized and does not include dr1 in DF because that derivation rule also
references the entity type A wich is not included in EF .
1 Note that “IsA+” denotes the transitive closure of IsA relationships.
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Fig. 5. Example of integrity constraint (ic1) and derivation rule (dr1)
7 Experimentation
This section presents the results obtained by our ﬁltering method in two real
large schemas: the osCommerce [13], and the ResearchCyc (research.cyc.com).
Table 3 shows some metrics of both conceptual schemas.
Table 3. Conceptual schema characteristics of two large schemas
Entity Types Attributes Relationship Types IsA Relationships
osCommerce 84 209 183 28
ResearchCyc 26,725 1,060 5,514 43,323
7.1 osCommerce
The conceptual schema of the osCommerce [13] includes the elements shown in
Tab. 3 and also 204 general constraints and derivation rules. Figure 6 shows the
ﬁltered conceptual schema FCS that results when the user selects K = 10 and
wants to know more about FS = {TaxRate, TaxClass}.
Figure 6(b) presents the integrity constraints and derivation rules (CF and
DF) included in FCS . The derivation rules of the derived attributes id, name,
phone, primary and currencyValue of Order in Fig. 6(a) are included in DF
because they only use information contained in FCS . Additionally, we mark each
derived attribute that has been materialized with an asterisk (∗) at the end of its
name (as in the case of total of Order) and its derivation rule is hidden because
it uses information about entity types out of FCS .
7.2 ResearchCyc
ResearchCyc knowledge base contains more than 26,000 entity types and is de-
ﬁned using the CycL language [24]. Our experimentation with ResearhCyc has
been done with a UML version obtained through a conversion process from CycL.
The anatomy of this ontology has the peculiarity that it contains a small core
of abstract concepts strongly connected through high-level relationship types.
The rest of the concepts are all descendants of such core. The interesting know-
ledge the user obtains with the ﬁltered conceptual schema in Fig. 7 about Cancer
are the IsA relationships with other interesting concepts because the relationship
types are deﬁned only between top elements in the hierarchy of concepts.
The experiments we have done with our implementation show that, starting
with a focus set of up to three entity types, the time required to compute the
interest and ﬁlter the ResearchCyc ontology is about half a second (the average
of 100 experiments is 0.53 seconds, with a standard deviation of 0.31).
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(b) CF and DF
Fig. 6. Filtered conceptual schema for FS = {TaxRate, TaxClass} in the osCommerce
Fig. 7. Filtered conceptual schema for FS = {Cancer} and K = 18 in the ResearchCyc
8 Conclusions and Future Work
We have focused on the problem of ﬁltering a fragment of the knowledge con-
tained in a large conceptual schema. The problem appears in many information
systems development activities in which people needs to operate for some pur-
pose with a piece of the knowledge contained in that schema.
We have proposed a ﬁltering method in which a user indicates a focus set
consisting of one or more entity types of interest, and the method determines a
subset of the elements of the original schema that is likely to be of interest to
the user. In order to select this subset, our method measures the interest of each
entity type with respect to the focus set based on the importance and closeness.
We have implemented our method in a prototype tool built on top of the USE
environment. We have experimented it with two large schemas. In both cases,
our tool obtains the ﬁltered schema in a short time. Using our prototype tool it
is practical for a user to specify a focus set, to obtain a ﬁltered schema, and to
repeat the interaction until the desired knowledge has been obtained.
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We plan to improve our method in several ways. One improvement is to take
into account the importance of the relationship types. In the current method, we
only use the importance of entity types and assume that all relationship types
are equally important. This improvement requires the deﬁnition of a convenient
metric of the importance of relationship types, which does not yet exist. Another
enhancement consists in a ﬁne-grained ﬁlter of integrity constraints and deriva-
tion rules in order to hide only those OCL expressions that reference entity types
out of the user focus instead of hiding the whole constraint or rule. Finally, we
plan to conduct experiments to precisely determine the usefulness of our method
to real users.
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