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これらの光学的影響は，レイベクトルに対する 4 × 4行列による線形変換で表現で
きる． この行列をシステム行列という． システム行列は光学系の一部である要素
システム行列のシステム行列の行列積である． ある光学系がシステム行列 T で表
されるとき，レイベクトル ψはこの光学系を通して以下のように変換される．





















 Θ ′Θ−1 e




 x̂1 · û1 x̂1 · û2
x̂2 · û1 x̂2 · û1
 ,Θ ′ =
 x̂′1 · û1 x̂′1 · û2
x̂′2 · û1 x̂′2 · û1
 , (3.5)
h = cosθ′ − (η/η′)cosθ (3.6)



































































































来の 4× 4システム行列の計算に直接組み込むことはできない. レイベクトルの加


















































レンダリングした結果を図 3.10に示す. また，図 3.8は，北海道別海町にて撮影さ




(a) (b) (c) (d) (e)
図 3.8: 四角い太陽蜃気楼 (実際の写真)
(a) (b) (c) (d) (e)
図 3.9: 四角い太陽蜃気楼 (提案手法による生成結果)
(a) (b) (c) (d) (e)






測定した． 画像サイズは 64ピクセル四方から 512ピクセル四方まで 64ピクセル刻
みで変化させ，ドメインサイズは 8ピクセル四方から 64ピクセル四方まで指数的に
























































































カメラ 位置 (0, 1.8, 0)
注視点 (0, 25, 0)
FOV 45 °
球 (太陽) 位置 (0,−155, 0) → (0, 620, 0)
半径 120





平面 位置 (0, 0, 4)
法線 (0, 0,−1)
温度境界面 (i = 0, 1, 2, 4)
平面0-4 位置 (0, h1, 0), h1 = 120 + 1.25i
法線 (0,−1, 0)
屈折率 1.02
平面5-9 位置 (0, h2, 0), h2 = 0.1 + 0.125i




生成画像のサイズ 512× 512 ピクセル





カメラ 位置 (0, 0,−5)
注視点 (0, 0, 0)
FOV 22.62 °
球 位置 (cx, cy, 0)
(c = 0-15, cx = −0.875 + 0.125c
r = 0-15) cy = −0.875 + 0.125r
半径 0.024
摂動オブジェクト
平面 位置 (0, 0, 1)
法線 (0, 0,−1)
表 3.5: レンダリング結果に欠落が生じる例でのレンダリングパラメータ
生成画像のサイズ 512× 512 ピクセル






































































































腐食レベル χ χ ≥ 0, χ ∈ Z
染みレベル ψ ψ ≥ 0, ψ ∈ Z
成長方向 d⃗ |d⃗| ≤ 1, d⃗ ∈ R2















ψ ＼ χ = 0 > 0
= 0 金属 腐食
























































1: while N 回 do
2: for all セル do
3: (以下，着目しているセルをCと表記する).
4: if C が金属状態である then
5: なにもしない．
6: else if C が腐食状態 (χ > 0)である then
7: Cの近傍から起点セルC ′を選択する．
8: C ′の χを増加させる．
9: C ′を起点として Cの成長方向 d⃗へ広がる領域のセルの
χを 1増加させる.
10: else if Cが染み状態である then
11: 確率 ρでCの ψを増加させる.
12: Cの近傍から起点セルC ′′を選択する．












































ξ = (1− |d⃗|)µ+ |d⃗|ν (4.2)
ここで p⃗と p⃗′はそれぞれ処理中のセルと起点となるセルのテクスチャ空間におけ
る位置ベクトルである． d⃗はセルの成長方向ベクトルであり，d⃗⊥はその直交ベク











s = r1 (4.3)
r = (1− |d⃗|)r1 + |d⃗|r2 (4.4)
c⃗ = p⃗′ + rd⃗ (4.5)














(a) |d⃗| = 0.0
(b) |d⃗| = 0.5
(c) |d⃗| = 1.0
図 4.3: 空間的確率密度関数の例
52
(a) |d⃗| = 0.0
(b) |d⃗| = 0.5















































(a) 図 8,9,10 で用いたカ
ラースケール
























例ではジョンソン SU 分布を用いている． ジョンソン SU 分布は歪度と尖度を容易
に制御できる正規分布のバリエーションの一つである [26]． この確率密度関数は四


















パラメータ＼作例 図 4.8 図 4.9 図 4.10 図 4.11
3Dモデルの面数 2 32 69451 3192
更新回数 N 100




SPDF ジョンソン SU 分布
腐食 µ γ = 0.0, δ = 0.0, λ = 2.0, ξ = 1.0
　　 ν γ = −2.0, δ = 0.0, λ = 3.0, ξ = 1.0
染み µ γ = 0.0, δ = 0.0, λ = 1.0, ξ = 0.8
　　 ν γ = −1, δ = 0.5, λ = 1.8, ξ = 2.0
拡散領域の形状 楕円
腐食 (r1 = 1.5, r2 = 2.0)
染み (r1 = 2.0, r2 = 4.0)











χij，hijはそれぞれ 2次元格子上の位置 (i, j)のセルの腐食レベルとそのセルにお





















図 4.8, 4.9, 4.10はそれぞれ本手法を使って生成した平面，半円柱，バニーの腐食
過程である．これらの画像は左からシミュレーションステップ 0,20,40,60,80の様子
である．上段はこれらのシミュレーションステップにおける 2次元格子を可視化し

















































図 4.8: 生成された腐食過程 (形状: 平面)
図 4.9: 生成された腐食過程 (形状: 半円柱)














































 G⃗ · t⃗
G⃗ · b⃗

ここで t⃗ と b⃗はそれぞれ面の接ベクトル，従法線ベクトルである．
2. G⃗pを面を構成する三角形の頂点によって構成される重心座標系で表現する．
重心座標系が表現できるのは位置のみであることに注意が必要である． この
ため，実際には三角形の重心 m⃗1から G⃗pだけ離れた位置を変換する． λは以
下を満たす行ベクトルである．
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初出 元画像 番号 拡大画像
表A.1 図 3.8 (a) 図A.1上
図 3.9 (a) 図A.1下
図 3.8 (b) 図A.2上
図 3.9 (b) 図A.2下
図 3.8 (c) 図A.3上
図 3.9 (c) 図A.3下
図 3.8 (d) 図A.4上
図 3.9 (d) 図A.4下
図 3.8 (e) 図A.5上
図 3.9 (e) 図A.5下
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図 A.1: 図 3.8-3.9の拡大画像 (a)
79
図 A.2: 図 3.8-3.9の拡大画像 (b)
80
図 A.3: 図 3.8-3.9の拡大画像 (c)
81
図 A.4: 図 3.8-3.9の拡大画像 (d)
82







初出 元画像 シミュレーションステップ 拡大画像
















図 B.1: 図 4.8の拡大画像 (シミュレーションステップ:0)
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図 B.2: 図 4.8の拡大画像 (シミュレーションステップ:20)
86
図 B.3: 図 4.8の拡大画像 (シミュレーションステップ:40)
87
図 B.4: 図 4.8の拡大画像 (シミュレーションステップ:60)
88
図 B.5: 図 4.8の拡大画像 (シミュレーションステップ:80)
89
図 B.6: 図 4.9の拡大画像 (シミュレーションステップ:0)
90
図 B.7: 図 4.9の拡大画像 (シミュレーションステップ:20)
91
図 B.8: 図 4.9の拡大画像 (シミュレーションステップ:40)
92
図 B.9: 図 4.9の拡大画像 (シミュレーションステップ:60)
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図 B.10: 図 4.9の拡大画像 (シミュレーションステップ:80)
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図 B.11: 図 4.10の拡大画像 (シミュレーションステップ:0)
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図 B.12: 図 4.10の拡大画像 (シミュレーションステップ:20)
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図 B.13: 図 4.10の拡大画像 (シミュレーションステップ:40)
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図 B.14: 図 4.10の拡大画像 (シミュレーションステップ:60)
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This is because the designer’s viewpoint and visual angle to the computer
monitor are different from viewer’s viewpoints and visual angle to the exhibited ob-
ject. Since the distance between the designer and the computer monitors is very
close, the designer do not notice this problem on visual appearance. On the other,
the distance between the viewer and huge exhibited objects is very far. Therefore,
the viewer cannot read very small characters because their viewpoints are far from
the objects. If the viewers’ eyesight is weak, this problem becomes serious. Unfor-
tunately, there are few design tools to simulate visual appearance considering both
viewers’ viewpoint and eyesight.
Many methods have been proposed to simulate such visual appearance. They are
classified into two approaches. One is the optical simulation approach which simu-
lates imaging processes on the retina by tracing optical behaviors of rays through hu-
man eyes. Several methods measure the point spread function images on the retina,
so that they can simulate visual appearance of very weak eyesight exactly. However,
they require complicated and large-scale equipment, and are expensive. The other
approach is the neural approach based on physiological studies, and mainly intends
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to generate perceptual images. This approach can simulate various effects such as
visual adaptation and eyesight caused by physiological structure of human eye.
In this paper, we propose a visual appearance simulation method of exhibited ob-
jects based on image filtering approach by combining conventional two approaches.
Our method can simulate visual appearance of various exhibited objects which is
viewed by the viewers with arbitrary eyesight from arbitrary distant places.
C.2 Related Works
There have been proposed many methods for visual appearance simulation.
These visual simulation methods are classified into two approaches: optical system
approach and neural system approach.
C.2.1 Optical System Approach
In optical system, a ray from an object reaches to retina through pupil, lens and
vitreous humour with complicated reflections and refractions, and finally images are
formed on the retina.
There have been several simulation studies based on anatomic properties of eye.
Mostafawy[27] et al proposed a method to simulate retinal image for corneal surgery.
They simulated retinal image by using ray tracing technique. Their method requires
various simulation parameters measured by the wavefront analyzer. Yoshida et
al[28] developed a Point Spread Function (PSF) analyzer to simulate a retinal image
according to optical properties of viewers’ eye. Barsky[29] proposed a similar method
to generate 3D CG images.
These methods are applied for medical applications because medical fields require
strictly correct simulation results. However, they require dedicated devices to mea-
sure simulation parameters of a specific viewer. Because they simulate eyesight for
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the specific viewer based on the measured optical properties.
These conventional methods are very complicated and long-scale to simulate eye-
sight, however, a simple but general method is required. Moreover, we should con-
sider neural system after retinal images are simulated.
C.2.2 Neural System Approach
Neural system approach simulates visual appearance based on neural structures
of human visual system. Light fallen on retina is converted to physiological stimuli,
and they are propagated to brains. Stimuli fired in a retina is aggregated, enhanced
and reduced through intermediate neurons. We perceive these stimuli as an image.
There have been several studies based on neural system. Lateral inhibition is a
phenomena caused by neural system, which neighboring neuron inhibit their reac-
tion. Fukushima[30] proposed a neural network model which consisted of six-layered
I/O system. Each layer behaves like a convolution filter, however, and the entire
model is able to detect line segments. Ferwerda et al[31] proposed a method based
on physiological studies for generating realistic images. Their methods can simulate
effects such as visual adaptation and eyesight caused by physiological structure of
human eye. Kobayashi and Kato[32] proposed mathematical model for simulating
lateral inhibition, and applied it to natural image enhancement.
These neural system approaches are mainly intended to simulate perceptual im-
ages of eyesight, but they do not consider optical system, i.e., viewers’ eyesight and
visual angles.
C.3 Visual Simulation Method
Problems on visual appearance of exhibited objects are caused by difference be-
tween visual distances when they were designed and exhibited. For example, when
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we create a slide on a computer display monitor, we often zoom a figure in the slide
to edit and draw its details more precisely. Such a figure is hard to read, especially,
for weak eyesight viewers. We should consider visual apparent sizes of exhibited
objects and viewers’ eyesight. In addition, we have to consider perceptual effects of
human neural system. One of the most important properties is lateral inhibition.
The lateral inhibition is a phenomena caused by the neural system. We perceive
enhanced contrast of images caused by this phenomena.
We propose a visual simulation method considering both optical and neural sys-
tems of human visual system. Our method consists of two steps. Each step is
corresponding to one of the two systems respectively. We simulate these systems
by using two convolution filters: Gaussian filter and DOG filter. These filters are
applied sequentially to an input image to generate a resultant simulation image.
C.3.1 Optical Simulation Step
First step is optical simulation step, corresponds to optical system of human visual
system. This step consists of two processes. First process is visual angle adjustment
which fits the size of an input image to the apparent size from the viewer. Second
process is an optical defocus simulation that generates blurred image. The blurred
image is aimed to simulate poor eyesight. We use Gaussian smoothing filter to
simulate optical blur. Parameters of Gaussian filter are measured.
Visual Angle Adjustment
First, we adjust the size of an input image to the apparent size in sight of the
viewer. We can calculate apparent size based on a proportion of distance to real
and target screen. Apparent size WR is given by Eq.(C.1).
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Here, WI is the size of input image in pixels, DR and DT are the distance
from the viewer to real screen where simulated images are displayed and target
screen(exhibited object), respectively as illustrated in Fig.C.1. PR and PT are width
and height of one pixel on the real and target screens, respectively.
Defocus Simulation
Second process is to generate blurred images to simulate viewers’ eyesight.
We perceive a blurred image when we watch a fairly far target. This phenomena
is caused by relation of the viewers’ eyesight and the distance between the eye and
the target(the exhibited object). If viewers’ eyesight is not enough, rays through
lens focus in front of / behind a retina and form a blurred image on a retina. This
defocus mechanism can be approximated by Gaussian filter, however, we have to
measure the relation between the appropriate kernel sizes and eyesight.
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表 C.1: Experiment Environment
Illuminance 610 lx
Real screen 19 inch LCD
Resolution: 1280x1024 pixels
Luminace: 6.8-145.5 cd/m2
Viewer’s eyesight Over 20/20 vision
Viewer’s viewpoint In front of the screen
Distance to real screen: 1.0 meters
図 C.2: An example of Landolt rings
Kernel Size Measurement
In order to measure appropriate kernel sizes, the following experiment has been
done in the environment described in Tab.C.1. In this experiment, we use the
Landolt ring as figures shown to examinees. Landolt ring is a figure like C that is
generally used at the static vision test as shown in Fig.C.2. The width of its stroke
and aperture is same, and its diameter is quintuple of that width. Examinees answer
the direction of aperture of letter C.
We provide various of blurred Landolt ring images, and show them at random to
examinees. Examinees have to discern these figures correctly as possible as they can.
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図 C.3: Measurement Result
The blurred Landolt ring images are generated by applying both Gaussian filter by
varying its kernel size from 3 to 47 pixels and Lateral inhibition filter discussed in
§C.3.2.
We define that figures are discernible if examinees discerned over 60% of figures
correct. We measure the maximum kernel size which examinees discerned correctly.
We use this size as appropriate kernel size for simulating particular eyesight.
We have 12 examinees (10 males and 2 females). All of them have over 20/20
vision, and are 21-25 years old. The measurement result is shown in Fig.C.3. The
horizontal axis indicates assumed eyesight, and the vertical axis indicates the ap-
propriate kernel size to simulate certain eyesight. Based on this result, we define






C.3.2 Neural Simulation Step
Second step is neural simulation step. Neural system simulates another signifi-
cant visual effect, lateral inhibition. First we explain the lateral inhibition. Next,
we describe our model to simulate the lateral inhibition. Our model is based on
Fukushima’s model[30].
Lateral Inhibition Phenomenon
An image on the retina is propagated to the brain as electrical signal from pho-
toreceptor cells through retinal ganglion cells. Retinal ganglion cells are a kind of
neurons, which are primary components and enhance visual contrast. They aggre-
gate stimuli from many exited photoreceptor cells, then propagates them to brains.
Retinal ganglion cells are distributed on entire retina. They are excited when cen-
ter of their receptive fields are exposed by light, but they do not excited when
surrounding of their receptive fields are exposed by light. We perceive enhanced
contrast caused by this behavior of neural system, called lateral inhibition.
Computing Model for Lateral Inhibition
In order to realize lateral inhibition filter, we adopt Fukushima’s model. According
to Fukushima’s model, the reaction strength U ′x,y transmitted from a retinal ganglion
cell is given by Eq.(C.3).







 x (x ≥ 0)0 (x < 0) (C.4)
Here, A1 is peripheral region at central point (x, y), and represents a receptive
field of a retinal ganglion cell. ξ and η are offset from the center of A1. U is the
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図 C.4: Interconnection function C1ξ,η
reaction strength transmitted from photoreceptor cells, C1 is the interconnection
function that represents influence of stimuli from a photoreceptor cell. C1 has a
gradient that has positive value around the center and has negative value around
the circumference(Fig.C.4).
In our method, we approximate this gradient by using DOG (Difference of Gaus-
sian) distribution.
DOG Distribution
We set parameters of the lateral inhibition filter based on the size of receptive
fields of a retinal ganglion cell. The lateral inhibition filter is basically a convolution
filter with DOG distribution. DOG distribution have a gradient composed by two
Gaussian distributions which have opposite signs and different standard deviations.
Usually, one of their distribution is sharp, other is wide. Two dimensional DOG
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distribution is given by Eq.(C.5).









This distribution forms a gradient like C1 described in §C.3.2. Thus, DOG dis-
tribution has three parameters: (1) a standard deviation σ1 of sharper positive
Gaussian distribution, (2) a standard deviation σ2 of wider negative Gaussian dis-
tribution and (3) the kernel size of convolution. σ1 and σ2 are corresponding to the
sizes of center and surrounding receptive fields respectively. These parameters have
to set based on physiological experiments. We approximate these parameters based
on the size of receptive fields of rhesus monkeys[33]. We take 3.6’ as σ1, and 12.0’
as σ2 in visual angles. Since kernel has to cover entire kernel gradient, we define the
kernel size three-times as wider as σ2.
Range Adjustment of Brightness
The lateral inhibition filter as described above increases brightness of images and
generates perceptual contrast. That is, the dynamic range of image brightness is
widen, and may exceed the range of the digital image. Therefore the range of
brightness has to be compressed.
We first apply our lateral inhibition filter to an input images. The dynamic ranges
of the filtered images are widen to range of [−δ, 1 + δ] (δ ≥ 0). Then, we compress
the dynamic ranges of the filtered images to the range of [0, 1].
We measured the dynamic ranges as follows. We show filtered and compressed
images to examinees. Several images are shown to an examinee simultaneously.
Each examinee is required to answer which images he/she can sense difference of
brightness.
We have above practice with 10 examinees (6 males and 4 females). All of them
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図 C.5: Lateral inhibition filtering process
have over 20/20 vision, and are 21-25 years old. As the result of measurement, the
minimum value of δ is estimated as 0.02.
Lateral Inhibition Filtering Process
In order to approximate the human eyesight as consequence of lateral inhibition,
we propose a lateral inhibition filter, consists of the following four steps as illustrated
in Fig.C.5.
1. The brightness of an input image is converted to the reaction strength of the
photoreceptor cell. The reaction strength means electrical potential transmit-
ted from the photoreceptor cell. Because the reaction strength of the photore-
ceptor cell has logarithmic characteristic, the brightness is applied logarithmic
conversion in the range of [0, 1].
2. According to the reaction strength and Fukushima’s model, we calculate the
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contrast enhanced by lateral inhibition of neural circuit at each pixel and add
it to the reaction strength.
3. In order to convert reaction strength added contrast to brightness, inverted
logarithmic conversion is applied. Consequently, brightness in the range of
[0, 1] of the original image is expanded to the range of [−δ, 1 + δ](δ ≤ 0).
4. The expanded range of the brightness is compressed to the range of [0, 1] to
represent as the digital image.
C.4 Experimental Results
First, we simulate visual appearances of static vision test of Snellen chart and
famous Hermann grid illusion by applying our filters as mentioned above. Second,
we simulate visual appearance of a direction board.
C.4.1 Snellen Chart
We apply our filters to Snellen chart which is often used in static vision test.
Snellen chart contains several alphabetical characters(Fig.C.6(a)). The width of
each stroke and aperture of characters is same, and the width and height of each
character is same.
By varying parameters of our filters, that is, by varying simulated eyesight of
viewers, we generate several blurred Snellen charts as shown in Fig.C.6(b).
Then, we show blurred Snellen charts to examinees. We measure how correct
examinees can recognize characters in the charts. We have 6 examinees (4 males
and 2 females), and all of them have over 20/20 vision, and are 21-25 years old.
The experimental result is shown in Tab.C.2.
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(a) (b)
図 C.6: Snellen chart applied lateral inhibition filtering. (a) Normal Snellen chart;
(b) Filtered Snellen chart
Each row of Tab.C.2 indicates character recognition rate of a certain character
of Snellen chart to test viewers’ eyesight, not examinees’ eyesight, when simulated
viewers’ eyesight vary.
For example, a recognition rate at 3rd column of 2nd row indicated 36%. In this
case, characters of Snellen chart which are shown to viewers are to test their eye-
sight(character eyesight, in short here-in-after) is 20/30, but the simulated eyesight
is 20/40. Therefore, it is difficult for examinees to recognize characters in Snellen
表 C.2: Character recognition rate(%) of filtered Snellen charts
simulated eyesight






20/20 89 53 0 0 0 0
20/30 83 69 36 0 0 0
20/40 97 92 90 3 0 0
20/70 100 100 100 96 8 0
20/100 100 100 100 76 78 0
20/200 100 100 100 100 100 33
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chart, because simulated viewers’ eyesight(20/40) is worse than the character eye-
sight(20/30). On the other hand, a recognition rate at 3rd column of 3rd row is 90
%. This is because simulated viewers’ eyesight and the character eyesight are equal
to 20/40.
If simulated viewers’ eyesight is better than or equals to the character eyesight,
recognition rates are better than or equal to 60 %, as shown in Tab.C.2. This result
follows the international standard for the visual testing [34][35][36]. The standard
defines that “a certain eyesight” as the ability to correctly recognize the direction of
the series of characters in the chart corresponding to the certain eyesight with the
rate at or above 60%. Thus, this result means that our filters can simulate arbitrary
eyesight almost as same as the eyesight to recognize characters of Snellen charts.
C.4.2 Hermann Grid Illusion
Hermann grid illusion is a very famous optic illusion, which consists of several
black rectangles laid on a white background like city blocks as shown in Fig.C.7(a).
We can observe a gray spot appears at crossroads. It’s said that this illusion is
caused by lateral inhibition.
We choose a kernel size larger than that described in §C.3.2, because this optic
illusion occurs on where retinal eccentricity ratio is large. The filtered image is
shown in Fig.C.7(b). Fig.C.8 shows three dimensional views of the gradients of
Fig.C.7(a) and (b). A basin of the brightness appears at the crossroad. This means
that our filters can approximate the sensory properties of human visual system.
C.4.3 Direction Boards
One of the most accessible exhibited objects is direction boards or traffic signs. We
simulate visual appearances of a direction board. We assumed that (1) a direction
113
(a) (b)
図 C.7: An approximation result of Hermann grid. (a) An original image, (b) Lateral
inhibition filtering applied image
board is 2.2 meters height and 2.8 meters width, (2) distance of sight is 30 meters
and 100 meters away from the board, and (3) eyesight of viewers is 20/20, 20/30,
20/60. We apply our filters to the board image, and generate the images as shown
in Fig.C.9. These simulation results verify that our filters can generate appropriate
blurred images corresponding to eyesight, and visual angle adjustment including
visual contrast due to lateral inhibition phenomena.
C.5 Concluding Remarks
In this paper, we proposed a visual simulation method of viewers’ eyesight based
on image filtering approach. Considering the properties of human visual system, we
measured and found several appropriate parameters for our filters experimentally,
and confirmed their validity.
• We verified our filters can simulate arbitrary eyesight by the experiments on
Snellen charts which commonly utilize for static vision test. Our experimental




図 C.8: Three-dimensional views of gradient. (a) Original gradient; (b) Filtered
gradient
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characters of Snellen chart which test viewers’ eyesight are almost equal from
the point of view of characters recognition capability.
• Our method succeeded in simulating one of the most famous optic illusions,
Hermann grid illusion, by applying our filters considering the lateral inhibition
phenomenon.
• We simulated visual appearance of direction boards were at 30meters and 100
meters away from the board, and viewers’ eyesight varied from 20/20, 20/30 to
20/60. Simulated appearance of the direction board also satisfied that visual
angle adjustment as well as blurred images corresponding to eyesight.
In this paper, we use only grayscale image to measure several parameters. How-
ever, sensitivities of human visual system are depending on wavelength of light. For
more exact simulation, we should consider such sensitivities. This is the future issue.
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simulated Distance of sight




図 C.9: Simulation Results
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