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NON-INCREMENTAL PARSING STRATEGIES: 
THE ROLE OF SHORT -TERM WORKING MEMORY 
REBECCA A. HAYES 
ABSTRACT 
This study sought to investigate further the findings of Caplan et al. (2011) that 
heightened self-paced reading [SPR] times may cmrelate positively with comprehension 
measures at points of significantly increased processing load, indicating use of atypical 
non-incremental parsing methods. Reading comprehension tasks were presented in SPR 
and eye-tracking paradigms, and three measures of short-term working memory [ST-
WM] were administered. Experimental stimuli consisted of early-closure and late-
closure sentences, as the former require the reader to revise his or her initial parse of the 
sentence at a disambiguating word (creating a point of significantly increased processing 
load) while the latter do not. Independent variables included WM capacity and sentence 
type, and dependent variables included self-paced reading time [RT], comprehension 
accuracy, and five measures of eye fixations: first fixation duration, go past time, dwell 
time, regression out, and regression in. It was hypothesized that participants would show 
heightened RT correlating positively with comprehension accuracy at the disambiguating 
point of the early-closure sentences. It was further predicted that this would correspond 
with a heightened probability of regression out of the area at this same point. Finally, it 
was predicted that participants with higher ST-WM capacity would be more likely to 
show these effects, as they were more likely to use them successfully. 
v 
No correlation between RT and accuracy was found in the SPR paradigm, and while 
participants did show heightened probability of regression out of the critical phrase in the 
early-closure than in the late closure sentences, this phenomenon was also present at 
nearly all other points in the sentence. A significant interaction between ST-WM 
capacity and sentence type on RT, such that participants with higher WM capacity 
showed supra-additively high RT at the critical point in early-closure sentences, was 
observed. This finding indicates that readers with higher ST-WM capacity may persist in 
processing sentences longer than their lower ST-WM capacity peers, as argued by Stine-
Morrow, Ryan, and Leonard (2000). 
Vl 
Table of Contents 
Table of Contents .. ........... ....... ........ ................ .... ............ .... ..... .... ...... ... .. ......... ... .. vii 
List of Tables ........... ... ........ ........................ ........ ....... ..... ....... ................. ... ..... .. ..... ix 
Chapter 1: Introduction ....... ........... ......... ....... .... .... ...... ........ ......... ...... .... ...... .... .. .. .. 1 
Typical Syntactic Parsing ....... ................. ..... .... ....... ..... ... .... ........... .. .. ..... ..... ...... 1 
When Nonnal Parsing Fails ........... ........... .... ............... ..... ............. .... ................ . 1 
The Effects of ST-WM on Parsing ....... ....... ...... ...... ........ ...... ............. ..... .. ......... 2 
Measuring parsing behaviors ............................................................ ...... ............ 4 
Chapter 2: Study Rationale and Hypotheses ........................... ...... .......... .......... .. .... 7 
Chapter 3 : Methods .......................................... ............. ... .................... ... .... ... ....... 11 
Participants .......... ........ .. ........................................... ........................... ... ........... 11 
Materials ..... .. .............................................. ........................................ .... ... .. ..... 11 
Screening .... ........................ ............. ....... ...... .. .... ............. .... ........ ............... ... 11 
Working memory .......... ................ ........................................... .. .. ... .............. 11 
Sentence comprehension tasks ..... ........ ..................... ................ ... .... ... .......... 13 
Procedure .............................................................................................. .... ........ 14 
Self-paced reading . .... ........ ... ....... ..................... ...... ........ .............................. 14 
Eye-tracking ........ ...... ...... ............................... .... .............. ....... .......... .. ... ..... .. 15 
Chapter 4: Results ................................................................................................. 18 
Vll 
Self-Paced Reading .. ....... ... .... ... ... ..... ............................. ........... ............. .... .. .. .. . 18 
Accuracy . .. ..... ...... ............. .... ........... ......... ........... ... ........... ........... ... .. ..... .... .. 18 
Reading ti1nes .... .. .. ............... ......... ... ..... .... ............ .......... ............ .. ......... .. .. ... 20 
Correlations between RT and accuracy ................. ... ...... .. ....... .... .... .. ..... .. .... 24 
Eye Tracking ............................................................... .. .... ..... ................ .. ......... 24 
Accuracy .. ... .... ................. ............... ............... ....... .......... ....... .... ... ............ .. .. 25 
. Fixation measures .. ............ ............. ........ ........ .......... ....... ... ... ... ... .... .. .. ... ...... 26 
Chapter 4: Discussion ..... .... ....... ........... .... ....... ........ .................. ........ ... ......... ... .. .. 30 
Original Questions ................ ........ ... ..... .... ......... ...... ... .... ................... ....... ..... ... 3 0 
Other Results ........ ... .. ...... ... .... .... .... ..... ................. ..... .......... .............. ... ............. 3 3 
Limitations of the Current Study ... .. ........ ......... ..... ......... ..... ... .............. .. .. ... ... .. 34 
Directions for Future Research .................. ................ ......... ..... .............. ........... 3 5 
Chapter 6: Conclusion ..... .. .... ......... ......... ... ...... ......... ........ .............. ........... ... ... ..... 36 
Appendix A: Stimuli ..... ... ...... ... ........................... ...... ..... ........ .......... ...... ... ... .. .... .. 3 7 
Late closure sentences ........ ... ... .... ... .... ........... ............ .... ..... .. .............. .. ............ 3 7 
Early closure sentences ............... ....... .. ..... ... ...... ......... ........... .. .... .. ....... ..... ... .... 41 
Appendix B: Statistical Tables .... ... ................................ ..... ... .... .. .............. .... ....... 46 
References ....... .......... ... .................... .... ......... .......... ......... .... ..... ........... .... .. ... ........ 57 
Vita ... ..... .............. ....... ... .... ..... ........... .... .. ... ..... ....... ................. ........... ... .... ...... ...... 60 
Vlll 
List of Tables 
Table 1: Accuracy for each task by question type and sentence type (SD in parentheses) 
...... ..... ....... .................... .... ........ ........ ..... ................................. .... ..... ... .. .. ...... .... .... . 19 
Table 2: Effects of Question Type and Sentence Type on SPR Accuracy ... ... .. ... ... .... .... . 19 
Table 3: Effects of WM Capacity and Sentence Type on Accuracy ............... .. .. ............. 20 
Table 4: Mean reading time in ms for each segment and sentence type ............... ....... ..... 20 
Table 5: Effects ofWM and sentence type on RT in SPR task at segment MVP .... ..... ... 22 
Table 6: Effects ofWM and sentence type on RT in SPR task at segment MVP ............ 23 
Table 7: Correlations between subjects' mean RT and accuracy at each segment .. ........ 24 
Table 8: Mean accuracy in ET task by question type and sentence type .......................... 25 
Table 9: Effects of Question Type and Sentence Type on Accuracy ......... ......... .. ........... 25 
Table B 1: Means (standard deviations in parentheses) of dependent variables at MVP. 46 
Table B 2: Effects of 5 eye fixation variables (centered) and sentence type on accuracy at 
each segment ........................ ........... ......... ....................... ............... .......... .. ... ... ..... 46 
Table B 3: Simple main effect of sentence type on 5 DV s at each segment .................... 51 
Table B 4: Effects ofWM and sentence type on 5 DVs at each segment ......... ............... 52 
IX 
List of Figures 
Figure 1: Interaction of WM score and sentence type on R Ts in SPR task at segment 
MVP ................... .. ..................................... ... ... .... .... ... .. ........ .... ............. .. ... ... ........ 21 
Figure 2: Interaction between WM capacity and sentence type on RT at segment ADV 23 
Figure 3: Interaction ofWM and sentence type on dwell time at segment ADV . .. .......... 27 
Figure 4: Interaction effect of sentence type and WM capacity on dwell time at segment 
ADJNP .. ............. ....................... ............. ...... .. .... ........ ..... ........ ... .............. .. ........ .. . 28 
Figure 5: Interaction effect of sentence type and WM capacity on regressions out at 
segment ADJNP ... ................ ............... .... .... ... ..... ..... .. ....... .. .... .... ...... ... .... ..... ...... .. 29 
Figure 6: Interaction effect of sentence type and WM capacity on regressions in at 
segment ADJNP ............ .............. ....... .... ..... ...... .. ..... ..... ............. .. ... .... .... ....... .. .. .. . 29 
X 
Chapter 1: Introduction 
Typical Syntactic Parsing 
The method by which readers assign and interpret sentence structure is a topic 
central to the field of psycholinguistics. Many models of syntactic processing argue that 
it is usually incremental (i.e., words are processed serially as they are presented or 
encountered) (e.g., Pollatsek, Reichle, & Rayner, 2006), and incorporates knowledge 
about language's overall structure (Levy, 2000), the use of specific words within that 
structure (Hale, 2001), and the visual context ofthe presented sentence (Tanenhaus et al., 
1995). Not all syntactic structures are equal in parsing difficulty; a structure is more 
difficult to process when it requires the parser to retrieve and integrate information that 
was presented earlier (Caplan & Waters, 2001) or violates the parser's expectations 
(Rohde, Levy, & Kehler, 2011). According to Stine-Morrow, Ryan, and Leonard 
(2000), sentences that are more demanding may require allocation of extra time and 
cognitive resources to process. But what happens when a sentence is simply too 
demanding for typical parsing strategies to be successful? 
When Normal Parsing Fails 
Caplan et al. (20 11) argue that when parsing is no longer able to be completed 
incrementally because the target structure is too demanding, other comprehension 
strategies may be used. These strategies may involve mechanisms similar to those used 
when remembering and/or manipulating lists, such as rehearsal (which would allow 
readers to retain and review information presented earlier in a sentence), or may be 
specific to syntactic parsing, such as mental assignment of intonation contours or 
conscious "problem-solving." 
2 
As mentioned above, two factors that influence a sentence ' s processing load, and 
thus its likelihood to initiate these non-incremental "ancillary" strategies, are memory 
retrieval demands and expectation violations. The effect of retrieval demands on 
syntactic processing has been studied extensively; examples of points of increased 
memory load include reflexive pronouns (Kaiser et al., 2009) and the main verb of 
object-relative structures (Caplan & Waters, 1999). In addition, research has shown that 
readers demonstrate more regressive eye movements at points of expectation violations, 
such as the subject noun of object relative clauses (Staub, 2010), which may be indicative 
of greater parsing difficulty. Generally, readers parse most sentences successfully despite 
increased demands. Some syntactic structures, however, are hypothesized to tax the 
parsing system to failure in untrained subjects, through both retrieval and surprisal 
effects. These sentences include doubly-embedded relative clauses and early-closure 
structures. Caplan et al. (20 11) predict that these types of sentences may engage the non-
incremental strategies discussed above. If so, which cognitive resources would be used 
by these strategies? Are they different from those used during typical syntactic parsing? 
The Effects of ST-WM on Parsing 
Memory is widely acknowledged as a major factor in readers' ability to parse 
sentences (Caplan & Waters, 1999). The exact memory system involved in parsing, 
however, is currently debated. The original Baddeley & Hitch model suggested that 
.., 
_) 
language processing used a short-term "Working Memory" system [ST-WM]. This 
system contained two slave components that maintained visual sensory and verbal 
infmmation, respectively, and a Central Executive that encompassed the cognitive 
resources necessary to manipulate and process information. The verbal subsystem, called 
the Phonological Loop, contained two further divisions: the phonological store, which 
retained phonological information, and the articulatory loop, which rehearsed items 
retained in the phonological store and convetied words that were read into phonological 
infmmation (Caplan & Waters, 2013). The theory that this subsystem is responsible for 
language comprehension is largely considered to be outdated, as phonological storage 
and rehearsal seem to have substantially limited roles in syntactic parsing (Lewis et al., 
2006). 
A currently-popular theory of ST-WM in language is that of "retrieval-based 
parsing." In this model (as it is described in Lewis et al., 2006) certain features of each 
incoming word in a sentence trigger a retrieval process, which seeks out previous words 
with corresponding features using a parallel comparison process. When corresponding 
features are found, the new word is integrated into the parse. Though the most obvious of 
these features might seem to be lexical information - word type, semantic information, 
etc. - grammatical knowledge and the current state of the parse are also accessed by 
retrieval cues as well as being part of retrieval cues. Evidence for this theory can be 
found in interference effects, where semantically and syntactically similar words in 
intervening positions can affect the parser's ability to make connections between words 
(Gordon, Hendrick, & Johnson, 2001; Vasishth & Lewis, 2006). Additionally, Speed-
Accuracy Trade-Off studies offer evidence for a fast retrieval involving the parallel 
match of cues against items cunently held in memory (McElree, 2006). 
Caplan and Waters (2013) argue, however, that language processing is also 
heavily mediated by the domain-specific memory skills provided by Long-Term Working 
Memory (L T-WM). As explained by Ericsson and Kintsch, "In skilled activities, 
acquired memory skills allow ... end products [of processing] to be stored in long-term 
memory and kept directly accessible by means of retrieval cues in short-term memory, as 
proposed by skilled memory theory," (1995, p. 211). Caplan and Waters argue that this 
model better describes the expe1i-like performance of the syntactic parser, although the 
model necessarily includes some involvement of the shmi-term memory system. Given 
Caplan and Waters's argument that LT-WM is responsible for most normal syntactic 
parsing, should it be expected that the non-incremental processes posited in Caplan et al. 
(2011) also involve this system? 
Measuring parsing behaviors 
In order to determine the nature of typical and non-incremental parsing strategies, 
on-line measures of behaviors that reflect parsing and comprehension must be 
implemented. Parsing behaviors can be inferred using eye-tracking, as "the link between 
[attention and eye gaze] is probably quite tight" during reading (Rayner, 1998). Eye-
tracking studies, however, generally present the entire sentence at once, allowing 
potential previews of upcoming material and offering full control of input speed and 
order to the reader, a depmiure from the transient, source-controlled input of spoken 
language . Self-paced reading [SPR] measures have been implemented as a way to 
imitate the incremental, transient presentation of words in speech while measuring the 
parsing times required for each word or phrase (although they allow the reader to control 
input, which is impossible during real-world listening). These paradigms are considered 
a reliable way to test on-line syntactic proces·sing load due to results ' strong resemblance 
to first-pass reading times in eye-tracking studies (Just, 1982). Usually longer SPR times 
during sentence-level tasks are associated with below-average to average comprehension 
(Gordon, Hendrick, & Johnson, 2001); it is thought that these longer reading times 
indicate an unsuccessful attempt to compensate for inefficient processing. However, 
using a SPR paradigm, Caplan et al. (2011) found a point in object-relative sentence 
structures at which slower reading was associated with better comprehension. Caplan et 
al. hypothesized that this correlation indicated successful use of non-incremental parsing 
strategies. 
SPR tasks, however, tend to elicit reading times that are about half as fast overall 
as unconstrained reading (Rayner, 1998, p. 391). Additionally, these paradigms do not 
allow the subject to look back at previous words in a sentence, which is a possibility 
during real-world reading. Given these issues, eye-tracking data is preferable for fine-
tuned analysis of parsing behaviors during reading. According to the E-Z Reader 10 
model (Pollatsek, Reichle, & Rayner, 2006), regressive eye movements are made when 
the parser has failed. Staub (20 1 0) further asserts that these eye movements indicate 
review and re-analysis of the sentence structure, similar to the "ancillary strategies" 
hypothesis of Caplan et al. (20 11 ). Mitchell, Shen, Green, and Hodgson (2008) argue, 
5 
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however, that regressive eye movements are simply a way to "buy time" - i.e., regressive 
eye movements do not reflect the use of ancillary strategies so much as a need for extra 
time to construct meaning from already-encountered material before taking in more 
information. 
Overall, SPR tasks offer transient, incremental presentation of stimuli and 
produce discrete data reflective of overall processing time at each segment of a sentence. 
This paradigm offers a clear way to examine how extended processing times at a specific 
part of a sentence affect overall sentence comprehension. Eye-tracking tasks offer 
presentation of stimuli more like that seen in real-world reading, and more finely-grained 
information on the presumed focus of the subject's attention at a given moment. 
Regressive eye movements are especially common at points of increased processing load, 
either because subjects review information from earlier in the sentence or because they 
require more processing time. Investigation into the nature of non-incremental parsing 
strategies should make use of both these strategies in order to provide a well-rounded 
picture of the behaviors in question. 
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Chapter 2: Study Rationale and Hypotheses 
The proposed study seeks to identify points at which ancillary parsing 
mechanisms may be employed, and the types of eye movements that occur at these 
points. If points of longer self-paced reading times which coiTelate with higher accuracy 
and regressive eye movements are both indicators of the employment of ancillary parsing 
strategies, they should occur at the same points in sentences. Thus, examining a) where 
longer self-paced reading times correlate with accuracy scores, and b) what types of eye 
movements occur at those points in sentences will offer evidence as to when ancillary 
strategies are employed during parsing. Sentences that often cause full parsing failure 
due to extraordinary retrieval and integration demands should elicit the use ofthese 
strategies. 
The structures chosen to elicit this parsing failure are known as "early-closure" 
sentences. These have temporarily ambiguous structures that are disambiguated to non-
canonical structures, such as in sentence [ 1 a]: 
[1a] As Harry chewed the steak with the delicious sauce fell to the floor. 
[ 1 b] As Harry chewed the steak with the delicious sauce it fell to the floor. 
Such sentences are generally thought to require parsers to revise initial NP attachments to 
integrate the information at the point of disambiguation of the sentences. These 
sentences have been shown to cause large numbers of regressive eye movements at the 
point of the main verb (e.g. "fell"; Staub, 2010). It is predicted that these sentences will 
cause parsers to engage ancillary strategies; to ensure that the sentences are sufficiently 
difficult, descriptive phrases will be added to the post-embedded verb NP (e.g. "the steak 
with the delicious sauce" as opposed to simply "the steak.") Sentences such as [1 b] 
served as a comparison to these items, because they do not require revision of a 
previously-constructed parse. Sentences were divided into "areas of interest," [AOis] 
consisting of words or short phrases, prior to presentation. 
8 
Eye movements were recorded while participants read these sentences. Five 
dependent variables of interest were derived from this data. First-fixation duration 
[FFD], or the duration of the first time the participant fixates on an AOI when the 
participant has not fixated on any areas later in the sentence (Staub, 201 0), provided an 
indicator of participants' attention to AOis upon their first pass through a sei1tence. Go-
past time [GPT] was also calculated. This measure consists of the sum of all fixations 
starting with the participant's initial fixation on an AOI on their first pass through the 
sentence, and including any regressions or re-reading to the left of the area, until and 
including the final fixation on the AOI before the participant fixates on an area to the 
right (Staub, 2010). This measure indicated the amount oftime between the participant's 
initial attention to the AOI and his or her decision to take in the next word or phrase. 
Dwell time [DT], or the sum of the fixation durations on the AOI (SR Research, 2008), 
indicated the total amount of time the participant attended to the word or phrase. 
Regressions Out [RO], a binary value, indicated whether or not the participant's gaze 
ever left the AOI to the left. Finally, Regressions In [RI], also a binary value, indicated 
whether or not the participant's gaze ever entered the AOI from the right. 
SPR data was also collected, consisting ofreading times for the same AOis used 
in the eye tracking analyses. Accuracy data derived from responses to comprehension 
9 
questions were analyzed, as well. 
Given the influence of ST-WM on parsing ability, differences in working memory 
capacity may affect when individuals require ancillary strategies to successfully parse 
sentences. Since people who have higher WM capacity also have higher chances of 
success in using the heavily-WM-dependent ancillary strategies, they may depend more 
upon these strategies. Therefore, ST-WM capacity was measured using memory span 
tasks as described in Waters and Caplan (2003). 
In summary, the current research is a cross-sectional observational study. 
Independent variables include sentence type and subject ST-WM capacity; dependent 
variables include the five eye tracking measures (FFD, GPT, DT, RO, and RI), SPR 
reading times, and comprehension question accuracy. The study aims to answer 
questions about syntactic parsing during reading: 
• When are non-incremental processing strategies used? 
o Hypothesis: Non-incremental parsing strategies, as indicated by increased 
SPR times that positively correlate with comprehension scores, will be 
used only at the main verb of early-closure sentences. 
• Do regressive eye movements co-occur with the use of these strategies? 
o Hypothesis: Yes, there will be a higher probability of regressive eye 
movements occurring at points of non-incremental strategy use. 
• Are there individual differences in the use of ancillary processing strategies based 
on ST-WM capacity? 
o Hypothesis: Yes, participants with higher ST-WM capacity will be more 
likely to use non-incremental parsing strategies. 
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The answers to these questions provide valuable information on the causes of 
success or failure during parsing of different syntactic structures, and the effects of 
individual WM differences on the likelihood of successful comprehension. They also 
provide insight into the nature of regressive eye movements - specifically, what they may 
indicate about an individual ' s cognitive processes during reading. These contributions 
may eventually inform diagnostic and therapeutic processes in the clinical setting. 
Additionally, the information learned from this study may influence further research into 
the nature of language processing, toward development of artificial parsing models as 
part of artificial intelligence projects. 
I I 
Chapter 3: Methods 
Participants 
Participants consisted of 48 young adults recruited from Boston University's 
campus using the Boston University Quickie Job Board advertising system, and through 
paper advertisements (flyers and posters, in both physical and electronic form). All 
participants were native speakers of English who reported normal or corrected-to-normal 
vision and hearing, and who had no reported history of major neurological impairment or 
diagnosis of language disorder. 
Of the 4 7 participants who reported their exact age, mean age was 21.3 years. 
The remaining participant chose to simply confirm that his age was between 18 and 30 
years. All 48 participants reported their total years of formal education, with an average 
14.9 years reported. Of the 45 participants who chose to report their handedness, eight 
were left-handed and thirty-seven were right-handed. 
Materials 
Screening. 
All participants completed a researcher-developed questionnaire regarding 
medical history and demographic information. 
Working memory. 
Participants also performed a battery of three computer-based tasks intended to 
measure ST-WM capacity. These tasks were computerized versions ofthose examined 
by Waters & Caplan (2003). Auditory information was presented via headphones, and 
visual information was presented via a computer screen. All responses were recorded 
manually by the experimenter. 
For the Alphabet Span ("Alpha") task, pmiicipants listened to increasingly long 
lists of semantically and phonologically unrelated monosyllabic words, with five trials 
each of lists two to eight words long. After hearing each list, participants were shown a 
list of words on the computer screen, containing the original words plus two distractor 
words. Participants pointed to the words from the aurally-presented list in alphabetical 
order. 
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Subtract Two Span ("Sub2") required participants to listen to lists of single-digit 
numbers instead of words. As with the Alpha task, lists increased in length from two to 
eight items long. Participants were shown a number line from 0-9 after each list was 
heard, and asked to subtract two from each of the numbers in the list, then point to the 
answers in the order that the original numbers were heard. 
Sentence Span ("Sentence") presented lists of sentences instead of single words or 
numbers. Lists ranged from two to six sentences long. Pmiicipants made plausibility 
judgments after hearing each sentence in a list by pressing buttons labeled "Y" or "N." 
Once the entire list of sentences had been presented, participants were shown a list of 
words containing the last word from each sentence as well as two distractors. They were 
instructed to point to the final word of each sentence in the order the sentences were 
presented. 
For each task, participants were instructed to preserve the intended order of their 
response even if they could not recall part of the response-- for example, if a participant 
13 
could only remember the first and last words of a three-word list, she could point to the 
first, say "I don't remember the second one," then point to the last word. Scores were 
determined by tallying the total number of correct items in the correct positions from 
each trial; so, in the previous example, the participant would have achieved a score of 
two out of tlu·ee items for that trial. The total possible composite score for the tlu·ee tests 
was 450. 
Sentence comprehension tasks. 
Sentence comprehension stimuli consisted of eighty experimental sentences and 
160 filler sentences. Experimental stimuli were contrasting pairs of early- and late-
closure sentences, adapted from (Evans, submitted). Within these pairs, the same words 
were arranged in two different syntactic structures in order to eliminate effects of word 
length and frequency while comparing across structures, as shown in examples 1 a-1 b: 
[1a] As (SEG 1) Harry (CSNP) chewed (EVP) the steak (SNP) with (PREP) the 
delicious sauce (ADJNP) fell (MVP) to the floor (ADV). 
[1b] As (SEG1) Harry (CSNP) chewed (EVP) the steak (ONP) with (PREP) the 
delicious sauce (ADJNP) it (SNP) fell (MVP) to the floor (ADV). 
Each sentence was divided into areas of interest prior to testing, as shown in in sentences 
laand lb. 
Stimulus items were divided into two lists, each containing twenty early closure 
and twenty late closure sentences. One member of each contrasting sentence pair was 
included on each list. Each sentence was paired with a corresponding true/false question. 
Half of these questions required the participant to have successfully parsed the sentence 
1--1-
["SPQ"] -for example, "Did Harry chew the steak?" - while half did not ["NSPQ"] -
for example, "Did the steak fall to the floor?" An equal number of true and false 
questions were asked. 
Procedure 
Testing took place during two testing sessions at least one week apart; one session 
consisted of the WM tasks and a self-paced reading task, while the other session 
consisted of an eye-tracking task. As discussed above, experimental sentence stimuli 
were divided into two lists. Each participant encountered each list once -- one list per 
session. Participants were randomly divided into four groups of twelve; each group was 
assigned to perform either the SPR or eye-tracking task first, and to see either List A or 
List B first. All testing took place in a clean, well-lit environment. Before each 
experimental task, participants were presented with at least three practice trials to ensure 
that the task was understood. 
Self-paced reading. 
During the self-paced reading session, participants first completed the three ST-
WM screening tasks, as described above. The tasks were always presented in the same 
order: alphabet span, then subtract 2 span, then sentence span. Both the ST-WM tasks 
and the SPR task were run on a MacBook Air and presented using an external monitor. 
After the ST-WM tasks were complete, participants performed the SPR task. This 
task used the moving-window paradigm, meaning stimuli were presented phrase-by-
phrase on a computer screen using the Linger self-paced reading software. Each item 
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was presented initially as a series of dashes corresponding to the lengths of the words in 
the sentence. As the participant pressed the space bar on the computer's keyboard, each 
successive phrase was revealed on the screen. Each phrase reverted to dashes once the 
next phrase was revealed. 
Once the participant had progressed through the entire sentence, a verification 
question appeared on-screen. Participants indicated a 'yes' or 'no' response by pressing 
specified keys on the computer's keyboard. In order to motivate pruiicipants to be as 
accurate as possible, negative feedback ("Oops! Wrong answer.") was displayed on 
inaccurate trials. Reaction times for each phrase in the stimulus sentence and for the 
response to this comprehension question were recorded, as well as the accuracy of the 
response. 120 total stimuli were presented in tllis manner, consisting of twenty 
exemplars each of early-closure and late-closure sentence types as well as eighty filler 
sentences. As stated above, an equal number of participants saw List A and List B during 
this task. 
Eye-tracking. 
During the eye-tracking session, participants' eye movements were recorded by 
the Eyelink II, a head-mounted eye tracking system produced by SR Research, Ltd. The 
experimental protocol was programmed and run using Experiment Builder, an integrated 
design environment also produced by SR Research. Participants responded to questions 
and initiated the next item using a USB grune controller. Participants were seated 
roughly the srune distance from the computer screen and told to read in whatever manner 
was most comfortable; most chose to read silently. The experimenter was seated at a 
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second monitor, which displayed the recorded eye fixations graphically in real time. 
Each participant underwent a three-point calibration procedure at the begi1ming of 
and halfway through the testing session to ensure accurate readings. If the procedure 
returned an average tracking error of greater than .5 degrees of visual field, or any 
individual fixation point with an e1Tor of greater than 1 degree of visual field, the 
equipment was adjusted and re-calibrated. 
Each trial began with a drift-cmTection, wherein the participant fixated on a small 
circle centered on the left edge of the computer screen. The experimenter monitored each 
drift correction screen to subjectively ensure that the equipment was tracking the 
pmiicipant's eye gaze accurately. If inaccurate tracking was noted, the experiment was 
paused and the headset adjusted andre-calibrated. 
After each drift correction screen, a stimulus sentence was presented on one line 
on the computer screen. After participants finished reading the sentence, they pressed a 
button to reveal a verification question. Participants responded by pulling either the right 
trigger of the USB game pad for "yes" or the left trigger for "no." Reaction times and 
accuracy data were collected on these responses. Feedback was displayed for each 
response: either "Good job!" or "Oops! Wrong Answer." If the participant did not 
respond to a question after 5 s, the question disappeared and no response was accepted. 
Participants were verbally encouraged to make sure they read at a comfortable pace and 
that they had understood what they read before moving on to the question. As in the SPR 
task, 120 total stimuli were presented: twenty each of early-closure and late-closure 
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sentences and eighty filler sentences. An equal number of participants saw List A and 
List B during this task. 
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Chapter 4: Results 
Statistics were analyzed using R Statistical Software (R Core Team, 2013) and the 
R packages lme4 (Bates & Mechler, 2012), languageR (Baayen, 2011), and Hmisc 
(Harrell, 2012) on a Lenovo computer running Microsoft Windows 7. Analyses included 
linear and logistic mixed-effects models, with Subjects and Items as crossed random 
effects and fixed effects as noted. P values for linear mixed-effects models were found 
using the t value with the number of observations minus the number of fixed effects as 
degrees of freedom (Baayen, 2011). Significant interactions were graphed using Excel 
spreadsheets developed by Dawson & Richter (2006). 
Self-Paced Reading 
Outlying trials (those with reaction times of greater than 4 s or less than 0.1 s) 
were eliminated from the data prior to analysis (1 04 of 16320 trials). WM scores were 
centralized by finding the z-score of each participant's composite score. Reading time 
values were centered for use as a fixed variable in the mixed-effects models by 
subtracting the mean R T of the segment from each trial of that segment. 
Accuracy. 
Participants' responses to comprehension questions were approximately 83.5% 
accurate overall. As expected, responses in the SPQ condition were numerically less 
accurate than in the NSPQ condition (- 74.0% and -93.3%, respectively, see Table I). 
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Table 1: Accuracy fot· each tas)( by question type and sentence type (SD in parentheses) 
SPQ i NSPQ Total 
ECL 0.66168 1 0.904373 i 0.7828031 
(-0.4732) : (-0.2941) i (-0.4124) 
LCL 0.808738 1 o.958343 I -0.8834884 
(-0.3933) i (-0.1998) I c-o.3209) 
Total 0.739677 
I 
o.933029 1 0.8362335 
(-0.4388) c-o.25oo) I (-0.3 701) 
SPQ = Successful Parse Questwn; NSPQ = Non-Successful Parse Question; 
ECL =Early-closure sentences (experimental condition); LCL = Late-closure sentences (control 
condition) 
Mixed logistic regression analysis using question type and sentence type as fixed affects 
showed no significant main effect of question type on accuracy (p>0.2), but a significant 
interaction between question type and sentence type (p<.OOl) was found, indicating that 
participants' performance decreased more from NSPQ to SPQ in the early-closure 
condition than in the late-closure condition (see Table 2). 
Table 2: Effects of Question Type and Sentence Type on SPR Accuracy 
Log Odds Estimate Std. Error Z value Pr(>lzl) 
(Intercept) 4.29425 0.61081 7.03 2.06E-12 
Question type -0.05471 0.84738 -1.271 0.203711 
Sentence type -1.07706 0.09867 -9.9 <2e-16 
Ques. type * Sent. type -0.42067 0.12377 -3.399 0.000677 
Mixed logistic regression analysis using sentence type and working memory score as 
fixed effects revealed a significant main effect of sentence type (late- vs. early-closure) 
on accuracy (log odds= -1.24546, p<.OOl), as well as a significant interaction of working 
memory score and sentence type (p<.OOl) such that performance on late-closure 
sentences did not differ significantly between participants with high WM and those with 
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low WM, but participants with higher WM performed better on early-closure sentences 
than participants with low WM (see Table 3). 
Table 3: Effects ofWM Capacity and Sentence Type on Accuracy 
Log Odds Estimate Std. Error Z value Pr(>lzl) 
(Intercept) 3.83069 0.45384 8.441 <2e-16 
Working memory -0.05471 0.11193 -0.489 0.625 
Sentence type -1.24546 0.05989 -20.796 <2e-16 
WM * Sentence type 0.27931 0.05716 4.887 1.02E-06 
Segment-by-segment logistic mixed-effects analyses using sentence type and 
centered R T as fixed effects found a significant main effect of sentence type on accuracy 
(p < .001) in each segment. No significant main effects of centered RT were found, and 
no significant interactions between centered RT and sentence type were found. 
Reading times. 
Average reading times (in ms) for each segment type and sentence type are shown 
in Table 4: 
Table 4: Mean reading time in ms for each segment and sentence type 
SegType SEGl CSNP EVP SNP PREP ADJNP MVP ADV 
the 
delicious to the 
le As the man chewed the steak with sauce fell floor 
Eel 447.6 487.2 504.9 591.6 496.6 720.9 773.6 989.3 
SegType SEGl CSNP EVP ONP PREP ADJNP i SNP MVP ADV 
to 
the the 
delicious floor 
Ex a le As the man chewed the steak with sauce it fell 
Lei 447.9 474.8 ! 495.0 559.0 490.9 685.0 665.2 518.4 I 738. 
l 9 
SegType SEGl CSNP EVP ONP PREP ADJNP SNP MVP ADV 
Overall 447.7 481.0 499.9 559.0 493.7 703.0 628.5 644.9 862. 4 
2 1 
Segment-by-segment linear mixed-effects analyses of reaction time using 
sentence type and working memory as fixed effects found that at MVP, the pre-
determined critical region, for all trials there was a large main effect of sentence type on 
RT (p<.OOl), and a significant interaction effect between sentence type and centralized 
WM score (p<.OOl) such that RT was higher for participants with high WM capacity in 
the early-closure condition as compared to participants with lower WM capacity, but no 
such difference existed in the late-closure sentences (see Figure 1, Table 5). 
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Figure 1: Interaction of WM score and sentence type on RTs in SPR task at segment MVP 
These effects were also found in analysis of only accurate trials (Main effect: p<.OOl; 
Interaction: p<.OOl), but the interaction was no longer significant and the sentence type 
effect was greatly reduced in analyses of only inaccurate trials (Main effect: p<.OOl; 
Interaction: p>.05). 
Table 5: Effects ofWM and sentence type on RT in SPR task at segment MVP 
Coefficient Estimate Std. Error t value Pr(>lt l) 
All trials (Intercept) 519588 29251 17.763 0 
Working memory -6830 29554 -0.231 0.8173 
Sentence type 261242 19054 13.711 0 
WM * Sentence type 91012 19164 4.749 0 
Accurate trials (Intercept) 519477 27370 18.98 0 
Working memory -9969 27654 -0.361 0.7185 
Sentence type 254889 20736 12.292 0 
WM * Sentence type 93682 21069 4.446 0 
Inaccurate trials (Intercept) 520495 56747 9.172 0 
Working memory 18309 58011 0.316 0.7525 
Sentence type 263517 52377 5.031 0 
WM * Sentence type 57536 52486 1.096 0.2738 
ADV, the final segment in both sentence types, also showed a main effect of 
sentence type in analyses of all trials (p < .001) and accurate-only trials (p<.OOl ), with a 
similar decrease in magnitude for inaccurate-only analysis (p<.Ol). A significant 
interaction between sentence type and WM score was seen in the accurate-only analysis 
(p<.05), such that RT was higher for participants with high WM capacity as compared to 
participants with lower WM capacity, but this difference was larger in the early-closure 
condition than in the late-closure condition (see Figure 2, Table 6). 
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Figure 2: Interaction between WM capacity and sentence type on RT at segment ADV 
Table 6: Effects ofWM and sentence type on RT in SPR task at segment MVP 
Coefficient Estimate Std. Error t value Pr(>lt l) 
All trials 
All trials (Intercept) 742461 45150 16.444 0 
Working memory 36418 45597 0.799 0.4246 
Sentence type 259689 26289 9.878 0 
WM * Sentence type 50584 26380 1.918 0.0553 
Accurate trials (Intercept) 73807 45202 16.328 0 
Working memory 38564 45650 0.845 0.3984 
Sentence type 275219 28781 9.563 0 
WM * Sentence type 60466 29215 2.07 0.0386 
Inaccurate trials (Intercept) 747664 74042 10.098 0 
Working memory 25392 75453 0.337 0.7367 
Sentence type 209953 69033 3.041 0.0026 
WM * Sentence type 19790 68565 0.289 0.7731 
2-+ 
Correlations between RT and accuracy. 
Each subject's mean accuracy and RT in each sentence type condition at each 
segment were calculated. No significant correlation was found between subjects ' mean 
RT and mean accuracy at the critical segment MVP in the early-closure sentence 
condition (r = -0.02088468, p>0.8), nor were any other significant correlations found. 
Complete conelation data can be found in Table 7. 
Table 7: Correlations between subjects' mean RT and accuracy at each segment 
Early-Closure Late-Closure 
Segment r df p r df p 
MVP -0.02088 46 0.888 0.164561 46 0.2637 
Seg1 -0.16761 46 0.2548 0.146988 46 0.3188 
CSNP 0.032884 46 0.8244 -0.01484 46 0.9203 
EVP -0.00835 46 0.9551 0.064619 46 0.6626 
ONP 0.053894 46 0.716 
PREP -0.18858 46 0.1993 0.148156 46 0.3149 
ADJNP -0.32004 46 0.02659 0.055792 46 0.7064 
SNP -0.27463 46 0.05889 0.229213 46 0.1171 
ADV 0.047325 46 0.7494 0.10503 46 0.4774 
Eye Tracking 
Trials with no response were eliminated prior to analysis (78 of 16320 trials). Of 
the five dependent variables of interest, three (dwell time, regressions out (full), and 
regressions in (full) are recorded directly by the Eyelink software. Go-past time was 
defined as regression path duration for initial fixations on a segment when no later 
segments have been visited, which corresponded to Eyelink-defined variable 
lA REGRESSION PATH DURATION if lA FIRST FIX PROGRESSIVE == 1. First 
- -
fixation duration was defined as the duration of the first fixation on a segment when no 
later segments have been visited, which corresponded to Eyelink-defined variable 
IA FIRST FIXATION DURATION ifiA FIRST FIX PROGRESSIVE = = 1. 
- - - - - -
Accuracy. 
Patiicipants responded to comprehension questions with approximately 82.8% 
accuracy overall. As in the SPR trials, participants were numerically more accurate on 
questions that did not require successful parsing ofthe entire sentence c~ 92.9% conect) 
than on questions that did ( ~ 72.7% correct) (see Table 8) . 
Table 8: Mean accuracy in ET task by question type and sentence type 
SPQ NSPQ Total 
ECL .6450939 .9037657 .7742947 
LCL .8008386 .9517820 .8763103 
total .7273846 .9291610 .8282231 
SPQ = Successful Parse QuestiOn; NSPQ = Non-Successful Parse Question; 
ECL =early closure (experimental condition); LCL =late closure (control condition) 
Mixed logistic regression analysis using question type and sentence type as fixed 
effects showed no significant main effect of question type on accuracy (p>.06), but a 
significant main effect of sentence type (p<.OO 1 ), and an interaction between question 
type and sentence type (p<.OOl) was found, indicating that participants' perfonnance 
decreased more from NSPQ to SPQ in the early-closure condition than in the late-closure 
condition (see Table 9). 
Table 9: Effects of Question Type and Sentence Type on Accuracy 
Log Odds Estimate Std. Error Z value Pr(>lzl) 
(Intercept) 4.30469 0.5992 7.184 6.77E-13 
Sentence type -0.77411 0.09536 -8.117 4.76E-16 
Question type -1.53044 0.82301 -1.86 0.0629 
Sent. type * Ques. type -0.77734 0.12235 -6.353 2.11E-10 
Means and standard deviations of each of the five DV s of interest at critical 
segment MVP can be found in Table B 1. 
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Segment-by-segment analysis with each ofthe five eye fixation variables and 
sentence type as fixed effects revealed that generally, sentence type showed a significant 
main effect on accuracy (see Table B 2). There were two exceptions to this pattern: at 
segment CSNP, no effect of sentence type was present when regressions in were included 
as a fixed effect (p>.06), and at segment ADV, no effect of sentence type was present 
when regressions out were included as a fixed effect (p>.2). In addition, at segments 
CSNP and ADV there were significant main effects of go past time (p<.05 in both 
instances), and at segment EVP there were main effects of first fixation duration (p<.05) 
and dwell time (p<.05). 
Fixation measures. 
Mixed-effects analysis of each of the five DV s of interest (first fixation duration, 
go-past time, dwell time, regressions out, and regressions in) were performed for each 
sentence segment, to find simple main effects of sentence type (see Table B 3), and with 
sentence type and centralized working memory score as fixed effects (see Table B 4). At 
MVP, the critical phrase of the sentence, significant positive main effects of sentence 
type (p<.05) were found for each DV, suggesting that the more difficult sentence 
condition corresponded to higher values of all five dependent eye fixation variables. No 
main effects of WM score or interactions between sentence type and WM score were 
found. At ADV, the final segment of the sentence, there was a positive main effect of 
sentence type on go-past time and dwell time (p<.05) such that these DVs were higher in 
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the early-closure sentence condition , and a negative mam effect of WM score on 
regressions out (p<.05), such that participants with higher WM capacity were less likely 
to regress out of the segment. There was also a significant negative interaction of WM 
score and sentence type on dwell time (p<.05 ; see Figure 3 and Table B 4) such that 
participants with high WM showed significantly lower dwell times in the early-closure 
condition than their lower-WM capacity counterparts, while a much smaller difference in 
dwell times was present between low- and high-WM pmiicipants in the late-closure 
condition. 
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Figure 3: Interaction ofWM and sentence type on dwell time at segment ADV. 
At ADJNP, significant (p<.05) main effects of sentence type on go-past time, 
dwell time, regressions out, and regressions in were noted (see Table B 3). Interaction 
effects between sentence type and WM score were noted for dwell time (p<.Ol, see Table 
B 4), regressions out (p<.Ol, see Figure 5), and regressions in (p<.OOl, see Figure 6), 
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such that participants with lower WM capacity displayed a larger difference in each of 
the DV s between sentence conditions than participants with higher WM capacity did. All 
other sentence segments showed main effects of sentence type on regressions in and 
dwell time (p<.05), and all but segment EVP showed main effects of sentence type on 
regressions out (p<.OOl). 
2000 
1800 
. ----------------------.. ------------------· 
1600 
,.-.., 1400 
"' 
.... 
s 
= 1200 ... 
.._, 
Q,l 1000 s ;: 
-+-1cl 
--•-- eel 
~ 800 
~ 600 
400 
200 
0 
-1 SD +lSD 
Working Memory Score 
Figure 4: Interaction effect of sentence type and WM capacity on dwell time at segment ADJNP 
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Figure 5: Interaction effect of sentence type and WM capacity on regressions out at segment ADJNP 
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Figure 6: Interaction effect of sentence type and WM capacity on regressions in at segment ADJNP 
Chapter 4: Discussion 
As discussed in Chapter 1, this study sought to answer three questions: 
• When are non-incremental processing strategies used? 
• Do regressive eye movements co-occur with the use of these 
strategies? 
• Are there individual differences in the use of ancillary processing 
strategies based on ST-WM capacity? 
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This discussion will first explore the results of this study and how they may be used to 
answer these questions. Next, other unexpected results and possible causes for these will 
be discussed. The chapter will conclude with suggestions for further research. 
Original Questions 
It was predicted that participants would show evidence of non-incremental 
parsing strategies in the form of a positive cmTelation between self-paced reading time at 
the main verb and comprehension question accuracy in the early-closure sentence 
condition. No such correlation was observed, suggesting a "compensatory processing" 
strategy as opposed to an "additional processing" strategy as discussed by Caplan et al. 
(2011). Extra processing time at the critical region (or at any other point in the sentence) 
apparently did not result in any additional success in parsing the sentence. In the eye-
tracking paradigm, increased go-past time at segment ADV had a negative effect on 
accuracy, further supporting the compensatory processing theory of increased reading 
time. 
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It was also predicted that participants would be more likely to show regressive 
eye movements at the main verb of the early-closure sentences. Mixed-effects analysis 
showed a significant effect of sentence type on regressions out at this point, meaning that 
participants did initiate more regressive eye movements from the main verb in the early-
closure than in the late-closure condition. This was true of most segments, however -
participants were more likely to show regressive eye movements from almost any 
segment in the early-closure than in the late-closure condition, suggesting that this 
behavior was not necessarily caused by the heightened load at the critical region. These 
results must be interpreted with caution: the Regressions Out measurement indicates only 
that at some point during the reading process a regressive eye movement was initiated 
from the segment in question, regardless of whether later segments have been viewed. 
Given this fact, it is possible that although the early-closure and late-closure sentences are 
identical until after segment ADJNP, increased regressions from these segments are due 
to participants re-reading the sentence after having encountered the point of 
disambiguation. 
Finally, it was predicted that participants with higher ST-WM capacity would be 
more likely to use non-incremental parsing strategies due to a higher probability ofthese 
strategies being successful. While this study did not find evidence of non-incremental 
strategy use, it did find individual differences in parsing behavior based on ST-WM 
capacity. In the SPR task, participants with higher WM showed significantly longer 
reading times in the early-closure sentences as opposed to late-closure at segments MVP 
and ADV, while participants with lower ST-WM capacity showed a much smaller 
difference in RT between the sentence conditions at these segments. These results may 
support the theory suggested by Stine-Morrow, Ryan, and Leonard (2000) that persons 
with higher ST-WM capacity persist in attempting to assign thematic roles for longer 
than persons with lower capacity. This interpretation is supported by the fact that the 
interaction disappears in analysis of inaccurate trials only, suggesting that the effect is 
related to parsing success; however, the lack of main effects of R T on comprehension 
accuracy at these segments detracts from the evidence for this interpretation. 
Conflicting evidence was found in the eye tracking paradigm, however: at the 
final segment, ADV (as well as segment ADJNP), participants with higher ST-WM 
capacity showed a smaller effect of sentence condition on dwell time than participants 
with lower ST-WM capacity did. In the early-closure sentence condition, participants 
with higher ST-WM capacity spent less time fixating on ADV than participants with 
lower ST-WM did. This is contradictory to the longer RT at segment ADV in the SPR 
paradigm. If eye fixations are closely c01mected to attention, this would suggest that the 
longer RT at ADV in the SPR paradigm was not spent attending to that segment. The 
significant effect of ST-WM on regressions out at segment ADV indicates that 
participants with high WM capacity were also less likely to exhibit regressive eye 
movements out of the segment and had a shorter go-past time, as well, indicating that the 
reduced dwell time is not caused by regressions to other parts of the sentence. It is 
unclear at this point what may cause this discrepancy between the SPR and eye-tracking 
paradigms. 
Other Results 
In the process of analyzing the data to answer the above questions, other 
significant effects were noted. Accuracy followed expected patterns, decreasing in the 
more difficult early-closure sentence condition in both presentation paradigms. In the 
SPR paradigm, RT also followed expected pattems relative to sentence difficulty, being 
significantly higher in the early-closure condition than the late-closure condition for most 
segments. 
A significant negative main effect of go-past time on accuracy was observed at 
segment CSNP in the eye-tracking paradigm, as well as a significant negative main effect 
of first fixation duration and dwell time on accuracy at segment EVP. These results 
support the idea that extra processing time does not involve extra processes that augment 
parsing success, as longer fixation times would have a positive effect on accuracy if this 
were the case. 
Interactions between sentence type and WM score were noted for dwell time, 
regressions out, and regressions in at segment ADJNP. This segment is not a predicted 
point of heightened processing load, in terms of either memory (as the phrase it modifies 
is directly preceding it) or surprisal (it is a typical syntactic structure). What this may 
indicate is that participants with lower ST-WM capacity show heightened effects of 
sentence "difficulty" throughout the sentence for measures that are not limited to first-
pass reading, since in all of these interactions participants with lower WM scores showed 
larger differences in the DV between sentence conditions than the participants with 
higher WM scores showed. 
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Limitations of the Current Study 
Presentation order may have affected the equivalency of the SPR and eye-tracking 
tasks. Participants were randomly assigned to perform either SPR or eye-tracking first, 
but the SPR session was always preceded by the WM tasks. As these tasks are quite 
cognitively taxing, participants' performance on the SPR task may have been affected by 
fatigue . Furthermore, the eye-tracking task included positive reinforcement of correct 
responses, while the SPR task did not, potentially further affecting performance. Overall, 
however, the two paradigms produced highly similar results in terms of comprehension 
accuracy, suggesting similarity in rates of successful parsing, at least. 
This study also tracked eye movements only in the horizontal plane in order to 
simplify the calibration process, meaning that a fixation on a point above or below a word 
would be detected as a fixation on the word itself. Therefore, it is possible that some of 
the data falsely represents fixations on points outside the sentence as fixations on a 
segment within the sentence. While it is unlikely that these 'false fixations' would 
significantly affect the results of the study, more specific information about eye 
movement patterns could be gained from analysis of eye movements in two dimensions. 
Finally, the interpretation of the Regressions Out measure included in this study' s 
analysis was difficult, as there was no way to tell when the regressions from the section 
in question occurred. Inclusion of a measure of regressions that was limited to first-pass 
reading could have offered further insight into the nature of the observed regressions and 
the overall effect of the critical segment MVP on eye movements. 
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Directions for Future Research 
The absence of the expected correlation between self-paced reading time and 
comprehension accuracy calls for further. comparison of the structures examined in the 
current study to the stimuli used in Caplan et al. (2011). Future studies may consider 
comparing and contrasting the parsing behaviors seen in sentences containing doubly-
embedded relative clauses and those seen in the early-closure sentences presented in this 
study. Any observed differences may help explain why evidence for non-incremental 
· parsing strategies was found in Caplan et al. (20 11) but not in the current study despite 
similar levels of difficulty as indicated by mean accuracy scores (78% in the current 
study, 73% in Caplan et al.). 
Future studies may also consider adding L T-WM c~pacity as an independent 
variable when analyzing participants' parsing behaviors. According to Caplan and 
Waters (2013), typical incremental parsing is mediated by LT-WM, while ST-WM is 
involved in resolving points of parsing failure. Therefore, it would be expected that L T-
WM would be more influential at points of low parsing demand, and ST-WM would be 
more influential at points of high demand (such as the MVP in early-closure sentences). 
Of course, this research direction necessitates the operationalization of L T-WM capacity, 
which may be difficult to measure considering the element of ' expert' performance that 
must be present. The issues and considerations required for such an operationalization 
are discussed by Ericsson and Delaney (1998), but no clear optimal way to measure LT-
WM capacity is identified. 
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Chapter 6: Conclusion 
Despite the unusually high parsing demands placed by early-closure sentences, 
participants did not show behavioral signs of non-incremental parsing strategies. No 
points of positive correlation between self-paced reading time and accuracy were found. 
While regressive eye movements were more likely from the critical region of the 
sentence in the early-closure condition than in the late-closure condition, this was also 
true of nearly every other region of the sentence. Participants with higher ST-WM 
capacity showed heightened self-paced reading times at the critical region and the end of 
the sentence, but decreased dwell times at the end of the sentence, providing conflicting 
evidence that participants with higher ST-WM capacity are or are not more persistent in 
attempting to assign thematic roles, as described by Stine-Monow et al. (2000). Future 
investigations should focus on examining possible reasons for the absence of the 
con-elation between self-paced reading time and accuracy seen in Caplan et al. (20 11 ), 
and on including L T-WM capacity as a potential mediator of typical incremental parsing. 
Appendix A: Stimuli 
t denotes SPQ; ~ denotes NSPQ 
Late closure sentences. 
1. While the boy scratched the cat with the yellow stripes the girl yawned loudly. 
~Did the girl yawn? Y 
2. If the clerk forgets the customer with the bad temper the boss shouts angrily. 
i" Did the clerk forget the boss? N 
3. When the boys climbed the rope from the old oak the tree started to sway. 
t Did the boys climb the rope? Y 
4. As the doctor lectured the student from the prestigious school the nurse listened 
carefully. 
~ Did the nurse ignore the doctor? N 
5. While the girls race the kids from the younger grades the coaches like to watch. 
~Did the coaches watch a race? Y 
6. When the worker moved the boxes full of metal parts the pails fell unexpectedly. 
t Did the worker move the pails? N 
7. As the author wrote the book with the interesting title the boy grew rapidly. 
t Did the author write the book? Y 
8. While the carpenter builds the house with the white gables the bam falls down. 
~ Did the bam stay standing? N 
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9. As the people watched the show starring the famous musician the storm ended abruptly 
~ Did the storm end abruptly? Y 
10. Whenever the children leave the dog with the fluffy tail the mouse disappears from 
sight. 
t Did the children leave the mouse? N 
11. When the aunts leave the cousins from another state the uncles talk openly. 
t Did the aunts leave the cousins? Y 
12. Whenever the maid dusts the shelf with the small knickknacks the figurine falls 
eventually. 
L1 Does the figurine stay on the shelf? N 
13. Ifthe locksmith turns the knob with the rusted spot the door sticks stubbornly. 
L1 Did the door stick? Y 
14. Because the participants observed the instructor from another school the lesson 
finished early. 
t Did the participants observe the lesson? N 
15. When the natives trap the coyote with the golden eyes the wolfhunts quietly. 
t Did the natives trap the coyote? Y 
16. When the dealers trade the player with the amazing record the manager quits. 
L1 Did the player quit his job? N 
17. As the lawyers studied the case from long ago the trial had to wait. 
L1 Did the trial have to wait? Y 
18. While the doctor prepared the office in the other building the file was inspected. 
t Did the doctor prepare the file? N 
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19. While the swimmers soaked the suits from the national competition the shoes were 
hung to dry. 
t Did the swi1m11ers soak the suits? Y 
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20. While the divers search the river with the dangerous currents the instructor rages on. 
L'l Did the instructor calm down? N 
21. As the actors rehearse the play by the famous writer the plot unfolds slowly. 
L'l Did the plot unfold? Y 
22. When the heir refuses the money in the secret account the fmiune doubles 
automatically. 
t Did the heir refuse the fmiune? N 
23. When the people notice the actor from the summer blockbuster the crowd runs into 
the street. 
i" Did the people notice the actor? Y 
24. When the magician juggles the torches with the colorful flames the curtains bum up. 
L'l Did the cmiains extinguish? N 
25. When the band left the hotel on the run-down street the dancers became quiet. 
L'l Did the dancers become quiet? Y 
26. After the Martians invaded the town full of young families the city was evacuated. 
t Did the Matiians invade the city? N 
27. As the guests ate the cake with the delicious frosting the punch was prepared. 
i" Did the guests eat the cake? Y 
28. When the men hunt the birds with bright feathers the deer scatter everywhere. 
/'>,.Did the deer stay still? N 
29. Whenever the officers lead the troops from many different states the townspeople 
march proudly. 
/'>,.Did the townspeople march? Y 
30. When the cheerleaders finished the practice for the upcoming parade the pep rally 
began shortly. 
!" Did the cheerleaders finish the pep rally? N 
31. While the chauffeur parks the car with the leather seats the engine cools down. 
!" Did the chauffer park the car? Y 
-tO 
32. As the pilot flew the plane with the noisy propellers the temperature climbed higher. 
/'>,.Did the temperature go down? N 
33. Whenever the children ride the horse from the petting zoo the dog tends to bite. 
/'>,. Does the dog tend to bite? Y 
34. Because the kids tripped the student from another classroom the principal yelled at us. 
!" Did the kids trip the principal? N 
35. Whenever the crew films the man with the dashing hat the accomplice runs away. 
t Did the crew film the man? Y 
36. When the boys strike the dog from the animal shelter the girl whines nervously. 
/'>,. Did the girl stay silent? N 
37. As the customer drinks the coffee from the new cafe the pastry cools slowly. 
/'>,. Did the pastry cool? Y 
38. When the dog follows the boy with the missing teeth the mother smiles softly. 
t Did the mother frown? N 
39. As the hunter aims the bow from the spm1ing store the arrow becomes steady. 
"j" Did the hunter aim the bow? Y 
40. While the family eats the dessert with the blueberry filling the bread bakes steadily. 
1'1 Did the bread freeze? N 
Early closure sentences. 
1. While the boy scratched the cat with the yellow stripes yawned loudly. 
1'1 Did the cat yawn? Y 
2. If the clerk forgets the customer with the bad temper shouts angrily. 
t Did the clerk forget the customer? N 
3. When the boys climbed the rope from the old oak started to sway. 
t Did the boys climb something? Y 
4. As the doctor lectured the student from the prestigious school listened carefully. 
1'1 Did the student ignore the doctor? N 
5. While the girls race the kids from the younger grades like to watch. 
1'1 Did the kids watch a race? Y 
6. When the worker moved the boxes full of metal parts fell unexpectedly. 
t Did the worker move the boxes? N 
7. As the author wrote the book with the interesting title grew rapidly. 
t Did the author write something? Y 
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8. While the carpenter builds the house with the white gables falls down. 
!1 Did the house stay standing? N 
9. As the people watched the show starring the famous musician ended abruptly. 
!1 Did the show end abruptly? Y 
10. Whenever the children leave the dog with the fluffy tail disappears from sight. 
"! Did the children leave the dog? N 
11. When the aunts leave the cousins from another state talk openly. 
"! Did the aunts leave? Y 
12. Whenever the maid dusts the shelf with the small knickknacks falls eventually. 
!1 Does the shelf stay on the wall? N 
13. If the locksmith turns the knob with the rusted spot sticks stubbornly. 
!1 Did the knob stick? Y 
14. Because the participants observed the instructor from another school finished early. 
"! Did the participants observe the instructor? N 
15. When the natives trap the coyote with the golden eyes hunts quietly. 
"!Did the natives trap something? Y 
16. When the dealers trade the player with the amazing record quits immediately. 
!1 Did the player keep his job? N 
17. As the lawyers studied the case from long ago needed to wait. 
!1 Did the case have to wait? Y 
18. While the doctor prepared the office in the other building was inspected. 
"! Did the doctor prepare the office? N 
19. While the swimmers soaked the suits from the national competition hung to dry. 
t Did the swinm1ers soak? Y 
20. While the divers search the river with the darigerous currents rages on. 
!'. Did the river calm down? N 
21. As the actors rehearse the play by the farnous writer unfolds slowly. 
!'. Did the play unfold? Y 
22. When the heir refuses the money in the secret account doubles automatically. 
t Did the heir refuse the money? N 
23. When the people notice the actor from the summer blockbuster runs into the street. 
t Did the people notice something? Y 
24. When the magician juggles the torches with the colorful flames burn up. 
!'.Did the torches extinguish? N 
25. When the band left the hotel on the run-down street became quiet. 
L1 Did the hotel become quiet? Y 
26. After the Martians invaded the town full of young families was evacuated. 
t Did the Martiar1s invade the town? N 
27. As the guests ate the cake with the delicious frosting was prepared. 
i" Did the guests eat something? Y 
28. When the men hunt the birds with bright feathers scatter everywhere. 
!'. Did the birds stay still? N 
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29. Whenever the officers lead the troops from many different states march 
enthusiastically. 
1'1 Did the troops march? Y 
30. When the cheerleaders finished the practice for the upcoming parade began sh011ly. 
i" Did the cheerleaders finish the practice? N 
31. While the chauffeur parks the car with the leather seats cools down. 
i" Did the chauffer park something? Y 
32. As the pilot flew the plane with the noisy propellers climbed higher. 
1'1 Did the plane go down? N 
33. Whenever the children ride the horse from the petting zoo tends to bite. 
1'1 Does the horse tend to bite? Y 
34. Because the kids tripped the student from another classroom yelled at us. 
t Did the kids trip the student? N 
35. Whenever the crew films the man with the dashing hat runs away. 
t Did the crew film someone? Y 
36. When the boys strike the dog from the animal shelter whines nervously. 
11 Did the dog stay silent? N 
37. As the customer drinks the coffee from the new cafe cools slowly. 
1'1 Did the coffee cool? Y 
38. When the dog follows the boy with the missing teeth smiles softly. 
t Did the boy frown? N 
-1-4 
3 9. As the hunter aims the bow from the sporting store becomes steady. 
t Did the hunter aim something? Y 
40. While the family eats the desse1i with the bluebelTy filling bakes elsewhere. 
L'l Did the desse1i freeze? N 
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Appendix B: Statistical Tables 
Table B 1: Means (standard dev iations in pa rentheses) of dependent varia bles at MVP 
First 
fixation 
duration (in 
ms) 
Go past 
time (in 
ms) 
Inaccurate trials Accurate trials All trials 
eel 272.530 1 ( 148.1461) 268.3041 (118.5 114) 269.2140 (125 .3917) 
lei 254.886 1 ( 11 5.0428) 257.6450 ( 11 7.3 1 09) 257.3627 (.117 .01 02) 
total 266.8408 (138.3491) 262.6133 (117.9464) 263.2845 (121.3761) 
eel 2338 .048 (3054.997) 2144.820 (2574.725) 2186.423 (2684.456) 
lei 1999.696 (2628.304) 1701.616 (2091.356) 1732.119 (2152.359) 
1-----~to..:..:.;ta..:....l ---f 22?..8.94 7 (2923 .125) ....... .! .. ?.9~.:!2~ .(?.}}.?..:7.?..?.2 .. J?.?.2:!.?.~J.?..~.~?.:??.?.L. 
Dwell time 
(in ms) 
eel 685 .9259 (538.2986) 688.0486 (511.7609) 687.5695 (517 .5838) 
lcl 457.7627 (429.9446) 532.3014 (421.0972) 523 .0818 (422.6866) 
total 605.3174(513 .7740) 605.4838(472. 1956) 605.4547(479.5824) 
Regressions eel 
.7384615 (.4406037) .7536023 (.4312236) .7502812 (.4330939) 
.6900000 (.4648232) .6684005 (.4710943) .6708861 (.4701620) out lei 
1------:--~to;,.;.;ta;.;;..l --I····:.!?.~Q?.}.~ .. (~-~?..7..?._78) .... .... :.?..9.8817 5..(_~_5..~.~-~.?..~2. . . .. :.?..! .. l . .Q}.?.}_(..~.S.-~.~}Q.S.). .. . 
Regressions eel .3 128205 (.4648353) .2766571 (.4476681) .2845894 (.4514727) 
in 
lei 
total 
.3000000 (.4605662) .2288687 (.4203779) .2370541 (.4255206) 
.3084746 (.4626484) .2515379 (.4340454) .2610922 (.439355) 
Table B 2: Effects of 5 eye fixation va r iables (centered) and sentence type on accuracy at each 
segment 
Segment Estimate Standard z value Pr(>lzl) 
error 
MVP (Intercept) 3.260632 0.358638 9.092 < 2e-16 
FFD -0.000132 0.00 1285 -0.103 0.918 
sentence type -1.353359 0.192322 -7.037 1.96E-12 
FFD:sentence type -0.000797 0.001546 -0.515 0.606 
(Intercept) 2.165 0.1331 16.262 < 2e-16 
GPT -3 .82E-05 5.23E-05 -0.731 0.465 
sentence type -0.8644 0.1491 -5.797 6.75E-09 
GPT:sentence type 1.62E-05 6.06E-05 0.266 0.79 
(Intercept) 3.1557056 0.3684896 8.564 < 2e-16 
DT 0.0001215 0.0003305 . 0.367 0.713 
sentence type -1.1611743 0.1696063 -6.846 7.58E-12 
DT:sentence type -0.0005534 0.000377 -1.468 0.142 
(Intercept) 3.34559 0.42933 7.793 6.56E-15 
RO -0.08642 0.29914 -0.289 7.73E-01 
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sentence type -1.27527 0.31958 -3.99 6.60E-05 
RO:sentence type -0.02445 0.37946 -0.064 0.949 
(Intercept) 3.425 0.39 8.782 < 2e-16 
RI -0.5161 0.3126 -1.651 0.0987 
sentence type -1.3761 0.2124 -6.48 9.15E-II 
Rl:sentence type 0.3089 0.387 0.798 0.4247 
Segl (Intercept) 3.319 0.4025 8.245 < 2e-16 
FFD 9.84E-05 0.001896 0.052 0.959 
sentence type -1.243 0.1829 -6.796 1.07E-11 
FFD:sentence type -0.002724 0.002216 -1.229 0.219 
(Intercept) 3.313394 0.401105 8.261 < 2e-16 
GPT 0.001549 0.001493 1.038 0.299 
sentence type -1.25071 0.183388 -6.82 9.10E-12 
GPT:sentence type -0.002581 0.00165 -1.565 0.118 
(Intercept) 3.1094195 0.3609105 8.615 < 2e-16 
DT -0.0000772 0.0002675 -0.289 0.773 
sentence type -1.1453249 0.1650809 -6.938 3.98E-12 
DT:sentence type -0.0002536 0.000302 -0.84 0.401 
(Intercept) 2.9407 0.4388 6.701 2.07E-11 
RI 0.2098 0.3082 0.681 0.49597 
sentence type -0.9646 0.3605 -2.676 0.00746 
RI:sentence type -0.2798 0.4088 -0.685 0.49363 
CSNP (Intercept) 3.085732 0.362268 8.518 < 2e-16 
FFD -0.001423 0.001246 -1.142 0.253 
sentence type -1.188313 0.167598 -7.09 1.34E-12 
FFD:sentence type 0.002108 0.001672 1.261 0.207 
(Intercept) 3.0940236 0.3630771 8.522 < 2e-16 
GPT -0.0008 147 0.0004135 -1.97 0.0488 
sentence type -1.1913626 0.1676766 -7.105 1.20E-12 
GPT:sentence type 0.0007656 0.0005666 1.351 0.1766 
(Intercept) 3.1097388 0.3639998 8.543 < 2e-16 
DT -0.0003012 0.0001709 -1.762 0.0781 
sentence type -1.1333261 0.1657189 -6.839 7.98E-12 
-l-8 
DT:sentence type 0.0001164 0.0001992 0.584 0.559 
(Intercept) 3.285 1 0.39988 8.215 < 2e- 16 
RO -0.27944 0.27062 -1.033 3.02E-O I 
sentence type -1.1766 0.27918 -4.215 2.50E-05 
RO:sentence type 0.03029 0.34358 0.088 0.93 
(Intercept) 3.3809 0.8608 3.928 8.57E-05 
Rl -0.2716 . 0.8031 -0.338 0.7352 
sentence type -1.7688 0.9746 -1.81 5 0.0695 
Rl:sentence type 0.6126 0.9893 0.619 0.5358 
EVP (Intercept) 3.091144 0.355779 8.688 < 2e-16 
FFD -0.003128 0.001332 -2 .349 0.0188 
sentence type -1 .229898 0.175045 -7 .026 2.12E-12 
FFD:sentence type 0.002831 0.001665 1.7 0.0891 
(Intercept) 3.0731551 0.3529073 8.708 < 2e-16 
GPT -0.0002388 0.0004008 -0.596 0.551 
sentence type -1 .2208887 0.1742177 -7.008 2.42E-12 
GPT:sentence type 0.0001617 0.0005816 0.278 0.781 
(Intercept) 3.1350515 0.3624483 8.65 < 2e-16 
DT -0.0004132 0.0002025 -2.04 0.0413 
sentence type -1.1513308 0.1672398 -6.884 5.81E-12 
DT:sentence type 0.0000421 0.0002464 0.171 0.8643 
(Intercept) 3.10589 0.41884 7.415 1.21E-13 
RO 0.02859 0.28819 0.099 9.21E-01 
sentence type -1.25713 0.3169 -3.967 7.28E-05 
RO:sentence type 0.09568 0.36714 0.261 0.794 
(Intercept) 2.8957 0.4053 7.145 8.99E-13 
Rl 0.3408 0.2764 1.233 0.2 17661 
sentence type -1.0016 0.2925 -3.425 0.000616 
RI:sentence type -0.2733 0.3524 -0.776 0.438031 
SNP (Intercept) 3.048 0.3564 8.552 < 2e-16 
FFD -4.61E-05 0.001091 -0.042 0.966 
sentence type -1.157 0.1686 -6.861 6.83E-12 
FFD:sentence type -1.33£-03 0.001496 -0.888 0.374 
(Intercept) 1.943 0.1172 16.581 < 2e-16 
GPT -6.59£-05 0.0001064 -0.62 0.536 
sentence type -0.72 0.1328 -5.421 5.91£-08 
GPT:sentence type 0.000116 0.0002323 0.499 0.618 
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(Intercept) 3.105 0.3684 8.428 < 2e-16 
DT -6.99E-05 0.0002482 -0.282 0.778 
sentence type -1.172 0.1798 -6.515 7.25E-II 
DT:sentence type 0.000108 0.0002754 0.392 0.695 
(Intercept) 3.110291 0.380898 8.166 3.20E-16 
RO -0.021924 0.256353 -0.086 9.32E-OI 
sentence type -1.15804 0.272718 -4.246 2.17E-05 
RO:sentence type 0.003288 0.34925 0.009 0.992 
(Intercept) 2.99744 0.37296 8.037 9.22E-16 
Rl 0.27995 0.27115 1.032 0.302 
sentence type -1.18514 0.23042 -5 .143 2.70E-07 
RI:sentence type -0.08373 0.34167 -0.245 0.806 
PREP (Intercept) 2.9797465 0.3691592 8.072 6.93E-16 
FFD 0.0009138 0.0015354 0.595 0.552 
sentence type -1.0733604 0.2232312 -4.808 1.52E-06 
FFD:sentence type -0.0016263 0.0021087 -0.771 0.441 
(Intercept) 2.9833267 0.3689137 8.087 6.13E-16 
GPT 0.0006707 0.0006275 1.069 0.285 
sentence type -1.0632065 0.2240657 -4.745 2.08E-06 
GPT:sentence type -0.0002134 0.0009114 -0.234 0.815 
(Intercept) 3.1079314 0.3650797 8.513 < 2e-16 
DT -0.0004533 0.0003221 -1.408 0.159 
sentence type -1.1435879 0.1652049 -6.922 4.45E-12 
DT:sentence type 0.0002541 0.0003742 0.679 0.497 
(Intercept) 3.0117 0.3823 7.878 3.33E-15 
RO 0.1121 0.2791 0.402 6.88E-Ol 
sentence type -1.2464 0.2219 -5.616 1.95E-08 
RO:sentence type 0.1397 0.3456 0.404 0.686 
(Intercept) 3.1499 0.3897 8.083 6.34£-16 
RI -0.1972 0.2723 -0.724 0.469 
sentence type -1.2337 0.245 -5.035 4.78£-07 
RI:sentence type 0.1412 0.3421 0.413 0.68 
ADJNP (Intercept) 3.100267 0.363466 8.53 < 2e-16 
FFD -0.001178 0.00147 -0.802 0.423 
sentence type -1.161402 0.164724 -7.051 1.78E-12 
FFD:sentence type 0.001503 0.001875 0.802 0.423 
(Intercept) 1.945 0.1142 17.042 < 2e-16 
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GPT 4.98E-05 0.000 1973 0.253 0.801 
sentence type -0.7155 0. 1281 -5.585 2.34E-08 
GPT:sentence type -7.88E-05 0.000208 -0.379 0.705 
(Intercept) 3.1 05 0.3652 8.502 < 2e-16 
or -0.0001 198 0.000 1624 -0.738 0.461 
sentence type -1.124 0.1683 -6.677 2.44E- ll 
DT:sentence type -2.22E-05 0.000184 -0.1 21 0.904 
(Intercept) 3.14977 0.39646 7.945 1.95E-15 
RO -0.04 136 0.26 103 -0.158 8.74E-Ol 
sentence type -0.98912 0.28785 -3.436 0.00059 
RO:sentence type -0.2385 0.35085 . -0.68 0.49664 
(Intercept) 3.16277 0.38274 8.263 < 2e-16 
Rl -0.08645 0.25715 -0.336 0.737 
sentence type -1.1 014 0.24061 -4.578 4.70E-06 
RI:sentence type -0.09299 0.33245 -0.28 0.78 
ADV (Intercept) 3.1614103 0.3768 186 8.39 < 2e-16 
FFD -0.0005786 0.0010558 -0.548 0.584 
sentence type -1.1244546 0.1891472 -5.945 2.77E-09 
FFD:sentence type 0.0004907 0.0013648 0.36 0.719 
(Intercept) 1.903 0.1305 14.579 < 2e-16 
GPT -7.63E-05 3.85E-05 -1.982 0.0475 
sentence type -0.6234 0.148 -4.213 2.52E-05 
GPT:sentence type 9.59E-06 4.71E-05 0.204 0.8387 
(Intercept) 3.12 0.3629 8.596 < 2e-16 
DT 3.34E-06 0.000293 0.0 11 0.991 
sentence type -1.175 0.1648 -7 .1 28 1.02E-12 
DT:sentence type -6.44E-06 0.000333 -0.019 0.985 
(Intercept) 3.351 0.8816 3.801 1.44E-04 
RO -0.1987 0.8244 -0.241 8.1 OE-0 I 
sentence type -1.2562 1.0439 -1.203 0.228849 
RO:sentence type 0. 1412 1.0606 0.133 0.894097 
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Table B 3: Simple main effect of sentence type on 5 DVs at each segment 
Segment DV Estimate Std. Error tlz value Pr(>lt/zl) 
MVP FFD 12.275 5.96 2.06 0.0396 
GPT 437.6 106.4 4.115 0 
DT 165.14 19.11 8.64 0 
RO 0.4648 0.11 29 4.116 3.86E-05 
Rl 0.3064 0.1178 2.601 0.00929 
Segl FFD 4.67 3.907 1.2 0.2322 
GPT 6.926 5.489 1.262 0.2072 
DT 69.05 19.09 3.616 0.0003 
RI 0.3591 0.1297 2.768 0.00564 
CSNP FFD -2.526 4.123 -0.61 0.5402 
GPT -1.173 12.315 -0.095 0.9241 
DT 207.78 29.35 7.081 0 
RO 0.3444 0.1059 3.252 0.00115 
RI 0.5887 0.2914 2.02 0.0434 
EVP FFD 3.367 5.242 0.64 0.5207 
GPT -7.401 12.725 -0.582 0.5609 
DT 135.28 24.36 5.554 0 
RO 0.1673 0.1094 1.529 0.126 
RI 0.2512 0.1063 2.363 0.0181 
SNP FFD -1 8.072 4.423 -4.09 0 
GPT -202.61 32.03 -6.326 0 
DT 553.54 25.61 21.61 0 
RO 1.2897 0.1033 12.482 <2e-16 
RI 1.16674 0.09983 11 .688 < 2e-16 
PREP FFD -6.489 5.648 -1.15 0.2509 
GPT -37.53 16.62 -2.259 0.0241 
DT 154.55 17.18 8.993 0 
RO 0.5084 0.1008 5.043 4.59E-07 
RI 0.6777 0.1022 6.628 3.39E-11 
ADJNP FFD 6.984 3.743 1.87 
GPT 196.3 38.2 5.138 
DT 406.22 31.57 12.87 
RO 0.8225 0 .1036 7.939 2.03E-15 
Rl 0 .75687 0.09859 7.677 1.63E-14 
ADV FFD -10.206 6.588 -1.549 0 .0622 
GPT 1073.4 126.2 8.507 0 
Table B 4: Effects of WM and sentence type on 5 DVs at each segment 
Segment DV Estimate Standard error 
FFD Intercept 256.983 6.52 
sentence type 12.298 5.96 1 
WM -5.213 6.429 
WM*sentence type 3.596 5.967 
GPT (Intercept) 1685.2 205 .1 5 
sentence type 438.23 106.38 
WM 25 1.73 163.78 
sentence type: WM 59.98 106.88 
DT (Intercept) 522.456 36.491 
sentence type 165.061 19.101 
MVP WM 7.677 26.782 
sentence type: WM -36.987 19.415 
Estimate Standard error 
RO (Intercept) 0.80906 0.15842 
sentence type 0.46492 0.11294 
WM 0.05726 0.13799 
sentence type:WM -0.02335 0.11692 
RI (Intercept) -1.47562 0.1 8578 
sentence type 0.30382 0.11787 
WM -0.03779 0.16502 
sentence type: WM -0.09063 0.12243 
Segment DV Estimate Standard error 
FFD (Intercept) 225.866 6.074 
sentence type 4.674 3.909 
WM -2.613 6. 147 
sentence type:WM 1.224 3.981 
SEG1 GPT (Intercept) 252.8165 9.0913 
sentence type 6.9163 5.4913 
WM -1.1572 8.1632 
sentence type: WM -0.3188 5.6192 
DT (Intercept) 567 54.853 
t value 
39.42 
2.06 
-0.81 
0.6 
8.2 14 
4. 11 9 
1.537 
0.56 1 
14.318 
8.642 
0.287 
-1.905 
z value 
5.107 
4.11 6 
0.4 15 
-0.2 
-7.943 
2.578 
-0.229 
-0.74 
t value 
37.19 
1.2 
-0.43 
0.31 
27.809 
1.26 
-0. 142 
-0.057 
10.337 
Pr(>ltl) 
0 
0.0393 
0.4176 
0.5468 
0 
0 
0.1245 
0.5747 
0 
0 
0.7744 
0.0569 
Pr(>lzl) 
3.27E-07 
3.85E-05 
0.678 
0.842 
1.97E-1 5 
0.00995 
0.81887 
0.459 13 
Pr(>ltl) 
0 
0.232 
0.6708 
0.7585 
0 
0.208 
0.8873 
0.9548 
0 
- ') ) _ 
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sentence type 69.055 19.098 3.616 0.0003 
WM -44.252 31.79 - 1.392 0.1641 
sentence type: WM 9.521 19.423 0.49 0.6241 
Estimate Standard error z value Pr(>lzl) 
Rl (Intercept) 1.384378 0.226505 6.112 9.84E- 10 
sentence type 0.359544 0.12978 2.77 0.0056 
WM 0.00 1986 0.173222 -0.011 0.9909 
sentence type:WM 0.133463 0.141477 -0.943 0.3455 
Segment DV Estimate Standard error t value Pr(>ltl) 
FFD (Intercept) 212.205 5.977 35 .5 0 
sentence type -2.459 4.123 -0.6 0.551 
WM -5.523 5.305 -1.04 0.298 
sentence type:WM 3.876 4.156 0.93 0.3511 
GPT (Intercept) 422.6857 20.3847 20.735 0 
sentence type -0.9088 12.3136 -0.074 0.9412 
WM -1 6.7059 17.0059 -0.982 0.3261 
sentence type:WM 16.3203 12.4198 1.314 0.189 
DT (Intercept) 1508.41 73.44 20.541 0 
sentence type 207.86 29.34 7.084 0 
CSNP WM -32.78 64.93 -0.505 0.6138 
sentence type: WM 37.46 29.82 1.256 0.2092 
Estimate Standard error z value Pr(>lzl) 
RO (Intercept) 0.4485 0.2087 2.149 3.17E-02 
sentence type 0.3525 0.1063 3.317 9. 10E-04 
WM -0.1845 0.1538 -1.199 0.23047 
sentence type: WM -0.1256 0.1144 -1.098 0.27211 
RI (Intercept) 3.6453 0.2382 15.302 <2e-1 6 
sentence type 0.5812 0.2926 1.986 0.047 
WM -0.1243 0.2351 -0.529 0.597 
sentence type: WM 0.202 1 0.3076 0.657 0.51 1 
Segment DV Estimate Standard error t value Pr(> ltl) 
EVP FFD (Intercept) 226.1 039 6.5893 34.31 0 
5--1-
sentence type 3.37 16 5.2448 0.64 0.5204 
WM -8.6 109 6.5522 -1.3 1 0. 189 
sentence type:WM 0.6059 5.1629 0.12 0.9066 
GPT (Intercept) 370.587 16.372 22.636 0 
sentence type -7.479 12.732 -0.587 0.557 
WM -2.702 13.427 -0.201 0.8405 
sentence type:WM -3.643 12.571 -0.29 0.772 
DT (Intercept) 1062.818 54.282 19.58 0 
sentence type 135.271 24.363 5.552 0 
WM 3.427 44.107 0.078 0.9381 
sentence type:WM -6.7 24.765 -0.271 0.7868 
Estimate Standard error z value Pr(>lzl) 
RO (Intercept) 1.113792 0.147797 7.536 4.85E-14 
sentence type 0.168443 0.109443 1.539 1.24E-OI 
WM 0.002743 0.129073 0.021 0.983 
sentence type:WM 0.057729 0.106434 0.542 0.588 
RI (Intercept) 0.89 1 0.1521 5.859 4.65E-09 
sentence type 0.2533 0.1064 2.38 0.0173 
WM 0.1114 0.137 0.813 0.4163 
sentence type: WM 0.0396 0.1033 0.383 0.7014 
Segment DV Estimate Standard error t value Pr(>ltl) 
FFD (Intercept) 240.093 5.606 42.83 0 
sentence type -18.105 4.425 -4.09 0 
WM -6.139 5.447 -1.13 0.2599 
sentence type:WM -0. 185 4.472 -0.04 0.967 
GPT (Intercept) 627.49 36.35 17.264 0 
sentence type -202.76 32.04 -6.328 0 
WM 21.15 29.5 0.717 0.4734 
sentence type:WM -19.08 32.42 -0.589 0.5563 
SNP 
DT (Intercept) 741.4822 54.2276 13.674 0 
sentence type 553 .5795 25 .6182 21.609 0 
WM -0.8734 48 .1163 -0.018 0.9855 
sentence type:WM 16.0409 26.0287 0.616 0.5378 
Estimate Standard error z value Pr(>lzl) 
RO (Intercept) -0.10802 0.11866 -0.91 3.63E-01 
sentence type 1.2896 0.10334 12.479 <2e- 16 
WM 0.08666 0.11141 0.778 0.437 
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sentence type: WM -0 .02704 0.10346 -0.26 1 0.794 
Rl (Intercept) -0.47768 0.1203 1 -3 .97 7. 18E-05 
sentence type 1.16655 0.09983 11 .685 < 2e-16 
WM 0.03887 0.11962 0.325 0.745 
sentence type: WM 0.04756 0.10144 0.469 0.639 
Segment DV Estimate Standard error t value Pr(>Jti) 
FFD (Intercept) 231.117 5.503 42 0 
sentence type -6.437 5.65 -1.14 0.2549 
WM -5.659 5.487 -1.03 0.3026 
sentence type:WM -1.9 5.753 -0.33 0.7413 
GPT (Intercept) 337.99 15.31 22.077 0 
sentence type -37.86 16.62 -2.278 0.0229 
WM -16.97 13.62 -1.246 0.2132 
sentence type:WM 22.36 16.93 1.321 0. 1868 
DT (Intercept) 453.09 33.99 13.33 0 
sentence type 154.57 17.19 8.993 0 
WM -11.18 30.02 -0.372 0.7096 
PREP 
sentence type: WM 10.24 17.46 0.587 0.5575 
Estimate Standard error z value Pr(>Jzi) 
RO (Intercept) -0.5464 0.1139 -4.797 1.6 1E-06 
sentence type 0.5074 0.1009 5.029 4.93E-07 
WM -0.1 11 5 0.1 I 59 -0.961 0.336 
sentence type: WM 0.1351 0.1032 1.31 0.19 
-Rl (Intercept) 0.3696 I8 0. 127254 -2.905 3.68E-03 
sentence type 0.678358 0.102285 6.632 3.31E-11 
WM 0.008072 0.1 29292 0.062 0.95022 
-
sentence type:WM 0.024834 0.10484 -0.237 0.8 1275 
Segment DV Estimate Standard error t value Pr(>Jti) 
FFD (Intercept) 217.329 4.504 48.25 0 
sentence type 6.955 3.742 1.86 0.0632 
WM -2.71 4.527 -0.6 0.5495 
sentence type:WM -5.313 3.78 -1.41 0.16 
ADJNP 
GPT (Intercept) 647.301 5 I .387 I2.597 0 
sentence type 196.071 38.203 5.1 32 0 
WM 6.263 44.878 0. 14 0.889 
. sentence type: WM -36.634 38.726 -0.946 0.3443 
56 
DT (Intercept) 1324.03 78.14 16.944 0 
sentence type 406.05 31.52 12.882 0 
WM 44.69 64.05 0.698 0.4854 
sentence type: WM -84.62 32.04 -2.641 0.0083 
Estimate Standard error z value Pr(>izi) 
RO (Intercept) 0.4147 0.1203 3.446 5.69E-04 
sentence type 0.818 0.1039 7.87 3.54E-15 
WM 0.2174 0.117 1.858 0.063188 
sentence type: WM -0.3248 0.105 -3.093 0.001979 
Rl (Intercept) -0.17493 0.13 -1 .346 1.78E-01 
sentence type 0.76907 0.09932 7.744 9.65 E-15 
WM 0.22809 0.13283 1.717 0.085942 
sentence type: WM -0.37027 0.10508 -3 .524 0.000425 
Segment DV Estimate Standard error t value Pr(>ltl) 
FFD (Intercept) 240.05 7.671 31.294 0 
sentence type -10.064 6.593 -1 .526 0. 1271 
WM -13.899 7.871 -1.766 0.0777 
sentence type:WM 3.843 6.858 0.56 0.5753 
GPT (Intercept) 4571.13 258.08 I7.712 0 
sentence type I 066.5 I I26.I8 8.452 0 
WM -40.62 245.94 -O.I65 0.8688 
sentence type:WM -201.87 132.29 -1.526 0. 1272 
DT (Intercept) 376.0I9 46.315 8.119 0 
sentence type 100.767 I7.474 5.767 0 
ADV WM -7.527 35.647 -0.2II 0.8328 
sentence type: WM -42.733 I7.768 -2.405 O.OI63 
Estimate Standard error z value Pr(>lzJ) 
RO (Intercept) 4.3I75 0.3729 11.578 <2e-I6 
sentence type 0.3162 0.3794 0.833 4.05E-01 
WM -0.8545 0.3905 -2.188 0.0286 
sentence type: WM 0.2513 0.4012 0.626 0.5311 
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