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Abstract

Fuzzy logic-based clustering techniques are widely used in situations
where statistical assumptions are not valid. Whether in estimating cluster
centers for model identication purposes or in determining clusters the
existing techniques are essentially based upon the choice of some potential
functions. As in any design problems of this kind, the choice of such a
function has to be justied on a theoretical basis. In this work, we set up
a decision frame work and show that optimal potential functions are the
ones which are used in current techniques.
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1 Fuzzy Clustering: Existing Approaches and
Formulation of the Problem

Clustering is important. Analysis of every new phenomenon starts with clas-

sication, when instead of numerous dierent examples, we have a few classes.
Classication helped to analyze chemical elements, elementary particles, living
organisms, astronomical objects, etc.

Statistical clustering is not always possible, so, alternative (in particular, fuzzy) methods are needed. In some situations, where assumptions
about structure of data can be formulated in statistical terms, statistical techniques (see, e.g., 21]) are appropriate if we have su ciently many data.
In other situations, we must use heuristic classication methods, in particular, methods that use fuzzy logic.
The main idea of fuzzy clustering is described in 3, 4, 5, 6, 7, 8, 11, 12, 13,
27, 49, 50].

The goal of fuzzy clustering: \typical" representatives and how to
use them. We start with objects which we want to classify (i.e., to cluster).

To classify, we use several (numerical) characteristics of these object. Let us
denote the total number of these characteristics by s. The s real numbers that
characterize each object can be naturally viewed as a point in s-dimensional
space Rs . Thus, having n objects means that we have n points x1  : : : xn in
this space. These n points are the input for clustering.
As a result of clustering, we want to describe several clusters. Each cluster
can be characterized by its \typical" element tj 2 Rs . After these typical
elements t1  : : : tq are found, we can then classify each object x 2 Rs according
to which typical element it is closest to.
This \classication" is a fuzzy notion:
 if an element x is very close to, say, t1 , and not close to any other typical
representative, then it is reasonable to conclude that x belongs to class 1
 however, if an object x 2 Rs is almost equally close to two dierent
representatives t1 and t2, then it is reasonable to conclude that this object
belongs, to some extent, to both clusters 1 and 2.
To express this idea in precise terms, we select a function f(x) (called potential
function) such that for every two point x and y from Rs, the value f(x ; y)
describes to what extent x and y are close. This function is usually non-negative,
and the closer x and y, the larger the value of the potential function. Potentially,
as a potential function, we can use a membership function which describes the
relation \x and y are close" however, from the mathematical viewpoint, the
choice of membership function would mean that we only allow f(x) to take
values from the interval 0 1], and sometimes, more general values are needed
(in our main text, we will explain why we need such values).
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When the potential function is selected, then we can say that an object x
belongs to 1-st cluster with a degree f(x ; t1 ), to the 2-nd cluster with the
degree f(x ; t2 ), : : :, and to q-th cluster with the degree f(x ; tq ).
Since we do not require any normalization of the function f(x), it is convenient to normalize these values so that they will add up to 1, in other words, to
describe the degree to which x belongs to j-th cluster as
; tj )
dj (x) = f(x ; t )f(x
(1)
+
:
: : + f(x ; tq ) :
1

How to nd \typical" representatives? The most widely used approach. We have described how to classify an object when the clusters (or, to

be more precise, their typical representatives) have already been found. How
can we nd these representatives?
The most widely used fuzzy clustering method is the method of Fuzzy CMeans (Fuzzy ISODATA) 3, 4, 5, 6, 7, 8, 13, 27]. This method is based on the
natural idea that each characteristic of a typical representative should be equal
to an average over all elements of the corresponding cluster. If we have crisp
clustering, then we would simply take the arithmetic average. However, since
we have fuzzy clustering, it is natural to count, in this average, each element xi
with the weight dj (xi) that is proportional to this element's degree of belonging
to the cluster. In other words, it is natural to require that for each j,
: : : + dj (xn)  xn :
tj = dj (xd1)(x x1) +
(2)
+
j 1 : : : + dj (xn)
This method leads to good quality clustering. Its main disadvantage is that
since the values dj (xi ), in their turn, depend on tj , the equation (2) is, actually,
a non-linear system of equations for determining the cluster \centers" t1  : : : tq ,
and solving this system of equations often requires lots of computation time.
How to nd \typical" representatives? Recent approaches. To simplify
computations, a new method has been recently proposed 49, 50] (see also 11,
12]). This method is based on the following idea: when we say that an element
tj is a typical representative of the cluster that consists of elements xi1  : : : xik ,
we mean that for each element x 2 Rs, the degree f(x ; tj ) with which x is
close to tj is equal to the average of the degrees f(x ; xi1 ) : : : f(x ; xik ) with
which x is close to all elements of this cluster:
f(x ; xi1 ) + : : : + f(x ; xik ) = k  f(x ; tj ):
(3)
If we have a crisp classication, then each of the original data points
x1 : : : xn belongs to one and only one cluster and therefore, by adding equalities (3) for all q clusters, we would conclude that
n
X
i=1

f(x ; xi ) =

q
X
j =1

3

kj  f(x ; tj )

(4)

where kj is the total number of elements in j-th cluster (i.e., the cardinality of
j-th cluster).
For a fuzzy clustering, it is reasonable to expect a similar formula, with kj
being the fuzzy cardinality of j-th cluster (see, e.g., 28]). So, to nd tj , we can
do the following:
 compute, for all x, the function
M(x) =

n
X
i=1

f(x ; xi ):

 represent this function M(x) as a sum

M(x) =

q
X
j =1

kj  f(x ; tj )

for the smallest possible number of clusters.
Theoretically, the smallest possible number of clusters is 1, in which case M(x) =
k1  f(x ; t1 ). If one cluster is indeed su cient, then, due to the properties of
the \closeness" function f(x), we can nd t1 easily: it is the value for which
M(x) is the largest possible. In this case, if f(x) is normalized in such a way
that f(0) = 1 (i.e., if f(x) is a membership function, and x is close to x with
degree of truth 1), we can take k1 = M(t1).
In view of this observation, it is reasonable to select, as t1, the value for
which M(x) is the largest possible. In this case, we cannot take k1 = M(t1 ),
because other clusters are also contributing to this value M(t1). Instead, we
can take k1 = q  M(t1) for some number q 2 (0 1). After that, we can subtract
k1  f(x ; t1 ) from the original function M(x), and use a similar method to
represent the new function M1 (x) = M(x) ; k1  f(x ; t1) as a sum
M1 (x) =

q
X
j =2

kj  f(x ; tj )

etc. We stop when the remainder becomes small enough.
This method is very similar to a very successful method of image reconstruction used in radio astronomy under the name of CLEAN (see 20, 23, 26, 29,
31, 47] and references therein). Due to the success of the CLEAN method, it
is not surprising that this clustering method also turned out to be reasonably
successful.
Main problem: how to choose a potential function? We have mentioned
that the above fuzzy clustering methods turned out to be very successful, but
we must clarify this statement: these methods are very successful provided we
4

appropriately choose the potential function f(x). For a dierent choice of f(x),
the resulting clustering may not be that good.
To the best of our knowledge, so far, the choice of the potential function was
mainly done either empirically or heuristically. The following three families of
potential functions are most widely used:
 in the original Fuzzy C-Means method, the function f(x) = jxj;m is used,
where jxj is the norm of a vector x, and m > 0 is a positive real number
 in 49, 50], the potential function f(x) = exp(;  jxj) is used and
 in 11, 12], the Gaussian potential function f(x) = exp(;  jxj2) is used.
The rst choice is used when we have no information about the typical cluster
radius the second and third choices presuppose that an approximate cluster
radius is already known.
In this paper, we show that these three choices are indeed optimal in some
reasonable sense. Thus, we provide a theoretical justication of these empirical
and heuristic choices.

2 Optimal Potential Functions: General Idea

Optimal in what sense? The main idea. We are looking for the best
(optimal) choice of a potential function.
Normally, the word \best" is understood in the sense of some numerical
optimality criterion. However, in our case of fuzzy choice, it is often di cult
to formulate the exact numerical criterion. Instead, we assume that there is an
ordinal criterion, i.e., that we can compare arbitrary two choices, but that we
cannot assign numerical values to these choices.
It turns out that in many cases, there are reasonable symmetries, and it
is natural to assume that the (ordinal) optimality criterion is invariant with
respect to these symmetries. Then, we are able to describe all choices that are
optimal with respect to some invariant ordinal optimality criteria.
This general approach was described and used in 9, 33, 34, 38, 45], in particular, for fuzzy control. In this section, we will show that this approach is
applicable to fuzzy clustering as well.

5

Let us borrow from the experience of modern physics and use symmetries. In modern physics, symmetry groups are a tool that enables to compress

complicated dierential equations into compact form (see, e.g., 24, 42, 46]). For
example:
 Maxwell's equations of electrodynamics consist of four dierent dierential
~
equations for two vector elds: electric eld E~ and magnetic led B.
 However, if we take into consideration that these equations are invariant
with respect to Lorentz transformations (that form the basis of Special
Relativity) then we can compress these equations into two: Fabb = ja , and
Fabc + Fbca + Fcab = 0.
Moreover, the very dierential equations themselves can be uniquely deduced
from the corresponding symmetry requirements 17, 18, 30, 37] (see also 14, 15,
16]).
It is possible to use symmetry. As we have mentioned, in our previous
papers, we have shown that the symmetry group approach can be used to nd
optimal membership functions, optimal t-norms and t-conorms, and optimal
defuzzication procedures.
It is therefore reasonable to expect that the same approach can also be used
to choose the best potential function for fuzzy clustering.

3 Optimal Potential Functions: Case When
We Do Not Have a Prior Knowledge of the
Cluster Radius
3.1 Motivations

We must choose a family of functions. We must select a potential function

f(x). The only way the potential function f(x) is used in clustering is through
the normalized formula (1). Because of the normalization, if we re-scale the
values of the potential function, i.e., if we choose a constant C > 0 and consider
~ = C  f(x), this new potential function will lead to
a new potential function f(x)
exactly the same values dj (x) as the old one. Therefore, from the viewpoint of
fuzzy clustering, there is no way to distinguish between the functions f(x) and
~ = C  f(x). So, based on clustering behavior, we cannot choose a single
f(x)
function f(x) we can only choose a 1-parametric family of functions fC  f(x)g
that is characterized by a parameter C.
Comment about notations. In the following text, we will denote families of
functions by capital letters, such as F, F 0, G, etc.
We must choose the best family of functions. We want to select the best
family of functions.
6

What is a criterion for choosing a family of functions? What does it

mean to choose a best family of functions? It means that we have some criterion
that enables us to choose between the two families.
Traditionally, optimality criteria are numerical, i.e., to every family F, we
assign some value J(F) expressing its quality, and choose a family for which
this value is maximal (i.e., when J(F)  J(G) for every other alternative G).
However, it is not necessary to restrict ourselves to such numeric criteria only.
For example, if we have several dierent families F that have the same
classication ability P (F ), we can choose between them the one that has the
minimal computational complexity C(F). In this case, the actual criterion that
we use to compare two families is not numeric, but more complicated:
A family F1 is better than the family F2 if and only if
{ either P(F1) > P(F2),
{ or P (F1) = P(F2) and C(F1 ) < C(F2).
A criterion can be even more complicated.
The only thing that a criterion must do is to allow us, for every pair of
families (F1 F2), to make one of the following conclusions:
 the rst family is better with respect to this criterion (we'll denote it by
F1  F2, or F2  F1)
 with respect to the given criterion, the second family is better (F2  F1)
 with respect to this criterion, the two families have the same quality (we'll
denote it by F1  F2)
 this criterion does not allow us to compare the two families.
Of course, it is necessary to demand that these choices be consistent.
For example, if F1  F2 and F2  F3 then F1  F3.

The criterion must be nal, i.e., it must pick the unique family as
the best one. A natural demand is that this criterion must choose a unique

optimal family (i.e., a family that is better with respect to this criterion than
any other family).
The reason for this demand is very simple:
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 If a criterion does not choose any family at all, then it is of no use.
 If several dierent families are the best according to this criterion, then

we still have the problem of choosing the best among them. Therefore we
need some additional criterion for that choice, like in the above example:
If several families F1 F2 : : : turn out to have the same classication
ability (P(F1) = P(F2) = : : :), we can choose among them a family
with minimal computational complexity (C(Fi) ! min).
So what we actually do in this case is abandon that criterion for which
there were several \best" families, and consider a new \composite" criterion instead: F1 is better than F2 according to this new criterion if:
{ either it was better according to the old criterion,
{ or they had the same quality according to the old criterion and F1 is
better than F2 according to the additional criterion.

In other words, if a criterion does not allow us to choose a unique best family,
it means that this criterion is not nal, we'll have to modify it until we come to
a nal criterion that will have that property.
The criterion must not change if we change the measuring unit for x.
The exact mathematical form of a function f(x) depends on the exact choice of
units for measuring the s coordinates x1  : : : xs of x 2 Rs . If we replace each
of these units by a new unit that is  times larger, then the same physical value
that was previously described by a numerical value xk will now be described, in
the new units, by a new numerical value x~k = xk =j . For example, if we replace
centimeters by inches, with  = 2:54, then xk = 5:08 cm becomes x~k = xk = = 2
in. After this transformation, x changes to x~ = x=.
How will the expression for closeness f(x) change if we use the new units?
In terms of x~, we have x =   x~. Thus, if we change the measuring unit for x,
the same dynamics that was originally represented by a function f(x), will be
~ = f(  x).
described, in the new units, by a function f(x)
Since we assumed that we have no information about the cluster radii, there
is no reason why one choice of unit should be preferable to the other. Therefore,
it is reasonable to assume that the relative quality of dierent families should
not change if we simply change the units, i.e., if the family F is better than a
family G, then the transformed family F~ should also be better than the family
~
G.
The criterion must not be change is we apply a rotation. Similarly,
it is reasonable to require that the relative quality of two dierent families
of functions do not change if we apply an arbitrary rotation around 0 in sdimensional space Rs .
We are now ready for the formal denitions.
8

3.2 Denitions
De nition 1.

 By a family F, we mean a dierentiable function f(x) from Rs to R.
 We say that a function e(x) belongs to the family f(x) (or that f(x)
contains the function e(x)) if e(x) = C  f(x) for some C > 0.
 Two families F and G are considered equal if they contain the same func-

tions.

Denotation. Let's denote the set of all possible families by .
 the set of all pairs (F1  F2) of elements F1 2 , F2 2 , is usually denoted

by  .
 An arbitrary subset R of a set of pairs   is called a relation on the
set . If (F1  F2) 2 R, it is said that F1 and F2 are in relation R this fact
is denoted by F1RF2.

De nition 2. A pair of relations ( ) on a set  is called consistent if it
satis
(1)
(2)
(3)
(4)
(5)
(6)
(7)

es the following conditions, for every F G H 2 :
if F  G and G  H then F  H
F F
if F  G then G  F
if F  G and G  H then F  H
if F  G and G  H then F  H
if F  G and G  H then F  H
if F  G then it is not true that G  F, and it is not true that F  G.
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Comment. The intended meaning of these relations is as follows:
 F  G means that with respect to a given criterion, G is better than F 
 F  G means that with respect to a given criterion, F and G are of the

same quality.
Under this interpretation, conditions (1){(7) have simple intuitive meaning:
(1) if G is better than F, and H is better than G, then H is better than F
(2) every F is of the same quality as itself
(3) if G is of the same quality as F, then F is of the same quality as G
(4) if F is of the same quality as G, and G is of the same quality as H, then
F is of the same quality as H
(5) if G is better than F, and H is of the same quality as G, then H is also
better than F
(6) if F is of the same quality as G, and H is better than G, then H is better
than F
(7) if G is better than F , then F cannot be better than G and F cannot be
of the same quality as G.
De nition 3. Assume a set  is given. Its elements will be called alternatives.
 By an optimality criterion, we mean a consistent pair ( ) of relations
on the set  of all alternatives.
{ If F  G we say that F is better than G
{ if F  G we say that the alternatives F and G are equivalent with
respect to this criterion.
 We say that an alternative F is optimal (or best) with respect to a criterion
( ) if for every other alternative G either F  G or F  G.
 We say that a criterion is nal if there exists an optimal alternative, and
this optimal alternative is unique.
Comment. In this paper, we will consider optimality criteria on the set  of all

families.

De nition 4. Let  > 0 be a positive real number.

~ = f(  x).
 By a -rescaling of a function f(x) we mean a function f(x)
 By a -rescaling of a family of functions F we mean the family consisting
of -rescalings of all functions from F .
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Denotation. -rescaling of a family F will be denoted by R(F ).
De nition 5. We say that an optimality criterion on  is unit-invariant if

for every two families F and G and for every number  > 0, the following two
conditions are true:
i) if F is better than G in the sense of this criterion (i.e., F  G), then
R (F)  R(G)
ii) if F is equivalent to G in the sense of this criterion (i.e., F  G), then
R (F)  R(G).

De nition 6. Let T : Rs ! Rs be a rotation around 0 in s-dimensional space.

~ = f(Tx).
 By a T -rotation of a function f(x) we mean a function f(x)
 By a T -rotation of a family of functions F we mean the family consisting
of T -rotations of all functions from F .

Denotation. T-rotation of a family F around 0 will be denoted by T (F ).
De nition 7. We say that an optimality criterion on  is rotation-invariant

if for every two families F and G and for every rotation T , the following two
conditions are true:
i) if F is better than G in the sense of this criterion (i.e., F  G), then
T (F)  T(G)
ii) if F is equivalent to G in the sense of this criterion (i.e., F  G), then
T(F)  T(G).

Comment. As we have already remarked, the demands that the optimality

criterion is nal, unit-invariant, and rotation invariant are quite reasonable.
At rst glance they may seem rather trivial and therefore weak, because these
demands do not specify the exact optimality criterion. However, these demands
are strong enough, as the following theorem shows:

3.3 Main result

Theorem 1. If a family F is optimal in the sense of some optimality criterion
that is nal, unit-invariant, and rotation-invariant, then every function f(x)
from this family F has the form C  jxj for some real numbers C and .
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Comments.
 Thus, our general approach provides a precise mathematical justication

for the (highly successful) potential functions used in Fuzzy C-Means approach.
 Since none of the optimal functions are from the interval 0 1], our result
explains why we cannot restrict ourselves to membership functions f(x),
and why we need to consider the potential functions which can attain
values outside the interval 0 1].
 For reader's convenience, all the proofs are placed in the special (last)
Proofs section.

4 Particular Case: Potential Function Which is
the Least Sensitive To Measurement Errors
4.1 Formulation of the problem in informal terms, and
motivations for the following denitions
What we are planning to do in this section. In the previous section,

we analyzed the problem of choosing the optimal potential function under an
arbitrary (reasonable) optimality criterion, and we ended up with the choice of
f(x) = C  jxj for arbitrary C and . In this section, we will consider one of
these criteria: the least possible sensitivity to measurement errors, and we will
show which values  are optimal for this particular criterion.
Comment. A similar sensitivity analysis was undertaken for fuzzy control in
39, 41].

Measurement errors and how they aect the values of the potential
function f(x): the general idea. In the previous text, we assumed that the

values x1i  : : : xsi that characterize each object are known precisely. In reality,
these values come from measurements, and these measurements are never 100%
accurate.
As a result of the inevitable measurement errors, for each of these quantities,
its measured value x~ki is, in general, dierent from the actual value xki . Thus,
in our clustering, instead of the desired values f(x), we will use dierent values
f(~x).
It is natural to require that the potential function be chosen in such a way
that it is the least sensitive to these errors.
How to describe measurement errors? The measurement error !xki is
usually assumed to be a Gaussian distributed random variable with 0 average,
and dierent measurement errors are independent random variables (see, e.g.,
22, 43]).
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A Gaussian random variable with 0 average is uniquely characterized by its
standard deviation . Since we do not have any reason to believe that some
measurements are more accurate than others, it is reasonable to assume that
all measurement errors have the same standard deviation .
It is also reasonable to assume that the measurement errors are relatively
small (so that we can neglect the terms that are quadratic or of higher order in
terms of these errors). The reason for this restriction is that if these measurement errors x~ ; x can be big, then the numerical values x~ which we used for
classication are drastically dierent from the actual values x, and the resulting
classication becomes based on wrong data and thus, stops making sense.

How to describe the eect of measurement errors on the values of the
potential function. For small measurement errors, we can use the standard

methodology of sensitivity analysis: expand f(x) into the Taylor series, and
neglect the terms that are quadratic (or of higher order) in terms of !x = x~ ; x.
As a result, we conclude that
@f !x1 + : : : + @f !xs + o(!x)
(5)
!f(x) = f(~x) ; f(x) = @x
1
@xs
where o(!x) includes terms that are quadratic (or of higher order) in !x. We
assumed that E!x1] = : : : = E!xs] = 0 (here, E stands for mathematical
expectation), and that E(!x1)2 ] = : : : = E(!xs)2 ] = 2 . Since !x1 : : : !xs
are independent random variables, we have E!xi  !xj ] = E!xi]  E!xj ] = 0
for i 6= j. Using these equalities, we can conclude from (5) that E!f] = 0+o( )
and
"
2

2 #
@f
@f
2 + o( 2 ):
(6)
E!f 2 ] = @x1 + : : : + @xs
We cannot use this value E!f 2 ] as a measure of sensitivity of a potential
function f at a point x, because it depends not only on this function f, but also
on the standard deviation . So, as an estimate for sensitivity of a potential
function f in x, it is reasonable to take the value E!f 2 ]= 2 that describes to
what extent the error !f is larger than the measurement error:








E!f 2 ] = @f 2 + : : : + @f 2 + o(1):
(6)
2
@x1
@xs
This ratio, generally speaking, also depends on : namely, this o(1) part (i.e.,
a part that tends to 0 as ! 0) can depend on . However, since we are
interested in the small values of , we can neglect this part (or, in mathematical
terms, use the limit value of this ratio when ! 0). Therefore, we arrive at the
following expression for estimating the average sensitivity of a potential function
f at a point x:

@f 2 + : : : +  @f 2 :
S(f x) = @x
(7)
1
@xs
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This number describes the average sensitivity of f in a point x 2 Rs . Therefore,
as an overall average sensitivity S(f), it is reasonable to take an average of
S(f x) over all possible x, i.e.,
S(f) =

Z

S(f x) dx:

(8)

Substituting (7) into (8), we arrive at the following formula:
S(f) =

Z "

@f
@x1

2



@f
+ : : : + @x
s

2#

dx:

(9)

How to nd the least sensitive potential function. To nd a function f

for which the integral S(f) takes the smallest possible value, we can apply the
standard techniques of variational calculus (see, e.g., 19, 25, 44, 48]). Variational equations for this integral lead to the so called Laplace equation
@ 2 f + : : : + @ 2 f = 0:
(10)
(@x1 )2
(@xs )2
So, the desired function f with the smallest sensitivity must satisfy this equation. We are now ready for the formal denitions.

4.2 Denitions and result

De nition 8. We say that a dierentiable function f(x) from Rs to Rs is:

 rotation invariant if f(Tx) = f(x) for all rotations T around 0
 asymptotically decreasing if f(x) ! 0 as x ! 1, and
 least sensitive with respect to measurement errors if it satis es the Laplace

equation (10).

Theorem 2. (s  3) If a potential function f(x) is rotation invariant, asymp-

totically decreasing, and least sensitive with respect to measurement errors, then
f(x) = C  jxj;(s;2) for some real number C .
Comments.
 Theorem 2 does not require the family to be nal and unit invariant as
in Theorem 1. The form f(x) = C  jxj arises from the least sensitivity

criterion (i.e., f(x) satises the Laplace equation) and in this particular
case, we have  = ;(s ; 2).
 If we do not require that the function f(x) is asymptotically decreasing,
then we get a more general expression f(x) = C  jxj;(s;2) + C1, where
C1 is an additional real number.
14

5 Optimal Potential Functions: General Case

5.1 Motivations

What we are planning to do in this section. In the previous two sections,

we considered the case when we have no prior information about the cluster
radii. Let us now consider the general case, when we have some information
about these radii.
Main idea. The main objective of the potential function is to formalize statements of the type \x is close to y". These statements form an important part
of expert knowledge about the quantity x.
One expert may say that the unknown value of x is close to, say, an object
(1:0 2:5 3:0) another expert may say that x is close to (0:9 2:2 2:8). We would
like to be able to take both expert estimates into consideration. In other words,
we must take into consideration the possibility that one expert says \x is close
to y1 ", another says that \x is close to y2 ", and the resulting expert statement
about x is \x is close to y1 and x is close to y2 ".
The statement \x is close to y1 " is described by a function f(x ; y1 ) the
statement \x is close to y2 " is described by the function f(x ; y2 ) thus, the
conjunction of these two statements can be described as f& (f(x ; y1 ) f(x ; y2 ))
for an appropriate t-norm (\and"-operation) f& (a b).
Thus, if we are looking for a family of functions of the type fi (x) =
f(x ; y), then we must require that this family be closed under some t-norm,
i.e., if two functions f1 (x) and f2 (x) belong to this family, then the combination
f& (f1 (x) f2 (x)) describes the situation when two experts independently express
statements that correspond to f1 (x) and f2 (x).
Let us consider the simplest possible strictly Archimedean t-norm. It
is reasonable to restrict ourselves to strictly Archimedean t-norms because it is
known that every t-norm can be approximated, with an arbitrary accuracy, by
strictly Archimedean t-norms 40].
It is known that strictly Archimedean t-norms are isomorphic to the algebraic
product f& (a b) = a  b (see, e.g., 41, 28]). Therefore, without losing generality,
we can assume that the t-norm is actually the product. Thus, we will assume
that our family of functions F is closed under multiplication: if f1 (x) 2 F and
f2(x) 2 F , then f1 (x)  f2(x) 2 F.
It is also reasonable to require that the family F contain the function f(x) =
1 that corresponds to the absence of expert information about x.
Terminological comment. In mathematics, families of functions that are closed
under multiplication are called multiplicative semigroups. Semigroups that contain 1 are called semigroups with unity. Thus, in mathematical terms, the above
requirements can be reformulated as the requirement that the familyof functions
F be a multiplicative semigroup with unity.
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We want a nite-parametric family. We are interested in having a family

of functions that would enable us to describe any possible knowledge. Since our
nal goal is to use that information for automated classication, these functions
must be representable in a computer, i.e., we must have a function with several
adjustable parameters that would enable us to represent any function from F .
Since in nite time we can estimate the values of only nitely many parameters, we need a function with nitely many parameters. So the family F must
be nite-dimensional in the sense that xing the values of nitely many (m)
parameters would be su cient to pick any function from this family.
The optimality criterion must be shift-invariant and unit-invariant. If
we know the cluster radius, then the corresponding function f(x) is not unitinvariant. However, since this radius can be an arbitrary number, it is reasonable
to require that the optimality criterion that selects the best family be unitinvariant.
The desired family must contain the functions of the type f(x ; y) for all
possible y simply what we care about is the dierence between the values x and
y, the optimality criterion should not change if we simply use dierent starting
points for measuring xk , i.e., replace x by x~ = x + a, because this shift does not
change the dierence: x~ ; y~ = (x + a) ; (y + a) = x ; y.
Now, we are ready for the formal denitions.

5.2 Denitions and results

We will from here on adopt the following denition of a family of potential
functions.

De nition 9.

 By a family we will understand a set of smooth everywhere positive mem-

bership functions de ned on Rs.
 A family F is called a multiplicative semigroup with unity if 1 2 F , and if
for every two functions f g 2 F, their product f  g also belongs to F.
 We say that a family is m-dimensional, where m is an integer, if there
exists a connected open region U in an m-dimensional space Rm and a
dierentiable mapping f : U Rs ! 0 1] such that F coincides with the
set of all functions x ! f(~c x) for dierent ~c 2 U.

Comment. This denition describes in mathematical terms that we need to x
m parameters to describe a function from F.
Denotation. The set of all m-dimensional multiplicative semigroups with unity
will be denoted by m .
Comment. In the present section, we consider optimality criteria on the set m
of all m-dimensional multiplicative semigroups with unity.
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De nition 10. Let a 2 Rs be an arbitrary vector.

~ = f(x + a).
 By a a-shift of a function f(x) we mean a function f(x)
 By a a-shift of a family of functions F we mean the family consisting of

a-shifts of all functions from F.
Denotation. a-shift of a family F will be denoted by Sa (F).
De nition 11. We say that an optimality criterion on m is shift-invariant if
for every two families F and G and for every vector a 2 Rs , the following two
conditions are true:
i) if F is better than G in the sense of this criterion (i.e., F  G), then
Sa (F )  Sa (G)
ii) if F is equivalent to G in the sense of this criterion (i.e., F  G), then
Sa (F )  Sa (G).
Theorem 3. If a multiplicative semigroup with unity F is optimal in the sense

of some optimality criterion that is nal, unit-invariant, and shift-invariant,
then every function f(x) from this family F has the form exp(;P(x)) for some
polynomial P(x) = P (x1 : : : xs).
Comment. To justify the use of Gaussian functions, we can now use rotation

invariance:

Corollary. If a multiplicative semigroup with unity F is optimal in the sense
of some optimality criterion that is nal, unit-invariant, and shift-invariant,
then every rotation invariant function f(x) from this family F has the form
f(x) = C exp(;1  jxj2 ; 2  jxj4 ; : : : ; k  jxj2k) for some real numbers
1 : : : k .
Comments.
 In practice, the coe cients i will be chosen according to available cluster

radius information. In some sense, the cluster radius is related to the
resolution of the data. As such, since the resolution is more fundamental,
the i will be determined from the knowledge of the resolution.
 The simplest possible potential function of this type is when only one of the
non-trivial coe cients i is dierent from 0. In this case, we get a Gaussian potential function. Thus, our general approach provides a precise
mathematical justication for (successful) Gaussian potential functions
used in 11, 12].
 In this general case, we can use only potential functions whose values are
from the interval 0 1], so, there is no need for values outside this interval.
 For fuzzy control, a similar justication of Gaussian membership functions
was proposed in 32, 34, 35, 36]
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6 Optimal Consistent Potential Functions

What we are planning to do in this section. In the previous section, we

considered arbitrary potential functions, and chose a potential function that is
optimal with respect to some reasonable criterion.
It may be reasonable, however, instead of considering arbitrary possible potential functions, to impose some conditions on potential functions, and select
the best only among the potential functions that satisfy these additional conditions. In this section, we will describe what happens if we impose one of these
conditions: consistency.
Main idea. Let us assume that the potential function is rotation invariant, i.e.,
that f(x ; y) = f0 (jx ; yj) for some function f0 (r) of one variable. The value
f0(r) describes, crudely speaking, the expert's degree of belief that objects x
and y are close if jx ; yj r.
The notion of closeness is a fuzzication of the crisp notion of equality.
Equality is transitive: if x is equal to y, and y is equal to z, then x is equal to
z. For closeness, it is natural to impose a similar requirement: if x is close to y,
and y is close to z, then x is close to z. In other words, if we know the degree
of belief d1 that x is close to y, and the degree of belief d2 that y is close to z,
then x is close to z with at least the degree of belief f& (d1  d2) = d1  d2.
Each degree of belief d in closeness can be reformulated in terms of the
corresponding distance, i.e., distance r for which f0(r) = d. So, if the degree of
belief d1 corresponds to distance r1 (in the sense that f0 (r1) = d1 ), and degree of
belief d2 corresponds to the distance r2 (in the sense that f0 (r2 ) = d2 ), then the
original knowledge about the closeness between x, y, and z can be expressed
as follows: we know that jx ; yj r1, and we know that jy ; z j r2. In
this case, geometrically, the only thing we can conclude about x and z is that
jx ; z j r1 + r2. This conclusion correspond to the degree of belief f0 (r1 + r2).
Thus, for the statement \x is close to z", we have two dierent dierent
degrees of belief:
 the degree d1  d2 = f0 (r1)  f0 (r2 ) that comes from fuzzy logic, and
 the degree f0 (r1 + r2 ) that comes from geometry.
It is reasonable to require that these two approaches be consistent and thus,
that the corresponding degrees coincide: f0 (r1 + r2) = f0 (r1)  f0 (r2 ). Such
consistent potential functions are easy to describe:
De nition 12. A continuous rotation invariant potential function f(x) =
f0(jxj) is called consistent if for every r1 r2 > 0, we have
f0 (r1 + r2 ) = f0 (r1 )  f0 (r2):
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Theorem 4. Every consistent potential function has the form
f(x) = exp(;  jxj)
for some real value .
Comment. Thus, we have justied the use of these functions in 49, 50]. Again,

the constant  will in practice be chosen according to the cluster radius information or, more fundamentally, the prescribed resolution of the data.

7 Proofs

7.1 Proof of Theorem 1

This proof is based on the following auxiliary result of independent interest:

Proposition 1. If an optimality criterion is nal and unit-invariant, then

the optimal family Fopt is also unit-invariant, i.e., R(Fopt ) = Fopt for every
number .

Proof of Proposition 1. Since the optimality criterion is nal, there exists a

unique family Fopt that is optimal with respect to this criterion, i.e., for every
other F :
 either Fopt  F
 or Fopt  F .
To prove that Fopt = R (Fopt ), we will rst show that the re-scaled family
R(Fopt ) is also optimal, i.e., that for every family F:
 either R(Fopt )  F
 or R(Fopt )  F.
If we prove this optimality, then the desired equality will follow from the fact
that our optimality criterion is nal and therefore, there is only one optimal
family (so, since the families Fopt and R(Fopt ) are both optimal, they must be
the same family).
Let us show that R(Fopt ) is indeed optimal. How can we, e.g., prove that
R(Fopt )  F ? Since the optimality criterion is unit-invariant, the desired
relation is equivalent to Fopt  R;1 (F). Similarly, the relation R(Fopt )  F
is equivalent to Fopt  R;1 (F).
These two equivalences allow us to complete the proof of the proposition.
Indeed, since Fopt is optimal, we have one of the two possibilities:
 either Fopt  R;1 (F ),
 or Fopt  R;1 (F).
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In the rst case, we have R(Fopt )  F in the second case, we have R (Fopt ) 
F.
Thus, whatever family F we take, we always have either R (Fopt )  F , or
R(Fopt )  F . Hence, R(Fopt ) is indeed optimal and thence, R(Fopt ) = Fopt .
The proposition is proven.
A similar statement is true for rotation invariance. Similarly, we can
prove that if an optimality criterion is nal and rotation-invariant, then the
optimal family Fopt is also rotation-invariant, i.e., T (Fopt ) = Fopt for every
rotation T.

Conclusions: the optimal family is unit-invariant and rotation invariant. Let us now prove the theorem. Since the criterion is nal, there exists an
optimal family Fopt = fC  f(x)g. Due to the Proposition, the optimal family is
unit-invariant and rotation-invariant.
Using rotation invariance. In particular, since f(x) 2 Fopt , rotation invariance means that for every rotation T, the function f(Tx) also belongs to the
optimal family, i.e., that for every T, there exists a real number C(T) such that
f(Tx) = C(T)  f(x)

for all x 2 Rs .
Since the function f(x) is assumed to be dierentiable (hence, continuous),
we can conclude that the ratio C(T ) = f(Tx)=f(x) is a continuous function of
T.
Let us consider a rotation T that is a composition of two other rotations
T = T1  T2 . Then, the above equality takes the form
f(T1  T2 (x)) = C(T1  T2 )  f(x):
On the other hand, we can apply a similar equality rst for T2 , and then for T1 ,
thus getting
f(T2 x) = C(T2)  f(x)
and
f(T1  T2 (x)) = f(T1 (T2 x)) = C(T1 )  f(T2 x) = C(T1 )  C(T2)  f(x):
Comparing the two formulas for f(T1  T2 (x)), we conclude that C(T1  T2 ) =
c(T1 )  C(T2).
Similarly, we can conclude that for every sequence of n rotations, we have:
C(T1  : : :  Tn ) = C(T1)  : : :  a(Tn ):
In particular, if we take T1 = : : : = T2n+1 = rotation by an angle 2 =(2n + 1)
around the same axis, we have an identity transformation id as T1  : : :  T2n+1
(for which C(id) = 1), and therefore, C 2n+1(Ti ) = 1. Hence, C(Ti ) = 1.
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An arbitrary rotation by an angle 2  p=(2n + 1), with integer p and n, can
be represented as a composition of p rotations by an angle 2 =(2n + 1). For
each of these angles, as we have already shown, C = 1. Therefore, for their
composition, we also have C(T) = 1.
Let us now show that C(T) = 1 for an arbitrary rotation T . Indeed, let 
be this rotation's angle. The real number =(2 ) can be represented as a limit
of rational numbers p=(2n + 1) therefore, the angle  is equal to the limit of
angles 2  p=(2n + 1), and hence, the rotation T can be represented as a limit
of rotations Tk by angles 2  p=(2n + 1). We already know that for all these
rotations, C(Tk ) = 1, and since the function C(T) is continuous, we conclude
that C(T) = 1 for an arbitrary rotation T, i.e., f(Tx) = f(x).
Every two points x x0 from Rs for which jxj = jx0j can be transformed
to each other by an appropriate rotation T around 0, i.e., Tx = x0 . Hence,
f(x0 ) = f(Tx) = f(x). Thus, the value f(x) can depend only on the length jxj
of the vector x, i.e., f(x) = f0 (jxj) for some function f0 (r) of one real variable.
Using unit invariance. To determine the exact type of this dependence, let
us use the unit-invariance. From unit-invariance, it follows that for every ,
there exists a real number A() for which f(  x) = A()  f(x). Substituting
the expression of f(x) in terms of f0 (r), we conclude that
f0 (  r) = A()  f0 (r)
for every two positive real numbers r  > 0.
Since the function f(x) is dierentiable, we can conclude that the ratio
A() = f(  x)=f(x) is dierentiable as well, and that the function f0(r) is
also dierentiable for r > 0. Thus, we can dierentiate both sides of the above
equation with respect to , and substitute  = 1. As a result, we get the
following dierential equation for the unknown function f0 (r):
r  dfdr0 =   f0 
where by , we denoted the value of the derivative dA=d taken at  = 1.
Moving terms dr and r to the right-hand side and all the term containing f0 to
the left-hand side, we conclude that
df0 =   dr :
f0
r
Integrating both sides of this equation, we conclude that ln(f0 ) =   ln(r)+C for
some constant C, and therefore, that f0 (r) = const  r. Thus, f(x) = f0 (jxj) =
const  jxj. The theorem is proven.

7.2 Proof of Theorem 2

Similarly to the proof of Theorem 1, we conclude that since the function f(x)
is rotation invariant (i.e., f(Tx) = f(x) for all rotations T around 0), then
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f(x) = f0 (jxj) for some function f0 (r) of one real variable r. Such rotationinvariant solutions of Laplace equation are well known (see, e.g., 10, 48]) and
lead to the desired expression for the potential function f(x).

7.3 Proof of Theorem 3

The optimal family exists and is invariant. Similarly to Proposition 1,

we can conclude that the optimal family Fopt exists, and that this optimal
family is unit-invariant, and that this family is shift-invariant in the sense that
Fopt = Sa (Fopt ) for all vectors x 2 Rs.
From multiplicative to additive semigroup. Let's simplify the problem a
little bit. A family F is closed under multiplication, i.e., it contains a product of
every two of its elements. There is a well-known way to go from multiplications
to a simpler operation (addition): namely, if we consider logarithms instead
of the original membership functions, then the set of these logarithms will be
closed with respect to addition (i.e., contains a sum of any two of its elements),
because log(ab) = log(a) + log(b). We can always consider logarithms, because
we consider only positive membership functions.
So let us consider the set L of all functions of the type log(f(x)), where
f(x) 2 F. Let's rst prove that the set L is closed under addition, i.e., if
l1  l2 2 L, then l1 + l2 2 L. In mathematical terms we can express it by saying
that L is an additive semigroup.
Indeed, if l1 2 L, then by the denition of L, we have l1 = log(f1 ) for some
f1 2 F  here f1 = exp(l1 ), so this is equivalent to saying that exp(l1 ) 2 F.
Likewise, from l2 2 L we conclude that exp(l2 ) 2 F. Since F is closed under
multiplication, we conclude that the product exp(l1 )  exp(l2 ) also belongs to F .
Therefore, log(exp(l1 )  exp(l2 )) 2 L, but this logarithm is precisely l1 + l2 .
L is an invariant m-parametric family. From the fact that a family F is
invariant we conclude that if a function l(x) belongs to L, then for every  > 0
and a the functions l(  x) and l(x + a) also belong to L. So, L is invariant.
F is an m-dimensional family, i.e., it could be obtained by choosing values
of parameters ~u 2 Rm of some function f(~u x) in a connected open region. All
functions from L are just logarithms of functions from F, so they are obtained
from log f(~u x)) for dierent values of ~u. Therefore, L is also an m-dimensional
family.
From an additive semigroup to an additive group. Let us now consider
the set D of all the functions p(x) that can be represented as dierences between
the two functions from L, i.e., the set of all the functions of the type p(x) =
l1 (x) ; l2 (x) for some li 2 L.
Let us prove that this set D is a group under addition. We must prove that
0 2 D, that if p 2 D, then ;p 2 D, and that if p and q belong to D, then
p + q 2 D.
Since 1 2 Fopt, we have 0 = log(1) 2 L and hence, 0 = 0 ; 0 2 D.
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If p belongs to D, this means that p = l1 ; l2 , where li 2 L, but in this case
;p = l2 ; l1 and, therefore, ;p also belongs to D.
Finally, if p 2 D and q 2 D, this means that p = l1 ; l2 and q = m1 ; m2 ,
where li 2 L and mi 2 L. In this case, p + q = (l1 + m1 ) ; (l2 + m2 ), where

both sums l1 +m1 and l2 +m2 belong to L, because L is an additive semigroup.
Thus, p + q 2 D.
D is an invariant nite-parametric family. It is easy to show that if
p(x) 2 D, then p(x + a) 2 D and p(  x) 2 D for any a and  > 0.
Indeed, if p(x) 2 D, then p(x) = l1 (x) ; l2 (x) for some li (x) 2 L. Since
li (x) 2 L, we have l1 (x + a) 2 L and l2 (x + a) 2 L, and, therefore, their
dierence l1 (x + a) ; l2 (x + a) also belongs to D, but this dierence is equal to
p(x + a). For p(  x), the proof is similar.
Let us now show that the family D is nite-parametric. Indeed, since we
need m parameters to describe l1 and m to describe l2 , we need to have at
most 2m parameters to describe any function from D, so D is a 2m-dimensional
family.
D is a linear space. So D is a continuous nite-dimensional additive subgroup
of the group of all functions. All such subgroups are known: they are linear
subspaces. So we come to a conclusion that D is a nite-dimensional linear
space.
This means that there exists a nite set of functions p1(x) p2(x) : : : pr (x)
from D (they are called a basis) that are linearly independent, and such that
any other function from D can be
P represented as a linear combinations of the
functions from this base, i.e., as Ci  pi (x) for some coe cients Ci .
Let us use shift-invariance. Shift-invariance means that if e(x) 2 D, then
e(x + a) 2 D (i.e., the shifted function e(x + a) can be represented as a linear
combination of the basis functions pj (x)). In particular, since each function
pi(x) belongs to the family D, we conclude that for every a 2 Rs , there exist
values Ci (a) for which
pi (x + a) = Ci1(a)  p1(x) + : : : + Cir (a)  pr (x):
If we take r dierent values of x, then the corresponding equations form a system
of r linear equations to determine r coe cients Ci1(a) : : : Cir (a). The wellknown Cramer's rule describes the solution of a system of linear equation as a
ratio of two determinants. Since pj (x) are dierentiable functions, we can thus
conclude that the functions Cij (a) are dierentiable too.
Since both sides of the equation in concern are dierentiable, let us dierentiate both sides with respect to al , and then substitute a1 = : : : = as = 0. As a
result, we get the following system of dierential equations:
r
@pj (x) = X
cjkl  pk (x)
@xl
k=1
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where we denoted

1
s
cjkl = @Cjk (a@a l: : : a ) ja1 =:::=as =0 :

If we x all the variables but one (e.g., except for x1), we conclude that the
functions p1 (x1) : : : pr (x1) satisfy a system of linear dierential equations with
constant coe cients. A general solution of such a system is well known (see,
e.g., 2]): it has a form
pj (x1) =

X

p

Ajp  exp(p  x1)  (x1 )kp 

where p are complex numbers (eigenvalues of the coe cient matrix), Ajp are
complex numbers, and kp are non-negative integers.
If we take into consideration the dependence on x2, then all the coe cients
should depend on x2, i.e.,
pj (x1  x2) =

X

p

Ajp (x2)  exp(p (x2)  x1 )  (x1)kp (x2 ) :

Since the dependence on x2 is smooth (hence, continuous), and kp is an integer,
we conclude that kp is a constant: kp(x2 ) = kp . The dependence on all other
coe cients on x2 can be determined from the fact that, similarly, for a xed x1,
we must have a similar expression in terms of x2:
pj (x2) =

X 0
Ajp  exp(0p  x2)  (x2 )kp0 :
p

Thus, the only possible
dependence of Ajp on x2 is a dependence of the type
0
k
exp(0p  x2)  (x2) p , and the only possible dependence of p on x2 is linear, i.e.,
we get
pj (x1  x2) =

X

p

Ajp  exp(p1  x1 + p2  x2 + 0p  x1  x2)  (x1 )kp1  (x2 )kp2 :

Similarly, for s variables, we get
pj (x1  : : : xs) =

X

p

Ajp  exp(Bjp (x1  : : : xs))  Mjp(x1  : : : xs)

where each Bjp is a multi-linear function, and Mjp is a monomial.
Let us now use unit invariance. Due to unit invariance, if pj (x) belongs to
the family D, then, for every  > 0, the re-scaled function pj (  x) also belongs
to D.
If the term Bjp is dierent from constant, e.g., if we have Bjp (x) = c  x1 +: : :,
then for dierent , we have innitely many linearly independent functions
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pj (  x), all within the same nite-dimensional linear space, which is impossible.
Thus, each terms Bjp is a constant, and therefore, each function pj (x) is a
polynomial.
So, every function e(x) from the set D is a linear combination of polynomials
and hence, a polynomial itself. Since L  D, we can conclude that all elements
of the family L are also polynomials.
By denition of the family L, every function f(x) 2 Fopt has the form
exp(l(x)) for some l 2 L and thus, this function has the form exp(;P(x)) for
some polynomial P(x) = P(x1 : : : xs).
Since we started with a representation in which the coe cients Ajp  : : : were
complex numbers, we can only conclude that P(x) = c+c1  x1 +: : :+cs  xs +c11 
(x1)2 + c12  x1  x2 + : : : is a polynomial with complex coe cients. Let us show
that these coe cients are real numbers. Indeed, the function f(x) is positive,
therefore, P (x) = ;ln(f(x)) is a real number for all x. So, for all x, the values
of the polynomial P(x) are real numbers. It is known that the coe cients of a
polynomial can be obtained from its values, namely:
 The free term c can be computed as c = P(0 : : : 0) since the polynomial
takes real values, the coe cient c is a real number.
 the coe cients ci at xi can be dened as rst partial derivatives of the
polynomial P with respect to xi , taken at the point x1 = : : : = xs = 0.
Since the polynomial P takes real values only, its rst derivatives are also
real numbers, and therefore, the coe cients ci are real numbers.
 Similarly, the coe cients cij at xi  xj can be computed from the second derivatives of the polynomial P and are, therefore, real values the
coe cients cijk can be computed from third derivatives, etc.
Thus, all the coe cients of the polynomial P (x) are real numbers. So, f(x) =
exp(;P(x)) for a polynomial with real coe cients. The theorem is proven.
Proof of the Corollary. According to Theorem 3, every function f(x)
from the family F has the form f(x) = exp(;P (x)) for some polynomial
P(x) = P(x1 : : : xs). This function is rotation-invariant if and only if the
corresponding polynomial P(x) is rotation-invariant.
Rotation invariance means that P(x) = P (Tx) for every rotation T around
0. Every two points x and x0 for which jxj = jx0j can be transformed into each
other by an appropriate rotation T around 0: x0 = T x. Therefore, if jxj = jx0j,
we have P(x) = P(x0). Thus, the value of the polynomial P(x) = P(x1 : : : xs)
only depends on jxj: P(x) = P0(jxj) for some function P0(r) of one real variable.
For every real number r, we can construct a vector xr = (r 0 : : : 0) for
which jxr j = r. For this vector, P0 (r) = P(xr ) = P (r 0 : : : 0). Since P is a
polynomial of all its variables, we can thus conclude that Po (r) = P(r 0 : : : 0)
is also a polynomial, i.e., that P0(r) = b0 + b1  r + b2  r2 + : : : + bp  rp for
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some integer p. Thus, the function P(x) = P0(jxj) takes the form P(x) =
b0 + b1  jxj + b2  jxj2 + : : : + bp  jxjp.
This expression P (x) must be a polynomial of all its variables. Even terms
in the above expression are polynomials: indeed, jxj2 = (x1 )2 + : : : + (xs )2
ispa polynomial, and thus, so is jxj2i = (jxj2)i . However, odd terms like jxj =
(x1 )2 + : : : + (xs )2 and jxj2i+1 are not polynomials. Thus, the only possibility
for a function P (x) to be a polynomial is when all these odd terms are equal
to 0. In this case, P (x) is a linear combination of the even powers of jxj:
P(x) = 0 + 1  jxj2 + 2  jxj4 + : : : + k  jxj2k for some k. Thus, if we denote
C = exp(;0 ), we get the desired expression for f(x) = exp(;P(x)).

7.4 Proof of Theorem 4

It is known (see, e.g., 1]), that every continuous solution to the functional
equation f0 (r1 + r2) = f0 (r1)  f0 (r2) has the form f0 (r) = exp(;  r) for some
real value . Hence, f(x) = f0 (jxj) = exp(;  jxj). The theorem is proven.
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