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Big data processing is rapidly growing in recent years due to the immediate demanding of many 
applications. This growth compels industries to leverage scheduling in order to optimally 
allocate the resources to the big data streams which require data-driven big data analysis. 
Moreover, optimal scheduling of big data stream process should guarantee the QoS requirements 
of computing tasks. Execution time of tasks within the streams is specified as one of the most 
significant QoS factors.  
In this paper, I will introduce the currently widely used stream processing framework Storm, a 
distributed real-time computation platform, and study the scheduling and execution strategies of 
big data stream processes within it. First, a queueing theory approach to the modeling of the 
streams as a collection of sequential and parallel tasks is proposed. It is assumed that 
heterogeneous threads are required to handle various big data tasks such as processing, storing 
and searching which may have quite general service time distributions. Then, with the proposed 
model, an optimization problem is defined to minimize the total number of resources required to 
serve the big data streams while guarantying the QoS requirements of their tasks. An algorithm is 
also proposed to mitigate the complexity order of the optimization problem.  The objective of 
this research is to minimize the stream processing resources in terms of threads with constraints 
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over the task waiting time of the application tasks. I apply the proposed scheduling algorithm to 
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Cloud computing has already led a great revolution in traditional Information Technology (IT) 
industry, it helps developers and companies overcome the lack of capacity in hardware (e.g. CPU 
and storage) and allows users indicate resources through the Internet in an on-demand fashion 
[0][2]. Meanwhile, big data concept grows in an extravagant rate due to the development of 
cloud-based video services like Netflix, social networks such as Facebook and file sharing 
applications including Dropbox, all these applications interact with the users frequently. 
According to the 2011 International Data Corporation (IDC) report, the total produced and 
copied data all around the world was 1.8ZB, which increased by nearly nine times in five years. 
And according the research of [3], it is predicted that, in the near future, this amount will be 
doubled every two years.   
The massive volume of data processing, for instance, Facebook collect and analyze more than 
700TB data set daily, makes traditional database with the strategy of decision-support no longer 




1.1.1 Big Data 
Big data is a widely used but often being misunderstood concept. There is no common definition 
of big data which is universal agreed, but in general, it shall presents massive data sets that in a 
tolerable time could not be captured, managed, or processed by traditional processing 
applications. 
With the definition which Apache Hadoop made in 2010 that big data is “datasets which could 
not be captured, managed, and processed by general computers within an acceptable scope”, 
McKinsey Global Institute, a global consulting agency, announced big data as the next frontier 
for innovation, competition, and productivity in 2011 [5]. From their definition, big data means 
the dataset that could not be acquired, stored, or managed by traditional database software due to 
their inadequate of capability. This definition includes two important features: First, the volumes 
of big data are changing, and will growing rapidly over time or with the development of 
technology. Second, in different applications the volume of big data should be different from 
each other. At present, big data generally ranges from TB to PB, however, from the definition 
given above, it is showed that the dataset volume is not the only important factor for big data, the 
increasingly growing data scale and its characteristic that cannot be handled by traditional 
database are two critical key features. 
In fact, as early as 2001, in [6] and related researches, the data growth challenges and 
opportunities were given and defined as being three-dimensional, which are volume, velocity, 
and variety. These three dimensions (referred to 3Vs commonly) can be described as follows: 
1. Volume refers to the amount of the data. The massive volumes of data that researchers 
and industries currently dealing with has required considering new storage and 
processing strategies in order to develop the tools which is needed to properly analyze it. 
2. Velocity addresses the speed at which the data is generated and processed to meet the 
demands and challenges that lie in the path of growth and development. And it should be 
mentioned that, the velocity between batch processing, which works on historical data, 
and stream processing, which analyzes the data in real-time as it is generated, has several 
differences. This also implies to the rate of change of data, which is especially relevant in 
the area of stream processing. 
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3. Variety presents the issue of disparate and incompatible data formats. It indicates the 
various types of data, which include semi-structured and unstructured data such as audio, 
video, webpage, and text, as well as traditional structured data. Data can be retrieved 
from many different sources and take on many different forms, and it may take a 
significant amount of time and effort just in the preparation of analysis. 
In 2012, the definition was updated to “Big data is high volume, high velocity, and/or high 
variety information assets that require new forms of processing to enable enhanced decision 
making, insight discovery and process optimization.” And from [7], a new V “Veracity” should 
be extended to describe the big data, which presents the quality of captured data can vary great, 
which may affect accurate analysis.  
However, compared to the 3V model, in 2011, International Data Corporation (IDC), one of the 
most influential research organizations in big data proposed that “big data technologies describe 
a new generation of technologies and architectures, designed to economically extract value from 
very large volumes of a wide variety of data, by enabling the high-velocity capture, discovery, 
and/or analysis” [8]. And this definition summarized the characteristics of big data as a 4V 
model, i.e., Volume, Variety, Velocity and Value. The fourth V “Value” points out the meaning 
and necessity of big data is exploring the huge hidden values from datasets with an enormous 
scale, various types, and rapid generation, which makes the 4Vs model widely recognized. 
The definition of big data has been discussed fiercely from both academia and industry for a long 
time. In [9], the existing definitions of big data were classified into three categories: Attribute 
Definition, Comparative Definition and Architectural Definition. It also presented a big data 
technology map that illustrates its key technological evolutions. 
1.1.2 Big Data Challenges 
It was the first appearance of discussion about big data in modern computing in [10], although 
the research there was focused on data visualization, but the observations about the big data 
problem can easily be extended to general data analytics and machine learning. According to the 
paper, the big data problem consists of two distinct issues: 
1. Big data datasets are the collection of datasets which could be processed individually; 
however, when they come together, for traditional hardware/software, the ability for 
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managing the collection would be inadequate. The data in the datasets could come from 
different sources, may be in various formats, and are stored in separate physical sites and 
in different types of repositories. 
2. Big data objects are individual datasets which are too large to be processed by standard 
algorithms on available hardware and normally, they come from a single source. 
The rapidly growing volume on data around the world these days brings huge challenges and 
opportunities on the area about data retrieving, storage, management and analysis. Relational 
database management system (RDBMS) is the one which traditional data process and analysis 
systems are based on. However, such RDBMSs only apply to the structured data, other than the 
case in big data which commonly is considered as unstructured data, which makes it apparently 
that the traditional RDBMSs are inadequate in handling the huge volume of big data. And for 
solving this problem, a lot of researches has been done to accomplish the achievement, which 
motive the appearance of cloud computing. In order to solve permanent storage and management 
of large-scale disordered datasets problems, distributed file systems like Hadoop Distributed File 
System (HDFS), Google File System (GFS) and NoSQL databases such as MongoDB and 
Apache River are good choices. Such programming frameworks have achieved great success in 
processing clustered tasks.  
Before developing big data applications, there are several key challenges should be considered 
first: 
1. Data representation: the difference in the type, structure and accessibility of datasets 
make it more meaningful to have a better data representation in computer analysis and 
user explanation. Efficient data representation shall reflect data structure, class, and type 
which make efficient operation possible. However, on the other hand, a chaos 
presentation of data makes it difficult and increase the cost in processing and analyzing. 
2. Redundancy reduction and data compression: normally, when raw data comes into the 
system, it always comes with the high level of redundancy [11]. It would be pretty 
efficient if that is possible to reduce the redundancy or make a better compression of 
metadata.  
3. Data life cycle management: the big data generating rate is overpowered when it 
compares to the traditional storage system ability, it makes the current storage system 
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could not afford such massive data. Therefore, it would be important to decide which data 
shall be stored and which data shall be discarded to make the data storage valuable. 
4. Analytical mechanism: the time for big data system to process the analysis is limited. 
However, RDBMSs are designed with a lack of scalability and expandability, which 
could not meet the performance requirements. NoSQL databases show their advantages 
in the situation of unstructured data and become main storage system in big data analysis. 
Even with the help of NoSQL, there are still some problems about performance and 
particular applications. To solve the problem, some enterprises have utilized a mixed 
database architecture that integrates the advantages of both types. More researches are 
focusing on the in-memory database and sample data based on approximate analysis. 
5. Data confidentiality: most big data service providers at present could not manage or 
analyze such huge datasets on their own because of the limited capacity of unique 
platform. It is considerable to do the processing with the help of professional tools. And 
in this case, the transmission of big data to a third party may cause the concern about data 
safety and security. 
6. Energy management: the energy consumption of processing the data has always being 
the important fact which drawn much attention from both economy and environment 
perspectives. With the increment of data volume and analytical demands, the processing, 
storage, and transmission of big data will inevitably consume more and more electric 
energy. Therefore, system-level power consumption control and management mechanism 
shall be established for big data while the expandability and accessibility are ensured. 
7. Expendability and scalability: it is important to make sure that the produced big data 
system could meet the requirement not only for the current but also the future. The 
algorithm should have the ability in processing increasingly expanding and more 
complex datasets. 
8. Cooperation: big data is an interdisciplinary research, which requires experts in different 
fields cooperate together to explore the potential of big data. Therefore, it is important to 
establish a comprehensive network for scientists and engineers from different fields to 




Under this background, many Internet companies such as Google, Facebook and Twitter, which 
are all relies on the ability of processing large volume of data to drive their core business, have 
already applied their own big data processing framework.  
There are several big data processing platforms, however, when it comes to big data, it is 
Hadoop/MapReduce comes to the sight of people first. 
Hadoop was initially introduced in 2007 as an open source implementation of the MapReduce 
processing engine linked with a distributed file system. It is a framework for running 
applications on cluster. The Hadoop framework provides applications both reliability and data 
motion. Map/Reduce is the analysis strategy which Hadoop implemented in it, where the 
application is divided into many small fragments of work, each of which may be executed or re-
executed on any node in the cluster. In addition, the provided distributed file system (HDFS) that 
stores data on the compute nodes, providing high aggregate bandwidth across the cluster. Both 
MapReduce and the Hadoop Distributed File System are designed to ensure node failures can be 
automatically handled by the framework [12]. 
1.1.4 Storm 
Processing high volumes of data collected over a short period of time requires efficient, scalable 
data storage and computing platform. The typical processing platforms such as Hadoop are 
designed for batch-oriented data processing paradigm which requires separate programs for input, 
process and output. A batch processing system contains Map/Reduce and is generally more 
concerned with size and complexity of jobs than latency of computation. However, exponential 
growth of real-time applications in a large scale, where computations can be divided into 
independent tasks, urges a new computing paradigm called real-time stream processing platform. 
This type of platform is doing for real-time processing what Hadoop did for batch processing, 
facilitating the unbounded real-time stream processing of data. Scalability, fault-tolerance and 
data guarantee are the desired characteristics of this computing platform. Management capability 
of the computing nodes is another key factor in performance evaluation of the real-time stream 
processing platforms.  
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Despite this surge of interest in real-time stream computing, in comparison with batch processing, 
real-time stream processing platforms are relatively unfledged. Comparing to Hadoop, the most 
successful batch processing data intensive computing framework, Storm is a real-time distributed 
stream data processing engine at Twitter that powers the real-time stream data management tasks 
which are crucial to provide Twitter services [13]. Storm--developed under the Apache License--
is the pioneers of real-time stream processing systems, which is vastly applied in big data 
solutions. For instance, Twitter employs Storm to do the scalable processing in real-time in order 
to deal with over 500 million Tweets per day.  
Apache Storm is a free and open source distributed real-time computation system. Storm makes it 
easy to reliably process unbounded streams of data, doing for real-time processing what Hadoop 
did for batch processing and it can be used with any programming language [14]. Storm is 
designed to be: 
1. Scalable: It is important to make sure that the system is easy to add or remove nodes from 
a cluster without shutting down the whole topologies (which will be defined later). In 
Storm, in order to scale the topology, all the things that user need to do is to increase the 
number of resources (e.g. CPUs and Memory) into the topology and reset the parallelism 
setting. 
2. Fault-tolerant: The ability of fault-tolerant is extremely important for storm as it 
processes massive data all time and should not be interrupted by a minimal failure, such 
as hardware fail in a nodes of the storm cluster. Storm can redeploy tasks when it is 
necessary. 
3. Data guarantee: No data loss is one of essential requirements for a data processing 
system. The risk of losing data would not be accepted in the use of most fields, especially 
for those ask for accurate results. Storm makes sure that all the data would be processed 
as they are designed during their processing in the topology. 
4. Support of multiple programming languages: Storm allows programmers to define and 
submit the topology in any languages as the core of Storm is defined by Thrift. Spouts 




The appearance of Storm fills the hole of data processing technology in real-time streaming 
system.  
1.2 Motivation 
For the propose of saving time and money and taking advantage of remote resources, it is 
necessary to use parallel computing in data-intensive computing. However, considering volume 
and veracity, one of the main concerns related to the big data in parallel computing system is 
access efficiency. Resources of the cloud should be minimized in retrieving (read or write into) 
files process, the delay also should meet the users Service Level Agreement (SLA) constraints. 
As the number of cloud resources (e.g. bandwidth and servers) increases access efficiency 
decrease. The processing of data intensive applications devote most of their execution time in 
disk I/O and the randomness of the delay for retrieving data from the data and applying it to 
process may cause violation over the SLA constraint. 
Furthermore, cloud leverages limit the number of parallel threads to process tasks, but these 
threads may be failed due to the hardware or software problems. Hence, to avoid violating 
Quality of Service (QoS) constraints, data processing threads of QoS sensitive applications may 
be replicated. Thus, if software or hardware process corruption happens, the process of the 
running task will be continued in replicated threads. 
And considering the mentioned problems, it would be necessary to decide the number of threads 
for the different tasks in the Storm topology. Fortunately, Storm provides the feature of 
parallelism in an easy way for the user to pre-configure it in the cluster, as long as the numbers of 
threads for each component (Spout and Bolt, which will be introduced later) are pointed out 
clearly before the deployment of the topology according to what have been mentioned before. 
Thus, fine-grained analysis of big data streams helps model and optimize the performance of the 
real-time stream processing. 
 
1.3 Literature Review 
Storm is a distributed real-time computation system build for intensive data processing, when the 
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computation model fit streaming process, it provide the best performance. There are a lot of 
works have been done in the streaming process in web applications. A model studied the overall 
throughput and buffer need for streaming application on heterogeneous hardware in [19], and [20] 
developed a model based on a network of queues, where the queues represent different tiers of 
the application. 
With the development of cloud computing and big data technology, more and more research in 
parallel computing has drawn the attention of researchers. Vast number of papers addressed 
scalability and fault tolerance as the main objectives for designing and building stream processing 
applications. However, the objective of the research in this paper is to minimize the required 
resources of the stream was barely mentioned among those exist researches. One of the reference 
papers to model the stream processing is [21]. Based on the queuing network models, it is 
analyzed in [21] that the service time of tasks running on a parallel environment. Taking the same 
approach taken in [21], a few papers such as [22] and [23] introduced and developed some 
optimizations for stream processing. The modeling of the stream tasks proposed in this paper is 
similar to [21] and the proposed optimization problem stand on the shoulders of analysis of [22] 
and [23]. On the other hand, with the increasingly usage of Hadoop/MapReduce framework, 
several studies such as [24] describes a detailed set of mathematical performance models for 
describing the execution of a MapReduce job on Hadoop. A mathematically model based on 
closed queuing networks is proposed in [25], it predicts the execution time of the map phase of a 
MapReduce job. [26] presented a model-driven performance analysis approach for real-time 
streaming applications to pinpoint their controllable properties. Moreover, vast studies have been 
done on the cloud management platforms dedicated to low-latency processing. One of the main 
obstacles which increase the latency is retrieving the distributed file systems. Cloud system 
should leverage the number of parallel threads which are using in retrieving the chunks of files 
and processing the tasks of jobs. 
It was showed in [15] to [18] that the time for retrieving the chunks from cloud and processing 
the data may be approximated as exponential distribution. It is reasonable to use multiple server 
queuing models with different arrival data retrieving requests which server is corresponded to 
threads with exponentially distributed service time, [15] modeled the latency of cloud storages 
data retrieving. There is a trade-off between number of threads to retrieve data and data 
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downloading latency. Therefore, for different class of users according to their Service Level 
Agreement (SLA), different number of threads should be assigned. In this paper, I dig into this 
problem to find the most efficiency number of threads for each type of processes for the use of 
access. 
There are a lot of researches on stream processing that have been done in the web application 
context. [19] studied the overall throughput and buffer needed for streaming application on 
heterogeneous hardware. [20] developed a model based on a network of queues, where the 
queues represent different tiers of the application. The queuing modeling in this paper is close to 
the work in [20][21][25][32]. 
 
1.4 Contributions 
In this paper, first the structure and data model of Storm will be introduced and discussed in 
details. Then, the task running strategies in parallel computing will be described in order to get 
the service time of stream tasks. After that, different models for stream processing and its 
associated required resources are proposed and analyzed by using the queuing theory approach. 
According to [15]–[18], the task response time of stream process is exponentially distributed. 
Therefore G/M/c queues are used to model the performance of the threads in the data process.  
The analysis is then extended to systems with general arrival and service time distributions. 
Based on the proposed model, with the objective of minimizing the number of resources required 
to serve the stream, an optimization problem is defined. Finally, a heuristic algorithm is proposed 
to mitigate the complexity of the optimization problem. 
 
1.5 Thesis Organization 
This paper is organized as follows. 
Chapter 1 Introduction presents the introduction and motivation which shows the necessity to 
analysis real-time big data stream processing procedure in the Strom. 
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Chapter 2 Storm Overview gives the structure of the Storm, it analysis Storm in its architecture, 
stream working flow, grouping strategies, parallelism and the message guarantee method. 
Chapter 3 Modeling of the Storm illustrates the analytical model for the stream tasks, and then 
introduces the appropriate queuing models that could be used in analyzing the Storm real-time 
stream processing as well, in the same chapter, the optimization problem about minimize the 
resources of Storm is defined and solved in the end. 
Chapter 4 Experiment Results and Analysis validates the accuracy and effectiveness of the 
proposed model and algorithm with the help of experiment result.  













Storm is an open source distributed real-time computation system [13][14]. It is written in 
Clojure and Java. The cluster of Storm is Hadoop like, it fills the void of Hadoop/ MapReduce 
system which provide general framework for batch processing, and Storm provides a real-time 
stream processing framework. 
 
2.1 Storm Architecture 
Similarly like Hadoop runs “MapReduce jobs”, Storm runs “topologies” to perform their 
computation. However, unlike a MapReduce job in Hadoop which will finish eventually, the 
processing of a topology will never end unless the operation team decides to kill it. 
2.1.1 Nimbus 
There are two kinds of nodes, master node and worker node, working on a Storm cluster. The 
topologies are submitted to “Nimbus”, a daemon running on the master node. “Nimbus” works 
similar like the “JobTracker” in Hadoop, which is been treated as the link between the user and 
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the Storm system. It is used for distributing code around the cluster, assigning tasks to machines 
and monitoring failures. 
“Nimbus” is a set of Apache Thrift [27] implementation, and the topology definitions are Thrift 
objects with the combination of uploading a JAR (Java archive) file contains a class which builds 
a topology by using TopologyBuilder class. With the design of sending the Thrift object topology 
to “Nimbus”, the Storm topology can be written in any programming language. During the 
processing, the Nimbus tracks the topology and contacts with Supervisors using a heartbeat 
interval running on every nodes of the cluster to make sure that the topology is executing and 
figures out if there are any free resources. When starting a new topology on a Storm cluster, 
Nimbus schedules the tasks to free resources, and if there is no vacancy node available, it assigns 
the tasks to the most lightly workers. Once a Supervisor or one task is down, Nimbus will 
reassigns all the tasks running on the Supervisor’s worker or the task itself to other workers. And 
when there are available resources appear in the cluster, it rebalances the tasks running on the 
cluster to workers. 
However, once the Nimbus is down, there is no way for users to submit new topologies to the 
cluster, and it cannot reassign the tasks which experience black out during this period unless the 
Nimbus is rebooted. 
2.1.2 Supervisor 
Each worker node runs a daemon called the "Supervisor". The “Supervisor” listens for work 
assigned to its machine and starts and stops worker processes as necessary based on what Nimbus 
has assigned to it [14]. It also keeps tracking the running situation of the workers and restarts 
them when they failed. 
The “Supervisor” has three main events. The heartbeat event is scheduled to run in a predefined 
time interval. It monitors the health of the worker nodes, and reports if worker nodes are alive to 
the Nimbus. The synchronize supervisor event is responsible for managing the changes of the 
running topologies, including add new topologies into the Storm cluster and reassign exist tasks 
to free worker nodes. The synchronize process event manage the worker processes of the 
topology which running on node of the “Supervisor”. With the help of heartbeats, it records the 
workers situation as valid, time out, not started or disallowed. “Time out” state indicates that the 
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worker did not reply a heartbeat in the designed time range and should be assumed as dead nodes. 
“Not started” implies the worker is pending, either because of it belongs to a new submitted 
topology or move works which belong to an existing topology to the “Supervisor”. And the 
worker which has been noted as “disallowed” means it has been killed or being reassign to 
another node. 
2.1.3 Zookeeper 
Zookeeper [28] is responsible for the coordination between the “Nimbus” and the “Supervisor”. 
Figure 2.1 shows the communication between “Nimbus” and “Supervisors” through “Zookeeper”. 
The state of “Nimbus” and “Supervisor” and the configuration of Storm are kept in Zookeeper 
and local disk, this allows the work process forward even suffering a fail of “Nimbus” and 
restarts the workers if they are failed, this strategy provides incredible stable for the Storm cluster, 























2.1.4 Worker, Executor and Task 
The actual work of the topology is done on worker nodes. For each worker node (machine), it 
may run one or more worker processes, and for each worker process, it will only run as part of a 
single topology which means there may have several worker processes running on different 
topologies in a single worker node, however, for each worker process it can only run on a single 
topology. 
Each worker process runs a Java Virtual Machine (JVM), and several executors are running in it. 
Executor is thread running in the worker process, for each executor it may runs one or more same 
tasks in it. In Figure 2.2 we show a worker process on a worker node. This design is the key to 
implement the parallelism and scalable of the Storm framework, it will be described it briefly 
later. A task is the instance of a Spout or a Bolt, it does the actual data processing like query, 
logical computation and etc. The number of the tasks in a topology will be static after being 
assigned, however, the number of the executors can be modified dynamically during the running 








Figure 2.2: Worker Process 
 
2.2 Stream 
One topology is a directed graph of computation with the components of Spouts and Bolts. Each 
node (Spout or Bolt) in a topology performs the actual logical processing, and the edge between 
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nodes identifies the way how data should be transmitted between nodes. 
Stream is the core abstraction of Storm, it is consisted of unbounded sequence of tuples. The 
tuple is a named list of value, and the field of a tuple can be the object of any type. Spout in the 
topology performs the source of the stream for the topology. And usually, it extracts data from 
extra source, like message queue such as Apache Kafak [29], Kestrel [30] or Application 
Programming Interface (API) of Twitter and then emits the streams. Bolt is the task that takes the 
input streams and do analytical processing then, perhaps, emits new stream to other Bolts which 
are linked to them. Complex stream computation which requires multiple steps need multiple 
Bolts. Bolt can do anything from run functions, filter tuples, streaming aggregations, streaming 
joins, talk to databases, and so on. 
In Figure 2.3, one example of topology in Storm has been presented. Every nodes of the Storm 
topology executes in parallel. In the topology, the user can define the number of parallelism hint 
for each node, and Storm will spawn that number of threads across the cluster to do the execution. 
As for each executor in the worker process, there might be multiple tasks running inside of it, the 
task would support inter-topology parallelism and the executor would provide intra-topology 












2.3 Stream Grouping 
As Spouts and Bolts contain multiple same tasks and they are running in parallelism way in the 
Storm cluster, the Storm using different stream grouping strategies to decide how to send tuples 
between tasks. The shuffling strategies of the stream are shown in Figure 2.4, it indicates the way 
how a topology execute at task level. 
The following strategies are the shuffling methods which are provided by Storm: 
1. Shuffle grouping: This is the simplest kind of steaming strategy, it sends the tuple to 
every task with a same probability. 
2. Field grouping: It groups the stream by key value which is assigned to the tuple, by using 
this kind of grouping strategy, the tuple with same property could be shuffled together. 
3. All grouping: It replicates and sends all the tuples to every task in the downstream. 
4. Global grouping: It sends all the tuples to one and only one task. 
5. None grouping: In this strategy, it does not care about where to send the tuple, and 
currently, it performs the same as shuffle grouping. 
6. Direct grouping: This will let the user to decide which task will be responsible for 







Figure 2.4: Shuffling of the Stream 
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2.4 Parallelism of Storm Topology 
Remember that in a worker process there may have multiple executors, and in each executor it 
can contains multiple tasks. The parallelism of Storm is been supported in this design. 
It is shown in [31] that how Storm will arrange the parallelism dynamically. Storm configures 
multiple tasks in an executor (thread), and as there is only one thread for multiple Spout or Bolt 
instances, it can be running in sequence only. However, with the design of the number of 
executor can be changed during the execution procedure, when there are more resources available, 
the Storm could use the "storm rebalance" command to expand the topology without taking the 
topology offline. This provides the flexibility of the parallelism for Storm topology.  
Like Figure 2.5 shows, the parallelism hint of Spout A, Bolt B and Bolt C is 2, 2, 6 respectively. 
The total parallelism hint is 10 and the components are been spawned into 2 worker process, 
which means for each worker process there will be 5 threads running inside of it. After 
submitting and starting the topology, if there are more resources (e.g. new machine or released 
node) become available for the worker process, Storm could reassign the number of Bolt B 
executor into 2, which means that the Bolt B instances can run in parallelism instead of 
















Spout A Bolt B Bolt C
 
Figure 2.5: Storm Parallelism 
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2.5 Message Processing Guarantee 
For all the big data analysis applications, one critical factor for them is to provide message 
guarantee strategies. And from the beginning, Storm is designed to guarantee that each message 
coming off from a Spout will be fully processed.  
When processing a tuple which is emitted by a Spout, it may create new tuples by Bolts during 
the execution procedure, and all the tuples which are produced from the tuple before it leaves the 
system consist a tuple tree. Storm decides a tuple coming off a Spout as fully processed when the 
tuple tree of the original tuple has been exhausted and every message in the tree has been 
executed. A tuple will be considered failed when either one tuple or multiple tuples from the 
tuple tree could not be fully processed within a specified timeout.  
To make sure that all the tuples will be fully processed, Storm uses the bitwise XORs methods to 
achieve the goal. When one tuple enters the Spout, a 64-bit message id will be attached to it 
which will be used to identify it, and after processing, it may emit one or multiple tuples, then for 
each downstream produced tuples, another random 64-bit id number will also be given. Every 
tuple records the id of its original Spout tuple which it exists in their tuple trees. When 
transmitting a new tuple into a Bolt, the Spout tuple id from the ancestor of the tuple will be 
passed into the new tuple as well. Next, the tuple will be sent to Bolts and Storm will take care of 
tracking the tuple tree. Once the tuple is fully processed, Storm will call the ack method on the 
Spout task which sends the original tuple. However, if the tuple suffers a times-out, Storm will 
call the fail method on the Spout.  
When one message is sent into a Spout in the topology, the message will be marked as “pending”. 
A pending state indicates that the message is not ready to be taken off from the queue. And in the 
pending state, the message will not be able to be sent to other consumers. Then if the Spout call 
ack function, the pending message will be taken off from the queue, however, while a fail task is 
called, the message will be retransmitted into the Spout component. 
A specific acker Bolt will be used to track all the Spout tuple like the one which is shown in 
Figure 2.6. When a tuple is full processed, the acker who tracks the tuple will send a message to 
the Spout to ack the message. User can configure the number of ackers in the topology to provide 
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better processing. As the acker will track every tuples in the tuple tree, it may cause OOM (Out 
Of Memory) issue, the ackers will take a strategy that only requires a fixed amount of space per 
Spout tuple (about 20 bytes).  
An acker task stores a map from a Spout tuple id to a pair of values. The first value is the task id 
that created by the Spout tuple which will be used later to send completion messages. The second 
value is a 64 bit number called the "ack value". The ack value is a representation of the state of 
the entire tuple tree, no matter how big or how small.  
 
Spout A Bolt B Bolt C
Acker
 
Figure 2.6: Message Guarantee 
 
For each tuple in the tuple tree, there is a unique 64 bit number which will be assigned to it. 
When new tuples are been produced, they are XORed as the ack value and sent to the acker Bolt 
with the original tuple message id. When a tuple processed completely or acked, its message id 
and its original tuple message id will be sent to the acker Bolt. This acked tuple id is again 
XORed with the ack value. If the ack value goes to zero, it means that the tuple is fully processed 
and the acker Bolt sends the final ack to the Spout in order to admit the tuple. 
When an acker task sees that the ack value has become 0, it knows that the tuple tree is 
completed. Since tuple ids are random 64 bit numbers, the chances of an ack value accidentally 
becoming 0 is extremely small. Working with the math, at 10K acks per second, it will take 
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50,000,000 years until a mistake is made. And even then, it will only cause data loss if that tuple 







Chapter 3  
 
Modeling of the Storm 
 
In order to optimize the Storm cluster resources, it is critical to analysis the system first. In this 
section, the model which will be used in analyzing streaming processing will be introduced. 
Secondly, the tasks running strategies will be discussed as well, with modeling all those strategies, 
it makes it possible to calculate the service time of stream task in groups. These would be the 
fundament for calculating the tasks delay later. After that, according to the obtained service times, 
two queuing models for calculating the waiting time are proposed. Then, based on the proposed 
models, with the objective of minimizing the number of resources required to serve the stream, an 
optimization problem is defined. Finally, a heuristic algorithm is proposed to mitigate the 
complexity of the optimization problem. 
 
3.1 Model of Stream Processing 
Figure 3.1 shows the model that is used for the stream computing. In queueing network model, 
physical resources (processors, memory, network, etc.) will be considered as a service center. 
Modeling the physical resources in this way has been indicated as an appropriate method for 
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which could study the performance issue without including the detail of the real implementation 
[33]. 
A Storm topology can be modeled using the task graph, as shown in Figure 3.1. The nodes of the 
task graph represent the tasks of the parallel application and the edge of the graph link the nodes 
could be used to indicate the precedence constrains. A task corresponds to a series execution by a 
single processor and is specified by its service demands (or total mean service requirements) on 











Figure 3.1: Storm Topology 
 
This model is going to be used to study the system performance, and in this way, finding the 




3.2 Model of Task Strategies 
In order to analysis the performance of Storm topology, we need to build the task graph for it. As 
mentioned before, nodes represent tasks and edges express precedence constrains. Here the types 
of the task running strategies will be introduced.  
From [34], they introduced an analytical model to predict the performance of parallel workloads, 
and as a reference, we modify that model to make sure that it could be used in Storm topology. In 
our model, we consider there would be four different types of execution method: Sequential (or 
type 𝑆), Parallel AND (𝑃1) Parallel OR (𝑃2) and Probabilistic Fork (𝑃3). Figure 3.2 (a) to (d) 













Figure 3.2: Types of task graph. (a) Sequential, (b) Parallel And, (c) Parallel Or, (d) 
Probabilistic Fork 
 
As show in Figure 3.2 (a), a type S job indicates that job 𝐽 consist of small jobs 𝐽1and 𝐽2 finish in 
sequence order, 𝐽 = 𝐽1 + 𝐽2 . A type 𝑃1  job is a combination of small jobs in parallel, like in 
Figure 3.2 (b), the job 𝐽 will not be finished until both job 𝐽1 and job 𝐽2 complete, 𝐽 = 𝐽1⋀𝐽2. And 
type 𝑃2 job mean that the job after 𝐽 will be able to continue only after 𝐽1 or 𝐽2 is complete like in 
Figure 3.2 (c), 𝐽 = 𝐽1⋁𝐽2, furthermore, we consider that as soon as one of the jobs in a type 𝑃2  
job finishes, all other parallel jobs will be stopped. For a type 𝑃3 job in Figure 3.2 (d), the job 𝐽 
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will only choose one fork of the task graph to execute, and after the completion of that task, job 𝐽 
would be considered as finished, 𝐽 = 𝐽1 ∖ 𝐽2.  
In the part below, the tasks delay will be discussed and calculated. The notation is shown in 
Table 3.1. 
Variables Indicator 
R Parallelism level of a task 
𝑐𝑖,𝑗 Number of processes dedicated to type j parallel tasks of bag i 
𝑇𝑅 Service time of a task with R folks 
𝜇 Average service time of a task 
𝜂𝑅,𝑖 Standard deviation of the service time 
𝜆 Arrival rate of tasks 
V Vacation time of a thread 
W Waiting time of a task in the system 
𝛽𝑖,𝑗 Number of type j parallel threads at 𝑖
𝑡ℎ bag of tasks 
 
Table 3.1: Table of Notations 
 
3.2.1 Parallel AND 
As it is defined and showed in Figure 3.2 (b) before, Parallel AND type, 𝑃1, is a combination of 
small tasks processing in parallel, the execution will not stop unless all tasks running in parallel 
are finished. Under this circumstance, let 𝑡𝑟 denotes the service time of the 𝑟
𝑡ℎ fork in the parallel 
computation, the service time of the Parallel AND with R forks, 𝑇𝑅1 , will be equal to the 
maximum service time of the parallel threads and can be written by, 
 𝑇𝑅1 = max(𝑡1, 𝑡2, … , 𝑡𝑟 … , 𝑡𝑅) (3.1) 
If the service time of R parallel threads are exponentially distributed with the same mean value. 
Then it is known as an i.i.d. distribution, which makes, 
 𝑃𝑟(𝑇𝑟 < 𝑡) = ∏ 𝑃(𝑡𝑗 < 𝑡)
𝑟
𝑗=1  (3.2) 
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From above, the corresponding pdf of service time will be, 
 𝑃𝑅1(𝑡) = 𝑅𝜇𝑒
−𝜇𝑡(1 − 𝑒−𝜇𝑡)𝑅−1 (3.2) 
where 𝜇 is the average service time of one task. 















𝑟=1   
As it is seemed, with increase of R, the average service time enhances drastically. The Laplace 
Transform associated with the probability generating function (PGF) of the 𝑃𝑅1(𝑡) distribution is 





𝛤 represents the gamma function. Hence, the variance of the service time 𝜂𝑅1
2  can be numerically 












Eq. (3.5) can be calculated numerically and then be used to find the upper bound of waiting delay. 
 
3.2.2 Parallel OR 
Parallel OR type, 𝑃2, represents a type of execution that the stream can continue their procedure 
as soon as one of the tasks completes, furthermore, all the other tasks which continue running 
will be stopped. In this case, the service time of the parallel threads will be equal to the minimum 
service time of the threads as follows, 
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 𝑇𝑅2 = min(𝑡1, 𝑡2, … , 𝑡𝑟 … , 𝑡𝑅) (3.6) 
If each thread is exponentially distributed with parameter 𝜇 , then, 𝑇𝑅2  will have exponential 
distribution with parameter 𝑅𝜇.  This gives the pdf of the Parallel OR service time, 
 𝑃𝑅2(𝑡) = 𝑅𝜇𝑒
−𝑅𝜇𝑡 (3.7) 














Substituting the service time characteristics in G/M/c model, it would be possible to calculate the 
task waiting delay. 
 
3.2.3 Probabilistic Fork 
For Probabilistic Fork type, 𝑃3, the executioner will only choose one fork of the task graph with 
probability 𝛼3,𝑟 to execute the allocated task. It should be mentioned that ∑ 𝛼3,𝑟 = 1
𝑅
𝑟=1  in which 








𝑟=1  (3.10) 













In almost all concurrent processing structures, group of tasks are sequentially dependent on other 
coupled groups of tasks such that when the coupled tasks are terminated, their output will be 
applied to initiate processing of the other tasks.  
To simplify the model, like it is shown in Figure 3.3, it is assumed that each stream consists of I 
sequential bags of tasks so that each stream requires various number of threads. In each bag of 
tasks, it contains multiple all three types task executing strategy which for each type they share 
the same waiting delay in the same bag. Then the cumulative waiting delay of the stream can be 
defined as the accumulation of the delays resulted by the delay of these bags of tasks.  
𝑃1,1  𝑃1,1  𝑃1,1  𝑃1,2  𝑃1,2  𝑃1,2  𝑃1,3  𝑃1,3  𝑃1,3  
𝑃2,1 𝑃2,1 𝑃2,2 𝑃2,3 𝑃2,3 𝑃2,3 
𝑃𝐼,1 𝑃𝐼,2 𝑃𝐼,2 𝑃𝐼,2 𝑃𝐼,3 𝑃𝐼,3 
 
Figure 3.3: Sequential Packages 
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As it explained previously, we assume the different number of task execution types represented 
by J is equal to 3. Let us define 𝛽𝑖,𝑗 as the number of type j parallel threads at bag of tasks i 
required to serve the stream. Then, total waiting delay 𝑊𝑇 can be represented by, 




𝑖=1  (3.12) 
 
3.3 Model of System 
As it is shown in Figure 3.4, multiple threads would be able to set to one task group. Threads run 
in the context of the process. So each process contains several threads. Let  
𝑐𝑖,𝑗 denote the number of processes required to serve type j tasks of bag i. Hence, if 𝑅𝑖,𝑗denote the 
number of threads allocated to the type j tasks of bag i, 𝑊𝑖,𝑗can be obtained from one of the 






Figure 3.4: Stream Processing 
 
3.3.1 G/M/c Model 
G/M/c queue model can be applied to investigate the delay of the stream tasks in the system. 
Assuming general distribution for the task arrival rate, average waiting time 𝑊𝑖,𝑗 of the tasks in 








where K represents a normalization factor which can be obtained by letting sum of the queue 
length probabilities equal to 1. c denotes the number of executors(processes) to serve the tasks of 
stream and furthermore, assuming tasks arrive into the system according to the general 
distribution 𝐴(𝑡), 𝜁can be numerically calculated as follows, 




Then with the help of Eq. (3.3), Eq. (3.8) and Eq. (3.10), the upper bound of the waiting delay 
would be realistic to be found.  
3.3.2 G/G/c Model 
In the most complicated situation, when arrival rate and service time follow general distributions, 
the analysis has to be done with general assumption on arrival rate and service time. However 
due to the computational complexity, we will not be able to find the closed form waiting delay 
for this model. Hence, here we decide to use its upper bound. We define λ as the average task 
arrival rate, 𝜂𝜆
2 as the variance of inter-arrival time and 𝜇 as the average service time of a task. 𝜂𝜇
2  
stands for the variance of the service time. Then, the upper bound of the waiting delay could be 


















Mean and standard deviation of service time different tasks, 𝜇𝑖,𝑗 and 𝜂𝜇𝑖.𝑗, calculated in previous 
subsection, from Eq. (3.3), Eq. (3.5), Eq. (3.8), Eq. (3.9), Eq. (3.10) and Eq. (3.11),  should be 
applied into the upper-bound presented in Eq. (3.13) and Eq. (3.15) to obtain the waiting time 
delay of stream of type j tasks of bag i.  
If the service time can be approximated highly enough by an exponential distribution, G/M/c 
model is preferable and give us a better approximation of the waiting time, if not, upper bound of 
G/G/c model should be applied. 
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3.4 Performance Optimization 




𝑖=1 . Note that, for all i and j, 𝑅𝑖,𝑗 
depending on the task type is fixed and variables are 𝑐𝑖,𝑗s. In this paper, the optimization 
objective is to minimize the total number of in-service threads considering the response delay 
constraint of streams. Thus, the optimization problem will be as follows, 








𝑗=1 ≤ 𝐷𝑖 , 𝑖 = 1, … , 𝐼 (3.17) 
As 𝑐𝑖,𝑗s decrease the delay of associated stream will be augmented. Thus, to control the delay, 
number of threads attributed to the stream has a vital role. Due to the existence of the non-linear 
constraints, above optimization problem requires non-linear integer programming which is 
complicated and time consuming. Thus using the duality theory, the dual of the above 
optimization problem will be as follows, 








𝑖=1  (3.18) 
subject to 𝑐𝑖,𝑗 ≥ 0, 𝑖 = 1, … , 𝐼, 𝑗 = 1, … , 𝐽 
 𝑅𝑖,𝑗 + ∑ (⋀𝑖
𝜕𝑊𝑖,𝑗
𝜕𝑐𝑖,𝑗
) = 0𝐼𝑖=1 , 𝑖 = 1, … , 𝐼, 𝑗 = 1, … , 𝐽. (3.19) 
Where ⋀𝑖 is the Lagrangian coefficient associated with the delay constraint on the 𝑖
𝑡ℎ bags of 
tasks. Considering the duality gap, relaxed solution can be found by solving the above 
optimization problem. Then, the typical way to find the final answer is to find the integer solution 
out of the relaxed solution using branch and bound or branch and cut algorithms. 
However, after finding the relaxed 𝑐𝑖,𝑗 coefficients, another policy is proposed to optimize the 
performance of the cloud data system. In this paper, we propose process sharing policy, so that a 
process is shared among the streams to serve their tasks. However, under these circumstances, the 
complexity order will be increased in a dramatic way. 
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Therefore, for non-integer 𝑐𝑖,𝑗 values, Nearest Neighbor Search (NNS) is applied to find (𝑖, 𝑗) and 
(𝑖′, 𝑗′) pairs such that 𝑐𝑖,𝑗 − [𝑐𝑖,𝑗] ≈ 1 − (𝑐𝑖′,𝑗′ − [𝑐𝑖′,𝑗′]). 
The low complexity order of NNS [38], 𝑂(log 𝑁) makes it the best candidate in this application. 
Thus, using NSS, pairs will be selected such that the summation of non-integer parts of 𝑐𝑖,𝑗 and 
𝑐𝑖′,𝑗′  would be equal to 1. Then a process will be shared between these two pairs according to the 
non-integer part of the relaxed optimal results so that the non-integer part dedicates the usage 
ratio of the process by each pair. 
Algorithm 1: Thread Optimization 
Initialization initialize 𝑐 = {𝑐1,1, … , 𝑐𝑖,𝑗, … , 𝑐𝐼,𝐽} 
Search and Find pairs (𝑖, 𝑗) and (𝑖′, 𝑗′) such that Argmax 𝑐𝑖′,𝑗′ − [𝑐𝑖′,𝑗′] + 𝑐𝑖,𝑗 − [𝑐𝑖,𝑗] ≤ 1 
ShareThread(); while 
Running Tasks in the system do 
 for Shared Threads do 
  calculate the ratio of executed tasks of each shared stream; 
  if The ratio is larger than the dedicated ratio && tasks of other stream 
arrives to the system then 
   preempt the thread; 
  else 
   finish the job in a non-preemptive manner; 




Dynamic sharing policy algorithm is represented in Algorithm 1. First, the number of tasks that 
are served by the shared process will be calculated. If the number of tasks of each job served is 
more than its ratio during the time window there will be two strategies namely non-preemptive 
and preemptive; in non-preemptive case, the task undergoing service is permitted to complete 
service without interruption even if the tasks of the other stream requires service in a meantime. 
Consequently, tasks of the partner stream may end up with longer delay which can be modeled 
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 where V is the service time of 
the shared task. ?̅? and 𝜎𝑉
2 represent its attributed mean and variance. 
 In preemptive case, service of a stream task passing its limit is interrupted when tasks of other 
shared stream arrives into the system. The extra delay for preempted case is for the stream 
violating its usage ratio and depends on the previous history of the tasks served by the shared 
process, and the maximum extra delay for the preempted task stream which previously has served 
much more served tasks than its allocated capacity will be equal to the gross processing time 





where 𝜑(𝑥) represents inverse Laplace transform of associated service time of preempted stream 
task. For more details, please check [39]. The complexity of process sharing management 








Chapter 4  
 
Simulation and Experimental Results 
 
In this section, a real Storm cluster will be built, and in the cluster, a topology will be processed. 
With the help of the setup environment, it would give the optimal result to prove that the 
proposed algorithm which is mentioned before would be valuable.  
 
4.1 Experiment Environment  
The cloud platform used to evaluate the proposed solution comprises two simple physical servers 
inter-connected by a Gigabit Ethernet switch. Each server is a Cisco UCS B200 M3 Blade Server 
System with two Intel Xeon Processor E5-2660 v2 CPUs and 8x16GB DDR3 (M393B2G70DB0-
CMA) RAM. Each of the Xeon CPUs has 10 Cores and 25MB of L2 Cache and working in 
2.2GHz frequency.  
Also, each server has 500GB SCSCI 1500rpm HDD for storage. All servers run KVM hypervisor 
QEMU 2.0.0. Ubuntu 14.04 with Linux kernel 3.16 is chosen as the operating system. On top of 
the KVM hypervisor, Openstack Liberty with nova, cinder enabled in KVM VMs and heat and 
ceilometer enabled in another node called the controller node.  
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The Storm cluster is built with 3 nodes, one as the nimbus and others as supervisors. All the 
nodes are running Ubuntu 14.04.2 LTS with kernel 3.16.0-43-generic. For the node which acts 
like nimbus, it contains four Core i5-3210M 2.50GHz processors and 4.00GB RAM. Each of the 
two supervisors has eight Core i7 2.80GHz processors and 8.00GB RAM. Both of the supervisors 
run 8 worker slots at the same time. A worker process executes the subset of a topology, and runs 
in its own JVM. Each worker process can only be in one topology, but may run one or more 
executors for one or more components (Spouts or Bolts). One running topology contains many 
such processes on several nodes within a Storm cluster [31]. 
 
4.2 Topology Setup 
For the experiment, there are two different topologies which are processed separately in the 


































Figure 4.1: The First Scenario 
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For the first scenario, which is shown in Figure 4.1, a Spout contains four instances and each of 
them is processed in independent executors. An executor is a java thread that is spawned by a 
worker process and it may run one or more tasks for the same component (Spout or Bolt). An 
executor always has one thread that is used for all of its tasks, which means that tasks run serially 
on an executor [31]. All the Spout instances emit random sentence in shuffle grouping method to 
pass tuples to the split Bolt which contains four instances running in four different executors. 
Shuffle grouping method sends tuples to random tasks where tuples will be transmitted to the 
corresponding downstream Bolt instances with the same probability directly. After the processing 
of split Bolt, all the processed tuples will be transmitted to the next count Bolt, which as well, 
contains four tasks running in four executors. Unlike the way that tuples emit from Spout to split 
Bolt, the tuple passes from split Bolt to the count Bolt using the custom grouping; it makes sure 
that the same word produced by the split Bolt can be processed by the same count Bolt instances. 


































Figure 4.2: The Second Scenario 
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Then for the second scenario, one Spout and one split Bolt with four instances respectively will 
be set; however, in this topology, one of the Spout instances will be linked to a specific split Bolt 
instance: a dedicated channel is constructed between them, and the other three Spout tasks will be 
linked by fields grouping method to the left split Bolt tasks follow the first scenario. After the 
split Bolts processing, all the tuple produced by split tasks will be transmitted to count Bolt 
which contains four instances by using custom grouping method, like which is shown in Figure 
4.2. 
 
4.3 Experimental Results 
In order to run the WordCountTopology, the data source should be got from the outside. The 
sentences are written and let them be emitted downstream in a random sequence; the other case is 
that the data are retrieved from twitter stream, and count the words that appear in the tweets.  
After running the experiment, the service time of these scenarios is measured and represented in 
Figure 4.3. As it may seem, the service time distribution of the tasks follows the Gaussian 
Mixture Model rather than exponential distribution, this indicates that the G/G/c model in some 
complex scenarios should be applied rather than the G/M/c. The sentences are sent randomly such 
that the arrival rate does not follow any special distribution.  
 
Figure 4.3: Word Count Scenario Service Time 
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In order to do the analysis, first, using the Maximum Likelihood, service time is approximated by 
an exponential distribution to be able to apply Eg. 4.9 for constraint over the delay. In parallel, 
the Eq. 4.11 is applied as the constraint over the delay while the service time follows general 
distribution.  
Figure 4.4 shows the average stream delay as a function of total arrival sentence arrival rate. As it 
is dedicated, results by solving both equations lead to total delay less than the numerical G/G/c 
upper bound. Figure 4.4 indicates that either exponential approximation of the service time or 
upper-bound approximation of waiting time delay is both valid and countable in real scenarios.  
 
 
Figure 4.4: Function of Arrival Time 
 
And it is also shown in Figure 4.5 that when the service time was controlled, both G/G/c and 
G/M/c, which means that no matter the task processing service time flows exponential 
distribution or just follow general distribution, the experimental waiting time of the stream will 


















Figure 4.5: Function of Service Time 
 
Last but not least, it should be mentioned that by having 10 streams in the system, 38 threads will 
be saved compared to the typical performance of the Storm nimbus. (With 5 streams, only 13 
threads will be saved).  
To better present the resource efficiency of the proposed optimized scheduler, in Figure 4.5 it is 
assumed that there are 10 Streams in the system. First, from processing the task in the dedicate 
threads considering the bound of the stream processing delay, number of threads required to 
finish the processing job are measured and presented in the yellow bar.  
 
 


















Then, after applying the proposed algorithm, it would be able to minimize the number of threads. 
As shown in Figure 4.6, when the number of streams in the proposed scheduler increase, a better 
performance and the gap between the default and optimal resource allocation enhances. After 
running the experiment, it is validated that the proposed algorithm help to make the delay still 
follow the QoS constrain as shown in Figure 4.7. 
 
 


























Chapter 5  
 
Conclusions and Future Work 
 
5.1 Conclusions 
Cloud computing has already led a revolution in traditional Information Technology industry, it 
helps developers and companies overcome the lack of capacity in hardware (e.g. CPU and 
storage) and allows user indicates resources through the Internet in an on-demand fashion. 
Because of the rapid development rate in big data area, it would be valuable to do research in this 
area. 
In this thesis, the importance of big data was addressed at first. And as the real time processing 
was not well studied as batch processing such as Hadoop/MapReduce, so we focus on the real 
time streaming processing platform Strom in this research. 
First, the structure and data model of Storm was introduced and discussed in details. They are the 
basic fundament in studying the way how Storm works. Then, the modeling of Storm topology 
by grouping task strategies in parallel computing was addressed, with the task strategies model, it 
would be possible to calculate the process delay. And with the help of calculating the waiting 
time for each task in the topology by solving G/M/c and G/G/c queues in different situations, for 
satisfying the service requirement of the whole job, we are able to obtain the minimum number of 
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threads for each component. The proposed algorithm is able to capture the characteristics of the 
parallel computing, and the experimental result shows accuracy and could be applied in all kinds 
of stream processing topology structures. Finally, we proposed a heuristic algorithm to mitigate 
the complexity of the optimization problem. 
The main contribution of this research is that we found a way to help the developers to determine 
the minimal parallelism hint in deploying the actual system and propose a model to capture the  
 
5.2 Future Work 
In this paper, we addressed the optimization problem by proposing a heuristic algorithm. With 
the help of the proposed algorithm, we are able to minimize the total number of in-service threads 
considering the response delay constraint of streams. However, the optimization problem which 
we solved values in general situation, which means that, in some specific situation, it may need 
more work in that area. 
As it is mentioned before, there are a lot of works have already been done about big data.  
Researches are mainly about the scalability and fault tolerance as the main objectives for 
designing and building, which means that they will be pretty effective in helping researchers 
doing predictive and making the guild for the scientists in the future design. For future work, we 
would like to find the method to help the developers set the parallelism hint in an optimal way to 
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