Abstract. The efficiency of query execution in a logic program depends very strongly on the order in whish subgoals are evaluated. If a suitable evaluation order is chosen, the number of alternatives to be explored is reduced, and the overall efficiency may be improved. We present a cost model that estimates the number of solutions associated with GraphLog queries, based on a probabilistic approach. The inclusion of transitive closure and recursion is also discussed.
I. INTRODUCTION
The efficiency with which a given logic programming language executes a query is critically dependent on the order in which goals are expressed in a conjunction [Warren81] . Query reordering is an important query optimization technique for discovering more efficient evaluation orders for the predicates. The main goal of this technique is to reduce the number of alternatives to be explored. See [Escalante93] for a discussion on the importance of query reordering.
In this paper, we concentrate on a subset of the query reordering problem, namely the estimation of the number of solutions of a database query. In particular, we will consider the GraphLog query language [Consens89] , although the results may be extended to other logic programming languages (for deductive databases) as well.
COST MODELING: ESTIMATING THE NUMBER OF SOLUTIONS
Cost modeling assigns expected performance values to specific computational user requests. Thus, a cost model may be used to determine how expensive a computational solution is. A precise cost model would decompose the user's input into the primitive machine operations that have to be performed and evaluate their cost. Moreover, some external factors should be taken into consideration, such as system load, operating system calls, priority of the job, etc. Given their unpredictable nature, external factors are usually ignored and the model then concentrates on the characteristics of the user's query. Unfortunately, these internal cost contributions are large in number and their contribution substantially varies from one implementation to another. A practical cost model will consider only those factors that have substantial impact on the entire cost, and, thus, approximate values rather than exact ones are calculated.
Most query cost models reduce the problem to just predicting the number of solutions that the query is expected to yield. Under this approach, the number of solutions to the query is considered to be a measure of the real cost of executing the query. This is certainly a crude approximation that may lead to wrong conclusions in some cases, but may work well for some others. This assumption has the advantage of being totally independent of the actual implementation, and it is applicable to most underlying database frameworks.
Another useful cost measure is the number of visited tuples. The more tuples that are required to be matched against, the more expensive the predicate is to evaluate. The main complication of this cost measure is that the specific evaluation strategy may substantially influence the number of tuples that are actually visited (clause indexing being one of the many techniques that may reduce such a number) [Escalante93] .
111. RELATED W0R.K Several cost models for logic programming languages have been proposed in the past. Gooley and Wah [Gooley891 have suggested a heuristic method for reordering Prolog clauses using Markov chains and probabilities for success and failure. McEnery and Nikolopoulos [IvlcEnery90] describe a reordering system which rearranges non-recursive Prolog clauses by applying a static ("a priori") reordering as well as a dynamic reordering which uses statistical information from previous executions. Sheridan [Sheridan9 11 has designed a "bound-is-easier" heuristic algorithm for reordering conjunctions of literals by selecting subgoals containing ground arguments to be placed before other subgoals. Wang, Yo0 and Cheatham [Wang93] have developed a heuristic reordering system for C-Prolog based on the probability of success or failure as estimated by a statistical profiler. 
IV. SOME INITIAL ASSUMPTIONS
We start from two assumptions. First, we suppose that some basic parametric values of the database are known in advance (such as the number of database facts that are currently stored, or the cardinality of the domains for the different attribute values at each argument position of the database facts). Furthermore, as is the usual case for database analysis, we will assume a uniform and independent distribution of attribute values. Although these considerations simplify the task of cost estimation, this is usually at the expense of estimation accuracy [Mannino88].
V. FACT RETRIEVAL: A PROBABILISTIC APPROACH
In general, different argument instantiation patterns yield different number of solutions. We can determine the actual instantiation of every argument in a conjunction of subgoals. Given a particular subgoal that retrieves database facts, every variable that appears for the first time in that subgoal will be uninstantiated, whereas each variable that has appeared before in another subgoal will be instantiated at that point.
The estimation of the expected number of solutions of a simple fact retrieval is quite straightforward [Escalante93] . We can associate with each subgoal a quantity that represents the average fraction of the number of tuples in the database that will be retrieved by the subgoal. If we assume a uniform and independent distribution of attributes, this fractional value of a fact retrieval of the form f(A,, A, , ..., A, ) may be obtained as the product of the individual probabilities that each actual argument Aj unifies with values stored in the database. If argument Aj is a variable, it will successfully unify with probability one. If Aj is a constant: its associated probability of successful unification will be given by a fraction l/s, where s is the domain size for that attribute. If ntuples is the size of the relation under consideration, the expected average number of solutions will be given by:
x n prob (A; unifies with argument j } tuples ;= 1
VI. GENERAL NON-RECURSIVE CLAUSES
Given a clause of the form head :-body, the corresponding cost of execution is the cost of head unification plus the cost of executing the body. Our general cost function is:
If the clause contains several independent subgoals as in, say, p:-s1, ~2 , ... s, , its global cost may be approximated by:
where cost(sj) is the cost associated with the execution of sj, given its particular degree of instantiation, and a j is the average expected number of solutions produced by sj.
If we are especially interested in the number of solutions as a cost measure, this formula becomes:
When the subgoals sj are simple fact retrievals, the abovementioned method is used to estimate their expected number of solutions. However, if some subgoals sj are derived relations, we obtain a system of equations in which the costs of the derived predicates are expressed in terms of the costs of both fact retrievals and derived predicates. If no recursion is present, it is always possible to find an order in which the cost of a derived predicate is expressed as a function of the costs of fact retrievals and those of previously calculated derived predicates. In any case, we need to perform mode and dependency analysis [Debray891 in order to determine the instantiation of each involved argument.
VII. HANDLING RECURSION
If recursive predicates occur, a different approach must be followed. Predicting the number of solutions of a recursive query is, in general, a hard task. However, for simple cases of recursion, good estimates may be obtained. For instance, Debray and Lin [Debray931 have developed a method for cost analysis of Prolog programs based on knowledge about the "size" relationships between arguments of predicates. Unfortunately, this method is only applicable to recursive definitions in which an argument decreases in size at each new recursive invocation, and other interesting cases of recursion such as transitive closure or chain recursion are not solved.
Jagadish and Agrawal [Jagadisha71 have shown that every linearly recursive query can be expressed as a transitive closure possibly preceded and followed by the usual operators of standard relational algebra (joins, projections, selections, etc.) . A recursive rule is linear if there is exactly one occurrence of the recursive literal in the body. Bancilhon and Ramakrishnan have conjectured that most recursive queries are linear [Bancilhon86] . The significance of this result is that it is potentially feasible to predict the number of solutions of every linearly recursive query if we derive a general method that is able to determine the number of solutions of the transitive closure case.
VIII. STUDY OF TRANSITIVE CLOSURE
One of the most common uses of recursion in GraphLog is simple transitive closure, defined by the following two rules:
where tc defines the transitive closure and b is the base predicate over which the closure is performed. Note that only two (sets of) arguments are involved in the closure relation.
Thus, our goal is to find the cardinality of tc (i.e., the number of tuples ntc that are obtained as a result of applying the transitive closure operator) given some information about predicate b. It is evident that the nature of predicate b has a substantial impact on the cardinality of its transitive closure: the transitive closure of a tree-like structure will produce fewer tuples than, for instance, that of a heavily connected structure with the same number of facts. By the same token, a predicate with a higher number of facts will normally produce more tuples after the application of the transitive closure operator than a similarly-structured predicate with fewer facts.
The simplest possible study of transitive closure is one that only considers the cardinality of b (that is, the number of tuples nb that are associated with predicate b), disregarding any internal relationships between the arguments. (Table l) , and so on, The formula seems to work well for A 2 I .25, although accuracy starts to degrade sharply in the neighbourhood of this value.
of nb. Our linear formula starts to fail to predict the cardinality of the transitive closure when constant A starts getting closer to one. In fact, the standard deviation of the recorded values also becomes bigger. The derivation of a formula for this range is still in progress.
An important observation is that for values nb 2 1.2m, the percentage of the corresponding maximum value ( nb) * that is obtained after the closure can be considered almost a constant. In fact, the values that are obtained strongly suggest that we may use an exponential formula to model this region.
The values of some percentages are depicted in Table 2 .
For instance, for the range nh 2 :!m , we may use:
where the value a = 3m -results (Table 3 ). seems to give satisfactory 2
1X. RECURSION REVISITED
Once a formula that predicts the cardinality of transitive closure has been obtained, we may use it to predict the cardinality of a recursive predicate.
As an example, let us consider a generalized version of the same generation example proposed by Bancilhon and Ramakrishnan [Bancilhon86] :
whereflat, up and down are extensional database predicates, and p is the recursive (derived) predlicate. Table 2 PERCENTAGES OF THE MAXIMUM VALUE FOR SOME FACTORS We are interested in estimating the number of tuples
The cardinality of predicate updown may be inferred by using the normal method for estimating the cost of nonrecursive predicates. In this specific case, since the subgoals do not share any variable, we have that nupdown -nup nciown If we know the number N of distinct attribute values common to relations up and down, we might be tempted to use our ormulae for cardinality of transitive closure, given m = N x ndown. This would be perfectly valid if there are no re$%ctions whatsoever regarding how the tuples are distributed, i.e., if we have a random distribution. Unfortunately, it seems not to be the case in reallife databases. However, our predictions are adequate when n,,pdown < N2, (i.e., in the region for "small values" of nupdown). Furthermore, for the region of "higher values" of the cardinality of the transitive closure seems to be directly related to the product of the cardinalities of the individual transitive closures of up and down. We have sketched a framework that may be used to predict the number of solutions of a GraphLog query. Of particular relevance is that this model can be extended to handle both transitive closure and recursive queries (once they are expressed in terms of transitive closure). Our preliminary work has yielded promissory results, although more research is needed.
Future work will include a framework that handles all regions in the transitive closure spectrum, as well as some additional issues such as duplication of tuples or variable aliasing.
