In this note we prove that certain triangulated categories are (weakly) approximable in the sense of A. Neeman. We prove that a triangulated C that is compactly generated by a single object G is weakly approximable if C(G, G[i]) = {0} for i > 1 (we say that G is weakly negative if this assumption is fulfilled; the case where the equality C(G, G[1]) = {0} is fulfilled as well was mentioned by Neeman himself). Moreover, if
Introduction
The goal of this note is to prove that certain triangulated categories are (weakly) approximable in a sense introduced by A. Neeman. The importance of this property comes from Theorem 0.3 of [Nee18a] . We will say more on that theorem in §5 below; now we only recall that is says the following: for an approximable R-linear triangulated category C (where R is a noetherian coefficient ring) that satisfies certain conditions one can describe explicitly a subcategory C b c ⊂ C such that for the triangulated subcategory C c of compact objects of C the restricted Yoneda functor Y : C → Fun R (C cop , R − Mod) (the latter is the category of R-linear functors into R-modules, whereas Y sends an object N of C into the restriction of the functor it represents to C c ) gives a full embedding of C b c into Fun R (C cop , R − Mod). Moreover, a cohomological functor H : C cop → R − Mod belongs to the image of Y whenever the R-module i∈Z H(M [i]) is finitely generated for any M ∈ Obj C c . This ("Brown-type") representability result has nice applications to the construction of certain adjoint functors (see Corollary 0.4 and Remark 0.7 of ibid.) and t-structures (in particular, for derived categories of quasi-coherent sheaves). Moreover, some statements related to loc. cit. are also fulfilled if C is only weakly approximable (in the sense of ibid.). Now, Remark 3.3 of ibid. states that C is approximable whenever it is compactly generated by an object G such that G ⊥ G[i] for all i > 0 (i.e., there are only zero C-morphisms between G and G [i] in this case; we will say that the set {G} is negative in C). The authors' attention to this matter was attracted by the following observation: for any (C, G) satisfying these conditions there exists a weight structure w = (C w≤0 , C w≥0 ) on C such that C w≤0 (resp. C w≥0 ) is the smallest class of objects of C that is closed with respect to extensions and coproducts, and contains G[i] for all i ≤ 0 (resp. for i ≥ 0; see §6 below). Moreover, in this case the "natural" choices of distinguished triangles in the definition of approximability (see Definition 0.21(ii) of ibid.) are just weight decompositions of elements of C w≥0 . This weight decomposition argument appears to be the optimal way to justify the aforementioned Remark 3.3 of ibid., and it is closely related to the proof of [BoS19, Theorem 2.2.1(1)]. Furthermore, if one weakens the negativity assumption on G and demands that G ⊥ G[i] for i > 1 only (we call this condition the weak negativity one) then one can still get a weak weight structure on C (see Remark 6.3(4) below), and obtain that C is weakly approximable. Under the additional assumption that G ∼ = 0≤i≤n G i , where G i ⊥ G j [1] for i ≤ j (this is certainly weaker than the negativity of {G}) we are able to prove that G is approximable; see Corollary 4.3(2) and Remark 4.4(3).
The authors believe that the weight structure view on this matter can be useful since weight structures "glue" and "localize" well (one may say that "weight structures localize better than t-structures"); see Remark 6.3(2). Note also that in Theorem 3.2 we also consider the case where C is (compactly) generated by a not necessarily small weakly negative class of compact objects.
Let us now describe the contents of the paper. In §1 we introduce some categorical definitions and notation. In §2 we recall some more definitions (mostly related to triangulated categories that are smashing, i.e., closed with respect to coproducts) and also a few lemmas.
In §3 we formulate our main results in terms of certain extension-closures, and discuss examples.
In §4 we translate the central Theorem 3.2 into the language used in [Nee18a] (this includes t-structures) and obtain a statement on (weak) approximability. We also demonstrate that C is (weakly approximable but) not necessarily approximable if the set {G} is only weakly negative.
In §5 we recall the relation of approximability to the aformentioned Brown representability-type Theorem 0.3 of ibid.
In §6 we recall the notions of a weight structure and a weak weight structure, and discuss their relationship to our results (along with their properties).
The authors are deeply grateful to prof. A. Neeman for his very interesting talk made in St. Petersburg, that inspired the current note.
1 Some categorical notation and definitions
• All coproducts in this paper will be small.
• Given a category C and X, Y ∈ Obj C we will write C(X, Y ) for the set of morphisms from X to Y in C.
• For categories C ′ and C we write C ′ ⊂ C if C ′ is a full subcategory of C.
• Given a category C and X, Y ∈ Obj C, we say that X is a retract of Y if id X can be factored through Y .
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• A class of object D in an additive category C is said to be retraction-closed in C if it contains all C-retracts of its elements.
• For any (C, D) as above we will write Kar C (D) for the class of all Cretracts of elements of D.
• The symbol C below will always denote some triangulated category. Moreover, we will always assume that C is a smashing, that is, it is closed with respect to (small) coproducts.
• For X, Y ∈ Obj C we will write
• For any A, B, C ∈ Obj C we will say that C is an extension of B by A if there exists a distinguished triangle A → C → B → A[1].
• A class P ⊂ Obj C is said to be extension-closed if it is closed with respect to extensions and contains 0.
2 Some definitions and lemmas for (smashing) triangulated categories
Let us give some more definitions.
Definition 2.1. Let C be a smashing triangulated category, M ∈ Obj C, and P, P ′ ⊂ Obj C.
1. We will write P ⋆ P ′ for the class of all extensions of elements of P ′ by elements of P.
We will say that P is smashing (in C) if it is closed with respect to Ccoproducts.
2. We will say that M is compact (in C) if the functor C(M, −) : C → Ab respects coproducts.
3. We will write [P] cl for the smallest smashing extension-closed subclass of Obj C that contains P, and call this class the big extension-closure of P.
4. We will say that P compactly generates C if elements of P are compact and the class [∪ i∈Z P 5. Assume that A and B are smashing. Then A ⋆ B is smashing as well.
Proof. All of these statements are rather easy. Assertions 1 and 2 are obvious. Assertion 3 is essentially given by Lemma 1.3.10 of [BBD82] . Assertions 4 and 5 immediately follow from Proposition 2.1.
. This obviously yields the result.
Our main results in terms of big extensionclosures
The following simple definition is important for this paper.
Definition 3.1. We will say that a class of objects P ⊂ Obj C is weakly negative
Moreover, we will say that P is negative if we also have P ⊥ P[1].
Now we are able to establish our central results rather easily. We start from formulating them in terms of big extension-closures; we will relate them to tstructures (as mentioned in Definition 0.21 of [Nee18a] ) and to (weak) weight structures later.
Theorem 3.2. Let P be a weakly negative class of compact objects of (a smashing triangulated category) C; set A = [P] cl and
2. Assume that P = ∪ 0≤i≤n P i (for some n ≥ 0) and that for these subclasses we also have P i ⊥ P j [1] whenever i ≤ j. Then for the classes Q i consisting of all coproducts of elements of P i we have
Proof. . Lastly, this inclusion is an equality since B is extension-closed.
2. We prove the statement by induction on n.
In the case n = 0 it suffices to verify that the class Q of all coproducts of elements of P 0 is extension-closed. This fact certainly reduces to Q ⊥ Q[1], and the latter orthogonality is immediate from Proposition 2.2(2). Now, let us assume that the assertion is fulfilled for all n < n 0 , where n 0 > 0. For n = n 0 we argue similarly to the proof of assertion 1. The inductive assumption implies that the class
is smashing and extension-closed, and the same is true for Q n . Since Q ′ ⊥ Q n [1] immediately from Proposition 2.2(2), applying parts 4 and 5 of that proposition we obtain that the class A ′ = Q 0 ⋆ Q 1 ⋆ · · · ⋆ Q n is smashing and extension-closed as well (here we apply once again the associativity provided by Proposition 2.2(3)). It obviously follows that A ′ = A.
Remark 3.3. 1. To obtain an example for our theorem one can start from a small 3 differential graded category B (see §2.2 of [Kel06] or §2.1 of [Bon09] ) with Obj B = P and such that the complex B * (M, N ) is acyclic in degrees bigger than 1; certainly, there exist plenty of categories of this sort (cf. part 2 of this remark). Moreover, to obtain an example for Theorem 3.2(2) we assume in addition that the first cohomology of B * (M, N ) also vanishes if M ∈ P i , N ∈ P j , and i ≤ j (recall that we assume P to be equal to ∪ 0≤i≤n P i ). Then the well-known statements mentioned in §3.5 of ibid. imply that we can take C to be the derived category of B.
More generally, one can also consider spectral examples; see Theorems 3.1.1 and 3.3.3 of [ScS03] . We are mostly interested in the case where P is finite (see §4) and C is monogenic; being more precise, we assume that C is compactly generated by the set {G}, where G = P ∈P P . The endomorphism spectrum of G should have zero homotopy groups in degrees less than −1 (i.e., it is −2-connected); this corresponds to weak negativity of {G}. The case where {G} is negative (that corresponds to n = 0 in part 2 of our theorem) is closely related to the so-called connective stable homotopy theory as discussed in §7 of [HPS97] ; cf. also Remark 4.3.4(2) of [Bon18] . 2. We will say more about examples and on their relationship to weight structures in §6 below. Yet we would like to recall right now (from §2.7.2 of [Bon09] ) that for any differential graded category C there exists a unique "maximal" negative subcategory C − (it is not full unless C is negative itself!) with Obj C = Obj C; one sets C −,i (X, Y ) to be zero for i > 0, to be equal to C i (X, Y ) for i < 0, and to be equal to Ker δ 0 (C(X, Y )) for i = 0 (here δ * is the corresponding differential).
To obtain a "more interesting" example for our theorem one should also "add" some morphisms of degree 1. A certain problem here is that their compositions should be added as well, and then one should be careful to avoid non-zero C-morphisms between P and P[2].
On the relationship to approximability
Now let us relate Theorem 3.2 to Definition 0.21 of [Nee18a] . For this purpose we need a short reminder on t-structures. We start from an important existence statement, and recall the definitions later.
Lemma 4.1. Let P be a set of compact objects of (a smashing triangulated category) C. Then there exists a unique t-structure on C (see Remark 4.2 below) such that
Proof. This is Theorem A.1 of [AJS03] .
Remark 4.2. 1. For the convenience of the reader (and to fix notation), we recall the definition of a t-structure. So, a couple of classes (C t≥0 , C t≤0 ) of objects of C is said to be a t-structure t (on C) if they satisfy the following conditions:
(i) C t≥0 and C t≤0 are strict, i.e., contain all objects of C isomorphic to their elements.
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is denoted by C t≤i (resp. by C t≥i ), and Ht is the full subcategory of C whose object class is C t=0 = C t≤0 ∩ C t≥0 . An important property of t-structures is that the category Ht is abelian.
3. Below we will mention the triangulated subcategory C b of C whose object class equals (∪ i∈Z C t≤i ) ∩ (∪ i∈Z C t≥i ).
Corollary 4.3. Let P be a finite weakly negative set of objects that compactly generates (a smashing triangulated category) C.
1. Then C is weakly approximable in the sense of [Nee18a, Definition 0.21]. 2. Moreover, if P = ∪ 0≤i≤n P i (for some n ≥ 0) and P i ⊥ P j [1] whenever i ≤ j, then C is also approximable in the sense of loc. cit.
cl is retraction-closed according to Proposition 1.6.8 of [Nee01] .
cl ; thus C is compactly generated by P ′ (as well). Now we should choose a t-structure. Lemma 4.1 gives the existence of t such that cl . According to Theorem 3.2(2), the latter class lies in Q 0 ⋆ Q 1 ⋆ · · · ⋆ Q n , where Q i consists of all coproducts of elements of P i . Applying Proposition 2.2(6) n times we obtain that
, where Q n+1 is the n + 1-th ⋆-power of the class Q consisting of coproducts of (copies of) G. Thus E belongs to the class G 2. In the case where P consists of a single element G the assumptions of Corollary 4.3(2) just mean that G ⊥ G[i] for all i > 0; thus we obtain a justification of Remark 3.3 of ibid. We will discuss another possible argument for it in Remark 6.3(5) below.
3. The ("additional") assumption of Corollary 4.3(2) is somewhat annoying; yet it cannot be dropped. Indeed, let us describe an example for Corollary 4.3(1) such that the category C is not approximable.
Take C ′ = D(Ab), and set C ⊂ C ′ to be the subcategory compactly generated by P = {G}, where G = Z/pZ for a prime number p. Then (C, P) satisfy the assumptions of Corollary 4.3(1). Now let us check that C is not approximable. Facts 0.22 of [Nee18a] imply (cf. Definition 0.14 of ibid.) that if our category C is approximable then for t being the t-structure such that It is easily seen that F belongs to C t≤0 . Let us prove that there cannot exist a distinguished triangle E → F → D → E[1] as above. Obviously, the complexes (of abelian groups) in C t≤−1 have zero cohomology in non-negative degrees. Hence the zero degree cohomology group H 0 (E) should surject onto H 0 (F ) = Z/p A+1 Z; yet this is impossible since E is annihilated by the multiplication by p A .
More generally, one can argue similarly in the following setting: start from the derived category C ′ of left R-modules, where R is a (not necessarily commutative) unital associative ring, choose r ∈ R that is not left invertible and also is not a right zero divisor, take G = R/Rr, and set C to be the subcategory of C ′ compactly generated by P = {G}. Moreover, these examples are closely related to the category D qc,Z (X) mentioned in Facts 0.23 of ibid.
5 On applications of approximability (a reminder after A. Neeman)
The writing of this note was motivated by the nice properties of approximable triangulated categories established in [Nee18a] . So now we will say a few (more) words about them.
Firstly, it appears that the consequences of weak approximability are not as nice as that of approximability. However, in section 2 of ibid. several properties of weakly approximable categories are established; probably, some of them are quite useful.
So, we only recall that in Theorem 0.3 of ibid. an R-linear approximable triangulated category C that is compactly generated by P = {G} is considered, where R is a commutative (unital associative) noetherian ring, and it is assumed that the R-module C(G[i], G) is finitely generated for any i ∈ Z.
4 Denote by C 5 Furthermore, the first of these statements is a consequence of more general (and rather interesting) assertions of the theorem.
As shown in several papers of Neeman (see Corollary 0.4 and Remark 0.7 of ibid.) and also in [Bon19] , Brown representability-type statements of this sort are useful for the construction of adjoint functors and t-structures, whereas various categories of quasi-coherent sheaves over (rather general) schemes give interesting examples.
On the relation to (weak) weight structures
Let us start from the definition of a weight structure.
Definition 6.1. I. A couple (C w≤0 , C w≥0 ) of classes of objects of C will be said to give a weight structure w on C if the following conditions are fulfilled.
(i) C w≤0 and C w≥0 are retraction-closed in C (i.e., contain all C-retracts of their objects).
(ii) Semi-invariance with respect to translations.
4 Moreover, it is also assumed that G[i] ⊥ G for i ≪ 0; however, this assumption appears to follow from Facts 0.22(ii) (along with Definition 0.21(i) of ibid.).
5 And one can easily check that finiteness is fulfilled (in this setting) whenever the R-module i∈Z H(G[i]) is finitely generated.
(iv) Weight decompositions. For any M ∈ Obj C there exists a distinguished triangle
such that L w M ∈ C w≤0 and R w M ∈ C w≥0 [1].
We will also need the following definitions.
Definition 6.2. Let i, j ∈ Z; assume that a triangulated category C is endowed with a weight structure w.
1. The full category Hw ⊂ C whose objects are C w=0 = C w≥0 ∩ C w≤0 is called the heart of w.
2. C w≥i (resp. C w≤i , resp. C w=i ) will denote the class
3. Let D be a full triangulated subcategory of C.
We will say that w restricts to D whenever the couple
is a weight structure on D.
Remark 6.3. 1. Let us describe the relation of the results of this paper to weight structures; we will also mention "weak versions" of the latter below.
Firstly, the orthogonality axiom in Definition 6.1 immediately implies that the class C w=0 is negative; hence any its subclass also is. More generally, the class C [0,1] = C w≤1 ∩ C w≥0 is weakly negative; hence one can take any finite set P of compact objects in it and pass to the subcategory of C compactly generated by P. Moreover, recall that in this case P consists of a set of cones of some Hw-morphisms (see Proposition 1.2.4(10) of [BoS19] ), and the orthogonality condition for P i in Theorem 3.2(2) and Corollary 4.3(2) can be checked (for the corresponding two-term complexes) in the homotopy category K(Hw) (see Theorem 3.3.1(VII) of [Bon10] ; yet pay attention to part 3 of this remark).
Secondly, one can often "reconstruct" a weight structure from a given negative subclass of C; see Corollary 2.1.2 of [BoS18b] , and Corollary 2.3.1 and Theorem 2.2.1 of [BoS19] . Moreover, if P is negative in the setting of Theorem 3.2 then the triangles provided by part 1 of that theorem are weight decompositions of elements of the corresponding C w≥0 = C t≤0 (cf. part 4 of this remark); respectively, our argument is closely related to the one used for the proof of (part 1 of) loc. cit.
2. Another reason why weight structures are relevant for the current paper is that there are several interesting methods for constructing them. Firstly, according to Theorem 8.2.3 of [Bon10] , weight structures may be glued similarly to t-structures (see the seminal section 1.4 of [BBD82] ).
Secondly, weight structures "often descend to localizations". Let us formulate the corresponding criterion: if C is endowed with a weight structure w and D is a full triangulated subcategory of C then for the Verdier localization functor π :
) is a weight structure on C (cf. Another important statement on the existence of weight structures is Theorem 5 of [Pau12] ; yet it appears to be useless for the context of the current paper.
3. In this note we use the "homological convention" for weight structures. This is the convention used by several papers of the first author (however, in [Bon10] the so-called cohomological convention was used). Now, in the homological convention the functor [1] "shifts weights" by 1; note in contrast that (in the cohomological convention for t-structures that originates from [BBD82] and was used in [Nee18a] ) [1] "shifts t-degrees" by −1.
4. Actually, the assumptions on w in Definition 6.1 may be weakened (without loosing the actuality of this definition for the purposes of this note).
Firstly, (the somewhat technical) axiom (i) may be replaced by a weaker assumption that C w≤0 and C w≥0 are extension-closed (see. Proposition 1.2.4(4) of [BoS19] ). We will use the symbol (i') for this alternative axiom.
A more serious modification is to replace axiom (iii) in Definition 6.1 by (i') along with the following axiom (iii'): C w≤0 ⊥ C w≥0 [2]. We will say that a couple w satisfying this set of axioms is a weak weight structure; 6 this definition is a particular case of [Bon14, Definition 3.11] (that corresponds to the case F = 0 in the notation of loc. cit.; see Remark 3.12(2) of ibid.). Obviously, the heart of a weak weight structure (defined as in Definition 6.2(1)) is weakly negative; hence one can get certain examples of (weak) approximability from mixed complexes of l-adic étale sheaves (of weight 0) over a variety X 0 over a finite field (see Proposition 3.17(1) of ibid.). Moreover, our argument in Theorem 3.2(1) gives weak weight decompositions for elements of C w≥0 for the following weak weight structure w: C w≥0 = Kar C ([∪ i≥0 P[i]] cl ) and C w≥0 = Kar C ([∪ i≤0 P[i]] cl ); here P is an arbitrary weakly negative compactly generating class of objects of C. Now, one can check that weak weight structures can be glued similarly to weight structures. Moreover, it appears that weak weight structures descend to localizations and the additional condition in Theorem 3.2(2) (and so also in Corollary 4.3(2)) passes to localizations as well under certain reasonable assumptions; however, one should study the details here.
5. As we have said above, our arguments are closely related to the weight structure w and also to the t-structure t such that C w≥0 = C t≤0 = [∪ i≥0 P[i]] cl ; so, w is left adjacent to t (see Proposition 1.3.3 of [Bon19] and Definition 4.4.1 of [Bon10] ). Now, if one wants to argue in terms of t (cf. Remark 3.3 of [Nee18a] ) then it is difficult to avoid the fact that Ht is naturally equivalent to the category AddFun(H, Ab), where H ⊂ C and Obj H = P; see Theorem 4.5.2(II.2) of [Bon10] or Theorem 3.3.1(II.3) of [Bon19] . 7 However, if P is finite (recall that this is the case for Corollary 4.3) then one may also apply Theorem 1.3 of [HKM02] ; this appears to be the only way to justify (the general case of) Remark 3.3 of [Nee18a] without mentioning weight structures.
Still the authors do not know how to extend this "adjacent" argument to weak weight structures (that correspond to part 1 of Corollary 4.3(1) and also to the case n > 0 of its part 2). Note also that if the class P in Theorem 3.2 is negative but not small then it is not clear whether the corresponding adjacent t-structure exists (whereas w as above exists according to Corollary 2.3.1 of [BoS19] ; cf. also Remark 2.3.2(4) of ibid.).
