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FORECASTING FUTURE ENERGY 
PRODUCTION USING HYBRID ARTIFICIAL 
NEURAL NETWORK AND ARIMA MODEL 
by Maryam Khodaverdi 
The	objective	of	this	research	is	to	obtain	an	accurate	forecasting	model	for	the	amount	
of	electricity	(in	kWh)	that	is	generated	from	different	primary	energy	sources	in	the	
U.S.	 In	 this	 research,	 Artificial	 Neural	 Network	 (ANN)	 and	 hybrid	 ARIMA	 and	 ANN	




























































































































































































was	 available	 decrease	 due	 to	 deforestation.	 Then,	 coal	 or	 disposed	 wood	 was	
discovered	as	a	new	source	which	had	a	much	larger	return	on	investment	compared	
to	 wood.	 	 This	 discovery	 led	 to	 industrial	 revolution.	 Finally,	 oil	 and	 gas	 were	
discovered,	which	like	to	coal,	are	non-renewable	resources.		
As	concerns	about	the	decrease	in	the	amount	of	world’s	oil	and	supplies	were	raised,	
renewable	 sources	 such	 as	 solar	 and	 wind	 started	 to	 gain	 notice	 as	 sustainable	
sources.	 Today,	 there	 are	many	 known	 energy	 resources	 in	 the	world.	 In	 general,	
energy	 sources	 are	 divided	 into	 three	 groups:	 fossil	 fuels,	 renewable	 energy,	 and	
nuclear	energy.		
Fossil	fuels	were	formed	from	ancient	plant	and	organism	during	the	Carboniferous	





Today,	 we	 gather	 most	 of	 our	 energy	 from	 fossil	 fuels.	 Fossil	 fuel	 is	 the	 world’s	
dominant	energy	source	with	a	variety	of	applications	such	as	generating	electricity,	
production	plants,	and	 transportation.	Also,	a	variety	of	products	 such	as	cosmetic	























has	not	been	 successfully	used	 in	 large	 scale	 since	creating	conditions	 to	 start	 this	
process	 faces	 some	 major	 scientific	 and	 engineering	 challenges.	 Today,	 fission	
reaction	is	used	in	every	operating	nuclear	plant.		
Nuclear	 energy	has	 some	advantages	 including	not	 emitting	 greenhouse	 gas,	 large	
capacity	to	generate	energy	and	low	operating	cost	of	nuclear	plants,	and	their	easy	









Growing	 world	 population	 has	 necessitated	 enhanced	 effort	 to	 provide	 sufficient	
energy	to	meet	the	demand	across	the	globe.	Energy	demand	also	tends	upwards	in	
the	U.S.	Figure	1	presents	the	trend	in	the	total	amount	of	energy	used	in	the	U.S.		by	
four	 different	 sectors:	 residential,	 commercial,	 industrial,	 and	 transportation	 from	
1950	to	2016.	Also,	it	is	important	to	keep	in	mind	that	we	live	in	a	time	that	we	should	
be	able	to	guarantee	both	competitiveness	and	affordable	energy	for	the	current	and	
future	 use.	 Today,	 the	 number	 of	 energy	 sources	 are	more	 than	 ever	 before	 and,	





































































































power	 as	 renewable	 energy.	 Hydropower	 provides	 about	 7%,	 and	 wind	 power	
provides	about	6%	of	electricity	generation	in	2016.		
Figure	 4	 shows	 the	 amount	 of	 fossil	 fuels,	 renewable,	 and	 nuclear	 energy	 used	 in	
electric	power	sector	in	the	U.S.	from	1949	to	2016.	The	vertical	axis	is	the	amount	of	




























































































from	 2005	 to	 2015	 in	 term	 of	 dollars	 per	 megawatt-hours	 (mWh).	 Note	 that	
conventional	 hydroelectric	 and	 pumped	 storage	 are	 included	 in	 the	 hydroelectric	

































The	 levelized	 cost	 of	 electricity	 (LCOE)	 is	 another	 economic	 assessment	 which	
represents	the	average	minimum	unit	cost	of	electricity	which	represents	the	average	
price	of	unit	electricity	that	power	plants	receive	to	break	even	over	their	 lifetime.	




EIA	has	published	yearly	LCOE-projections	 for	various	 types	of	 future	power	plants	
from	2010	in	term	of	dollars	per	mWh	based	on	a	30-year	cost	recovery	period	(see	
Appendix	 5.3).	 	Figure	6	depicts	 the	annual	LCOE-projections	 for	different	 types	of	
power	plants	from	2010	to	2016	in	term	of	dollars	per	mWh.		Figure	6		also	shows	that	




































U.S.	 and	 to	 estimate	 each	 energy	 resource’s	 share	 of	 total	 primary	 energy	





generate	electricity	 in	 the	U.S.	 Figure	7,	provided	by	EIA,	 illustrates	 the	amount	of	
electricity	 generated	with	 each	 primary	 energy	 source	 in	 the	 past	 67	 years	 (1949-




generation	 and	 future	 dominant	 energy	 sources	 to	 generate	 electricity.	 This	
























of	 natural	 gas	 consumed	 in	 the	 U.S.	 by	 electric	 power	 sector	 comprises	







































































































imports	 for	 each	 year,	 are	 available	 from	 1949	 to	 2017.	 The	 description	 of	 each	
variable	is	presented	below.	All	volumes	of	crude	oil	are	reported	in	term	of	thousand	
barrels	per	day	in	our	data	set.		
§ Crude	 oil	 production	 presents	 the	 average	 volume	 of	 crude	 oil	 per	 day	
produced	on	leases	in	the	U.S.	each	year.		




§ Crude	 oil	 imports	 statistics	 show	 the	 average	 volume	 of	 crude	 oil	 per	 day	
imported	into	the	U.S.	each	year.		










































































Another	 factor	 of	 interest	 is	 crude	 oil	 price.	 U.S.	 average.	 Monthly	 West	 Texas	





Coal	 production,	 coal	 consumed	 to	 generate	 electricity,	 coal	 imports	 statistics	 are	
available	from	1949	to	2017.	The	description	of	each	variable	is	presented	below.	All	
volumes	of	coal	are	reported	in	term	of	thousand	short	tons	in	our	data	set.		
§ Coal	 production	 presents	 the	 total	 volume	 of	 coal	 produced	 in	 the	 U.S.	
including	a	small	amount	of	refuse	recovery	in	which	coal	recaptured	from	a	





















Nuclear	 electricity	 net	 generation	 in	 the	 U.S.	 is	 another	 factor	 of	 interest.	 The	
description	of	this	variable	is	presented	below.	This	data	is	available	from	1957	to	2017	
in	terms	of	million	kWh.		











































































































































































research.	The	description	of	 this	variable	 is	presented	below.	This	data	 is	available	
from	1983	to	2017	in	terms	of	trillion	BTU.		
§ Wind	energy	consumption	represents	the	total	volume	of	electricity	generated	













































































































































































































method.	 This	method	 is	 reviewed	 in	 section	 2.2.	 Next,	 in	 order	 to	 have	 accurate	
forecasting,	 variables	 were	 scaled	 and	 updated	 as	 shown	 in	 section	 3.1.	 Three	
variables	including	scaled	real	market	price,	scaled	heat	rate,	scaled	Co2	emission	and	




Two	 ANN	 and	 hybrid	 ARIMA	 and	 ANN	 algorithms	 were	 implemented,	 and	 their	
performance	 associated	 with	 forecasting	 error	 is	 compared	 in	 section	 3.5.	 The	








This	 chapter	 reviews	 some	 time-series	 forecasting	 techniques	 and	 intelligent	
forecasting	algorithms	as	well	as	discussion	and	findings	of	the	cited	literature.		
Time-series	 is	 a	 collection	 of	 observations	 that	 occur	 sequentially.	 The	 main	
characteristic	of	a	time	series	is	the	dependency	between	the	observations.	The	future	
pattern	of	a	time	series	can	be	projected	based	on	the	behavior	of	current	and	past	
observations.	 Forecasting	 models	 that	 represent	 the	 statistical	 relation	 between	





Forecasting	 models	 consist	 of	 deterministic	 and	 stochastic	 categories.	 Stochastic	
models	express	uncertainty	associated	with	future	observations.	“Every	environment	
is	 changing,	 and	 a	 good	 forecasting	 model	 captures	 the	 way	 in	 which	 things	 are	
changing	 (Hyndman	 &	 Athanasopoulos,	 2014).”	 In	 some	 models,	 the	 stochastic	
component	or	random	noise	is	simply	assumed	independent	of	the	process.	However,	
this	 is	 not	 always	 a	 valid	 assumption.	Autoregressive	Moving	Average	 (ARMA)	 is	 a	








AR	models	 are	 presented	 by	 Yule	 (1926)	 as	 a	 representation	 of	 a	 type	 of	 random	
process.	In	an	AR	stochastic	model,	the	predicted	variable	depends	linearly	on	its	own,	
previous	values,	and	an	error	term.	The	AR	model	is:	
𝑋" = 𝑐	 + 𝜑(𝑋")( + 𝜑*𝑋")* + ⋯+ 𝜑,𝑋"), + 𝜀"																																																						(2 − 1)	





𝜑 𝐵 𝑋" = 𝑐	 + 𝜀"																																																																																																														(2 − 2)	
𝑤ℎ𝑒𝑛:			𝜑 𝐵 = 1 − 𝜑(𝐵 − 𝜑*𝐵* − ⋯− 𝜑,𝐵,																																																							(2 − 3)	
Here	B	is	the	backward	shift	operator	which	is	defined	as:	
𝐵𝑥" = 𝑥")(																																																																																																																									(2 − 4)	
AR	process	can	be	stationary	or	nonstationary.	The	absolute	value	of	roots	of	equation	
𝜑 𝐵 = 0	should	 be	more	 than	 1	when	 it	 is	 considered	 as	 a	 polynomial	 of	 B	 in	 a	
stationary	AR	process.	 Equation	 (2-3)	 can	be	 rewritten	 in	 a	 form	of	 equation	 (2-5)	
where	the	roots	of	the	equation	are	𝐺()(, 𝐺*)(, … , 𝐺,)(.		
𝜑 𝐵 = (1 − 𝐺(𝐵)(1 − 𝐺*𝐵	)… (1 − 𝐺,𝐵	)																																																													(2 − 5)	
	
2.1.2.	Moving	average	models	
Slutzky	 (1937)	 introduced	 Moving	 Average	 (MA)	 models	 in	 which	 the	 predicted	
variable	depends	 linearly	on	 the	 current	 and	various	past	 values	of	white	noise	or	
random	shock	terms.	MA	has	the	form	of:	
𝑋" = 𝜇	 + 𝜀" − 𝜃(𝜀")( − 𝜃*𝜀")* − ⋯− 𝜃G𝜀")G																																																									(2 − 6)	





time	 series	 values	 incorporated	 into	 the	model.	 Random	 shocks	 at	 each	 point	 are	




𝜃 𝐵 𝜀" = 𝑋" − 𝜇																																																																																																															(2 − 7)	
𝑤ℎ𝑒𝑛:			𝜃 𝐵 = 1 − 𝜃(𝐵 − 𝜃*𝐵* − ⋯− 𝜃G𝐵G																																																									(2 − 8)	
Since	the	MA	model	 is	obtained	by	the	finite	sum	of	weighted	random	shocks,	 the	
process	is	always	stationary.	No	additional	condition	is	required	to	make	MA	model	
with	 finite	 weights	 stationary.	 Invertibility	 condition	 for	 MA	 model	 ensures	 that	
present	 events	 are	 associated	 with	 the	 past	 events	 in	 a	 sensible	 way.	 To	 satisfy	
invertibility	 condition	 for	 the	MA	model,	 the	 absolute	 value	 of	 roots	 of	 equation	















+ 𝜀"																																																												(2 − 10)	
𝜑 𝐵 𝑋" = 𝑐 + 𝜃 𝐵 𝜀"																																																																																																			(2 − 11)	
For	 the	 process	 to	 be	 stationary,	 the	 absolute	 value	 of	 the	 roots	 of	 the	 function	
𝜑 𝐵 = 0 	should	 be	 greater	 than	 one.	 To	 satisfy	 the	 invertibility	 condition,	 the	








wind	 speed	 via	 ARMA	model.	 In	 this	 research,	 parameters	 are	 estimated	 by	 Box-
Jenkins	method.	Because	of	non-stationary	nature	of	hourly	wind	 speed,	 they	 first	
adjusted	the	time	series.	Their	study	also	demonstrates	that	adjustments	to	the	non-
Gaussian	time	series,	transformation,	and	standardization,	allow	the	ARMA	model	to	















𝑋" = 𝑐 + 𝜑(𝑋")( + 𝜑*𝑋")* + ⋯+ 𝜑,𝑋"), − 𝜃(𝜀")( + 𝜃*𝜀")* + ⋯+ 𝜃G𝜀")G
+ 𝜀"			
(2 − 12)	




In	 an	 ARMA	 model,	 suppose	 that	𝜑 𝐵 	has	𝑑 	roots,	 we	 can	 write	 the	 following	
equation:	
𝜙 𝐵 = 𝜑 𝐵 (1 − 𝐵)P																																																																																																	(2 − 13)	
Thus,	 non-stationary	 ARMA	 model	 can	 be	 written	 in	 the	 form	 of	 the	 following	
equation:	
𝜑 𝐵 (1 − 𝐵)P𝑋" = 𝑐 + 𝜃 𝐵 𝜀"																																																																																	(2 − 14)	
Consider	𝑋" = (1 − 𝐵)P𝑋" = ∇P𝑋" ,	 note	 that	(1 − 𝐵)	𝑋" = 𝑋" − 𝑋")( = ∇	𝑋" ,	 and	
rewrite	above	equation.	The	ARMA	model	for	non-stationary	process	is:	
𝜑 𝐵 𝑋" = 𝑐 + 𝜃 𝐵 𝜀"																																																																																																			(2 − 15)	
The	 above	 equation	 shows	 that	 a	 stationary	model	 can	 describe	 a	 non-stationary	
process	after	applying	𝑑	time	differencing.		
Tse	 (1997)	 fits	 real	 estate	 prices	 in	Hong	 Kong	 into	 an	ARIMA	model.	 Since	 in	 the	
classical	 version	 of	 the	 ARIMA	 model,	 seasonal	 variation	 is	 not	 addressed,	
multiplicative	seasonal	ARIMA	model	is	developed	by	Box-Jenkins	(Box	et	al.,	2015).	
Mohan	 and	 Vedula	 (1995)	 use	 multiplicative	 seasonal	 ARIMA	 model	 for	 monthly	
inflows	into	a	reservoir	system	with	logarithmic	transformation.	Their	comparison	of	
forecasted	 flows	 with	 the	 actual	 flows	 demonstrates	 that	 the	 ARIMA	 model	 is	
adequate	for	long-term	forecasting	of	inflows	(Mohan	&	Vedula,	1995).		
There	 is	 an	 idea	 that	 some	 information	 is	 lost	 through	 the	 modeling	 process.	 To	
determine	 the	 order	 of	 forecasting	 model,	 minimization	 information	 criteria	 that	
measure	 information	 loss	 is	 suggested	 (Burnham	 &	 Anderson,	 2003),	 (Hannan	 &	
Quinn,	 1979),	 (Akaike,	 1974),	 (Schwarz,	 1978).	 Akaike	 (1974)	 introduces	 Akaike	
Information	 Theoretical	 Criterion	 (AIC),	 and	 minimum	 information	 theoretical	
criterion	 estimate	 to	 maximum	 likelihood	 estimates	 of	 the	 parameters.	 Schwarz	
(1978)	introduces	Bayesian	Information	Criterion	(BIC)	to	select	one	of	the	models	of	















































network	 is	 called	 the	 error	 function.	 The	 error	 function	 depends	 on	 the	 synaptic	
weights.	Since	the	value	of	error	represents	how	a	neural	network	fits	the	data	set,	
the	neural	network	learns	weights	on	synapses	and	estimate	them	to	minimize	the	




























term	 time	 series	 forecasting.	 This	 study	 compares	 the	 performance	 of	 the	 neural	
networks	with	the	Box-Jenkins	method	in	different	experiments.	Tang	and	Fishwich‘s	
experiment	indicate	that	neural	network	outperformed	the	Box-Jenkins	model	applied	




































model	 affects	 forecasting	performance.	However,	 this	 effect	 is	 not	 significant,	 and	
neural	networks	are	robust.	Zhang	et	al.	(1998)	consider	the	number	of	input	nodes	
as	the	most	critical	decision	variable	for	a	time	series	forecasting	problem	in	a	neural	
network.	 They	 argue	 that	 input	 nodes	 contain	 information	 about	 the	 complex	
autocorrelation	structure	in	the	data.	They	also	suggest	determining	the	number	of	
input	nodes	by	theoretical	research	in	nonlinear	time	series	analysis.			
The	 number	 of	 output	 nodes	 is	 another	 important	 parameter	 in	 neural	 network	
architecture	which	is	determined	by	the	forecasting	horizon.	Only	one	output	node	
will	be	assigned	to	a	neural	network	to	forecast	one	period	or	multiple	periods	in	the	










general,	 the	 error	 function	 is	 non-linear.	 The	basic	 idea	 to	 find	 optimal	weights	 in	




by	Werbos	 (1994).	 In	 this	 algorithm,	 derivatives	 of	 error	 functions	with	 respect	 to	












the	 negative	 of	 the	 gradient	∇𝐹 𝑎S ,	 then	 moves	 to	 a	 new	 point	𝑎SU( .	 In	 this	
optimization	algorithm,	gradienthe	t	is	the	direction	that	the	error	function	decreases	
most	rapidly,	and	can	be	found	from	derivatives.		
𝑎SU( = 𝑎S − 𝛾	∇𝐹 𝑎S 																																																																																																	(2 − 16)	
	Newton's	method	 is	 another	optimization	algorithm	 that	may	be	applied	 to	move	
toward	 the	 minimum	 error	 point.	 In	 this	 optimization	 algorithm,	 the	 second	
derivatives	 of	 the	 error	 function	 and	 inverse	 Hessian	 (𝐻S)( )	 are	 used	 to	 find	 the	
direction	of	the	next	move.		
𝑎SU( = 𝑎S − 𝛾𝐻S)(	∇𝐹 𝑎S 																																																																																									(2 − 17)	
𝑤ℎ𝑒𝑛:						𝑓(𝑎S + ∆𝑥) = 𝑓(𝑎S) + ∇𝑓 𝑎S ∆𝑥 + 0.5		∆𝑥[𝐻∆𝑥																									(2 − 18)	
The	quasi-newton	method	builds	 an	 approximation	 to	 the	 inverse	Hessian	𝐽	 	which	
only	needs	first	derivatives	of	the	error	function.	Thus,	it	requires	fewer	operations	to	
evaluate	 compared	 to	 the	 Newton	 method.	 This	 algorithm	 converges	 faster	 than	
gradient	descent.		
𝑎SU( = 𝑎S − 𝛾(𝐽S)∇𝐹 𝑎S 																																																																																										(2 − 19)	
The	 Levenberg-Marquardt	 algorithm	 is	 primarily	 used	 to	 solve	 the	 least	 square	





∇𝑓 = 2. 𝐽	[. 𝑒																																																																																																																					(2 − 20)	
Also,	Hessian	matrix	is	computed	with	the	following	expression	where	𝜆			is	a	factor	to	
ensure	the	positivity	of	the	Hessian	and	𝐼	is	the	identity	matrix.		
𝐻 = 2. (𝐽	[. 𝐽		 + 𝜆		. 𝐼)																																																																																																						(2 − 21)	
Thus,	Levenberg-Marquardt	improvement	process	is	defined	as:	

















Niaki	 and	Hoseinzade	 (2013)	 forecast	 the	daily	 direction	of	 Standard	&	Poor's	 500	
index	by	ANN.	They	select	the	most	 influential	 factors	affecting	the	response	(daily	
direction	 of	 S&P	 500)	 in	 the	 first	 step	 of	 their	 study.	 They	 present	 the	 results	 of	
developed	ANN.	Gorr,	Nagin,	and	Szczypula	(1994)	compare	the	results	obtained	by	
linear	regression,	stepwise	polynomial	regression,	and	single	middle	layer	ANNs	model	





Many	 algorithms	 are	 developed	 to	 enhance	 the	 performance	 of	 forecasting	 with	
ANNs.	 Pelikan	 et	 al.	 (1992)	 suggest	 combining	 several	 neural	 networks.	 This	 study	
shows	that	the	result	obtained	from	the	suggested	method	is	better	than	applying	a	
single	neural	network.	Ginzburg	and	Horn	(1994)	also	combine	two	ANNs	as	a	new	
predictor.	 In	 their	 study,	 the	 first	network	models	 the	 time	 series,	 and	 the	 second	
network	models	 the	 residual	 from	 the	 first	 network.	 They	 test	 the	 new	 combined	














outcomes.	 Yu,	 Wang,	 and	 Lai	 (2005)	 integrate	 generalized	 linear	 autoregression	
(GLAR)	with	ANN	to	obtain	accurate	forecasting	model	for	the	exchange	rate.	Their	
nonlinear	 ensemble	model	 is	 used	 to	 forecast	 foreign	 exchange	market	 rate.	 They	













(2010)	 also	 applies	 the	 same	 procedure	 to	 predict	 a	 water	 quality	 time	 series.	 In	
Gairaa’s	 study,	 global	 solar	 radiation	 data	 recorded	 from	 2012	 to	 2013	 for	 two	
Algerian	 climate	 sites	are	used	 to	 test	 the	developed	method.	They	 show	 that	 the	





Calculate	the	residuals	of	ARMA	(𝑒 = 𝑦 − 𝐿);	
Use	ANN	and	model	𝑒 = 𝜃(𝐵)𝜀	as	non-linear	component	(𝑁);	







of	 AR	 and	MA	 sub-network	 receives	 inputs	 and	 outputs	 the	 results.	 In	 this	 hybrid	
algorithm,	the	output	of	neurons	passes	to	the	next	neurons	in	the	same	sub-network.	
Thus,	 both	 AR	 and	 MR	 sub-networks	 operate	 identically.	 However,	 the	 AR	 sub-
network	 receives	 time	 series	 value	 as	 an	 input,	 but	 the	MA	 sub-network	 receives	























that	 combines	 the	 seasonal	ARIMA	and	 the	ANN.	 In	 this	 study,	 two	 seasonal	 time	
series	datasets	including	total	production	value	of	Taiwan	machinery	industry	and	soft	
drink	 consumption	 are	 tested.	 They	 compare	 the	 performance	 of	 their	 developed	
method	with	seasonal	ARIMA	model,	neural	network	models	with	differenced	data,	
and	 neural	 network	 models	 with	 deseasonalized	 data.	 They	 also	 show	 that	 their	
obtained	model	generates	the	best	result	with	the	lowest	error.	
However,	Khashei	and	Bijari	(2011)	believe	that	using	hybrid	models	to	forecast	time	
series	 is	 risky.	They	refer	 to	 the	common	assumption	 in	hybrid	algorithms	that	 the	







assuming	 additivity	 between	 linear	 and	 non-linear	 components	 aiming	 to	 achieve	
more	generality	of	the	application	of	their	proposed	method.	They	guarantee	that	the	
performance	of	the	proposed	model	is	superior	to	the	separate	use	of	ARIMA	and	ANN	
models.	 	 Figure	 23	 represents	 the	 pseudocode	 of	 their	 hybrid	 ARIMA	 and	 ANN	
algorithm.		
They	 test	 the	 new	 hybrid	 method	 and	 compare	 the	 accuracy	 of	 the	 obtained	
forecasting	model	with	 traditional	hybrid	ARIMA-ANNs	models.	 In	 this	 study,	 three	
real	datasets	are	used	to	 test	 the	proposed	method	against	 those	 tested	by	Zhang	




Execute	𝑋" = (1 − 𝐵)P𝑋"	
Estimate	ARMA	model	for	𝑋"	as	linear	component	(𝐿);	



















sources,	 four	 independent	 variables	 were	 considered.	 They	 are	 market	 price	 of	












































































































































































































































Multiple	 linear	 regression	 (MLR)	 was	 first	 used	 to	 fit	 a	 model	 of	 the	 amount	 of	
electricity	generated	from	different	primary	energy	sources.	The	obtained	results	are	
summarized	in	Figure	25.	
A	 good	 MLR	 forecasting	 method	 results	 in	 uncorrelated	 residuals.	 To	 detect	 the	
presence	of	autocorrelation	at	lag	1	in	the	residuals,	the	Durbin-Watson	test	was	used	
(Durbin	&	Watson,	1950).	The	null	hypothesis	of	 this	 test	 is	uncorrelated	 residuals	
against	the	alternative	that	residuals	follow	a	first-order	autoregressive	process.	The	







































































































































and	 the	 activation	 function.	 There	 are	 different	 types	 of	 networks	 for	 different	
applications.	A	 feed-forward	network	with	one	hidden	 layer	was	used	 in	 this	study	
since	 feed-forward	networks	with	multilayer	 perceptron	 are	 the	most	widely	 used	
designs	for	time	series	modeling	and	forecasting	(Zhang	et	al.,	1998).	
Different	training	algorithms	were	discussed	in	section	2.2.2.	In	this	research,	The	BP	
with	 Levenberg-Marquardt	 (LM)	was	 chosen	 as	 the	 training	 algorithm	 (Levenberg,	
1944).	Combination	function	defines	the	output	of	a	node	when	a	set	of	inputs	are	








defined	 for	 the	 geothermal	 neural	 network.	 Also,	 two	 nodes	 in	 the	 input	 layer	
(corresponding	to	heat	rate	and	U.S.	population),	and	200,	150,	300,	and	350	nodes	in	


















































































































































































𝑌3" − 𝑌3""M( 𝑠
																																																																																											(3 − 11)	
When	𝑇𝑆3 	is	 the	 tracking	 signal	of	energy	 source	𝑖	in	month𝑠,	𝑌3" 	is	 the	amount	of	
electricity	generated	in	month	𝑡	from	energy	source	i,	and	𝑌3"	is	the	predicted	amount	
of	electricity	generated	at	month	𝑡	from	energy	source	𝑖.		
As	 demonstrated	 in	 Figure	 30,	 there	 are	 some	 kind	 of	 fluctuations	 in	 all	 tracking	
signals.	It	moves	up	and	down	which	suggests	that	the	ANN	does	not	over-estimate	or	















































































The	 parameters	 of	 ARIMA	 are	𝑝 	(the	 order	 of	 the	 AR	 model),	𝑑 	(the	 degree	 of	







































































	 Sample	 ANN	 Hybrid	ARIMA	and	ANN	
Coal	 35	 14.90	 964.11	
Natural	gas	 35	 343.39	 772.44	
Oil	 35	 0.08	 1.51	
Geothermal		 35	 0.30	 0.01	
Hydroelectric		 35	 321.56	 35.92	
Solar		 35	 6.03	 9.37	
Wind		 35	 344.11	 51.73	










nuclear	 primary	 energy	 sources.	 However,	 in	 order	 to	 improve	 forecast	 accuracy,	
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Table	3	 reports	monthly	Consumer	Price	 Index	 (CPI)	 from	 January	2004	 to	 January	
2018	which	is	obtained	from	EIA.		
Table	3-	Consumer	price	index	of	U.S.		
Month		 CIP	 Month		 CIP	 Month		 CIP	
January	2004	 1.863	 May 2009	 2.130	 September 2014	 2.375	
February	2004	 1.867	 June 2009	 2.148	 October 2014	 2.374	
March	2004	 1.871	 July 2009	 2.147	 November 2014	 2.370	
April	2004	 1.874	 August 2009	 2.154	 December 2014	 2.363	
May	2004	 1.882	 September 2009	 2.159	 January 2015	 2.348	
June	2004	 1.889	 October 2009	 2.165	 February 2015	 2.353	
July	2004	 1.891	 November 2009	 2.172	 March 2015	 2.360	
August	2004	 1.892	 December 2009	 2.173	 May 2013	 2.319	
September	2004	 1.898	 January 2010	 2.175	 June 2013	 2.324	
October	2004	 1.908	 February 2010	 2.173	 July 2013	 2.329	
November	2004	 1.917	 March 2010	 2.174	 August 2013	 2.335	
December	2004	 1.917	 April 2010	 2.174	 September 2013	 2.335	
January	2005	 1.916	 May 2010	 2.173	 October 2013	 2.337	
February	2005	 1.924	 June 2010	 2.172	 November 2013	 2.341	
March	2005	 1.931	 July 2010	 2.176	 December 2013	 2.347	
April	2005	 1.937	 August 2010	 2.179	 January 2014	 2.353	
May	2005	 1.936	 September 2010	 2.183	 February 2014	 2.355	
June	2005	 1.937	 October 2010	 2.190	 March 2014	 2.360	
July	2005	 1.949	 November 2010	 2.196	 April 2014	 2.365	
August	2005	 1.961	 December 2010	 2.205	 May 2014	 2.369	
September	2005	 1.988	 January 2011	 2.212	 June 2014	 2.372	
October	2005	 1.991	 February 2011	 2.219	 July 2014	 2.375	
November	2005	 1.981	 March 2011	 2.230	 August 2014	 2.374	
December	2005	 1.981	 April 2011	 2.241	 September 2014	 2.375	
January	2006	 1.993	 May 2011	 2.248	 October 2014	 2.374	
February	2006	 1.994	 June 2011	 2.248	 November 2014	 2.370	
March	2006	 1.997	 July 2011	 2.254	 December 2014	 2.363	
April	2006	 2.007	 August 2011	 2.261	 January 2015	 2.348	
May	2006	 2.013	 September 2011	 2.266	 February 2015	 2.353	
June	2006	 2.018	 October 2011	 2.268	 March 2015	 2.360	
July	2006	 2.029	 November 2011	 2.272	 April 2015	 2.362	
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August	2006	 2.038	 December 2011	 2.272	 May 2015	 2.370	
September	2006	 2.028	 January 2012	 2.278	 June 2015	 2.376	
October	2006	 2.019	 February 2012	 2.283	 July 2015	 2.380	
November	2006	 2.020	 March 2012	 2.288	 August 2015	 2.380	
December	2006	 2.031	 April 2012	 2.292	 September 2015	 2.375	
January	2007	 2.034	 May 2012	 2.287	 October 2015	 2.378	
February	2007	 2.042	 June 2012	 2.285	 November 2015	 2.381	
March	2007	 2.053	 July 2012	 2.286	 December 2015	 2.378	
April	2007	 2.059	 August 2012	 2.299	 January 2016	 2.380	
May	2007	 2.068	 September 2012	 2.310	 February 2016	 2.375	
June	2007	 2.072	 October 2012	 2.316	 March 2016	 2.380	
July	2007	 2.076	 November 2012	 2.312	 April 2016	 2.388	
August 2007	 2.077	 December 2012	 2.312	 May 2016	 2.394	
September 2007	 2.085	 January 2013	 2.317	 June 2016	 2.401	
October 2007 2.092 February 2013 2.329 July 2016 2.401 
November 2007 2.108 March 2013 2.323 August 2016 2.406 
December 2007 2.114 April 2013 2.318 September 2016 2.410 
January 2008 2.122 May 2013 2.319 October 2016 2.417 
February 2008 2.127 June 2013 2.324 November 2016 2.421 
March 2008 2.134 July 2013 2.329 December 2016 2.428 
April 2008 2.139 August 2013 2.335 January 2017 2.440 
May 2008 2.152 September 2013 2.335 February 2017 2.441 
June 2008 2.175 October 2013 2.337 March 2017 2.437 
July 2008 2.190 November 2013 2.341 April 2017 2.441 
August 2008 2.187 December 2013 2.347 May 2017 2.439 
September 2008 2.189 January 2014 2.353 June 2017 2.440 
October 2008 2.170 February 2014 2.355 July 2017 2.442 
November 2008 2.132 March 2014 2.360 August 2017 2.453 
December 2008 2.114 April 2014 2.365 September 2017 2.464 
January 2009 2.119 May 2014 2.369 October 2017 2.466 
February 2009 2.127 June 2014 2.372 November 2017 2.474 
March 2009 2.125 July 2014 2.375 December 2017 2.479 










Year	 Coal	 Petroleum	 Natural	gas	 Nuclear	 Noncombustible	Renewable	Energy	
2004	 10331	 10571	 8647	 10428	 10016	
2005	 10373	 10631	 8551	 10436	 9999	
2006	 10351	 10809	 8471	 10435	 9919	
2007	 10375	 10794	 8403	 10489	 9884	
2008	 10378	 11015	 8305	 10452	 9854	
2009	 10414	 10923	 8160	 10459	 9760	
2010	 10415	 10984	 8185	 10452	 9756	
2011	 10444	 10829	 8152	 10464	 9716	
2012	 10498	 10991	 8039	 10479	 9516	
2013	 10459	 10713	 7948	 10449	 9541	
2014	 10428	 10814	 7907	 10459	 9510	
2015	 10495	 10687	 7878	 10458	 9319	
2016	 10493	 10811	 7870	 10459	 9232	







































ANN	 Hybrid		 ANN	 Hybrid		
Jan-14	 155.9163	 117.2494	 141.6109	 6.7841	 1.9821	 2.3511	
Feb-14	 142.2176	 149.2783	 144.8578	 2.5778	 5.5400	 3.6380	
Mar-14	 135.2902	 116.8060	 144.2032	 2.9988	 1.9317	 2.5476	
Apr-14	 108.2787	 108.7611	 137.5928	 1.5834	 1.9066	 3.6859	
May-14	 117.7384	 108.9004	 136.8646	 1.8702	 1.8931	 2.3328	
Jun-14	 136.4698	 107.5873	 131.8706	 1.8451	 1.8841	 2.8904	
Jul-14	 148.4722	 107.1394	 138.0515	 1.8675	 1.8961	 1.5962	
Aug-14	 147.3290	 104.8720	 128.9580	 1.8729	 1.8997	 2.9142	
Sep-14	 125.0617	 101.4761	 132.8322	 1.7773	 1.8911	 2.2363	
Oct-14	 110.3222	 97.2764	 124.6784	 1.3679	 1.8844	 3.5080	
Nov-14	 118.1175	 88.2236	 120.2392	 1.5769	 1.8734	 1.8679	
Dec-14	 123.5607	 86.2770	 119.0140	 1.9211	 1.7969	 2.3495	
Jan-15	 131.4307	 91.3026	 123.2784	 2.7889	 1.8008	 1.1341	
Feb-15	 126.0236	 91.1259	 138.1820	 6.0736	 1.7960	 2.3252	
Mar-15	 107.4710	 88.5805	 138.3800	 1.6440	 1.8030	 1.8224	
Apr-15	 88.1470	 90.1245	 136.5760	 1.5702	 1.7918	 2.9509	
May-15	 103.6716	 86.2403	 128.9302	 1.7937	 1.7730	 1.0539	
Jun-15	 124.6771	 88.1285	 124.0496	 1.7228	 1.7746	 2.1854	
Jul-15	 138.0605	 93.6065	 118.0554	 2.1854	 1.7781	 0.4945	
Aug-15	 133.6513	 96.7822	 127.4083	 2.0132	 1.7674	 1.4025	
Sep-15	 117.0054	 102.9182	 128.9817	 1.8987	 1.7648	 2.0315	
Oct-15	 95.8715	 125.5690	 136.0737	 1.6572	 1.7704	 2.2481	
Nov-15	 86.3620	 130.2755	 139.3357	 1.5827	 1.7345	 0.5590	
Dec-15	 88.6217	 115.0935	 131.9650	 1.5748	 1.7256	 1.7183	
Jan-16	 112.6240	 113.5627	 124.9023	 2.2171	 1.7175	 0	
Feb-16	 91.9092	 109.9647	 102.4731	 2.0790	 1.7145	 0.7731	
Mar-16	 71.3458	 105.6999	 106.1971	 1.6952	 1.7236	 2.3298	
Apr-16	 71.4191	 106.7556	 118.8680	 1.7452	 1.7153	 0.9953	
May-16	 80.9347	 98.5778	 121.1342	 1.8143	 1.7648	 0.1657	
Jun-16	 115.1967	 104.2240	 123.9511	 1.8472	 1.7326	 1.1891	
Jul-16	 135.4201	 110.0884	 114.2703	 2.1857	 1.7605	 0	
Aug-16	 134.7624	 122.3026	 117.5752	 2.2103	 1.7167	 0.8406	
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Sep-16	 113.3470	 120.1123	 125.6076	 1.8217	 1.6982	 2.5761	
Oct-16	 98.4738	 116.9672	 125.9757	 1.4496	 1.7041	 0.0769	
Nov-16	 86.2753	 111.5201	 125.3286	 1.7367	 1.6992	 0.0148	
Dec-16	 117.9548	 117.2494	 141.6109	 1.9084	 1.9821	 2.3511	
Jan-17	 114.7028	 149.2783	 144.8578	 2.0109	 5.5400	 3.6380	
Feb-17	 86.1792	 116.8060	 144.2032	 1.5442	 1.9317	 2.5476	
Mar-17	 88.7252	 108.7611	 137.5928	 1.5625	 1.9066	 3.6859	
Apr-17	 80.9206	 108.9004	 136.8646	 1.1994	 1.8931	 2.3328	
May-17	 91.8081	 107.5873	 131.8706	 1.6537	 1.8841	 2.8904	
Jun-17	 106.9991	 107.1394	 138.0515	 1.7630	 1.8961	 1.5962	
Jul-17	 127.2503	 104.8720	 128.9580	 1.6185	 1.8997	 2.9142	
Aug-17	 119.1462	 101.4761	 132.8322	 1.6082	 1.8911	 2.2363	
Sep-17	 97.7310	 97.2764	 124.6784	 1.5681	 1.8844	 3.5080	
Oct-17	 89.3812	 88.2236	 120.2392	 1.4443	 1.8734	 1.8679	















ANN	 Hybrid		 ANN	 Hybrid		
Jan-14	 82.9691	 83.0075	 87.6510	 1.3550	 1.2729	 1.2777	
Feb-14	 68.7296	 86.7136	 103.1229	 1.2061	 1.3509	 1.3905	
Mar-14	 70.5173	 86.5973	 81.3693	 1.3377	 1.3231	 1.3139	
Apr-14	 69.5833	 89.9967	 95.4354	 1.3135	 1.2688	 1.3391	
May-14	 81.6449	 93.6384	 88.9946	 1.3324	 1.3271	 1.3104	
Jun-14	 90.9025	 95.7452	 81.0318	 1.2934	 1.3157	 1.3493	
Jul-14	 106.6955	 104.6966	 88.1242	 1.3196	 1.2946	 1.3346	
Aug-14	 113.9098	 102.5303	 103.1549	 1.3292	 1.2869	 1.3131	
Sep-14	 98.6902	 95.3307	 88.1544	 1.3075	 1.1640	 1.3554	
Oct-14	 90.0534	 94.1768	 92.8234	 1.3451	 1.2749	 1.3378	
Nov-14	 76.7106	 98.3671	 96.0746	 1.3625	 1.3903	 1.3373	
Dec-14	 82.7661	 86.7137	 83.2432	 1.3750	 1.3502	 1.3204	
Jan-15	 93.4496	 85.4020	 102.6468	 1.3619	 1.2836	 1.3000	
Feb-15	 84.2069	 85.7714	 113.3129	 1.2601	 1.2790	 1.3733	
Mar-15	 92.1103	 99.7270	 82.1895	 1.3940	 1.2799	 1.3262	
Apr-15	 85.8277	 110.2472	 78.2063	 1.2724	 1.2068	 1.3510	
May-15	 94.1240	 107.1126	 110.7412	 1.3902	 1.3053	 1.3236	
Jun-15	 113.3901	 106.4896	 113.6848	 1.3016	 1.2699	 1.3523	
Jul-15	 132.2659	 117.4606	 86.1781	 1.3567	 1.2911	 1.3540	
Aug-15	 130.3142	 107.7688	 63.7594	 1.3441	 1.3058	 1.3258	
Sep-15	 114.7917	 96.4652	 77.8131	 1.2029	 1.3497	 1.3538	
Oct-15	 102.0218	 100.6604	 115.0646	 1.3230	 1.3431	 1.3469	
Nov-15	 94.1323	 91.1104	 85.6837	 1.3336	 1.3980	 1.3512	
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Dec-15	 101.0218	 83.9242	 94.1627	 1.3770	 1.4199	 1.3481	
Jan-16	 101.7862	 96.7019	 61.8147	 1.3320	 1.3666	 1.3203	
Feb-16	 90.8494	 85.9365	 54.1289	 1.2434	 1.3681	 1.3710	
Mar-16	 95.8487	 136.3440	 82.0701	 1.3152	 1.3548	 1.3382	
Apr-16	 91.2573	 113.8152	 63.3153	 1.2090	 1.4168	 1.3618	
May-16	 102.4819	 115.2682	 99.4953	 1.3418	 1.2535	 1.3376	
Jun-16	 123.0428	 112.4245	 69.9057	 1.2514	 1.3198	 1.3557	
Jul-16	 142.5580	 116.2048	 74.8729	 1.3112	 1.3615	 1.3662	
Aug-16	 145.6101	 130.1436	 89.1414	 1.3243	 1.3527	 1.3436	
Sep-16	 117.1967	 116.5169	 87.5973	 1.3267	 1.4190	 1.3590	
Oct-16	 94.7541	 109.9944	 92.2938	 1.3532	 1.1622	 1.3546	
Nov-16	 85.9068	 107.1446	 79.7549	 1.3639	 1.4417	 1.3587	
Dec-16	 88.0876	 83.0075	 87.6510	 1.4539	 1.2729	 1.2777	
Jan-17	 82.8778	 86.7136	 103.1229	 1.3995	 1.3509	 1.3905	
Feb-17	 72.9904	 86.5973	 81.3693	 1.2413	 1.3231	 1.3139	
Mar-17	 86.9471	 89.9967	 95.4354	 1.3798	 1.2688	 1.3391	
Apr-17	 78.6219	 93.6384	 88.9946	 1.3573	 1.3271	 1.3104	
May-17	 88.9479	 95.7452	 81.0318	 1.2951	 1.3157	 1.3493	
Jun-17	 107.9290	 104.6966	 88.1242	 1.2647	 1.2946	 1.3346	
Jul-17	 136.0430	 102.5303	 103.1549	 1.3678	 1.2869	 1.3131	
Aug-17	 131.2785	 95.3307	 88.1544	 1.3570	 1.1640	 1.3554	
Sep-17	 109.0336	 94.1768	 92.8234	 1.3254	 1.2749	 1.3378	
Oct-17	 99.2773	 98.3671	 96.0746	 1.2609	 1.3903	 1.3373	















ANN	 Hybrid		 ANN	 Hybrid		
Jan-14	 21.5101	 25.5310	 26.5284	 0.7340	 3.7183	 0.4916	
Feb-14	 17.2889	 26.4634	 27.7529	 0.8139	 3.9082	 0.9112	
Mar-14	 24.1388	 27.0361	 19.6287	 1.2865	 4.0909	 0.1263	
Apr-14	 25.3095	 26.6935	 23.9195	 1.4529	 4.2611	 0.4275	
May-14	 26.4104	 24.9973	 19.7174	 1.7101	 4.4059	 0.6641	
Jun-14	 25.6405	 21.7082	 18.1840	 1.8828	 4.5129	 0.0736	
Jul-14	 24.2649	 16.9520	 22.0720	 1.7482	 4.5560	 0.6970	
Aug-14	 19.7085	 11.6137	 23.5340	 1.8387	 4.5139	 0.3429	
Sep-14	 15.9858	 6.9881	 25.8846	 1.7954	 4.4101	 0.8385	
Oct-14	 17.0635	 3.9128	 27.0196	 1.6799	 4.3067	 0.8442	
Nov-14	 18.5239	 2.4149	 25.7549	 1.3509	 4.2447	 0.6498	
Dec-14	 22.2015	 2.2187	 17.3718	 1.0107	 4.2244	 0.5752	
Jan-15	 24.0140	 42.5263	 24.3114	 1.1342	 0	 0.2127	
Feb-15	 22.1789	 39.6839	 22.8024	 1.4593	 0	 1.0312	
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Mar-15	 24.1480	 36.3490	 17.7265	 2.0373	 0	 0.6923	
Apr-15	 22.3305	 32.6418	 19.8577	 2.3378	 0	 0	
May-15	 19.9954	 29.0622	 14.1566	 2.4561	 0	 0.9088	
Jun-15	 20.2966	 26.2598	 17.5564	 2.5120	 0	 0.0851	
Jul-15	 20.8959	 25.0446	 18.6372	 2.5795	 0	 0.6923	
Aug-15	 19.0295	 25.9847	 13.6675	 2.6394	 0	 1.9500	
Sep-15	 16.0151	 28.8057	 14.6620	 2.1778	 0.4385	 0.8569	
Oct-15	 16.5132	 32.5137	 18.5808	 1.8754	 0.8675	 0	
Nov-15	 19.2020	 36.1536	 12.4541	 1.7015	 1.2527	 0.7902	
Dec-15	 23.0165	 39.4920	 14.7502	 1.5453	 1.6284	 2.8394	
Jan-16	 25.4639	 42.1251	 15.2921	 1.4582	 1.9761	 1.1593	
Feb-16	 24.0058	 44.1557	 19.4752	 2.2005	 2.3069	 0	
Mar-16	 27.2256	 45.9605	 22.8212	 2.5708	 2.6826	 0	
Apr-16	 25.7349	 47.5204	 23.9342	 2.8311	 3.1068	 0	
May-16	 25.3554	 48.8893	 23.8608	 3.3750	 3.5712	 0.4569	
Jun-16	 23.1255	 50.2744	 22.1516	 3.4177	 4.0811	 1.7457	
Jul-16	 21.3367	 51.9687	 25.2303	 3.8865	 4.6481	 0	
Aug-16	 19.4580	 54.0890	 15.1528	 3.9084	 5.2396	 0.3322	
Sep-16	 16.2789	 56.4242	 16.9352	 3.5842	 5.8000	 0	
Oct-16	 17.2294	 58.5321	 13.7256	 3.1466	 6.2612	 1.5152	
Nov-16	 18.7215	 60.1616	 15.2858	 2.7294	 6.5952	 1.0450	
Dec-16	 22.3903	 25.5310	 26.5284	 2.3890	 3.7183	 0.4916	
Jan-17	 27.7116	 26.4634	 27.7529	 2.1232	 3.9082	 0.9112	
Feb-17	 24.4105	 27.0361	 19.6287	 2.4630	 4.0909	 0.1263	
Mar-17	 30.0691	 26.6935	 23.9195	 4.3699	 4.2611	 0.4275	
Apr-17	 29.1728	 24.9973	 19.7174	 4.7057	 4.4059	 0.6641	
May-17	 32.0194	 21.7082	 18.1840	 5.6779	 4.5129	 0.0736	
Jun-17	 30.2741	 16.9520	 22.0720	 6.1517	 4.5560	 0.6970	
Jul-17	 25.5997	 11.6137	 23.5340	 5.4123	 4.5139	 0.3429	
Aug-17	 21.1134	 6.9881	 25.8846	 5.3116	 4.4101	 0.8385	
Sep-17	 18.8503	 3.9128	 27.0196	 5.0796	 4.3067	 0.8442	
Oct-17	 17.0936	 2.4149	 25.7549	 4.7449	 4.2447	 0.6498	















ANN	 Hybrid		 ANN	 Hybrid		
Jan-14	 17.8946	 0	 9.7087	 73.1626	 75.6129	 64.1995	
Feb-14	 13.9966	 0	 17.9957	 62.6390	 74.2272	 70.2383	
Mar-14	 17.7221	 0	 17.2287	 62.3971	 71.9062	 60.1639	
Apr-14	 18.6213	 0	 10.0961	 56.3846	 68.8486	 68.7919	
May-14	 15.5906	 0	 16.3641	 62.9474	 65.4993	 62.4239	
73	
	
Jun-14	 15.7862	 7.8905	 15.0389	 68.1382	 61.9456	 63.3194	
Jul-14	 12.1764	 15.1735	 12.6140	 71.9401	 58.0375	 64.1393	
Aug-14	 10.1621	 21.4233	 16.2247	 71.1287	 53.7743	 64.8270	
Sep-14	 11.5098	 26.6164	 15.0828	 67.5345	 49.6874	 64.1736	
Oct-14	 14.4923	 30.6813	 12.8775	 62.3910	 46.7240	 71.4765	
Nov-14	 18.8475	 33.8172	 23.3739	 65.1402	 45.3548	 69.5145	
Dec-14	 14.6965	 36.5152	 9.9600	 73.3625	 45.4857	 58.4053	
Jan-15	 15.1463	 0	 13.3469	 74.2700	 50.9651	 63.9158	
Feb-15	 14.9076	 0	 18.4303	 63.4615	 53.4520	 73.0730	
Mar-15	 15.2930	 0	 10.7471	 64.5468	 55.9555	 63.8002	
Apr-15	 17.8505	 0	 16.0699	 59.7845	 58.2981	 71.4933	
May-15	 17.1364	 2.8875	 16.4315	 65.8265	 60.3566	 64.9724	
Jun-15	 13.4096	 9.1078	 17.6232	 68.5162	 62.2335	 66.7648	
Jul-15	 13.6656	 15.0304	 12.9933	 71.4122	 64.1307	 63.3344	
Aug-15	 13.0702	 20.3573	 16.6198	 72.4154	 66.2337	 64.3121	
Sep-15	 13.9610	 24.9650	 11.8948	 66.4764	 68.6649	 64.1577	
Oct-15	 16.3635	 28.6407	 19.6385	 60.5709	 71.3426	 70.3380	
Nov-15	 19.6631	 31.2028	 17.7347	 60.2639	 74.0595	 68.0606	
Dec-15	 20.0802	 32.6950	 10.4025	 69.6337	 76.8244	 56.9360	
Jan-16	 18.4469	 33.0954	 14.2124	 72.5248	 79.2849	 63.2366	
Feb-16	 20.1184	 32.8083	 15.4120	 65.6381	 81.3942	 74.0434	
Mar-16	 21.9198	 32.1214	 5.5471	 66.1489	 83.4134	 62.0413	
Apr-16	 20.7810	 31.3714	 15.4696	 62.7318	 85.1524	 70.4576	
May-16	 18.8320	 30.8885	 21.9848	 66.5765	 86.3982	 65.0702	
Jun-16	 16.2898	 30.8220	 2.3194	 67.1753	 87.0401	 67.1431	
Jul-16	 17.6051	 31.2386	 20.2313	 70.3493	 87.0010	 62.0991	
Aug-16	 13.5788	 32.1662	 15.7689	 71.5264	 86.2803	 64.4513	
Sep-16	 16.3907	 33.5452	 5.1811	 65.4482	 85.0482	 65.5780	
Oct-16	 20.3179	 35.1430	 18.4894	 60.7333	 83.6112	 69.6035	
Nov-16	 19.3878	 36.6797	 16.6495	 65.1788	 82.2431	 69.0040	
Dec-16	 23.1220	 0	 9.7087	 71.6624	 75.6129	 64.1995	
Jan-17	 20.5921	 0	 17.9957	 73.1206	 74.2272	 70.2383	
Feb-17	 22.0727	 0	 17.2287	 64.0528	 71.9062	 60.1639	
Mar-17	 26.0081	 0	 10.0961	 65.0932	 68.8486	 68.7919	
Apr-17	 25.7019	 0	 16.3641	 56.7434	 65.4993	 62.4239	
May-17	 22.5873	 7.8905	 15.0389	 61.3094	 61.9456	 63.3194	
Jun-17	 19.6267	 15.1735	 12.6140	 67.0108	 58.0375	 64.1393	
Jul-17	 15.8339	 21.4233	 16.2247	 71.3142	 53.7743	 64.8270	
Aug-17	 13.1366	 26.6164	 15.0828	 72.3842	 49.6874	 64.1736	
Sep-17	 17.2776	 30.6813	 12.8775	 68.0734	 46.7240	 71.4765	
Oct-17	 24.7669	 33.8172	 23.3739	 65.9948	 45.3548	 69.5145	
Nov-17	 23.2997	 36.5152	 9.9600	 66.6179	 45.4857	 58.4053	
	
