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Abstract
Interpretation of proofs of the multiplicative-additive fragment of non-commutative logic, by
using bimodules on coherent spaces and bilinear functions. c© 2002 Published by Elsevier
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1. Introduction
My aim is to give (along the lines of Girard’s papers [3] and [4]) a concrete
semantics of proofs, or denotational semantics, for non-commutative logic.
Non-commutative logic contains both linear logic and cyclic linear logic, and has
been introduced in [2]. Cyclic linear logic is the non-commutative fragment of linear
logic, and has been introduced in [8]; as shown e.g. in [1], the intuitionistic version
of cyclic linear logic is Lambek Calculus [5], used in linguistics.
In this paper I begin the study of a concrete semantics of proofs for the multiplicative-
additive fragment of non-commutative logic; the reader may 9nd in [7] the rules of
sequent calculus for such fragment. The next step will be to study a semantics of
proofs also for full non-commutative logic (i.e. including exponential connectives).
The semantics I am investigating in this paper makes use of bimodules over coher-
ent spaces, following a proposal made by Girard after my 9rst attempts, and fol-
lowing also ideas we can 9nd in the category-theoretical works of Lambek (e.g.,
see [6]).
This paper is a development of a previous unpublished paper (1996) where I in-
vestigated a semantics of proofs for the multiplicative fragment of cyclic linear logic.
In this paper, in comparison with the previous unpublished paper, I consider not only
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cyclic linear logic, but also non-commutative logic (discovered in 1998), and not only
the multiplicative fragment but also the multiplicative-additive fragment.
I start by taking the commutative monoid A=(Bool⊥; ∩{0; 1}). The coherent space
Bool⊥ is the set {∅; {0}; {1}; {0; 1}} (i.e. the power set of {0; 1}): indeed, |Bool⊥|=
{0; 1}, 0 ˆ˙Bool⊥1, so that the cliques of Bool⊥ are all the subsets of {0; 1}. The inter-
section operation ∩ on the set {∅; {0}; {1}; {0; 1}} is a linear function from Bool⊥⊗
Bool⊥ to Bool⊥, and Tr(∩)= {〈〈0; 0〉; 0〉; 〈〈1; 1〉; 1〉}. (By Tr(F), when F is a linear
function, we denote the trace of F , i.e. Tr(F)= [〈x; y〉=y∈F({x})].)
In Section 2, I will de9ne and consider A-bimodules, i.e. coherent spaces with a left-
and a right-multiplication related to the commutative monoid A. For each A-bimodule
X , there is an A-bimodule X⊥ (the linear negation of X ) such that X⊥⊥=X .
In each A-bimodule X , for every clique a of a coherent space SX and for every clique
 of Bool⊥ there is the “left-multiplication” LX (; a)⊆ a and the “right-multiplication”
RX (a; )⊆ a; the cliques a of SX such that for every ∈Bool⊥
LX (; a) = RX (a; )
are the cliques of a coherent space ID(X ).
In Section 3, I will introduce and study left-linear, right-linear, and bilinear func-
tions from an A-bimodule X to an A-bimodule Y , i.e. linear function preserving
left-multiplication (left-linear functions), right-multiplication (right-linear functions),
left- and right-multiplications (bilinear functions).
In Section 4, I will introduce and study operations on A-bimodules, correspond-
ing to connectives of non-commutative logic: multiplicative non-commutative connec-
tives (conjunction , disjunction ∇, and the implications −• and •−), multiplicative
commutative connectives (conjunction ⊗, disjunction ˝, and the implication −◦), ad-
ditive connectives (conjunction & and disjunction ⊕). In particular, the cliques of
X −•Y =X⊥∇Y are the traces of the left-linear functions from X to Y , the cliques of
Y •−X =Y∇X⊥ are the traces of the right-linear functions from X to Y , ID(X −•Y )
and ID(Y •−X ) is the set of the traces of the bilinear functions from X to Y . More-
over, there are A-bimodules 1 (neutral element of multiplicative conjunctions), ⊥
(neutral element of multiplicative disjunctions), T =0 (neutral element of additive
connectives).
If we consider the class of 1-symmetric A-bimodules, then X Y =X ⊗Y and
X∇Y =X ˝Y : i.e. the restriction to the class of 1-symmetric A-bimodules corresponds
to the commutative translation of non-commutative logic.
In Section 5, I will give the interpretation of the proofs of the multiplicative-additive
fragment of non-commutative logic.
Firstly, formulas and sequents of the multiplicative-additive fragment of non-
commutative logic are interpreted as A-bimodules, and then each proof of a sequent is
interpreted as an element of ID(X ) when X is the A-bimodule interpreting the sequent.
This interpretation gives a semantics of proofs for the multiplicative-additive frag-
ment of non-commutative logic, if we prove the stability of the interpretation of
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the proofs under cut-elimination. We hope to prove this result, in a forthcoming
paper.
2. A-bimodules
2.1. A-bimodules
Denition 1. X is an A-bimodule iG X =(SX ; LX ; RX ) where
(i) SX is a coherent space, LX is a linear function from Bool⊥⊗ SX to SX , RX is a
linear function from SX ⊗Bool⊥ to SX ,
(ii) ∀x∈ |SX | ∃v∈{0; 1} s.t. 〈〈v; x〉; x〉 ∈Tr(LX ),
(iii) ∀x∈ |SX | ∃v∈{0; 1} s.t. 〈〈x; v〉; x〉 ∈Tr(RX ).
Proposition 1. Let X be an A-bimodule.
(i) ∀x∈ |SX | ∃!!v∈{0; 1} (〈〈v; x〉; x〉 ∈Tr(LX ));
(ii) ∀x∈ |SX | ∃!!v∈{0; 1} (〈〈x; v〉; x〉 ∈Tr(RX ));
(iii) If 〈〈v; y〉; x〉 ∈Tr(LX ) then x=y;
(iv) If 〈〈y; v〉; x〉 ∈Tr(RX ) then x=y.
Proof. Since LX and RX are linear functions and since 0 ˆ˙Bool⊥1.
(i) and (ii) are immediate from the de9nition of linear function.
(iii) Suppose 〈〈v; y〉; x〉 ∈Tr(LX ) and x =y. Let x ˆ˙SX y: there is v′ ∈{0; 1} s.t.
〈〈v′; x〉; x〉 ∈Tr(LX ), but then 〈〈v; y〉; x〉ˆBool⊥⊗SX−◦SX 〈〈v′; x〉; x〉, contradiction with the
fact that Tr(LX )∈Bool⊥⊗ SX −◦ SX . Let x ˆSX y: there is v′ ∈{0; 1} s.t. 〈〈v′; y〉; y〉
∈Tr(LX ), but then 〈〈v; y〉; x〉ˆBool⊥⊗SX−◦SX 〈〈v′; y〉; y〉, contradiction with the fact that
Tr(LX )∈Bool⊥⊗ SX −◦ SX .
The proof of (iv) is analogous to the one of (iii).
Fact 1. Let X be an A-bimodule.
For every ∈Bool⊥ and every a∈ SX
∅ ⊆ LX (; a) ⊆ a;
∅ ⊆ RX (; a) ⊆ a;
LX ({1}; a) ∪ LX ({0}; a) = a; LX ({1}; a) ∩ LX ({0}; a) = ∅;
RX (a; {1}) ∪ RX (a; {0}) = a; RX (a; {1}) ∩ RX (a; {0}) = ∅:
In particular; x∈LX (; a) i5 x∈ a∧ x∈LX (; {x}); and x∈RX (a; ) i5 x∈ a∧ x∈
RX ({x}; ).
Proposition 2. X =(SX ; LX ; RX ) is an A-bimodule i5
(i) SX is a coherent space; LX is a linear function from Bool⊥⊗ SX to SX ; RX is a
linear function from SX ⊗Bool⊥ to SX ;
(ii) ∀a∈X LX ({0; 1}; a)= a=RX (a; {0; 1}).
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Proof. Let X be an A-bimodule. Since LX and RX are linear, LX ({0; 1}; a)=LX ({1}; a)
∪LX ({0}; a)= a=RX (a; {1})∪RX (a; {0})=RX (a; {0; 1}).
Let SX be a coherent space, LX a linear function from Bool⊥⊗ SX to SX , RX a
linear function from SX ⊗Bool⊥ to SX , and ∀a∈X LX ({0; 1}; a)= a=RX (a; {0; 1}).
Let x∈ |SX |; if 〈〈0; x〉; x〉 =∈Tr(LX ) and 〈〈1; x〉; x〉 =∈Tr(LX ), then LX ({0}; {x})= ∅ and
LX ({1}; {x})= ∅, so that LX ({0; 1}; {x})=LX ({0}; {x})∪LX ({1}; {x})= ∅, contradic-
tion with LX ({0}; {x})= {x}; therefore 〈〈0; x〉; x〉 ∈Tr(LX ) or 〈〈1; x〉; x〉 ∈Tr(LX ). Anal-
ogously, we prove that if x∈ |SX | then 〈〈x; 0〉; x〉 ∈Tr(RX ) or 〈〈x; 1〉; x〉 ∈Tr(RX ).
Proposition 3. Let X be an A-bimodule.
For every ; ∈Bool⊥ and every a; b∈ SX :
(i) LX (; RX (a; ))=RX (LX (; a); );
(ii) LX (∩ ; a)=LX (; LX (; a));
(iii) RX (a; ∩ )=RX (RX (a; ); );
(iv) LX ({0; 1}; a)= a=RX (a; {0; 1})
(if we write a instead of LX (; a) and a instead of RX (a; ); then (i)–(iv) become
(i) (a)= (a);
(ii) (∩ )a= (a);
(iii) a(∩ )= (a);
(iv) {0; 1}a= a= a{0; 1}).
Proof. (i) Since LX (; RX (a; ))=RX (LX (; a); )=LX (; a)∩RX (a; ). Indeed, since
LX and RX are linear functions and by using 1, x∈LX (; RX (a; )) if x∈LX (; {x})∧ x
∈ a∧ x∈RX ({x}; ), and x∈RX (LX (; a); ) iG x∈RX ({x}; )∧ x∈ a∧LX (; {x}).
(ii) Since LX (∩ ; a)=LX (; LX (; a))=LX (; a)∩LX (; a). Indeed LX (∩ ; a)
=LX (; a)∩LX (; a) since LX is a stable function, and x∈LX (; LX (; a)) iG x∈
LX (; {x})∧ x∈LX (; {x}) since LX is a linear function and by using 1.
(iii) Since RX (a; ∩ )=RX (RX (a; ); )=RX (a; )∩RX (a; ). The proof is analo-
gous to the one of (ii).
(iv) See the above proposition.
Remark 1. The above stated proposition justi9es the name “A-bimodule”.
Denition 2. Let X be a A-bimodule, and v∈{0; 1}.
(i) LX; v= [x=〈〈v; x〉; x〉 ∈Tr(LX )],
(ii) RX; v= [x=〈〈x; v〉; x〉 ∈Tr(RX )].
Proposition 4. If X is a A-bimodule; then 〈LX;0; LX;1〉 is a partition of |SX | and
〈RX;0; RX;1〉 is a partition of |SX |.
Proof. Immediate from Proposition 1.
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Denition 3. (i) An A-bimodule X is symmetric iG LX; v=RX; v for every v∈{0; 1},
i.e.
∀x ∈ |SX | ∃v ∈ {0; 1}(〈〈v; x〉; x〉 ∈ Tr(LX ) ∧ 〈〈x; v〉; x〉 ∈ Tr(RX )):
(ii) Particular cases of symmetric A-bimodules are
• the 1-symmetric A-bimodules X , where LX;1 =RX;1 = |SX | and LX;0 =RX;0 = ∅.
• the 0-symmetric A-bimodule X where LX;0 =RX;0 = |SX | and LX;1 =RX;1 = ∅.
(iii) Let X and Y be A-bimodules. X ⊆Y iG SX ⊆ SY ∧Tr(LX )⊆Tr(LY )∧Tr(RX )
⊆Tr(RY ).
2.2. The coherent space ID(X ).
Denition 4. Let X be an A-bimodule.
ID(X )= [a =a∈ SX ∧∀∈Bool⊥LX (; a)=RX (a; )]:
Proposition 5. If X is an A-bimodule; then ID(X ) is a coherent space and
|ID(X )| = [x=∃v ∈ {0; 1}LX ({v}; {x}) = RX ({x}; {v}) = {x}]
i.e.
|ID(X )| = (LX;0 ∩ RX;0) ∪ (LX;1 ∩ RX;1):
Proof. Firstly, we prove that if a∈ ID(X ) and x∈ a then {x}∈ ID(X ). Suppose LX (; a)
=RX (a; ), x∈ a and x =∈ ID(X ). Thus, for some v∈{0; 1} 〈〈v; x〉; x〉 ∈Tr(LX ) and
〈〈x; 1−v〉; x〉 ∈Tr(RX ), so that 〈〈1−v; x〉; x〉 =∈Tr(LX ) and 〈〈x; v〉; x〉 =∈Tr(RX ), and there-
fore x∈LX ({v}; a) but x =∈RX (a; {v}), contradiction with a∈ ID(X ).
From this result, we get that if a∈ ID(X ) and b⊆ a then b∈ ID(X ).
In order to conclude the proof that ID(X ) is a coherent space, we need to show:
if I is a directed set, and (ai)i∈I is a family indexed by I such that for every
i∈ I ai ∈ ID(X ), then
⋃
i∈I ai ∈ ID(X ). This result is obtained by using the fact that
LX and RX are linear functions: LX (;
⋃
i∈I ai)=
⋃
i∈I LX (; ai)=
⋃
i∈I RX (ai; )=
RX (
⋃
i∈I ai; ).
By de9nition, |ID(X )|= [x =∀∈Bool⊥LX (; {x})=RX ({x}; )]. Let x∈ ID(X ): since
X is an A-bimodule, there is v∈{0; 1} such that 〈〈v; x〉; x〉 ∈Tr(LX ) i.e. LX ({v}; {x})=
{x}, and since x∈ ID(X ) we get that also RX ({x}; {v})= {x} i.e. 〈〈x; v〉; x〉 ∈Tr(RX )].
Suppose that there is v∈{0; 1} such that LX ({v}; {x})=RX ({x}; {v})={x} i.e. 〈〈v; x〉; x〉
∈Tr(LX )∧ 〈〈x; v〉; x〉 ∈Tr(RX )]. Then 〈〈1 − v; x〉; x〉 =∈Tr(LX )∧ 〈〈x; 1 − v〉; x〉 =∈Tr(RX )]
since X is an A-bimodule, so that LX ({1− v}; {x})=RX ({x}; {1− v})= ∅; moreover,
LX (; {x})=RX ({x}; ) when = {0; 1} or = ∅.
Corollary 1. Let X be an A-bimodule.
X is symmetric i5 ID(X )= SX .
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2.3. Linear negation of A-bimodules.
Denition 5. If X is an A-bimodule, X⊥=(SX⊥ ; LX⊥ ; RX⊥) where
(i) SX⊥=(SX )⊥,
(ii) Tr(LX⊥)= [〈〈v; x〉; x〉=x∈RX; v],
(iii) Tr(RX⊥)= [〈〈x; v〉; x〉=x∈LX; v].
Proposition 6. If X is an A-bimodule; then X⊥ is an A-bimodule; X⊥⊥=X; LX⊥ ; v=
RX; v; RX⊥ ; v=LX; v.
If X is a symmetric (1-symmetric; 0-symmetric) A-bimodule; then X⊥ is a sym-
metric (1-symmetric; 0-symmetric) A-bimodule.
Proof. Immediate.
3. Left-linear, right-linear and bilinear functions
Denition 6. Let X and Y be A-bimodules. Let F be a linear function from SX to SY .
(i) F is left-linear function from X to Y iG ∀∈Bool⊥ ∀a∈ SX :
F(LX (; a)) = LY (; F(a)):
(ii) F is right-linear function from X to Y iG ∀∈Bool⊥ ∀a∈ SX :
F(RX (a; )) = RY (F(a); ):
(iii) F is bilinear function from X to Y iG F is left-linear function from X to Y and
F is right-linear function from X to Y .
Remark 2. Let X and Y be A-bimodules. Let F be a linear function from SX to SY .
(i) If we write aF instead of F(a), and a instead of LX (; a), the property “F is a
left-linear function from X to Y ” becomes
(a)F = (aF):
(ii) If we write Fa instead of F(a), and a instead of RX (a; ), then the property
“F is a right-linear function from X to Y ” becomes
F(a) = (Fa):
Proposition 7. Let X and Y be A-bimodules.
(i) F is a left-linear function from X to Y i5 Tr(F)∈ SX −◦ SY and Tr(F)⊆
[〈x; y〉=∃v x∈LX; v ∩LX; v].
(ii) F is a right-linear function from X to Y i5 Tr(F)∈ SX −◦ SY and Tr(F)⊆
[〈x; y〉=∃v x∈RX; v ∩RX; v].
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(iii) F is a bilinear function from X to Y i5 Tr(F)∈ SX −◦ SY and Tr(F)=
[〈x; y〉=∃v(x∈LX; v ∩LX; v)∧∃w (x∈RX; v ∩RX; v)].
(iv) If X is an A-bimodule; then [〈x; x〉=x∈ |SX |] is the trace of a bilinear function
from X to X (the identity function idX from X to X ); moreover; if X and Y
are A-bimodules such that X ⊆Y; then [〈x; x〉=x∈ |SX |] is the trace of a bilinear
function from X to Y (the identity function idX;Y from X to Y ).
(v) If F is a bilinear function from X to Y; and G is a bilinear function from Y
to Z; then [〈x; z〉=∃y(〈x; y〉 ∈Tr(F)∧ 〈y; z〉 ∈Tr(G))] is the trace of a bilinear
function from X to Z (the composition F ◦ G).
(vi) If F is a left-linear function from X to Y; then [〈y; x〉=〈x; y〉 ∈Tr(F)] is the
trace of a right-linear function from Y⊥ to X⊥.
(vii) If F is a right-linear function from X to Y; then [〈y; x〉=〈x; y〉 ∈Tr(F)] is the
trace of a left-linear function from Y⊥ to X⊥.
(viii) If F is a bilinear function from X to Y; then [〈y; x〉=〈x; y〉 ∈Tr(F)] is the trace
of a bilinear function from Y⊥ to X⊥.
(ix) If F is a bilinear function from X to Y; and a∈ ID(X ); then F(a)∈ ID(Y ); so
that [〈x; y〉=〈x; y〉 ∈Tr(F)∧ x∈ |SX | ∧y∈ |SY |] is the trace of a linear function
from the coherent space ID(X ) to the coherent space ID(Y ).
Proof. (i) Let F be a left-linear function from X to Y . Let 〈x; y〉 ∈Tr(F), i.e. y∈
F({x}). If 〈〈v; x〉; x〉 ∈Tr(LX ) and 〈〈1−v; y〉; y〉 ∈Tr(LY ), then y∈F(LX ({v}; {x})) but
y∈LY ({v}; F({x})). Let Tr(F)∈ SX −◦ SY and Tr(F)⊆ [〈x; y〉=∃v(〈〈x; v〉; x〉 ∈Tr(RX )
∧ 〈〈v; y〉; y〉 ∈Tr(LY )]. y∈F(LX (; a)) iG ∃x(x∈LX (; a)∧ 〈x; y〉 ∈Tr(F)) iG ∃x∃v(x∈
a∧ v∈ ∧ 〈〈v; x〉; x〉 ∈Tr(LX )∧ 〈x; y〉 ∈Tr(F)), but from the hypothesis we get that
〈〈v; x〉; x〉 ∈Tr(LX )∧ 〈x; y〉 ∈Tr(F)) iG 〈〈v; y〉; y〉 ∈Tr(LY )∧ 〈x; y〉 ∈Tr(F)), so that y∈
F(LX (; a)) iG ∃x∃v(x∈ a∧ v∈ ∧ 〈〈v; y〉; y〉 ∈Tr(LY )∧ 〈x; y〉 ∈Tr(F)) iG ∃v(y∈F(a)
∧ 〈〈v; y〉; y〉 ∈Tr(LY ) iG y∈LY (; F(a)).
(ii) Analogous to the proof of (i).
(iii) Immediate from (i) and (ii).
(iv) Immediate from (iii).
(v) F ◦ G(LX (; a))=G(F(LX (; a))=G(F(RX (a; ))=F ◦ G(RX (a; )).
(vi) Immediate from the de9nitions and (i) and (ii).
(vii) Immediate from the de9nitions and (i) and (ii).
(viii) Immediate from (vi) and (vii).
(ix) Let a∈ ID(X ). Then we get LY (; F(a))=F(LX (; a))=F(RX (a; ))=
RY (F(a); ).
Corollary 2. Let both X and Y be 1-symmetric A-bimodules (or: let both X and Y
be 0-symmetric A-bimodules).
Every linear function from X to Y is a bilinear function from X to Y .
Proof. Immediate, from (iii) of the above proposition.
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Denition 7. Let X and Y be A-bimodules.
(i) X Y iG there is a bilinear function from X to Y .
(ii) Let F be a bilinear function from X to Y . F is a bilinear isomorphism between
X and Y iG F is a linear isomorphism between SX and SY and
[〈〈v; y〉; y〉=〈〈v; x〉; x〉 ∈Tr(LX ) ∧ 〈x; y〉 ∈ Tr(F)] = Tr(LY );
[〈〈y; v〉; y〉=〈〈x; v〉; x〉 ∈ Tr(RX ) ∧ 〈x; y〉 ∈ Tr(F)] = Tr(RY ):
(iii) X ∼Y iG there is a bilinear isomorphism between X and Y .
Fact 2. X X .
If X ⊆Y then X  Y;
X Y i5 Y⊥ X⊥;
X ∼Y i5 X⊥∼Y⊥.
4. Operations on A-bimodules
4.1. Multiplicative units
Multiplicative units are the A-bimodules interpreting the multiplicative constants 1
and ⊥ of non-commutative logic.
Denition 8. 1= (S1; L1; R1) where S1 =A=Bool⊥, Tr(L1)=Tr(R1)=Tr(∩).
Fact 3. 1 is an A-bimodule.
Moreover; 1 is symmetric; i.e. ID(1)=A=Bool⊥.
Remark 3. The coherent space 1 is obtained from A=Bool⊥= S1 by an identi9cation
of the two compatible elements of Bool⊥; vice versa the coherent space S1 =Bool⊥=A
is obtained from the coherent space 1 by a duplication of the unique element of |1| in
two compatible elements 0; 1.
Denition 9. ⊥=1⊥.
Fact 4. S⊥=Bool; Tr(L⊥)=Tr(R⊥)=Tr(Bool).
⊥ is symmetric; i.e. ID(⊥)=Bool.
Remark 4. The coherent space ⊥ is obtained from S⊥=Bool by an identi9cation of
the two incompatible elements of Bool; vice versa the coherent space Bool= S⊥ is
obtained from the coherent space ⊥ by a duplication of the unique element of |⊥| in
two incompatible elements 0; 1.
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4.2. Multiplicative non-commutative operations
Multiplicative non-commutative operations on A-bimodules interpret the multiplica-
tive non-commutative connectives of non-commutative logic: the conjunction , the
disjunction ∇, and the implications −• and •−.
Denition 10. Let X and Y be A-bimodules.
X Y =(SXY ; LXY ; RXY ) and X∇Y =(SX∇Y ; LX∇Y ; RX∇Y ) where
(i) |SXY |= |SX∇Y |= [〈x; y〉=∃v(x∈RX; v ∧y∈LX; v)],
(ii) 〈x; y〉 ˆ˙SXY 〈x′; y′〉 iG x ˆ˙SX x′ ∧y ˆ˙SY y′,
(iii) 〈x; y〉˙SX∇Y 〈x′; y′〉 iG x ˙SX x′ ∨y˙SY y′,
(iv) Tr(LXY )=Tr(LX∇Y )= [〈〈v; 〈x; y〉〉; 〈x; y〉〉=x∈LX; v ∩RX; v; y∈LY; v],
(v) Tr(RXY )=Tr(RX∇Y )= [〈〈〈x; y〉; v〉; 〈x; y〉〉=x∈RX; v; y∈LY; v ∩RY; v].
Proposition 8. Let X; Y; Z be A-bimodules.
(i) X Y and X∇Y are A-bimodules.
(ii) ID(X Y )⊆ SXY ⊆ SX ⊗ SY ; ID(X∇Y )⊆ SX∇Y ⊆ SX˝SY .
(iii) |ID(X Y )|= |ID(X∇Y )|= [〈x; y〉=∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)].
(iv) Duality: (X Y )⊥∼Y⊥∇X⊥; (X∇Y )⊥∼Y⊥X⊥.
(v) Associativity: (X Y )Z ∼X  (Y Z); (X∇Y )∇Z ∼X∇(Y∇Z):
(vi) Neutral elements: X  1∼X ∼ 1X; X∇⊥∼X ∼⊥∇X .
Proof. (i), (ii) and (iii) Immediate from the de9nition.
(iv) First, observe that 〈x; y〉 ∈ |SXY | iG 〈y; x〉 ∈ |SY⊥∇X⊥ |:∃v(〈〈x; v〉; x〉 ∈Tr(RX )
∧ 〈〈v; y〉; y〉 ∈Tr(LY )) iG ∃v(〈〈v; x〉; x〉 ∈Tr(LX⊥)∧ 〈〈y; v〉; y〉 ∈Tr(RY⊥)]. The trace of
the bilinear isomorphism is [〈〈x; y〉; 〈y; x〉〉=〈x; y〉 ∈ SXY ]: 〈〈v; x〉; x〉 ∈Tr(LX )∧ 〈x; y〉 ∈
|SXY | iG 〈〈x; v〉; x〉 ∈Tr(RX⊥)∧ 〈y; x〉 ∈ |SY⊥∇X⊥ |, and 〈〈y; v〉; y〉 ∈Tr(RY )∧ 〈x; y〉 ∈
|SXY | iG 〈〈v; y〉; y〉 ∈Tr(LY⊥)∧ 〈y; x〉 ∈ |SY⊥∇X⊥ |. The proof of (X∇Y )⊥∼Y⊥X⊥
is analogous.
(v) First, observe that 〈〈x; y〉; z〉∈|S(XY )Z | iG 〈x; 〈y; z〉〉∈|SX(YZ)|: 〈x; y〉∈|SXY |
∧ z ∈ |SZ | ∧ ∃v(〈〈〈x; y〉; v〉; 〈x; y〉〉 ∈Tr(RXY )∧ 〈〈v; z〉; z〉 ∈Tr(LZ)) iG x∈ |SX | ∧y∈ |SY |
∧ ∃v′(〈〈x; v′〉; x〉 ∈Tr(RX )∧〈〈v′; y〉; y〉 ∈Tr(LY )) ∧ ∃v(〈〈y; v〉; y〉 ∈Tr(RY )∧ 〈〈v; z〉; z〉 ∈
Tr(LZ)) iG x∈|SX |∧∈|SYZ |∧∃v′(〈〈x; v′〉; x〉∈Tr(RX )∧〈〈v′; 〈y; z〉〉; 〈y; z〉〉∈Tr(LYZ)).
The trace of the bilinear isomorphism is [〈〈〈x; y〉; z〉; 〈x; 〈y; z〉〉〉=〈〈x; y〉; z〉 ∈ |S(XY )Z |].
The proof of the associativity of ∇ is analogous, or it may be obtained from the as-
sociativity of  by using (iv).
(vi) Firstly, observe that 〈x; v〉 ∈ |SX1| iG 〈〈x; v〉; x〉 ∈Tr(RX ), by de9nition; and also
that 〈v; x〉 ∈ |S1X | iG 〈〈v; x〉; x〉 ∈Tr(LX ). The trace of the bilinear isomorphism between
X  1 and X is Tr(RX ) and the trace of the bilinear isomorphism between 1X and
X is Tr(LX ). The proof that ⊥ is neutral element of ∇ is analogous, or it may be
obtained from the proof that 1 is neutral element of , by using (iv) and 1⊥=⊥.
Proposition 9. (i) There are A-bimodules X and Y s.t. not X Y ∼Y X .
(ii) There are A-bimodules X and Y s.t. not X∇Y ∼Y∇X .
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(iii) If X and Y are A-bimodules; then ID(X Y )∼ ID(Y X ):
(iv) If X and Y are A-bimodules; then ID(X∇Y )∼ ID(Y∇X ):
Proof. (i) It is easy to produce X and Y s.t. there is no bilinear isomorphism
between X and Y . For example, let X s.t. |SX |= {x1; x2}; Tr(LX )= {〈〈0; x1〉; x1〉;
〈〈1; x2〉; x2〉}; Tr(RX )= {〈〈x1; 1〉; x1〉; 〈〈x2; 1〉; x2〉}, and let Y s.t. |SY |= {y1; y2}; Tr(LY )
= {〈〈1; y1〉; y1〉; 〈〈1; y2〉; y2〉}; Tr(RY )= {〈〈y1; 1〉; y1〉; 〈〈y2; 1〉; y2〉} (i.e. Y is a 1-
symmetric A-bimodule). Then
|SXY |= |SX |×|SY |;
Tr(LXY ) = {〈〈0; 〈x1; y1〉〉; 〈x1; y1〉〉; 〈〈0; 〈x1; y2〉〉; 〈x1; y2〉〉;
〈〈1; 〈x2; y1〉〉; 〈x2; y2〉〉; 〈〈1; 〈x2; y2〉〉; 〈x2; y2〉〉};
Tr(RXY ) = {〈〈〈x1; y1〉; 1〉; 〈x1; y1〉〉; 〈〈〈x1; y2〉; 1〉; 〈x1; y2〉〉; 〈〈〈x2; y1〉; 1〉; 〈x2; y2〉〉;
〈〈〈x2; y2〉; 1〉; 〈x2; y2〉〉};
whereas, |SYX |= {〈y1; x2〉; 〈y2; x2〉};
Tr(LYX )= {〈〈1; 〈y1; x2〉〉; 〈y1; x2〉〉; 〈〈1; 〈y2; x2〉〉; 〈y2; x2〉〉};
Tr(RYX ) = {〈〈〈y1; x2〉; 1〉; 〈y1; x2〉〉; 〈〈〈y2; x2〉; 1〉; 〈y2; x2〉〉}:
(ii) Analogous to (i).
(iii) [〈〈x; y〉; 〈y; x〉〉=〈x; y〉 ∈ |ID(X Y )|] is the trace of a linear isomorphism between
ID(X Y ) and ID(Y X ).
(iv) Analogous to (iii).
Denition 11. Let X and Y be A-bimodules.
X −•Y =X⊥∇Y;
Y •−X =Y∇X⊥:
Fact 5. Let X and Y be A-bimodules.
(i) |SX−•Y |= [〈x; y〉=∃v(x∈LX; v ∧y∈LY; v)];
〈x; y〉˙SX−•Y 〈x′; y′〉 i5 x ˆ˙ SX x′→y˙SY y′;
Tr(LX−•Y )= [〈〈v; 〈x; y〉〉; 〈x; y〉〉=x∈LX; v ∩RX; v ∧ y∈LY; v];
Tr(RX−•Y )= [〈〈〈x; y〉; v〉; 〈x; y〉〉=x∈LX; v ∧y∈LY; v ∩RY; v]:
(ii) |SY•−X |= [〈x; y〉=∃v(x∈RX; v ∧y∈RY; v)];
〈y; x〉˙SY•−X 〈y′; x′〉 i5 x ˆ˙ SX x′→y˙SY y′;
Tr(LY•−X )= [〈〈v; 〈x; y〉〉; 〈x; y〉〉=x∈LX; v ∩RX; v ∧y∈RY; v];
Tr(RX•−Y )= [〈〈〈x; y〉; v〉; 〈x; y〉〉=x∈RX; v ∧y∈LY; v ∩RY; v]:
Proposition 10. Let X and Y be A-bimodules.
(i) ID(X −•Y )⊆ SX−•Y ⊆ SX −◦ SY ; ID(Y •−X )⊆ SY•−X ; and if a∈ SY•−X then
[〈x; y〉=〈y; x〉 ∈ a]∈ SX −◦ SY .
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(ii) a∈ SX−•Y i5 there is a left-linear function from X to Y such that a=Tr(F).
(iii) a∈ SY•−X i5 there is a right-linear function from X to Y such that Tr(F)=
[〈x; y〉=〈y; x〉 ∈ a].
(iv) |ID(X −•Y )|= [〈x; y〉=∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)]; |ID(Y •−X )|= [〈y; x〉=
∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)].
(v) a∈ ID(X −•Y ) i5 there is a bilinear function from X to Y such that a=Tr(F):
(vi) a∈ ID(Y •−X ) i5 there is a bilinear function from X to Y such that
[〈x; y〉=〈y; x〉 ∈ a] =Tr(F).
Proof. (i) Immediate from de9nitions.
(ii), (iii) and (iv) Immediate from de9nitions, and Proposition 7.
(v) Let a∈ ID(X −•Y ). Since a∈ SX−•Y , there is a left-linear function from X to Y
such that Tr(F)= a; we show that F is also right-linear from X to Y . F(RX (b; ))=
[y=∃v∈  ∃x∈ b(〈〈x; v〉; x〉 ∈Tr(RX )∧ 〈x; y〉 ∈ a)]= [y=∃v∈  ∃x∈ b(〈〈v; 〈x; y〉〉; 〈x; y〉〉 ∈
Tr(LX−•Y )∧ 〈x; y〉 ∈ a)]= [y=∃v∈  ∃x∈ b(〈x; y〉 ∈LX−•Y ({v}; a))], and then (since a∈
ID(X −•Y )),
F(RX (b; )) = [y=∃v ∈  ∃x ∈ b(〈x; y〉 ∈ RX−•Y (a; {v}))]
= [y=∃v ∈  ∃x ∈ b(〈〈〈x; y〉; v〉; 〈x; y〉〉 ∈ Tr(RX−•Y ) ∧ 〈x; y〉 ∈ a)]
= [y=∃v ∈  ∃x ∈ b(〈〈y; v〉; y〉 ∈ Tr(RY ) ∧ 〈x; y〉 ∈ a)] = RY (F(b); ):
Vice versa, let F be a bilinear function from X to Y , so that Tr(F)∈ SX−•Y since F is
a left-linear function.
LX−•Y (; Tr(F))
= [〈x; y〉=∃v ∈ (〈〈v; 〈x; y〉〉; 〈x; y〉〉 ∈ Tr(LX−•Y ) ∧ 〈x; y〉 ∈ Tr(F))]
= [〈x; y〉=∃v ∈ (〈〈x; v〉; x〉 ∈ Tr(RX ) ∧ 〈x; y〉 ∈ Tr(F)]
= [〈x; y〉=∃v ∈ (y ∈ F(RX ({x}; {v}))]
and then (since F is a right-linear function from X to Y )
LX−•Y (; Tr(F)) = [〈x; y〉=∃v ∈ (y ∈ RY (F({x}); {v}))]
= [〈x; y〉=∃v ∈ (〈〈y; v〉; y〉 ∈ Tr(RY ) ∧ 〈x; y〉 ∈ Tr(F))]
= [〈x; y〉=∃v ∈ (〈〈〈x; y〉; v〉; 〈x; y〉〉 ∈ Tr(RX−•Y ) ∧ 〈x; y〉 ∈ Tr(F))]
= RX−•Y (Tr(F); )):
(vi) Analogous to (v).
Remark 5. The above proofs include the following results.
(1) If F is a left-linear function from X to Y , then:
LX−•Y (; Tr(F)) is the trace of the linear function
b ∈ SX → F(RX (b; )) ∈ SY
and RX−•Y (Tr(F); ) is the trace of the linear function
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b ∈ SX → RY (F(b); ) ∈ SY :
(2) If F is a linear function from X to Y , let us denote by Tr∗(F) the set [〈y; x〉=〈x; y〉
∈Tr(F)]. If F is a right-linear function from X to Y , then:
LY•−X (; Tr∗(F)) is the trace (in the sense Tr∗) of the linear function
b ∈ SX → F(LX (; b)) ∈ SY
and RX−•Y (Tr∗(F); ) is the trace (in tense Tr∗) of the linear function
b ∈ SX → LY (; F(b)) ∈ SY :
4.3. Multiplicative commutative operations
Multiplicative commutative operations on A-bimodules interpret the multiplicative
commutative connectives of non-commutative logic: the conjunction ⊗ and the dis-
junction ˝, and also the implication −◦.
Denition 12. Let X and Y be A-bimodules.
X ⊗Y =(SX⊗Y ; LX⊗Y ; RX⊗Y ) and X˝Y =(SX˝Y ; LX˝Y ; RX˝Y ) where
(i) |SX⊗Y |= |SX ˝Y |= [〈x; y〉=∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)];
(ii) 〈x; y〉 ˆ˙ SX⊗Y 〈x′; y′〉 iG x ˆ˙ SX x′ ∧y ˆ˙SY y′;
(iii) 〈x; y〉˙SX˝Y 〈x′; y′〉 iG x ˙SX x′ ∨y˙SY y′;
(iv) Tr(LX⊗Y )=Tr(LX ˝Y )= [〈〈v; 〈x; y〉〉; 〈x; y〉〉=x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v];
(v) Tr(RX⊗Y )=Tr(RX ˝Y )= [〈〈〈x; y〉; v〉; 〈x; y〉〉=x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v].
Proposition 11. Let X and Y be A-bimodules.
(i) X ⊗Y and X ˝Y are symmetric A-bimodules; i.e. ID(X ⊗Y )= SX⊗Y ; ID(X˝Y )
= SX˝Y .
(ii) ID(X ⊗Y ) = SX⊗Y = ID(X Y )⊆ SX ⊗ SY ; ID(X˝Y ) = SX˝Y = ID(X∇Y )⊆
SX˝SY .
(iii) Duality: (X ⊗Y )⊥∼Y⊥˝X⊥; (X˝Y )⊥∼Y⊥⊗X⊥.
(iv) Commutativity: X ⊗Y ∼Y ⊗X; X˝Y ∼Y˝X .
(v) Associativity: (X ⊗Y )⊗Z ∼X ⊗ (Y ⊗Z); (X˝Y )˝Z ∼X˝(Y˝Z).
(vi) Neutral elements: X ⊗ 1∼X ∼ 1⊗X; X˝⊥∼X ∼⊥˝X .
(vii) X ⊗ Y ⊆X Y .
Proof. (i) 〈x; y〉 ∈ |SX⊗Y |= |SX˝Y | iG ∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)]; so that for
every 〈x; y〉 ∈ |SX⊗Y |= |SX˝Y | there is v∈{0; 1} such that 〈〈v; 〈x; y〉〉; 〈x; y〉〉 ∈Tr(LX⊗Y )
=Tr(LX˝Y ) and 〈〈〈x; y〉; v〉; 〈x; y〉〉 ∈Tr(RX⊗Y )=Tr(RX˝Y ).
(ii) Since |ID(X Y )|= |ID(X∇Y )|= [〈x; y〉=∃v(x∈LX; v ∩RX; v ∧y∈LY; v ∩RY; v)].
(iii) [〈〈x; y〉; 〈y; x〉〉=〈x; y〉 ∈ |SX⊗Y |= |S(X⊗Y )⊥ |] is the trace of a bilinear isomorphism
between (X ⊗Y )⊥ and Y⊥˝X⊥; and [〈〈x; y〉; 〈y; x〉〉=〈x; y〉 ∈ |SX˝Y |= |S(X˝Y )⊥ |] is the
trace of a bilinear isomorphism between (X ˝Y )⊥ and Y⊥⊗X⊥.
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(iv) [〈〈x; y〉; 〈y; x〉〉=〈x; y〉 ∈ |SX⊗Y |= |SX˝Y |] is the trace of a bilinear isomorphism
between X ⊗Y and Y ⊗X , and also the trace of a bilinear isomorphism between X˝Y
and Y˝X .
(v) [〈〈〈x; y〉; z〉; 〈x; 〈y; z〉〉〉=〈〈x; y〉; z〉 ∈ |S(X⊗Y )⊗ Z |= |S(X˝Y )˝Z |] is the trace of a bi-
linear isomorphism between (X ⊗Y )⊗Z and X ⊗ (Y ⊗Z) and also the trace of a
bilinear isomorphism between (X˝Y )˝Z and X˝(Y˝Z).
(vi) The trace of the bilinear isomorphism between X ⊗ 1 and X is Tr(RX ) and the
trace of the bilinear isomorphism between 1⊗X and X is Tr(LX ).
(vii) Firstly, observe that if 〈x; y〉 ∈ |SX⊗Y | then 〈x; y〉 ∈ |SXY |. Then, observe that
Tr(LX⊗Y )⊆Tr(LXY ) and Tr(RX⊗Y )⊆Tr(RXY ).
Denition 13. Let X and Y be A-bimodules.
X −◦Y =X⊥˝Y .
Fact 6. If X and Y are A-bimodules:
(i) SX−◦Y ⊆ SX −◦ SY .
(ii) ID(X−◦Y )= SX−◦Y = ID(X −•Y ).
Proposition 12. Let both X and Y be 1-symmetric A-bimodules (or: let both X and
Y be 0-symmetric A-bimodules).
Then X Y =X ⊗Y; X∇Y =X˝Y; X −•Y =X −◦Y; and these A-bimodules are
1-symmetric (0-symmetric; resp.).
Proof. Immediate from the de9nitions.
4.4. Additive unit and additive operations
There is only one A-bimodule interpreting both the additive constants of non-
commutative logic, and each additive connective of non-commutative logic (&;⊕) is
interpreted by an additive operation on A-bimodules.
Denition 14. T (denoted also by 0) is the empty A-bimodule.
Let X and Y be A-bimodules. X&Y =(SX&Y ; LX&Y ; RX&Y ) and X ⊕Y =(SX⊕Y ; LX⊕Y ;
RX⊕Y ) where:
(i) SX&Y = SX&SY ; SX⊕Y = SX ⊕ SY .
(ii) Tr(LX&Y )=Tr(LX⊕Y )= [〈〈v; 〈x; i〉〉; 〈x; i〉〉=(i=0∧ x∈LX; v)∨ (i=1∧ x∈LY; v)].
(iii) Tr(RX&Y ) = Tr(RX⊕Y ) = [〈〈〈x; i〉; v〉; 〈x; i〉〉=(i = 0 ∧ x ∈ RX; v) ∨ (i =
1 ∧ x ∈ RY; v)].
Proposition 13. Let X and Y be A-bimodules.
(i) X&Y and X ⊕Y are A-bimodules; and |ID(X&Y )|= |ID(X ⊕Y )|= |ID(X )| +
|ID(Y )|.
(ii) Duality: (X&Y )⊥∼Y⊥⊕X⊥; (X ⊕Y )⊥∼Y⊥&X⊥.
(iii) Commutativity: X&Y ∼Y&X; X ⊕Y ∼Y ⊕X .
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(iv) Associativity: (X&Y )&Z ∼X&(Y&Z); (X ⊕Y )⊕Z ∼X ⊕ (Y ⊕Z):
(v) Neutral elements: X&T =T; X ⊕ 0=0:
(vi) Distributivity:
X  (Y ⊕ Z) ∼ (X  Y )⊕ (X  Z)(Y ⊕ Z) X ∼ (Y  X )⊕ (Z  X ):
X∇(Y&Z) ∼ (X∇Y )⊕ (X∇Z)(Y ⊕ Z)∇X ∼ (Y∇X )⊕ (Z∇X ):
X ⊗ (Y ⊕ Z) ∼ (X ⊗ Y )⊕ (X ⊗ Z)X˝(Y&Z) ∼ (X˝Y )⊕ (X˝Z):
Proof. Easy to verify.
5. Interpretation of proofs of multiplicative-additive non-commutative logic
Let us consider formulas of MANL (multiplicative-additive non-commutative logic)
as A-bimodules.
Also, the sequents of MNL may be considered as A-bimodules: the empty sequent 
as the A-bimodule ⊥, and a sequent  where  is a series-parallel order of formulas
(A-bimodules) as the A-bimodule obtained from  by replacing each serial composition
(; ) by ∇ and each parallel composition ( ; ) by ˝.
To each proof of a sequent  in MNL we can associate a clique a∈ ID(X ) where
X is the A-bimodule interpreting the sequent , by induction on the construction of
the proof (we will use the rules of the sequent calculus given in [7]). The association
is performed on the basis of the following propositions.
5.1. Basic rules
Proposition 14. (i) (Interpretation of the identity rule) If X is an A-bimodule; then
Tr(idX )∈ ID(X⊥∇X ) and Tr(idX )∈ ID(X⊥˝Y ); Tr(idX ) is the interpretation of the
identity rule X⊥; X or X⊥;X .
(ii) (Interpretation of the cut − rule) If X; Y; Z are A-bimodules; and a∈ ID(Y∇X )
and b∈ ID(X⊥∇Z); then
cut(a; b) = [〈y; z〉=∃x(〈y; x〉 ∈ a ∧ 〈x; z〉 ∈ b] ∈ ID(Y∇Z):
If X; Y; Z are A-bimodules; and a∈ ID(Y˝X ) and b∈ ID(X⊥˝Z); then cut(a; b)∈
ID(Y˝Z).
Proof. (i) Since idX is a left-linear function from X to X; Tr(idX )∈ SX−•X = SX⊥∇X ;
and then, since idX is a right-linear function from X to X; Tr(idX )∈ ID(X⊥∇X ).
Moreover, Tr(idX )⊆ |SX⊥˝X |, so that Tr(idX )∈ ID(X⊥˝X ).
(ii) Let a∈ ID(Y∇X )= ID(Y⊥−•X ) and b∈ ID(X⊥∇Z)= ID(X −•Z). Then a=
Tr(F) where F is a bilinear function from Y⊥ to X , and b = Tr(G) where G is a
bilinear function from X to Z ; so that cut(a; b) is just the trace of the composition
of F and G, a bilinear function from Y⊥ to Z , and therefore cut(a; b)∈ ID(Y∇Z). It
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is easy to verify that, if a⊆ |SY˝X | and b⊆ |SX⊥˝Z | then cut(a; b)⊆ |SY˝Z |, and this
means that if a∈ ID(Y˝X ) and b∈ ID(X⊥˝Z), then cut(a; b)∈ ID(Y˝Z).
5.2. Associativity and commutativity rules
The associativity of ∇ gives trivially the interpretation of the associativity rules (a1)
and (1a) for serial compositions, whereas the associativity and the commutativity of
˝ gives trivially the interpretation of the associativity and commutativity rules (a2),
(2a) and (com) for parallel compositions: in all these cases, if X is the A-bimodule
premise of the rule and Y is the A-bimodule conclusion of the rule, then X ∼Y .
5.3. Structural rules
Proposition 15. (i) (Interpretation of seesaw rule) If a∈ID(X˝Y ); then a∈ID(X∇Y ):
(ii) (Interpretation of entropy rule) If a∈ ID(X∇Y∇Z); then a∩ |SX˝Y˝Z | ∈
ID(X˝Y˝Z).
Proof. (i) Immediate from Proposition 11.
(ii) We need to prove the following properties:
a ∈ ID(X∇Y )→ a ∩ |SX˝Y | ∈ ID(X˝Y );
a ∈ ID((X∇Y )∇Z)→ a ∩ |SX˝Y | ∈ ID(X˝Y )∇Z);
a ∈ ID(X∇(Y∇Z))→ a ∩ |SX˝Y | ∈ ID(X∇(Y˝Z)):
We use results obtained in Propositions 7 and 11. Let a∈ ID(X∇Y ): since |SX˝Y | ⊆
|SX∇Y |; a∩ |SX˝Y | ⊆ |SX∇Y | and so a∩ |SX˝Y | ∈ SX˝Y = ID(X˝Y ). If a∈ ID((X∇Y )∇
Z), then a=Tr(F) where F is a bilinear function from Y⊥X⊥ to Z , and therefore
(since Y⊥⊗X⊥⊆Y⊥X⊥) the restriction of F to Y⊥⊗X⊥ is also a bilinear func-
tion from Y⊥⊗X⊥ to Z; and a∩ |SX˝Y | is the trace of such a bilinear function, i.e.
a∩ |SX˝Y | ∈ ID((X˝Y )∇Z). The last property is proved in an analogous way.
5.4. Multiplicative rules
The interpretation of ∇-rule and the interpretation of ˝-rule are trivial: since in
these rules the A-bimodule premise of the rule is equal to the A-bimodule conclusion
of the rule, if a is the interpretation of the proof the premise of the rule, then a is also
the interpretation of the conclusion of the rule. So, we need to give the interpretation
of the other multiplicative rules of non-commutative logic.
Proposition 16. (i) (Interpretation of 1− rule) {0; 1}∈ ID(1); and {0; 1} is the inter-
pretation of the 1-rule.
(ii) (Interpretation of ⊥ −rule) If a∈ ID(X ) then
a⊥ = [〈v; x〉=x ∈ a ∧ x ∈ LX;v] ∈ ID(⊥ ∇X )
and a⊥ ∈ ID(⊥˝X ).
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(iii) (Interpretation of −rule) If a∈ ID(Z∇X ) and b∈ ID(Y∇W ); then
(a; b) = [〈z; 〈x; y〉; w〉=〈z; x〉 ∈ a ∧ 〈y; w〉 ∧ b ∧ 〈x; y〉 ∈ |SXY |]
∈ ID(Z∇(X  Y )∇W ):
(iv) (Interpretation of ⊗−rule) If a∈ ID(Z˝X ) and b∈ ID(Y˝W ); then
⊗(a; b) = [〈z; 〈x; y〉; w〉=〈z; x〉 ∈ a ∧ 〈y; w〉 ∧ b ∧ 〈x; y〉 ∈ |SX⊗Y |]
∈ ID(Z˝(X ⊗ Y )˝W ):
Proof. (i) Trivial.
(ii) We prove that a⊥ is the trace of a bilinear function from 1 to X , so that
a⊥ ∈ ID(⊥∇X ). a⊥ is the trace of a left-linear function from 1 to X , since if 〈v; x〉 ∈
a⊥ then (by de9nition) 〈〈v; v〉; v〉 ∈Tr(∩)=L1 ∧ 〈〈v; x〉; x〉 ∈LX . a⊥ is the trace of a
right-linear function from 1 to X : if 〈v; x〉 ∈ a⊥; 〈〈v; v〉; v〉 ∈Tr(∩)=R1, and (since
x∈ a∈ ID(X ) and 〈〈v; x〉; x〉 ∈LX ), also 〈〈x; v〉; x〉 ∈RX . Therefore, a⊥ is the trace of
a bilinear function from 1 to X . It is easy to prove that a⊥⊆ |S⊥˝X |, so that a⊥ ∈
ID(⊥ ˝X ).
(iii)  (a; b)∈ SZ˝(SX ⊗ SY )˝SW ; as it is known from the theory of coherent spaces.
In order to prove that  (a; b)∈ ID((Z∇(X Y ))∇W ) we need to state that if
〈〈z; 〈x; y〉〉; w〉 ∈ (a; b) then:
• 〈〈z; 〈x; y〉〉; w〉 ∈ |SZ∇SXY∇SW |, and this is immediate from the hypothesis and from
the fact that 〈x; y〉 ∈ |SXY |;
• for some v; 〈〈y; v〉; y〉 ∈Tr(RY ) and 〈〈v; w〉; w〉 ∈Tr(LW ), and this is true since 〈y; z〉
∈ b∈ SY∇W ;
• for some v; 〈〈v; z〉; z〉 ∈Tr(LZ) and 〈〈w; v〉; w〉 ∈Tr(RW ), and this is true since for
some v〈〈v; z〉; z〉 ∈Tr(LZ) and 〈〈x; v〉; x〉 ∈Tr(RX ) (since 〈z; x〉 ∈ a∈ ID(Z∇X )) and
so 〈〈v; y〉; y〉 ∈Tr(LY ) (since 〈x; y〉 ∈ |SXY |) and 9nally 〈〈z; v〉; z〉 ∈Tr(RZ) (since
〈y; z〉 ∈ b∈ ID(Y∇Z).
(iv) ⊗(a; b)∈ SZ˝(SX ⊗ SY )˝SW ; as it is known from the theory of coherent spaces.
In order to prove that ⊗ (a; b)∈ ID((Z˝(X ⊗Y ))˝W ) we need to state that if
〈〈z; 〈x; y〉〉; w〉 ∈⊗ (a; b) then 〈〈z; 〈x; y〉〉; w〉 ∈ |SZ ˝SX⊗Y ˝SW |, and this is immediate
from the hypothesis and from the fact that 〈x; y〉 ∈ |SX⊗Y |.
5.5. Additive rules
The interpretation of T -rule will be the empty set, which is the unique clique of T .
The following proposition states how we interpret the other additive rules.
Proposition 17. (i) (Interpretation of &− rule) If a∈ ID(Z∇X ) and b∈ ID(Z∇Y );
then
&(a; b) = [〈z; 〈x; i〉〉=(i = 0 ∧ 〈z; x〉 ∈ a) ∨ (i = 1 ∧ 〈z; x〉 ∈ b)] ∈ ID(Z∇(X&Y ))
Moreover; if a∈ ID(Z˝X ) and b∈ ID(Z˝Y ) then &(a; b)∈ ID(Z˝(X&Y )).
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(ii) (Interpretation of ⊕−rules) If a∈ ID(Z∇X ); then a0 = [〈z; 〈x; 0〉〉=〈z; x〉 ∈ a]∈
ID(Z∇(X ⊕Y )) and a1 = [〈z; 〈x; 1〉〉=〈z; x〉 ∈ a]∈ ID(Z∇(Y ⊕X )); moreover; if a∈
ID(Z˝X ); then a0 ∈ ID(Z˝(X ⊕Y )) and a1 ∈ ID(Z˝(Y ⊕X )).
Proof. Easy, from the de9nitions and from the results of the section on operations on
A-bimodules.
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