INTRODUCTION
Let k be a fixed algebraically closed field. By an algebra we mean a finite-dimensional associative k-algebra with an identity, which we assume without loss of generality to be basic and connected. Let A be an algebra and let Q be the quiver of A. Then we can write A = kQ/I where I is an admissible ideal of path algebra kQ (c.f. [11] ).
The representation type of algebras is one of the main themes of representation theory of algebras. The representation type of local algebras, i.e., algebras whose quiver Q has just one vertex, has been completely determined (c.f. [1, 3, 8, 14, 15, 20, 22, 23] ). Next, it is natural to determine the representation type of two-point algebras. Concerning the representation type of two-point algebras, there exist only partial answers so far: the complete list of maximal representation-finite two-point algebras was given in [2] the complete list of minimal representation-infinite distributive twopoint algebras was given in [12] , the tame triangular matrix algebras with two points were determined in [19] , the tame two-point distributive algebras were classified in [9, 13, 19] , and the representation type of two-point algebras without loops was determined in [4] .
Clearly, a two-point algebra corresponds to unique quiver Q i j m n which is defined by two vertices 1 and 2, i arrows α 1 α i from 1 to 1, j arrows µ 1 µ j from 1 to 2, m arrows ν 1 ν m from 2 to 1, and n arrows β 1 β n from 2 to 2. Denote by k n Q the ideal of kQ generated by the paths of length n. Note that in the case i + n = 0 the representation type of the algebras with quiver Q i j m n was completely determined in [4] . If i ≥ 2 or n ≥ 2 then, up to isomorphism and duality, the algebras with quiver Q i j m n have the wild radical square zero algebra kQ 2 1 0 0 /k 2 Q 2 1 0 0 as a factor. If i + n ≥ 1, and j ≥ 2 or m ≥ 2 then, up to isomorphism and duality, the algebras with quiver Q i j m n have the wild radical square zero algebras kQ 1 2 0 0 /k 2 Q 1 2 0 0 as a factor. Moreover, if i + n = j + m = 1 or i = n = j + m = 1 then the representation type of the algebras with quiver Q i j m n was completely determined in [19] . Therefore, only the case i + n = j = m = 1 and the case i = n = j = m = 1 are left. Thus, to classify all two-point algebras according to their representation type, up to duality, it is enough to determine the representation type of the algebras with quiver Q = Q 1 1 1 0 or quiver Q = Q 1 1 1 1 . In the present paper, we will solve this problem completely (one part of Theorem 1).
An algebra A is called controlled wild and controlled by if there exist a faithful exact functor mod k x y → mod A and a full subcategory of mod A which is closed under direct sums and direct summands such that for any X Y in mod k x y , Hom X Y = Hom X Y ⊕ Hom X Y and Hom X Y ⊆ radHom X Y . Here, for any X and Y in mod A, we define Hom X Y = φ ∈ Hom X Y φ factors through (cf. [16] ). It was conjectured by Ringel that a wild algebra must be controlled wild. (For the standard definitions of tameness, wildness, and strict wildness, we take [6, 16, 27] as references). In [16] a covering criterion is given for a wild algebra to be controlled wild (see [16; Theorem (3. 3)]). This criterion was applied to many kinds of algebras such as local algebras. Indeed this criterion also can be applied to wild two-point algebras; i.e., wild two-point algebras are controlled wild (the other part of Theorem 1).
From [16, Sect. 4] , we know our covering criterion of controlled wildness is very effective for concrete wild algebras; thus it is natural for us to reduce the proof of the controlled wildness of all wild algebras to that of only a few concrete wild algebras to which our criterion can be applied one by one. Recall that an algebra A is called minimal wild if A is wild, but no proper factor algebra has this property. Naturally, a minimal wild algebra is the first candidate. However, it seems that there are too many minimal wild algebras and it is difficult to classify all of them, which is the motivation for Nagase to define his "minimal wildness" (called Nagase minimal wild by Ringel): A wild algebra A is called Nagase minimal wild if there is no proper fully faithful exact functor mod B → mod A for some wild algebra B. However, it is a pity that from this definition we cannot see whether for any wild algebra there is a fully faithful exact functor from the module category over some Nagase minimal wild algebra to the module category over this wild algebra. Because of this we introduce the definition of "strongly minimal wild algebras" in [18] (see Section 4). In his lecture "Combinatorial Representation Theory: History and Future" at the Workshop of 2000 ICRA Beijing, Ringel suggested classifying strongly minimal wild algebras. In the present paper we will classify strongly minimal wild two-point algebras; indeed only the generalized Kronecker algebra with three arrows is minimal wild but not strongly minimal wild (Theorem 2). This implies that the definition of strongly minimal wildness is not so helpful for two-point algebras. However, we will give many examples which imply that there are many minimal wild algebras which are not strongly minimal wild.
REPRESENTATION TYPE
In determining the representation type of two-point algebras, we will apply the Crawley-Boevey degeneration theorem below which is a very convenient modification of Geiss's degeneration theorem (c.f. [14] ).
Definition. Let A and B be two algebras. We say A degenerates to B if there are an algebra A and an irreducible variety X together with morphisms of varieties f 1 f r X → A (where A has its natural structure as affine space), a point y ∈ X, and a non-empty open subset U of X, such that A x ∼ = A for all x ∈ U and A y ∼ = B where A x = A/ f 1 x f r x for x ∈ X.
Theorem CB [7, Theorem B] . If A degenerates to B and B is tame, then A is tame. Now we can state our main theorem on the representation type of twopoint algebras: Table T such as T 4 are not finite dimensional. By abuse of notations, indeed, we denote Ti the finitedimensional factor algebra of the corresponding algebra A (finite dimensional or not) modulo k n Q for sufficiently large n. 
Remark 2. It is possible that some algebra in Table T degenerates to a factor of another algebra in Table T , for example, T 9 degenerates to T 18 (see the proof of Lemma 2 below). However, we keep them in the Table T for the convenience of statement. (1) kQ 0 3 0 0 ;
TAMENESS AND WILDNESS
We have the following covering criterion for an algebra to be controlled wild which is very effective for many concrete wild algebras:
Covering Criterion [16, Theorem (3. 3)]. Let F Q I → Q I be a Galois covering of a finite quiver with relations Q I and let the Galois group G be torsion-free. If Q I is strictly wild, then A = kQ/I is controlled wild.
Denote by B
op the opposite algebra of an algebra B. Proof. Using covering theory [2, 10, 12, 21] and the above covering criterion, we can prove that the algebras Wi are controlled wild. Indeed, the algebras W 20 , W 21 , W 22 , W 25 , and W 26 are zero-relation algebras; it is easy to construct their universal Galois coverings with the Galois group being a non-commutative free group with two or three generators. Furthermore, it is also easy to find the finite wild hereditary factor quivers of type Ɛ 8 in these coverings; i.e., these coverings are strictly wild. Thus they are controlled wild by the covering criterion above. For W 27 (similar for W 28 -W 34 ), we can construct the universal Galois covering Q I of a quiver with relations Q I = Q 1 1 1 1 α 2 − νµ µα βµ µν β 2 ανβ with the Galois group being a non-commutative free group with two generators. Clearly, Q I has a finite wild concealed factor quiver of type Ɛ 7 which is indicated in the following diagram:
Again by the above covering criterion, the algebra W 27 is controlled wild. It is well known that W 1 is strictly wild; of course it is controlled wild. The other algebras in Table W (or their duals) were shown to be wild in [19] . Their universal Galois coverings were constructed there, and the finite strictly wild factor quivers of those coverings can be also found there. Thus they are also controlled wild. Finally, by [16; Proposition (2.2)], we know that controlled wild algebras must be wild.
Lemma 2. The algebras
Proof. The algebra T 1 was proved to be biserial in [4] ; thus it is tame. Clearly the algebras T 13 , T 17 , T 18 , and T 19 are string algebras; hence they are also tame (cf. [5] ). For the algebra A = T 9 , consider the algebras A ξ = kQ 1 1 1 1 / α 2 µν − ξβ βµ νβ k n Q 1 1 1 1 for large enough n where ξ ∈ k. If ξ = 0, it is clear that A ξ is isomorphic to A. If ξ = 0, the algebra A 0 = kQ 1 1 1 1 / α 2 µν βµ νβ k n Q 1 1 1 1 is the string algebra T 18 . Thus the algebra A degenerates to the algebra A 0 which is tame. By Theorem CB, we have that the algebra A is tame. The algebra T 20 is just the tame algebra 10 in [9] . The algebra T 21 is just the tame algebra 9 n−1 n−1 n n x y in [13] . The other algebras (or their duals) were shown to be tame in [19] .
CLASSIFICATION
First we consider the algebras with quiver Q 1 1 1 0 . A relation σ in A = kQ/I is an element σ in I, or an equation σ = 0 in A. We say that ρ = t i=1 x i ρ i is an s -relation in the algebra A = kQ/I if (i) ρ i are different paths in Q with the same start point and end point; (ii)
x i ρ i ∈ I, and i∈T y i ρ i ∈ I for any proper subset T of 1 2 t and y i ∈ k * . A set of relations S in A is called saturated if as k-vector space I is generated by S and some zero-relations. A set of relations S in A is called reduced if any λ ∈ S cannot be presented as a k-linear combination of S\ λ and some zero-relations.
Lemma 3. Let A = kQ/I be an algebra with quiver Q = Q 1 1 1 0 . Then, up to isomorphism and duality, either A has one of the algebras W 14 -W 24 as a factor, or A degenerates to a factor of one of the algebras T 9 -T 16 .
Proof. Suppose that m 0 is the smallest m such that µα m ν appears in some relation t≥0 x t µα t ν = 0 satisfying x m = 0. Replace t≥m 0 x t α t−m 0 ν by ν; we have relation µα m 0 ν = 0. Denote by A n the factor algebra A/rad n A of A, and denote by B the subalgebra e 1 Ae 1 of A. Obviously, one has 0 ≤ dim k rad 2 B/rad 3 B ≤ 2.
(1) dim k rad 2 B/rad 3 B = 0: Clearly, we have νµ ∈ rad 3 A and α 2 ∈ rad 3 A. Thus A degenerates to a factor of α 2 = νµ = 0 which is also a factor of T 9 .
(2) dim k rad 2 B/rad 3 B = 1:
Of course in this case α 2 / ∈ rad 3 A. Suppose that νµ = f α νµ where f is a polynomial on α and νµ. Replace the νµ in f with f repeatedly; we have νµ = g α where g is a polynomial in α of degree at least 3. Suppose that n 0 is the smallest n such that α n ν appears in some relation t≥1 y t α t ν = 0 satisfying y n = 0. Multiply the relation by the inverse of t≥n 0 y t α t−n 0 in B; we have relation α n 0 ν = 0. Similarly, suppose that q 0 is the smallest q such that µα q = 0.
(2.1.1) νµ ∈ rad 3 A\rad 4 A: Up to isomorphism we may assume that νµ − α 3 ∈ rad 4 A and I 4 = IA 4 is generated by νµ − α 3 , µα m 0 ν, α n 0 ν, µα q 0 , xµα m 0 +1 ν where x = 0 or 1, and op as a factor. Otherwise A degenerates to a factor of T 11 . In case 
µνµ, and λ 6 = αν − x 7 νµν with x i ∈ k * , since there is at least one (2)-relation of the form λ 1 , λ 2 , or λ 3 . Denote by n the maximum of the cardinal of reduced saturated set of (2)-or (3)-relations λ i in A 4 . Thus we have 1 ≤ n ≤ 2.
op as a factor; otherwise A degenerates to a factor of T 9 . Note that the algebra kQ 1 1 1 0 / α 2 − x 1 νµα αν µνµ k n Q 1 1 1 0 is isomorphic to the algebra kQ 1 1 1 0 / α 2 αν + x 1 νµν µνµ k n Q 1 1 1 0 which degenerates to T 9 . In case λ 3 is a (2)-relation in A 4 , if µνµ = 0 ∨ νµν = 0 in A 4 then A has W 20 or W 20 op as a factor; otherwise A degenerates to a factor of T 9 .
op as a factor; otherwise A degenerates to a factor of T 9 . In case λ 1 λ 6 is a reduced saturated set of (2)-or (3)-relations in A 4 , if µνµ = 0 in A 4 then A has W 20 as a factor; if µνµ = 0 in A 4 then A 4 is isomorphic to the algebra kQ 1 1 1 0 / α 2 αν + x 1 − x 8 νµν µνµ k 4 Q 1 1 1 0 which has W 21 as a factor in case x 1 = x 8 , and A degenerates to a factor of T 9 otherwise. The other cases are isomorphic to or dual to the cases above. 4 are of the forms λ 1 = µα − x 1 µνµ or λ 2 = αν − x 2 νµν or λ 3 = νµα − x 3 ανµ with x i ∈ k * . Denote by n the maximum of the cardinal of reduced saturated set of (2)-or (3)-relations λ i in A 4 . Obviously, 0 ≤ n ≤ 2.
op as a factor; otherwise, A degenerates to a factor of T 13 or T 9 . In case λ 3 is a (3)-relation in A 4 , if νµν = 0 ∨ µνµ = 0 in A 4 , then A has W 20 or W 20 op as a factor; otherwise A degenerates to a factor of T 9 . 
Thus A degenerates to a factor of the algebra T 9 or T 14 .
(3.1) µα / ∈ rad 3 A or αν / ∈ rad 3 A: Up to duality, A has W 22 as a factor. (1) A is tame; (14)- (24) in Table W Remark. By Proposition 2 we know that the algebra W 23 is minimal wild. This was not clear in [19] .
Next we consider the algebras with quiver Q 1 1 1 1 . Proof. Denote by n the maximal possible cardinality of a reduced saturated set of (2)-relations in A 3 . Obviously, 0 ≤ n ≤ 4.
(1) n = 0: If there is an arrow γ such that σγ = 0 = δγ in A
3
(dually, γσ = 0 = γδ in A 3 ) for two different arrows σ and δ then the algebra A has the algebra W 25 or W 26 as a factor. Otherwise, up to isomorphism and duality, the algebra A degenerates to a factor of one of the algebras T 17 , T 18 , or T 19 .
(2) n = 1: Up to isomorphism, we can assume that α 2 − νµ = 0 or µα − βµ = 0 in A 3 .
(2.1)
then, up to isomorphism and duality, A has W 25 or W 26 as a factor. If αν = 0 ∨ µα = 0 ∧ βµ = 0 ∨ νβ = 0 in A 3 then A has the algebra W 27 or W 28 or W 29 or W 30 as a factor. Otherwise, we have µν
then, up to isomorphism and duality, A has W 25 or W 26 as a factor. If α 2 = 0 ∨ µν = 0 ∧ β 2 = 0 ∨ νµ = 0 in A 3 then A has the algebra W 31 or W 32 or W 33 or W 34 as a factor. Otherwise, we have αν = β 2 = νµ = 0 or νβ = α 2 = µν = 0 or α 2 = µν = β 2 = νµ = 0 in A 3 . Thus A degenerates to a factor of T 18 or T 17 .
(3) n = 2: Up to isomorphism, we can assume that
, then, up to isomorphism, A has W 27 or W 31 or W 26 or W 25 as a factor. Otherwise, we have αν = β 2 = 0 or µν = νβ = 0 in A 3 . Thus A degenerates to a factor of T 18 . 
3 then A has W 31 or W 32 or W 33 or W 34 as a factor. Otherwise, we have µν = α 2 = 0 or β 2 = νµ = 0 in A 3 . Thus, up to isomorphism, A degenerates to a factor of T 18 .
3 then A has W 27 or W 28 or W 29 or W 30 as a factor. Otherwise, we have αν = µα = 0 or βµ = νβ = 0 in A 3 . Thus, up to isomorphism, A degenerates to a factor of T 18 .
(4) n = 3: Up to isomorphism, we can assume that α 2 − νµ = µα − βµ = αν − xνβ = 0 or α 2 − νµ = µα − xβµ = µν − β 2 = 0 with x ∈ k * in A 3 .
(4.1) α 2 − νµ = µα − xβµ = αν − νβ = 0 with x ∈ k * in A 3 : If µν = 0 and β 2 = 0 in A 3 then A has W 31 as a factor. Otherwise we have µν = 0 or β 2 = 0 in A 3 . Thus A degenerates to a factor of T 18 . Note that the algebra B = kQ 1 1 1 1 / α 2 − νµ µα − xβµ αν − νβ µν k n Q 1 1 1 1 degenerates to the algebra T 18 . Indeed, denote by B ξ the algebra kQ 1 1 1 1 / α 2 − ξνµ ξµα − xβµ ξαν − νβ µν k n Q 1 1 1 1 . Clearly B = B 1 , and for ξ = 0 all the algebras B ξ are isomorphic to B (α → ξα µ → ξ 2 µ β → β ν → ξν). Thus the algebra B degenerates to the algebra B 0 = kQ 1 1 1 1 / α 2 βµ νβ µν k n Q 1 1 1 1 , which is just the algebra T 18 .
If αν = 0 and νβ = 0 in A 3 then A has W 27 as a factor. Otherwise we have αν = 0 or νβ = 0 in A 3 . Thus A is a factor of T 20 .
(5) n = 4: Up to isomorphism, we need only consider the case yα 2 − νµ = µα − xβµ = αν − νβ = µν − β 2 = 0 with x y ∈ k * in A 3 . Thus A is a factor of T 21 . Proof of Theorem 1. It follows from the main results of [4, 19] and above four propositions.
STRONGLY MINIMAL WILD TWO-POINT ALGEBRAS
Definition. A minimal wild k-algebra A is called strongly minimal wild if there is no wild algebra B with Q B 0 < Q A 0 and fully faithful exact functor mod B → mod A.
It is obvious that for every wild algebra A there are a strongly minimal wild algebra B and a fully faithful exact functor mod B → mod A. Clearly all minimal wild local algebras are strongly minimal wild, and all strictly wild algebras are not strongly minimal wild (thus once we find some strongly minimal wild algebras, we also find some non-strictly wild algebras). Moreover, by the definitions of controlled wildness and strongly minimal wildness, to show that all wild algebras are controlled wild it is enough to show that all strongly minimal wild algebras are controlled wild. Since strongly minimal wild algebras are properly less than minimal wild algebras, it is more possible for us to determine all strongly minimal wild algebras than to determine all minimal wild algebras. However, the following theorem implies that for two-point algebras the definition of strongly minimal wildness is not so helpful.
Theorem 2. A two-point algebra is strongly minimal wild if and only if it is one of the algebras (2)-(34) in Table W.
For the proof of the theorem we need the following lemma which is very effective in determining the bricks (i.e. the modules whose endomorphism algebra is k).
Lemma 5. Let A = kQ/I be an algebra, let β 1 β m and α 1 α n be all the arrows ending and starting at the vertex z, respectively, and let α i β j = 0 in A for any i and j. If M is a brick then either M α i = 0 for all i or M β j = 0 for all j.
Proof. We decompose the vector space
Im M β j . Since α i β j = 0 in A for any i and j, we have M 2 ⊆ Ker M α i for every i. Hence M α i and M β j can be written as M α i 0 and 0 M β j respectively. For any endomorphism φ ∈ End A M , we can also write φ z as the matrix B n is equivalent to mod C with C = End A P . Here, B 1 B n denotes the full subcategory of mod A consisting of the modules having a B 1 B nfiltration (see [24] ).
Proof. It is clear that P is a projective generator of the category B 1 B n . Given any A-module M ∈ B 1 B n , we may construct an exact sequence P m → P n → M → 0. Since P is projective in the category B 1 B n , for any two modules M and N in B 1 B n we have exact sequence 0 → Hom(Hom P M , Hom P N → Hom(Hom P P n , Hom P N )
→ Hom(Hom P P m , Hom P N )
Compare it with the following exact sequence:
Since their middle terms and their right terms are canonical isomorphic, their left terms are also canonical isomorphic. Thus the functor Hom A P − B 1 B n → mod C is fully faithful exact. Each Cmodule U must be the cokernel of a C-module map ψ C m → C n . Since Hom A P − is a full functor, there must be an A-module map f P m → P n such that U ∼ = Hom A P Coker f ; i.e., the functor Hom A P − is dense. Therefore, the category B 1 B n is equivalent to the category mod C.
Proof of Theorem 2. Note that the algebra W 1 is strictly wild; thus it is not strongly minimal wild. Now it is enough to show that the algebras 2 -34 in Table W are strongly minimal wild. Now we deal with these algebras case by case. Let A be a two-point algebra with quiver Q i j m n we denote an A-module M by
Case A = W 2 . It follows from Lemma 5 that every brick M in mod A satisfies either M µ 1 = M µ 2 = 0 or M ν = 0. Therefore, all bricks in mod A are preprojective A/ ν -modules P i , regular A/ ν -modules R 1λ = k k 1 λ 0 and R 01 = k k 0 1 0 with λ ∈ k, preinjective A/ ν -modules I j , and the injective A-module I = k k 0 0 1 corresponding to the vertex 1. Let M be a brick. Then Ext Case A = W 7 or W 8 or W 9 or W 10 or W 12 or W 13 . Similar to Case W 6 .
Case A = W 11 . Since β 2 ∈ A, all bricks in mod A are the bricks in mod A/ β 2 . Note that A/ β 2 is a string algebra, all band modules correspond the word µ −1 β −1 µα, and assign α an automorphism φ of a finitedimensional vector space V and µ, β the identity linear map over V ( [5] ). Clearly, these band modules are not bricks, and there are just five string modules which are bricks; i.e., If A is one of the algebras W 25 -W 34 , then they are radical cube zero. Since α 2 β 2 µν νµ ∈ C A , a brick in mod A must be a brick in mod A/ α 2 β 2 µν νµ . We will deal with W 27 only; the other cases are similar or easier (it is enough to note that the algebra kQ 1 1 0 1 / µα − βµ α 2 β 2 is of finite representation type, and in its module category there are only eight indecomposable modules and three bricks).
Case W 27 . Let M be a brick not equal to B 1 = S 1 or B 2 = S 2 . . By Lemma 6, the category B 3 is equivalent to the category mod k x y / x y 2 . This is a contradiction.
First we give an example which implies that the condition of minimality in the definition of strongly minimal wild algebras is necessary. For local algebras and two-point algebras only one trivial algebra (i.e., strictly wild algebra W 1 ) is not strongly minimal wild. However, generally, there are many examples which are minimal wild algebras but not strongly minimal wild algebras. [16] [17] [18] ). For all but one of them, there is at least one edge which can be "shrinked" (cf. [25] ) such that the algebra corresponding to the "shrinked quiver" is again a wild algebra. For the exceptional case, which is of the type 1 7 , similar to [26, Example 2], we can apply Schofield's universal localization method (cf. [26] ). Indeed, there is a universal localization of this algebra which is isomorphic to a wild radical square zero algebra of the type 1 6 .
Above methods can be applied to many other algebras. The following example gives another way to show that some minimal non-strictly wild algebras are not strongly minimal wild. It is easy to see that A-modules X and Y with dimension vectors (0,1,1,1,2) and (1,0,0,0,0) respectively are orthogonal bricks. Denote by X Y the proper full exact subcategory of mod A which consists of the modules that have a X Y -filtration. Denote by P = P 1 ⊕ P 2 the A-module which is determined by the following data: dim P 1 = 2 1 1 1 2 P 1 α 1 = 1 0 0 1 P 1 α 2 = 1 0 P 1 α 3 = 0 1 P 1 α 4 = 1 1 P 1 β = 0 dim P 2 = 2 0 0 0 0
It is not difficult to prove that there are two surjections P → X and P → Y , and Ext 1 P − X Y = 0; i.e., P is a projective generator of the category X Y . Moreover End P ∼ = B. By Lemma 6, the category X Y is equivalent to the category mod B.
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