Detection of statistical irregularities, measured as a prediction error response, is fundamental to the 47 perceptual monitoring of the environment. We studied whether prediction error response is generated 48 by neural oscillations or asynchronous neuronal firing. Electrocorticography (ECoG) was carried out 49 in three monkeys, who passively listened to the auditory roving oddball stimuli. Local field potentials 50 (LFP) recorded over the auditory cortex underwent spectral principal component analysis, which 51 decoupled broadband and rhythmic components of LFP signal. We found that broadband component 52 generated prediction error response, whereas none of the rhythmic components encoded statistical 53 irregularities of sounds. The broadband component displayed more stochastic, asymmetrical 54 multifractal properties than the rhythmic components, which revealed more self-similar dynamics. We 55 thus conclude that the prediction error response is encoded by asynchronous neuronal populations, 56 defined by irregular dynamical states which, unlike oscillatory rhythms, appear to enable the neural 57 representation of auditory prediction error response. 58 59 60
Introduction 82
83 Detection of novel sensory information enables adaptive interaction with the surrounding environment 84 (Clark, 2013; Whitmire and Stanley, 2016) . In the predictive coding framework of brain functioning, 85 this interaction is characterized by a reciprocal loop between sensory predictions and prediction error 86 signals (Bastos et al., 2012; Friston and Kiebel, 2009 ). Neural mechanisms of prediction error are 87 typically studied by presenting a series of "standard" stimuli with intermittently occurring deviant 88 stimuli, also called "oddballs", and by contrasting brain responses between these stimuli categories 89 (Chennu et al., 2013; Lumaca et al., 2019; Parras et al., 2017) . This way, event-related potentials 90 (ERP) and a range of neural oscillations have been identified as neural markers of prediction error. 91
The most widely studied deviance ERP is the auditory mismatch negativity (MMN)a negative 92 deflection of electrical event-related potential recorded on the scalp or using intracranial electrodes 93 (Halgren et al., 1995; Näätänen et al., 1978; 2007) . MMN originates from the primary auditory cortex 94 (Alain et al., 1998; Alho, 1995; Edwards et al., 2005) , and it peaks around 150-200 ms in humans, 95 whilst the peak latencies below 100 ms are typically reported in monkeys (Javitt et al., 1992; Komatsu 96 et al., 2015) . In addition to MMN, prediction error responses are observed in neural oscillations in a 97 variety of frequency ranges including theta (3-8 Hz) ( The electrophysiological signal recorded by scalp EEG or local field potentials (LFP) is a summed 119 activity of both postsynaptic and action potentials. Post-synaptic potentials contribute to the rhythmic 120 oscillations of different frequency bands (Buzsaki et al., 2012) , reflecting neural synchrony at specific 121 timescales. Contrary to this, empirical data analysis and modelling suggest that the average input 122 firing rate produces asynchronous, broadband changes across a wide frequency range (Miller et al., 123 2009a (Miller et al., 123 , 2009b Manning et al., 2009) . Such rhythmic and broadband components of LFP signal can 124 be decomposed using spectral principal component analysis (spectral PCA) (Miller et al., 2009a (Miller et al., , 125 2009b (Miller et al., , 2017 , this way separating synchronous and asynchronous neural activity. Broadband 126 component of the LFP power spectrum is commonly characterized by a power-law function (Freeman 127 and Zhai, 2009; He, 2014; Hermes et al., 2019) , which reflects the lack of any specific temporal beat 128 (e.g. 10 Hz) in the signal. Contrary to this, rhythmic components produce frequency-specific spectral 129 peaks that deviate from the power law. In fact, the electrocorticography power is characterized by at 130 least three different power-law regions of which the transitions vary across individuals and recordings 131 in human (Chaudhuri et al., 2017; He et al., 2010) and non-human primates. The functional relevance 132 of this heterogeneous scaling is discernible as, for instance, levels of arousal across a gradual 133 progression from awake to grades of anaesthesia (Gifani et al., 2007) In the present study, we aimed to assess whether such broadband neural dynamics rather than 140 frequency-specific rhythms underlie prediction error in the auditory cortex in the primate brain. We 141 hypothesized that the broadband component of LFP has a multiscale scaling dynamics, distinct from 142 that of the rhythmic LFP components. 143
144
Results 145 146 Using epidurally implanted electrodes, we recorded electrocorticograms (ECoGs) from three awake 147 common marmosets, who passively listened to the stream of varying tones (see Fig 1A and Suppl. 148 Fig 1A-D) . By contrasting neural responses to standard and deviant tones, which were physically 149 matched across expectancy conditions, we first identified MMN deviance response from the auditory 150 cortex (see Fig 1B) . Afterwards, we decomposed the raw LFP signal into broadband and rhythmic 151 spectral components (following Miller et al., 2009a Miller et al., , 2009b Miller et al., , 2017 ; see Fig 1C) . Spectral decomposition 152 allowed us to assess whether MMN is driven by the broadband rather than oscillatory components of 153 the LFP signal. In the following, we report a single-trial analysis that was carried out separately for 154 each monkey (referred to as Fr, Go and Kr), using electrodes located in the auditory cortex (see roving oddball paradigm, 20 different single-tones were presented in the trains of 3, 5 or 11 identical 160 stimuli. Any two subsequent trains consisted of different tones. This way, while the adjacent standard 161 (depicted in black) and deviant (depicted in green) tones deviated in the frequency due to the transition 162 between the trains, the two expectancy conditions were physically matched, as the first and the last 163 tones of the same train were treated as deviant and standard tones in the analysis of the adjacent 164 stimuli pairs. First, we confirmed that perturbation of auditory cortex with a deviant tone compared to a preceding 182 standard tone increased the amplitude of auditory evoked potentials in the MMN time window (Fr: 183 t(1,719) = -7.37, p < 0.001, Cohen's d = 0.275; Go: t(1,1439) = -4.60, p < 0.001, Cohen's d = 0.121; 184
Kr: t(1,1439) = -9.27, p < 0.001, Cohen's d = 0.244; see Fig 1B) . Latency of ERP peaks (58-66 ms) 185 was consistent with the previous MMN studies of non-human primates (Javitt et al., 1992; Komatsu 186 et al., 2015) . 
Multiscale multifractal analysis of broadband and rhythmic neural components 269 270
We hypothesized that the Broadband component has a distinct multiscale temporal organization 271 within the milliseconds of the evoked response than the one from the rhythmic components. In 272 particular, we sought to characterize the scale-free temporal properties of the segregated neural 273 components. These properties relate to the functional state of neural systems (Papo, 2014; He, 2014; 274 Werner, 2010). We further hypothesized that the broadband component--the neural signal subserving 275 oddball detection--has a more stochastic multiscale temporal organization which allows greater 276 dynamical flexibility. The scale-free nature of the neuronal population firing rate, manifested in the 277 broadband PSC (Miller, 2009; Manning et al., 2010) , is usually estimated by determining the slope of 278 the log-log function of PSD (power vs. frequency), also referred to as 1/f (fractal) scaling. However, 279 often the PSD is not characterized by a single exponent and may show a scale-dependence (Miller, 280 2009; Chaudhuri et al, 2017) and/or different scaling depending on the statistical moment and hence 281 exhibit multifractality (Nagy et al. 2017 ). Indeed, the single-trial auditory responses, standards and 282 deviants, revealed a piecewise linear decay of power with frequency in each marmoset ( Fig 4A) , 283
suggesting that the dynamics of the underlying processes may have scale-free properties but also a 284 heterogeneous scaling dependent on frequency (timescale). This is noticeable by the different slopes 285 which characterize the 1/f-like PSD depending on the frequency range ( Fig. 4A ), precluding the fitting 286 of a unique line to estimate the slope across the whole spectrum. Thus, to fully characterize the scale-287 free properties of the three components, we sought to test for the presence of scale-dependent 288 multifractality in the series of increments of neural activity in the marmoset auditory cortex. the Broadband PSC activity. These results were consistent across monkeys (see Fig S5) . The 298 average tendency across scales revealed a nearly linear dependence of h with q for both Rhythmic 299 components suggesting their underlying dynamics appears multifractal. Conversely, although the 300 dynamics of the Broadband PSC is also multifractal (in the sense that its fractal properties depend on q), the profile is nonlinear and distinct for small (q < 0) and large (q > 0) fluctuations ( Fig 4E) . We note 302 that the conventional Hurst scaling analysis (q = 2 results) did not provide a clear distinction between 303 the Broadband and Rhythmic 2 components. Furthermore, averaged surface values of h suggest the 304 Broadband fluctuations can be quasi-stochastic (h ~ 0.5) or persistent without obeying strictly a power-305 law (h ~ 1.1), depending on if large (q >0) or small fluctuations (q < 0) are considered ( Fig 4F) . 306
Conversely, Rhythmic 1 and Rhythmic 2 fluctuations ranged from being close to Brownian motion 307 (integrated white noise, h ~ 1.5) to scale-free. There was a qualitative agreement on the values across 308 monkeys ( Fig 4E, F) . Thus, while all three PSC components showed scale-free properties, there were 309 significant differences in the apparent stochasticity, expressed as h(q), between the components (Go: 310 p<0.001; Kr: t=-13.39, p<0.001; Fr: t=-8.54, p<0.001) and Rhythmic 2 (Go: t=-9.54, p<0.001; Kr: t=-314 14.88, p<0.001; Fr: t=-6.64, p<0.001) components. 315
316
In order to determine whether the multifractality, depicted in the Hurst surfaces ( Fig 4D) , is caused by 317 the temporal correlations of the signal distribution, we created a distribution of shuffled surrogates, 318
i.e. copies of the original data with identical mean, variance and histogram distribution but no temporal 319 structure. While the mean Hurst surfaces of the surrogates distribution showed for all monkeys a 320 decrease in multifractality (p<0.001) ( Fig 4D; Suppl. Figure 5 ), the averaged Hurst exponent values 321 indicated that the neural dynamics approached randomness ( ) for all monkeys ( Fig 4H) . 322 Therefore, the multifractality is caused mostly by the temporal correlations but also by a fat-tailed 323 probability distribution. We subsequently computed the multifractal spectrum f(α). Analogously to a 324 Fourier analysis, i.e. the decomposition of a signal into a sum of components with fixed frequencies, 325 f(α) can be understood as decomposition of a signal into a set of exponents α (Mandelbrot, 2003) . 326
Their relative presence in the signal is weighted by the f(α) function. The Broadband activity 327 interweaved more densely sets of singularities that are less self-similar than those of the Rhythmic 328 components and displayed a lower degree of multifractality and a more asymmetrical ( Fig 4G  329 ,H), suggesting its dynamics differs from simple multiplicative cascades. The shape of the multifractal 330 spectra for the Broadband activity also displayed a right-truncation ( Fig present in the data were not able to distinguish between the standard and deviant tones, the 386 broadband component indexed the stimuli difference in the auditory cortex. The findings were highly 387 consistent across all three marmosets, and the cross-individual decoding successfully classified 388 stimuli category (standard or deviant) when data were trained on one monkey and tested on a different 389 one. Importantly, significant decoding was observed only with the Broadband PSC, as the decoding 390 was unsuccessful with the Rhythmic PSCs. 391
392
Our study challenges the generality of low-frequency neural oscillations as an instrument for 393 enhancing ) and gating information in the auditory cortex (Lakatos et 394 al., 2013) . In particular, it has been argued that a phase reset of slow frequencies in the range of delta 395 and theta oscillations may underlie prediction error response (Arnal et al, 2015; Fuentemilla et al., 396 2008; Ko et al., 2012) . However, we show that the Rhythmic 2 component with a distinctive delta peak 397 and a considerable contribution from theta range activity (Fig 2A, H, O) does not discriminate between 398 standard and deviant tones. Likewise, the Rhythmic 1 component representing alpha range activity 399 did not encode prediction error response, challenging previous studies that linked MMN to alpha band 400 power (Ko et al., 2012; MacLean et al., 2014) . This contrast is striking given that these ideas were 401 deemed most relevant in the context of rhythmic as opposed to continuous stimulation (Schroeder 402 and Lakatos, 2009), and rhythmicity is prevalent in the current oddball paradigm. However, it is 403 important to emphasize that we do not claim that low-frequency neuronal counterparts of neural 404 activity do not contribute to predictive coding: long-term dependencies are relevant in sensory 405 prediction in the auditory cortex (Rubin et al., 2016) . Rather, we suggest they enable information 406 processing through more flexible, dynamical unstable codes than an oscillatory code. 407
Our results demonstrate that prediction error processing is subsumed by an asynchronous broadband 408 activity with dynamical properties very distinct from that of the rhythmic components. Importantly, this 409 difference is unveiled when a multiscale approach is used to characterize fluctuations with several 410 degrees of resolution (multiple fractal hierarchies) and it is patent in the surfaces and multifractal 411 spectrum; the difference is equivocal by simply observing the power spectral densities or doing a 412 classical Hurst analysis. The broadband component is distinctive from the other components by its 413 lower level of self-similarity and multifractality and also by its asymmetric multifractal spectrum. The 414 presence of multifractality in the broadband and rhythmic electrocorticographic activity suggests it 415 may be a generic feature of neuronal networks and cognition may operate by modulations of this 416 property (Papo, 2014) . Arguably, spike trains represent information with a multifractal temporal coding 417 (Fetterhoff et al., 2015) and the integrated multifractal spectrum permit to infer the tuning curve of 418 spiking activity in primates (Fayyaz et al, 2019) . This could be a more effective mechanism of how 419 information is encoded in neuronal assemblies than the one provided by oscillatory rhythms. This 420 hypothesis is bolstered by ideas that synchronization per se only arises in collective states where no 421 new information can be created. In contrast, adaptive behaviour emerges from more subtle forms of 422 coordination, e.g. through the metastability or asynchronous coupling of spatiotemporal patterns of 423 neural activity (Friston, 2000; Tognoli and Kelso, 2014) . The multifractality present in the recordings 424 reveals how the macroscopic neural dynamics is intermittent, its spectral density changes with time, 425 which has been hypothesized as a facet of temporal metastability (Friston, 1997; Tognoli and Kelso, 426 2014); at the core of metastability is the broken symmetry of spatiotemporal patterns (Kelso and Kelso, 427 1995) which was only present in the broadband activity. In fact, the more asymmetrical multifractal 428 spectra of the broadband activity suggest this feature may be a proxy of a dynamical regime which 429 allows the breakdown of symmetry, characteristic of systems that can perceptibly or meaningfully 430 react to afferent inputs (Freeman and Vitiello, 2006) . Chronically implanted, customized multichannel ECoG electrode arrays ( Fig. S1 ) (Cir-Tech Inc., 529 Japan) were used for neural recordings (Komatsu et al., 2015; 2017) . We implanted 32 (the left 530 hemisphere of monkey Fr), 64 (the right hemisphere of monkey Go), and 62 (the right hemisphere of 531 monkey Kr) electrodes in the epidural space. For 32 electrode array, each electrode contact was 1mm 532 in diameter and had an inter-electrode distance of 2.5-5.0 mm (Komatsu et al., 2015) . For 64 533 electrode array, each electrode contact was 0.6mm in diameter and had an inter-electrode distance 534 of 1.4mm in a bipolar pair (Komatsu et al., 2017) . The electrode-array covered the frontal, parietal, 535 temporal, and occipital lobes. The additional 4 electrodes of monkey Fr covered part of the right frontal 536 lobe. The animals were initially sedated with butorphanol (0.2 mg/kg i.m.), and surgical anaesthesia 537 was achieved with ketamine (30 mg/kg i.m.) and medetomidine (350 μg/kg i.m.). The animals were 538 then positioned in a stereotaxic frame (Narishige, Japan) and placed on a heating pad during surgery. 539
Vital signs were monitored throughout surgery. Implantation of the electrode-arrays involved the 540 removal of a bone flap (~2 cm along the anterior-posterior axis and ~1 cm along the mediolateral axis) 541 over the parietal cortex. The array was advanced into the epidural space. After positioning the 542 electrode-array, connectors were attached to the bone using dental acrylic and titanium (size 1.0 x 543 0.1mm) or PEEK (size 1.4 x 2.5 mm) screws. The reference electrodes were placed in the epidural 544 space and the ground electrodes in the episkull space. The anti-inflammatory corticosteroid 545 dexamethasone (1.25mg/kg, i.m.) was administered after surgery to prevent brain swelling. The 546 animals were given antibiotics and analgesics daily for 5 days after surgery. Following the animals' 547 recovery, the position of each electrode in the arrays was identified based on computer tomography, 548 and then co-registered to a template T1-weighted anatomical magnetic resonance image (MRI) 549 (http://brainatlas.brain.riken.jp/marmoset/; Hikishima et al., 2011) (monkey Fr) or pre-acquired MRI 550 (monkeys Go and Kr) using MRIcron software (http://www.mricro.com; Rorden et al., 2007) . In all 551 monkeys, the electrode-array covered the frontal, parietal, occipital, and temporal cortices, including 552 the primary auditory area ( Fig. 2A-C and S2) . intervals of 1/4 octave) were pseudo-randomly presented. Tones were identical within each tone-train, 559 but differed between tone-trains. Because tone-trains followed on from one another continuously, the 560 first tone of a train was considered to be an unexpected deviant tone, because it was of a different 561 frequency from that of the preceding train. The final tone was considered to be an expected standard 562 tone, because it was preceded by several repetitions of this same tone. To avoid analytical artefacts 563 stemming from differences in the number of standard and deviant stimuli, we considered only the last 564 tone of a train as standard. Standards and deviants were presented 240 times in a single recording 565 session. Pure sinusoidal tones lasted 64 ms (7 ms rise/fall), and stimulus onset asynchrony was 503 566 ms. Stimulus presentation was controlled by MATLAB (MathWorks Inc., Natick, MA, USA) using the through two audio speakers (Fostex, Japan) with an average intensity of 60 dB SPL around the 569 animal's ear. 570 571 ECoG recording and preprocessing 572 573 ECoG recordings were taken in the passive listening condition while monkeys were awake. In each 574 recording session, the monkey Fr was held in a drawstring pouch, which was stabilized in a dark 575 room, and the monkeys Go and Kr sat on a primate chair in a dimly lit room. The length of a single 576 session was about 15 min: the first 3 min of data were used for many standard stimuli (data are not 577 shown in this paper) and the remaining 12 min of data were used for the roving oddball sequences. 578
For monkey Fr, data from 3 sessions were used for analysis, which resulted in 720 (=240 × 3) standard 579 and deviant presentations. For monkeys Go and Kr, data from 6 sessions were used for analysis, 580 which resulted in 1440 (=240 × 6) standard and deviant presentations. 581 582 ECoG signals were recorded at a sampling rate of 1 kHz per channel. In the signal preprocessing, 583 those signals were re-referenced using an average reference montage, and high-pass filtered above 584 1 Hz. We segmented datasets from −903 to 400 ms relative to the onset of the unexpected tone, so 585 that each segment would include a pair of a deviant and a standard immediately preceding the 586 deviant, as well as a baseline of 400 ms preceding the standard tone. The segments were then divided 587 into standard epochs and deviant epochs (-400 ms to 400 ms). Parts of the dataset are shared in the 588 public server Neurotycho.org (http://neurotycho.org/; Nagasaka et al., 2011) . 589 590 ECoG electrode-of-interested was identified functionally by contrasting time-frequency charts 591 between standard and deviant stimuli (0-350 ms), separately for each electrode (see Suppl. Fig. 2-4) . 592
The Hilbert transform was applied every 10 Hz and z-scored with respect to the baseline period (-100 593 ms to 0 ms). One electrode with the largest high-gamma difference between the standard and deviant Marshall et al., 1996) was selected for each monkey for further analyses. In all three monkeys, the 596 selected electrode-of-interest was located in the auditory cortex (see Suppl. Fig. 1E-H) . 597 598
Event-related potentials 599 600
For ERP analysis of the raw signal, a low-pass filter of 40 Hz was used. ECoG recordings were re-601 referenced with respect to the common average reference across all electrodes. Data were then 602 epoched around the onset of tones (-100 ms to 350 ms), and baseline correction was applied by 603 subtracting the mean of the 100 ms period before the stimulus onset. MMN was assessed by 604 comparing the standard ERP and deviant ERP.
Decoupling the cortical spectrum to isolate Broadband and Rhythmic spectral components 606 607
To extract the course of broadband spectral activity, we carried out the spectral decoupling of raw 608 LFP signal (Miller et al. 2009a (Miller et al. , 2009b (Miller et al. , 2017 . As for the ERP analysis, ECoG potentials were re-609 referenced with respect to the common average reference across all electrodes. For the selected 610 electrodes-of-interest (see above), discrete samples of power spectral density (PSD) were calculated 611 using -200 to 400 ms epochs centered at the stimuli onset. With trials from both conditions (standards 612 and deviants) grouped together, individual PSDs were normalized with an element-wise division by 613 the average power at each frequency, and the obtained values were log-transformed. An inner 614 product matrix of these normalized PSDs was diagonalized with a singular value decomposition, and 615 was then applied to identify components of stimulus-related changes in the PSD. The eigenvectors 616 (Principal Spectral Components or PSCs) from this decomposition revealed distinct components of 617 cortical processing. Continuous time-frequency power charts were calculated using complex Morlet 618 wavelets. These power charts were then normalized in the same way as the discrete spectra and 619 projected onto the first PSC (broadband), second PSC (alpha rhythm, ~ 10 Hz), and third PSC (delta 620 rhythm, ~2 Hz), separately. The raw time series were smoothed with an 80-ms Gaussian envelope 621 (SD 80 ms), z-scored per trial, using a pre-stimulus period between -100 to 0 ms, and exponentiated, 622 and then a value of 1 was subtracted (setting the mean at 0). The first PSC allowed to obtain the 623 "broadband time course" which has been shown to reflect a power law in the cortical PSD (Miller et 624 al., 2009a) , and the second and third PSCs uncovered the "rhythmic time courses" with distinct 625 frequency peaks. 626 627
Cross-individual decoding 628 629
To assess cross-individual generalizability of our findings, a univariate temporal decoding model was 630 applied on each individual PSC time-courses on the selected auditory cortex electrodes, aiming to 631 decode the stimuli expectancy categories, i.e. standards vs deviants. (Figure 3) . The ADAM-toolbox 632 was used on the Broadband and Rhythmic PSC time-courses with epochs from -100 ms to 400 ms 633 (Fahrenfort et al., 2018) . Crucially, and for each individual component, we trained a linear discriminant 634 (LDA) classifier in one monkey and tested in a separate monkey for obtaining cross-individual 635 decodability of stimuli expectancy category, i.e. standard vs deviant trials. As decoding algorithms are 636 known to be time-consuming, data were downsampled to 250 Hz. Next, a backward decoding 637 algorithm, using either stimulus expectancy category was applied according to a tenfold cross-638 validation scheme. A linear discriminant analysis (LDA) was used to discriminate between stimulus 639 classes (e.g. deviant versus standard trials) after which classification accuracy was computed as the 640 area under the curve (AUC), a measure derived from the Signal Detection Theory. AUC scores were 641 tested per time-point with double-sided t-tests per subjects against a 50% chance-level. These t-tests is to consider their singularities characterized by the parameters (Lipschitz-Hölder exponent) and 714 , respectively associated with the strength of the singularities and how densely they are distributed 715 (Halsey et al., 1986) . Thus, the multifractal (or singularity) spectrum is described by the possible range 716 of values and the function . There is an established connection between these latter measures 717 and the exponents obtained with MMA through the known relationship between MF-DFA and the 718 general multifractal formalism (Kantelhardt et al., 2002; Kantelhardt, 2011) . Using fractal geometry 719 and specifically the box-counting method, one can obtain an estimate of dimension by relating a linear 720 distance (s) to the mass of a given object. If in an E-dimensional space of the observations is 721 partitioned into (hyper-)cubes with side s, and one counts the number N(s) of cubes that contain at 722 least one point of a set S, one obtains a very crude measure of this set (Feder, 1988 ) without any 723 information from its structure. A better estimate applies a weighted sum that takes into consideration 724 the number of points in each hyper-cube. For a set S consisting of N points, will be the number of 725 points in each partition i and the mass or probability . It follows that the weighted number of 726 boxes, N (q,s) is defined by: 727 728 729 730
Where q is the moment order and is the mass exponent and is the fractal dimension 731 of the set. If there is a linear dependency of with q then, a set is monofractal, otherwise, it is 732 multifractal. In ( The function is always convex upward and its left-hand branch corresponds to q > 0 and the 750 right-hand branch to q <0 (Theiler, 1990 ). Furthermore, the central tendency (peak ) of the 751 multifractal spectrum is closely related to the Hurst exponent derived from the monofractal (q = 2) 752 DFA, thus representing the average fractal structure in the signal. The multifractal spectrum width ( 753 ) indicates the deviation from monofractality, or conversely, the degree of multifractality (Ihlen, 754 2012 Of note, is not forcefully a symmetric function and can differ from the shape like the symbol 760 characteristic of the most trivial multifractals, which are not strictly self-similar (scale-free), but have a 761 multiplicative rescaling structure, i.e. a scale-dependent self-similarity (Riedi, 1999) . Therefore, we 762 also computed a rough estimate of the degree of asymmetry: 763 764 765 766 We computed these parameters of the multifractal spectrum for all scales (s) analyzed with MMA and 767 for all PCS activities of the marmosets. 
