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ABSTRACT
The Russian American Observation Satellites (RAMOS) experiment is a joint RussianAmerican space research program using two satellites for simultaneous stereo-optical imaging to address common concerns in the areas of environmental monitoring and defense.
RAMOS will consist of a two-satellite constellation and associated ground support stations
operated by the respective countries. The American Observational Satellite (AOS) will carry
imaging instrumentation operating in both the visible and infrared regions. The Russian Observational Satellite (ROS) will carry analogous Russian sensors. Both satellites will be
launched into a high-inclination circular orbit at an altitude of approximately 525 km. One
satellite will have station-keeping capabilities to maintain a desired and variable separation.
The AOS will consist of a Commercial-Off-The-Shelf (COTS) spacecraft bus and three sensor subsystems: a multi-spectral IR radiometer, visible push-broom scanner and a visible
CCD camera. The bus will provide the functions of command and data handling, telemetry,
data storage, state of health, and power. The attitude control system will include a global
positioning receiver, star trackers and an inertial reference unit.
Mission Operations Centers at Logan, Utah and Moscow, Russia will provide planning,
scheduling, command packet development, command transmission, verification of execution, State-of-Health monitoring and down-link data collection. The operations centers
will report to and implement feedback from the Joint Science Team.
INTRODUCTION
RAMOS is a research program with multiple scientific objectives included in the dual missions of environmental monitoring and data gathering for defense purposes. All the science
objectives are of a research nature in that they are novel and likely to succeed, but the specific results and degree of success cannot be predicted. The fundamental environmental
objective is to conduct multi-spectral stereoscopic observations of dynamic phenomena to
assess the potential usefulness of three-dimensional images of dynamic environmental processes such as storms and natural or induced catastrophes, for solving diagnostic and prediction problems. The fundamental defense objective is to obtain multi-spectral, stereo-optical
data on Earth backgrounds for model calibration and for subsequent support of future
space-based sensors designed to detect moving objects and determine their parameters. Design guidelines for achieving both fundamental objectives will include optimizing the systems for minimum size, weight, power, cost and risk.
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ENVIRONMENTAL--- RAMOS will demonstrate the feasibility of using defense-related
assets for environmental monitoring. It will demonstrate the value to meteorological forecasters and modelers of real-time, high-resolution data in a stereo-optical or threedimensional presentation. This capability will enable investigators to measure the altitude of
cloud tops with a 10-fold improvement in accuracy over current methods. Cloud fragment
velocities, freezing point altitudes and other similar measurements will greatly enhance forecasters' ability to predict strength, speed and surface track of severe storm systems, and will
minimize the need for costly and dangerous aircraft over-flights. The benefits that can arise
from these data--a better understanding of hurricane evolution and wind strength prediction,
for instance--are incalculable. A potential payoff is the ability to predict, worldwide, areas
of potential hurricane damage with sufficient accuracy and timeliness to enable orderly
evacuations and save lives. The ability to measure cloud elevations and velocities will also
make possible early warning of potentially dangerous effluent clouds, both man-made (e.g.,
industrial) or natural (e.g., volcanic). The technology will greatly improve the ability to
detect and track oil spills, to monitor environmentally-critical ocean, lake, crop and forest
areas for signs of degradation, and to detect, track and map airborne contaminants. Specific, environmentally-directed science objectives of the RAMOS program include the following:
Climatological/Meteorological Data: Three-dimensional processing with a vertical resolution of 100 meters will improve current approaches of inferring cloud heights. Current
methods, which use LWIR radiometric data coupled with temperature/altitude soundings
yield, at best, accuracy to within 1 or 2 km. Combined with on-board spectro-photometric
measurements of cloud-top temperatures (± 1 K), the RAMOS cloud-height measurements
may accurately determine the intensities of tropical cyclones without the need for in-situ
measurements from aircraft. Furthermore, direct measurements of both heights and horizontal velocities of cloud fragments will provide better information on the atmospheric wind
field as a function of altitude; this information can be applied directly to numerical weather
prediction. In combination with the on-board polarimetric capability, cloud-height measurements can determine the altitude at which cloud tops become glaciated. A compilation
of these data will provide statistical information relevant to global climate modeling.
Parametric Effects: RAMOS will study the effects on space stereo imaging of varying the
distance between the sensors in the orbit plane and the angle outside of the orbit plane. It
will also study and evaluate the requirements for "real-time” (simultaneous) observations as
opposed to stereo data obtained by viewing the scene later in time by the same satellite at a
different point in its orbit. This will address the questions of time-varying geophysical phenomena driven by winds, atmospheric waves, etc.
Geophysical Events: The program will demonstrate the value of stereo-optical observation
of unexpected ecological phenomena by viewing man-made environmental events, military
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conflicts, and geophysical events such as hurricanes, tornadoes and volcanoes. Stereooptical observations also provide the opportunity to probe at high resolution the threedimensional structure of the temporally and spatially-variable ozone layer to obtain additional insight into its underlying mechanisms.
Multispectral Measurements: RAMOS will obtain multispectral infrared measurements of
various environmentally-sensitive areas such as crops, forests, flood plains, oil spills, etc. to
help develop multispectral algorithms for large-area, distributed space-based sensors
planned for the future.

DEFENSE--- RAMOS will address three defense objectives with the potential to strengthen
the safety of the countries participating in the RAMOS program as well as the entire international community. These objectives are also novel, but in view of the scientific and technological capabilities of both countries, but again, are likely to succeed.
Background measurements: RAMOS will obtain experimental measurement information
(time and space discrete) on the background conditions of the Earth’s surface with sufficient spatial, spectral, temporal and geometrical resolution. The limiting factors in observing
low-contrast targets (e.g. airplanes and sounding rockets) are the prevalence and stochastic
nature of severe backgrounds, and their temporal variability as well as the infrared clutter
arising from variations in temperature, emissivity and pixel-to-pixel variation in the Earth
scene. Statistical characteristics of clutter are essentially assessed on the basis of models,
thus requiring that experimental calibration data be acquired. The experiment will place
particular emphasis on acquiring data in situations where the background structure is the
limiting source of false signals.
Stereoscopic Imaging: Operating together, sensors on the AOS and ROS will demonstrate
the effectiveness of simultaneous stereoscopic sensing at visible and infrared wavelengths.
Data from such observations are valuable as a means of validating and determining the position and velocity of objects in three dimensions.
Clutter Mitigation: Using ground-based computers, ROS and AOS experimenters, each
independently, will use data acquired under the first two objectives to assess the performance of various algorithms. Three specific goals under this objective are: evaluating the
performance of specific algorithms in detecting synthetic targets added to severe clutter
data obtained, assessing the effectiveness of a technique for calibrating large-array infrared
detectors and assessing the effectiveness of clutter mitigation algorithms.
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RAMOS IMPLEMENTATION
RAMOS is planned to consist of two satellites and their associated ground support equipment. It will also include a primary ground station in each country and the option of incorporating an international commercial ground station network. One satellite, the American
Observational Satellite (AOS), will carry an IR imaging radiometer with a co-aligned visible
camera and visible push-broom scanner. The second, the Russian Observational Satellite
(ROS), will carry analogous Russian sensors. Each satellite may also have additional instrumentation, which may or may not be analogous to that found on the other satellite;
however, data will be shared.
Both satellites will be launched into a high-inclination circular orbit at an altitude of approximately 525 km, from either a Russian or U.S. launch site. ROS will have stationkeeping capabilities to maintain or vary a desired separation as the optimum viewing angles
are explored.
Scanning Mode: In the scanning mode, optical sensors on the two satellites will record data
in the same scene as they look at the earth. As the satellites progress in their orbit, their
view of the earth will move along the ground track; the sensors, in other words, remain
fixed with respect to the satellites and scan a continuously changing scene on the earth's
surface. This scene, nominally, will be a point on the ground midway between the two satellites' nadirs, but the pointing capabilities of the satellites and the sensors make it possible
to view scenes anywhere in or to either side of their orbit plane ground track.

Staring Mode: In the staring mode, both satellites will record data in the same scene, but as
they progress in their orbit, the sensors will change their look angles so that the same fixed
scene on the earth will remain in the sensors' view for some length of time. For example, the
satellites' fields of view might coincide at a point approximately 80 km ahead of the point
midway between the satellites' respective nadirs. Both satellites collect data while maintaining that scene in their sensors' fields-of-view for 20 seconds (or until the point is approximately 80 km behind the point midway between the spacecrafts respective nadirs). The
field of view mirrors then slew forward to a new position and again take 20 seconds of data.
This mode can continue until either the data handling capabilities are exceeded or a new sequence is started. Similar mutual, simultaneous measurements will be made of scenes on
either side of the orbit plane up to the hard earth horizon. The up-link commanding capability will enable investigators on the ground to change the flight mission and direct the sensors to stare at targets of opportunity.
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Tracking mode: In the tracking mode, sensors on both satellites will view the same scene
and will simultaneously follow a programmed track simulating the known track of the object under observation. An on-board data processor may be required for sounding rockets
with expected large dispersion in their trajectories to accomplish predictive pointing. This
programmed track may be in, out of or through the satellites’ orbit plane. Reconstruction
of the rockets’ track will be accomplished on the ground through post-processing of the
data.
The sensors on both satellites, under the control of on-board computers and up-linked
commands, will point at a given place on the earth or in the atmosphere and will simultaneously record radiometric data in both visible and IR wavelengths. On-board memory will
store the measurement data for telemetry to the respective ground station at the first available downlink opportunity. Data sets from the telemetry stations will be transferred via
ethernet connections (high-speed links in the case of auxiliary stations) to be recorded on
tape or disk and sent to the data processing centers at the Space Dynamics Laboratory and
to its counterpart data processing center in Russia. These data centers will process and condition the data and distribute them to user scientists for additional processing and analysis to
yield stereo-optical images of the measured targets.

SENSOR SYSTEMS
Both AOS and ROS will carry an imaging radiometer operating in several pass-bands between 1.2 and 7.5 µm, and a wide field-of-view (FOV) linear-array imager known as a
“push-broom” scanner, or its equivalent along with a visible CCD camera.

The AOS imaging radiometer will have a field-of-view of ~1°. It will have the ability to
scan forward, back and laterally on either side of the satellite’s ground track. Its detector
arrays will likely be equipped with cryogenic coolers to achieve the sensitivity required for
the proposed measurements. The radiometer will be unique, in that it can simultaneously
acquire high-resolution image data in both the MWIR and M/LWIR bands, thus permitting
accurate comparison between the two bands with regard to clutter rejection.
The push-broom scanner is a linear array line scanner that uses satellite motion (including
satellite pointing) for scanning. This linear array of visible-light detectors will provide a
field-of-view ~32° wide with respect to the satellite’s ground track, but only one pixel deep
in the direction of that track. Its field-of-view will thus sweep along the ground track (like a
push broom) with the satellite’s orbital progress. The center of this linear array is also the
center of the imaging radiometer’s lateral field of regard. Consequently, the push-broom
scanner will provide a ground reference for whatever targets the radiometer is imaging. The
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possibility exists for filtering certain parts of the array to allow false-color images, polarization measurements, etc. This visible imager also has limited in-track pointing capability,
enabling it to acquire data for pseudo-stereo images.
The visible CCD camera mentioned above will have a 3-degree field-of-view, and will be
co-aligned with the radiometer. Figure 1 shows a conceptual block diagram for the AOS.
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Figure 1
SPACECRAFT SYSTEMS
A spacecraft bus that will host the proposed AOS sensors is readily obtainable as a modification to the design heritage from several (COTS) product manufacturers. This type of a
bus can meet the requirements for data storage, down-link transmitter, housekeeping/monitoring, spacecraft controller, command receiver, power system, global positioning
receiver, star trackers, inertial reference unit, and attitude control system. A likely option
is to use a derivative of the Spectrum Astro product that was created for the BMDO/NASA
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MSTI and Deep Space 1 Programs. This type of bus can be stabilized in three axes, and
will have the capability to slew off-nadir in two axes.
A low data rate, standard COTS or third-country-provided telemetry cross-link will be investigated and implemented, to allow timely command up-link of information to be shared
between satellites for short duration or dynamic measurement scenarios.
The solar panels when extended are ~3.3m but fold to make the width of the bus approximately 1.1m. The weight is ~ 430 kg. The peak power consumption during imaging is
~767 W, ~572 during a downlink, and ~502 in the cruise mode. A conceptual graphic provided by Spectrum Astro is shown in Figure 2.

Figure 2. AOS Bus concept
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LAUNCH SYSTEMS
The launch vehicle and its associated launch site are still under consideration. There are
several options that will allow placement of both AOS and ROS into a high (approximately
63-65 degree) inclination orbit. The use of a ROKOT would allow both payloads to be
launched on the same vehicle in a cost effective manner.

MISSION OPERATIONS SYSTEM
The RAMOS Mission Operations System (MOS) is defined as the network of control centers, ground stations, and science teams that will work collectively to plan, conduct and
evaluate mission operations for the RAMOS program.

RAMOS MISSION OPERATIONS SYSTEM (MOS)
GP
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sites

S
AMOC
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JST
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Figure 3. RAMOS Mission Operations System
Mission Operations Centers (MOC’s) at Logan, Utah and Moscow, Russia will provide
planning, scheduling, command packet development, command transmission, verification of
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execution, State-of-Health (SoH) monitoring and down-link data collection. The operations centers will report to and implement feedback from the Joint Science Team chairperson or representative. Figure 3 shows the RAMOS Mission Operations System.
There will be two primary ground stations, one for each respective satellite, which may or
may not be co-located with the operations centers. In addition, it is possible that several
new commercial ground stations could be incorporated to form a “network” allowing a
timely flow of commands to, and status from, the AOS satellite during or near the time of
the Data Collection Events (DCEs). These stations will be managed and operated from the
respective operations centers. It is anticipated that the Russians will not utilize the commercial ground station networks, however, the proposed cross-link between the satellites
will allow a “pass through” of commands to both space vehicles by way of the AOS or
ROS operations centers. A conceptual RAMOS scenario has been entered into a Satellite
Tool Kit ™ model and a graphical representation is shown in figure 4 below.

Figure 4. STK AOS/ROS scenario
Commanding by any of the aforementioned means will be authenticated (not encrypted) to
direct the specific execution of a data collection event. These events may be executed by a
B. Bartschi

Rev. 1

10

stored on-board macro, a pre-built module selected from a library, or a customized set of
instructions created for an urgent or previously unplanned scenario by flight controllers at
one of the MOCs.
AOS OPERATIONS--- for the AOS part of the RAMOS program includes developmental
tests, integration, launch and subsequent operation of the spacecraft during the on-orbit
phase of its lifetime. Both of the traditional functions of ground and flight operations are
integrated together in an effort to “Test it the way you intend to fly it”.
The American MOC (AMOC) will support all of these activities. During flight operations
it will generate command messages for up-link to each spacecraft and will look at selected
snapshots of the down-linked sensor science or state-of-health data to see that it looks reasonable based on the planned event.
In general, the AOS science data will be down-linked at X band data rates (~32 Mbps) to
the American Mission Operations Center (AMOC) where it will be temporarily stored and
made available to the Data Processing Center (DPC) for more detailed analysis and coordination with the Joint Science Team (JST). In special cases the data may be collected by ancillary stations and then transmitted electronically or sent on storage media to the AMOC.
ROS science data will be transmitted to an analogous Russian Mission Operations Center
(RMOC) where it will be handled in a similar manner.
The AOS spacecraft will be maintained--as required--by the Mission Operations Team
(MOT), at the AMOC. This will be performed daily during the two ground-station contact
clusters that occur over the AMOC. The daily shift will be scheduled to cover as many
contacts as possible during a 12-hour period, outside of this period; some of the contacts
may have to be accomplished autonomously. During these contacts, all state-of-health
monitoring, command up-link and science data playback (down-link) should occur. On
specific occasions, and as required, a full operations team will be available, otherwise a
designated qualified point-of-contact person will always be “on call” by way of a pager, 24
hours/day.
Experiment plans generated by the science teams must be converted into a format that can
be utilized by the existing hardware and software. These plans contain information about
the sensor complement, the modes of operation, timelines and calibration requirements.
They will list the experiment and sensor constraints, the required spacecraft configuration
and the data handling requirements. This process is referred to as experiment engineering in
other RAMOS documentation. It is the process of collating all of the current and appropriate information into a command sequence that will orchestrate all of the subsystems onboard the spacecraft to accomplish the experiment plan objective sometimes referred to as
the “event specification”.
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Science data collections will be event driven. The spacecraft bus will acquire and broadcast, by way of a high-speed bus, orbital status (position, time, sun angle, terminator crossings, etc.) to the sensor systems processors. These processors will then be programmed to
operate sensors at times corresponding to the prescribed events.
There are four distinct phases which encompass the pre-launch and on-orbit activities of the
program: pre-launch, launch, early on-orbit, and operational. These phases are defined as:
Pre-launch: The development phase begins with the definition of program requirements,
design and development of the MOS and the testing thereof. Also included here is the
preparation of databases, procedures, timelines, operating rules, etc. to eventually operate
the spacecraft on-orbit. During this time, the MOT is identified, acquired and trained. This
training is primarily accomplished by involving the mission operations principals in the
hardware development, integration and test during sensor development leading up to
launch. Conducting readiness simulations and operational demonstrations of the readiness
of the MOS to support on-orbit operations completes this mission phase.
Launch: This phase begins when the spacecraft leaves the U.S. for integration with the
launch vehicle. It includes loading all initial on-orbit command sequences, including the
spacecraft separation from the launch vehicle. A pre-planned sequence of events necessary
to initialize the spacecraft after separation is loaded, including attitude stabilization and solar panel deployment. Launch base Integration and Test (I&T) is accomplished by utilizing a
duplicate set of Ground Support Equipment (GSE) that is ready and operational at the
MOCs. The duration of this phase is estimated to be approximately two months and includes all of the logistics involved in transportation, facilities and test operations.
Early on-orbit operations: This phase begins with the separation of the spacecraft from
the launch vehicle when the spacecraft is placed into its orbit. It includes all the necessary
operations required to turn on and evaluate the performance of all spacecraft bus subsystems and sensors. Following successful turn-on, any necessary calibrations are performed
to prepare the sensor and/or ground-based data system for the operational phase. This mission phase is expected to extend for a period of about one month.
Operational: This phase begins when the entire spacecraft has been declared operational by
the customer/sponsor. During this period of time experiments, as identified by the objectives of the mission, are performed and data are recovered, processed and analyzed. This
phase will conclude when all mission objectives have been met, the spacecraft becomes inoperative, or the program runs out of funding. The ground support equipment used for integration and test at the launch base will be returned to the MOC and installed as backup
equipment. On-orbit operations are planned for a period of two years but are designed for
an indefinite period.
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JOINT AOS/ROS OPERATIONS---Most of the measurement events will be of mutual interest to both countries and therefore it is expected that close coordination will be required in
both the planning and execution of each measurement. The mission operations managers on
both sides will need a clear channel of communication with their respective science team
representatives. A Joint Experiment Planning Center (JEPC) will be established to facilitate
the JST activities. Many of the ground operations involving logistics, transportation and
launch site integration will also involve close coordination between various agencies of the
two countries.
AOS GROUND OPERATIONS
Test, evaluation, and integration of system elements all occur in the pre-launch and launch
phases of the program and will be required in a variety of locations. GSE includes that required for the on-board sensor systems, bus, ground station and all associated software.
These ground-based functions will involve some of the personnel who created the flight
hardware and some that will operate the satellite during its lifetime. This provides timely,
essential and cost effective training.
Equipment and software identical to that in the primary AOS ground station will be configured to verify spacecraft and sensor operation starting at the time of sensor integration to
the bus. This support equipment will be employed at the earliest possible opportunity in the
development/fabrication cycle to minimize requirements and ensure compatibility. A minimum set of plans, procedures and interface documentation will be shared among the various
participants. Major integration, test and evaluation activities during this period of time include:
•

Environmental tests (vibration, thermal, vacuum)

•

Calibration (radiometric, pointing, state-of-health sensors etc.)

•

Sensor to spacecraft integration

•

Acceptance tests

•

Post shipment verification tests

•

Spacecraft to launcher integration

•

Post integration verification tests

•

Worldwide RF link verification test

DATA PROCESSING SYSTEM
There will be a RAMOS Data Processing Center (DPC) in the U.S. and in Russia capable of
processing data from either satellite. Raw data will be transmitted to the DPC from the corresponding MOC. The raw sensor and satellite housekeeping data will be organized into a
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format suitable for exchange or for the conversion into engineering units. Development of
software for the conversion of raw data into calibrated engineering units will be performed
separately by the Russian and U.S. RAMOS teams. Each team will incorporate into its
software design, the knowledge of the satellite’s operational characteristics gained during
satellite development, integration, and calibration.
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Figure 5. Data Processing Center concept
In addition to the processing of data from the three main sensor subsystems, each DPC will
generate data products. Data products are files that characterize satellite performance.
These include, pointing information, ephemeris information, and command sequences. Each
DPC will be responsible for distributing sensor data and data products to the science teams.
Between DPCs, sensor data, satellite housekeeping data, the software to convert this data
into engineering units, and instrument products are shared. Instrument products are files
that contain information necessary in the conversion of data to engineering units. These include calibration coefficients and data anomaly files. Each DPC will maintain a data archive
of information generated. A relational database will be populated to provide visibility into
the archived data.
Other DPC functions include performance estimation and validation, calibration processing,
event summary quick-look, spacecraft subsystem interactions, and modeling and simulation.
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The software development methodology used by each DPC will be based on each country’s
established practices. However, in order to facilitate the sharing of software and data, standards will be mutually adopted to provide a common framework for the exchange of software and data. Joint standards will include the following:
Data Levels: Data levels are conceptual stages of processing. Raw telemetry data or Level0 data are processed into Levels 1, 1A, 2 and 3. The data levels for the RAMOS program
are defined as follows:
Level 0 data corresponds to the telemetry stream as received from the spacecraft by the
ground station(s) and recorded. This includes data dropouts and overlaps. This level contains information from all instruments embedded with spacecraft data.
Level 1 data consists of Level 0 data that have been put into computer-compatible format.
Data overlap and data dropouts have been addressed.
Level 1A data have been separated by instruments and augmented with spacecraft housekeeping, attitude and trajectory data. No data conversion or application of calibration information has been applied.
Level 2 data consists of Level 1A data that have been corrected for instrument-induced effects and non-ideal sensor response characteristics. Counts are interpreted in terms of radiance or radiance intensity, depending on the instrument and source. Level 2 data are maintained in engineering units.
Level 3 data or data products are derived from Level 2 and Level 2A data in support of stereo, multi-angle and multi-spectral observations.
Data Formats: Standard headers containing experiment metadata will precede sensor data.
Standardization of data formats will expedite the identification and retrieval of related observations. This will be especially strategic for stereoscopic observations.
Software Standards: To ensure software portability between the two countries, ANSI
(American National Standards Institute) C or ANSI C++ will be the candidate languages.
Software Interface: Shared DPC software will be void of language (English or Russian),
platform, or implementation specific restrictions. The DPCs will exchange Application Programming Interface (API) software that applies sensor calibration coefficients to the raw
data of their respective satellite. The APIs will be incorporated into software specific to
each DPC.
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EXISTING ASSETS MEASUREMENTS
The RAMOS team has developed a set of near term experiments, prior to initiating the full
RAMOS program, that will demonstrate the ability of the international RAMOS team to
work together to produce useful joint results, and to demonstrate the usefulness of stereooptical sensor data. These near-term experiments, some of them are already completed,
utilizing existing satellites and aircraft, will pave the way to implementing the full RAMOS
AOS/ROS concept.
TECHNICAL/ENGINEERING DATA & DOCUMENTATION
The ultimate aim of the RAMOS program is an open exchange of flight data between the
Russian and American participants. To execute this program, both participants must be able
to exchange programmatic and engineering data and documentation pertaining to the science objectives, flight/ground hardware/software, mission operations, and data processing
systems. They must also be able to exchange spacecraft and sensor data collected during
joint experiments.
SUMMARY
The RAMOS program constructively engages the space scientists and technologists from
both nations in an effort that is beneficial to both. It capitalizes upon the substantial military
space-related expertise within the Russian Federation that has been under-utilized since the
end of the Cold War. It enhances the twin objectives of dual use as well as defense conversion. The existence of the RAMOS program demonstrates the ability of both nations to
work together and build trust and common understanding in preparation for the new and
evolving relationships in the 21st century.
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