Sequence comparison across multiple organisms aids in the detection of regions under selection.
Introduction
Comparative genomic methods can reveal conserved regions in multiple organisms, including functional elements undetected by single-sequence analyses [1, 2] . Individual studies have demonstrated the effectiveness of genomic comparison for specific regions and elements [3, 4, 5, 6, 7] .
Such successes indicate that comparative considerations should play a major role in decisions about what unsequenced species to sequence next. For comparative purposes, sequencing choices must first of all be guided by specification of the widest range of species sharing the function or character in question, which we call the lineal scope [8] . Boffelli et al. [10] discuss the utility of comparisons in lineal scopes ranging from the primate clade to the vertebrate tree.
Most lineal scopes selected in practice will include far more extant species than can be sequenced with today's resources. Thus, sequencing prioritization is an unavoidable issue, both for smaller-scale efforts targeting particular regions and for whole-genome projects, whose focus should reflect in part the aggregate needs of comparative analyses. Few studies on comparative methods provide a quantitative framework for decision-making about what to sequence. An exception is the work of Sidow and others [9, 11] : given a set of sequenced organisms and an inferred phylogeny, Cooper et al. [9] argue that decisions should be based on maximizing additive evolutionary divergence in a phylogenetic tree.
While additive divergence captures part of the problem underlying organism choice, it fails to reflect the inherent tradeoff that characterizes the problem. On the one hand, the success of procedures for assessing conservation does depend on sufficient evolutionary distance among the sequences [5, 4, 12] . On the other hand, a given set of species may have diverged too far from one another to be useful, even when orthology is preserved: in the limit of large evolutionary distance, conservation and nonconservation are just as indistinguishable as at distance zero [13] .
Furthermore, phylogenetic topology affects the power of comparative methods in counterintuitive ways.
Here, we present a decision-theoretic framework which captures these issues, providing a procedure for making systematic, quantitative choices of species to sequence. Statistical power is our optimality criterion for species selection. Thus, we measure the effectiveness of a species subset directly in terms of error rates for detecting and overlooking conservation at a single orthologous site. Measuring power disentangles effects due to the number of species used from effects due to relative evolutionary distances in the phylogeny. We illustrate these ideas theoretically, in an analysis of a star phylogeny, and practically, with an empirically-derived phylogeny on 21 representative vertebrate species. The results indicate that adding the dunnart or a closely-related marsupial to finished and underway vertebrate sequences would most increase the power to detect conservation at single-nucleotide resolution.
Decision-Theoretic Setting
We study conservation detection in the following decision-theoretic setting. The data x are the nucleotides at an orthologous site across a set of species, i.e., an ungapped alignment column. We view these bases as corresponding to the leaves of a phylogeny with unobserved ancestral bases.
We take as given the phylogenetic topology, the Markov substitution process along the branches, and the branch lengths. The phylogeny induces the observed-data probability distribution p(x; r) as the marginal distribution on its leaves, which can be evaluated efficiently for any x and r [14] .
The parameter r > 0 is an unknown global mutation rate shared among all branches. We choose two threshold values r N > r C for r: an actual mutation rate of at least r N corresponds by definition to a nonconserved site, whereas a rate no more than r C means the site is strongly conserved. When r N > r > r C , the conservation is too weak to interest us.
The decision-theoretic goals are now twofold. First, fixing a set of species, we wish to select a decision rule δ(x) which declares the site either nonconserved (δ(x) = 0) or conserved (δ(x) = 1) using only data from those species. Every nontrivial δ(x) will have positive probability of making two mistakes: when r ≥ r N , P r (δ(X) = 1) is the probability it erroneously detects conservation, and when r ≤ r C , P r (δ(X) = 0) is the probability it overlooks conservation. Minimizing these probabilities guides our choice of δ(x). We formulate a Neyman-Pearson hypothesis test [15] of the null hypothesis H 0 : r ≥ r N versus the alternative hypothesis H A : r ≤ r C , stipulating a maximum allowed probability α of falsely rejecting H 0 (falsely declaring conservation). While control of this error probability is a central concern [9] , we also want to find a test δ(x) with large power to detect conservation, or equivalently small probability of overlooking conservation.
The second goal is to maximize the power of δ(x) over the choice of species subset in the larger phylogeny determined by the chosen lineal scope. This amounts to choosing a subtree in the phylogeny, with the chosen species as its leaves. The choice of subtree determines the distribution of x and hence the power of δ(x). For example, we might optimize over all subtrees on k existing species within the anthropoid clade, where k is determined by sequencing resource limitations.
Symmetric Star Topology
We first develop intuition for the species selection problem in a phylogenetic setting called the symmetric star topology (SST). Here, k existing species are connected to a single ancestor by branches of common length t > 0. Choosing k and t in the SST is like choosing k existing species within a larger phylogeny, such that each pair of chosen species is at a distance of approximately 2t.
We consider the fully-observed SST (FOSST), where the ancestral base x 0 is known, and the hiddenancestor SST (HASST), where it is not. The HASST is of some practical interest, and the FOSST is useful because it approximates the HASST for small to moderate t. This follows because there is little uncertainty about the ancestral base at short evolutionary distances: with high probability, it equals the most-occurring base among the descendants.
We use the Jukes-Cantor substitution process along each branch in the SST. For each k and t, the probability associated with the FOSST observation (x 0 , x) is p(x 0 , x; r) = 1 4
Here, r is the unknown mutation rate at the site, and n(x 0 , x) counts the number of descendant bases that agree with the ancestral base. We use the Jukes-Cantor equilibrium distribution (the uniform distribution) on x 0 .
The FOSST likelihood-ratio statistic for testing H 0 : r ≥ r N vs. H A : r ≤ r C therefore has the form (1 + 3e
The likelihood-ratio test T α (x 0 , x) rejects H 0 and declares conservation for large values of Eq. 2, with the rejection threshold chosen to insure a false-positive probability of at most α. As detailed in section 5, this test is uniformly most powerful. In other words, the likelihood-ratio test has the largest possible power to detect conservation in the FOSST, no matter what the unknown mutation rate r. This answers the question raised in section 2 of finding an optimal decision rule.
We derive two more properties of the FOSST likelihood-ratio test in section 5. First, its power is lower against the alternative r = r C than against any other alternative r < r C , so studying the case r = r C provides conservative power bounds. Second, it is equivalent to the intuitive test which declares conservation when n(x 0 , x) is large, that is, when many descendant bases agree with the ancestral base.
The power of the FOSST and HASST likelihood-ratio tests can be computed exactly, as described in section 6. Figure 1 shows an example for fixed (r C , r N , α), as t and k vary. For each t, power increases monotonically in k, as one would expect. However, for each k, power does not increase monotonically in t. Instead, there is a unique power-maximizing branch length t * (k). The existence of t * (k) implies that maximizing additive divergence, as in [9] , is suboptimal: for each k, the optimal tree has finite divergence k · t * (k), rather than arbitrarily large divergence. On the other hand, as k increases, t * (k) stabilizes at a positive value (Figure 2 ), so the optimal divergence k · t * (k) does grow without bound as a function of k.
We can explain the existence of t * (k) in the SST, using the Jukes-Cantor process or any other substitution process which is stationary, Markov, and continuous, as follows. Fix k. At t = 0, the distribution p(x; r) in an SST is the same for every r. Thus H 0 and H A coincide. In this circumstance, the power is equal to α. As t → ∞, the distribution of each descendant base approaches the process's stationary distribution, independent of the ancestral base. Since the stationary distribution does not involve r, all distributions in H 0 and H A converge to the same limit. The limiting power in t is therefore again α. The fact that power begins at α when t = 0 and approaches α as t → ∞, plus the fact that power is continuous in t and greater than α on (0, ∞), implies a maximal power t * (k) must be attained.
Comparing Figures 1A and 1B shows that the likelihood-ratio test's power in the FOSST closely matches its power in the HASST, in a large interval around t * (k). For a given t and k, no HASST testing procedure can have higher power than the FOSST likelihood-ratio test, because the latter is optimal in the FOSST and uses more data (namely, x 0 ). These facts suggest the likelihood-ratio test should have very good power properties in the HASST. By analogy, we expect it to have good power in general phylogenies as well. We therefore proceed with likelihood-ratio testing in our empirical analysis.
Empirical Power Analysis
We explored subtree power maximization empirically, using the previously-reported CFTR sequence data [6] on 21 representative vertebrates (see Table 3 , which is published as supporting information on the PNAS website). We constructed a multiple alignment using MAVID [16] . We then used maximum likelihood [17, 14] to fit a phylogenetic tree topology and branch lengths to the alignment. The fitted branch lengths were initially measured as expected substitutions at a neutrally-evolving site. However, we wanted the tree to have unscaled branch lengths (branch lengths under r = 1) corresponding to a typical evolutionary rate for exons in vertebrate genomes, which is around half the neutral rate. This allows us to use r C = 1 as an exonic conserved rate threshold, with r N = 2 corresponding to neutral evolution and r N > 2 to positive selection. We therefore divided all branch lengths in the initial tree by two. The result is shown in Figure 3 , which is published as supporting information on the PNAS website. Both the phylogeny estimation and subsequent power analysis employed the nucleotide substitution process of Felsenstein [18] , using a transition-transversion ratio of 2:1 and a uniform equilibrium nucleotide distribution.
There are two assumptions required to apply the testing procedure globally. First, we assume we can restrict the candidate phylogenetic distributions for a previously-unobserved alignment column to those with a certain fixed topology and relative branch lengths. Second, we assume the fixed topology and relative branch lengths can be inferred from data in a region which might not contain the column being tested. The first assumption validates the formulation of the test in terms of the scaling parameter r. It can be checked, for example, by fitting one tree for each of several rate categories, in cases where the appropriate rate category for a collection of sites is known with confidence. If the trees from each rate category happen to have the same topology and relative branch lengths, the first assumption appears reasonable. The second assumption validates the use of a tree estimated in one region for a test in another. It can be checked by fitting trees to different regions and comparing their topologies and relative branch lengths.
Cooper et al. [9] have checked both assumptions empirically in two regions, with three different rate categories: codons, UTRs, and non-exonic DNA. Fixing the consensus topology for their eight species, they found strong evidence that relative branch lengths are stable across rates and between regions. Similarly, Yap and Pachter [19] studied the stability of relative branch lengths in a wholegenome human/mouse/rat alignment, where the topology is known. They considered four rate categories: ancient repeats, exons, rodent-specific insertions, and strongly conserved sequence.
They too found stable relative branch lengths across most regions, genome-wide. These results tend to justify the assumptions behind the subtree-power testing procedure. The fact that topologies were not inferred in these studies reflects the reality that, in practice, much is usually known about topology in advance.
The goal is now to maximize the likelihood-ratio test's power over subsets of size k chosen Finding the k-MPSS is a combinatorial optimization problem, which we solve in small to moderate-sized cases by evaluating the power of the likelihood-ratio test using every candidate Steiner subtree. We can also solve the problem for larger k, by constraining the species at many of the leaves in the subtree. The power computation for a particular subtree is described in section 6.3. We carried out a similar comparison, under the constraint that the nine completely or partially sequenced vertebrates in the data set appear in the subtree (Table 2 ). This reveals the species whose addition to the current sequencing mix would most improve the power to detect singlesite conservation. As in Table 1 , the most-powerful and most-divergent subtrees generally differ.
The differences in power are smaller than in Table 1 . This may be because forcing half of the phylogeny's leaves to appear in the subtree limits the possible power increase from any subtree selection method.
The pattern of disagreement between MDSS and MPSS in Table 2 is not systematic: when r N = 5, for example, they disagree at 10 and 11 species, agree at 12 and 13, and disagree at 14. Table 1 exhibits similar properties. Thus, the MDSS is not a reliable approximation to the MPSS. Table 2 reveals that the single most beneficial species to sequence next is the dunnart (improving power by a relative 12.5%), whereas the species which adds the most evolutionary divergence is the platypus.
Our fitted phylogenetic topology differs slightly from estimates based on considerations of large-scale indel mutations and morphology, for example in its placement of the chicken and platypus. At issue here, however, is its suitability for a single-site power analysis under a substitutional mutation model. We chose our tree estimation procedure to obtain a phylogeny directed to this goal.
Monotone Likelihood Ratio in the FOSST
Here we derive properties of the FOSST likelihood-ratio test, using the notion of a monotone likelihood ratio [15] . Fix k and t. Let P = {p(x 0 , x; r) : r > 0} be the family of FOSST probability mass functions using the Jukes-Cantor substitution process, indexed by rate parameter r. Then P has a monotone likelihood ratio in the statistic n(x 0 , x): for each pair of rate parameters r N > r C > 0, Eq. 2 is an increasing function of n = n(x 0 , x) ∈ {0, 1, . . . , k}. This follows upon observing that, because r N > r C , 1 + 3e
It is now a standard result of monotone likelihood-ratio theory that the likelihood-ratio test is uniformly most powerful. The theory also implies that the power function r → P r T α (X 0 , X) rejects is monotonic in r. From this we conclude that the size α is attained at the null distribution r = r N , and the lowest power is attained at the alternative distribution r = r C . As a further consequence of the monotone likelihood ratio, the likelihood-ratio test is equivalent to rejecting for large values of n(x 0 , x). This is an intuitive procedure, which declares conservation when few descendant bases have mutated.
6 Power Calculations
FOSST
In this section we employ the Jukes-Cantor substitution process. The power of T α (x 0 , x) against the particular alternative r = r C can be written explicitly as a function of k and t:
The notation in Eq. 3 is defined as follows. f 0 (·; k) is the probability mass function of a binomial random variable with k trials and success probability
is the same, but using d(r C , t). G 0 (·; k) and G A (·; k) are the corresponding cumulative binomial right-tail probabilities, and n α is a known critical value. To derive Eq. 3, recall from section 5
that T α (x 0 , x) is equivalent to the test which rejects H 0 when the statistic n(x 0 , x) exceeds a corresponding n α . Both tests thus have the same power ρ(k, t). Let P 0 and P A denote the distribution of n(X 0 , X) under r = r N (the size-determining distribution) and r = r C , respectively. Because n(x 0 , x) can take on only finitely many values, we use randomized rejection to achieve level exactly α. The critical value is n α = min{n :
reject. When n(x 0 , x) = n α , we reject with probability γ(α) satisfying
This implies that setting
guarantees a test with size α. It now follows that
Each descendant nucleotide X i has probability d(r, t) of differing from X 0 , independent of all other descendants. Thus n(X 0 , X) is a binomial random variable with k trials and success probability
d(r, t). Eq. 3 follows upon substituting
, and similarly for P A .
Eq. 3 involves only known constants and binomial probabilities, which can be evaluated quickly to desired accuracy [21] . This allows us to compute ρ(k, t) for many choices of k and t, leading to the power curves in Figure 1A . The kinks in each power curve correspond to values of t at which the critical value of the likelihood-ratio test changes. The locations of the kinks are easily determined, and the power curves are smooth between kinks. Thus, we can find t * (k) and ρ * (k) rapidly using numerical optimization ( Figure 1A , Figure 2A ).
HASST
We use the Jukes-Cantor substitution process in this section also. Here, the likelihood-ratio statistic has the form
This is more difficult to deal with than Eq. 2. It is clear that Eq. 7 depends only on the occurrence counts of the four different bases, not on the leaf configuration which gives rise to the counts.
Furthermore, Eq. 7 is invariant when the bases associated with the counts are permuted. This means that there are only as many distinct values of Eq. 7 as there are integer partitions of k into four parts (n 1 , n 2 , n 3 , n 4 ), with partition values of zero allowed. The number of leaf configurations corresponding to each integer partition is the combinatorial quantity
where 1, 1, 0) . We can generate all the required integer partitions quickly, even for k in the hundreds.
Multiplying the HASST probability mass at each integer partition by the partition's corresponding value of Eq. 8 results in the exact probability mass function of the likelihood-ratio statistic.
Thus, we can compute the null distribution (r = r N ) and alternative distribution (r = r C ) of Eq. 7, for each required setting of (α, r N , k, t). This yields the power of the HASST likelihood-ratio test, using Eq. 5 and Eq. 6 with the HASST distribution functions substituted for P 0 and P A . We then maximize each curve ρ(k, ·) numerically to determine t * (k) and ρ * (k) ( Figure 1B , Figure 2B ).
General Phylogenies
The empirical analysis of section 4 uses a general topology, with the Felsenstein substitution process. Let x 1 , . . . , x k be a leaf subset of size k in such a phylogeny, and let a k+1 , . . . , a 2k−1 be the k − 1 ancestral nodes in the corresponding Steiner subtree. The likelihood-ratio statistic based on the leaf subset has the form
Here π(m) is the index of node m's parent, t m is the length of the branch coming into node m, and p(y| x, rt) is the Felsenstein substitution probability for base y starting from base x over evolutionary distance rt [18] . The numerator and denominator can be computed efficiently using the Felsenstein pruning algorithm [14] .
To compute the power of a test based on Eq. 9 in section 4, we used a Monte Carlo strategy.
For each setting of r N , with α = 0.05, we generated 100,000 realizations from the null (r = r N ) and alternative (r = r C ) distributions on the leaves of the full phylogeny. This induced null and alternative empirical distributions on the leaves of every possible subtree. From these we obtained approximations to the true null and alternative distributions of the likelihood-ratio statistic. This yielded approximate critical values, as well as power estimates. We repeated the whole process ten times for each parameter setting, to assess variability in the Monte Carlo procedure.
Discussion
Our decision-theoretic point of view puts the focus on the important issue in detecting conservation: the two kinds of discrimination errors and their probabilities. The probability of falsely declaring conservation is controlled at a specified level α, and subject to this constraint the probability of overlooking conservation is minimized (power is maximized). Within a given lineal scope, species chosen according to the decision-theoretic power criterion generally differ from those chosen to maximize total evolutionary divergence. We have demonstrated this difference both theoretically and empirically.
Even when the most powerful set of species coincides with the most divergent set, the power calculation is more relevant: it measures the marginal benefit of additional sequenced species as an increase in detection probability. This lets us choose a species count k which optimizes the tradeoff between the benefit of detecting conservation and the cost of additional sequencing.
Additive divergence, on the other hand, does not directly measure anything intrinsic to the problem of conservation detection.
Since the phylogeny and substitution process are parameters of our procedure, their choice can and should be tailored to particular investigations. Our emphasis on single-site detection of conservation will lead to conservative power estimates in situations where conservation is tested for simultaneously across multiple sites. However, modeling multiple-site detection requires additional assumptions on the form of across-site dependence, which we have avoided. 
