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Let T be a bounded linear operator from one Hilbert space to another. .A 
class of gradient methods for minimizing I/ TX - f]lz is analyzed and charac- 
terized by the step-sire used in the iteration x,+i = K, - s(x,) T*(Tx. - f). 
A genera1 convergence theorem is proved under the simple assumption that 
the least-squares problem exhibits a solution. Specific convergence rates are 
established for operators with closed and nonclosed ranges. 
INTRODUCTION 
The gradient method has been found to be an effective technique for 
minimizing real functionals. In particular, considerable research has been 
done on the application of the gradient method to the least-squares problem 
associated with the bounded linear operator equation TX =$ The literature 
is abundant on the subject and one should consult the article by Nashed [7] 
for a thorough listing of the references in this area. 
In this paper, a class of gradient methods for the least squares problem are 
characterized by their use of step-sizes that satisfy a certain property (1.8). 
For this class of gradient methods, a general convergence theorem is proved. 
To establish specific convergence rates, it is necessary to treat the cases of 
operators with closed and nonclosed range seperately, since markedly dif- 
ferent rates are obtained. 
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1. PRELIMINARIES 
Let HI and Hz be two Hilbert spaces over the same field, either real or 
complex, and let T be a bounded linear operator mapping I& into II,. The 
null space N(T) is then closed and HI = N(T) @ N(T)l is the orthogonal 
complement of N(T). The adjoint operator T* of T is a bounded linear -- 
operator mapping H, into HI and jj T 11 = jJ T* !I . Further, R(T*) = N(T)l 
where R(T*) denotes the closure of the range of T*. Let PN denote the ortho- 
gonal projection of HI onto N(T) and PR the orthogonal projection of Hz onto 
R(T) = N(T’)A 
Least-Squares Problem 
DEFINITION 1.1. A vector u E HI is a least-sqwres solution of the linear 
operator equation 
Tu=f, fEHZ (14 
if and only if 
1) Tu -f iI2 = inf{\l TX -f lj2: x E HI}. 
The vector u* is a least-squares olution of minimal norm of ( 1.1) if and only if 
u* is a least-squares solution of (1.1) and 
II u* II d II 24. II , 
for all least-squares solutions u of (1.1). 
Let S be the set of all least squares solutions of (1.1). It is well known 
(cf. [2]) that x E S if and only if x satisfies the “normal equation,” 
T*Tx = T*f. (1.2) 
Thus, S is nonempty if and only if T*f E R(T*T). Furthermore, 
T*f E R( T*T) if and only if PR( f) E R(T). Hence, S is nonempty if and only 
if PR( f) E R(T). 
S is a closed, convex set and thus contains a unique element u* of minimal 
norm. Furthermore, u* E N(T)‘- so that 
S = u* + N(T). (1.3) 
Define the map P,: HI + S by PJx) = y where 
I[ x - y 11 = inf{il x - w I(: w E S). 
BY (14, 
T* T(x - P&c)) = T*( TX - f ), xsHl. (1.4) 
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The following properties of P, hold 
x - P&x) E N( Ty ; 
P,(x) = u* + P.&). 
(1.5) 
(1.6) 
2. THE GRADIENT METHOD 
Associated with the linear operator Eq. (1.1) is the quadratic form, 
J(x) = + II TX -f!j’. 
Since T is bounded, the gradient VJ( x exists, is continuous for all Y E HI , ) 
and is given by 
VJ((x) = T*(Tx - f). 
Let s(x) be a real-valued function defined on HI - S and suppose 0 < LY < 2. 
The gradient method for minimizing J(X) is defined by the iteration 
%+1 = 
jxn - a(~,,) T*(Txn -f), -2’n $ s, 
b, , x, E s. 
(1.7) 
(A more general outlook on the gradient method can be achieved by assuming 
s(x) to be complex valued and allowing (Y to depend on n. However, such an 
assumption results in a loss of the intuitive process and so it will not be made.) 
For x $ S, let ,4x = x - Ps(x). Assume s satisfies the condition 
EXAMPLES. Functionals s that satisfy (1.8) follow. 
G4 = 
II T*(Tx - f)ll’ 
iI TT*( TX - f)li’ ’ 
(the method of steepest descent [2,4, 61). 
PYOO~. In view of (1.4), 
[I T*TAx (I2 
‘l(‘) = 11 TT*TAx 112 ’ x6$ s. 
Hence, by Schwarz’s inequality, 
sl(x) il T*TAx I? = 
(TT*TAx, TAX)” 
1, TT*TAx (12 
< 11 TAX !I*. 
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The other inequality follows directly from the fact that 
/; TT*TAx /I2 < /I T (I2 (1 T*TAx 1(‘2. 
(2) ~(4 = Ml Tl12, [7, 91. 
Proof. The proof is obvious. 
t3) 
(j TX - fij” 
dx) = ,, T$x('~'~ _ f >,I" 3 fE R(T), [l, 31- 
Proof. Since f E R(T), 11 TX - f  /I2 = /j TAX /I2 and condition (1.8) follows 
immediately. 
We obtain the following convergence theorem. 
THEOREM 1.1. Let T: HI --f Hz be a bounded linear operator and f  E H2 
such that PR( f) E R(T). Suppose s satis$es (1.8). Then for any x,, E HI , and 
0 < ~1 < 2, the sequence {x~ i n = 0, 1, 2,...) generated by (1.7) converges to 
PS(%)~ 
Proof. Since T*( TX, - f) E N( T)l, PN(xn) = P&J so that by (1.6), 
Ps(xn) = PJx,,). Let Ax, = x, - Ps(x,J = x, - Ps(xO). Then by (1.4), 
T*TAx, 1 T*( TX, - f  ). Hence, 
II h&+1 II2 = II %z+1 - Psh)ll" 
= // Ax, (I2 - 24x,) // TAX, \I2 + IX”S~(X,J /I T*TAx, )12. 
Since s(x) satisfies (1 .S), 
II Ax,+1 II2 < II Ax, II2 - I(2 - 4 4 s(xn) II TAX, II2 
< j/ Ax, /I* - (2 - a) 3 11 T j/-2 11 TAX, j12. 
(1.9) 
Hence, (11 Axn II2 j n = 0, 1, 2 ,... } . 1s a strictly decreasing sequence of real 
numbers that converge monotonically to a limit c >, 0. The theorem will 
then be established if we can show that c = 0. By (1.9), 
II TAX, II2 < II T II* (II Ax, II* - II Ax,+l ll”)U - 4 0~ (1.10) 
so that !I TAX, j]* + 0. Choose a subsequence (x,, 1 4 = 0, 1, 2,...} such that 
I! T&J < !I TAX, II , n<nn,. (1.11) 
Now for p > Q, 
Axnp - Axma II* l<Axnp - 4zJ + I II AxnJ2 - II kp(i2 I* 
(1.12) 
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Ihza - Axnp , Ax,J = j ‘sl (a&) T*TAx, , Ax,,,,> j 
i=n, 
By (1.9) the series 
is dominated by (11 L$, ()a - c)/[(2 - U) a] and thus is convergent. Hence, 
For arbitrary E > 0, choose an integer Q such that for p > q, 
It the follows from (1.12) that 
!I kzp - Asnp (!2 < E. 
Thus {Ax, / q = 0, 1, 2,...} is a Cauchy sequence and converges to a limit 
vector z’. I:is clear that I] ‘u 11 = c. By (1 S), Ax,. E N( T)l so that ZJ E N( T)l. 
However, by the continuity of T, 11 TAX,* II2 + 11 Tc /i2 = 0 so that v E N(T), 
i.e., II v lj = c = 0, and the proof is complete. Q.E.D. 
We remark that Theorem 1,l extends the convergence results of the method 
of steepest descent given in [4]. Theorem 1.1 also proves the conjecture set 
forth in [7, p. 3361. 
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3. CONWRGENCE RATES 
For convenience, throughout this section we shall assume that 01 = 1. 
CZosed Range. We first establish convergence rates for operator Eqs. (1.1) 
where T is such that R(T) = R(T). Notable operators having this property 
are invertible operators, operators with finite-dimensional range, and opera- 
tors of the form T = A - AZ where h # 0, I is the identity operator, and A 
is completely continuous. 
Let Tl denote the restriction of T to N(T)I. The inverse of Tl exists as a 
mapping from R(T) to N(T)l. The inverse of Tl exists as a mapping from 
R(T) to N( T)l. Denote the inverse of Tl by T+. (T+ is often referred to as the 
generalized inverse or pseudoinverse of T.) The following are then equivalent 
(cf. [9]): 
(i) R(T) = R(T); 
(ii) I) T+ II < co; 
(iii) jl TX II > 1) T+ 11-l II x II , x E N(T)I. 
With this, we can prove the following theorem. 
THEOREM 2.1. Let T: HI -+ H, be a bounded linear operator with 
R(T) = R(T). Suppose s satis$es (1.8). Then for any x0 E HI , the sequence 
(x, I n = 0, 1, 2,....} generated by (1.7) satisfies the rehztion 
II xn - P&,)ll < [l - II T IF2 II T+ 11-21”‘2 II xo - J’&o)ll . 
Proof. Let 
XEH~--S and y = x - s(x) T*(Tx - f). 
Since T*( TX - f) E N( T)l, P&J) = P,(x) so that by (1.6), we have 
P&J) = Ps(x). Hence for arbitrary x0 E HI , the sequence {x, ( n = 0, 1,2,...) 
generated by (1.7) satisfies P,(x,) = Ps(x,,). 
Let AX = x - Ps(x). Then by (1.4), T*TAx = T*(Tx -f). Using this 
and the fact that s(x) satisfies (1.8), we obtain 
II Y - P.sbW = II x - 0) T*TAx - Ps(x>ll” 
= II Ax Ii2 - 2s(x) 1) TAX II2 + s2(x) 11 T*TAx II2 
< II Ax II2 - 44 II TAX II2 
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Since dx E N( T)l, 
II y - ~,(y)ll~ d II dx II2 I.1 - II T IF2 II T+ II-T Q.E.D. 
We remark at this point that the convergence rate established in Theorem 
2.1 is not optimal by any means. It is known [5, 61 that the sequence 
(x, ] 71 = 0, I,...> generated by (1.7) for the functional sr derived from the 
method of steepest descent satisfies 
where 
C = 11 T+ [I. 
A convergence rate such as that in (2.2) is also possessed by the sequence of 
iterates {x, 1 n = 0, l,...} generated by (1.7) for the functional sa . TO see 
this let k = 2/(1/ T/l2 + 11 T+ [I-“) and note that forfE R(T), 
il x, - ps(xo)l12 = INI - s&,-d T*T) (x,-1 - f’s(s>>l12 
= mjn !\(I - sT*T) (x,+ - Ps(x,))l/2 
< /I(1 - kT*T)l12 Ij x+1 - P,(x~)~;~ 
= II Tl? II T+ II2 - 1 
( 
2 
II Tl12 II T+ /I2 + 1 ) II %I4 - ~sw112, 
where the last equality follows from [5, p. 6061. Hence, 
II xn - (2.3) 
Comparing (2.2) with (2.3), we see that if it is known beforehand thatf E R(T), 
then the gradient method defined by ss yields a better rate of convergence 
than that for sr . Indeed, ss is the optimal such choice since it minimizes the 
error over all possible step-sizes. 
Nonclosed Range. We now establish convergence rates for a class of 
operator Eqs. (1.1) where T does not necessarily have a closed range. A 
large class of operators with this property is furnished by the Fredholm 
theory on integral operators of the first kind. In fact, a completely continuous 
operator does not have a closed range unless its range is of finite dimension. 
When the range of T is not closed, we no longer have a continuous pseudo- 
inverse Tf. The loss of this one-to-one continuous transformation from R(T) 
409/49/= 
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onto ni(ZJL results in a loss of a geometric rate of convergence. However, a 
worthy substitute for a continuous pseudoinverse is the restriction T,* of 
T* to N(T*)l. Although the domains and ranges of two operators Tf and 
T,* are not exactly the same, the density of the spaces with respect to the 
others enables us to salvage some type of convergence rate for the nonclosed 
range operators. This was first observed by Kammerer and Nashed in [4] 
where the results presented in this section are extensions of those presented 
in [4]. Here, we obtain similar results as are found in [4] but with the dif- 
ference that we use a general step-size whereas in [4] the concern is mainly 
with the method of steepest descent. 
Since we are going to be working with I;* instead of T+, some assumptions 
will have to be made regarding the operator Eq. (1.1) and the sequence of 
iterates (1.7). In order to insure that the iterates (1.7) remain well-behaved 
with respect to the R( T*), we assume that 
PNL(xo) E R( T”). (2.4) 
We remark that (2.4) becomes trivially satisfied if we take .ra = 0 or x0 = T*yO 
where yO is arbitrary in H, . With (2.4), it follows that PNL(x,) G R(T*) for 
all n. Hence, there exists x, E N(T*)‘- such that 
T*z, = PNL(x,). 
Since our goal is to establish some sort of relationship between the elements of 
the sequence {II x, - Ps(xo)ll~, we must insure that P,L[Ps(x,)] = u* E R( T*). 
This will of course be possible under the assumption 
pdf) E JVT*). (23) 
With (2.5), there will exist a unique Z* E N(T*)l such that 
We can establish the following lemmas. 
LEMMA 1. Suppose (1.8), (2.4), and (2.5) are satisjed. Then 
II %+1 - z* II G II %I - z* II G II zo - z* II 3 n = 0, 1, 2 ).... 
Proof. Since 
PNYG+I) = P,vYxn) - 4xn) T*W’.w%J - a*), 
we have from (2.4) and (2.5) that 
T*.z,,+~ = T*z, - s&J T*TT*(z, - z*). 
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Since T* is invertible on R(T*), 
Hence, 
z -- n+1 - Gl - s(.r,) TT*(z, - cz*). 
jj z,+l - z* II2 = li(I - s(x,J TT*) (zn - z*)f 
= [la”, - z* !I2 - 2s(xn) jl T*(z, - z”)l[” 
+ s2(xn) jj TT*(z, - z*)ii” 
= II &a - z* 112 - S(Sn) [2 11 PhlL(.)c, -- Ps(xo))~~’ 
- s&J II T(PN’(s,) - P,(.v,)li’3]. 
However, since x, - PS(xO) E N(T)‘- and s satisfies (1.8), we obtain 
Hence, 
iI%+ - z* II2 < jJ 2, - .z* Ii2 - s(xJ j] Ax, /I2 
< (I z, - z* (12 - I[ T !j-2 I! Ax, II2 
< ]) z, - .z* j12. Q.E.D. 
LEMMA 2. Under the same hypothesis as Lemma I, 
II x, - P.&o)ll” = II Ax, II2 < II TAX, II Ii q, - z* \I . 
Proof. Since Ax, E N(T)l, 
[I Ax% (I2 = II P.&hn)ll” 
< I(P,v’(k) u*, Pk(x,) - u*>l 
= I(TIPN1(Axn)], z, - z*>I 
== /(TAX,, z, - z*>I 
< I[ TAX, I( !j Zn - Z* !i 
d II TAX, II II 20 - z* II , 
where the last inequality follows from Lemma 1. 
In view of the preceding lemmas, we can now establish 
Q.E.D. 
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THEOREM 2.2. Let T: HI + H, be a bounded linear operator. Suppose (1.8), 
(2.4) and (2.5) are satis$ed. Then 
II T II2 II 2, - x* /I2 II xo - Ps(xo)l12 
11 xTt - ‘dxdt2 B ,, T  112 ,, 
%I - z* II2 + 71 II x0 - ~s(xo)l12 - 
Proof. By (2.1) and Lemma 2, 
II x,+1 - ~s(xo)l12 = II Ax,,, II2 
Q [ 
II TAX,, II2 
’ - 11 T)12)1Ax,l12 IIAxnli2 1 (2.6) 
G [ ’ - 11 &ii!,* ,,2 1 II Ax, 112, 
Let 
Then 
B = (1 T ((-2 (( z, - z* (l-2. 
B (( Ax, (I2 = B (( PN+o) - u* II2 
= 11 T 11-2 jJ z. - z* \]-2 11 T*(zo - z*)II”. 
Hence, 
B II 4, II2 < 1. (2.7) 
Also, from (2.6), 
1 1 
It Ax,+1 It2 - I( = 
II Ax, II2 - II Ax,+1 II2 
II Ax,, II2 II 4, It2 
II 4, II2 
a B It Ax,+1 It2 
Hence, 
> B. 
or 
II Ax,,, It2 < II Ax, II2 1 + nBll AxoIl ’ 
Q.E.D. 
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3. CONCLUDING REnlARRs 
The analysis presented here relies heavily on the fact that T is a continuous 
linear operator. However, one can extend the theory developed in this paper 
to a class of unbounded operators via the theory of K-positive definite 
operators [S]. To see how the extension is made, one should consult the work 
done in [4], 
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