This paper is intended to provide an alternative approach for the design of FIR filters by using a Hopfield Neural Network (HNN). The proposed approach establishes the error function between the amplitude response of the desired FIR filter and the designed one as a Lyapunov energy function to find the HNN parameters. Using the framework of HNN, the optimal filter coefficients can be obtained from the output state of the network. With the advantages of local connectivity, regularity and modularity, the architecture of the proposed approach can be applied to the design of differentiators and Hilbert transformer with significantly reduction of computational complexity and hardware cost. As the simulation results illustrate, the proposed neural-based method is capable of achieving an excellent performance for filter design. key words: filter design, FIR, Hopfield neural network, Lyapunov energy function
Introduction
The design of Finite Impulse Response (FIR) digital filters has received a great deal of interest over the past two decades. Much effort has been spent on designing filters based on the least-squares (L 1 ) [1] or minimum Chebyshev error approximations (L ∞ ) [2] , [3] . Although the leastsquares error approximation provides an easy way to design filters, it does not constrain the maximum ripple of the response. The minimum Chebyshev error approximation (or minimax approximation) is optimum in the sense that it achieves both a given discrimination and a specified selectivity with a minimum length of the filter impulse response. Hence linear programming [2] and Remez exchange algorithm [3] are generally applied to meet the design specifications. Unfortunately, linear programming and exchange algorithm become computationally intensive as the filter length is increased. Recently, the weighted least-squares (WLS) methods [4] - [6] have attracted much research attention due to their flexible utilization for any type of filter designs. Moreover, the WLS methods can obtain an optimal solution analytically with an appropriate weighting function is used, and the equiripple (i.e., optimal in the minimax sense) requirement is therefore achieved. The approaches mentioned above are typically based on linear algebra methods; this requires computationally intensive matrix inversion, and so these algorithms cannot meet the real-time requirement.
A neural network can use simple additions, multiplications, divisions and threshold operations to form a basic processing element. Based on the advantages of selfadjustment, high computational capability and ease of hardware implementation, a neural network can be implemented easily by using analog VLSI technology or optoelectronic devices [7] , [8] . Moreover, combining an embedded DSP core with a circuit that performs the design of the filter coefficients can achieve the requirement of the time-varying filtering application, such as video and audio processing with system-on-chip (SOC) implementations. In such a hybrid circuit, the filter design circuit provides the embedded DSP kernel the solution in real-time in order to perform the time-varying filtering process. Considering the real-time design of FIR filters, Bhattacharya and Antoniou [9] proposed the feedback neural networks to implement the design task in the least-squares sense. This architecture is subsequently extended to the implementation of FIR filters having equiripple response [10] with the addition of a few more blocks. They construct the cost function of the network in order to coincide with the error function of the filter optimization problem. When the network is initiated with proper inputs, the state of such network will converge to the optimal solution, the filter coefficients desired. These feedback neural networks consist of type-g and type-f neurons as shown in Fig. 1 . The g neurons are used to determine the filter coefficients and the f neurons carry out the calculation of the error function in the frequency domain. Both g and f neurons are linear constant-gain amplifiers, and the input states of these neurons are dynamic. The function of f neurons incorporates the output of g neurons as the feedback component to achieve its final state. As a result, the hardware cost of the network is related to the length of filter and the size of the sampling grid. Generally speaking, the sampling grid is chosen to be approximately 4 to 10 times the length of designed filters. Hence, the f neurons dominate the hardware cost, computational complexity, and the IC area required for the network.
Hopfield Neural Networks (HNN) [11] - [14] has been applied to solve various optimization problems. The important properties of HNNs include the guaranteed convergence to a local minimum of the Lyapunov energy function as well as the fast computational speed. In this paper, a Copyright c 2007 The Institute of Electronics, Information and Communication Engineers Fig. 1 The feedback neural network [10] for the implementing the design of FIR digital filters.
simplified and efficient architecture is proposed to perform both the least-squares and equiripple designs of FIR digital filters. The cost function of the filter optimization is related to the Lyapunov energy function for finding the HNN parameters, i.e., the interconnection strength and the bias current. Once these parameters have been determined, the outputs of the HNN when convergence is achieved are the optimal filter coefficients. The proposed technique, which uses only g-type neurons to implement the design task, is comparatively more effective and practical than the methods presented by [9] , [10] . The unified structure is regular and applicable for the design of differentiators and Hilbert transformers with significantly reduction of computational complexity and hardware cost.
In Sect. 2, some properties of HNNs are briefly reviewed in order to perform the filter design problem. Then, a more simplified and efficient architecture to implement the FIR digital filters by using HNN is proposed and described in Sect. 3. After that, in Sect. 4, the designed examples and simulation results are described to demonstrate the effectiveness of the proposed algorithm. Finally, the conclusions are stated in Sect. 5.
Hopfield Neural Network and Lyapunov Energy Function
The standard HNN can be basically described as a set of massively inter-connected neurons whose state dynamics are defined by the following set of coupled non-linear differential equations (as described in [11] - [14] ),
where τ i = C i ρ i is a time constant, ρ i is the parallel combination of R i and R i j defined as
the resistive feedback between neuron j and i which must be positive, in general, R i j = 1 |Tij| . u i and a i are the internal and output states of the i-th neuron, respectively. The parameter p is the number of neurons required in the network, I i represents the bias current of the i-th neuron and T i j is the interconnection strengths of the network. Here we are interested in the continuous mode of the HNN. Thus, a zero diagonal of the interconnection strengths (T ii = 0 ) is not a necessary condition for the convergence of HNN. The dynamic equation as shown in (1) is referred to as a Standard Feedback Neural Network (SFBNN) [13] that contains the leakage term − u i τ i . The neuron is actually modeled as an amplifier with input capacitance and resistive feedback. Thus, the neural networks possess a high computational capability as a consequence of its massive parallelism. The relationship between a i and u i is generally determined by a sigmoid function shown as follows:
where the parameter λ determines the slope of the sigmoid function. The values of a i are limited between 0 and 1, as observed from the result of (2) . It is shown that HNN generates a local minimum of the following function with symmetric connections (T i j = T ji ), which is the so-called Lyapunov energy function [11] - [13] ,
From (3), g −1 (a) = u is the inverse of the function a = g (u). This function ensures the convergence properties of the HNN system when the associated parameters are set properly. In [13] , it has been shown that this non-quadratic term in the SFBNN would affect the Least-Square (LS) solution obtained to approximate the true LS problem. Therefore, this term was always ignored by assuming τ i is large enough to approximate the general LS problem for most of the quadratic and unconstrained programming problems.
In order to check the convergence of the network, we have to differentiate the Lyapunov energy function with respect to time, by the chain rule,
Based on (3), we obtain
where
. Consequently, the result of (5) is identical to (1) except for the sign. Then, (4) can be rewritten as
Since the sigmoid function described in (2) is bounded by
That is, the direction of the Lyapunov energy function always decreases as the system evolves. Consequently, the non-decreasing and nonlinear activation functions can always guarantee the neural network to be gradient descent except at the equilibrium points where the time derivative vanishes. Hence, the sigmoid function in (2) can also be replaced with any monotonically increasing function without affecting the local minimum convergence property of the HNN when applied to any other applications. The equilibrium points of E L occur at
In order to determine the status of those equilibrium points, the Hessian matrix ∇ 2 E L or second partial derivative of E L must be derived. It is shown in [15] that the equilibrium point is local minimum if the Hessian matrix of E L is positive definite. Generally, the Hessian matrix is defined by
As a result, the interconnection strengths T i j will determine the status of the equilibrium points.
It has been shown in [16] , for a symmetric connection matrix T, (1) has a unique equilibrium point, and the equilibrium is locally stable if T is negative semidefinite. The simple properties can be stated as follows. Suppose T is negative semidefinite. Fix g(.) belongs to sigmoid function, and let
be two equilibrium points of (1). Then we obtain the result in a matrix-vector form
where Γ = diag
is a diagonal matrix. Therefore, it implies that
Making the inner product of both sides of (10) with vector
Since g(u) is a non-decreasing function and the fact that τ i > 0, one has
i . Therefore, we must have u (2) , i.e., the equilibrium point is unique.
Several works in the literature [16] - [22] have reported on the globally asymptotic stability of the HNN. For example, Chen and Aihara [20] found a sufficient condition of the global asymptotical stability of HNN by LaSalle's invariance principle. Subsequently, Zhao et al. [22] extended the results of Chen and Aihara to obtain some novel global stability conditions. In the following, some conclusions stated in [17] - [19] are used to illustrate that the unique equilibrium point is globally asymptotical stable. Let u * i be the unique equilibrium point of (1) . Making the coordinate transformation x i = u i − u * i , (1) can be equivalently rewritten as the following system in term of x i with a unique equilibrium point at x i = 0, Table 1 The parameters of the four types of filter.
It has been shown in the literature [17] - [19] that x i = 0 is global attractive, i.e.,
where x 0 i is the initial condition corresponding to t = t 0 . Thus, the result lim
i means that the unique equilibrium point is also global asymptotically stable.
Using Hopfield Neural Networks to Design FIR Digital Filters
The HNN will generate a good solution of the optimization problem if one can relate the objective function of any optimization problem with the energy function given in (3). Using this simple observation, the problem of filter design was tried in conjunction with the properties of HNN. In the following, the connective relation between the framework of filter design and the updating procedure of HNN parameter is explained.
Motivation of Filter Design
The frequency response of a linear phase FIR digital filter is given by
where h(n) (n = 0 to N − 1) is the impulse response, ω is frequency, N is the filter length, and
The frequency response of real-valued amplitude response A(ω) can be expressed as the general form,
with definition as
where M is approximately half the length of the filter and ϕ n (ω) is an appropriate trigonometrical function. These parameters can be divided into four types of filters, according to whether the filter length is even or odd and whether the impulse response is symmetric or antisymmetric. Results are shown in Table 1 . The WLS method for FIR filter design requires finding filter coefficients a n such that the error response, E(ω) = A(ω)−A(ω), is minimized in the L 2 sense for a given weighting function, whereÂ(ω) is the desired amplitude response. That is, the following function should be minimized,
where W(ω l ) is a positive weighting function corresponding to the sampling point at ω l and L is the number of points sampled at frequency axis. Substituting (14) into (17), the weighted square error function can be expressed as,
The termÂ 2 (ω l ) in (18) can be ignored, since it is constant and independent of a. Therefore, we can minimize with respect to a the following objective function,
Rewriting (19), we obtain
The HNN parameters of T i j , I i and p for the design of FIR filters, as indicated from a comparison of (20) with (3), can be identified as
where n 0 ≤ i, j ≤ M. Once the interconnection strength T i j and bias current I i have been obtained, the dynamic equation of the HNN in (1) can be used directly. Explicitly speaking, the weighted square error function ε 2 in (20) and the Lyapunov energy function of HNN in (3) are identical if the non-quadratic term is neglected. When the system reaches a stable configuration in which
it has the form p j=1 T i j a j = −I i . Substituting (21) and (22) into this equation, it is equivalent to the normal equation of the general LS solution obtained from (18), i.e.,
Since (18) is a convex quadratic function, it has a unique solution a LS . To check the status of equilibrium points, the second derivative of the objective function in the filter de-
which is a positive definite matrix. Hence, there exists only one local minimum, and this particular one is also the global minimum in the error-performance surface. When the dynamic equation achieves its stable configuration, the output state of the HNN yields the optimal filter coefficients a n . The proposed structure shown in Fig. 2 uses notably the same number of g neurons to implement the WLS design of FIR filters. Comparing this to the methods presented in [9] , [10] , the f neurons are replaced by the general blocks of multiplication and subtraction for the error function calculation. It is obvious that number of neurons required for the proposed structure is equal to half of the filter length p. Alternatively, the Bhattacharyas' methods [9] , [10] requires p + L neurons to implement the corresponding design. Therefore, the architecture of the proposed technique is much simpler and regular, and it can reduce the computational complexity and hardware cost when implemented in real-time.
With a digital simulation of this HNN system implementing the filter design task, it has been shown by [19] that (1) can be approximate to
where ∆t is a sufficiently small value, [u i (t + ∆t) − u i (t)] τ i . In addition, the term u i /τ i was ignored for improving the convergence speed [14] and for approximating the true LS solution [13] . Thus, the input state u i can be iteratively updated at the (t+1)-th iteration by
Since the non-decreasing and nonlinear activation functions can guarantee the network to be gradient descent, any neuron with a non-negative slope can be selected such that the convergence to a local minimum is guaranteed only if
For the proposed approach, the output values are calculated using a soft limiter type neuron selected as
where b and 1/λ are the dynamic range and slope of the soft limiter, respectively. The value of λ obviously affects the convergence speed, and the value of b should be chosen larger than the maximum possible value of a n ; otherwise, the HNN would be sometimes saturated. It is well known that a small value of λ results in faster convergence and smaller convergence error, but it will cause divergence occasionally. On the contrary, when λ is large, the algorithm converges eventually, but the convergence speed is slow. The property mentioned above was an inherent problem for HNN. In addition, to overcome this inherent problem of convergence, we can change the sigmoid gain, by starting from a low gain and gradually increasing the gain. It is similar to the cooling process of simulated annealing [11] , [12] .
Processing of Interconnection T i j
Using a HNN to implement the WLS design of FIR digital filters, the parameters of T i j and I i take important roles and affect the computational efficiency. These two parameters are dependent on the weighting function and are changed from someone iteration to next. Obviously, the interconnection strength T = T i j is a symmetric matrix, thus half of the elements have to be evaluated and stored. The elements of T i j , which should be calculated, can be further reduced if some useful trigonometric properties of matrix are exploited [6] . For the case of a type I filter, the interconnection strength T i j can be expanded as
for 0 ≤ i, j ≤ M. As seen from the result of (27), T is composed of a symmetric Toeplitz matrix T T and a Hankel matrix T H . Therefore, only 2M + 1, i.e., N elements have to be computed for the interconnection strengths at each iteration. Similarly, the interconnection strength T i j of type III filter can also be expanded as
for 1 ≤ i, j ≤ M. Consequently, the parameter T i j of four different types of filter can be formulated as the general Toeplitz-plus-Hankel form, T i j = T T i j ± T H i j . Table 2 depicts the number of elements required for the computation of T i j for each iteration. Therefore, the computational efficiency can be significantly improved when the properties of the Toeplitz-plus-Hankel matrix are used.
Updating of Weighting Function
The basic WLS design of an FIR filter is started by initial- Table 2 The interconnection strength T i j of the four types of filter.
Elements required computed
izing the weighting function defined in (17) with the identity matrix (i.e., W 0 = I). At each stage of the iteration, the weighting function is updated according to the previous error and then the optimization problem is solved again. The weight updating will affect the performance and convergence speed of the WLS approaches. However, there is still no analytical method for deriving the weighting function that will produce a minimax design [4] . At the (k+1)-th iteration, the following weights updating procedure has been used successfully and applied to the design of equiripple FIR filters,
where β k (ω l ) is the error function calculated at the k-th iteration. Using this weight-updating function, we solve for the next vector of filter coefficients by using the HNN. The criterion for deriving the update of β k (ω l ) is given as follows. First, the q-th extremal frequency
The frequencies of ω = 0 and ω = π are also considered as extremal frequencies. Second, the maximum and minimum values of Q k (q) are found and defined as Peak max = Max(Q k (q)) and Peak min = Min(Q k (q)), respectively. The updating formula of β k (ω l ) is designed similarly to the methods presented in [4] , [5] , [10] , which is given as
The parameter α is an acceleration factor that affects the convergence and the convergence speed of the proposed algorithm. It can be found from several references in the literature [4] , [5] , [10] that the value of α in the range 1.0 < α < 1.5 has the best convergence performance. To achieve an equiripple design, the design process can be terminated when the following criterion is achieved,
where ε is a small positive constant (say 0.05). When the design process is stopped, the final state of the HNN yields the designed filter coefficients, and the errors of response result in the equiripple situation.
The following statement summarizes the WLS design of FIR filters by using the HNN. <step 1> Set initial iteration number k = 0, weights acceleration factor α, stop criterion ε, and initial weight W 0 (ω l ) for 1 ≤ l ≤ L. The parameters of HNN such as C i , R i , λ, b and initial input u i, 0 (0) for all i neurons are also set. <step 2> For the k−th iteration, use (21) and (22) to obtain the HNN parameters T i j and I i , respectively. <step 3> Run the HNN as shown in Fig. 2 for 5µs to obtain the optimal filter coefficients a n,k = u n, k (t=5µs) λ
. Use the final states u i,k of the HNN as the initial conditions for the optimization of the next iteration, i.e., u i,
is the designed amplitude response calculated at the k-th iteration. Check the following stop condition:
Peak max ≤ ε. If the condition is satisfied, we terminate the design process. Otherwise, set k = k + 1 and go to step 5. <step 5> Use the error response calculated from step 4, (29) and (30) to get the new weights, then go to step 2 for the next iteration.
Design Examples
In this section, Matlab programs are used to design several FIR digital filters, including the least-squares and equiripple designs, using the implementation of an HNN to evaluate the performance of the proposed technique. In the following simulations, the HNN is initiated with u i,0 (0) = 10 −3 for all i neurons and ∆t = 10 The desired amplitude responseÂ(ω) is a low-pass FIR filter with unity gain in the passband 0 ≤ ω ≤ ω p = 0.24π , zero gain in the stopband {ω s = 0.3π ≤ ω ≤ π} with a sampling frequency of 2π. The filter length is chosen to be N = 37 (i.e., type I filter) with sampling grid of L = 190. The weights are set to one, i.e., W(ω l ) = 1, for 1 ≤ l ≤ L, so as to obtain the leastsquares error approximation. The HNN works for 5 µs to obtain the filter coefficients. Figure 3 illustrates the amplitude response and the designed error of the low-pass FIR filter. The comparison with the methods of Bhattachayra [9] and the Matlab least-squares (LS) function (i.e., left-inverse operation) are also demonstrated in this figure. It is evident that the HNN converges very quickly to the optimal solution, and the designed performance is almost the same as those of the Matlab LS function and the Bhattacharya method [9] . Example 2. (Equiripple design): In the next example, we apply the HNN to implement the Chebyshev approximation and then compare it with the Bhattacharya method [10] and the Remez algorithm. The desired amplitude re- sponseÂ(ω) is a low-pass FIR filter with unity gain in the passband 0 ≤ ω ≤ ω p = 0.30π , and zero gain in the stopband {ω s = 0.4π ≤ ω ≤ π}. The filter length is chosen to be N = 29 (i.e., type I filter). The sampling grid in the passband and stopband are taken to be 60 and 120, respectively. The network is started with proper inputs and run for 5 µs. Then the weights are updated, and the final outputs of the neurons are used as the initial conditions for the next iteration. The parameters of weight updating α = 1.0, stop criterion ε = 0.05 and it took ten iterations to reach the desired accuracy, which is approximate to the equiripple response. The designed amplitude response and the error response of the low-pass equiripple FIR filter when the HNN achieves convergence are indicated in Fig. 4 . In this example, the designed results of the Remez algorithm is obtained directly from the Matlab's function "remez.m" for the purpose of performance comparison. It is clearly seen from Fig. 4 (Bottom) that the designed errors achieved by using the neural network method are very close to that of the routine of "remez.m." The proposed method still yields the same results as compared to the previous neural-based method.
Since the proposed approach is designed by continuous time and the computational load depends on the de-sign specification, only the real computational time in design processing is performed. In the following, the count of floating-point operations in millions (MFLOPS) is used to compare the computational complexity between the abovementioned algorithms. Since such simulation is based on the Matlab software package, the purpose of this computation is just to show the design efficiency of the proposed neural approach. For a physical hardware implementation, the architecture should not be used directly and should be modified to meet the real considerations of implementation. Table 3 makes a comparison between the methods of [9] and [10] for the designed performance. Here, the maximum peak ripple (PR) in the passband and stopband are respectively calculated using the following definition: 
while the stopband edge attenuation (AS) is calculated using the following definition:
AS = −20 log 10 A (ω s ) .
It is noted that the proposed algorithm achieves better convergence performance in the designed reconstruction errors, with a slightly lower AS value than the methods of [9] and [10] . The computational complexity is significantly reduced by the proposed technique. In addition, the number of neurons required to implement the design of FIR filters is greatly reduced, and the architecture is simpler than the previous neural-based approaches in [9] and [10] .
Conclusions
The proposed HNN based approach is an alternatively weighted least-square technique for designing FIR digital filters. With a suitable weighting function formula for the updating procedure, the equiripple response of the designed filters can be achieved. The architecture of the proposed approach can significantly reduce the computational complexity and the hardware cost of the neural-based methods existed for the filter design with the weighted least square approximation. Furthermore, the required number of neurons is approximately proportional to filter length and is independent of the sampling grid in the frequency domain. Therefore, higher order filters can be designed more efficiently by using the proposed neural-based approach.
