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Resumo 
Este trabalho é urn estudo sobre a classificação, a menos de isomorfismo, de 
grupos finitos. Na classificação de um grupo abeliano G fazemos, primeiramente, 
a decomposição de G em soma direta de p-subgrupos de Sylow de G, em seguida 
decompomos cada p-grupo em soma direta de subgrupos cíclicos de G, obtendo 
assim a decomposição de G em soma direta de grupos cíclicos- Na classificação dos 
grupos não abelianos nós nos prendemos em ordens que seguissem padrões  
semelhantes. Classificamos grupos de ordens p, 2p, p2 , p3 e pq, onde p e q são números 
primos distintos e p < q. Para classificar esses grupos demonstramos alguns dos 
principais Teoremas de classificação. 
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Introdução 
Neste trabalho faremos um estudo sobre a classificação, a menos de 
isomorfismo, de grupos finitos. 
No capitulo 1 temos a teoria básica de grupos, apresentamos  definições de 
grupos e subgrupos, falamos de classes laterais e demonstramos que para todo 
elemento x de um grupo G, a ordem da classe lateral à esquerda coincide com a 
ordem da classe lateral à direita. Demonstramos  também o Teorema de Lagrange, 
que garante que a ordem e o índice de um subgrupo dividem a ordem do grupo. 
Apresentamos um sistema de afirmações equivalentes para identificarmos quando um 
subgrupo é normal e demonstramos o Teorema dos Homomorfismos, resultado que uti-
lizamos com freqüência nesta monografia. Definimos grupos cíclicos e demonstramos 
que, a menos de isomorfismo, temos apenas dois grupos  cíclicos, (74+) e (Z., +)-
Apresentamos os Teoremos de Sylow sem as demonstrações, pois deles nos interessa 
apenas o resultado para  aplicá-los no desenvolvimento de algumas demonstrações de 
Teoremas de classificação. Definimos produto direto de grupos e vimos que todo grupo 
abeliano é o produto direto de seus subgrupos de Sylow. 
No capitulo 2 classificamos todos os grupos abeliamos finitos. Demonstramos 
o Teorema da Decomposição primaria, que nos garante que todo grupo abeliano 
finito pode ser decomposto em soma direta de p-subgrupos de Sylow . Em seguida 
demonstramos um Teorema que nos assegura da unicidade de tal decomposição. 
Depois decompomos cada p-subgrupo ern soma direta de subgrupos  cíclicos  
demonstrando o Teorema da Decomposição dos p-Grupos Finitos e, como feito com o 
Teorema da Decomposição Primaria, mostramos sua unicidade. Mostramos também  
que se dois grupos abelianos têm o mesmo tipo de decomposição então eles sic) iso-
morfos. Assim, a menos de um isomorfismo e a menos da ordem das parcelas das 
decomposições, classificamos todos os grupos abelianos finitos, e estes resultados 
estabelecem o Teorema Fundamental dos Grupos Abelianos Finitos_ 
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No capitulo 3 trabalhamos com grupos não abelianos finitos de ordens que 
têm tratamentos semelhantes Vimos que se a ordem de um grupo é um número 
primo então esse grupo é cíclico e portanto abeliano; se a ordem for 2p demonstramos 
uma proposição que nos assegura que temos apenas um grupo não abeliano, a menos 
de isomorfismo; para grupos de ordem quadrado de um primo demonstramos que não 
temos grupos lido abelianos, e para isso demonstramos que se a ordem de urn grupo 
potência de um primo p então a ordem de seu centro tem pelo menos p elementos 
e que se o grupo quociente 47 é cíclico então G é abefiano; para classificarmos os 
grupos de ordem potência cúbica de um primo dividimos em dois casos, quando p = 2 
e quando p é impar. Vimos em ambos os casos que temos apenas, a menos de iso-
morfismo, dois grupos não abelianos com essa ordem; e se a ordem de um grupo é pq 
então temos, a menos de isomorfismo, dois grupos, um abeliano e outro não. 
Temos então classificados todos os grupos não abelianos com essas ordens. 
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Capitulo 1 
Teoria de Grupos e 
Homomorfismos 
Neste capitulo apresentaremos toda a teoria que nos 
 dará amparo para 
concluirmos o objetivo proposto do trabalho: Classificar, a menos de isomorfismo, 
grupos finitos_ Daremos definições, evidenciaremos os principais teoremas e pro-
priedades sobre cada  tópico e fixaremos as notações que forem necessarias. 
Nas duas primeiras seções definiremos Grupos e Subgrupos_ Na terceira seção 
falaremos sobre Classes Laterais e demonstraremos o Teorema de Lagrange, principal 
resultado desta seção. A quarta seção trata de Grupos Quocientes e Homomorfismos 
de Grupos, urn assunto que sempre estaremos usando nos  capítulos subsequentes. Na 
quinta seção falaremos de Grupos Cíclicos e na sexta seção abordaremos, de forma 
sucinta, os p-Subgrupos de Sylow. os Teoremas de Sylow e os principals Corolários. 
sem nos atermos em suas formais demonstrações, com o propósito único de aplicá-
los no desenvolvimento do trabalho_ Na sétima e última seção definiremos Produto 
Direto de Grupos e mostraremos alguns resultados. 
0 leitor familiarizado com os resultados básicos sobre grupos pode ir 
diretamente a seção L6. 
1.1 Grupo 
Definição 1.1.1 Seja G um conjunto não nano e seja * : C x 	 • C uma operação  
sobre G. Dizemos que esta operação  define uma estrutura de grupo sobre o conjunto G, 
e denotamos por (G, *) se, e somente se, os seguintes axiomas estiverem verificados: 
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: Propriedade Associativa - Quaisquer que sejam x,y,z E G, temos 
(x * y)* z = x * (y * z). 
Existência de elemento neutro - Existe em G um elemento e tal que para todo 
x E C. temos 
x*e=e*x=x. 
G3 : Existência de inverso - Para todo g: E G, existe E G tal que 
x * = x' *x = e. 
Se alem disso a operação saUsfizer o axioma 
G4 Propriedade Comutativa - Quaisquer que sejam x, y E G, temos 
x*y=y-kx, 
dizemos que (G, *) é um grupo comutativo ou abeliano. 
Ante a definição acima podemos tirar as seguintes conclusões: 
1) 0 elemento neutro 6, único. De fato, se e, e' E G são elementos neutros de G, 
então 
e 	 e * e' 	 pois e' e" elemento neutro 
pois e é elemento neutro 
Logo, e = e'. 
2) 0 elemento inverso é único. De fato, seja aEGe sejam 5, b' E C dois elementos 
inversos de a, então 
	
S = b*e=b*(a*b1 ) 	 , pois b' é o inverso de a 
	
= (b-ka)*bi r_e*ti 	 , pois b é o inverso de a 
Logo, 6 =5'. 
Denotamos por a -1 o inverso de a. 
3) A partir da unicidade do inverso de um elemento a E G, podemos provar um 
fato mais geral: Se a, b E G, então x * a = b tem uma única solução em G, a 
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saber b* a-1 . De fato, 1»* 	 uma solução; por outro lado, se c é unia  solução  
de x*a = b,  então temos c*a = b, logo c*a*a-1 = b*a", e portanto c = 
Analogamente, podemos provar que a * x = b tern unia 'Mica solução em G, a 
saber a"*b_ Logo, valem em G as leis do cancelamento 6. esquerda e ã, direita. 
(a .k b)-1 = 
De fato, (a* b)* (b-1 * a-1 ) = a* (b* b-1 )* a-1 = a* (e)* a-1 r- a * 	 e. 
Definição 1.1.2 Dizemos que um grupo (G,*) é finito se o conjunto G for finito e, 
neste caso, o número de elementos de G, que denotaremos por IG1, será denominado 
ordem do grupo G, caso contrário dizemos que (0,*) é um grupo infinito e que 101 
infinita. 
Teorema 1.1.1 Seja * uma operação definida sobre um conjunto G e suponhamos 
que esta operação satisfaça o axioma Gi e os seguintes: 
G12: Existe e E G tal que a* e = a para todo a E C. 
G13: Para todo a E G existe E G tal que a * a' = e. 
Nestas condições, a operação* define uma estrutura de grupo sobre o conjunto 
G. 
Demonstração  
Basta mostrar que a' *a -= e e e* a = a. Por hipótese, para todo elemento 
a E G, existe a' E G tal que ata'  = e e também existe a" E G tal que a' * a" -= e. 
Portanto, temos: 
a' *a =  
e 
e * o, = ((a * a') * a) =a*(a'*a)=a*e=a 
• 
Proposição 1.1.1 Seja G um grupo. Se para todo x E G temos 0(x) = 2 então G 
abeliano. 
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Exemplo L1.6 0 grupo D, das simetrias espaciais de um polígono regular de 11 
lados. 
Seja PI P2 P, um polígono regular de 77, lados. Sejam El., E.. , 
eixos. Considerando o conjunto des transformações espaciais que preservam o polígono 
com a operação de  composição temos: 
• id, R2„, 
	
	 , R2(,„...1)„: as rotações no piano em tomo do centro do poligono, no 
2r  sentido anti-horário, de ângulos zero, — r .1 e 2(n-1)7r , respectivamente. 
• RI , R2 , 	 , Rn : as rotações espaciais de ângulo ir com os eixos E1 , E2, . - En 
respectivamente. 
D 
	 com a operação de composição é um grupo não abeliano, pois 
quando compomos uma rotação 
 plana com uma rotação espacial elas, em geral, não 
comutam. 
Citaremos dois casos particulares e faremos detalhadamente suas tabelas de 
multiplicação, six) eles o grupo Da das simetrias espaciais de um triângulo equilátero 
e o grupo D 4 das simetrias espaciais de um quadrado. 
0 Grupo D3 
Seja P1P2P3 um triângulo equilátero e sejam El , E2 , E3 seus eixos. Con-
siderando o conjunto das transformações espaciais que preservam o triângulo com a 
operação de composição temos: 
• id, .R2,r, 	 : as rotações no plano em torno do centro do 
 triângulo, no sentido 
3 	 3 
2ir 	 47r anti-horário, de ângulos zero
, 
—3 e —3 respectivamente. 
• R1, R2, R3: as rotações espaciais de 
 ângulo ir corn os eixos E1, E2, E3 respecti-
vamente. 
Assim, S3 = {id, 	 t , R1 , R2, R 3 } e com a operação de composição de 
funções é um grupo, que não é abeliano pois 
RI R2 = 	 e 
R2 o/71 = R*, . 
O grupo D3 pode ser gerado por dois elementos, por exemplo R2r e Ri. 
TABELA DE MULTIPLICAÇÃO DE 133 : 
e 	 R2r R4,, R 1 R2 R3 
eR2,,R 4ir R1 	 R2 	 R3 
Rr R_ e R3 R1 R2 3 
R4,, 	 e Ro„ R2 Ra R1 
E2 R3 	 e RR2,, 7-7 
R2 E3 R 1 R 2,r 	 e R 
R3 E1 R2 RR 	 e 
0 Grupo D4 
Seja PIP2 P3 P4 um quadrado, sejam D i , D2 , Me N os seus eixos. Consideran-
do o conjunto das transformações espaciais que preservam o quadrado com a operação 
de composição temos: 
• id, Rz , R,„ Ran: 
 as rotações no plano em torno do centro do quadrado, no 
sentido anti-horário, de ângulo zero,, 71- e tr, respectivamente. 
• Rm, RN, R, R2: as rotações espaciais de ângulo 7r com eixos M, N, D e D2, 
respectivamente. 
Assim 134 = {id, 
	 RMIRN)R17 R2} 
posição de funções é um grupo, que não é abelia,no pois 
0 Rm Ri e 
RM oRl = Rr+T 
e com aoperação de com- 
O grupo 134 
 pode ser gerado por dois elementos, por exempla RI e Rm . 
TABELA DE MULTIPLICAÇÃO DE 134: 
e R 	 R,TR.nRMRN R 1 R2 
e 	 e Ri R, R31r Rm RN R1 R2 
Er 	
2 
fif 11„ Ro,, 	 R2 R 1 Rm RN 
• R„ R„ Ro;, e Ri RN Rm E 2 E1 
 
R3/r Rane Er R„ R1 E2 RN R m  2 
Rm Rm E1 RN 112 e R„ R Ri 
RN RN R2 Rm R R, e ErRar 
 
2 
R1 E1 RN E 2 Rm Ri Rol eR7, 
112 E2 Rm R 1 RN Ror Rg. R, 
2 	 2 
e 
R2ir 
3 
Ri 
R2 
R3 
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Exemplo 1.1.7 Sejam (A,*) e (B, o) dois grupos e seja A xBo produto cartesiano 
dos conjuntos A e B. Se (a, b) e (a', El) são dois elementos quaisquer de A x B então 
 
definimos a seguinte operação: (a, b) • (a' ,11) = (a * a',  b o II). Obtemos assim uma 
operação • sobre AxBe que AxBe um grupo, que é denominado grupo produto 
dos grupos (A,*) e (B, 0) ou produto direto dos grupos (A,*) e (B , 0), denotado 
(A x B,.) 
Trataremos deste grupo em detalhes na 
 seção L7. 
1.2 Subgrupos 
Definição 1.2.1 Seja (G,*) um grupo. Um subconjunto não vazio H de G é um 
subgrupo de G, e denotamos por H < G, quando, com a operação de G, H é um 
grupo, isto é, quando as seguintes condições são satisfeitas: 
Hi - Quaisquer hi , h2 em II , temos hi * h2 E H. 
H2- Quaisquer ha,h2,ha em H,. temos h i * (h2 * h3) = (hi * h2)* h3 
H3- Existe em H um elemento neutro 
 6H tal que eH * li = It* 611 = h, qualquer que 
seja h E H. 
H4- Para cada It EH, 
 existe k E H tal que h* k = k * h = T . 
Ante a  definição 
 acima podemos tirar as seguintes conclusões: 
1) A condição 112 e sempre satisfeita pois, a igualdade h1*(h2 *h3 ) = (h 1 *h2 )*h3 
e' válida para todos os elementos de G. 
2) 0 elemento neutro eH de H e necessariamente igual ao elemento neutro e de G. 
De fato, tomando aeHc G, temos EH - a = a e portanto temos elf = a 
3) Dado hEH,o inverso de h em H e necessariamente igual ao inverso de h em 
C De fato, se k é o inverso de h em H, então hk = kh = ell , logo hk = kh = e, 
pois elf = e, e portanto k e o inverso de h em G, e denotamos por h-1 . 
Teorema 1.2.1 Seja G um grupo e seja H um subconjunto não vazio de a Então H 
é um subgrupo de G se, e somente se, as duas condições seguintes estiverem satisfeitas: 
Vh1, 112 E H, temos h i * h2 E H 
II) Vh E H, temos h-1 E H. 
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Demonstração 
Suponhamos que o subconjunto 11 satisfaça as condições I) e H) do Teorema 
acima , logo, em particular, está verificada a condição H1 da definição 1.2_1. Basta 
mostrar que os axiomas H2 , H3 e H4 são verdadeiros. 
Hy - Por hipótese, temos (a * b) * c -= a * (b* c), Va, b,c E G, logo, esta igualdade 
também é verdadeira para todos os elementos a, b, c E H. 
H3 - Como H 0 temos que existe um elemento ao em H, logo, de acordo com a 
condição II), ao- ' E H e então- em virtude de I), ao rki l E H, ou seja, elf E H e 
imediato que a 	 = a. Va E H. 
H4 - É verdadeiro em virtude da condição II). 
Reciprocamente, suponhamos que H seja um subgrupo de G. Conforme a 
condição H1 da definição 1.2.1 H é fechado em relação à operação de G, logo, 
está satisfeita a condição I do Teorema_ De acordo com o axioma H3 , existe em 
H o elemento ell, portanto, H a Para verificarmos a condição IT temos que 
ex *ex = eH * e, logo, em virtude da lei do cancelamento aplicada a elementos de G 
temos que eH = e. Se a é um elemento qualquer de H, então, de acordo com o axioma 
114 , existe a' E H tal que a* a' = eg = e; esta igualdade mostra que a' também 
o inverso de a em G. Portanto. conforme a unicidade do inverso, temos a' = a-1 e 
então a E H. 
• 
0 Teorema 1.2.1 mostra quando um subconjunto H de G é um subgrupo 
de G, no entanto, quando quisermos verificar se H é um subgrupo de G o Teorema 
seguinte nos dá uma forma mais prática de fazê-lo. 
Teorema 1.2.2 Seja (G,*) um grupo e seja H urn subconjunto não vazio de G. 
Então H é subgrupo de G se, e somente se, quaisquer que sejam a e b em G, se 
aEHebEHentão a — lb e H. 
Demonstração 
Sejam a e b dois elementos quaisquer de H; de acordo com a condição II 
do Teorema 1 2 1 , temos que a-1 E H e como b E H concluímos que a-l b E H. 
Reciprocamente, suponhamos que um subconjunto H de G satisfaça a condição de 
que quaisquer a,b EC, se aCHebEH então arlb E H; logo, é de imediato que H 
não é vazio e portanto existe um elemento ao E H, donde resulta que e =  a0 - a15' E H. 
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Portanto, se a é um elemento qualquer de H, temos a' = a 1 - e E H, ou seja, vale 
a condição II do teorema 1.2_1. Finalmente, sejam a e b dois elementos quaisquer de 
H, conforme vimos acima temos a -1 E H e como b E H temos (a -1) -1 - b= al) E H. 
• 
Teorema 1.2.3 A intersecção de lima farnilia não  vazia (Hi).ie r de subgrupos de urn 
grupo G é um subgrupo de G. 
Demonstração 
niEr Suponhamos H = 	 de imediato que H 0 pois e E Hi para todo 
i E I. Se a e b sac) dois elementos quaisquer de H temos queaEHiebEHi para 
todo i E I. Logo a-l b E Hi para todo i E I, donde a- lb E H. 
notação 
mente, 
• 
Sejam G um grupo e S um subconjunto não vazio de G Introduzimos a 
< S > = {a l , a2 ,..., 	 ; n E N, a, E S ouaT 1 E S}. 
Quando S é finito da forma S = 	 a2 , , and é comum denotar simples- 
< S > = < a1, a2, , am > 
ao hives de 
< 8 > = < {au az, am} > 
Nota que se g E G então  
< g > 	 (g- )2 2 - 1 e3 g2 , 
Usando a notação g' para (g 1 )', r E N, vem que 
< g > = {gt ; t E 
Proposição 1.2.1 Seja S urn subconjunto do grupo G. Então o conjunto (5) é urn 
subgrupo de G. 
Demonstração 
Sejam x, y E (5). Assim, 
x = ai a2 . an com E S ou 	 E 
y = b1b2 	 com bi E S ou 67 1 E S 
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Logo, x y = a1 a2 ... a7. - b1 b2 	 bm e x- =1. 	 a-ia i - 	 -1 -1 „_, . _ a2 al estão também  
em < S >. 
• 
Definição 1_2.2 Se S é urn subconjunto não vazio do grupo G, o grupo < S > é 
chamado subgrupo gerado por S. 
Em particular, para todo elemento g do grupo G, o subgrupo gerado por g 
<g  >= {gt ; t E Z}. 
Vejamos alguns exemplos 
Exemplo 1.2.1 Todo grupo G admite, pelo menos, dois subgrupos, a saber - {e} e 
G. 
Exemplo 1.2.2 0 grupo aditivo Z dos números inteiros e um subgrupo do grupo 
aditivo Q dos números racionais que, por sua vez, é um subgrupo do grupo aditivo IR 
dos números reais. 
Exemplo 1.2.3 Para todo número inteiro n, seja nZ o conjunto de todos os inteiros 
que são múltiplos de n. A igualdade gn—g in. = (g—g')n mostra que nZ é um subgrupo 
do grupo aditivo Z. 
Exemplo 1.2.4 0 grupo multiplicativo Q* dos números racionais não nulos é um 
subgrupo do grupo multiplicativo R* dos números reais não nulos que, por sua vez, e 
um subgrupo do grupo multiplicativo C* dos números complexos não nulos. 
Exemplo 1.2.5 {id, R1 }, {id, R2 }, {id, R3} e {id, R , 	 são subgrupos de D3 ; 
{id, R1}, {id, R2}, {id, RAI}, {id, RA, {id, Rn } e . {id, Rr, R,„ Rtr} são sub-
grupos de D4- 
Exemplo 1.2.6 Se H e K são dois subgrupos de G, então HriK e" um subgrupo de 
G. De um modo geral, se {Hi} ef é uma farnilla de subgrupos não vazios de G, então  
nHi , i E I é um subgrupo de G (conforme demonstrado no Teorema 
Exemplo 1.2.7 Seja G um grupo e g E G. Então c g > e um subgrupo de G- 
Exemplo 1.2.8 Seja G urn grupo e x E G. Então 
 CG(x) = 
 {y E G; yx = xy} é urn 
subgrupo de G chamado de centralizador de x ern G. 
Proposição 1.2.2 Os únicos subgrupos do grupo aditivo Z são da forma nZ, com 
n E N. 
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Demonstração 
Seja H um subgrupo qualquer de Z. Se H =  {0}, então H = 02. 
Suponhamos que H {0 } _ Seja n = mintx E H; x > 01. Como it E HeH 
um subgrupo de Z, temos nZ c H. Reciprocamente, seja h E H. Pelo algoritmo de 
Euelides, h = qn + r, comO < r < 77,; como h em pertencem a H, r pertence a H 
também; pela minimalidade de it temos 
r E H 
0 < r n 
e portanto h = qn, ou seja, h E na Logo, H C ra e portanto H = nZ_ Final- 
mente, se H = n'Z, com Til > O segue evidentemente que if 	 e it < n', mas de 
E nIZ vem ti = qn', com q> 0, logo n > re e então ri = n'. Fica assim provado que 
o número inteiro ri>  0 tal que H = nZ é único. 
• 
Definição 1.2.3 Um grupo G é dito cíclico quando ele pode ser gerado por um 
elemento, isto 6, quando G = < g >, para algum g E G. 
Z = < 1 > ; Z/nZ = < I > são exemplos de grupos cíclicos. 
Trataremos destes grupos em detalhes na seek) 1.5. 
Definição 1.2.4 Seja G um grupo. 0 subgrupo ({xyx -ly -1 ; x,y e G}) chama-se 
subgrupo dos comutadores de G, e é. denotado por G'. 
de imediata conclusão que G .6 abeliano se, e somente se, G' = fel. 
Definição 1.2.5 Seja G um grupo. 0 subgrupo {x E G; xg = gx,Vg E G} chama-se 
centro de G , e C. denotado por Z(G). 
de imediata conclusão que G é abeliano se, e somente se, G = Z(G). 
Definição 1.2.6 Seja a E G. A ordem do elemento a E G, que denotarernos por 
0(a), é a ordem do subgrupo gerado por a, isto 6, 0(a) = I < a > 
 I. 
Proposição 1.2.3 Seja x E G tal que 0(x) = ri < co. 	 Então 
n rnin{N E N\{0}; XN = el e < x > = fe, x, x 2 , , xn -1 1. 
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Demonstração 
Como < x >= {en; in  E Z } , e como por hipótese < > 6 finito, temos 
que existe p, g E Z, p # g, tais que xP = 9. Sem perda de generalidade, podemos 
supor que p > q. 
De xP -= xq segue que xP-q = e, isto 6, existe um número p - q = N > 
tal que xN = e. Seja então o inteiro r = min{N E N\{0)-; 1N = e}. Devemos provar 
que r = n. Para isso, basta mostrar que < x > = le, x, 	 , xr-1 1 e os elementos 
e, x, x 2 , . xr' são todos distintos. 
Supondo que e _= e com 0 < p < r - 1, 0 < q < T - 1, p # g e supondo 
p > g então TP-g = e, com 0 < p - g < r. Isso contradiz a minimalidade de r. 
Segue que e, x, x 2 , ... ,x7-1 são elementos distintos de G Para mostrar que < x > 
= {e, x, x 2 , . , xr-1 } devemos mostrar que para todo in E Z, = para algum 
O < 1 < r. Para isso, observemos que pelo algoritmo de Euclides, in -- gr + 1 com 
r > 1> 0, e portanto xi = 9r+ 1 = (xr)q = eq - = xt. 
E 
Proposição 1.2.4 Seja 171 E Z. Então TT, gera o grupo (Z„,, ±) se, e somente se, 
mdc{m,n} = 1 
Demonstração 
Suponhamos que WI gera (Z +), então I = rrp, para algum p E Zn Assim 
1- rafp reZ. Logo existe q Z ta1 que 1 - mp = nq, isto 6, 1 = ng + mp. Portanto 
rndc{m,n} = 1. Reciprocamente, suponhamos que mdc {m, n} = 1. Então, pela 
Identidade de Bezout, existem p, g E Z tais que mp + ng =- L Assim 
mp nq = Trip ± = Trip = T 
Logo se Ft E Zn , então  
Portanto, W/ gera (Zn , +) 
• 
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1.3 Classes Laterais e Teorema de Lagrange 
Seja G um grupo e seja H um subgrupo de G. Vamos definir sobre G a 
seguinte relação RH 
xRHy <=> Rh E H tal que x = yh. 
Dessa forma. RH é uma relação de equivalência De fato, 
Reflexiva : xRifx •=>. Rh E H tal que x = zit_ Basta tomar h = e, onde e é o elemento 
neutro de H. 
Simétrica : x.11ny <=;; Rh E H tal que x = yh <=> xh-1 = y;<#. yRifx. 
Transitiva : xRify e yRkrz <=> Rh]. , h2 tais que x = yhi e y = zh2 <=> x = yhi 
zh 2 h 1 = z(h2hi) <=> TR.Fi z 
Similarmente, podemos definir a seguinte relação Rif/ - 
xR'Hy <=> Rh E H tal que x = hy 
e, como na relação RH, concluímos que R'ff  é uma relação de equivalência. 
Definição 1.3.1 A classe de equivalência, segundo a relação RH, que contem o ele-
mento x '6 o conjunto 
= {Y E G; YRxx} = {xh; h E H} 
e denominamos Classe Lateral ti esquerda de H. De modo análogo, definimos 
= {y E G ; yiffi x} = {hx ; h E H} 
a Classe Lateral a direita de H. 
Obtemos assim a classe lateral h. esquerda de H em G de x, denotada por TB -
e a classe lateral a, direita de H em G de x, denotada por Hx. 
Lema 1.3.1 Seja H um subgrupo de um grupo G e sejam x,y dois elementos 
quaisquer de G. Então, TH --= yH se, e somente se, Hx -1 = Hy-1 . 
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Demonstração  
De xH = yH resulta que x -ly E H, logo, y 1 (x i ) 1 	 (x- 'y)  - E H e 
então Hx -1 = Hy -1 . Reciprocamente, suponhamos que esta última igualdade seja 
verdadeira, assim temos y-lx E H. Lego, x-iy (y-ix)-1 E H e  então  
xH =y11. 
• 
Seja H um subgrupo de um grupo G e considere a relação RH determina-
da por H. Denotamos todas as classes de equivalência segundo esta relação por 
GIRH. Dizemos que H tem índice (6, esquerda) finito se, e somente se, o conjun-
to quociente G/RH e finito e, neste caso, o Latimer° de elementos desse conjunto 
denominado índice à esquerda de H em G Caso contrário, dizemos que H tem índice  
6, esquerda infinito_ Essas noções aplicam-se também com o qualitativo "à direita", e 
consideramos o conjunto quociente G/R 1 . 
0 Lema L3.1 nos mostra que a aplicação xH 1-* Hx -1 é urna bijegálo de 
G/RH em G/R/H e daqui resulta, em particular, que G/RH é finito se, e somente se, 
G/Hr.f o for. Com isso, não há necessidade de distinguir o índice a, esquerda ou 6, 
direita de H em G e dizemos simplesmente que H tem índice finito ou infinito em G, 
e denotaremos por (C: H). Logo, 
(G : H)=PIRH = 
Lema 1.3.2 Se H é um subgrupo finito de um grupo G, então para todo elemento 
a E G temos IHI = laHl = IHal.  
Demonstração  
Basta notar que as aplicações xi—)• ax  e x 	 xa, são, respectivamente, bijeções 
de H em aH e de H em Ha. 
• 
Seja G um grupo finito. Se H é um subgrupo de G então G/RH é eviden-
temente finito; alem disso, G/RH e a reunião de (G H) classes laterals disjuntas 
duas a duas, e como estas classes tem o mesmo número de elementos, que e igual a 
IHI (lema .1-8 .2), temos que Cl' = (G H)-IHI- Fica assim demonstrado o seguinte 
Teorema  
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Teorema 1.3.1 (Lagrange) Para todo subgrupo H de um grupo finito G, tem-se 
IG1 = (G 11)- 1 1-1 1 
Em particular, a ordem e o índice de todo subgrupo de G dividem a ordem 
de G. 
1.4 Grupos Quocientes e Homomorfismos 
Seja H um subgrupo de um grupo G e considere as relações de equivalência 
RH e /TH determinadas por H. Para todo x E G, xH e HT são, respectivamente, as 
classes de equivalência módulo RH e modulo R'H determinadas por x. 
Note que RH = frif se, e somente se, x11 = Hx, qualquer que seja x E G. 
Um subgrupo que satisfaz esta condição é denominado subgrupo normal, segundo a 
Definição L4.2 abaixo. 
Definição 1.4.1 Seja H um subgrupo normal de um gray° G e considere o conjunto 
quociente GI H de G pela relação de equivalência H. Os elementos desse conjunto são 
as classes laterais TH = Hx, x E G. Sejam TH e yH duas classes laterais quaisquer. 
Definamos em GI H a operação 
Logo, o produto de duas classes laterais  módulo He urna classe lateral módulo 
H. Fica assim definida uma operação sobre o conjunto G/H. 
Definição 1.4.2 Seja H um subgrupo de G. Dizemos que H é um subgrupo normal 
de G, e denotamos H <1G se as afirmações da proposição seguinte são satisfeitas: 
Proposição 14.1 Seja H um subgrupo de G. As afirmações abaixo são equivalentes: 
(I) A operação induzida sobre as classes laterais a esquerda em G é bem definida; 
(II) Vg e G, vale gHg" c H 
(III) Vg E G, vale gHg' = H 
(IV) Vg E G, vale gH = Hg, isto é, Vg  E G, a classe lateral a esquerda de H é igual 
classe lateral à  direita de H. 
19 
Demonstração 
(I)<=> (II) Seism x, yEGe h, k E H arbitrários, assim, x e xh são represen-
tantes da mesma classe x11, y e yk são representantes da mesma classe yH. Assim, 
a operação induzida sobre as classes laterais '6 bem definida se e somente se 
xyH xhykH , Vx, y E G , Vh, k  E H. 
Logo, se e somente se 
H = 	 = x-lxhykH = 	 , Vy E G ,Vh E H 
e portanto se e somente se 
yhy-1 E H,  Vy E G ,Vh E H. 
(II) (óbvio) 
(II) (III) Suponhamos que gHg-1 c H, Vg E G; o objetivo é mostrar que 
H C gHg-I ,Vg EG. Seism então hEHegE G, temos que: 
h, = g(g -1 hg)g-1 E 9(g -1 H g)g-1 C gHg-t 
pois g-1 1-1g C H, por hipótese. 
gHg -1 = H gHg-ig -= Hg gH -= Hg, Vg  e G. 
(IV) 	 (III) 
gH Hg gHg-1 = Hgg-1 -= H 
• 
Proposição 1.4.2 Seja H um subgrupo normal de um grupo G e considere o conjunto 
quociente GIH, A operação 
(xH,yH) 	 (xy)H 
define uma estrutura de grupo sobre o conjunto GIH. 
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Demonstração  
0 axioma G 1 segue da associatividade de G e da definição da operação em 
GIH. Assim pelo Teorema 1_i_1 basta verificar os axiomas C2 e G'3 . 
G'2 : Considerando o conjunto H temos que, para toda classe lateral xH de H: 
(xH)H = (xH).(eH) = xeH = xH. 
: Seja x11- uma classe lateral qualquer e considere a classe lateral x -111 E G/H. 
Logo 
(xH)(x'H)= (xx -1 )H = eH = H. 
• 
0 grupo (GI H,-) passa a ser denominado grupo quociente de (G, -) pelo sub-
grupo normal H. 
Com o Teorema acima concluímos que o elemento neutro do grupo quociente 
(GIH,.)e o subconjunto H e o inverso de cada elemento xH é a classe lateral 
Vejamos alguns exemplos de subgrupos normais 
Exemplo 1.4.1 Todo grupo G admite pelo menos dois subgrupos normais, a saber: 
(e} e G 
Exemplo 1.4.2 Seja G um grupo e Z(G) seu centro. então Z(G) é um subgrupo 
normal de G 
Exemplo 1.4.3 Seja G um grupo e H um subgrupo de G. Se o índice de H em G 
2 então H e um subgrupo normal de G. 
Exemplo 1.4.4 Todo subgrupo de um grupo abefiano é normal. 
Exemplo 1.4.5 Seja o grupo aditivo Z dos números inteiros e seja H um subgrupo 
de Z. Conforme a Proposição 1-2-2 existe um único numero natural 71, tal que H = nZ 
e note que H é normal em Z Se X e y são dois elementos quaisquer de Z,  então 
x y(rri,odH) se, e somente se, x—y E H -= nZ, ou seja, se e somente se, x y(Triodn), 
portanto, a relação de equivalência determinada por H coincide corn a congruência 
módulo TL, e mais, o conjunto quociente Z/nZ tem exatamente n elementos. 
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Definição 1.4.3 Sejam G e G' dois grupos e seja f uma aplicação do conjunto G no 
conjunto G'. Dizemos que f é um hornom,orfismo de (G, -) em (G', x) se, e somente 
se: 
f (a 	 = f (a) x f (b) 
quaisquer que sejam a e b em G. Se o grupo G é aditivo e G' é multiplicativo então 
representaremos esta fórmula por 
f (a ± 	 1(a) f (b). 
Definição 1.4.4 Se f 	 homornorfismo sobrejetor de G em G' então dizemos que 
f é um epirnorfismo de G em G' 
Se f é um homornorfismo injetivo de G em G' então dizemos que f é liTTL 
monornorfism,o de G em G'. 
Finalmente, se f é um hornomorfismo bijetivo de G em G' então dizemos que 
f é um isornorfism,o de G em G' . Neste caso também dizemos que G é um grupo 
isomorfo ao grupo G' e denotamos por G G'. 
Um hornomorftsm,o de G em G é denominado endomorfisrno de G e um 
isomorfismo de G em G é chamado autornorfismo de G. 
Indicamos por Horn(G, G') o conjunto de todos os hornom,orfismos de G em 
G' e denotamos End(G) = Horn(G,G). Além disso, indicamos por Aut(G) o conjunto 
de todos os automorfisrnos do grupo G. 
Teorema 1.4.1 Para todo hornomorfismo f de um grupo G num grupo G' valem as 
seguintes propriedades: 
(a) f (e) é o elemento neutro de C';  
(b) f(c 1 ) =(f (a))-1 ; 
(c) Se H é um subgrupo de G, então 1(H) é um subgrupo de G' 
(d) Se K' é um subgrupo de G', então K = f-1 (K9 é um subgrapo de G e, além 
disso, se K' <1G'  então K ci G. 
Demonstração 
(a) f (e) = f (e - e) = f (e) - f (e) e daqui resulta que f (e) é o elemento neutro de G' . 
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(13) f (e) = f (a a-1) =- f (a) - f(a 1) , logo, f(a-1) = (f(a)) -1 - 
(c) É imediato que f (H) é não vazio, pois eEH e portanto f(e) E f(H). Se a' e 
U são dois elementos quaisquer de f (H) então a' = f (a) e b' = f(b), com a e b 
em H, logo, a-l b E H e como al- lb' = (f (a)) -1 f (b) = f (a-1 ) • f (b) =f (a- lb) 
resulta que a/-1 15/ E f (H). 
(d) É imediato que K = f -1 (K') é não vazio, pois f (e) E K' e portanto e E f -1 (K). 
Se a e b são dois elementos quaisquer de K, então f(a) E K' e f(b) E K', logo 
f(a-1b) = f (a-1 )f (b) = (f (a)) -1 f (b) E K', donde a-l b e K e fica assim 
demonstrado que K é um subgrupo de C Finalmente, seja x um elemento 
qualquer dc G e considere urn elemento y de xKx -1 . Logo y = xax -1 com 
a E K, donde resulta que f(y) = f (x) f (a) f (x) -1 e como f (a) E K' e K' 
normal em G' temos que f(y) e K', isto e, yEK e fica assim demonstrado que 
xKx -1 c K. 
• 
Definição 1.4.5 Para todo hornomorfisrno f : G —> G', a imagem da aplicação  f,  
indicada por Irn(f), passa a ser denominada imagem do hornornorfismo  f. O  conjunto 
de todos os elementos a E G tais que f(a) = e', onde e' indica o elemento neutro de 
G' é denominado micleo ou Kernel do homomorfism,o f e será indicado por Ker(f). 
Assim, concluirnos que Ker(f) = 11-1 (g), logo Ker(f) é um subgrupo normal de G, 
e ainda, todo subgrupo normal H de G é o niicleo de algum hornornorfisrao, pois a 
aplicação 
um hoinomorfisino cujo nick° é H. 
Teorema 1.4.2 Se f : G —> G' é um isomorfismo, então a aplicação inversa  f : 
G é um isomorfismo. 
Demonstração 
É Obvio que f -1 é urna bijegão de G' em G. Por outro lado, se a' e b' são dois 
elementos quaisquer de G', então existem a e b em G tais que f (a) = a' e f(b) = b'. 
Logo a' b' = f (a) f (b) = f (ab), donde f -1 (a' b') = ab = f (al ) f (b l). Portanto f -1  
um homomorfismo bijetivo. 
• 
Teorema 1.4.3 (Teorema dos hornornorfisntos) Seja f: G —> G' um hoirtomorfismo 
de grUpOS_ Então: 
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1) A  função  
7: G/ K er(f) 	 f (G) 
e um iSOMOTfiSMO. 
g(Ker(D) 	 f 
2) Temos ainda as seguintes bijeeões: 
Subgrupos de G 
que contemKer(f) <=> {Subgrupos de f(G)} 
H 	 f(H) 
f-1(HI) <__{ HI 
Alem disso, estas bijeeties levam subgrupos normais em subgrupos normais, ou 
seja: 
(a) H ‹G RH) f(G) 
(b) H' < f(G) r(111 ) <G 
Demonstração  
1) Primeiramente devemos veri ficar que 	 um função bem definida, isto e, 
se g(Ker(f)) = :a(Ker(f)) então f (g) = Kg). Mas, g(Ker(f)) = Tg(Ker(f)) im-
plica que g = :gk, para algum k E Ker(f) e portanto f (g) = f (gk) = f f (k) 
= f ea' =  f 
É de imediato que 7 
 é  uma função sobrejetora. Para g, g' em G, temos: 
f (g(K er(f)) - g' (K er(f)) = 
 7(g - (Ker(f)) = f (gg') = f (g) x f(2') 
= f (g(Ker(f))) x f (g'(Ker(f))) 
assim, 7 é um homomorfismo. 
Ker(f) = {g(Ker(f)); f (g) = 	 = Ig(Ker(f)); g E Ker(f)} 
assim, Kerr) , {e.Ker(f)} ou seja, 7 é injetiva. 
Portanto, 7 é um isomorfismo. 
Para provarmos o segundo item do teorema provaremos inicialmente os seguintes 
Lemas: 
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Lema 1.4.1 Se H é urn subgrupo de G então f (H) é urn subgrupo de G' e f'& (H)) -= 
-= H(Ker(f)). 
Demonstração 
Seja hk E H(Ker(f)), isto e, hE Hek E Ker(f). Temos f (hk) = 
=  1(h) x f (k) = 1(h) • eG, =  1(h) E 1(H), fica provado que H(Ker(f)) c f -1 (f (H)). 
Para provar a  inclusão contrail-is , tomemos y E f -1 (f (H)). Por definição, temos 
f(y)E f(H), então existe h e H tal que ,f(y) = f(h), logo f(h -ly) = f(h) -1 xf(y)=- 
= 6G, , isto e, h-ly E K er(f). Assim, y = h(h-l y) E HKer(f). Logo f -1 (f (II)) g 
HIcer(f). 
Lema 1.4.2 Se H' é urn subgrupo de G' então f 	 (Hi) = H' ri 1(G).  
Demonstração 
Obvio que f(f-i (TP)) c H' n 1(G). Para provar a inclusão oposta, 
tomemos y E fif(0), como y E 1(0), existe g E G tal que de (g) = y. De y e IF, 
obtemos 
g E f -1 (H1 ) e assim y = 
 1(g)  E f ( f 
• 
Demonstração do item 2): 
Se H 2 Ker(f) então f -1 (f(H)) = H e se H' g f(G) 
então f(1 -1 (H')) = H'. Obtemos assim que as duas  funções definidas em 2) são 
uma a inversa da outra. Falta mostrar que essas  funções levam subgrupos normais 
em subgrupos normais. 
(a) Dados y E 1(0) exE 1(H)  quaisquer, devemos mostrar que yxy -1 E 1(H). Mas 
y= 
 1(g)  e x = 1(h) comgeGehEHelogo yxy -1 = f (g)f (h) f (g) -1 = 
= f (ghg-1 ). Como por hipótese H < G, segue que ghg-1 E H e portanto 
yxy-i E (H) 
(b) Dados g E Gea E f -1 (H') quaisquer, devemos mostrar que 
yay-i 	 mas f 
 (gag-i) f (g) r (a) for]. e ga) E 	 Como por 
hipótese H' c 1(G) segue que f (gag") E H' e portanto gag' E f -1 (H') 
• 
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Note que se 
: (G, ) 	 (G' ,*) 
g  
um isomorfismo, então para todo elemento x de G temos 0(x) = () (y(x)) . De 
fato, basta notar que yo sendo uma bijegdo leva cada elemento de < x > em apenas 
um elemento de < (,o(x) > e portanto 0(x) = O(p(x)). 
Vejamos alguns exemplos de homornorfismos e isomorfismos de grupos 
Exemplo 1.4.6 Id: (G, -) 	 (G, -) 
g 	 Id(g)=9 
um homomorfismo chamado identidade. 
Exemplo 1.4.7 e: (G,-) 
e(g) = 60 
é um homomorfismo chamado trivial. 
Exemplo 1.4.8 Seja 71 E Z fixo. Então yo 	 (4+) —* (Z, +) 
z 	 co(z) = nZ 
um hornomorfismo. Mais geralmente, se (G,-) é um grupo abeliano então  
y„ : (G, -) —> (G, -) 
g  
um homomorfismo. 
Exemplo 1.4.9 Seja H ‹G e considere o grupo quociente GIH. A aplicação 
: G 
g  
um homomorfismo chamado de projeção canônica ou homornorfismo canônico. 
Exemplo 1.4.10 Seja (R,+) o grupo aditivo dos números reais e (R*+ , -) o grupo 
multiplicativo dos números reais estritamente positivos_ Se a 1 é um  número real 
estritamente positivo  então a aplicação 
(R , +) 
1—* co(x) =  ax 
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é um isomorfismo Analogamente, a aplicação 
: (R1_, ) 	 (R, -E) 
0(x) -= logax 
um isomorfismo. 
Exemplo 1.4.11 Os grupos 83 e D3 são isomorfos. De fato, considerando a aplicação 
yo abaixo: 
S3 
id 
1 2 3 
3 1 
1 2 3 
3 1 2 
1 2 3 
2 1 3 
2 3 
2 1 
2 3 
3 2 
= a 
= a2 R-17r 
=3 1-> R3 
=- a,e 
= a2 
É fácil verificar que (p é um homomorfismo, e conforme a definimos, yo é 111112. 
bijeção. Portanto, é um isomorfismo. 
Exemplo 1.4.12 Seja o seguinte subconjunto H de 84: 
{ ( 1 2 3 4  ) , ( 21 2 3 4 	 1 2 3 	 2 3 4 
H= 
1 2 3 	 3 4 1 	 , 	 3 4 1 42 ) , ( 41 1 2 3 	 ' 
(
1 2 3 41 ) , ( 21 2 3 43 ) , ( 1  2 3 42 ) , ( 31 23 4 
4 3 2 	 1 4 	 4 3 	 2 1 4 
Temos que os grupos H e D4 são isomorfos. De fato, considerando a aplicação 
0 abaixo: 
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H 
id 
1 9 3 4 
2 3 4 1 
1 9 3 4 
3 4 1 2 
1 9 3 4 
4 1 2 3 
1 9 3 4 
4 3 2 1 
1 9 3 4 
1 4 3 2 
1 9 3 4 
2 1 4 3 
1 9 3 4 
3 9 1 4 
fácil verificar que 0 é um homomorfismo, e conforme a definimos, é urna 
bijegao. Portanto, 0 é um isomorfismo. 
1.5 Grupos Cíclicos  
Definição 1.5.1 Dizemos que um grupo G e cíclico se, e somente se, existe um 
elemento a E G tal que G = < a >. Todo elemento a que satisfaz esta condição 
e denominado gerador do grupo  cíclico G. 
Proposição 1.5.1 Seja G ={. . , a-1 , e, a, a2 ,...} um grupo cíclico de ordem 
infinita. Então: 
(a) A  função q: 	 ±) 	 (G, -) 
z 	 1—› y(z) = az 
e um isomorfismo 
(b) O elemento az gera G se e somente se z =1 ou z = —1. 
Demonstração 
(a) (Jo é um homomorfismo, pois para quaisquer z 1 , z2 E Z 
yz(z i z 2) = azi+z 2 = az1 - ce2 = y(z1) y(z2). 
2g 
Se cp(z i ) =- ;o(z2) =» azi = a12 	 el - Z2 = e =» z1 - z2 = O =s z1 = z2 _ 
Provando que é injetiva_ Como a sobrejetividade é evidente, temos que (p 
um isomorfismo. 
(b) A função p z az sendo um isomorfismo, az gera G se e somente se z gera a 
e os únicos elementos que geram Z são z =1 e z = -1. 
• 
Proposição 1.5.2 Seja G = e a2 , • an-l l um grupo cíclico de ordem finita 
igual a n.  Então  
(a) A  função 	 : (Z/nZ, +) —? (G, -) 	 e urn isornorfisrno. 
b 0 elemento am gera G se e somente se rude 	 -= 1. 
Demonstração 
(a) Pela proposição anterior, so de Z em G dada por z 	 a,' é um homomorfismo 
sobrejetor Logo Z/Ker(w) é  isomorfo a G. Como G tem n elementos vem que 
Ker(w) = nZ. Portanto, ;a = (.7 obtido do teorema dos homomorfismos é um 
isomorfismo. 
(b) A função 	 1-* am sendo um isomorfismo, am gera G se, e somente se, ffi 
gera (Z/nZ, +), e pela proposição 1.2.4, ffi. gera (Z/nZ, +) se, e somente se, 
mdc 	 = L 
• 
Proposição 1-5.3 Seja G = fe, a, a2 ,--- 	 um grupo cíclico finito de ordem n. 
(a) Se H 	 {e} 6. urn subgrupo de G, então H é cíclico. De maneira precisa, 
H = <  am >, onde m é o menor inteiro positivo tal que am  E H H tem ordem 
igual a n/rn. 
(Li) Se d é um divisor de n, então existe UM, único subgrupo H de G de ordem igual 
a d. Este subgrupo é H -= < a"id > 
Demonstração 
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(a) Seja TTI o menor inteiro positivo tal que a' E H. Segue que < am > C H. 
Reciprocamente, au E H, fazendo a divisão de it por in temos: 
u = gm, +r 	 com 	 0 <r < rn. 
Então au = (cr). ar. Como au E H e am E H; segue que a' = au-ing E H 
e portanto, pela minimalidade de m, temos r = 0. Logo mitt  e portanto au E 
< an > . Agora, I Cl  = 114 (G : n= IHI Trt 'HI = nlrn. 
(b) Seja d um divisor de n. 0 subgrupo < amid > tem ordem d. Para provarmos a 
unicidade, seja então H um subgrupo de ordem d. Pela parte (a), H = < a' > 
com rn inteiro tal que n/m , isto e, nIrn = d. Portanto in = nl d e H = < amid >. 
Proposição 1.5.4 Seja G UM grupo_ Se IGI = p, p primo, enteio G é cz'clico. 
Demonstração  
Seja a E G\fel e considere < a > o subgrupo gerado por a. Pelo Teorema 
de Lagrange, temos I < a > I divide IGI e portanto que 
 I  < a > I = IGI, pois IGI 
primo. Logo G = < a >. 
Vejamos dois exemplos de Grupos  Cíclicos 
Exemplo 1.5.1 0 grupo aditivo Z dos Inteiro é cíclico, pois Z = < 1> . 
Exemplo 1.5.2 Para todo número inteiro ri, o Grupo aditivo 4, dos Inteiros módulo  
n é cíclico, pois Z, = < I > . 
Através das proposições 1.5.1 e 1.5.2 concluímos que estes dois exemplos acima 
incluem, a menos de isomorfismo, todos os grupos cfclicos. 
1.6 Teoremas de Sylow 
Teorema 1.6.1 (1o. Teorema de Sylow) Seja G urn grupo finito de ordem pmb com 
p primo e mdc {p, b}  =1. Entdo, para cada n, O < n < in, existe um subgrupo H de 
G tal que IHI = pn 
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Embora não demonstraremos os Teoremas de Sylow, conforme dito na 
descrição deste capitulo, demonstraremos o teorema abaixo, que nos sera, bastante 
útil para o desenvolvimento dos capítulos seguintes As demonstrações dos Teoremas 
de Sylow podem ser encontradas no livro Garcia A. E.4 Lequain, Y, Algebra: Um Curso 
de Introdução - IMPA - Rio de Janeiro, 1988- Capitulo IV.2 
Teorema 1.6.2 (Cauchy) Seja G um grupo abeliano finito. Seja p um primo que 
divide 101. Então existe  X E G de ordem p. 
Demonstração  
Faremos a demonstração usando o segundo pricipio de indução finita sobre 
101- 
Se IGI = 1, não há nada para fazer 
Se ClI > 1, suponhamos, como hipótese de indução, que o Teorema vale para 
todos os grupos abelianos de ordem menor que 101, queremos mostrar que o Teorema 
vale também para o grupo G. 
Se p = IGI, entdo G é cíclico e qualquer gerador de G tem ordem p e, neste 
caso, não precisamos usar a hipótese de indução. 
Se p 	 IGI, afirmamos primeiro que existe um subgrupo H tal que 
1< IHI < IGI. De fato, tome y E G, y 	 e, se < y > G então H =< y > 
serve. Se < y > = G, então yP e e H = < yP > serve, pois IHI = O(y)= 	 < IGl 
Agora, se p divide IHI então, pela hipótese de indução, existe xEHCG de 
ordem p, e acabou 
Se p não divide IHI então, pela igualdade 101 = IHI IC/HI, vemos que p 
divide IG/HI e que IC/HI < 
 Cl.  Logo, pela hipótese de indução, existe 7 E G/H 
de ordem p Considere o hornomorfismo canônico ço : G —> GIH, tome z E G tal 
que yo(z) = T. Seja r a ordem de z. De zr = e, temos (p(zr) = w(e) ou seja 71- = , 
portanto, r é um múltiplo da ordem de 7E, isto e, um múltiplo de p, digamos r = kp 
com k > 1; então zk é um elemento de G de ordem p. 
• 
Corolário 1.6.1 (Generalização do Tem -ema de Cauchy para grupos não necessaria- 
mente abelianos) Sejam G um grupo finito e p um primo que divide 101.  Então existe 
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x E G de ordem p. 
Corolário 1.6.2 Sejam G um grupo finito e p um primo. Seja pm a maior potência 
de p que divide IGI. Então existe um subgrupo de G de ordem pm . 
Definição 1.6.1 Sejam G um grupo finito, p um primo e pm a maior potência de p 
que divide Cl-I  O  subgrupos de G que têm ordem pm cuja existência está garantida 
pelo Corobirio 1_6_2, são chamados p-subgrupos de Sylow de G. 
Observe que se p é um primo que não divide IGI,  então { e} é o único p-
subgrupo de Sylow de G. 
Corolário 1.6.3 Sejam G um grupo finito e p um número primo_ Então Cl! é igual 
a uma potência de p se e se,' se cada elemento de G tem ordem igual a uma potência 
de p. 
Definição 1.6.2 Seja p um primo_ Um grupo G , não necessariamente finito, no 
qual todo elemento tem ordem igual a uma potência de p é chamado um p-grupo. 
Vejamos alguns exemplos de p-grupos. 
1) D4, Q3 , Zia, r2z X L, A x x A são 2-grupos de ordem 8 = 2 3 . 
2) (Z/p11 2, ±) e um p-grupo de ordem pn 
\ q Z x L x Z 
."/ 2Z 	 2Z 	 2Z X . é um 2-g,rupo infinito. 
O Corolário anterior diz que os p-grupos finitos são exatamente os grupos 
cuja ordem é uma potência do primo p_ 
Teorema 1.6.3 (20_ Teorema de Sylow) Sejam G um grupo finito e p um primo. 
Então: 
i) Todos os p-subgrupos de Sylow de G são conjugados entre si. Em particular, 
um p-subgrupo de Sylow S de G é normal em G se, e somente se, S é o único 
p-subgrupo de Sylow de G. Neste caso, S é um subgrupo característico de G. 
Se P é um p-subgrupo de G, então existe um p-subgrupo de Sylow S de G tal 
que P C S. 
Teorema 1.6.4 (3o. Teorema de Sylow) Seja G um grupo finito de ordem limb com 
p primo e rndc {p, b}  = 1. Seja S um p-subgrupo de Sylow de G e seja np o número 
de p-subgrupos de Sylow de G_ Então  
{
np divide b 
np -7.- 1 (rnod p) 
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1.7 Produto Direto 
Seja 	 uma família não vazia de grupos multiplicativos e seja 
G = C1 x G2 X ... x G„ o produto cartesiano dos conjuntos C1 , G2, • - Gn-
Sejam (gt, ,g,„) e hz, - - h,„.) dois elementos qualquer de G e definamos 
ern G a seguinte operação: 
(g11 g21 - , g,). (h i . h2, • • • , h,,)  — (91h1, g2h2, • • ,gzaht) 
Desta forma, G munido desta operação é um grupo chamado Grupo produto 
direto da famiia {Gi,} 1<i<n . De fato, para todo  g E C existe 	 E G , para todo i E 
{1, 2, ... ,n}, pois G é um grupo_ Logo, se (gi, 92, 	 , g„) é um elemento qualquer 
de G, o seu inverso é um elemento de G e é dado por: 
g2, 	 gn) -1 r=  (S17 1 , g 	 g;:. ) E 
Da mesma forma, se 92 e hi são dois elementos quaisquer de G  então 9hi-1 e 
	
Vi E {1,2, _ ..,n}. Logo, se Oh 92, 	 e (h i , h2 , . , hn ) são dois elementos 
quaisquer de G então 
g2 , • .. , gn).(hi, h2, . • . ha)-1 = (91, .92, 
	
(hi-) 	 „ h.:1 ) 
= (g1 h,7 1 . g2h2-1 , . . gnh„-1 ) E G. 
A propriedade associativa é evidente em G. Portanto, G é um grupo. 
fácil ver que o elemento neutro de G é (el, ez, ... en ) onde ej é o elemento neutro de 
Vi 
Afirmamos que G = G1 X G2 X . - - X Gr, é abeliano se, e somente se, G, 
é abeliano, Vi E {1,2, 	 , n} De fato, se G é abeliano então para quaisquer dois 
elementos 
	 , 92; - - 	 gn), (hl h2 - • • ,  li,.) de G temos 
(gi , 
 g2, 	 , g$-(hi, h2, • - - 
	
ha) 	 , hz , • - , ha)-(gi , g2 , • • • , g,.)  
ou seja, 
(91.h1 gzhz , ---  , .9nhn) 	 (kg]. h29.2 , - 	 , hngn) 
	
E {1, 2, ... , 
Logo, G, é abeliano, Vi E {1,2, ...,n}. Por outro lado, se Gi é abeliano Vi E 
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{1, 2, ... , 	 então gh = hg i _ Logo, 
(91 7  g2, • - ; 971,)-(h1 h2 ; • - 	 Iii.)  = (.91 1/1; 92h2 7 	 7 gn 	 = 
= (higi , h2g2 , 	 - , 	 =  (hi, h2, 	 - , h).(91,  92 , - , 9.)- 
Portanto G é abeliano e fica assim demonstrada a afirmação acima. 
No caso em que Gi , Vi E {1, 2,...,  77,} é um grupo aditivo é natural 
substituirmos a frase Produto Direto por Soma Direta e substituimos a operação de 
multiplicação pela operação de adição, ou seja, dados (0 92, • - • gn) (hl. 7 h2 	 h„) 
dois elementos quaisquer de G, temos 
	
(g1, 92  • • - 971)Kh1 h2 ; - - - 7 hn) = (91 + 	 gz h2 	 . , g„ h„). 
Feitas as considerações acima, podemos apresentar a definição formal de 
Produto Direto Interno. 
Definição 1.7_1 Sejam G um grupo e G1, 02, . . . Gn subgrupos de G. Dizemos que 
G e" produto direto interno de C , 02, . . G, , e denotaremos por 
G = Gi G2 o. . - 0,, se as condições seguintes sap satisfeitas: 
1) Para todo z E G existem  únicos x 1 E 	 x„ E G, tais que z = xix2 x n . 
2) Para i j, x E C e y E 0»  temos xy = yr. 
Vamos apresentar um sistema de condições que é equivalente ao da definição 
acima e que é melhor para cálculos. 
Proposição 1.7.1 Sejam G um grupo e GI, 02, . . - G,,, subgrupos de G. Entdo, G 
'6 o produto direto interno de 01, 02, - , G. se e somente se as condições seguintes 
são satisfeitas: 
,9) Cci G,Vi= l,2,..., n.  
4) 	 0102 ... G„. 
n 	 . _ ci_ici+,... Gr, r= {e}, 	 E {1,2, 	 , n 
Demonstração  
Suponhamos que as condições 3), 4) e 5) estão satisfeitas. Sejam r E Gi e 
y E Gj, com i # j e considere o elemento xyr -Ly -1 . Temos xyx-l y-I = (zyx-1 )y-1 E 
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G1 , pois G <i  G, e xyx'y -1 	 x(yx -ly -1 ) E Gi , pois G G, assim Tyr -1y' E 
Gi n G; C Gi n G, . . . 	 . . G„ = lel. Logo xy2 1 y --1 =  e e portanto xy yx, 
isto e, a condição 2) esta satisfeita. Seja agora z e a Pela condição 4), existem 
E 
 G ,  i E {1, 2,.., n} tais que z -=-- x lx2 	 xn . Queremos mostrar que os 	 são 
únicos. Suponhamos então que xi • - - x. =-- 111 • • . y„, com 7h E 	 multiplicando ambos 
os lados por  11 1 1 à esquerda e por 	 x2-1 á. direita obtemos que 	 = 
Y2Y3 • 	 Usando repetidas vezes a condição 2), que já sabemos 
ser satisfeita, obtemos que 
--1 
Yi x i = 7h2x2 Ysx3 - • • 
e então yÇtxi e G, n G2 . . . G„.„ = fel ou seja x 1 = 	 De x 1 x2  
tiramos que x2 . - 	 -= y2 
	 y.- 	
y1y2 • .. 	 e 
-• = Procedendo como acima, obtemos que 
Y2 - x2 	 Yax3 • .. 
e então y2-1 x2 E G2nG3 Go, C G2 nG2G3 	 = lel ou seja x2 = 112. Continuando 
desta maneira obtemos que a condição 1) está satisfeita. Reciprocamente, suponhamos 
que as condições 1) e 2) são satisfeitas. Sejam então y E G e z E G; queremos mostrar 
que zyz-1 E ai. Pela condição 1), temos z = com x, E  G e portanto 
- 
zyz-.1 
 = xl. • - 	 • • x.Yx n 1  - 	 • - • xi • 
Aplicando repetidamente a  condição 2) ao elemento y com os elementos 
i 1, _ , n, obtemos 
	
ZYZ 
- = 
 x2.. . X¡yli 	 . . X . 
Agora, aplicando repetidamente a condição 2) ao elemento x iyx,T 1 , que 
pertence a Gi , Cona os elementos x3 , j -= 1, . , i — 1, obtemos 
-1 ZyZ 1 = x iyri . 
Logo zyz-1 pertence a Gi Isto prova que a  condição 3) é satisfeita. 
A condição 4) é claramente satisfeita pois ela é mais fraca que a condição 1). 
Provaremos agora que a condição 5) é satisfeita. Seja z E G n C1 
 • • • 0i_iGi+1 • • - GT.; 
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como z E G, podemos escrever 
Z = X/ X2 . - In , COD1 X i e G; Vj =1,...,i —1,i+ 	 e xi = e. 
Da unicidade dada pela condição 1), concluímos que z = e, e isto termina a 
prova. 
• 
Proposição 1.7.2 Sejam G um grupo e Gi , 02, . . , Gn subgrupos de G. Se G 
o produto direto interno de 01 , 02 , . . . Gn , então G e isornorfo ao produto direto 
G1 X G2 X . _ . X Gn. 
Demonstração 
Considere ço G 	 x G2 X--.XGn a função definida da seguinte maneira: 
para um elemento g E G, so(g) (xi, r2 ,.. , x n) onde xi E G, i E 11, 2, ... são 
os Unieos elementos tais que g 1112 - tn - Esta  função (,o é claramente uma bijeção 
e provaremos agora que y é um homomorfismo de grupos. Sejam g -= x1 x 2 ...x„ e 
g' = y1Y2 dois elementos de G. Então  
gg' =xi x2 ... 	 x 1 y1x 2y2 ...x ny„ 
onde a última igualdade foi obtida por  aplicações sucessivas da condição 2)- Deste 
modo obtemos que (p(ggf ) -- (x01, 12Y2, • , xnyn) =-- So(9)(AV) e portanto que yo e um 
homomorfismo. 
Proposição 1.7.3 Se G e urn grupo abeliano finito, então G é o produto direto 
interno de seus subgrupos de Sylow e portanto, G e isomorfo ao produto direto de 
seus subgrupos de Sylow. 
Demonstração 
Escreva Of = pislp2s 2 - 	 onde Pi
, Th, 	 ,Pr  são primos distintos. 
Naturalmente, G sendo abeliano, todos os subgrupos de G são normais em G. 
Conseqüentemente, pelo 2o_ Teorema de Sylow, obtemos que, para cada p i , existe 
um único A-subgrupo de Sylow de G, que denotamos por Hi, assim IHi ( =p. 
Queremos mostrar que G = H1 ® H2 O - - 0 Hr. Mostraremos que as  condições 3), 
4) e 5) são satisfeitas . A condição 3) é satisfeita, pois G é abeliano. Agora, pela 
propriedade de produto de grupos, temos que 111H2 é urn subgrupo de G, pois HvziG, 
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e 1H1H21 	 !H21 	 , pois H1 ri H2 = lel_ De fato, se k E H1 ri Hy então  
0(x) divide p? e A', donde 0(k) = L Novamente, (1111/2)H3 é um subgrupo de 
G, pois H3 •1 G, e IH1H2H3l = IH1H2 I - 	 prj42pP, pois (H1112) n H3 = {e}; 
continuando desta maneira, obtemos que 	 H, é um subgrupo de G e que 
1111H2 _ . H,-I = 227.'py - .gr ; logo G = H1 112 ... H,- e portanto a condição 4) é 
satisfeita. Agora, para todo i E {1, 2, . , 	 temos Hi n H, 	 Hi_,Hi+, 	 {e}, 
pois 	 -= 	 e 	 - 	 • • -Uri r- 	 - - 	 13/481++1. 1 - • .p  são números primos 
entre si, e então a condição 5) é satisfeita_ 
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Capitulo 2 
Os Grupos Abelianos Finitos 
Neste capitulo usaremos a  notação aditiva, pois todos os grupos que 
consideraremos serão abelianos. Nosso objetivo é classificar, a menos de 
isomorfismo, todos os grupos abelianos finitos. Faremos isso decompondo cada grupo 
abeliano finito como soma direta de p-subgrupos. Depois faremos a  decomposição 
de cada p-grupo abeliano finito como soma direta de subgrupos  cíclicos- Estas duas 
decomposições estabelecem o Teorema Fundamental dos Grupos Abelianos Finitos. 
2.1 Decomposição em p-Grupos 
Nesta seção mostraremos como decompor um grupo abeliano finito em 
p-subgrupos de G e mostraremos que, a menos de uma  ordenação dos números primos, 
essa decomposição é Unica. 
Seja G um grupo abeliano finito. Para cada número  ri , associamos o conjunto 
formado pelos elementos de G cuja ordem é uma potência de n, isto e, 
Gp, = {x E G; 0(x) , 	 para algumr EN} 
e trocando n por urn número primo p, afirmamos que 
Gp =- Ix E G; 	 x = 0, para algum r E N} 
De fato, seja x E Gp , então 0(x) = 71, para algum r E N, logo it _x --= 0 e 
portanto x pertence ao conjunto IT E G; 71 - x = 0, para algum r e NE Por outro 
lado, seja x um elemento do conjunto Ix E G; pT .x  r- 0, para algum C NI. Então 
existe r E N tal que pr .x = 0, ou seja, 0(x) divide pr. Então 0(x) é potência de p, e 
termina assim a demontração da afirmação acima. 
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Em alguns casos, notadamente naqueles onde G denota um grupo corn índice 
numérico D, etc) é conveniente usar  parênteses na notação acima. Assim 
escreveremos, quando for necessário, Op =  
Veremos agora que Gp é um p-subgrupo de G. 
Proposição 2.1.1 Se G é um grupo abdiano finito e p é um número primo então  
Gp <C  e 1Gp l pt, para algum t E N 
Demonstração  
Desde que 0(0) = 1 = p° segue que 0 E Gp . Dados x, y e Gp temos 0(z) =-- 
e 0(y) = p5 , com r, s E N. Tomando u= r + s, vem que, pu(x — = (prx) — 
pr(psy) = 0- Logo Gp é um subgrupo de G. Suponhamos por absurdo que a ordem de 
Gp não seja potência de p. Então existe um primo q, q p, tal que q divide a ordem 
de Gp . Pelo Teorema de Cauchy existe x e Gp com 0(z) =-- q Isso leva a contradição 
q =- Pr para algum r EN. 
• 
As hipóteses de G ser abeliano e p ser primo são essenciais para a proposição 
2.1.1. De fato, para D 3 -= {e, a, a2 , b, ab, a2 b} temos (D3)2 -= le, b, ab, a2 bb que não é 
grupo pois b ab = a2 (D3)2 E para Z4 temos (Z 4 )4 = {5, T, que não é grupo 
pois T +I =Ø  (Z4 )4 . 
Para facilitar a apresentação de exemplos, provaremos primeiro um lema 
tratando de propriedades dos p-subgrupos Cp - 
Lema 2.1.1 Sejam G urn grupo abeliano finito e p, q números primos  
a) Gp 	 {0} <=> pi iGi; 
p q Cp fl Gg = {0} ; 
c) 101 = 	 n E 	 Gp =-- G; 
G' Gp G;,; 
e)G=HxKGp r---Hp xKp . 
39 
Demonstração  
a) 	 Seja x E G,, x 	 0. Então 0(x) = pn, it 	 0. Sabemos que 
1<r> I 0 (x) 	 e 1<x> II IGI. Como n 0, vem que p I ¡GI. 
(*) Se p 
 I GI  então pelo Teorema de Cauchy, existe x E C tal que 0(x) = p. 
Logo 0 x E C,, e portanto C,, $ {0}. 
b) Se x E GI, n Gq devemos ter 0(x) = pn = gin com p g. A única solução 
possível é TI -= TTL = 0 1 isto 6, Gp fl G = {0}- 
c) Para cada x E G, o Teorema de Lagrange assegura que I < x > I I IGI- Mas 
0(x) = 1<x>I e ClI = Tin _ Portanto 0(x) é potência de p, e conseqüentemente 
G Gp . 
d) Por hipótese, existe um isomorfismo wi : G 	 G', do qual obtemos o 
isomorfismo la  C,, ---> g.)(Gp). Assim basta provar que (p(Gp ) = Cp . Se 
y E ço ( Gp ) , então y = y2(x), para algum x E Gp _ Desde que 0(y) = 0(x) temos 
que y E Cp , isto e, (p(Gp) C Cp . Por outro lado, se y E Gp'  então y E G' e 
0(y) = pn, para algum ri e N. Assim existe x E C tal que y = (p(x). Mas 
0(x) = O(p(x)) e portanto 0(x) = pn , ou seja, x E Gp _ Portanto y E w(C p ) 
provando que Gp' C (19 (G,,) Logo, Cp =y9(Gp) e portanto, C,,  
e) Seja x = (u,v) E Gp , onde it EH eve K. Como 0(x) =pTh,  ri EN, temos 
(0,0) = pn-x = (pn-u,pn-v), implicando emit E Hp e v E K,, Logo x E Hp xK p . 
Tomando agora (it, v) E HI, x Kp , existem m, 77, E N tais que p" • it = pm • v = O. 
Segue que pn-f- rn (u, v) -= (pm (pn u), pn(pmv)) = (0 , 0) , isto e, (u, v) E Gp . 
• 
Corolário 2.1.1 Seja G um grupo abelzono finito. Se G H1 x 112x x H„ entdo 
(H1 )7, x (H2)2., x 	 x (H„)„, para cada  número primo p. 
Demonstração 
 
Aplicando o item (d) do Lema 2.1.1 em G H1 x Hy X _ X 	 vem que 
(Hi x H2 X . - X HyL)p- Sucessivas aplicações do item (e) do Lema 2.1-1 provam 
que (Hi x Hy X - - . X H,,)„ = 	 x (H2 ) 1, x 	 x 
• 
Exemplo 2.1.1 Se p é um número primo e n E N então (Zr),, = Zpn 
(lema 2_1.1 NI 
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Exemplo 2.1.2 (471) g = {0} para todo número primo q $13_ Rona 2.1.1 (a)). 
Exemplo 2.1.3 Calculando a ordem de cada elemento de 4 concluimos que 
(4)2 = gim = 4 e (4)3 == { -6/2, 71}p_.-• 4. Por outro lado, sabemos que 
4  x 4  e aplicando o Corolário 2_1.1 temos (4)2 -= (4)2 x (23)2 =-- 4 x {3} a-- 
4 e (4)3 "=--. (4)3 x (4)3 = {-61 x 4 Z3 . 
Note ainda que 
4 = (4)2 e) (4)3. 
Exemplo 2.1.4 (4 ) 3 == 4  e (4 x  4 )3 r-  4  X 4  (lema 2.1_1 (e) e (Of 
Desde que (4) 3 e (4 
 X 4)3 não são isomorfos, pois 4 x4 não tem elemento 
de ordem 9, concluímos do exemplo 2_1.4 que o p-subgrupo Op não depende apenas 
da ordem do grupo G, mas sim da ordem dos elementos de G. 
Vejamos mais um exemplo: 
Exemplo 2.1.5 Sejam G = 4 2 e G' = 4  x 4. Através do calculo da ordem dos 
elementos de G e G' obtemos 
02 =- 0, 3, g, 9} 4 e G3 = 
 {6J,} 8} 
Utilizando o Lema 2.1.1 e seu Corolário obtemos 
02 = (Z12)2 = (4 X 4)2 = (4 )2 X (4 )2 = Z4 X {0} 4 
G3 = (42)3 = (4 X 4)3 = (4)3 x (23)3 = {0} x 4 = Za 
C2 = (4 x 4)2 = (4)2 x (4)2 = (4)2 x (4)2 x (4)2 = 4 x 4 x {O} = 4 x 4 
= (4 x 4)3 = (4)3 x (4)3 = (Us x (4), x (Zs)s = {U} x {b} x 
Novamente observamos que apesar de 101 = IG'l temos 02 não é isomorfo a 
G2 , e também  
0=  ED 03 
G' =G12 e G'3 
Nosso objetivo agora será mostrar que a segunda parte da  observação acima 
um resultado geral, ou seja, todo grupo abeliano finito G é soma direta dos seus 
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p-subgrupos Gp . 
Já vimos no lema 2.1_1 que se p não divide (Cl então Gp = {0} Assim nosso 
interesse é estudar Gp , para p divisor de ICI. 
Seja ri = ICI- Pelo Teorema Fundamental da Aritmética podemos escrever 
onde {pi ,P2, ,p 8 } é o conjunto de primos distintos que dividem n e e E N para 
Da decomposição IGI = n = p 1 . pe22 . . - . peas segue, para i E {1, 2, ... , s}, 
que G não possui elemento de ordem p? coma> et . De fato, se existisse um elemento 
x E G com 0(x) = I < x > I = p?, a > ei,  teríamos pelo Teorema de Lagrange que 
It I n, implicando em pt tp; para algum j # i, j E {1, 2, .. _ , st que é impossivel. Isso 
mostra que 
Gp, C {x E G; p,7i x = 0} 
e como a inclusão inverse é evidente, concluímos que 
= {x E G; .7t • x =- 0}, para cada i E {1, 2, ... ,s} 
Provaremos agora o principal teorema desta  seção, conhecido como Teorema 
da Decomposição Primária. Este nome deve-se ao fato de que, para cada primo p que 
divide a ordem de G, o p-subgrupo Gp é chamado de Componente p-Pritnário de C. 
Teorema 2.1.1 (Teorema da Decomposição Primária) Seja G um grupo abeliano de 
ordem ti = pe22 _ pess , onde p2 ,•,ps são primos distintos e ai E N para 
E{1,2,... , s} Então  
G = Gp,E D Gp, 	 .eGps . 
Demonstração 
E claro que Gp,d-Gp.,±...+Gp. C G. Para verificar a outra inclusão iniciamos 
escrevendo ni = 2—é. Afirmamos que mdc (n 1 , n2, - 
Pi 
assim existiria um número primo g tal que g 
e q I 	 implica em q 	 pi, 
mesma forma, ni = 	 ;p 	 p: 
, n8) = 1. De fato, se não fosse 
In , Vi E {1, 2, ... , Mas 
para algum j E {2, , sl. Da 
• e q 
 I  ni implica em q = Pk com 
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kjekE {1, 2, _ , s } . Isso leva à contradição p; = q = 
 Pk,  k 	 j. Logo 
mdc (mi, 
 n2) - • - ris) -= 1 e pela Identidade de Bezout, 
1 = hint + h2n2 + + hs n. , E Z. 
Dado x E G temos x -= hinix + hinix + + hans x. Mas 
p7i(hinix) = hi (pini)x = hi (nr) =- hi 0 ---- 
isto e, hinix E Gp2 . Portanto x E Gn + Gp2 + . + Gps e concluímos que G = G 1 + 
+Gn + 	 + Cps _ Para ver que a soma e" direta, tomamos x E Gp, n (Gp, 
±GP2 	 • 	 Gri-1 Gpi+1 ± • - - Gps ). Segue que 	 x = 0 e x = 	 + y2 + 
+ - • + Yi_i + 	 . + ya com yi E C. Note que p;' 
 I  m, para j 
Como p.gi, y = 0, temos que n.. yi = 0, e portanto temos a igualdade TL.i - x = 
niyi + niY2 + - . - + 	 + niYi+1 + - • + n.y. 0. Agora temos p7'. x = 0 = ni . x, 
assim 0(x) 
 J  g e 0(x) J n, mas pela escolha de ni temos mdc (n, p ) = 1. Logo 
0(x) = 1, isto x = 0 e portanto G = Gp, Gp, G 	 G Gps . 
• 
J6, sabemos, pela Proposição 2.1_1, que IC7,1 e uma potência de p. Agora; 
podemos ser mais precisos. 
Corolário 2.1.2 Seja G um grupo abeliano de ordem ri = 	 ..... p onde 
são primos distintos e e E N parai E {1, 2, ... , s} . Então JC» = 	 . 
Demonstração  
Pelo Teorema acima sabemos que G =-- Gpi e G e. G Gn . Pela Proposição  
1.7.1 sabemos que G 1 e 	 Gps Gp2 x G.4 x . _ x Gp„ Alem disso, vimos 
na Proposição 2.1A que JG 1 J -= p:i. Assim 237. 1 . 
 it . 	 pse. = rt= IGI = IGn x 
Gp, x 	 x Gps l = IG1, 2 1.1Gp2 1. 	 .1Gp,I =  144)2'2 . _ 	 pats, Pela unicidade da 
decomposição obtida do Teorema Fundamental da Algebra, concluímos que e = tz , 
E {1, 2, ... , s } . Logo ICI 
 =rt. 
• 
Podemos ilustrar o resultado do Corolário anterior, retomando os exemplos. 
No exemplo 2_1.1, tínhamos G = Zpn e Gr, = 4. Como ClI = yin, pelo 
Corolário 2_1.2 deveríamos ter IG2,1 = pn. 
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No exemplo 2.1.4, tínhamos G = 4  e G3 = 	 COMO 101 = 9 -= 32 , pelo 
Corolário 2_1.2 deveríamos ter 1G31 = 9 - 
No exemplo 2_1.5, tínhamos G = Z12, 02 L".. 7L4 e 03 Z3 _ COII10 101 = 12 = 
22 • 3, pelo Corolário 2.1_2 deveríamos ter 1021 = 4 e 1031 = 3- 
O proximo Teorema é urn importante complemento para o Teorema 2_1.1_ 
Ele garante que qualquer outra decomposição de um grupo abeliano finito em soma 
direta de subg-,rupos de ordem potência de número primo coincide com a decomposição 
primária. 
Teorema 2.1.2 (Unicidade da Decomposição Primária) Seja G um grupo abeliano 
de ordem ri p2e2 . ps", onde ,p, são primos distintos e e, E N para 
i E {1, 2, . , s} . Se Igi lti=1 é  urna famaia de refitneros primos distintos e Hi 8" um 
qrsubgrupo de G, para cada j E {1, 2, .. , 
	
satisfazendo G =  H1 e H2 e • • - e Ht, 
então s = t e GIN = Hi , para i E {1, 2, ... , 	 a menos de uma possfvel  reordenação  
dos primos {gi } i=1. 
Demonstração 
Fixemos a ordem de 1/3 escrevendo IHil = g7 para j E {1, 2, ... , 	 For 
hipótese, G -=  H1 G H2 G - e lit e procedendo como na demonstração do Corolário 
2.1.2 temos  
1 
	
1 	 p,e; 	 n q171 gir 	 et 
	
19 	 . 
A unicidade da decomposição obtida do Teorema Fundamental da Algebra assegura 
que s = t, e que a menos de reordenação do conjunto de primos {qi , q2 , qd vale 
-= qi. Assim, se a' E Hi então p 	 = q.z = 0, mostrando que Hi c Gm . Mas 
alem disso, 11-11 1 = IC/N I_ Portanto Hi = G. 
• 
2.2 Decomposição dos p-Grupos 
Os Teoremas 2 1 1 e 2.1.2 mostram que todo grupo abeliano finito e não nulo 
G pode ser representado de modo único, a menos da ordem das parcelas, como soma 
direta da família finita de p-subgrupos não nulos GI,. Para completar este resultado 
faremos a decomposição dos p-subgrupos Op em soma direta finita de grupos cíclicos. 
A decomposição em soma direta finita de grupos cíclicos é possível para 
todo p-grupo abeliano finito não nulo Provaremos este resultado geral e então o 
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utilizaremos para os p-subgrupos Gp . 
Iniciamos com o seguinte Lema  
Lema 2.2.1 Se G {0} é um p-grupo abeliano finito e se d é um elemento de G 
de ordem máxima Pk , então G 
 é a soma direta do subgrupo  cíclico < d > e de um 
subgrupo N de G. 
Demonstração  
Consideremos o conjunto I' de todos os subgrupos H de G tais que 
Hfl <  cl >, {0} e ordenemos r por inclusão_ 	 imediato que F h 0, pois• 
toln < d >, fol. Como G é finito segue que I'  também e finito, logo, existe 
em F um elemento maximal N. Note que se N' é um subgrupo qualquer de G e 
se N g N' então N'n < d 	 {O}, pois N e elemento maximal de F. Tomando 
G' = N+ < cl > e usando o fato de N n < d >= {0} temos que G' = Ne < d > 
. Se mostrarmos que G' --- G obteremos a tese do Lema Suponhamos, por absurdo, 
que G' G- Afirmamos, nesse caso, que existe um x E C tal que 	 G' e p. x E 
De fato, existe, por hipotese, um elemento xi em G que não pertence a G'. Como 
x'EGeGe um p-grupo finito temos 0(e) =  p, 
 com i > 1, logo existe um menor 
número natural não nulo j tal que x' E C'. Se i = 1 basta escolher x = x' e se j > 1 
escolheremos x = 	 x' . Assim x E G, p.x =2 x' E G' e x 0 G' pela minimalidade 
de j. 
De p. x e G' = < d > e N results que px = Tral + h, com m inteiro e it E N. 
Desde que pk é a maior ordem dos elementos de C.  
pk x = pk-1(px) = pk-l rnd pk-1 
de onde vem ti rrbd = 	 E G d > n N -= 0, Logo pk-i md= 0 e daqui 
concluímos que ptpk - irn), logo in = pm'. Por outro lado, temos 
h px — rad = p(x — raid). 
Como ned E d >, se admitirmos que x — rred E N teremos x = x — ra'd + 
mid E N+ Cd>   = G'. Mas x 0 G' e portanto x — m id 0 N. Logo 
= N+ < x mid > D N e N' N 
e daqui resulta que Nin < d  >L 
 {0}, ou seja, existe rd E N', com r EZe rd O. 
45 
Para este elemento rd temos rd = ho + s(x — mid), com 17,0 ENesE Z, logo, 
ax =  rd — sued — hp E N+ <d >= G'. Admitindo que pls, escrevemos pa = s e de 
rd = ho+s(x—mtd) vem que rd = ho +crp(x—rred). Sabemos que p(x—ra'd)=-- h E N, 
logo ap(x — rn'd) e N. Também ho E N e então rd = ho + ap(x — mid) E N. Mas 
isso não possivel pois rd E < d >, rdO e cd> nN = {0}. Portanto p s. 
Fica assim provado que ax E GI e px E G' com s e p primos entre si. Pela Identidade 
de Bezout existem números inteiros u e v tais que us + vp = L Concluímos que 
x = u(sx) + v(px) e então x E G' pois sx,px E G' , contradizendo a escolha do 
elemento x 0 G' 
• 
Com o auxilio deste Lema podemos ser mais precisos na decomposição de um 
p-grupo G $ {0} demonstrando o Teorema seguinte. 
Teorema 2-2.1 (Teorema da Decomposição dos p-Grupos Finitos) Todo p-grupo 
abeliano finito G S{O}  é a soma direta de uma família finita de subgrupos cíclwos  
Demonstração  
Seja p' a ordem de G e façamos a demonstração usando o segundo princípio 
de indução finita sobre s >1 
Se s = 1 então G é cíclico e não ha, nada a demonstrar. Suponhamos  então  
que s > 1 e que o Teorema seja verdadeiro para todo p-grupo abeliano finito de ordem 
com 1 < t < s. Seja d um elemento de G de ordem maxima pk . Se k = s então  
G é cíclico e, neste caso, nada há para demonstrar. Se k c s, então o Lema 2.2.1 
nos garante que G é a soma direta de N1 -= < d > com um subgrupo N de G. Se 
N = {0}  então < d >= N1 =  G e 0(d) = = 
 p5 implicando em k = s. Absurdo 
pois lc < s. Se N = G então Ni =<d>= {0}. Absurdo pois d é elemento de ordem 
maxima de G S {0}. Logo N {0}, N  C e ¡NI =J? comi < t < s, de onde 
vem, conforme a hipOtese de indução, que N é a soma direta da  família  
de subgrupos cíclicos e é imediato que G é a soma direta da família 	 onde 
cada Ni é um grupo cielico. 
• 
Na seção anterior provamos o Teorema 2.1-1 que garante que todo grupo 
finito tem uma decomposição primaria, e em seguida provamos o Teorema 2.1.2 que 
cla a unicidade desta decomposição. Agora, no Teorema 2.2.1, verificamos que todo 
p-grupo abeliano finito tem uma decomposição ern soma direta de subgrupos cíclicos. 
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No entanto a decomposição obtida no Teorema 2 2 1 não é 'Mica em geral. Vejamos 
alguns exemplos. 
Exemplo 2.2.1 Seja G = 4 x 4 . Tomando 
< G 
< C 
acil ver que G =  H1 e H2 , eon H1 e Hy delie0S- 
Também podemos escolher 
= < (1, ) >-= {(0, -(5), (I, 	 < G 
< (1, 1) >-= 1(0, (3), 	 < G 
e novamente temos G = II; e 11;, com HI e H cíclicos 
Como H1, 112 , H e H são dois a dois distintos, obtivemos a decomposição 
de G como soma direta de subgrupos  cíclicos de duas formas diferentes. 
Observemos no exemplo acima que apesar de não termos a unicidade da 
decomposição, o número de somandos diretos bem como suas ordens , coincidem nas 
duas decomposigões. Vejamos mais um exemplo. 
Exemplo 2.2.2 Seja G = Z s X Z4 Tomando 
= c (T,õ) >, {(5, 0), (1, (3), (2, 5), ( -, 0), (4, 0), (5, 5), (-6, r:1), (7, 5)} < G 
H2 = < (5, I) > = { (6, ti), 
	 07), 1), OA} < G 
e claro que G =  H1 e H2 , Coal H1 e H2 cíclicos 
Escolhendo agora 
	
=< (T, 1) >= {(5, 0), (1, -1), (2, ) (3, 3), (21, fl), (5, zi), (6, 	 (7, 	 < G 
HL = (4, 1) >, 1(0,0), (4,1), (0,2), (4,i )} < G 
temos G = 11;. e H , com I-/;. e I-4 subgrupos cíclicos.  
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O proximo Teorema mostra que o ocorrido nos exemplos acima é um 
caso geral, isto 6, todas as decomposições de urn p-grupo abeliano finito em soma 
direta de subgrupos cíclicos tem o mesmo número de subgrupos , e a menos de uma 
reordenação , os subgrupos cíclicos correspondentes em cada decomposição têm a 
mesma ordem Logo são isomorfos 
Precisamos do seguinte Lema. 
Lema 2.2.2 Se H = < a > { 0} é um p-grupo cíclico de ordem p3 então o conjunto 
-.— {x E H ; px =- 0} 
urn subgrupo de ordem p. 
Demonstração 
claro que H1 é subgrupo de H. Os elementos i-ps —l a com i = 1, 2, 	 , p 
pertencem a H1 , pois p. ps—la = i.psa = i.0 =  0, e os elementos Lp 1a , com 
i = 1,2, - ,p são todos distintos. Por outro lado, seja r = ja, com 1 < j < ps — 1, 
um elemento qualquer de H e suponhamos que x E HI . Então pja =  0, de onde vem 
que l(pj) op3je  entdo j =r',  onde 1 < i < p — 1. 
• 
Teorema 2.2.2 (Unicidade da Decomposição dos p-Grapos) Se urn p-grupo abeliano 
finito G {0}  é a soma direta de duas famílias tHil 1ci<7. e IH;1 1 .<;<s  de subgrupos 
cíclicos de G e se Hi 	 {O}, i = 1. 2, ... , r e 11 	 101, j = 1, 2, . , s então r = s e, 
usando-se uma notação conveniente, temos 	 (Ifil para i =  1,2, . . , r. 
Demonstração 
Seja pd a ordem de G. Vamos fazer a demonstração usando o segundo 
principio de indução finita sobre d. Se d =  1 então G é cíclico e neste caso temos 
r = .s = 1 e H1 = H = G. Suponhamos agora, como hipótese de indução, que o 
teorema seja válido para todo p-grupo de ordem, 1, com 1 < d' < rt. Fixemos as 
notações seguintes. 
< > , !Hi' 	 > e2 > • _. > 6,- > 1 
H; = < b; > , 
	 = 	 k• 12 	 . . ?_ Jr 	 1 
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Note que as relações de ordem entre os expoentes ei e .6 são possíveis pois 
podemos reordenar, caso seja necessário, os conjuntos {ifi}iccr e {H;11<i<2 
É fácil ver que 
G( )) =freGi 	 = 	 e 
G(14 = {PP I y E G}. 
são subgrupos de G. Afirmamos que IG(ml = pr. De fato, dado r E G, podemos 
escreve-lo como x = X1 +Z2 + 	 + 	 com E 	 para 	 {1,2,..., r}. Assim 
x e G(p) se, e somente se, px = O. que equivale a pi,. + px2 + • - - 	 --= 0. Desde que 
Pr/ E H e G = HI GH2 e...en-r , temos que pxi +px2± - ._ 	 = 0 se, e somente 
se, pa = 0 Vi E {1, 2, ... , r}. Assim x E G(,) se, e somente se, A E {x  EH; pi =- 0} 
que é um grupo de ordem p, pelo Lema anterior. Logo IG(p)I = pr. 
De maneira análoga, trocando a familia {Hi } i ci<r pela família 
chegamos a conclusão que IG(p)I =  133_ Portanto r = s. Olhemos agora para os 
expoentes et, e2, 	 , e„. e separemos a demonstração em dois casos. 
1 12 Caso 
Vi E {1,2, .. -,r } temos et = 1. Nesta situação temos IHil = p, Vi e 
. 7 2.1. Como G -= H1 e Hy e 	 (1) Hi., vem que todo elemento de G 
tem ordem p, isto e, G = G(p). Por outro lado, 11-1;I =  ph,  Vj E {1, 2, 	 , s }  
e então, supondo que exista um fi > 1 teremos, pelo Teorema de Cauchy, um 
elemento neste Fri C G de ordem superior a p. Contradição- Logo devemos ter 
f; = 1, Vj E {1,2, ..., s} e portanto e i = f , ViE{1,2. ....r}. 
29 Caso 
Existe um i E {1, 2, ... , r} tal que ei > L Seja rit o maior índice de e tal que 
Cm > 1. Temos 1 < m, < T em > 1 e ea = 1 para rn < a < r. 
Se fi= 1 então fi = 1, Vj E {1, 2, 	 e usando o primeiro caso com fi 
no lugar de e , vem que ei = 1, Vi E {1, 2, .. , r}. Contradição Logo h > 1 e então 
existe um maior índice ri para f tal que la > 1 Temos 1 <n<s= r, >1 e 
fp = 1 para n, < < s =  r. 
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Afirmação 1 
pH  e pH'i são subgrupos cíclicos de GO)) , para todo i ,j E 11,2, 	 , r}. 
Basta provar para pH  com um i &cad°. Como g < G temos pH i = 
{pr; r E Hi} C In; y E GI = G(P) . Alem disso, é imediato que pH 
 
fechado por diferenças. Logo pH  < G(12). 
Para ver que pH é  cíclico, provemos que pH  = < pai > já que g = < >. 
Para a primeira  inclusão, tomamos pu E pHi , u =kti e então pu = p(An) = 
= A(pai) E < pai >. Para a outra inclusão, tomamos Apai E <pai > e escrevemos 
Apai =-- p(Aaa ) E pHi , pois »4 E 
Afirmação 2: 
G(P) = pg. ED pH2 e ... e 	 e G(P) = 
Basta provar que GO') = pg e p112 e 	 e pH., pois a outra parte da 
afirmação é demonstrada de forma análoga a esta. Pela Afirmação 1, para cada 
i E {1,2, ... n } temos que pH < G(P) . Logo pH' + p112 	 pH a C G (P). Seja 
agora x E G(P) _ Então x py para algum y E G_ Escrevemos y =-- 
-F Y2 + 	 , 
com y E 1/1. Lembre que 1114 = pe4 , 1ga l = pen > p, poisem > 1 e 11/a l = pea =-• p, 
Pois ea = 1 para m < a < r_ Segue quer =- py = 	 py2 + ±pyr com pya -= 
para < a < r_ Assim. x =-- 
	 + PY2 + - - +M. E pHi + pH2 + 
provando que GCP) = 	 p112 	 pH,. Além disso, como pH  C Hi e a soma 
da familia {H,}1<i‹,- é direta, temos que 
G(P) 	 e pH2 e e 
Da afirmação 2 concluímos que 
1G(P) 1 = IPH11-123112(- • - • •IPII.1 = 	 - - 
Sabemos que g é um grupo cíclico de ordem pe-j, e então g 	 Zp.,_ A 
restrição deste isomorfismo ao subgrupo cíclico pH  de g possibilita provar que 
pH i 	 pZpei = *19;72 ) •-•-• 	 pei 2112 . Assim, 1p1/4 = pVi, E {1,2, ... 
AnalogamentelpT1= peri ,Vj E  (1,2, .. , 	 Donde concluímos que se p' =1G(P) I 
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então 
= (ei —1) + (62 —1) +..- + (em —i) = (A —1) + (f2— i) + 	 + 	 < d. 
Aplicando a hipótese de indução ao grupo GO') = If1  63 H2 G 	 = 
e .a; e 	 G 11"„ temos que 	 n e IHi l = 	 para = 1, 2, ... , rn. Mas já 
vimos que para in < a < temos ea = 1 e para ni=n < fi< s=r temos fp= L 
Logo IHal = pe- =  i 
 = Pf° = Hl,  provando que IHil = lHI  Para i=1,2,.., r. 
• 
Temos provado que todo p-grupo abeliano finito não nulo pode ser decomposto 
em soma direta de subgrupos  cíclicos- Alem disso, o comprimento de quaisquer duas 
destas decomposições é o mesmo e os fatores cíclicos correspondentes tem a mesma 
ordem. 
2.3 Teorema Fundamental dos Grupos Abelianos 
Finitos 
Nesta seção apresentaremos o Teorerna Fundamental dos Grupos Abelianos 
Finitos, que decompõe todo grupo abeliano finito não nulo G em soma direta de uma 
família de p-subgrupos cíclicos não nulos. A unicidade desta decomposição é obtida 
a menos de isomorfismo_ Alem disso, provaremos um Teorema que (la exatamente o 
número de grupos abelianos, dois a dois não isomorfos, de cada ordem fixada. 
Teorema 2.3.1 (Teorema Fundamental dos Grupos Abalones Finites) Todo grupo 
abeliano finito G fol é a soma direta de urna  família de p-subgrupos 
cíclicos não nulos. Além disso, o número destes grupos cíclicos e suas ordens são 
determinados de modo tic() pelo grupo G. 
0 Teorema 2.1.1 mostra que G é soma direta de p-subgrupos abelianos G. 
Mas Gp é um p-grupo, e então pelo Teorema 2.2.1 temos que cada grupo Gp 
soma direta de subgrupos cíclicos. Segue então que G é soma direta de urna familia 
{Gi}i<i<,- de p-subgrupos cíclicos não nulos_ Além disso, o Teorema 2.1.2 assegura que 
a primeira decomposição é feita de modo  único. Também o Teorema 2.2.2 assegura 
que a segunda decomposição sempre tem o mesmo número de parcelas, e as ordens 
destas parcelas que são os subgrupos cíclicos, é preservada Assim, a ordem de G, 
determina de forma única o número de p-subgrupos cíclicos desta decomposição, bem 
como sues ordens. 
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O Teorema acima lido é prático para determinar as classes de isomorfismos 
de grupos abelianos de uma ordem fixada_ Nem ao menos deixa claro a quantidade 
de tais classes. 
Para resolver este problema, vamos olhar as duas decomposições feitas no 
Teorema 2.3_1, para um grupo abeliano G de ordem n, = 
Pelo Teorema 2 11 temos 
G = Gpi Cp2 	 e Gp, 
O corolário 2.1.2 diz que IGJ = p, e então estes p-grupos podem ser 
decompostos através dos Teoremas 221 e 2.2.2 como 
Gpi Zpin, e Zpin2 	 - e Z 
Pela igualdade das ordens, vem que 
Pi 
isto e, a = r 1 + ri2 	 - 	 rjt. Segue que Ina, 	 , rit,} é uma partição de ai , 
conforme a próxima definição. 
Definição 2.3.1 Seja n E N, n > 1. Chamamos de partição de n, a todo conjunto 
de inteiros positivos {n 1 , n2 , 	 ,na } tal que: 
(i) n = ni +722 + 	 + 718  
(ii) ri1 > n2 > 	 > 72s > 1 
Notação: 
P(n) é o conjunto das partições de n. 
P*(n) é o número de partições de n, isto 6, P* (n) = 1P(n) 
Exemplo 2.3.1 P(3) = {{3 } , {2,1 } , {1,1,1 } 1 e P*(3) = 3 
P(4) = {{4 } , {3,1} , {2,2} , {2,1,1 } , {1,1,1,1 } 1 e P*(4) = 5 
Agora podemos provar o seguinte Teorema. 
Teorema 2.3.2 0 niimero de grupos abeliartos de ordem n , 	 , dois 
a dois não isomorfos é 	 p*(ai). 
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Demonstração  
Seja G um grupo abeliano. Pelo Teorema 9 1 1 temos 
G = Gpi ED Gis, ED • - e Gpt 
e esta decomposição é única pelo Teorema 1 1_2_ Para cada i E { 1, 2, .. _ , t} temos 
que GA é um p-grupo abeliano finito, então pelos Teoremas 9 9 1 e 2.2_2 podemos 
escrever de maneira única, a menos de isomorfismo 
Gpi — 
onde tril , 	 = a» é uma partição de a Desta forma, podemos associar 
ao grupo G de ordem 71 um único elemento (a i G , a2c, - - • , a»), que é uma t-upla 
correspondente as partições dos expoentes dos primos da fatoração de T1. Seja T„ o 
conjunto dos grupos abelianos finitos de ordem TT, dois a dois não isomorfos. Pela 
unicidade do elemento (al° , ce2G , - - - , a») vem que a aplicação 
	
: 717, 	 P(at) x P(a2) x 	 x P (c t ) 
	
G 	 (ai G , a20 , - • - at G ) 
está bem definida. 
É claro que o número de elementos de P(a i) x P(a2) x 	 x P(at ) 
(P(ai )) - OP(a2) • - - • • 01P(at)) = Assim basta provar que 41 é bije-
tora. Para ver que é sobrejetora, tomamos (j, a2, - • • , õt) E P(ai) X P(a2 ) x 
X ... X P(at), COM = {ri, r2, - . • rixi l uma partição de (lit , isto e, r 1 + ri2 
raj Eei. Vamos escolher Gi = Zpi rti x Zpiru x 	 XZr4À É óbvio que 
04  =-- 	 =  p  Tornando agora G = Gt. x G2 X . . . x C temos 
Cl  = IG11•1G21. _ 	 = 	 .ptat = n. Logo G E Tn e vamos provar que 
W(G) = (c7i, 	 ; õt) 
De fato, G = 
 Gpt e Gp2 e. e Gpt e 
 C =  zpiso e Zpi 3i2 	 e 
Pela definição de V, vem que, 
kl-r(G) = (ai a , a20, • - - 5 atc) 	 7 aic = {si, 3i2, - • sot} 
Agora 
G r= Zpon e . zp1 .101 e . ezpoti e . . e Zpt stPc 
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e 
G =G]. x G2 X ..- X Gt Z p rn e 	 eZpir,„ 	 G Zm rtl 	 - e 
Desde que o número destes fatores e suas ordens são determinados de mo-
do Unico pelo grupo G, conforme o Teorema 2.3.1, devemos ter isii, 82.2, • - . , 
= 	 ri2, 	 ou seja, ai G = ?it. Isso prova que '11 (C) -- (ai G , a2 0 , 	 ,at 0 ) 
- - • , 
Falta provar a injetividade de W. Suponhamos que G,HET,„.eGH. 
Devemos verificar que W(G) kIf(H). Equivalentemente, admitindo que 4. 1 (G) =-- 
‘11 (H) com G, H E Tn , devemos provar que G = H em Tin , isto e, G 2-- H. Mas 
tri(G)-=if(H)* 
=a = a 5 	 , Vi e 	 , 
,G 	 pH rH 	 rlf 
7 r 	 r 12 	 - 	 - 	 J , Vi E {l,2..... t} 
*G 	 eZ qe 69 Z 	 Z e Z rit Pi 	 G 	 pirs2 pi It 	 pi i2 	 it; 
-Pi 	 Pi 
Desde que 
	
e GI, G 	 Gpt 
H Hpi AD Hp, e ... Hpt 
temos que G = H 
0 ultimo Teorema não só apresenta o número de grupos abelianos, dois a 
dois não isomorfos, de ordem 71, mas também fornece um algoritmo para descreve-los. 
Este algoritmo está justamente na parte da demonstração que verifica que IP é bijetora 
Olhando atentamente a demonstração, observamos que 
4r 	 P ( ) X P(a2) X . . . X P (at ) 	 Tri 
	
(al G , ce2G,,at?) 	 G 
onde Gi = Zpj ii  e zp,-.2 e 	 G Zpi rik, quando ai = 	 ri2, • . • , rix,} e uma 
partição de ai. 
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Vejamos alguns exemplos. 
Exemplo 2.3.2 Seja G um grupo tal que IGI = 15 = 3 1 .5 2 , assim temos P(1) =- 1 e 
portanto existe um tinico grupo abeliano de ordem 15, a menos de isomorfismo. 
Exemplo 2.3.3 Determinar o número de classes de isomorfismos de grupos abelianos 
de ordem 16200 
16200 = 2 . 34 . 52 
P*(3) = 3 , P* (4) = 5 e P*(2) = 2. 
Logo temos 30 grupos dois a dois não isomorfos de ordem 16200. 
Exemplo 2.3.4 Determinar a menos de isomorfismo, todos os grupos abelianos de 
ordem 360. 
360 =  23 .32 .5 
P*(3) = 3 , P*(2) = 2 e P*(1) = 1. 
Logo temos 6 grupos abelianos não isomorfos de ordem 360. Sao eles: 
ai  — 25 X 29 X 25 2360 
G2 = 25 X 23 X 23 X 25 
G3 = 24 X 22 X 29 X 25 
G4 = 24 X 22 X 23 X 23 X 25 
Gs =22 X 22 X 22 X Zg X Zs 
G6 = 22 X 22 X 22 X 23 X 23 X 25 
Exemplo 2.3.5 Determinar a menos de isomorfismo, todos os grupos abelianos de 
ordem 1200. 
1200 =  24 . 3 . 5 2 
 
P*(4) = 5 , P*(1) = 1 e P* (2) = 2. 
Logo temos 10 grupos abelianos não isomorfos de ordem 1200. Sao eles: 
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01  = 218 X 23 X 225 =I 21200 
02 = 28 X 22 X 23 X 225 
03 = 24 X 24 X 23 X 225 
04 = 24 X 22 X 22 X 23 X 225 
05 =22 X22 X22 X22 X23 X225 
06 = 216 X 23 X 25 X 25 
= 28 X 22 X 23 X 25 X 25 
Gs = 24 X 24 X 23 X 25 X 25 
09 = 24 X 22 X 22 X 23 X 25 X 25 
Gi0 = 22 X 22 X 22 X 22 X 23 X 25 X 25 
Temos então classificados todos os grupos abelianos finitos. 
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Capitulo 3 
Grupos Finitos não Abelianos 
Neste capitulo pretendemos descrever, a menos de isomorfismo, alguns grupos 
finitos não abelianos, Não abordaremos uma ordem especifica, mas sim categorias de 
ordem que tern tratamento semelhante. Dessa forma, nosso interesse é por grupos de 
ordem p, 2p, p2 , /33 epg, onde p e g sio primos distintos com p < g 
3.1 Grupos de ordem p, 2p, p2 e p3 
Nesta seção inicial trataremos de grupos cuja classificação é relativamente 
simples, com exceção dos grupos de ordem p 3 , onde p é um número primo impar. 
Vimos no capitulo 1 que se a ordem de G é um número primo, então G 
cíclico com p elementos e portanto G _^—d zp  é abeliano. Assim não temos grupos não 
abehanos cuja ordem é um número primo. 
Um outro caso bastante simples, e" quando ICI  = 2p, onde p é um número 
primo impar. De fato, sabemos que o grupo Diedral Dp é não abeliano de ordem 2p, 
e a proposição abaixo mostra que ele e único corn tais propriedades. 
Proposição 3.1-1 Seja G é urn grupo de ordem 2p, onde p é um número primo 
impar. Então G Z2p ou G Dp . 
Demonstração 
Se IGI =. 2p o Teorema de Cauchy garante que existem s,t E G tais que 
0(s) = p e 0(t) = 2. Seja H =< s >. Pelo Teorema de Lagrange temos 
iGi =111 1 (G : 
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Como IGI = 2p e IHI -= p sepie que (G : H) = 2 e portanto H <1 G. Logo 
Vg E G, glig -1 --- H Em particular, tat-1 E H. Mas 0(t) =-- 2 implica em t-1 = t, 
logo tst EH eHé cíclico, assim tat = st, O •< < p. 
t2 = e 	 == t2 St2 == t(tSt)t --= tS it. 
Por outro lado 
t t = tst tst ----- tat 
I vezes 
ou seja, 
I vezes 
s t + t + • - - + t = 3 . 
Logo tsit = si2 
Afirmação 1: i2 1(mod p). 
s = a, para algum a E Z, então sa-1 = a Logo pia — 1, ou seja, 
a 1=_ 1 (modp). 
Fazendo a = 12 a afirmação está demonstrada. Desta forma temos 
12 -m 1 (Trzodp) e então 
 PI12  —L Como 12  —1 = (i +1)(i —1) segue que pii +1 ou phi-1 
Se pli 4-1 	 i —1 (modp) 
Se phi — 1 	 i 1 (mod p) 
Logo i 1 (modp) ou i —1 (modp). Com isso temos duas possibilidades: 
tat = s ou tat = 
• Se tat = s ta = sr' = st, conseqüentemente G é abeliano e portanto G Zzp. 
• Se tat = 	 ta = 	 = sP-1t e temos G L---• D. 
• 
Assim Dp constitui a única família de grupos não abelianos de ordem 2p, 
para p um número primo ímpar. Note que quando p = 2 estamos no caso p2 . Logo 
conhecemos todos os grupos não abelianos de ordem 2p. 
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O próximo caso trata de grupos cuja ordem é p2 . Embora este seja menos 
simples que o caso anterior, concluiremos que se 1G1 = p2 então G é abeliano. 
Lema 3.1.1 Sejam p um número primo e G um grupo tal que 101 = pi' corn 71 > 1. 
Então IZ(G)I p. 
Demonstração  
A equação das classes de conjugação garante que 
'GI = lz(G)1+ E 
.4z ( G) 
Para xa Ø Z(G) temos 16'/(x a)1 > 1 e afirmamos que 1C1(x a)1 divide (Cl. De fato, 
seja H = CG (x) = 1g E G; gx = rgl = {g E G; xg = x } e seja G/H = {Hg; g E GI 
o conjunto de todas as classes laterais ã esquerda de H em G. 
Pelo Teorema de Lagrange temos Cl1 = 1G/H1.1H1. Consideremos a aplicação 
abaixo definida por 
: G/H 	 01(x) 
Hg 	 xg 
E fácil ver que 0 é sobrejetiva. Note que se 0(1/91) = 0(1/92) então  
rgl = xg2 	 rg1 g2 = x gig2 -1 E Cl(x) = H = Hgi = H92 . 
Assim 0 é bijetiva e 10/1-11 = 1C1(x)1 = ;TG.,.; e portanto 10(x)1 divide 101, ou seja, 
divide pa Logo 1C1(xa)1 é unia potência de p Em particular, 1C/(x„)1 é múltiplo de 
p e portanto Exr4z(G) 10(ra )1 é um múltiplo de p_ 
Da equação das classes de conjugação, temos 
iz(G)1= 'GI — E ici(ra)i 
.4z(G) 
e o elemento neutro de G pertence a Z(G), ou seja, Z(G) 0 e IZ(G)I é um múltiplo 
de p, urna vez que IG1 = pa e Ez."(G) 101(xa )1 
 é  múltiplo de p_ Logo 1Z(G)1 tem 
pelo menos p elementos. Portanto 1Z(G)1 > 
0 Lema acima afirma que se 101 = pn, n > 1, então 1Z(G)1 > p. Em 
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particular, se IGI = p2 então IZ(G)1 = p ou Z(G)I =-  p2 . A proposição abaixo 
mostrará que , neste caso particular, IZ(G)I não pode ser p. 
Proposição 3.1.2 Seja G um grupo e seja Z(G) seu centro. Se A e" arctic° então 
G abeliano. 
Demonstração  
Sejam x, y E G. Então 35 = TZ(G) e V= yZ(G) estão em -& isto 
x.Z(G)= an Z(G) 	 = any]. , gi  E Z(G) 
y.Z(G) = amZ(G) y = (1'9 2 , g2 E Z(G), 
e portanto temos 
T-V = angia".92 = an+mgi92 = am-FT/9291 = am on.92gt = amg2.angi = V.T 
• 
Teorema 3.1.1 Seja p um número primo. Então todo grupo de ordem p2 é abeli ano. 
Demonstração  
Pelo lema anterior, as possibilidades para IZ(G)1 são p ou p2 . 
Se IZ(G)I = p então G Z(G) = p, logo 2z5 e cíclico. Então, pela proposição  
31 2, G é abeliano e portanto G = Z(G). Mas G = Z(G) implica em ? I ZiG) 	 1 ) 
contradizendo o fato de que I 2 	 = p quando IZ(G)I -- p. Assim, o índice de 
Z(G) em G não pode ser um número primo. Então, so podemos ter IZ(G)1 = p2 . 
Se IZ(G)I =p2 Z(G)= G Gé abeliano. 
• 
Portanto, não temos grupos não abelianos de ordem p2 
Abordaremos agora os grupos de ordem p3 , onde p é um número primo. 
Primeiro trataremos do caso p =  2 e depois do caso p fmpar. 
Lembre que ja, conhecemos dois grupos não abelianos e não isomorfos de 
ordem 8. A saber D4 o Q3- Eles não são isomorfos pois D4 tem apenas os elementos 
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a e a3 de ordem 4 enquanto que Q3 tem +i, 	 +j, —j, +k, —k  como elementos de 
ordem 4. 
Esses grupos são classificados segundo as relações abaixo: 
194 =< a, b; a4 = 62 = e e b l ab = a3 > 
Q.  =-.< a, b; a4 
 e, a2 = 62 e b-lab = a3 > 
onde o grupo dos Quaternios Q3 foi apresentado como o conjunto 
Q3= { +1, —1, +ti, 	 +j, —j, +k,—k} 
munido do produto 
ij =  —ii  = k 
jk = —kj = i 
ki = —ik =j 
Escolhendo a=ieb=jo grupo dos Quaternios está classificado como na 
relação acima. 
Os grupos não abelianos de ordem 23 ficam completamente determinados com 
o teorema abaixo. 
Teorema 3.1.2 Os únicos grupos não abelianos de ordem 8 são D4 e 
 Q.  
Demonstração 
Seja G um grupo não abeliano de ordem 8. Então G não possui elemento de 
ordem 8. Também pela proposição 1.1.1 G possui pelo menos um elemento de ordem 
diferente de 2. Assim G possui um elemento a de ordem 4. Chamando H -=<  a>  
temos que H c G por ter índice 2. Seja b E C tal que 6 0 H. Afirmamos que 
62 E H. De fato, como temos exatamente duas classes laterais e b (S H essas classes 
são exatamente H e Hb. Assim temos que o grupo G é gerado por a e b. Se 62 E Hb 
então 62 cet, i E 10,1,2,31, implicando ern 6 = a E H o que contradiz nossa 
escolha de b 0 H. Portanto 62 E H. Vamos analisar as possibilidades para 62 . Note 
que 62 = a ou 62 = cd leva a 0( 6) = 8 que não pode ocorrer pois G não é abeliano. 
Assim restam as possibilidades 62 = e e 62 --= a2 . Alem disso como H aG devemos ter 
blab E H, isto 6, blab = e, blab =  a , blab = a2 ou b-iab = a3 . Se b-lab = e leva 
a a = e e se blab = a leva a ah = ha, que não pode ocorrer pois 0(a) = 4 e G não é 
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comutativo, Supondo b l ab = a2 e lembrando que 0(a2) = 2 vem que 
e = a2 • a2 = b-i abb- ab = 
dai b = a2 b e chegamos à contradição a2 = e. Portanto devemos ter b-lab = 
Temos apenas as seguintes possibilidades para os geradores de G: 
• a4 = e, b2 = a2 e b l ab =  a3 
• a4 = e, b2 = e e b lab a3 
que correspondem respectivamente a Q3 e D4- 
• 
Teorema 3.1.3 Seja G um grupo 'ado abeliano de ordem p3 , onde p é um numero  
primo ímpar. Então temos exatamente duas possibilidades não isomorfas. 
1) G = 	 =< a,b;aP2 = bP = e,b-lab = aP+ 1 > 
G = G2 -=< a, b, c ; aP = = CP = e , ab = bac, ca ac, cb = b c > 
Demonstração 
Como G é não abeliano, não temos elemento de ordem IA Logo, a ordem 
dos elementos diferentes do elemento neutro s6 pode ser p ou p2 _ Vamos inicialmente 
supor que G tem um elemento a tal que 0(a) = p2 . Assim, H=c a> é um subgrupo 
de ordem p2 . Desde que H é um subgrupo maximal do p-grupo G temos que H c G 
pelo Teorema 1 6 2 (2o. Teorema de Sylow). Desde que 1211 = p devemos ter classes 
laterais definidas a partir de H que formam uma partição de G da forma 
G = + H2 + + H. 
Claro que podemos tomar H1 = H, a classe do elemento neutro. Dado b2 E G 
tal que 62 Ø H, afirraamos que G = H + Hb2 + . .+ H1/2)-1 é umapartiçáode G. De 
fato, para i E {0, 1, , p — 1} temos que Hb; é uma classe lateral segundo H, então 
precisamos apenas provar que sae distintas e teremos que são disjunto& Suponha que 
Hbi; = H14, com i  5L  j, 
 i , j E (0, 1, , p —1} Sem perda de generalidade vamos con- 
siderar i > j, Desde que b; E Hb; = H14, existe a E {0, /, 	 p2 } tal que b; = aag, 
isto e, 	 =  a Chamando 8 = i — j e observando que /3 E {O , 1 , . ,p — 1} vemos 
que mdc(O,p2) -= L Agora, pela identidade de Bezout existem x,y E Z tais que 
x0 + YP2 = 1 e portanto b2 = (linx - (CY 	 (4)z  = (bi2-3)- =  (a t,  que leva a, 
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contradição 1i2 E H. Assim H52  H14 para i j, i,j e {0, 	 , p — 1} e temos a 
partição de G dada por G = H + Hb2 . . . 
Corm) b! E G devemos ter 14 E HI92 , para algum i E {0, 1, _ _ ,p — 1 }, isto 
e, 14 = aab12 donde bri = aa E H Mffbr ã = 0. Logo deve ser i = 0, ou seja, 
tq ,e EH. A normalidade de H em G também garante que b2-l ab2 = ar para 
algum r e {2, 3, ...,p2 }. Excluimos r = 1 pois neste caso  teríamos que ab2 = 62a, 
e como G é gerado por a e b2 teríamos que G é abeliano, contradizendo nossa hipótese. 
Afirmação 2 Para todo j E N temos b a14 = 
Faremos por indução sobre j. 0 caso j ==  1 já vimos acima. Suponha que a 
igualdade va1ha para j e considere 
2-L1+1) abi2+1 = abi b 	 Irian  2 2 - 2 2 —  2  - 2 — 
= (bi-lab2)(Wab 2 ) 	 (bi 1 ab2) = ar 	 ar 
— fatores 	 r —  fatores  
	
Como 1 I4 E H temos que 14 comuta com a e então a 	 b7aW2' 	 arP 
implicando em rP 	 1 (rnodp2 ) e em rP 	 1 (mod p). Sabemos que o Pequeno 
Teorema de Fermat assegura que 9 	 r (rnodp). Segue que r a- 1 (rnodp) e 
escrevemos r = 1 sp 
Afirmação 3 0<s<peajENta1quejs -e 1 (rnod p). 
Comor=-1-Espel<r< p2 vemos que s > Tambem < r —1 < p2 1, 
temos sp <p2 —1  <p2 e então s < p. Olhando como elemento do corpo Zp obtemos 
um inverso 3 E zp , isto 6, 33 = I e portanto js 1 (mod p). 
Para o elemento j obtido na afirmação anterior calculamos 
b2-jabri2 = (ary = a (1.380 . 
Como OW = p2 , nos interessa conhecer o expoente de a feita a congruência 
módulo P2 . 
( 1 + sp)-7 = 1 ± 3 51) + 	 — 
 
2 	 3! 	 (sP) 3 + 	 ± 
(spy 
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Note que a partir da segunda parcela todos os somandos são divisíveis por 
p2 , e então (1 -1- sP)i (1 + iv) (rnodp2) Além disso, js 1(modp) implica em 
jsp p(modp 2 ), e então (1 4- sp)-1 (1+ p)(modp2 )_ Agora podemos concluir que 
52-jag , (ar )-1 = a(l+sP)i 	 al+p . 
Recapitulando as propriedades obtidas para o elemento b2 E G 
b2 H, t4 E H, 62-2 ab12 , para algum j , 1<j<p- 1. 
Entdo G = H Hb2 + Ht4 + + Hbri umapartição de GeGe gerado 
por a e b2, já que H =<  a> '6 subgrupo maximal e b2 0 A. 
Vamos tomar agora bi = 14 E G. 
Afirmação 4 b 1 Ø H. 
Vimos que j é inversível em Zp, logo rode fj,p1 =1 e então existem x, y E Z 
tais que 1 = xj yp. Também como t4 E H, temos que 14= a' para algum 
cy E {0, 1, . , p2}. 
b2 = (Y2)z(bI)9= b(a)M. 
Supondo que b1 E H segue da igualdade acima que b2 E H, que é uma 
contradição. 
Como H =<  a>  é subgrupo maximal de G e 1,1 (% H, temos que G é gerado 
por a e b1 . Também vale bri abi = al+P. 
Desde que t4 E H e bç -= (b)/' = (br)i temos que 14 E H, isto 6, existe 
t E{O,1, 	 , p2 } tal que 	 = at . 
Afirmação 5 t é um múltiplo de p. 
Pelo fato de G ser não abeliano, não podemos ter 0(b1) =P3 - Logo (b0P =  6 7 
e então e = as. Mas 0(a) , p2 e assim p2 Ipt, isto e, t é múltiplo de p. 
Vamos escrever t =-- pit. 
Afirmação 6 Para todo i e Z vale a relação ab 1 = bi at(i+P) . 
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Para o caso i> 0, segue da igualdade bi-t abi  = al+P que 
bja b i = (bf labi)(bT l abi ).._ (bTlabi) =ai+pai±p 	 = a4i+p) 
i — fatores 	 i — fatores 
 
e dai, ab 1 = biai(i+P) . Tiramos de (aibi ) -1 = (biai(1 ÷P)) -1 que bj'a = a
-i(1 +P)b17 1 e 
então cri bi = 
 
Nosso objetivo agora é mostrar que (ba')P = 1, usando a afirmação anterior. 
Provaremos primeiro, por indução sobre n E N, que 
(b ia-  u)fl = bni a—utl±(1-Fp)+(l+p) 2 ±...±0.+pr 
Para o caso n = 1, o lado direito da igualdade se reduz a bia-ufil e não temos 
nada a fazer_ Admitindo que a igualdade vale para n, calculamos: 
(bi a-u)n±i = (bia- li ) 71 - bi a-u = bni (a- lirl±(1+P)+(l+P)2 ±-±(1 +P) " -11 ) • (bi a-u) 
1 1(1+1D) a—u 	 bn+1 
 1 1 	 1 
Em particular, fazendo n = p, vemos que (bia-u)P =  
Desde que 0(a) = p2 , vamos olhar para [1 + (1 + p) + (1 ± 73)2 ± + ( 1 ± p)p-11 
modulo p2 : 
	
1 1 	 1 1 (mod p2 ) 
	
l+p=l+p 	 1 - F p 1 + p (mod p2 ) 
(1+ 	 = 1+ 2p + p2 	 (1 + p) 2 EE 1 + 2p (mod p2 ) 
	
(1 +p)3 = 1 -F 3p 3p2 + p3 	 (1 + 143 —= 1 ± Sp (mod p2 ) 
	
(1 + p)P-1 = 1 +(p— 1)p + . +pP-1 	 (1 + p)P-1 1 (p — 1)p (mod p2 ) 
Logo [1+(l+p)+(1+P) 2 +- .+(l+P)P-1 1 P+p(1+2+3+. -+p-1) (mociP2 )- 
Aléra disso, 1 + 2 + 3 + - . +p-1= '26 -1 6 um múltiplo de p, pois por hipótese p 
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um primo impar. Dai, p(1 + 2 + + p — 1) 	 n 0 (Triodp2). Segue que 
[1 + (1 +p) + (1 + p)2 + 	 +(1  +p)'] p (rnodp2 ) 
e então (b ia')P = b'fa -tP= 1, já que = atm. 
Escolhemos agora b = bia' e como visto acima, bP -- 1. Note que b H, pois 
caso contrário teríamos b1 E H que sabemos não ser possível Como H é subgrupo 
maximal gerado por a eb0H temos que: 
• G é gerado por a e b; 
• 0(a) = 232 ; 
• 0(0 = p; 
SO resta mostrar que 
• b- lab = aP 1 
Mas isso vale pois 
rlab = abj 1 ab1a = a t a" = aP+1 . 
Fica provado que se G contem um elemento de ordem p2 então 
G =- G1 -=< a, h; aP2 =bP=e e riab = aP+ 1 > 
Vamos agora provar o caso em que G não possui elemento de ordemp2 . Assim 
todo elemento diferente de e tem ordem p. 
Sabemos pelo Lema 3.1.1 que o centro de G tem pelo menos p elementos. Mas 
não podemos ter I.Z(G)1 = p 2 pois então teríamos 47 cíclico e pela proposição 3.1.2 
concluiríamos que C é abeliano. Portanto IZ(G)I = p e = 
 p2 . Pelo Teorema 
3.1.1 	 é abeliano, mas sabemos que não é  cíclico, logo 
 jy 	 Z,, x zp. Assim, 
existem x, y G 	 tais que e = yP -= e e yx = xy Através da imagem inversa do 
homomorfismo canônico cp : G —> 	 obtemos a, b E G tais que w(a) = x e w(b) = y. 
Note que a, b. 0 Z(G) =Kew, pois caso contrário  teríamos (p(a) = cp(b) = g, onde e é 
o elemento neutro de 	 Como owamocc devemos ter 0(x)10(a) e 0(y)10(b), 
isto e, 0(a) = 0(b) = p. Como 	 é abeliano, ) 
cp(a-l b-lab) -= cp(a-1 )yo(5 -1 )(p(a)sa(b) = 
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Segue que a-lb-l ab E Ker4; = 
Afirmação 7 a, b e Z(G) geram G. 
Seja TZ E {1, 2, ...,p - 1} e suponha que an E Z (G). Então = w(a) = x n 
que contradiz o fato de 0(x) = p. Assim a" 10 Z(G) para a E V, 2, ... , p - 11 e 
analogamente 1? Z (G) para rt e {1, 2, ... ,p - 11. 
Supondo que Z (G)an = Z (G)am com n, rn E {1, 2, ... , p - 1} em> rn vem 
que an-m E Z(G) com ri - in E {1, 2, . . . 
 ,
p - 1 } , que já vimos que não pode ocorrer. 
Analogamente, Z(G)b Z (G)b m para rt, ra e {1, 2, . . . , p - 1 } e > m. 
Suponha agora que Z (G)an = Z (G)bm com n, m e {1, 2, .. , p - 1 } . Então 
ern E Z(G) e aplicando p temos E = my -7 , isto 6, e yin que não pode ocorrer 
pois x e y são os geradores de &)- com 0(x) = 0(y) =p e = 
 p2 .  
Concluímos que as classes laterais Z (G), Z(G)a, , Z (G)aP -1 , Z (G)b, 
. . . , 
 
Z(G)b' são todas distintas com p elementos. Assim, a partir de Z(G), a e 
b geramos um subgrupo de G com p + (p - 1)p + -1)p = 
 p2 +p2_p > p2 elementos. 
Portanto, a, b e Z(G) geram G. 
Sabemos que a-l b-l ab E Z (G) e não podemos ter a-l b-l ab = e, pois neste 
caso ab =  ha, e pela afirmação anterior a, b e Z(G) geram G, logo teríamos que G 
abeliano. Segue que ct-1 ab = c E Z(G) e o(c) = p, isto 6, c é um gerador de Z(G). 
Portanto a, b e c geram G e valem as relações aP = bP 	 e e ah = bac. Claro que 
c comuta com aebe obtemos 
G = G2 =< a, b, c; aP = bP = cP = e, ah = bac, ac ca e be = cb > 
E imediato que G1 e G2 não são isomorfos pois GI possui elementos de ordem 
p2 e 02 não_ 
11 
3.2 Grupos de ordem pq 
Nesta seção consideraremos p e q primos distintos com p < q e estudaremos 
os grupos de ordem pq. Provaremos que se G é um grupo de ordem pq e se p não 
divide q - 1 então G zp x z, Z 
 Veremos ainda que quando p divide q -1 então  
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existe um único grupo não abeliano de ordem pq, que e gerado por dois elementos. 
Teorema 3.2.1 Seja G um grupo não abeli  ano de ordem pq, onde p e q ,ão niiineros 
primos e p < q. Então 
Pi(4 	 1 ) 
G < a, b , aP = bq e, a-1 ba = br > 
onde T # 1 (mod q) e rP 1 (mod q) 
Demonstração  
Pelo 10 Teorema de Sylow temos em G um elemento b de ordem q Seja 
H =< b >, então H é um g-subgrupo de Sylow de G O 3° . Teorema de Sylow 
garante que o número de g-subgrupos de Sylow é nq 1 (mod q) e nqlp, isto e, 
nq = 1 d- ug para algum uENe nq = 1 ou nq = p. 0 caso p = ng = 1 + ug contradiz 
a hipótese p < q. Logo nq-= 1eHéo único g-subgrupo de Sylow de G, e portanto 
H a G pelo 2° Teorema de Sylow. Analogamente, G tem um elemento a de ordem p. 
Chamando S =<  a> temos que S é um p-subgrupo de Sylow de G, e o numero de 
tais subgrupos é da forma np -- 1+ vp, v E N, e np --- 1 ou np q. 
1° Caso: np = 1 
Como vimos acima, neste caso, S a G. Podemos escrever a-1 b-1-ab 
= a--1 (b-i ab) = (a
-1 b-1 a \ b. ) Então 
SaGeaES  r4 6-1 ab E b'Sb C S a 1 bT 1 ab = 	 (b- lab) E S 
HaGebEH ar l ba E a-l Ha C H 	 = (cr. -1 6-1 a)b E H  
Assim, a- lb- lab E Sn H, mas como S e H são grupos cíclicos cujas ordens 
são números primos distintos, temos que S n H = fel, Segue que ah = ba. Como 
0(a) =-- p, 0(b) -= q e ICI = pq temos que G é gerado por a e b, e portanto G deve ser 
abeliano. Contradição! 
Caso: np 
Como o caso anterior não é possível já temos provado que p divide q —1 pois 
rip =4=l+vp. 
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Como H =<  b>  aG, vale a-lba = br para algum r, e claramente r 1 pois 
Ge não abeliano Alem disso. como 0(b) = q temos que br = b quando  r 1 (mod q), 
e então concluímos que r #1 (rnod q). 
Afirmação 1 Para todo j E N vale a-ibai 
Faremos por indução sobre j. 0 caso j = 1 jai está garantido. Admitamos 
que a igualdade valha para j, e considere 
a-O -Mbal+1 = a-1 (a-ibai)a = a-l bri a = 
(a-lba)(a-l ba)... (a-lba) =br 	 .br = br 	 brj+1 
ri - vezes 	 ri- vezes 
Desde que e = e, fazemos j = p na igualdade da afirmação anterior, obtendo 
b = aba P = brP donde rP 7.-_ 1 (mtodq) pois 0(b) = q. 
• 
Quando estudamos a classificação de grupos finitos, e útil ter em mente uma 
formulação um pouco diferente do teorema anterior. 
Proposição 3.2.1 Seja G urn grupo abeliano de ordem pq, onde p e q são primos 
distintos e p < q. Se p ado divide q —1  então G é. 
Demonstração 
Seguindo a demonstração do Teorema anterior, vemos que Rao podemos en-
trar no segundo caso, pois la teríamos np = q = 1+ vp, isto 6, p divide q —1. Logo 
estamos no primeiro caso que leva a G abeliano de ordem pq. Vimos no capitulo 2 
que G at' Zp X Zq Zpg e portanto G é cíclico.  
• 
Vejamos alguns exemplos. 
Exemplo 3.2.1 Seja G um grupo com 101 = 15 = 3.5_ Desde que p = 3 e q = 5 
temos que p (q —1)  então pela proposição 3.2.1 G e cíclico, isto e, G Z3 X 4  
Exemplo 3.2.2 Analogamente se 
ICI  = 33 = 3.11 
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IG1= 51 = 3.17 
Cl  = 35 =  5.7 
'GI = 65 = 5 .13 
então G é cíclico.  
Exemplo 3.2.3 Seja G um grupo tal que 1G1 = 21 3.7. Claro que uma possibili-
dade é G 4  x 4 Zaj  que é abeliano. Como 3 divide (7-1) podemos ter G não 
abeliano. Vamos admitir que exista G não abeliano (veja próxima proposição). Pelo 
Teorema 3.2.1 
G=<  a,b; a3 = br = e , a—l ba = br > 
onde r # 1 (rriod7) e T 3 a 1 (rrtod7). Vamos determinar os  possíveis valores para r. 
Note que: 
r = O = a—l ba = e r# ba = a = b = e. Absurdo. Logo r 0 
Podemos ter T = 1, 2, 3, 4, 5, 6. 
Fazendo r = 7, obtemos novamente o absurdo acima pois br = b° = e. 
Fazendo r = 8, obtemos novamente a relação que tínhamos com r =1. 
Seguindo este raciocínio vemos que só nos interessa r = 1,2,3,4,5,6. Mas 
r = 1 não satisfaz r # 1 (mod 7), e r = 3,5,6 não satisfaz a relação r3 # 1 (mod 7). 
Portanto os possíveis valores para r são 2 e 4. 
Aparentemente isso indica que podemos ter dois grupos não abelianos de 
ordem 21. A saber: 
G =< a, b ; a3 = b7 e 	 ba = > 
G' =< a, b ; (L a = 	 e , criba = > . 
No entanto, sabemos da literatura de grupos finitos (Garcia A. & Lequairt, 
Ál gebra: Um Curso de Introdução - Proposição  IV.21) que existe apenas um grupo 
não abeliano de ordem 21. Isso significa que devemos ser capazes de provar que G e 
G' são isomorfos, 
Em G vamos trocar o gerador a de ordem 3 por ce2 = a, que também tem 
ordem 3. 
70 
Desde que a-lba = b2 , isto 6, ha = ab2 e a2 = a temos 
ba baa ab2a = abab2  = a2 b2 b2 _ a2 b4 _ aut . 
Logo G =< a, b ; 	 = 	 e , a-16a b4 >, ou seja, as relações de G e 
são as mesmas e G = G 
No desenvolvimento do exemplo acima, admitimos que existia um 
 único grupo 
G de ordem 3.7 = 21 não abeliano_ Fizemos isso baseado na 
 Proposição abaixo. 
Garcia A. El Lequain, Y, Álgebra: Urn Curso de Introdução - IMPA - Rio de Janeiro, 
1988. Capitulo IV.7 
Proposição 3.2.2 Sejam rri,n,r E N tots que rm 1 (rnodn). Então existe urn e 
somente um, grupo G de ordem nisi satisfazendo as relações 
G =< a, b 	 but = e, ba = art, > . 
Fazendo Tt = 7, m = 3 e r = 2 produzimos um grupo não abeliano de ordem 
21. 
Temos ainda um outro resultado relacionado com o Teorema 3.2.1, que aparece 
no livro de Marshall Hall Jr, The Theory of groups, 
 Página  51. Vamos apresentá-lo  
na forma de Lema. 
Lema 3.2.1 Sejarn p e q primos distintos com p < q tais que p não divide (q —1). 0 
sistema 
zP 1 (mod q) 
z #1(malq) 
sempre tem solução em N. Alem disso, se r é uma solução então o conjunto solução 
é { 7., 7.2 , 	 • ,71,11, 
De volta ao exemplo 3.2_3 onde tínharnosIGI = 21 = 3.7 com p = 3 e q = 7, 
vemos que as soluções para o sistema acima são exatamente 2 e 4. 
A unicidade do grupo não abeliano de ordem 21 agora pode ser reobtida da 
próxima proposição. 
 
Proposição 3.2.3 Todas as soluções do sistema apresentado acima produzem o mes-
mo grupo não abeliano de ordem pq. 
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Demonstração 
8asta provar que para u = 2, 3, ... , p — 1 os grupos 
= < a, 11; aP = bg = e, a bcz=b > 
e 
coincidem. 
Em G vamos trocar o gerador a de ordem p por a = an que também tem 
ordem p. 
Desde que ha = abr, segue por analogia ao que foi feito na 
 demonstração do 
Teorema 3.1.3 que ha = air . Assim 
C=c a, b ; aP = = e, a-l ba --= 	 > 
que coincide com G,L . 
Exemplo 3.2.4 Seja G um grupo tal que IGI = 39 = 3.13 Desde que para 
r=3,p=3eq= 13 temos P 1 (mod q) existe, pela proposição 3.2.2 um grupo 
não abeliano de ordem 39. Além disso, r = 3 
 também é solução do sistema 
{
zP 1 (mod q) 
z # 1 (rrtod q) 
e então seu conjunto solução é {3,9} Assim o Unico grupo não abeliano de ordem 39 
é 
G < a, b a3 613 3 , a-lba 	 > . 
Com o que vimos neste trabalho, conseguimos classificar grupos finitos de 
várias ordens. No entanto, mesmo para ordens pequenas, por exemplo 12, 16, 18 e 20, 
não fizemos a classificação dos grupos não abefianos. A classificação de grupos não 
abelianos de ordens pn para TL > 3, p2 q e pqr,  , com p, q e r primos distintos requer 
muito trabalho, apesar de existir, em alguns casos, um procedimento geral. Isso foge 
do objetivo deste trabalho, que buscou apresentar apenas alguns dos Teoremas gerais 
de classificação- 
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