We establish nearly optimal rates of convergence to self-similar solutions of Smoluchowski's coagulation equation with kernels K = 2, x + y, and xy. The method is a simple analogue of the Berry-Esséen theorems in classical probability and requires minimal assumptions on the initial data, namely that of an extra finite moment condition. For each kernel it is shown that the convergence rate is achieved in the case of monodisperse initial data.
Introduction
Smoluchowski's coagulation equation ( 
1.1)
∂ t n(t, x) = 1 2
x 0 K(x − y, y)n(t, x − y)n(t, y)dy − ∞ 0 K(x, y)n(t, x)n(t, y)dy is a fundamental mean-field model for cluster growth that arises in a wide range of fields, including physical chemistry, astrophysics, and the dynamics of biological systems (see [2] for a review). Here, n(t, x) is the number density of clusters of mass x per unit volume at time t and K(x, y) is a symmetric rate kernel. In the spatially discrete case this reads as (1.2) ∂ t n(t, x) = 1 2
K(x − y, y)n(t, x − y)n(t, y) − ∞ y=1 K(x, y)n(t, x)n(t, y).
The continuous and discrete cases can be considered together via the weak formulation of Smoluchowski's coagulation equation, given in terms of a moment identity for the number distribution n(t, dx):
φ(x)n(t, dx) = 1 2 (0,∞) (0,∞) (φ(x+y)−φ(y)−φ(x))K(x, y)n(t, dy)n(t, dx),
where φ is a suitable test function. We direct the interested reader to [2, 6, 7] for further discussion. Note that throughout this paper we try to keep the same notation as in [7] .
The present work is restricted to the homogeneous, 'solvable' kernels K = 2, x + y, xy (corresponding to K(αx, αy) = α γ K(x, y) with γ = 0, 1, 2). It has been shown in [6] that (1.3) admits a one-parameter family of self-similar solutions whose domains of attraction are characterized by the tails of the initial data. In particular, there is a unique self-similar solution with finite (γ + 1)th moment, which has exponentially decaying tails and attracts all initial data that satisfy this finite moment condition. In [7] , it was shown that with an additional integrability hypothesis on the Fourier transform of the initial data one has uniform convergence of densities (in the continuous case) or coefficients (in the discrete case) to a self-similar solution as t approaches the time horizon T γ , where T γ = ∞ for γ = 0, 1 and T γ = 1 for γ = 2. The proof of this result is similar to that of uniform convergence of densities in the central limit theorem (see Feller [5] , Section XV.5).
Here we establish a near-optimal rate of convergence to the exponentially decaying selfsimilar solution of Smoluchowski's coagulation equation with K = 2, x + y, xy. Continuing the analogy with the classical CLT, this result corresponds to the Berry-Esséen theorem for rates of convergence to the normal law ( [5] , XVI.5). The method is simple and robust: it holds for all initial distributions, requiring only an additional finite moment condition beyond those needed for convergence to the self-similar profile. In particular, it is true when the initial distribution has a density or is a lattice measure. Our work improves upon several recent results of Cañizo et. al [3] as it holds for a large class of initial data and for all of the solvable kernels.
The main results can be stated in a unified framework. With t 0 = 1 for γ = 0, t 0 = 0 for γ = 1, 2, and n 0 (dx) = n(t 0 , dx), define the moments µ j = (0,∞) x j n 0 (dx) of the initial data. Assume that the γth and (γ + 1)th moments are finite, for which we scale x and n 0 so that µ γ = µ γ+1 = 1. Finiteness of the γth moment ensures well-posedness of (1.3). Finiteness of the (γ + 1)th moment guarantees that the initial data are in the domain of attraction of the self-similar solution with exponential decaying tails. These solutions can be explicitly given [2, 6, 7] by
where the profilesn * ,γ forx ≥ 0 take the form
and the time-dependent moments m γ and scalings λ γ are
If, in addition, we assume finiteness of the (γ + 2)th moment then with time parameter τ γ (t) = t t 0 m γ (s)ds explicitly given by
we have exponentially fast convergence to self-similar form:
Suppose that the additional finite moment assumption (0,∞) x γ+2 n 0 (dx) < ∞ holds and let n(t, dx) be the measure-valued solution to Smoluchowski's equation with K = 2, x + y, or xy and initial data n 0 (dx). With rescaled solution
define the corresponding distribution functions
where C(µ γ+2 ) is a constant that depends only on µ γ+2 .
Since we are primarily concerned with an asymptotic rate of decay to self-similarity, we make no effort in optimizing the constant in front of the exponential term. We also demonstrate that exponential decay rates are achieved in the case of monodisperse initial data n 0 (dx) = δ 1 (dx). Specifically, we demonstrate that for these initial conditions
The method of proof for these results requires us to work in the Fourier domain. To do so we require a smoothing argument given in [5] , XV.5, which we state here for completeness: Lemma 1.2. Let F and F * be probability distribution functions and assume |F ′ * (x)| ≤ 1.
Consider the Fourier transforms of their corresponding measures,
Assume that u ′ (0) = u ′ * (0) -that is, equality of the first moment of F (dx) and F * (dx).
With the mollifier
In terms of Fourier transforms, (1.11) is (1.12) sup
We remark here that the distribution functions (1.10) satisfy the assumptions of the lemma. 
and τ ∈ [0, ∞),
where C(µ 2 ) is a constant that depends only on µ 2 .
Proof for the constant kernel
The proof of the theorem can be summarized as follows. Let C + = {z ∈ C : Re(z) > 0} andC + = {z ∈ C : Re(z) ≥ 0}. For s ∈C + define the Fourier-Laplace transforms
and let u 0 (s) = u(0, s). By (1.12), we have that
The uniform rate of convergence of the distribution function is thus given by convergence rate of u(τ, s) to u * (s). As shown in [6, 7] , u satisfies a linear first-order PDE and can be solved for in terms of u 0 by the method of characteristics inC + . The finiteness condition on µ 2 is a statement about the tail ofn 0 , and therefore, about the regularity of u 0 near the origin. Using a Taylor expansion to estimate the difference u 0 (s) − u * (s) near s = 0, we can propagate this estimate outward at the natural growth rate of the characteristics of u 0 and u * . Combining this with Lemma 1.2 gives us the desired result.
Evolution of characteristics:
As shown in [6] , the Fourier-Laplace transform u(τ, s) by solves the PDE
This equation can be derived directly from (1.3), or from (1.1) if the initial number measure has a density as in [7] . Fix an initial time τ 0 and an initial condition s 0 ∈C + . The solution to (2.3) is given in terms of the characteristics s(τ ; τ 0 , s 0 ), which satisfy
Note that the equation for the characteristics is independent of u 0 and therefore holds for any choice of u 0 . Along characteristics we have that
which can be integrated to yield the solution
.
We can perform a similar analysis for the Fourier-Laplace transform of the self-similar solution, which satisfies (2.6) u * (s) = 1 1 + s .
As noted above, with s * 0 ∈C + the corresponding characteristics for initial data u * to (2.3) are also
We emphasize here that for fixed σ 0 ∈C + (σ ∈C + ) the forward (backward) characteristics of u(τ, s) and u * (s) are identical
Since u * (s) is a stationary solution to (2.3) (or by using (2.6) in (2.5)), we have that the self-similar solution satisfies
Estimates near the origin:
Now we utilize the additional finite moment assumption
to obtain an approximation for u 0 near the origin. We use
and a Taylor expansion about the origin to get the estimate
Propagation of estimates:
We now bound the r.h.s. of (2.2) with T = δe τ , where δ = δ(µ 2 ) > 0 is a length scale characterizing the region about the origin where the difference between u 0 and u * is small. We will then propagate the estimate (2.9) from this region. Explicitly, define
Substituting (2.5), (2.8) into the r.h.s. of (2.2) and changing variables to the backward characteristics σ 0 (0; τ, s), where σ 0 = s 0 = s * 0 , we have:
We bound the above integral by splitting it into the two regions 0 ≤ |σ 0 | < δe −τ and
In this region we use that |u 0 |, |u * | ≤ 1 and estimate the terms in the denominator by the naive lower bound
Using (2.9) for the numerator and the explicit form (2.7) of s(τ ; 0, σ 0 ) this yields
5. Bounds for δe −τ ≤ |σ 0 | ≤ δ: In this region, we have by (2.6) and using that σ 0 is pure imaginary that
and by (2.9),
Therefore,
6. Rate of convergence: By combining (2.11), (2.12), and (2.13), we obtain the desired result (2.1).
Near-optimality of the rate for K = 2
We now show that the exponential rate is achieved with for monodisperse initial data. Using the explicit solution given in [2] the solution with K = 2 and initial data n 0 (dx) is (2.14)
n(t, dx) =
Here, δ j (dx) = 1 {j}∈dx is the Dirac measure centered at j ∈ N. In similarity variables (1.9) the distribution function forn(τ,x) corresponding to (2.14) is
where ⌈x⌉ = min{j ∈ N : j ≥x}. The limiting distribution is
We have that
for α(τ,x) ≪ 1, where (2.16)
Substituting (2.16) in (2.15) and using that supx >0x m e −x is bounded for any m ≥ 0, we have the desired result: sup
3 Rate of convergence for the additive kernel K = x + y
We now consider the case of the additive kernel:
Theorem 3.1. Let n 0 be a positive measure, (0,∞) xn 0 (dx) = (0,∞) x 2 n 0 (dx) = 1, and
Then for t ∈ [0, ∞),
where C(µ 3 ) is a constant that depends only on µ 3 .
Proof for the additive kernel
The analysis for the additive kernel is identical in spirit to that of the constant kernel but is complicated by the fact that the characteristics of the Fourier-Laplace transform are no longer rays. We use a contour deformation argument to overcome this difficulty.
To start, consider for s ∈C + the characteristic exponent of the rescaled number measures ϕ(t, s) = (0,∞)
and let ϕ 0 (s) = ϕ(0, s). The Fourier-Laplace transform of the mass measure then satisfies
with u 0 (s) = u(0, s). We have by (1.12)
Note that by the definition of ϕ and u we have that for
Evolution of characteristics:
The evolution of ϕ and u are given by
As with the constant kernel, these equations can be derived from (1.3), or from (1.1) if the initial number measure has a density [7] . The solution to these PDE are in terms of the characteristics s(t; t 0 , s 0 ) for s 0 ∈C + , which satisfy (3.6) ds dt = 2s − ϕ.
Along these characteristic curves we have that
so that by integrating:
The explicit form for the first set of characteristics s 0 → s is then
which can also be expressed as
In addition, (3.8) implies that (3.10) ds ds 0 = e 2t (1 − u 0 (s 0 )(1 − e −t )).
Note that the equations for these characteristics depend on ϕ 0 , and thus on u 0 . We can perform the same analysis for the Fourier-Laplace transform of the self-similar solution
Here we are working with a second pair of characteristics s * 0 → s * ,
corresponding to the limiting self-similar profile. Note that
Since u * (s) is a stationary solution along these characteristics, it satisfies (3.14)
Estimates near the origin:
We now use the additional finite moment assumption
to find a good approximation for u 0 near the origin. Since
we can use a Taylor expansion about the origin to get
In addition, using that
we can supplement (3.15) with the estimate
This also gives an estimate for the distance between the characteristics s, s * starting at σ 0 : are images of the imaginary axis. In particular, Γ t and Γ * t are no longer stationary curves in C − but instead evolve in time and can be considered graphs over the imaginary axis (see [7] for further discussion regarding the geometry of characteristics). To straighten the picture we use a contour deformation argument. Fix δ > 0. We estimate the r.h.s. of (3.2) as follows. Let
so that Σ 0 is a piece of the imaginary axis of length 2δ. Define the image of Σ 0 under the mappings s 0 → s and s * 0 → s * :
S t and S * t are finite length curves inC − . Note that for small δ, the endpoint of S t is
by a Taylor expansion for ϕ 0 . We therefore bend S t to define the contour
To evaluate the integral in (3.2), first split it into its individual components
Since the integrands are holomorphic inΩ t andΩ * t , respectively, we can deform the contours and apply Cauchy's theorem: (3. Here, the error terms are integrals over the contours E t and E * t that connect S t to Σ t and S * t to Σ t , respectively (see Figure 3 .1). We choose E t and E * t so that their backward images
are straight lines. Lastly we make the change of variables s → s 0 and s * → s * 0 , respectively, and use (3.7), (3.10), (3.13), and (3.14) to get: Figure 3 .1: Contour deformation of the curves S t and S * t . Here, the endpoints of S t and S * t are s(t; 0, iδ) and s * (t; 0, iδ), respectively.
Propagation of estimates:
Upon inspection of (3.8) and (3.12) we see that the natural growth rate of both sets of characteristics is e t near the origin, and e 2t at an O(1) distance away from the origin. We will bound the r.h.s. of (3.2) with T given by (3.19), where δ = δ(µ 2 ) > 0 is a length scale characterizing the region about the origin where the difference between u 0 and u * is small. We will then propagate the estimate (3.15) from this region. To begin, let ρ 3 = max{µ 3 , 3} and define Using the basic inequality
we can bound the magnitude of (3.24) by the sum Λ 1 + Λ 2 , where
We now evaluate each of these terms. For Λ 1 the analysis is almost exactly as in the constant kernel case.
Bounds for Λ 1 :
To begin, consider Λ 1 . Since s * ∈C − , we have |e s * x | ≤ 1. Using the explicit form (3.8), (3.12) of the characteristics, we rearrange terms in the integrand of (3.26) to get
Notice that ϕ 0 (σ 0 )/σ 0 and ϕ * (σ 0 )/σ 0 play the same role here as u 0 (σ 0 ) and u * (σ 0 ) do in the constant kernel. Using that |u * | ≤ 1 and the estimates (3.17), (3.18), the numerator in (3.28) satisfies
To estimate the denominator, we split the integral in Λ 1 into the two regions 0 ≤ |σ 0 | < δe −t and δe −t ≤ |σ 0 | ≤ δ.
5a. Bounds for Λ 1 in 0 ≤ |σ 0 | < δe −t : Here we use that |ϕ 0 (σ 0 )/σ 0 |, |ϕ * (σ 0 )/σ 0 | ≤ 1 and estimate the terms in the denominator of (3.28) by the naive lower bound 5b. Bounds for Λ 1 in δe −t ≤ |σ 0 | ≤ δ: In this region we use Taylor expansion, the fact that σ 0 is pure imaginary, and the value (3.25) of δ to get
Therefore, using (3.31-3.32) and (3.29) in (3.28) gives
6. Bounds for Λ 2 : Now we consider Λ 2 . Using |u * | ≤ 1 and (3.12) we can rewrite this as
. For the remaining term in (3.34), we split the integral into the two regions 0 ≤ |σ 0 | < δe −t and δe −t ≤ |σ 0 | ≤ δ.
We also have an upper bound for |π 0 | as follows. Since the mass measurexn 0 (dx) is not concentrated atx = 0, |u 0 | is bounded away from 1 in an annulus about the origin. Then there exists an ε = ε(δ) > 0 such that for all s 0 ∈ E t ,
Substituting this with s 0 = π 0 in (3.42) we obtain
This implies that |E t | is bounded above by some constant C 2 (δ). In addition, (3.43) implies that
Finally, putting these estimates together in (3.41) yields
where C 3 := C 1 C 2 ε −1 depends on the initial data u 0 only through µ 3 . 9. Rate of convergence: By combining (3.2) with (3.40) and the estimate for the error terms, we obtain the desired result (3.1).
Monodisperse initial data with K = x + y
As shown in [2] , the explicit solution with K = x + y and initial data n 0 (dx) = δ 1 (dx) can be given in terms of the Borel-Tanner distribution
Probabilistically, B(λ, j) is the distribution of the total population size X λ of a GaltonWatson branching process with one progenitor and Poisson(λ) offspring distribution. Note that
In similarity variables (1.9) the distribution function forxn(t, dx) corresponding to (3.45) is
1≤j<e 2tx
and the limiting distribution is
We now estimate supx >0 |F (t,x)−F * (x)|. Substituting Stirling's formula for the factorial in (3.46) and multiplying by an extra factor of 1 − e −t , define
In addition, define the Riemann sum corresponding to (3.47) by
We now estimate each of the differences
For D 1 , we can replace F (t,x) by (1 − e −t )F (t,x) since the difference between these terms is O(e −t ). Utilizing the following error estimate for Stirling's approximation [1] 
, we find that
To estimate D 3 , we use that the Riemann sum corresponding to an integral of a differentiable function leads to an error proportional to the grid size. Since F ′ * (x) ∈ C 1 we have that 
Proof for the multiplicative kernel
The rate for the multiplicative kernel can be recovered from that of the additive kernel by a change of variable, as discussed in [4, 7] . With initial data n 0 (dx), the measure-valued solutions n mul (t, dx) and n add (t, dx) to (1.3) with K = xy and K = x + y, respectively, are related by xn mul (t, dx) = (1 − t) −1 n add (τ (t), dx), t ∈ (0, 1).
Using the similarity variablesx
given by (1.7) and the rescaled number distributions (1.9), we have for τ ∈ [0, ∞) that The constant C here is the same as that obtained in the case K = x+y, with µ 3 replaced by µ 4 . Lastly, the convergence rate is nearly optimal for monodisperse initial data by making the change of variables to the additive kernel case.
