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Abstract
Path integral formalism is a powerful tool borrowed from theoretical physics to build dynamical
descriptions, yet its potential is largely unexplored in the context of complex networks, such as the
ones common in systems biology. In this PhD thesis, I present different mathematical frameworks
based on path integrals to capture the time evolution of interacting continuous degrees of freedom,
e.g. biochemical concentrations. The generality of path integral approaches enables us to tackle
several questions related to modelling and inference for dynamics. We first develop a novel mean
field approximation, the Extended Plefka Expansion, for stochastic differential equations exhibit-
ing generic nonlinearities. The key element is the definition of “effective” fields which map an
interacting dynamics into the “most similar” non-interacting picture, i.e. the one producing the
same average observables. In the resulting picture, couplings between variables are replaced by
a memory and a coloured noise. We next apply this setup to the case in which part of the net-
work is observed and part is unknown. We study the accuracy of prediction of the unobserved
dynamics as a function of the number of observed nodes and other structural parameters of the
system. The Extended Plefka Expansion is expected to become exact in the limit of infinite size
networks with couplings of mean field type, i.e. weak and long-ranged. We show this explicitly
for a linear dynamics by comparison with other methods relying on Random Matrix Theory. We
finally appeal to path integrals to design “reduced” models, where equations are referred solely
to some selected variables (subnetwork) but still carry information on the whole network. This
model reduction strategy leads to substantially higher quantitative accuracy in the prediction of
subnetwork dynamics, as we demonstrate with an example from the protein interaction network
around the Epidermal Growth Factor Receptor.
2
Denn um dem Denken eine Grenze zu ziehen, müssten wir beide Seiten dieser Grenze denken kön-
nen (wir müssten also denken können, was sich nicht denken lässt). Die Grenze wird also nur in der
Sprache gezogen werden können und was jenseits der Grenze liegt, wird einfach Unsinn sein. [...]
Die Grenzen meiner Sprache bedeuten die Grenzen meiner Welt.1
Ludwig Wittgenstein, “Tractatus Logico-Philosophicus”
This model will be a simplification and an idealization, and consequently a falsification. It is to be
hoped that the features retained for discussion are those of greatest importance in the present state of
knowledge.
Alan Turing, “The chemical basis of morphogenesis”
1In order to draw a limit to thinking we should have to be able to think both sides of this limit (we should therefore
have to be able to think what cannot be thought). The limit can, therefore, only be drawn in language and what lies on
the other side of the limit will be simply nonsense. [...] The limits of my language mean the limits of my world.
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La explicación es obvia: El jardín de los senderos que se bifurcan es una imagen incompleta, pero
no falsa, del universo tal como lo concebía Ts’ui Pên. [...] Creía en infinitas series de tiempos, en una
red creciente y vertiginosa de tiempos divergentes, convergentes y paralelos. Esa trama de tiempos que
se aproximan, se bifurcan, se cortan o que secularmente se ignoran, abarca todas la posibilidades.1
Jorge Luis Borges, “El jardín de senderos que se bifurcan”
1.1 Complexity, Model reduction and Statistical approximations
Many physical systems involve the interaction of numerous components and exhibit a range of
what we can call complex behaviours, for instance a nonlinear, stochastic, out-of-equilibrium
dynamics. Systems biology typically aims at describing complex systems of this kind, and a re-
markable example are the protein-protein interaction networks building up signalling pathways:
they can be of extremely large size - with thousands of reacting species - and the mechanisms
underlying their functioning are still substantially unclear. Both fundamental and practical limita-
tions have emerged in quantitative approaches to studying these systems. Nonlinearities are hardly
tractable, we still lack tools to exhaustively characterize non-equilibrium and stochastic regimes
and the combinatorial increase of the number of possible connections with interacting partners
leads to a vast amount of information being encoded in biological networks. The comparison it-
self with experimental results can be subject to an overall uncertainty due to missing variables and
1The explanation is obvious: The Garden of Forking Paths is an incomplete, but not false, image of the universe as
Ts’ui Pên conceived it. [...] He believed in an infinite series of times, in a growing, dizzying net of divergent, convergent
and parallel times. This network of times which approached one another, forked, broke off, or were unaware of one
another for centuries, embraces all possibilities of time.
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low-resolution measurements. Even if there was the possibility of accessing the entire network, a
complete qualitative understanding of the kinetics along multiple pathways might not be achieved.
Modelling and data analysis in systems biology are therefore confronted with major challenges.
First, the dimensionality of the phase space and the presence of nonlinearities in the temporal evo-
lution are such that we need to resort to approximate descriptions and model reduction techniques
[1, 2]. The latter are designed to reduce a problem to equations for fewer variables with the min-
imal loss of mesoscopic detail, i.e. in such a way that the solution still retains dynamical features
of the full set of equations. Some methods for example are based on the exclusion of fast variables
[3, 4] or of the ones with a negligible impact on the output behaviour [5]; other model reduction
strategies proceed by “lumping” together, rather than removing, the elements with similar dynam-
ical features [6, 7]. The aim is to simplify the overall analysis, to facilitate the interpretation of
experimental data and ultimately to extract useful information from them. Model reduction can
be put forward as a tool for simplification and better understanding in complex systems such as
biochemical pathways.
As a second challenge, the interface between models and data in stochastic, non-equilibrium set-
tings is an important problem to address, to quantify the range of uncertainty by which inferences
we draw on the system are affected. The term inference here is intended as the use of available
information for updating our knowledge on unknown states and/or parameters.
The need for including stochastic effects in biology has been acknowledged in several contexts
[8, 9]; the Chemical Master Equation (CME) [10] describes rigorously stochastic biochemical
reactions in terms of probability distributions but no analytic solution is known, therefore their
investigation relies on simulation approaches such as the Stochastic Simulation Algorithm (SSA),
a Monte Carlo method which samples from the solutions of CME [11, 12]. These are fundamental
tools, yet they often require in parallel, to be implemented in a less computationally expensive
way, some clever simplification based on model reduction prescriptions. In this regard, improve-
ments over the SSA are given by mixed methods: they exploit either timescales separation, i.e.
the fact that some reactions occur on fast scales and others on slow ones (see e.g. the finite-state
projection [13, 14]), or similar separation in the abundance of different reactants [15]. In addition,
in simulation approaches, it is not clear how to subsume available observations in a systematic
and principled way as constraints on the dynamics under investigation. Analytic approximations
of probability distributions can be seen as an extremely valuable tool in this respect, while giv-
ing further insight into the underlying processes. Two particularly powerful approaches to derive
2
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approximate descriptions for stochastic as well as “disordered”2 systems, both in the statistical
physics and machine learning community, are variational techniques and weak coupling expan-
sions: these will be the core ideas of the work we present here.
Furthermore, equilibrium systems are well studied, both from the modelling and the inference
point of view, as efficient approximations and algorithmic techniques have been developed [16].
On the other hand, much less has been done for systems which exhibit non-equilibrium steady
states, whereas they deserve particular attention in systems biology. Very often in fact the dynam-
ics is subject to fluxes driving it out of equilibrium, e.g. in typical reaction-diffusion processes.
When dealing with these, it is convenient to choose as a starting point tools incorporating the dy-
namical information on the whole temporal trajectory. Exactly the need to deal with a variety of
non-equilibrium scenarios leads us to introduce probability distributions in the path (i.e. temporal
trajectories) space, which contain information on both transient and steady state behaviours as
well as all the time-dependent observables. In a few words, path integrals allow one to interpret
probabilistic quantities as a sum over all possible ways of evolution, or histories, of the system.
This idea can be traced back to the theory of diffusion by Wiener [17], it has since been applied
via different formulations to stochastic processes [18–23] and recently has received attention in
biological modelling, from neuroscience [24] to polymer physics [25].
1.2 Overview
The aim of this PhD thesis is to investigate how path integral approaches can be tailored to the
tasks of mean field analysis, model reduction and optimal state prediction. Path integral represen-
tations of stochastic dynamics are the unifying thread among chapters, with Langevin equations
for continuous degrees of freedom being the common starting point. Given the wide range of tools
used in the different parts of this thesis, we provide more specific details in the introduction of each
chapter. Similarly we add an overview and a discussion for each set of results, which is conceived
as a stand-alone piece of original work, published or to be published autonomously.
The thesis is organized as follows. In chapter 2, we propose an extension of the Plefka expansion,
which is well known for the dynamics of discrete spins, to stochastic dynamics with continuous
degrees of freedom and exhibiting generic nonlinearities. The main feature of our approach is to
constrain in the Plefka expansion not just first moments akin to magnetizations, but also second
moments, specifically two-time correlations and responses for each degree of freedom, resulting
2In the standard usage “disorder” refers to a quenched (“frozen") stochasticity.
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in a Gaussian representation of the dynamical trajectories. The end result is an effective equation
of motion for each single degree of freedom, where couplings to other variables appear as a self-
coupling to the past (i.e. memory term) and a coloured noise. Such a single-variable representation
relies on the definition of “effective” fields which yield by construction an average characterization
equivalent to the original interacting dynamics while making the implementation more convenient
computationally. The extended Plefka expansion constitutes a new mean field approximation that
should become exact in the thermodynamic limit of a large network, for suitably long-ranged cou-
plings. For the analytically tractable case of linear dynamics we establish this exactness explicitly
by appeal to spectral methods of Random Matrix Theory, for Gaussian couplings with arbitrary
degree of symmetry (thus capturing also out-of-equilibrium systems).
In chapter 3, we generalize the Extended Plefka Expansion to the case of just partially observed
networks, which could be relevant for inference methods and experiment design. We consider the
problem of a subnetwork of observed nodes embedded into a larger bulk of unknown (i.e. hidden)
nodes, where the aim is to infer these hidden states given information about the subnetwork dy-
namics. As a paradigmatic model we study the stochastic linear dynamics of continuous degrees
of freedom interacting via random Gaussian couplings. The resulting posterior distribution over
the hidden dynamics is known to be Gaussian and this allows us to fully characterize it in terms of
the first two moments conditional on the observed trajectories. While the posterior mean gives the
best estimate of the hidden dynamics, the equal-time posterior variance gives the expected error
of this prediction. We study this error in the infinite network size limit and the stationary regime
by resorting to the Extended Plefka Expansion. We analyze its phase diagram in the space of the
system parameters and the ratio α between the number of hidden and observed nodes. In partic-
ular, we identify critical regions in this parameter space where the state prediction error diverges,
and determine the corresponding scaling behaviour in their proximity.
In chapter 4, we consider again average performance results for dynamical inference problems in
large networks, where a set of nodes is hidden while the time trajectories of the others are observed.
Similarly to chapter 3, we focus on the linear stochastic dynamics of continuous variables inter-
acting via random Gaussian couplings of generic symmetry and analyze the prediction error. By
applying Kalman filter recursions we find that the posterior dynamics is governed by an “effective”
drift that incorporates the effect of the observations. We present two approaches for characteriz-
ing the posterior variance that allow us to tackle, respectively, equilibrium and non-equilibrium
dynamics. The first appeals to Random Matrix Theory and reveals average spectral properties of
the inference error and typical posterior relaxation times, the second is based on dynamical func-
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tionals and yields the inference error as the solution of an algebraic equation. We successfully
compare these exact results with the ones in chapter 3, derived by appeal to the Extended Plefka
Expansion with hidden nodes in the thermodynamic limit of infinitely large system.
As an effectively non-interacting picture, the Extended Plefka Expansion has to neglect some
fundamental dynamical information on the coupling between parts of the network, which might
become negligible for large networks but is crucial for a realistic description of small systems.
Therefore in chapter 5, we introduce another path integral approach aimed at a Gaussian rep-
resentation of stochastic dynamics without resorting to a mean field approximation: the aim is
to produce descriptions more adequate for the microscopic scale and for the detailed dynamical
analysis of subnetworks.
In more detail, we apply a Gaussian variational approximation to model reduction in networks of
unary and binary biochemical reactions that are partially accessible experimentally. In the spirit
of model reduction, we restrict the analysis to a small subset of variables (subnetwork), embedded
in a larger network (bulk) and the key goal is to write dynamical equations reduced to the subnet-
work but still retaining the feedback from the bulk. As a result, the subnetwork reduced dynamics
contains a memory and an additional stochastic term exhibiting non trivial temporal correlations
(a coloured noise). We first derive the subnetwork equation for the linearized (Gaussian) dynam-
ics; next a perturbative power expansion allows us to estimate first order nonlinear corrections. If
one specializes to the case of vanishing intrinsic noise, our description is explicitly shown to be
equivalent to projection methods up to quadratic terms, yet it is applicable more generally in the
presence of stochastic fluctuations. An example from the Epidermal Growth Factor Receptor path-
way, relevant to cancer signalling, is also provided to probe the increased accuracy of prediction
and the computational convenience of our method.
Finally, in chapter 6, we summarize all these results, we draw conclusions on their significance




This work has been done in collaboration with Manfred Opper (TUB Berlin). The related paper
is published in Journal of Physics A: Mathematical and Theoretical [26].
Automation brings in real “mass production” not in terms of size, but of an instant inclusive em-
brace. Such is also the character of “mass media”. They are an indication, not of the size of their
audiences, but of the fact that everybody becomes involved in them at the same time.
Marshall McLuhan, “Understanding Media”
2.1 Introduction
Stochastic Differential Equations (SDEs) with continuous variables are a well-established tool to
describe the dynamical behaviour of a variety of systems, in areas ranging from physics and chem-
istry to biology and engineering [10, 27]: they are used frequently, for example, for dynamical
modelling of intracellular kinetics and biochemical networks [28].
In the context of network studies, in particular with regard to applications in systems biology, a
major task is model simplification [5, 6], using model reduction strategies that should retain as
much as possible of the qualitative dynamical information - as we briefly discussed in chapter 1.
In addition one requires techniques amenable to the inference of model parameters from observed
data, since experimental uncertainties on parameters, resulting e.g. from the fact that some dy-
namical variables may not be observed, can crucially affect the predictions of dynamical models
[29].
The application of approaches based on statistical mechanics and spin glass theory has a long
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history [30]. In particular, Mean Field (MF) methods have emerged as powerful tools for charac-
terizing statistical quantities in systems where the combinatorial complexity of exact calculations
rules out a tractable description [31]. From the theoretical point of view, further motivation for
the use of mean field methods comes from the fact that they can often be proved to retrieve the
exact solution in an appropriate limit, typically involving high network connectivity and/or weak
couplings.
The so called “Plefka expansion" for the Sherrington-Kirkpatrick (SK) [32] model was introduced
by Plefka [33] as a convenient method to derive MF equations and their more refined analogue,
the TAP equations [34]. The advantage of the method, essentially an expansion of the Gibbs free
energy in powers of the interaction strength, is that it does not rely on an average over interactions
drawn from some statistical ensemble. This makes it potentially useful in applications to e.g.
biology, where it is generally a specific network that is of interest.
Roudi and Hertz [35] applied the Plefka expansion to the problem of approximating spin-glass
dynamics: in this case, variables are not single spins but entire time histories of each spin. They
developed a dynamical theory that relates mean magnetizations, potentially time varying fields
and quenched couplings for two versions of SK model kinetics (synchronous and asynchronous
updates, respectively). Using the generating functional approach, the (naive) MF and TAP dynam-
ical equations were retrieved as first and second orders of a power expansion in analogy with the
equilibrium Plefka expansion for the Gibbs free energy. In more detail, the logarithm of the gen-
erating functional for the dynamics plays the role of the equilibrium free energy: performing the
Legendre transform w.r.t. the real and auxiliary fields one obtains the dynamical equivalent of the
Gibbs free energy and then can expand for weak couplings. Importantly, as long as the generating
functional is by definition dependent only on fields that act linearly on the degrees of freedom, this
expansion will closely resemble the standard Plefka approach and only the first moments of the
resulting probability measure over trajectories will be fixed.
The aim of this chapter is two-fold. First we want to introduce an improvement, tailored to con-
tinuous degrees of freedom, of the approximation strategy outlined above; we call the improved
method an “extended" Plefka expansion. The dynamical model is a set of stochastic differential
equations for continuous degrees of freedom and with generic nonlinear couplings between them.
The basic idea of the extension that we propose is to include among the set of order parameters all
second moments, i.e. two-time correlations and responses, for each degree of freedom. Expanding
up to second order in interaction strength then provides a mean field description where couplings
between trajectories are replaced by a coupling to the past (i.e. a memory term) and a coloured
7
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noise.
Our second aim is an analytical investigation of a solvable limit, which concerns large networks
with linear dynamics. This partly serves the purpose of verifying explicitly a case where the
approximation becomes exact, but the calculation also provides additional insight into how the
dynamical behaviour of correlations and responses depends on the symmetry of the couplings.
We show that the exact thermodynamic limit is recovered from the approximate equations for
any degree of symmetry, i.e. irrespective of whether the system reaches an equilibrium stationary
state. This keeps the analysis as general as possible and suggests multiple possible applications,
for example in neural networks and gene expression where couplings are typically asymmetric.
The chapter is organized as follows: after recalling the expansion conceived by Plefka in section
2.2, we introduce in section 2.3 the basic functional integral approach that provides the framework
within which we build the extended Plefka expansion for dynamics. In sections 2.3.2 and 2.3.3
we present and discuss the derivation of the approximate dynamical equations from the functional
integral. In sections 2.3.4, 2.4.1 and 2.4.2 we apply the approximation to the particular case of a
linear dynamics, which is analytically tractable both in the static and dynamic scenario. In section
2.4.3 we resort to Random Matrix Theory and related spectral methods [36] to average the exact
dynamics over the disordered interactions, in the limit of an infinitely large sample and in the
stationary regime. This allows us to derive expressions for correlations and responses in Laplace
space, and comparison with the predictions of the extended Plefka approximation shows perfect
agreement. This confirms and strengthens the theoretical justification of our method. In section
2.5.3 we study in more detail the qualitative features of the dynamics, in particular non-exponential
relaxation behaviour that manifests as low-frequency power law tails in the power spectra. Finally,
an explicit analytical characterization of correlations and responses in the temporal domain can be
found in the limit of symmetric and antisymmetric couplings and is discussed briefly in section
2.5.4.
2.2 Plefka Expansion
We briefly summarize the main steps of the “Plefka expansion” introduced by Plefka [33], using,
as in the original paper, the Sherrington-Kirkpatrick (SK) [32] model as an example. The SK





Ji jS iS j +
∑
i
hexti S i (2.2.1)
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In the SK model, specifically, the interactions are symmetric (i.e. Ji j = J ji) and infinitely long-
ranged, with the Ji j for i < j chosen as independent Gaussian variables of mean zero and variance
1/N, though these properties are not required to write down the general expansion. Note that the
left hand side of (2.2.1) would conventionally be written as −βH with β the inverse temperature,
but we omit factors of −β here and below as we do not need them in the application to dynamics.
In order to construct the Plefka expansion one introduces a parameter α controlling the interaction




Ji jS iS j +
∑
i
hexti S i (2.2.2)
The full interacting Hamiltonian is thenH1 = H , whileH0 is the Hamiltonian of a non-interacting
system. The Gibbs free energy Gα is now defined as the free energy subject to a constraint on
certain averages, typically the magnetizations mi = 〈S i〉
Gα(m) = extrhGˆα(m, h) (2.2.3)
with
Gˆα(m, h) = ln Tr eΞα (2.2.4)
and
Ξα = Hα +
∑
i
hi(S i − mi) (2.2.5)
One can write
Gα(m) = extrh




and this shows that Gα is the Legendre transform of a Helmholtz free energy – the first term in the
brackets – that depends on the auxiliary fields hi. The extremization condition over the hi gives
mi = 〈S i〉 (2.2.7)
and this ensures that the mi have the intended meaning. The average here is over the distribution of
states P(S) ∝ eΞα . This is biased away from the Boltzmann distribution (1/Z) eHα by the factor eh·S
involving the auxiliary fields hi. We will denote the fields that produce the desired values of the
magnetizations m by hα(m), where the subscript emphasizes the dependence on the interaction
strength α. The fields hα can be deduced as derivatives of Gα, once this is known. Explicitly,
because of the condition (2.2.7), the variation of the fields hα with m does not contribute to the
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as expected on general grounds from the Legendre transform definition of Gα. The Gibbs free
energy becomes equal to the unconstrained equilibrium free energy when the fields hiα vanish, so




The formalism so far is generic. In the Plefka expansion, the interacting part of the Hamiltonian
is treated perturbatively by expanding the Gibbs free energy in powers of α, typically to first or
second order
Gα = G0 + αG1 +
α2
2
G2 + . . . (2.2.10)
where Gk = (∂/∂α)k Gα|α=0. The fields hiα = −∂Gα/∂mi can be expanded analogously
hα = h0 + αh1 +
α2
2
h2 + . . . (2.2.11)
To the second order, the equilibrium condition hα = 0 for the order parameters m is then given by




In applications to equilibrium spin systems, the non-interacting Gibbs free energy G0 can often be






















In dynamical problems, finding G0 explicitly is often awkward but can be avoided by noting that in
order to obtain a certain value of m at α = 0 requires a field heff = h0. The equilibrium condition
(2.2.12) for nonzero α can then be rewritten as




This expression gives us the effective fields heff that produce the same magnetizations m in the
non-interacting system as at equilibrium in the interacting system. To obtain the equilibrium
condition for the interacting system, one then only needs to combine this with the relation between
magnetization and field in the non-interacting system, which for Ising spins reads simply
mi = tanh(hexti + h
eff
i ) (2.2.15)
To carry out the actual calculation of the first and second order Plefka free energies G1 and G2,














Chapter 2: Extended Plefka Expansion
where we use (d/dα) to indicate a total derivative that includes the α-dependence of hα. On the
other hand (2.2.5) shows that in Ξα each field hiα multiplies S i − mi, whose average vanishes, so




where Hint = ∂Hα/∂α is the interacting part of the original Hamiltonian. Evaluating the average
in the non-interacting system (α = 0) then gives G1 = 〈Hint〉0, and by derivation h1. For the
SK model, one finds in this way G1 = (1/2)
∑
i, j Ji jmim j and h1i = −∂G1/∂mi = −
∑
j,i Ji jm j.
To first order the effective field is then heffi = −αh1i = α
∑
j,i Ji jm j and the equilibrium condition
mi = tanh(hexti + α
∑

























The first term vanishes because ∂2Hα/∂α2 = 0 and because ∂2hiα/∂α2 is multiplied again by a






















= Hint − 〈Hint〉0 + h1 · (S − m) (2.2.20)
From G2 one finds h2 by taking m-derivatives again, and in principle this process can be iterated
to higher order. The first order gives a MF approximation as shown above, while at second order
one retrieves what are known as the TAP equations for the SK-model [32].
2.3 Extended Plefka Expansion
We start from the dynamical equations
dxi(t)
dt
= −λixi(t) + φi(x(t)) + ξi(t) (2.3.1)
for a set of N continuous (real-valued) degrees of freedom xi (i = 1, . . . ,N) evolving in time t.
The xi may represent e.g. concentrations of chemical species in a biochemical reaction network,
or deviations of such concentrations from steady state values. On the r.h.s., φi(x(t)) is a generic
function of the vector x(t) = {xi(t)} of all concentrations and determines the drift of xi. In the
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biochemical context it gives the rate of change in xi due to reactions with other species and includes
the relevant reaction rates. A term −λixi has been included that drives each xi back to zero, with
λi having the meaning of a decay rate. Finally, ξi(t) is Gaussian white noise with the properties
〈ξi〉 = 0 〈ξi(t)ξ j(t′)〉 = Σiiδi jδ(t − t′) (2.3.2)
The Kronecker delta δi j signifies that each variable xi has independent noise acting on it. Cor-
relations in the noise could be allowed for by extending the matrix Σiiδi j to one having nonzero
off-diagonal entries, but become difficult to express in terms of the local parameters that define the
core of the extended Plefka expansion, as will be explained below.
After discretizing time in elementary time steps ∆, a dynamical partition function for this system



















We use the Itô convention [10] to discretize the noise, where ξi(t) above is to be read as the average




Here δtt′/∆ is the discrete-time replacement of δ(t− t′). The ∆ term shows that the actual contribu-
tion of the covariance Σ does not depend on time discretization (i.e. it is O(1) in the ∆→ 0 limit).
The average over the white noise can then be performed by applying a standard Gaussian identity
〈ei∆xˆT·ξ〉ξ = e−∆ xˆTΣxˆ/2 (2.3.5)
To develop a Plefka expansion, we now need to consider which averages should be constrained in
the relevant Legendre transform. By reinterpreting the static TAP equations from the perspective
of a cavity argument [37], one would obtain marginals where the covariance of the cavity field
and a quadratic term for the spins is present. These are effectively constant in the case of Ising
spins (s2i = 1) but should be explicitly taken into account for continuous variables (even in a static
problem) and for tracking time dependencies (see [37] for spin dynamics).
Let us now introduce some shorthands to explain in intuitive terms the logic beyond the “extended”
Plefka expansion, connecting it to the version for equilibrium systems outlined in section 2.2. We
12
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denote
mˆ = {x,−ixˆ, xx,−ixˆx, ixˆixˆ} (2.3.6a)
m = {µ,−iµˆ,C, R, B} (2.3.6b)
hα = {Ψα, lα, Cˆα, Rˆα, Bˆα} (2.3.6c)
Here mˆ is a compact notation for the quantities whose averages we will constrain, consisting
of the xi(t), ixˆi(t) and all their products involving the same degree of freedom or “site” i. It is
the inclusion of these products that extends our approach beyond the standard applications of
the Plefka method, where only first order moments such as magnetizations are constrained. We
indicate by m the constrained values of the relevant averages, which are the order parameters of
the theory, and by hα the conjugate fields. µ, µˆ,C, R, B summarize the various groups of order
parameters defined as follows
µi(t) = 〈xi(t)〉α (2.3.7a)
µˆi(t) = 〈xˆi(t)〉α (2.3.7b)
Ci(t, t′) = 〈xi(t)xi(t′)〉α (2.3.7c)
Ri(t′, t) = −i〈xˆi(t)xi(t′)〉α (2.3.7d)
Bi(t, t′) = −〈xˆi(t)xˆi(t′)〉α (2.3.7e)
We denote the corresponding groups of conjugate fields byΨα, lα, Cˆα, Rˆα, Bˆα. All exhibit a strictly
local dependence on the species (i.e. all diagonal).
The second order quantities we are constraining involve firstly the (disconnected, local) two-time
correlation functions Ci(t, t′). From general results for MSRJD path integrals [38] it follows that
Ri(t′, t) has the meaning of a local response of xi(t′) to a perturbing field −ixˆi(t) applied at some
earlier time; it should therefore be non-vanishing only for t′ > t. Bi(t, t′), finally, is expected
to vanish for all times t and t′, as is µˆi(t); both follow from the fact that the dynamical partition
function remains equal to unity when generating terms linear in xˆi(t) are added in the exponent
(we refer to [38] for a derivation from the normalization condition).
To define the Plefka free energy, note that after the noise average has been carried out, our partition
function can be written in the form Z =
∫
DxDxˆ eHα with a suitable Hamiltonian (or action)Hα for





to the trace over spins. As in the equilibrium calculation one now defines the Plefka energy Gα as
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where
Ξα = Hα + hα · (mˆ− m) (2.3.9)

























( − ixˆi(t)xi(t′) − Ri(t′, t)) + ∆22 ∑
itt′
Bˆiα(t, t′)






where the first and last terms constitute the Hamiltonian Hα. Note that we have inserted powers
of ∆ in such a way as to keep the fields of order unity in the continuous time limit ∆ → 0. The
parameter α characterizes the strength of the interactions as in the equilibrium case, here via φi;
the linear self-interaction via −λixi is tractable and so is left as part of the non-interacting baseline.
Our aim will be to use a second-order Plefka expansion to derive an effective non-interacting
description of our system, where the interactions between variables are replaced by additional
coloured noise and a coupling of each variable to its past.
In analogy with the equilibrium expansion, the fields hα are determined by extremization of Gˆα.
Once Gα has been found, the fields can be retrieved from hα = −∂Gα/∂m and order parameters of
the original system dynamics can be found from the condition hα = 0. Split into the various order
parameter groups, the derivatives of Gα read

























We now proceed with the Plefka expansion of Gα around α = 0 up to second order, and define a
set of effective fields heff as in (2.2.14). These provide the effective non-interacting description of
the true interacting dynamics, whereby with these fields at α = 0 the order parameters have the
same values as in the interacting system. As the heff themselves depend on the order parameters,
this typically leads to nonlinear self-consistency equations, which are the analogues of the MF and
TAP equations for the SK model.
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The above makes clear why we have introduced only fields depending on a single site: this as-
sumption guarantees that the effective dynamics will be non-interacting. We also see now why
correlations between the noises ξi affecting the different xi would complicate matters: the correla-
tions Ci j(t, t′) would be non-local even at α = 0, and determined only in a very indirect way from
the local order parameters Ci(t, t′). In the application to biochemical reaction networks there gen-
erally are non-trivial noise correlations as discussed in section 2.6 below, and further work would
be required to understand how best to deal with those.
2.3.1 Structure of the non-interacting problem
In the logic explained above, the intractable part of the interactions becomes condensed into local







′), Bˆeffi (t, t




















































− xˆi(t)xˆi(t′) − Bi(t, t′)
)
To get the generic self-consistency equations for our order parameters, we should in principle
evaluate the averages µi(t), µˆi(t), Ci(t, t′), Ri(t′, t) and Bi(t, t′) for this action. The result is the
analogue of what for an equilibrium spin problem is mi = tanh(hexti + h
eff
i ).
To simplify this procedure, one can make the natural (see above) assumptions that the solution
of the self-consistency equations will obey µˆi(t) = 0, Bi(t, t′) = 0 and Ri(t, t′) = 0 for t′ ≥ t;
the vanishing of the response at equal times is a generic consequence of the Itô discretization.
We will have to check that these assumptions are self-consistent. As we show below, they imply
ψeffi (t) = 0, Cˆ
eff
i (t, t
′) = 0 and Rˆeffi (t, t






xi(t + ∆) − xi(t) + ∆
(

















This is exactly the action for the Langevin dynamics
xi(t + ∆) − xi(t)
∆




′)xi(t′) + ξi(t) + χi(t) (2.3.14)
where χ is a coloured, local Gaussian noise with
〈χi〉 = 0 〈χi(t)χi(t′)〉 = Bˆeffi (t, t′) (2.3.15)
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Note that the covariance of this effective noise is defined exactly so that the quadratic terms in xˆi(t)







The remainder of the analysis is easier to carry out in the continuous time-limit ∆ → 0. The
effective equation of motion becomes
dxi(t)
dt




′)xi(t′) + ξi(t) + χi(t) (2.3.17)
which shows that Rˆeffi (t, t
′) plays the role of a memory function. Because this dynamics is causal,
it does indeed give µˆi = 0, Bi(t, t′) = 0 and Ri(t, t′) = 0 for t′ ≥ t, and so our original assumptions
about the order parameter values are self-consistent.
It remains to obtain the equations for the nonzero order parameters µi(t), Ri(t, t′) for t > t′, and







′)µi(t′) + leffi (t) (2.3.18)











′′)Ri(t′′, t′) + δ(t − t′) (2.3.19)














′′) + Σiiδ(t − t′′))
(2.3.20)
These order parameters µi(t), δCi(t, t′) and Ri(t′, t) are uniquely determined from the above equa-
tions when supplemented with initial values µi(0) and δCi(0, 0), which we assume are given as
part of the specification of our system. Let us look at this derivation in slight more detail. For the
response, it is useful to notice that differentiation w.r.t. a fluctuating external field is equivalent to































′′)Ri(t′′, t′) + δ(t − t′)
(2.3.22)
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′)δxi(t′) + ξi(t) + χi(t) (2.3.23)
Then we multiply by δxi(t′) and average to get (2.3.20). One uses a theorem for Gaussian variables















′′) + Σiiδ(t − t′′)) (2.3.24)
A proof of this theorem is provided in [39].
2.3.2 First order: Mean Field equations
As explained above the equilibrium case, see equations (2.2.16) and (2.2.17), the first order cor-

















































〈 − xˆi(t)xˆi(t′) − Bi(t, t′)〉α∣∣∣∣∣
α=0
(2.3.26)
where all the factors multiplying the derivatives of the fields vanish by definition (2.3.7).








For the sake of brevity we drop the subscript 0: all averages below are to be taken at α = 0 unless
otherwise specified. To find G1 explicitly, consider first a generic vector z = {za} of Gaussian





where δza = za − µa. Applying this first identity to our case gives
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While not fully explicit, the value of this expression is fully determined by our order parameters;
specifically the averages over x(t) are over independent Gaussian variables xi(t) with mean µi(t)
and variance δCi(t, t) = Ci(t, t) − µ2i (t).
We can now obtain the first order (in α) conjugate fields, which are the negative derivatives of G1
w.r.t. the order parameters




, h1 = {ψ1i (t), l1i (t), Cˆ1i (t, t′), Rˆ1i (t′, t), Bˆ1i (t, t′)} (2.3.31)
where according to our convention in the construction of Ξα, the exponent n = 1 for linear order


















































′) = 0 (2.3.32e)
Using the general identity for Gaussian variables z = {za} with means µa
∂µa〈φ(z)〉 = 〈∂zaφ(z)〉 (2.3.33)
the first average in the expression for ψ1i could also be written as 〈∂φ j(x(t))/∂xi(t)〉. The effective
fields defining the effective non-interacting dynamics are now heff = −αh1. To evaluate these we
can exploit that the final order parameter values should obey µˆi(t) = 0 and Ri(t, t) = 0, hence also
δRi(t, t) = 0. This then gives ψ1i (t) = 0 and Cˆ
1
i (t, t) = 0 so that also the corresponding effec-
tive fields vanish, as anticipated above in our general discussion of the effective non-interacting
dynamics. Note that it is important to make the above simplifying assumptions only in the final
expressions for the effective fields, not already in G1 as derivatives w.r.t. e.g. µˆi(t) do contribute to
the effective fields.
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The only remaining nonzero effective fields at this stage are leffi (t) = −αl1i (t) and Rˆeffi (t, t′) =
−αRˆ1i (t, t′). We insert these into (2.3.13) to get the mean field equations for the now effectively
non-interacting degrees of freedom xi(t)
dxi(t)
dt





(xi(t) − µi(t)) + α〈φi(x(t))〉 + ξi(t) (2.3.34)
Not unexpectedly for an effective linear dynamics, the interaction term φi(x(t)) has here effectively




= −λiµi(t) + α〈φi(x(t))〉 (2.3.35)
The equations for the equal-time correlations Ci(t, t) can be obtained from the equation of motion










δxi(t) + ξi(t) (2.3.36)











δCi(t, t) + Σii (2.3.37)
In general, the above equations need to be solved jointly for the 2N time-dependent order parame-
ters µi(t) and Ci(t, t); this is because the average of ∂φi/∂xi generically depends on both means and
variances. The case of purely linear interactions, where φi =
∑
j,i Ki jx j, is an obvious exception:
here the equations for the means do not involve the variances so can be solved separately.
It is worth commenting at this stage how our first order result compares with that of a conventional
Plefka approach that constrains only the first moments µi(t) and µˆi(t). The effective field terms in
the effective dynamical action are then linear in xi(t) and xˆi(t). This means that all second order
fluctuation statistics remain as in a non-interacting problem. In particular, δCi(t, t′) and Ri(t, t′)
do not feel any effect of the non-trivial drift φi. The second term in the brackets in the r.h.s. of
(2.3.36) would be absent, and the interaction term φi would only appear via its average. Already
to first order in α it is clear, then, that the extended Plefka approach captures qualitatively more
of the dynamics of the interacting system than a conventional Plefka method constraining linear
averages.
2.3.3 Second order: TAP equations
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− ixˆi(t)xi(t′) − Ri(t′, t)
)
(2.3.39)
While the following analysis can be carried out for general drift φi(x), we will restrict the scenario




as this significantly reduces the number of terms in the expressions (see appendix C for full deriva-
tion without this simplification). Intuitively, we are assuming that φi(x) is a function only of the
other variables x j; equivalently, xi interacts with itself only via the linear term −λixi. In the later
steps of the calculation, from (2.3.43), we will add the assumption that the drift φi is an additive
combinations of functions of the other variables x j, i.e. of the form φi(x) =
∑
j,i gi j(x j). The above




















′) = 0 (2.3.41d)
Bˆ1i (t, t
′) = 0 (2.3.41e)



























where δxˆi(t) = xˆi(t) − µˆi(t) as before and δφi(x(t)) = φi(x(t)) − 〈φi(x(t))〉, while δ(x j(t)x j(t)) =
x2j (t) − C j(t, t). To calculate G2 one now needs to square this and evaluate the relevant averages,
expressing them in terms of the relevant order parameters (2.3.7). The square will give correlations
of terms at different sites i and j and different times t and t′. Because the averages are taken at
α = 0, there are no correlations between variables at different sites i. For the same reason all
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statistics are Gaussian, and one can use Wick’s theorem to reduce all higher order moments to
first and second order ones. Once G2 (see appendix) has been found, the O(α2) corrections for the
fields can be calculated from





which is just the second order analogue of (2.3.31). With these general expressions for the fields
we obtained, one can again impose the physical constraints on the order parameters, i.e. µˆi(t) = 0,
δRi(t, t′) = 0 for t′ ≥ t and δBi(t, t′) = Bi(t, t′) + µˆi(t)µˆi(t′) = 0. We omit the details and write
directly the final simplified form of the second order fields
ψ2i (t) = 0 (2.3.44a)




















R j(t, t′) (2.3.44c)
Cˆ2i (t, t
′) = 0 (2.3.44d)
Bˆ2i (t, t
′) = −〈δφi(x(t))δφi(x(t′))〉 (2.3.44e)
These fields, multiplied by −α22 , give the second order contributions to the effective fields in the
non-interacting dynamical action, heff = −αh1 − α22 h2. One sees that ψeffi (t) and Cˆeffi (t, t′) remain
identically zero also to second order, while the nonzero effective fields are, in the continuous time
limit ∆→ 0
leffi (t) = α
〈
φi(x(t))





























We notice that the causality structure of Rˆeffi (t, t
′) is directly related to that of Ri(t, t′), i.e. both
are nonzero only when the second time argument is smaller than the first. (In the first order
calculation we had in addition found a nonzero equal-time value for Rˆeffi (t, t
′) but this was due to
a self-interaction that we have since assumed to be zero.) Substituting the fields into Ξeff (2.3.13),
we obtain the uncoupled description of the dynamics to second order in α
dxi(t)
dt











R j(t, t′)δxi(t′) + ξi(t) + χi(t)
(2.3.48)
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The dynamical TAP equations are then the self-consistency equations for the µi(t), Ri(t, t′) and
Ci(t, t′) that result. These are written in their general form in (2.3.18) to (2.3.20) above. What is
remarkable is that the integral over the past in (2.3.48) does not contribute to the evolution equation
for the means, which as to first order is given by
dµi(t)
dt
= −λiµi(t) + α〈φi(x(t))〉 (2.3.49)
This does not mean, of course, that the actual time courses µi(t) wil be the same in the MF and TAP
equations: the TAP equations for the variances Ci(t, t) are different from MF, and these variances
affect the average 〈φi〉 in the evolution of the µi(t).
2.3.4 Linear case







Ki jx j(t) + ξi(t) (2.3.50)
This corresponds to the choice φi(x) =
∑
j Ki jx j for the drift. We assume throughout that Kii = 0,
so that there is no self-interaction in φi.
First order: Mean Field







Ki jµ j(t) (2.3.51)




iµˆ j(t)K ji (2.3.52a)
l1i (t) = −
∑
j
Ki jµ j(t) (2.3.52b)
Rˆ1i (t, t
′) = Cˆ1i (t, t
′) = Bˆ1i (t, t
′) = 0 (2.3.52c)
The effective dynamical equation becomes
dxi(t)
dt
= −λixi(t) + α
∑
j
Ki jµ j(t) + ξi(t) (2.3.53)
and gives for the means the equations of motion
dµi(t)
dt
= −λiµi(t) + α
∑
j
Ki jµ j(t) (2.3.54)
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For α = 1 these agree with the exact equations. The second order fluctuation statistics, on the
other hand, are unchanged from the non-interacting system at this level of approximation.
Second order: TAP
The effective dynamics to second order in α become, as a special case of (2.3.48)
dxi(t)
dt
= −λixi(t) + α
∑
j






Ki jR j(t, t′)K jiδxi(t′) + ξi(t) + χi(t) (2.3.55)
In the integral term we have arranged the factors to allow a simple intuitive interpretation: a
fluctuation δxi at time t′ acts via K ji as an effective field on x j; at time t this produces a response
in x j modulated by R j(t, t′), which then acts back on xi via Ki j.






Ki jµ j(t) (2.3.56)
Responses have their temporal evolution governed by (2.3.19)
∂Ri(t, t′)
∂t





dt′′Ki jR j(t, t′′)K jiRi(t′′, t′) + δ(t − t′) (2.3.57)
while for the connected correlations one has, from (2.3.20)
∂ δCi(t, t′)
∂t





dt′′Ki jR j(t, t′′)K jiδCi(t′′, t′) +





dt′′Ri(t′, t′′)K2i jδC j(t, t
′′) (2.3.58)
The last term involves the covariance of the coloured noise χi(t), which is
∑
j K2i jδC j(t, t
′).
2.4 Exactness in the thermodynamic limit
2.4.1 Motivation and setup
The extended Plefka expansion derived above is, of course, an approximation in general because
we have truncated the power series expansion in the interaction strength α at second order. We
would expect the approximation to become exact, however, provided that the interactions between
variables are suitably long-ranged and we take the thermodynamic limit N → ∞ of a large system:
a central limit theorem argument then suggests that the interactions have Gaussian statistics as the
extended Plefka expansion predicts. The purpose of this section is to study in detail one example of
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a model in this class, namely the linear interaction model introduced in section 2.3.4 with random
couplings Ki j. There are rather more general scenarios where we expect our method to give the
exact results, as discussed in section 2.6 below.
We already know (see 2.3.18) that the extended Plefka equations for the means are exact, and
will show that the responses and correlations are also predicted correctly by the extended Plefka
approach. The exact solution that we work out as our baseline has close similarities with the
analysis of the p = 2-spin spherical model; see [40] for a detailed study of the latter.
We will focus on the long-time limit t → ∞, where the analysis simplifies because two-time corre-
lations and responses become time translation invariant (TTI), i.e. depend only on time differences.
The derivation of the extended Plefka expansion does not of course rely on TTI, and we would
expect that the agreement with the exact solution can be demonstrated also for transient relaxation
to the steady state.
To be specific, we consider the linear dynamics (2.3.50); this corresponds to the Langevin dy-
namics of a p = 2-spin spherical model where the spins are replaced by arbitrary degrees of
freedom xi(t) interacting in pairs. For the sake of simplicity we assume λi = λ and Σii = Σ for
all i = 1, . . . ,N, i.e. we take the self-interaction and noise strength as the same for all degrees
of freedom. The self-interaction plays the role of the Lagrange multiplier enforcing the spheri-
cal constraint in the p = 2-spin spherical model: note that in our case it is not time dependent,
however, but simply a constant.
We want to proceed with as few restrictive assumptions on the couplings Ki j as possible; in fact,
nothing in the derivation of the Plefka expansion requires particular conditions on K. A simple
choice is then to suppose that K is a real matrix with elements that are randomly distributed
Gaussian variables with zero mean and variance 〈K2i j〉 = 1/N, drawn independently except for the
correlation
〈K jiKi j〉 = ηN (2.4.1)
The parameter η ∈ [−1, 1] controls the degree to which the matrix K is symmetric, i.e. it is a
measure of symmetry for the physical couplings in the system. Such ensembles of matrices with
Gaussian-distributed elements were first studied by Girko [41] and Ginibre [42]: their character-
istic feature is that unless η = 1, the eigenvalues are not restricted to the real axis but distributed
over an area in the complex plane.
For η = 1 we have symmetric matrices, which belong to what is known as the Wigner or Gaussian
Orthogonal Ensemble. Symmetry here ensures that the dynamics obeys detailed balance with re-




i j xiKi jx j/2 so that the stationary regime is an equilibrium
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state.
The value η = 0 means that all correlations between matrix elements vanish and thus identifies a
fully asymmetric K: such random matrices, with completely independent real entries, belong to
the Ginibre Orthogonal Ensembles [42]. Finally, η = −1 describes the antisymmetric case, where
all eigenvalues of K lie along the imaginary axis because iK is Hermitian.
2.4.2 Extended Plefka Expansion
We next evaluate the predictions of the extended Plefka approach for our system with equation of












Ki jR j(t, t′)K jiδxi(t′) + φi(t) (2.4.2)
where
φi(t) = ξi(t) + χi(t) 〈φi(t)φi(t′)〉 = Σδ(t − t′) +
∑
j
K2i jδC j(t, t
′) (2.4.3)
The dynamics of the means µi(t), obtained by averaging over the ensemble (2.4.2) as in (2.3.56),
is in full agreement with the exact one obtained by simply taking the mean of (2.3.50).
Let us calculate the response, which in the Plefka approach is given by (2.3.57). The dependence
on the site i on the r.h.s. arises only from the term
∑
j Ki jK jiR j(t, t′). Because Ki jK ji is of order
1/N, while the R j are of order unity and are expected to have vanishing correlation with Ki jK ji
(for any fixed i) for large N, this sum is self-averaging: for large N it can be replaced by∑
j
Ki jK jiR j(t, t′) ∼ ηN
∑
j
R j(t, t′) ≡ ηR(t, t′) (2.4.4)
because 〈Ki jK ji〉 = η/N. For latter we note that the non-trivial term in the noise covariance (2.4.3)
self-averages similarly to ∑
j





C j(t, t′) ≡ C(t, t′) (2.4.5)
The self-averaged version of (2.3.57) now reads
∂Ri(t, t′)
∂t
= −λRi(t, t′) + η
∫ t
t′
dt′′R(t, t′′)Ri(t′′, t′) + δ(t − t′) (2.4.6)
From this one sees that all sites i will have the same response for large N, which makes sense
because with our long-range disordered couplings all sites i become equivalent. We can thus drop
the site index on Ri from now on, or formally average over i to get an equation for R.
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As explained above we now consider the long-time limit where a steady state should be reached
so that the response becomes TTI, R(t, t′) = R(t − t′)
∂R(t − t′)
∂t
= −λR(t − t′) + η
∫ t
t′
dt′′R(t − t′′)R(t′′ − t′) + δ(t − t′) (2.4.7)
Laplace transforming with respect to time differences, with z the conjugate variable, gives
(z + λ)R˜(z) = ηR˜2(z) + 1 (2.4.8)




(z + λ) − 1
2η
√
(z + λ)2 − 4η (2.4.9)
Here the sign is chosen to retrieve the correct behaviour for z → ∞: as R(t − t′) must approach
unity for small time differences, the Laplace transform R˜(z) has to decay as 1/z for large z. The





We next apply the same approach to the calculation of the connected correlations δC(t, t′). As we
will only consider connected correlations in the following we drop the δ and write simply C(t, t′).
We start from (2.3.58), make the self-averaging replacement (2.4.5), drop the site index and obtain
∂C(t − t′)
∂t
= −λC(t − t′) + η
∫ t
−∞





Σδ(t − t′′) + C(t − t′′)]R(t′ − t′′)
(2.4.11)
We take a two-sided Laplace transform of this
zC˜(z) = −C˜(z) + ηR˜(z)C˜(z) + [Σ + C˜(z)]R˜(−z) (2.4.12)
and solve to get
C˜(z) =
ΣR˜(−z)
z + λ − R˜(−z) − ηR˜(z) =
ΣR˜(z)R˜(−z)
1 − R˜(z)R˜(−z) (2.4.13)
In the second equality we have simplified using (2.4.8) to obtain a form that is manifestly even
in z, as it should be because C(t − t′) = C(t′ − t). Note that for the response, which is causal so
vanishes for negative time differences, the two-sided Laplace transform reduces to the one-sided
version.
2.4.3 Exact Solution
To assess whether the above predictions of the extended Plefka method are correct, we now study
the exact solution of our model.
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We will require as an essential ingredient the spectral density ρ(k) of K in the thermodynamic
limit, which follows from general theorems, namely Girko’s elliptic and circular laws and the
Wigner semicircular law. Girko’s elliptic law [43] states that the average eigenvalue distribution
ρ(k) of N × N random matrices K drawn from a Gaussian ensemble described by (2.4.1), in the

















where we have written x and y for the real and imaginary values of the eigenvalue k. The density
ρ(k) is uniform in an ellipse in the complex plane whose semi-axes are 1+η and 1−η, respectively,
along the real and imaginary directions, and whose foci are ±2√η. In the limit η→ 1 the Wigner






4 − k2 k ∈ [−2, 2] (2.4.15)
Girko’s elliptic law can then be regarded as the generalization of Wigner’s semicircular law to the
case of an arbitrary degree of symmetry. For η = 0 the ellipse degenerates into the unit circle. Let
us consider the vectorial form of the dynamics (2.3.50) of our model, where we temporarily add
an external field l on the r.h.s.
dx(t)
dt
= −λx(t) + Kx(t) + ξ(t) + l(t) (2.4.16)





′)[ξ(t′) + l(t′)] (2.4.17)






= θ(t − t′)e(−λ+K)(t−t′) (2.4.18)
and we can set the field to zero again from now on. The responses are functions with step discon-
tinuities and exponentially decaying with the time difference t− t′. The time sequence imposed by
the θ-function implements the causality constraint, i.e. the response of the system at time t can be
caused only by a perturbation at a previous time t′. One sees also that λ must be greater than the
real part of all eigenvalues k of K, to avoid exponentially increasing solutions. As the expression




e(K−λ)se−zsds = [z − (K − λ)]−1 s ≡ t − t′ (2.4.19)
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For comparison with the Plefka approach we are interested in R(t − t′) = (1/N) ∑i Rii(t − t′) =
Tr R(t − t′) if we denote by Tr the normalized trace. This can be evaluated by integrating over the
spectral density
R˜(z) = 〈Tr R˜(z)〉 =
∫
dk ρ(k)[z − (k − λ)]−1 =

1
2η (λ + z) − 12η
√
(λ + z)2 − 4η η generic
1
2 (λ + z) − 12
√
(λ + z)2 − 4 η = 1
1
z+λ η = 0
(2.4.20)
Note that the expressions (2.4.20) are valid only for z + λ outside the support of the eigenvalue
spectrum as otherwise the integrand has singularities. Meaningful values can still be assigned to
the integral for z inside the support, by appropriate regularization, and this is necessary when R˜(z)
is regarded as a resolvent from which spectral information is to be obtained, see e.g. Mehlig and
Chalker [44] or Sommers et al. [45] for an interesting analogy with a two-dimensional classical
electrostatic field calculation. We briefly sketch it. Let us start with the complex conjugate of the
response, ¯˜R(z), that can be written as
¯˜R(z) =
〈
Tr(z¯ + λ − K)−1〉 = ∫ dkρ(k) 1
z¯ + λ − k =
∫
dkρ(k)
z + λ − k




where E(z + λ) is the 2d electrostatic field at position z + λ generated by a charge distribution ρ(k),
as it is described in the complex plane. Therefore, if ρ(k) is uniform on the unit circle, one can







z+λ |z + λ| ≥ 1
z¯ + λ |z + λ| < 1
(2.4.22)




2η (z + λ) − 12η
√




1−η |(z + λ) −
√
(z + λ)2 − 4η| < 2η
(2.4.23)
In our case R˜(z) is a Laplace transform, as it was in the Plefka calculation, so we are only interested
in its behaviour for large enough real z and the analytic continuation from this region, which is
exactly what (2.4.20) provides. To be precise, (2.4.20) with the square root assigned its principal
value is valid for Re(z) > −λ, i.e. to the right of the midpoint of the branch cut between z =
−λ − 2√η and z = −λ + 2√η; to the left, one has to use the negative of the principal value to
ensure that R˜(z) is analytic except in the branch cut. Comparing with (2.4.9), we thus conclude
that the extended Plefka method gives the exact response function for our system.
28
Chapter 2: Extended Plefka Expansion
We next turn to the correlation function. To obtain the exact expressions for this we have to resort
to different tools. Information about the spectrum is no longer enough, we also require the statistics
of correlations between the left and right eigenvectors of K; these eigenvectors are different in the
generic case where K is not Hermitian, i.e. for η , ±1. Eigenvector statistics in non-Hermitian
random matrix ensembles were studied extensively by Chalker and Mehlig [44] and we exploit
their approach, slightly adjusted for our case of matrices with real rather than complex elements.
As for the response we start from the full non-local correlation matrix, which from (2.4.17) is
given by













In terms of the equal-time correlator








e(−λ+K)(t−t′)C(t′, t′) t ≥ t′
C(t, t)e(−λ+KT)(t′−t) t′ > t
(2.4.26)
In the long-time limit C(t, t′) will become TTI again, with C(t, t′) = C(t − t′); C(0) then is the
long-time limit of C(t, t). Combining the expressions for the two relative orderings of t and t′









= C(0)(−z + λ − KT )−1 + (z + λ − K)−1C(0)
(2.4.27)
















iω(τ1−τ2) e(−λ+K)τ1 e(−λ+KT)τ2 (2.4.28)






(λ − iω − K)−1(λ + iω − KT)−1 (2.4.29)
For a comparison with the C˜(z) obtained in the Plefka approximation we need the normalized trace
again, as in the case of the response, and combining (2.4.27) and (2.4.29) this takes the form
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where the simple matrix identity
(a − A)−1 − (b − A)−1 = (a − A)−1(b − A)−1(b − a) (2.4.31)
has been applied. We have explicitly added an average over the random sampling of K in order
to be able to use random matrix technique for further evaluation. This is justified because like
the response, which depends only on the spectrum and is self-averaging for large N because the
spectrum is, the correlation function is also expected to be self-averaging. For later notational
convenience we have also transformed z → −z on the r.h.s. of (2.4.30), anticipating that the final
result (2.4.37) will be even in z.
The benefit of the above manipulations is that the calculation of the exact correlations is now








(λ − z − K)−1(λ + iω − KT)−1]〉 (2.4.33)

















Comparing with (2.4.20), one observes that g1 and g¯2 are themselves response functions, with z1
and z¯2 respectively replacing z + λ. In the case η = 0, the r.h.s. of (2.4.34) simplifies further to
1/(z1z¯2 − 1).
One expects the result (2.4.34) to apply whenever both z1 and z¯2 are outside of the spectral ellipse.
This is easily verified: one checks that |g1| = 1 is another parametrization for the boundary of this
ellipse
|g1| = 1⇔ z1 −
√
z21 − 4η = 2η (2.4.36)
with foci z1 = ±2√η and semi-axes 1+η and 1−η as before. So z1 and z¯2 are outside of the spectral
ellipse when |g1| < 1 and |g¯2| < 1, which ensures that (2.4.34) is non-singular. The resolvent then
diverges when e.g. z1 = z2 and z1 approaches the boundary of the ellipse.
To work out the trace (2.4.30) defining the Laplace transformed correlation function, we need to
set in the first resolvent (2.4.32) z1 = λ − iω and z¯2 = λ + z, and in the second (2.4.33) z1 = λ − z
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and z¯2 = λ + iω. After these substitutions the integration can be conveniently carried out using
residues (see appendix A), with the result
C˜(z) =
Σ R˜(z)R˜(−z)
1 − R˜(z)R˜(−z) (2.4.37)
This is identical to the prediction (2.4.13) of the Plefka approximation. Our conclusion is, there-
fore, that for our model with weak long-range interactions the extended Plefka approach provides
fully exact results for response and correlation functions, in the thermodynamic limit N → ∞.
2.5 Quantitative results
In this section we look at the quantitative results for our model system in more detail. As the model
does not obey detailed balance when η < 1, we are in general dealing with a non-equilibrium
steady state and will see some non-trivial features emerge from this.




(λ + z) +
√
(λ + z)2 − 4η][(λ − z) + √(λ − z)2 − 4η] − 4 (2.5.1)
















(λ + z)2 − 4 − 1
4z
√

















(λ − z)2 + 4
]
(2.5.4)
where the middle one is the detailed balance limit.
The long-time behaviour of C(t − t′) is determined by the singularities, i.e. poles and branch cuts,
of C˜(z) that are closest to the origin. It will be useful to think of these in relation to two copies of
the spectral ellipse: bearing in mind that R˜(±z) = g1(z ∓ λ), these are shifted to have their centres
at ±λ.
For generic η (see figures A.2, A.4 in appendix A), each of the two square roots in C˜(z) contributes
a branch cut1. Each branch cut lies completely inside the relevant shifted spectral ellipse, and
1In this context branch cuts correspond to the lines in the complex plane for which the Laplace transform is not
well-defined. In fact, all the values of z such that the argument of a square root becomes negative constitute a line of
discontinuity: either +i or −i can be extracted from the square root and this jump makes the function multivalued.
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extends from one focus of the ellipse to the other. Explicitly, the branch cuts are
±λ − 2√η < Re(zbc) < ±λ + 2√η Im(zbc) = 0 η > 0 (2.5.5a)
Re(zbc) = ±λ − 2
√|η| < Im(zbc) < +2 √|η| η < 0 (2.5.5b)
In the symmetric and anti-symmetric limits the ellipses degenerate to straight lines that coincide
with the branch cuts while in the asymmetric case η = 0 each branch cut shrinks to a point zbc = ±λ
at the centre of the spectral circle; see figure A.1 in appendix A.
In addition to branch cuts, the Laplace transformed correlation function (2.5.1) can have poles (for
η , 1,−1). Setting the denominator of (2.5.1) to zero gives




λ2 − (1 + η)2 (2.5.6)
These poles emerge from the branch cuts as λ is decreased below the threshold value λthreshold =
(1 + η)2/(2
√
η) for η > 0 and λthreshold = (1 − η2)/(2
√|η|) for η < 0 (see figure 2.1); they do not
exist for larger λ because they are then no longer on the physical branch of C˜(z). With decreasing
λ they then move towards the origin and reach it at a critical value for λ given by λmin(η) = 1 + η.
This makes sense as the largest real part of eigenvalues within the spectral ellipse of K is exactly
1 + η: for λ < λmin these eigenvalues would cause the correlation function to diverge for long time
differences.
2.5.1 Existence of poles




(λ + z) +
√





(λ − z) +
√




R˜(z)R˜(−z) = 1 (2.5.8)
As we want to define the condition of existence for zpole that lies on the real axis, we shall consider
z real.
1. z > 0: R˜(z) > 1. For (2.5.7) to be true, we need to consider the values of z for which
R˜(−z) < 1. We know (as can be verified from the explicit expression) that |R˜(−z)| (which
is equal to R˜(−z) for real z) is smaller than 1 outside the ellipse intersecting the real axis in
z = λ − (1 + η). Thus, for z positive, the pole exists only if z > λ − (1 + η)
2. z < 0: R˜(−z) > 1. By a similar argument, the condition of existence is given by z <
−λ + (1 + η).
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Figure 2.1: λthreshold and λmin as a function of η. The pole exists for λmin < λ < λthreshold, i.e. in
the shaded area.
When zpole is defined, one has zpole < zbc. Let us set zmin = λ− (1 + η). Thus one has zmin < zpole <
zbc. An analogous condition can be written for the pole at negative z. One can look at the values
of λ, as a function of η, for which the pole emerges. The minimum value λmin is defined by setting
zmin = zpole and it corresponds to λmin = 1+η. The maximum value, λthreshold is found by zpole = zbc
and one has λthreshold = (1 + η)2/(2
√
η) for η > 0. Thus zpole is defined for λmin < λ < λthreshold.
The analysis on the condition of existence is valid irrespective of the sign of η. We stress anyway
that for η < 0 the branch cuts shrink to two points zbc = ±λ and zpole < zbc. As a consequence
λthreshold is given by setting zpole = λ and λthreshold = (1 − η2)/(2
√|η|) for η < 0.
2.5.2 Terminal decay rate of correlation function
The long-time or terminal decay rate r of the correlation function is now given by the singularity,
be it pole or branch cut edge, that has the smallest (positive) real part, i.e. r = min(rpole, rbc),
and its inverse 1/r is the largest relaxation time. The real part of the pole is z0 itself, rpole = z0,
while for the branch cut it is, from (2.5.5a), rbc = λ − 2√η for η > 0 and rbc = λ otherwise.
For λmin < λ < λthreshold, i.e. for which the pole exists, rpole < rbc thus rpole sets r, while for all
other values of λ rbc becomes responsible for the asymptotic decay. Remarkably, at η = 0, one has
rpole =
√
λ2 − 1 < rbc = λ so here the pole is relevant. Note that as rbc ≤ λ for all η, we also have
r ≤ λ. Bearing in mind that for a non-interacting system we would have C(t−t′) = Σ exp(−λ|t−t′|),
this means that the asymptotic decay rate is only made smaller by the interactions, never larger.
Plotting rpole and rbc against η, one can verify that r = rpole for the η values, at some given λ, that
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Figure 2.2: Typical plot for λ > 2 of the terminal decay r = min(rbc, rpole) as a function of η. It is
defined by rpole (red line) only for η1 < η < η2 as explained in case 1, otherwise it is
set by rbc (black line). λ = 2.1, η1 = −0.056 and η2 = 0.076.
satisfy the condition of existence for the poles - for all other η, r = rbc. The η range for which
the pole exists varies with λ because of the requirement that λmin(η) < λ < λthreshold(η) previously
discussed. In particular, one can define 3 different cases, depending on λ, of how this change
over in the singularity that is relevant for the asymptotics, from pole to branch cut and vice versa,
occurs.
1. Let us consider λ > 2 (thus λ > λmin for any η) as in figure 2.2. The pole exists for
η1 < η < η2. η1 and η2 are given by setting λ = λthreshold(η) for positive and negative η: η1
is defined in such a way that (1 − η21)/2
√|η1| = λ and η2 is such that λ = (1 + η2)2/2√η2.
2. The function λthreshold for η > 0 has a minimum λthreshold = 8/3
√
3 at η = 1/3, thus we
look at 8/3
√
3 < λ < 2 (see figure 2.3). The pole exists for η close to 0 and 1, more
precisely for η01 < η < η02 and η11 < η < η12. We set η02 and η11 as the two solutions of
λ = (1 + η)2/2
√
η, η01 is defined by (1 − η201)/2
√|η01| = λ while η12 by λ = λmin = 1 + η12.
3. Finally we take λ < 8/3
√
3, as graphically represented in figure 2.4. The pole exists for
η1 < η < η2, where η1 satisfies (1 − η21)/2
√|η1| = λ and η2 is given by λ = 1 + η2.
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Figure 2.3: Typical plot for 8/3
√
3 < λ < 2 of the terminal decay r = min(rbc, rpole) as a function
of η. It is defined by rpole (red line) only for η01 < η < η02 and η11 < η < η12 as
explained in case 2, otherwise it is set by rbc (black line). λ = 1.6, η01 = −0.096,
η02 = 0.208, η11 = 0.517 and η12 = 0.6. We plot r for the range of η where λmin < λ,
i.e. −1 ≤ η < 0.6, as the rest is unphysical.
Figure 2.4: Typical plot for λ < 8/3
√
3 of the terminal decay r = min(rbc, rpole) as a function
of η. It is defined by rpole (red line) only for η1 < η < η2 as explained in case 3,
otherwise it is set by rbc (black line). λ = 1.4, η1 = −0.124 and η2 = 0.4. We plot r
for the values of η for which this λ is physical, i.e. λmin < λ for −1 ≤ η < 0.4.
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2.5.3 Power Spectra and Power Laws
We can obtain the power spectrum of the fluctuations in our system by setting z = iω in (2.5.1),
which converts the two-sided Laplace transform to a Fourier transform. For notational simplicity
we use the same symbol C˜(ω) for the later as for the former, the meaning being clear from the
argument of the function. Of primary interest is how the power spectrum differs from the simple
Lorentzian case corresponding to a purely exponential correlation function decay.
We note first that the asymmetric case η = 0 in (2.5.2) always gives a Lorentzian power spectrum
C˜(ω) = Σ/(λ2 − 1 +ω2). The presence of the interactions only manifests itself here in a change of
the characteristic frequency from λ to rpole =
√
λ2 − 1. More generally for large λ any non-trivial
features of the correlation function will be hidden underneath a rapidly decaying exp(−λ|t − t′|)
envelope, giving a Lorentzian power spectrum. This can be seen formally by taking λ → ∞ in
(2.5.1) at z of order λ.
Non-trivial power spectra are then expected to appear in the opposite regime of small λ, or more
precisely small λ − λmin where λmin = 1 + η. Keeping the self-interaction in the vicinity of this
critical value allows one to detect interesting features such as power law tails, as illustrated in
figure 2.5. To make the comparison of different spectral shapes easier it is convenient to remove
uninteresting prefactors, i.e. to extract the overall scales of C˜(ω) and ω and plot the normalized







A scale for ω can be extracted as the inverse of a typical timescale τ for the decay of correlations;














The factor 2 is needed in order to have a correct equality when the formula refers to correlations
that are pure exponentials. It can be seen as an average over a distribution of relaxation times: this
superposition of modes mixes different contributions and picks up rates faster than the termination
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Figure 2.5: Log-log plots of normalized (see text) power spectra for different symmetries. λ is
taken close to the corresponding minimal value 1 + η to highlight non-Lorentzian
features. For small ω, the horizontal plateau represents an exponential cutoff, while
the large ω tail ∼ 1/ω2 is as for a Lorentzian (η = 0). The power spectra for η > 0 are
broader than Lorentzian, suggesting slower decays that approach power laws for λ→
1 + η. For η < 0 sharp drops in the power spectrum suggest oscillatory correlation
decay in the time domain.
We then plot C˜(ω)/[τC(0)] versus ωτ to ensure the normalized spectrum has a unit area under
the curve. A log-log plot as in figure 2.5 shows clearly the large-frequency Lorentzian tail and
suggests slower power law correlation decays for positive η and oscillatory decay for negative η.
We want to investigate more formally the emergence of power law behaviours for large time. This
requires minimizing the effect of the exponential cut off provided by the self-interaction, so we
consider λ = λmin. We then need to study the behaviour of C˜(ω) for small ω. For η = 1 one finds,
by expansion of (2.5.3), C˜(ω) ∼ 1/√2ω, corresponding to a |t − t′|−1/2 decay in the time domain.
To understand the effect of slight deviations from symmetry we set η = 1−  with  small. At fixed
frequencies ω ∼ O(1), the limit  → 0 then just retrieves C˜(ω)|η=1, so the latter






4 − λ2 + ω2 +
√
ω4 + 2ω2(λ2 + 4) + (λ2 − 4)2 (2.5.12)
evaluated at λ = λmin = 2 is the limiting “master curve" for small  in this part of the power
spectrum








ω4 + 16ω2 (2.5.13)
This master curve has asymptotic behaviour ∼ 1/√2ω for small ω, as found above: the power
spectrum for small  generically contains a non-Lorentzian power law regime as our initial numer-
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Figure 2.6: Power spectrum at minimal λ = 1 + η for positive symmetry parameters η. Dashed
lines show the asymptotic power laws at small frequency, which govern the long-
time behaviour. For slight asymmetry (η = 1 − ), one sees interpolation between
two master curves governing the frequency regimes of ω = O(1) and ω ∼ 2. All
curves show unnormalized power spectra, for noise amplitude Σ = 1.















Figure 2.7: Analogue of figure 2.6 for negative symmetry parameters η. For small deviations
from anti-symmetry (η = −1 + ) the power spectrum splits into two regimes at
ω = 2, each with its own master curve (dashed lines). The amplitude in the low
frequency part diverges as 1/ while the higher frequencies have a finite amplitude
for  → 0, so that an effective frequency cutoff at ω = 2 develops in the limit.
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ics suggested.
If rather than fixing ω first and then taking  → 0, we directly expand C˜(ω) for small ω at fixed
, we find C˜(ω) ∼ 32ω2 instead of 1/
√
2ω. Comparing the two expressions suggests that there is
a crossover between two different regimes at a frequency scaling as 2. To analyze the crossover
region we therefore set ω = 2γ and take  → 0 at fixed γ. The rescaled correlation C˜(ω) then








−1 + √1 + 16γ2 + √2 √1 + √1 + 16γ2
8γ2
(2.5.14)
The two tails of this low-frequency master curve retrieve the scalings found above as they should
γ  1 (ω  2) Cˆ(γ) ∼ 1/2γ2 C˜(ω) ∼ 3/2ω2 (2.5.15a)
γ  1 (ω  2) Cˆ(γ) ∼ 1/ √2γ C˜(ω) ∼ 1/√2ω (2.5.15b)
The results of the above analysis are illustrated in figure 2.6. Dashed lines indicate the exponents
of the limiting power laws.
One notable aspect of the above power spectra is the 1/ω2 tail for ω → 0, which makes the time-
domain correlation function C(t−t′), obtained by inverse Fourier transform, formally infinite. This
divergence could be regularized by taking λ slightly larger than λmin; it turns out that in this limit
the dominant contribution to C(t − t′) is from the pole zpole defined in (2.5.6). This contribution is
of the order of z−1pole exp[−zpole(t − t′)], with zpole scaling as (λ − λmin)1/2 (see appendix B for the
detailed calculation).
Finally we consider the opposite end of the η range and study the case of a slight deviation from
antisymmetry, given by η = −1 + . To obtain the asymptotic behaviour for small , we expand the






4 − ω2 − ω2
)
+ O(1) ω < 2 (2.5.16)
C˜(ω) ∼ 1
ω2 − 4 + O() ω > 2 (2.5.17)
and these limiting curves are shown as dashed lines in figure 2.7. The key observation is that for
small  the power spectrum is confined almost entirely to the frequency range 0 < ω < 2, while
higher frequencies are suppressed relative to this by a factor of . As  → 0, a hard frequency
cutoff therefore emerges at ω = 2.
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2.5.4 Time Domain
To gain further insight we can extract analytically the exact correlations in the time domain for
η = 1 (symmetric couplings) and η = −1 (anti-symmetric couplings). For the symmetric case,
using KT = K in (2.4.24) gives





The trace can be written as an integral over eigenvalues distributed according to Wigner’s semi-
circular law to give















I1(2(t + t′ − 2t′′))















2eτ cos θ. The final equality follows by setting w = t + t′ − 2t′′. In
the long time limit the integral runs up to +∞ and the result is manifestly TTI. The Fluctuation-
Dissipation Theorem (FDT) [46] is then expected to hold because for symmetric couplings the
system has detailed balance. This can be checked by calculating the response function, which
comes out as simply the integrand of (2.5.19)
R(t − t′) = θ(t − t′) I1(2(t − t
′))
t − t′ e
−λ(t−t′) (2.5.20)
From (2.4.18) one has
R(t − t′) = Tr R(t − t′) = θ(t − t′)Tr e(−λ+K)(t−t′) =






4 − k2 e(−λ+k)(t−t′) = θ(t − t′) I1(2(t − t
′))
t − t′ e
−λ(t−t′) (2.5.21)
This is as expected from the FDT TR(t − t′) = −(∂/∂t)C(t − t′) where in our case T = Σ/2. In fact



















θ(t − t′) I1(2(t − t
′))




R(t − t′) (2.5.22)
The power law behaviour we found above in Fourier space corresponds to a power law in the time





z  1 (2.5.23)
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Figure 2.8: Numerical Fourier transform of C˜(ω) describing the shape of correlations in temporal domain.
(Top) Different positive symmetries: the combination of power laws and an exponential cut-
off can be noted. (Bottom) Different negative symmetries: the emergence of oscillations for
decreasing η is visible. The normalization is chosen in such a way that C(t − t) = C(0) = 1.
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As a consequence, the response decays asymptotically as
R(t − t′) ∼ e
−(λ−2)(t−t′)
√
4pi(t − t′)3/2 (2.5.24)
For the correlation function, if we substitute the expression (2.5.23) into (2.5.19) and carry out the
integration we obtain the asymptotic behaviour
C(t − t′) ∼ 1
2
√
pi(t − t′) F((λ − 2)(t − t
′)) (2.5.25)
where
F(x) = e−x − √pix erfc(x) (2.5.26)
Two regimes can be distinguished: for x  1 (i.e. t − t′  1/(λ − 2)) F(x) ∼ 1 and one has
C(t − t′) ∼ 1/2√pi(t − t′), whereas for x  1 (i.e. t − t′  1/(λ − 2)) F(x) ∼ e−x/2x thus
C(t − t′) ∼ e−(λ−2)(t−t′)/4√pi(t − t′)3/2(λ − 2). A comparison between the exact (2.5.19) and the
asymptotic (2.5.25) expressions for the correlation function is shown in figure 2.9.
If K is anti-symmetric (η = −1), one can perform largely analogous calculations. The explicit
expression for the correlations is













Replacing the trace by an integral over the eigenvalue spectrum, which is now a Wigner semicircle
rotated onto the imaginary axis, and taking the long-time limit gives the TTI form
C(t − t′) = Σ
2λ
J1(2(t − t′))
t − t′ e
−λ(t−t′) (2.5.28)
The Bessel function of the first kind in this is related to the modified Bessel function by J1(ix) =
iI1(x) (see e.g. [47]). The response function for t > t′ is found similarly as
R(t − t′) = θ(t − t′) J1(2(t − t
′))
t − t′ e
−λ(t−t′) (2.5.29)
From the asymptotics of J1 one then finds for large time differences









pi(t − t′)3/2 (2.5.30)
so the power law component of the decay is as for the symmetric case η = 1, but here with an
oscillatory modulation from the exponential. For a comparison between the exact (2.5.28) and the
asymptotic (2.5.30) expressions for the correlation we refer to figure 2.10.
The results (2.5.28) and (2.5.29) show that correlation and response are fully proportional for η =
−1. This is unexpected from the point of view of the FDT, but of course here we are considering
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Figure 2.9: Correlations in the time domain: comparison between the analytically exact expres-





























Figure 2.10: Analogue of figure 2.9 for antisymmetric interactions, η = −1. The power law
decay is visible here in the envelope of the oscillatory relaxation.
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interactions that are not symmetric. Probability currents are then generically present in the steady
state. These translate into additional terms in the FDT, giving rise to a Modified Fluctuation-
Dissipation Theorem (MFDT); see e.g. [48]. One can check that these terms generate exactly the
proportionality between correlation and response we found above. Let us investigate this aspect
closer.
Let us assume xi(t) as the main observable of the system, i.e. the one for which we consider
correlations and responses. Recall the vectorial form of the generic dynamics we are analyzing
dx(t)
dt
= −λx(t) + Kx(t) + ξ(t) (2.5.31)
The statistics over dynamical trajectories is Gaussian, thus we can write the probability density
ρ(t) as
ρ(t) ∼ e− 12 xTC−1x (2.5.32)
where C is the steady state correlation (it must be intended as C(0) = C(t − t), an equal time
correlator in the TTI regime) and it satisfies the Lyapunov equation
(−λ + K)TC + C(−λ + K) + Σ = 0 (2.5.33)
The current j(t) related to the probability density ρ(t) is given by
j(t) =
[











The presence of non-conservative forces in the dynamics can be formalized by defining an induced
observable
Bi(t) = ρ(t)−1 j(t) · ∇xi(t) =
[(








We can then define
Bi j(t − t′) = θ(t − t′)〈xi(t)B j(t′)〉 (2.5.36)
The MFDT [48] for t > t′ would then read as follows
Σ
2
Ri j(t − t′) = ∂
∂t′
Ci j(t − t′) − Bi j(t − t′) ∀ i, j (2.5.37)
or in matrix form
Σ
2
R(t − t′) = ∂
∂t′
C(t − t′) −B(t − t′) (2.5.38)
Note that we are looking at the thermodynamic limit, in which an average over the disorder is
performed. Thus we take the trace of these matrices
Σ
2
Tr R(t − t′) = ∂
∂t′
TrC(t − t′) − TrB(t − t′) (2.5.39)
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and in particular
TrB(t − t′) =
∑
i





































If we assume that K is diagonalizable, thus normal (KKT = KTK), the following explicit form for









T )t = −Σ( − 2λ + K + KT )−1 (2.5.41)
where we remark that Σ = Σ1. As a consequence
C−1 = − 1
Σ
( − 2λ + K + KT ) (2.5.42)
and
B(t − t′) = TrB(t − t′) = Tr
[1
2
(K − KT )C(t − t′)
]
(2.5.43)
The additional term is connected to the antisymmetric part of K: if K is symmetric, it vanishes
and the ordinary FDT is recovered. If K is antisymmetric, we can write
B(t − t′) = Tr
[1
2




















































( J1(2(t − t′))
(t − t′)
)
The MFDT (2.5.39) for the average correlations (2.5.28) and responses (2.5.29) can be verified
Σ
2
R(t − t′) = Σ
2
J1(2(t − t′))
























C(t − t′) − B(t − t′) (2.5.45)
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2.6 Discussion and Conclusion
In this chapter we have developed and studied a novel approach for deriving approximate descrip-
tions for large dynamical systems with continuous degrees of freedom. We refer to the method as
an “extended Plefka expansion", where the extension lies in including second order statistics of the
fluctuating degrees of freedom in the set of order parameters, rather than only first order averages,
i.e. means. Expanding in second order of interaction strength, we derive from the original dynam-
ics – a system of coupled stochastic differential equations – effective equations of motion for each
single degree of freedom. These equations are decoupled, with interactions being represented by
an effective noise that is no longer white, and a memory term that connects each degree of free-
dom to its own past. The parameters governing these effective interaction terms are obtained from
deterministic (nonlinear) coupled equations.
One key question we studied is under what circumstances the extended Plefka expansion can give
exact results for large systems. We demonstrated explicitly for a linear dynamical model that this
exactness holds when couplings are of mean field type, i.e. weak and long-ranged. An analogy
can be drawn with works on soft spins dynamics [49, 50], where the exact infinite-range limit
produces local mean field equations with self-consistent propagator and noise. Importantly, the
agreement we show holds independently of whether the dynamics obeys detailed balance, due
to symmetry in the interaction coefficients, or not; we explored the entire range of symmetry
parameters from symmetry (η = 1) to asymmetry (η = 0) to anti-symmetry (η = −1). We also
studied the quantitative features of the model in some detail, focussing on correlation functions and
power spectra as their Fourier transform; this analysis revealed non-trivial crossover phenomena
in the vicinity of either full symmetry or full anti-symmetry.
The extended Plefka method makes exact predictions for our linear model system, whereas – as we
discussed – a conventional Plefka expansion fails to predict any non-trivial effects in correlations
and responses. This suggests our method as a promising candidate for the accurate reconstruction
of the dynamics of large systems also in generic nonlinear settings that cannot be solved analyt-
ically. The equations we have derived can be applied directly to such a generic case. We have
merely restricted ourselves to a model without self-interactions beyond the basic linear one that
we assume, but this restriction can easily be lifted at the expense of longer expressions for the
memory functions and effective noise correlations (we refer to appendix C for details).
An important question for such future applications is in what other scenarios one would expect
the extended Plefka method to become exact in the large system limit. Generalizing from our
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linear model one could consider e.g. nonlinear drift terms of the form φi(x) =
∑
j Ki jg(x j), where
g(x) is a generic non-linear function. With the potential application in biochemical networks in
mind, Ki jg(x j) could describe the interaction due to reactions between different species i and j,
Ki j being reaction rates. From central limit theorem arguments one would expect that the dynam-
ics of such a nonlinear system would again be described exactly by the extended Plefka method,
provided that the Ki j are weak and long-ranged. This should hold even if the nonlinearities are
made species-specific so that g(x j) is replaced by g j(x j). Related models can be found in the
context of neural networks, where g(x j) plays the role of a nonlinear gain function combining
“inputs” to determine certain “outputs". The mean field properties of such models, in the case of
asymmetric Ki j and g(x j) of sigmoid shape, were studied by Sompolinsky and coworkers [51] and
are consistent with the extended Plefka predictions. In general one could think of other simple
scenarios where some moments of the variables xi can be calculated exactly and these may also
provide useful future testbeds for our method. Interestingly, after the completion of this work, we
discovered that an alternative perturbative approach also taking into account second moments had
already been applied by Biroli in the derivation of dynamical TAP equations for the p-spin spher-
ical model [52]. These TAP equations are the fixed-disorder analogue of the disorder-averaged
equations first derived by [53]. We have checked that the extended Plefka expansion gives back
exactly Biroli’s equations when applied to the p-spin model, with the Lagrange multiplier for the
spherical constraint playing the role of our λi: see appendix C. This is an important consistency
check. Nevertheless we stress that the framework discussed in this chapter is in principle wider,
encompassing generic continuous variables and generic nonlinear interaction terms. In addition,
it is aimed at producing approximate decoupled equations that could be regarded as the first step
for implementing inference algorithms.
A promising further development of our method would be to find a more sophisticated treatment
of nonlinear self-interactions. In our present approach, these would be subsumed into the gen-
eral interaction terms. Alternatively one could try to treat nonlinear self-interactions exactly, by
keeping them as part of the non-interacting baseline for the Plefka expansion. This would result
in effective equations of motion that are still decoupled but now nonlinear and driven by mem-
ory terms and coloured noise. The resulting self-consistency conditions for the order parameters
would then have to be obtained by simulation, but there are precedents [39] for doing this in a
computationally efficient manner.
A further direction for future work would be to understand in more detail the relation to the
Expectation-Propagation (EP) algorithm [54, 55]. For the case of linear self-interactions −λixi
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that we mostly focussed on, EP and our extended Plefka method both yield factorized (over de-
grees of freedom) probability distributions over system trajectories, with the same non-interacting
Gaussian baseline. It would therefore be interesting to clarify what the differences between the
approaches are and under what circumstances they might lead to identical approximations.
One important simplification we had to make was to assume that the different degrees of freedom
xi are affected by independent noise, so that the noise covariance matrix Σ is diagonal. On the
other hand, in biochemical networks there are generically off-diagonal noise correlations: noise
arises from the stochasticity of when reactions take place, and each non-trivial reaction affects
the number of molecules from several molecular species. The extension of our approach to this
case requires further work. If the noise covariance Σ is at least independent of the state x of the
system – though even this is not the generic case for reaction networks – then one could imagine
transforming the variables xi linearly to diagonalize Σ. This would then make our approach di-
rectly applicable, but would also make the biological interpretation of any predictions rather less
intuitive.
In the long term our approximation framework should also help one to tackle network reconstruc-
tion problems, and this is a further important direction for future work. In fact, once the forward
dynamics has been fully characterized as we have done here, one can think of setting up inverse
techniques based on the same description. This would allow one e.g. to infer the states of hidden
(unobserved) nodes from observations of other (visible) variables, as we will see in chapter 3, and





We provide some details here of the exact calculation of the Laplace transformed correlation func-
tion C˜(z) for the linear model with weak long-range interactions. The singularity structure of this
function in the complex z-plane is sketched in figures A.1, A.2, A.3, A.4 and A.5. Below it will be
useful to remember also that the singularities of the response function R˜(z) are the same as those
singularities of C˜(z) that lie in the left half-plane. The difference arises because in the time domain
the correlation function C(t− t′) is even in t− t′, while the response R(t− t′) vanishes for t− t′ < 0.
Let us begin with asymmetric random interactions (η = 0), for which (2.4.27) can be decomposed
as



















(λ − z)(λ + iω) − 1 (A.1.3)
These integrals can be performed in the complex plane as parts of integrals along a closed path. In


























Here the ωi refer to the poles inside the closed path, as drawn in figure A.6. The value of the
integral along the semicircle C vanishes when the radius goes to infinity as f1,2(ω) ≈ 1ω2 → 0 for
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λ2 − 1−√λ2 − 1−λ
Figure A.1: Singularities of C˜(z) in the complex z-plane for asymmetric interactions (η = 0): for
this value of η the only singularities are the two poles zpole = ±
√
λ2 − 1. The random
matrix calculation following [44], which uses a perturbative approach, applies only
outside the two copies of the spectral circle (of radius one) shifted to be centred at
z = ±λ, but the results can be continued analytically into the circles as C˜(z) is a
Laplace transform.
|ω| → ∞. The poles for f1(ω) are
ω1 = −iz ω2 = i




while the poles for f2(ω) are
ω1 = −iz ω3 = −i




To locate the poles in the complex ω-plane we can fix a convenient region for the value of z,
which for the purposes of our integration is an external parameter, and then continue the result
analytically in z at the end. In particular, it is useful to ensure that z + λ and λ − z are kept outside
the support of the spectrum of the interaction matrix K, i.e. that z stays outside the circles in figure
A.1. Let us therefore choose z as real and z > λ + 1. With this choice, ω1 and ω2 lie on the
negative imaginary axis, while ω3 lies on the positive axis. We thus close the integration contour
in the upper half plane (see figure A.6) so that it includes only ω3 and obtain





i (λ2 − z2 − 1) =
1




λ2 − z2 − 1 (A.1.8)
This exact result agrees with the prediction (2.4.13) of the extended Plefka method once we insert
the appropriate expression (2.4.10) for the response in the asymmetric case.
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· ·−λ +λ ·· ··
λ − (1 + η)−λ + (1 + η)
||| |
λ + (1 + η)−λ − (1 + η)
λ + 2
√
ηλ − 2√η−λ + 2√η−λ − 2√η
Figure A.2: Singularities of C˜(z) in the complex z-plane for generic positive interaction symme-
try (η > 0): there are two poles zpole = ±z0 as well as two branch cuts connecting the
four points zbc = ±λ± 2√η. The random matrix calculation applies only outside the
two copies of the spectral ellipse shifted to be centred at z = ±λ. The ellipses have




||| | ··· ·
λ + 2λ − 2−λ + 2−λ − 2
Figure A.3: Region of the complex plane where C˜(z) for symmetric couplings is defined, as the particular
case η = 1 of figure A.2: branch cuts occur for −λ − 2 < z < −λ + 2 and λ − 2 < z < λ + 2.
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Figure A.4: Analogue of figure A.2 for negative symmetry parameters η. The branch cuts and
major semi-axes of the ellipses are now along the imaginary rather than the real














Figure A.5: Region of the complex plane where C˜(z) for anti-symmetric couplings η = −1 is defined.
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Figure A.6: Integration contour in the complex plane for I1 + I2 in the asymmetric case.























































where the signs refer to integration contours arranged as figures A.7 and A.8, i.e. with an anti-




























) = 1z − iω R˜(−iω)R˜(z)R˜(−iω) − 1 (A.1.11)
In the last line of (A.1.9) we have already exploited that, because lim|ω|→∞|ω f1(ω)| = 0 and
lim|ω|→∞|ω f2(ω)| = 0, the contributions from the semicircles C1 and C2 vanish when their radius
is sent to infinity.
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For further evaluation we first focus on η > 0. As before it is convenient to restrict z, here such
that it lies outside the left spectral ellipses in figure A.2. The denominator of f1(ω) and f2(ω) then
has only one relevant zero
ω1 = −iz (A.1.12)
This is because with z restricted as above, |R˜(−z)| < 1, for exactly the same reason that |g1| < 1
outside the (unshifted) spectral ellipse as discussed in section 2.4.3. Our choice of contour 1
also guarantees that |R˜(iω)| < 1 because the integration contour avoids the appropriately rotated
spectral ellipse that governs R˜(iω), as shown in figure A.7. Thus the denominator 1−R˜(−z)R˜(iω) in
(A.1.10) can never be zero inside our integration contour. An exactly analogous argument applies
to the integration over f2.
We now further restrict z to be real and positive, such that ω1 lies in the lower half plane (see
figures A.7 and A.8). Only the integration contour for f1 then encircles any singularities at all, and
















1 − R˜(z)R˜(−z) (A.1.13)
as claimed in (2.4.37) in the main text.
For η < 0 an analogous calculation of the correlation function integral can be performed. Some
changes in the relevant regions of the complex plane occur, namely the ellipses bounding the
support of the spectrum are rotated (compare figures A.2 and A.4), but the method is the same for
η > 0, and so is the result. Integration contours for η < 0 are sketched in figures A.9 and A.10.
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Figure A.8: Integration contour in the complex plane for I2 in the case of generic symmetry
η > 0.
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B.1 Inverse Laplace transform
To evaluate the correlations in the time domain, one can take the inverse Laplace transform of
expression (2.5.1) in the main text, at least numerically.









which can be written as the integral along the imaginary axis followed by the integral along C,
which vanishes when the radius of the semicircle diverges. Contracting this closed contour then
shows that the Laplace Transform is the sum of the integrals taken counterclockwise around the
pole (given by the residue) and the branch cut (given by the combination of integrals along c1, c2
































and the integrals on the lines connecting c1 and c2 actually run along branch cuts, on the real axis.
The radius of C is meant to diverge, in a way that allows the application of results from complex










−λ − 2√η −λ + 2√η




















By applying this formula for  → 0 (i.e. close to symmetry, as  = 1 − η) and λ → λmin, where
λmin = 1+η, one can verify that in the time domain, at a timescale of order −2, there is a crossover:
the correlation function decay changes from the τ−1/2 form one finds for η = 1 to an exponential
form of decay ∼ exp (−zpoleτ) (where zpole = z0). Let us look at this derivation more closely.





with f (z) = 4 Σ ezτ and d(z) =
[
(λ + z) +
√
(λ + z)2 − 4η][(λ − z) + √(λ − z)2 − 4η] − 4, also











The residue contributes with an exponential decay whose amplitude depends on η and λ (through
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λ2 − (1 + η)2, see (2.5.6)) and the amplitude Aη,λ is given by
Aη,λ =
4Σ(
λ + z0 +
√







λ − z0 +
√
(λ − z0)2 − 4η
)(




Let us rewrite λ = λmin + δλ. In the limit λ→ λmin (δλ→ 0), one can verify that
Aη,λ ∼ z−10 ∼ (δλ)−1/2 limδλ→0 Aη,λ = ∞ (B.1.9)
i.e. this amplitude diverges for λ = λmin, consistently with the infinite value that we expect for C(0)
(from the non-integrable power spectrum ∼ 1/ω2). The limit (B.1.9) makes also the correlator C(τ)
diverge for any τ (including τ = 0). Therefore, also for λ different from λmin but close to it, the
residue is the dominating contribution. We can verify this by subtracting from the power spectrum














This subtraction actually removes the 1/ω2 divergence, as shown in figure B.2 (where we plotted
what remains once we take off gpole(ω) from the power spectrum) and as can be checked from the










precisely the asymptotics given by (2.5.15a). The other contributions to C(τ) behave as τ−1/2 for
τ  1/2 (corresponding to the 1/√2ω law derived in section 2.5.3 of the main text) and there
is thus a roughly exponential cutoff for τ  1/2 (only roughly exponential because the master
curve for ω ∼ 2 (2.5.14) is not just a simple Lorentzian). One can finally calculate numerically
the integrals in (B.1.5); we refer to figure B.3, where the crossover between these two different
regimes is visible.
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Figure B.2: Subtraction of gpole(ω) from the power spectrum C˜(ω) for  = 0.05 at varying λ close
to λmin. The subtracted spectrum no longer has the 1/ω2 divergence - for ω < 2 it
levels off to a plateau. For δλ → 0 the curves tend to overlap as C˜(ω) approaches
the limit 3/2ω2. For decreasing δλ one sees that the right boundary of the plateau
occurs at smaller ω, i.e. the exponential cutoff kicks in at larger times: in fact it is
set by z0 ∼ δλ1/2. The plot is in logarithmic scale and for simplicity Σ = 1.
Figure B.3: Numerical inverse Laplace transform for different values of λ at fixed  = 0.05.
Values of λ are chosen in such a way that the pole exists. For t − t′  −2, one can
observe that the dominating contribution to the curve is given by the residue (dashed
lines); the exponential cutoff, determined by z0, is shifted for different values of λ, as
expected. For t − t′  −2 the 3 curves tend to collapse as the power law behaviour
1/
√




C.1 Complete TAP equations
We lift the restriction ∂φi(x(t))/∂xi(t) = 0 and the one regarding the additivity of variables in





















































− ixˆi(t)xi(t′) − Ri(t′, t)
)
(C.1.2)
From (2.3.32), we see that only equal time quadratic fields appear at first order, thus we write
Cˆ1i (t, t
′) = ∆−1cˆ1i (t)δtt′ and Rˆ
1
i (t, t
′) = ∆−1rˆ1i (t)δtt′ . To simplify, we switch to δxi(t), δxˆi(t) and δφi =
φi−〈φi〉 and we also introduce δCi(t, t′) = Ci(t, t′)−µi(t)µi(t′) and δRi(t′, t) = Ri(t′, t) + iµˆi(t)µi(t′).








δxi(t)ai(t) − iδxˆi(t)bi(t) − iµˆi(t)δφi(t) − i(δxˆi(t)δφi(t) − iδRi(t, t)〈∂iφi(t)〉)
+cˆ1i (t)
(
δxi(t)2 − δCi(t, t)) + rˆ1i (t)( − iδxˆi(t)δxi(t) − δRi(t, t))] (C.1.3)
where we have introduced bi(t) = 〈φi(t)〉+l1i (t)+µi(t)rˆ1i (t) and ai(t) = ψ1i (t)+2µi(t)cˆ1i (t)−iµˆi(t)rˆi(t);
note that bi(t) ≡ 0 as can be verified from (2.3.32b) and (2.3.32d).
The second order correction to the Plefka free energy is G2 = 〈(δ∂αΞα)2〉/2: the square will give
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ai(t)a j(t′)〈δxi(t)δx j(t′)〉 − µˆi(t)µˆ j(t′)〈δφi(t)δφ j(t′)〉 − 〈δxˆi(t)δxˆ j(t′)δφi(t)δφ j(t′)〉
−δRi(t, t)〈∂iφi(t)〉δR j(t′, t′)〈∂ jφ j(t)〉 + cˆi(t)cˆ j(t′)〈(δx2i (t) − δCi(t, t))(δx j(t′)2 − δC j(t′, t′))〉






ai(t)iµˆ j(t′)〈δxi(t)δφ j(t′)〉 + ai(t)i〈δxi(t)δxˆ j(t′)δφ j(t′)〉 + µˆ j(t′)〈δxˆi(t)δφi(t)δφ j(t′)〉
+cˆi(t)iµˆ j(t′)〈δx2i (t)δφ j(t′)〉 + rˆi(t)iµˆ j(t′)〈−iδxˆi(t)δxi(t)δφ j(t′)〉 + icˆi(t)
(〈δx2i (t)δxˆ j(t′)δφ j(t′)〉
−iδR j(t′, t′)〈∂ jφ j(t′)〉δCi(t, t)) + irˆi(t)(〈−iδxi(t)δxˆi(t)δxˆ j(t′)δφ j(t′)〉 − δRi(t, t)〈δxˆ j(t′)δφ j(t′)〉)
−cˆi(t)rˆ j(t′)〈(δx2i (t) − δCi(t, t))(−iδxˆ j(t′)δx j(t′) − δR j(t′, t′))〉
]
(C.1.4)
where the first 3 lines refer to the quadratic terms while the last 4 lines give the cross-terms. The
averages can be further developed by Wick’s theorem (as at α = 0 the statistics is Gaussian), thus
one has
〈δxi(t)δx j(t′)〉 = δi jCi(t, t′) (C.1.5a)
〈δφi(t)δφ j(t′)〉 = 〈φi(t)φ j(t′)〉 − 〈φi(t)〉〈φ j(t′)〉 (C.1.5b)
〈δxˆi(t)δxˆ j(t′)δφi(t)δφ j(t′)〉 = −δi jδBi(t, t′)〈δφi(t)δφi(t′)〉 + iδRi(t, t)iδR j(t, t′)〈(∂i∂ jφi(t))δφ j(t′)〉
+ iδRi(t, t)iδR j(t′, t′)〈∂iφi(t)∂ jφ j(t′)〉 + iδRi(t′, t)iδR j(t, t′)〈∂ jφi(t)∂iφ j(t′)〉
+ iδRi(t′, t)iδR j(t′, t′)〈δφi(t)∂i∂ jφ j(t′)〉 (C.1.5c)
〈(δx2i (t) − δCi(t, t))(δx j(t′)2 − δC j(t′, t′))〉 = 2δi jδCi(t, t′)2 (C.1.5d)
〈(−iδxˆi(t)δxi(t) − δRi(t, t))(−iδxˆ j(t′)δx j(t′) − δR j(t′, t′))〉 = δi j[δBi(t, t′)δCi(t, t′) + δRi(t, t′)δRi(t′, t)]
(C.1.5e)
〈δxi(t)δφ j(t′)〉 = Ci(t, t′)〈∂iφ j(t′)〉 (C.1.5f)
〈δxi(t)δxˆ j(t′)δφ j(t′)〉 = δCi(t, t′)iδR j(t′, t′)〈∂i∂ jφ j(t′)〉 (C.1.5g)
〈δxˆi(t)δφi(t)δφ j(t′)〉 = iδRi(t, t)〈∂iφi(t)δφ j(t′)〉 + iδRi(t′, t)〈δφi(t)∂iφ j(t′)〉 (C.1.5h)
〈δx2i (t)δφ j(t′)〉 = δCi(t, t′)2〈∂2i φ j(t′)〉 (C.1.5i)
〈−iδxˆi(t)δxi(t)δφ j(t′)〉 = δRi(t′, t)δCi(t′, t)〈∂2i φ j(t′)〉 (C.1.5j)
〈δx2i (t)δxˆ j(t′)δφ j(t′)〉 = δCi(t, t)iδR j(t′, t′)〈∂ jφ j(t′)〉 + 2δi jiδRi(t, t′)δCi(t, t′)〈∂iφi(t′)〉
+ δCi(t, t′)2iδR j(t′, t′)〈∂2i ∂ jφ j(t′)〉 (C.1.5k)
〈−iδxi(t)δxˆi(t)δxˆ j(t′)δφ j(t′)〉 = δRi(t, t)iδR j(t′, t′)〈∂ jφ j(t′)〉 + δi jδRi(t, t′)iδRi(t′, t)〈∂iφi(t′)〉
+ iδi jδBi(t, t′)δCi(t, t′)〈∂iφi(t′)〉 + δCi(t, t′)δRi(t′, t)iδR j(t′, t′)〈∂2i ∂ jφ j(t′)〉 (C.1.5l)
〈(δx2i (t) − δCi(t, t))(−iδxˆ j(t′)δx j(t′) − δR j(t′, t′))〉 = 2δi jδCi(t, t′)δRi(t, t′) (C.1.5m)
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where we have used (2.3.28) and 〈δφi(t)〉 = 0.
One now needs the derivatives of (C.1.4) w.r.t. µi(t), µˆi(t), Ci(t, t′), Ri(t, t′) and Bi(t, t′) as stated in
(2.3.43). The evaluation is simpler if we use that in the final solution we will only require these
derivatives at the causal solution, where µˆi(t) = 0 and δRi(t, t′) = 0 for t′ ≥ t - these imply also
ai(t) = 0 and cˆi(t) = 0.
ψ2i (t) = 0 (C.1.6)






−〈δφ j(t′)∂ jφi(t)〉 + 〈∂2jφi(t)〉δC j(t, t′)〈∂ jφ j(t′)〉
)
(C.1.7)
+ ∆µi(t)δR j(t, t′)〈(∂i∂ jφi(t))δφ j(t′)〉 + ∆µi(t′)δR j(t, t′)〈∂ jφi(t)∂iφ j(t′)〉
− ∆〈∂iφi(t′)〉〈∂iφi(t)〉µi(t′)δRi(t, t′) − ∆〈∂ jφ j〉δC j(t, t′)µi(t)δR j(t, t′)〈∂2j∂iφi(t)〉
]
Cˆ2i (t, t






− δR j(t, t′)〈∂ jφi(t)∂iφ j(t′)〉 + 〈∂iφi(t′)〉〈∂iφi(t)〉δRi(t, t′) + (C.1.9)
−δR j(t, t′)〈∂i∂ jφi(t)δφ j(t′)〉 + 〈∂ jφ j(t′)〉δC j(t, t′)δR j(t, t′)〈∂2j∂iφi(t)〉
]
Bˆ2i (t, t
′) = −〈δφi(t)δφi(t′)〉 + 〈∂iφi(t)〉〈∂iφi(t′)〉δCi(t, t′) (C.1.10)
These fields, multiplied by −α2, give the second order contributions to the effective non-interacting
dynamical action. Then the dynamical equation up to α2 order can be written, from (2.2.14) and
(2.3.17), in the form
dxi(t)
dt

























(〈∂i∂ jφi(t)δφ j(t′)〉 − δC j(t, t′)〈∂ jφ j(t′)〉〈∂2j∂iφi(t)〉)
R j(t, t′)δxi(t)
]
+ ξi(t) + χi(t) (C.1.11)




(〈δφi(t)δφi(t′)〉 − 〈∂iφi(t)〉〈∂iφi(t′)〉δCi(t, t′)) (C.1.12)
For the sake of brevity we have dropped all x-dependencies above, writing e.g. ∂iφi(t) = ∂φi(x(t))/∂xi(t)
and φi(t) = φi(x(t)).
63
Appendix C: Complete TAP equations
Compared to (2.3.48) in the main text, there are a number of additional terms. The last term in
the first line is the linearization of the self-interaction already familiar from our generic first order
result (2.3.36). This systematic effect of the self-interaction is correspondingly removed from the
effective noise χi(t), whose correlator (C.1.12) is easily shown to be the correlation function of
δφ˜i ≡ δφi − 〈∂iφi〉δxi. This is the genuinely interacting part of the drift, i.e. the one that is not
captured in the first line of (C.1.11). The third line similarly subtracts off the self-interaction term
from the main memory term in the second line.
The fourth line of (C.1.11) is a contribution that is independent of the specific history of xi; in-
stead it involves a time integral of averages over fluctuation statistics in the past. It can again
be written in terms of δφ˜i, with the coefficients in brackets after R j(t, t′) equal to 〈∂ jφi(t)δφ˜ j(t′)〉.
The coefficient in front of δxi(t) in the fifth and sixth line of (C.1.11) has an analogous form, as









(〈∂ jφi(t)δφ˜ j(t′)〉 + δxi(t)〈∂i∂ jφi(t)δφ˜ j(t′)〉) (C.1.13)
This has a fairly straightforward interpretation: a fluctuation in the drift of variable j (δφ˜ j(t′)) that
changes x j(t′) is propagated forward to time t by R j(t, t′) and then affects the drift φ˜i(t) including
the linearized dependence on xi.
It is interesting to note that all of the additional terms disappear if there are no self-interactions
(∂iφi = 0), except for the first term in the fourth line of (C.1.11). The latter vanishes if one makes
in addition the assumption that interactions are additive in the variables, as then ∂ jφi depends only
on x j and so is independent of δφ˜ j if there are no self-interactions. In the generic case of non-










R j(t, t′)〈∂ jφi(t)δφ˜ j(t′)〉 (C.1.14)
In an exact theory, only the first two terms are present, so that the last one has to be interpreted as
correcting for the fact that the Plefka expansion produces an approximating distribution where all
variables are decoupled. For the case of additive interactions, no such correction appears because
〈φi〉 is then a sum of averages over single variables.
C.1.1 p-spin model
For the special case of the p-spin spherical model, we have verified that the above equations
reproduce those derived by other means by Biroli [52]. The correction to the mean dynamics
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vanishes for p = 2 as expected, as the interactions are then additive, but is nonzero for p > 2
where the drift involves products of variables.
The detailed calculation is as follows. Our single site dynamics without self-interactions (other
than λi) but non-additive interactions, at α = 1, is given by
dxi(t)
dt








(〈∂ jφi(t)∂iφ j(t′)〉δxi(t′) + 〈∂ jφi(t)δφ j(t′)〉) (C.1.15)
with
Bˆeffi (t, t
′) = 〈δφi(t)δφi(t′)〉 (C.1.16)
We set λi = λ for any i. To compare (C.1.15) with the analysis in [52], we set





Ji′1,..,i,..,i′p−1 xi′1(t)...xi′p−1(t) {i′} , i (C.1.17)
as in a p-spin model, where xs play the role of spins. Given this definition, we calculate the









Ji′1,..,i, j,..,i′p−2 xi′1(t)...xi′p−2(t) (C.1.19)




J j′1,..,i, j.., j′p−2 x j′1(t
′)...x j′p−2(t
′) (C.1.20)
with { j′} = 1 ≤ j′1 < ... < j′p−2 ≤ N, with { j′} , i, j. The aim is to show that the expressions for the
dynamics of means, correlations and responses one can derive from (C.1.15) are consistent with
Biroli’s results (see equations 44-46 in [52]).
We want to start with Rˆeff(t, t′) =
∑
j R j(t, t′)〈∂ jφi(t)∂iφ j(t′)〉, which can be expressed as follows∑
j































(p − 2)!C(t, t
′)p−2 (C.1.21)
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R(t, t′)C(t, t′)p−2 (C.1.22)
where again we have used the fact that only the diagonal elements of correlations are non-zero,
thus {i′} = { j′}. The 1/(p− 2)! is needed as when one defines Cp−2 the order of indices is not fixed
as we have in all these sums. Also, in developing the averages one considers the thermodynamic
limit behaviour of weak, long-range couplings, i.e. 〈J2i′1,..,i, j,..,i′p−2〉 = p!/2N
p−1. Underlying there is
the self-averaging argument, similarly to the linear model in the main text (see (2.4.4) and (2.4.5)),
yet we use the quenched average as a shortcut to get the result straightforwardly. Responses and
correlations are expected to be self-averaging while µi can be dependent on the site, as it is in the
spin glass phase; the average C(t, t′) and R(t, t′) are defined as in section 2.4.2. Given Rˆeff(t, t′) in
the thermodynamic limit, we can get from (C.1.15) a differential equation for the average response
(similarly to the derivation of (2.3.19) in the main text)
∂tR(t, t′) = −λR(t, t′) + δ(t − t′) + p(p − 1)2
∫ t
t′
dt′′R(t, t′′)C(t, t′′)p−2R(t′′, t) (C.1.23)
exactly expression 45 in [52] (where µ = pβ2/2, β = 1). For the temporal evolution of the
correlations we need also Bˆeffi (t, t












with {i′} = 1 ≤ i′1 < ... < i′p−1 ≤ N, {i′} , i and similarly {i′′} = 1 ≤ i′′1 < ... < i′′p−1 ≤ N,
{i′′} , i. Only terms for which each i′ is equal to the corresponding i′′ in the right ordering ac-
tually give a non-zero contribution as connected correlations have only diagonal terms (otherwise
δ(xi′1(t)...xi′p−1(t)) and δ(xi′′1 (t
′)...xi′′p−1(t







































C(t, t′)p−1 − Q(t, t′)p−1
)
(C.1.25)
where we have introduced Q(t, t′) = 1N
∑N
i=1 µi(t)µi(t






C(t, t′)p−1 − Q(t, t′)p−1) (C.1.26)
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Thus, noting that the connected correlation δC(t, t′) = C(t, t′) − Q(t, t′), the final dynamical equa-
tion one can derive from (C.1.15) (in analogy with (2.3.20)) is given by
∂t
(








C(t, t′′)p−1 − Q(t, t′′)p−1) + ΣR(t′, t) (C.1.27)
exactly equation 44 in [52], where Σ = 2.
For the means, one has the additional contribution∑
j












































C(t, t′)p−2 − Q(t, t′)p−2
)
µi(t′)
with {i′} = 1 ≤ i′1 < ... < i′p−2 ≤ N, {i′} , i, j, and { j′} = 1 ≤ j′1 < ... < j′p−1 ≤ N, { j′} , j
(note that there is one j′ = i; the only terms to survive are the ones for which the p − 1 indices
{ j′} = {i′} + i). As a result, the expression for the mean is








C(t, t′)p−2 − Q(t, t′)p−2
)
µi(t′) (C.1.29)
which is the same as expression 46 in [52].
We finally remark the match also with the effective disorder-averaged Langevin equation derived
in [53]
∂t x(t) = −λx(t) + 12 p(p − 1)
∫ t
0
dt′R(t, t′)C(t, t′)p−2x(t′) + ξ(t) + χ(t) (C.1.30)
where µ(t) = 0 and noise correlations are given by






Appendix C: Complete TAP equations
Expression (C.1.30) applies in the paramagnetic phase and there (as all µi = 0) the extended Plefka
effective dynamics (2.3.17) is consistent with this result in the thermodynamic limit, i.e. when one
can drop the i index as all sites are equivalent and consider average correlations and responses. The
correspondence can be verified by taking the effective fields for the p−spin model with vanishing
mean µi(t) = 0 (so that also Q(t, t′) = 0), i.e. leffi (t) = 0 and expressions (C.1.22) for Rˆ
eff(t, t′) and




Inference for dynamics: the Extended
Plefka Expansion with hidden nodes
The related paper has been submitted to Journal of Statistical Mechanics: Theory and Experiment
and currently under review [56].
Most local epistemologies - personal and cultural - continually err, alas, in confusing map with
territory and in assuming that the rules for drawing maps are immanent in the nature of that which is
being represented in the map. [...] The map is never the territory, but it is sometimes useful to discuss
how map differs from hypothetical territory.
Gregory Bateson, “Mind and Nature”
3.1 Introduction
The problem of reconstructing the time evolution of a system given some measurements of its
dynamics has seen much recent interest in the statistical physics community [57–59]. Given a
temporal sequence of observed variables, the task is to infer the states of other variables that are
not observed, based on knowledge of the interaction parameters. Techniques for tackling this
problem could have a significant impact in systems biology, where dealing with missing variables
and experimental limitations requires the development of novel inference frameworks, to enable
quantitative modelling on the basis of experimental data [60–62].
In machine learning and pattern recognition, the problem of inference from data has been ad-
dressed using e.g. state space models [16] that introduce “hidden” variables playing the role of
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unobserved states. The best-known example of this type is probably the Kalman filter [63], for
the case of stochastic linear dynamics of continuous degrees of freedom (d.o.f.). We study such
a dynamics here, with interaction parameters drawn at random from a Gaussian distribution. A
wide range of microscopic biological processes can be captured qualitatively even by this simpli-
fied setting, such as inter- and intra-cellular biochemical networks where interactions parameters
are given by reaction rates and one may be interested in analyzing fluctuations around a steady
state [64]. The joint distribution over observed and hidden states is Gaussian in our model and this
allows us to analyze the posterior statistics of the hidden dynamics. The second order statistics
in particular tells us how the observed dynamics constrains the unknown hidden dynamics, with
the posterior variances quantifying the degree of uncertainty in hidden state prediction. As our
scenario is analytically tractable, we can study the dependence of this prediction error on key pa-
rameters and thus shed light on the accuracy of the inference process, similarly to what has been
done for learning in a linear perceptron [65, 66].
We tackle the inference problem for our setting by means of the Extended Plefka Expansion that
we have developed in chapter 2, a dynamical mean field theory for continuous degrees of freedom.
This should become exact in the thermodynamic limit of a large network. It is also general enough
to allow us to treat a wide range of dynamical interactions, i.e. couplings of any symmetry, so
that we can probe both equilibrium and non-equilibrium networks with only partially observed
dynamics. This flexibility makes our approach in principle widely applicable to real data from
systems driven out of equilibrium by fluxes, with biological networks being a case in point as
illustrated e.g. by studies on non-equilibrium steady states for reaction fluxes [67] and “near"
symmetry features in metabolic networks [68].
Inference problems for non-equilibrium systems have been already investigated for neural data, us-
ing either two-state units (Ising spins) [59] or deterministic continuous-valued hidden units [69].
These studies were motivated by modelling populations of neurons, and concentrated on finding
learning rules, while here we study continuous d.o.f. with random linear interactions in the large
network limit and our focus is on understanding the prediction accuracy for hidden states theoret-
ically and from a macroscopic point of view, including its dependence on key system parameters.
State inference is indeed a complementary step of parameter estimation towards the overall pre-
diction of an unknown dynamics. For example existing algorithmic tools, such as Expectation
Propagation [54, 55], iterate between estimating the hidden states (given the couplings) and esti-
mating the couplings (given the updated states).
This chapter is organized as follows. In section 3.2 we set our model in terms of a set of dynamical
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equations for observed and hidden continuous variables interacting via linear Gaussian couplings.
A path integral representation of the likelihood (see e.g. [59]) provides the starting point for the
Extended Plefka Expansion. The latter produces an effectively non-interacting approximation of
the original dynamics, more specifically a Gaussian posterior probability that is factorized over
hidden nodes but incorporates the hidden-to-observed couplings. In section 3.2.1 we derive equa-
tions for the posterior means, which give the best estimate of the hidden dynamics. In section 3.2.2
we focus then on posterior second moments, i.e. hidden-to-hidden correlations, hidden responses
and auxiliary correlations, in the stationary regime. In section 3.2.3 we consider the thermody-
namic limit of infinite network size, shifting from local correlations to their macroscopic average
across the network. The exactness, at least in some limit cases, of the extended Plefka predictions
is shown in section 3.2.4 by comparison with expressions we will systematically derive in chapter
4 by Kalman filter and Random Matrix Theory (RMT) methods. In section 3.3.1 we determine the
relevant dimensionless parameters governing prediction accuracy, namely the ratio between the
numbers of observed and hidden nodes, the degree of symmetry of the hidden interactions, and
the amplitudes of the hidden-to-hidden and hidden-to-observed interactions relative to the decay
constant of the internal hidden dynamics. We identify in this parameter space critical points for
the inference error and study its behaviour in the critical regions by appealing to a scaling analysis
(sections 3.3.2, 3.3.3, 3.3.4). We also consider the temporal correlations in the posterior dynamics
of the hidden nodes, revealing interesting long-time behaviour in the critical regions and we study
the posterior relaxation times for general parameter settings in section 3.4.
3.2 Extended Plefka Expansion with hidden nodes
We consider a generic network where only the dynamics of a subnetwork of nodes is observed
while the others are hidden and form what we call the “bulk”. Such a situation could arise because
the subnetwork nodes are more precisely characterized from the theoretical point of view, or ex-
perimentally more accessible. We assume that we have noise-free data for the trajectories of the
observed nodes. In biological contexts this is clearly a simplification as data is often available only
at discrete time points or corrupted by noise. The constraint that only a part of the network can be
observed is generic, on the other hand. In protein interaction networks, for example, only a few
molecular species can typically be tagged biochemically in such a way that their concentrations
can be tracked with reasonable accuracy [6, 70].
We use the indices i, j = 1, ...,Nb for the hidden or bulk variables and a, b = 1, ...,Ns for the
observed or subnetwork nodes of the network, and generally use the superscripts s and b to distin-
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guish variables relating to the observed and hidden sectors, respectively. Assuming that the hidden
and observed variables xi, xa interact via linear couplings {Ji j}, {Kia}, their dynamical evolution is
described by
∂t xi(t) = −λxi(t) +
∑
j
Ji jx j(t) +
∑
a
Kiaxa(t) + ξi(t) (3.2.1a)






Ka jx j(t) + ξa(t) (3.2.1b)
Ji j (respectively Jab) denotes hidden-to-hidden (respectively observed-to-observed) interactions,
while the coupling between observed and hidden variables is contained in Kia and Ka j. We have
included a self-interaction term with coefficient λ, which acts as a decay constant and provides the
basic timescale of the dynamics. In more compact notation we can write
∂t xi(t) = −λxi(t) + φi(xb(t), xs(t)) + ξi(t) (3.2.2a)
∂t xa(t) = −λxa(t) + φa(xb(t), xs(t)) + ξa(t) (3.2.2b)
where φi(xb(t), xs(t)) =
∑
j Ji jx j(t) +
∑




j Ka jx j(t)
and xb(t) (xs(t)) denotes the whole set of hidden (observed) values. The main assumption of this
setup is that the trajectory described by (3.2.2b) is known in a finite time window {0,T }.
The dynamical noises ξi, ξa are Gaussian white noises with zero mean and diagonal covariances
Σi, Σa
〈ξi(t)ξ j(t′)〉 = Σiδi jδ(t − t′) 〈ξa(t)ξb(t′)〉 = δabΣaδ(t − t′) (3.2.3)
where the diagonal structure is assumed in analogy with chapter 2.
After discretizing time in elementary time steps ∆, we can write the likelihood – in our case, the
probability of a trajectory of the observed variables – using the Martin–Siggia–Rose–Janssen–De
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ixˆa(t)(xa(t + ∆) − xa(t) − ∆[−λxa(t) + φa(xb(t), xs(t))]) − ∆2 Σa xˆa(t)xˆa(t)∑
it
ixˆi(t)(xi(t + ∆) − xi(t) − ∆[−λxi(t) + φi(xb(t), xs(t))]) − ∆2 Σi xˆi(t)xˆi(t) (3.2.5)
The xˆs(t), xˆb(t) are auxiliary variables one introduces to represent the δ function enforcing the
dynamics (3.2.1) in terms of an exponential. In the final step of (3.2.4) we have applied a standard
Gaussian identity to average over the Gaussian noises, i.e.
〈ei∆xˆ·Tξ·〉ξ· = e−∆ xˆ·TΣ· xˆ·/2 · = s, b (3.2.6)
where the superscript · = s, b refers to both the subnetwork (s) and the bulk (b). We have used
the Itô convention [71] to discretize the noise and ξi(t) above is to be read as the average of the
continuous-time noise over the time interval [t, t + ∆], with covariance
〈ξi(t)ξi(t′)〉 = 1
∆
Σiδtt′ 〈ξa(t)ξa(t′)〉 = 1
∆
Σaδtt′ (3.2.7)
Here δtt′/∆ is the discrete-time analogue of δ(t − t′). Note that (3.2.4) can be viewed as a partition
function that normalizes the posterior distribution of hidden trajectories given the observed trajec-
tory. Because of the conditioning on the observations it is not equal to unity, so that one has to
be careful not to rely on consequences – such as the vanishing of all moments of xˆb and xˆb – that
would otherwise follow from this.
The essence of our approach is to treat the interacting terms φi(xb(t), xs(t)) and φa(xb(t), xs(t))
within the Extended Plefka Expansion, thus generalizing the approach in chapter 2 to the pres-
ence of observations. The first step is to decide what averages to fix as order parameters for the
expansion; we choose the first and second moments of the fluctuating quantities (i.e. the ones we
integrate over) xb(t), xˆb(t) and xˆs(t). Because we assume that the trajectory of the observed vari-
ables has been observed, the xs(t) are known ∀t and do not need to be estimated. By analogy with
the notation in chapter 2 we introduce shorthands for the quantities to be averaged, mˆ, and for the
order parameters they define, m = 〈mˆ〉
mˆb = {xb,−ixˆb, xbxb,−ixˆbxb, ixˆbixˆb} (3.2.8a)
mˆs = {−ixˆs, ixˆsixˆs} (3.2.8b)
mb = {µb,−iµˆb,Cbb, Rbb, Bbb} (3.2.8c)
ms = {−iµˆs, Bss} (3.2.8d)
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where the components of mb and ms are explicitly defined as
µi(t) = 〈xi(t)〉 (3.2.9a)
µˆi(t) = 〈xˆi(t)〉 (3.2.9b)
µˆa(t) = 〈xˆa(t)〉 (3.2.9c)
Ci(t, t′) = 〈xi(t)xi(t′)〉 (3.2.9d)
Ri(t′, t) = −i〈xˆi(t)xi(t′)〉 (3.2.9e)
Bi(t, t′) = −〈xˆi(t)xˆi(t′)〉 (3.2.9f)
Ba(t, t′) = −〈xˆa(t)xˆa(t′)〉 (3.2.9g)
These averages are the posterior moments over physical and auxiliary dynamical trajectories. Note
that we keep only the diagonal second moments: this is crucial in order to obtain an effective non-
interacting description from the Plefka expansion. This implies that different sites, including the
observed a and hidden ones i, are effectively decoupled at the level of correlations and responses,
the contribution of the mutual coupling being embedded in appropriately defined single site fields.
The starting point of the expansion (see chapter 2) is in fact to augment the original partition
function P(xs) with field terms – denoted in our context hbα and hsα – conjugate to the chosen
observables, and then consider the Legendre transform of the corresponding free energy




Ξα = Hα + hbα(mˆb − mb) + hsα(mˆs − ms) (3.2.11)
The key of the Plefka expansion is the introduction of the parameter α here, which scales the
interacting parts of the Hamiltonian. For α = 0 one then has a non-interacting system and the
Plefka expansion is then a perturbation expansion of Gα around this point, where one sets α = 1
at the end to recover the full HamiltonianH ≡ H1.
































xi(t)xi(t′) −Ci(t, t′)) + ∆2 ∑
itt′
Rˆiα(t, t′)
( − ixˆi(t)xi(t′) − Ri(t′, t)) +
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( − xˆi(t)xˆi(t′) − Bi(t, t′)) + ∆22 ∑
att′
Bˆaα(t, t′)









The first two lines and the last give Hα, the Hamiltonian for the interacting dynamics (3.2.1) but
with the interaction terms φi(xb(t), xs(t)) and φa(xb(t), xs(t)) scaled by α. By definition of the






· = s, b (3.2.13)
where as in (3.2.12) we choose n = 1 for linear fields and n = 2 for quadratic ones to obtain
well-defined values in the continuous time limit ∆→ 0. The fields have components
hbα = {Ψbα, lbα, Cˆbbα , Rˆbbα , Bˆbbα } (3.2.14a)
hsα = {lsα, Bˆssα } (3.2.14b)
that are given explicitly by



































The original dynamics has no biasing fields so the condition that defines the physical values of the
order parameters is simply
h·α = 0 · = s, b (3.2.16)
If one now Taylor expands to second order in α as Gα = G0 + αG1 + (α2/2)G2, and similarly
for hα, then one sees that the physical order parameter values are obtained in the non-interacting
(α = 0) theory by applying effective fields given by
heff · = −αh1 · − α
2
2
h2 · · = s, b (3.2.17)













(mˆs − ms) (3.2.18)
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where one defines ∂αh·α = h1·, with · = s, b as before. Inserting this into the general expression































































Here we have used the expression for the fields h1· for this linear case where we have assumed







iµˆ j(t)J ji (3.2.21a)
l1i (t) = −
∑
j











Rˆi(t, t′) = Cˆi(t, t′) = Bˆi(t, t′) = Bˆa(t, t′) = 0 (3.2.21d)
(These can be derived by applying (3.2.13) to G1 (3.2.19).) Inserting these into (3.2.18) and simpli-
fying, one finds (3.2.20), where all terms containing non-fluctuating quantities (i.e. observations)

















′)δC j(t, t′) +
∑
i jtt′
Ji jJ jiδRi(t, t′)δR j(t′, t)
]
where δCi(t, t′), δBa/i(t, t′) and δRi(t, t′) denote the connected correlators and responses, e.g. δCi(t, t′) =
Ci(t, t′)−µi(t)µi(t′). All averages of products decouple into averages of variables at different nodes
as Jaa = Jii = 0. In addition, when the square is calculated, some of the contractions among terms
are zero because of the factorization among different nodes in the effective dynamics at α = 0. The
last term, which contains anti-causal responses, must be retained at this level as it contributes to
the derivatives (3.2.15) defining the fields. By taking the derivatives of G2 we can find the second
order contribution to the effective fields (3.2.17); combining with the first order terms above gives
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iµˆa(t′)K2a jδC j(t, t
′) (3.2.23b)



















































K2a jδC j(t, t
′) (3.2.23g)

























































The approximating action Heff is factorized over sites, as anticipated above, thus the dynamics
resulting from the action of the effective fields is non-interacting. As (3.2.25) is quadratic, it gives
a Gaussian weight for the trajectories at each site.
Expression (3.2.24) then shows how the effective fields feature in the approximate posterior (con-
ditional on the observations) dynamics. For the hidden nodes xi(t), similarly to chapter 2, one
sees that leffi (t) is an effective drift; an additional coloured Gaussian noise also acts on xi(t), with
covariance Bˆeffi (t, t
′). Finally Rˆeffi (t, t
′), as given by (3.2.23d), is a memory kernel with a simple
intuitive interpretation: a fluctuation δxi at time t′ acts via J ji as an effective field on x j; at time
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t this produces a response in x j modulated by R j(t, t′), which then acts back on xi via Ji j. The
presence of this term might seem to disagree with the dynamical mean field of asymmetric spin
networks obtained by Kappen and Spanjers [72] and Mezard and Sakellariou [73]. As shown by
Romano et al. [37], this apparent contradiction is solved, thus the Extended Plefka Expansion
gives back those known results, once one considers the limit of large Nb, in which the memory
with coefficient Ji jJ ji can be neglected for asymmetric couplings and a J2i j term is left from the
coloured noise (3.2.23f). In addition, we note that also the observed dynamics acquires effective
fields, with leffa (t) a linear drift and Bˆ
eff
a (t, t
′) the correlator of a Gaussian coloured noise on xa(t).
Finally, the fields ψeffi (t) and Cˆ
eff
i (t, t
′), which would be zero without observations (see chapter 2)
effectively constrain the hidden dynamics to be consistent with the observed trajectories, as we
will explicitly show in the next section.
As result of including first and second moments (i.e. means, responses and correlations), the statis-
tics of hidden (physical and auxiliary) and observed (auxiliary) trajectories is Gaussian within our
approximation: this is known to be exact for a linear dynamics, except for the site-diagonal struc-
ture of second moments. The posterior means of the hidden variables can be regarded as the best
estimate of the hidden dynamics, while the equal time posterior variance quantifies the degree
of uncertainty for those inferred values and quantifies the inference error. Both the means and
variances can be read off from the integrand in (3.2.24), which is proportional to the approxi-
mate Gaussian posterior over hidden trajectories conditioned on observations. The effective fields




i (t)) determine the posterior means; the ones
that correspond to quadratic observables (Cˆeffi (t, t
′), Rˆeffi (t, t
′), Bˆeffi (t, t
′), Bˆeffa (t, t′)) characterize the
posterior second moments, i.e. posterior responses and correlations.
3.2.1 Posterior Means
For a Gaussian distribution in general the mean is the point where the probability density is sta-








One finds from these conditions (already in the continuous limit ∆→ 0)
















Ji jµ j(t) +
∑
a
Kiaxa(t) − Σiiµˆi(t) (3.2.27)
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which is the exact dynamics for the bulk plus an additional term with µˆi(t) from conditioning on
observations, which can also be viewed as a nonzero mean of the noise caused by conditioning.
Another interpretation of µˆi(t) is as a back-propagating error, as can be seen from its dynamics.
The latter follows from the second part of (3.2.26) as















iµˆ j(t)J ji (3.2.28)
We can now more clearly understand the roles played by the effective fields in the auxiliary dy-
namics, with ψeffi (t) being an effective drift and Cˆ
eff
i (t, t
′) the covariance of an additional coloured
noise. The integration over T > t′ > t indicates that Rˆeffi (t, t
′) can also be interpreted as a memory
kernel in this context, but it is a memory “from the future” in the sense that it provides the weight
with which the future values of µˆi(t) affect the present ones. The dynamics it-self of µˆi(t) propa-
gates its values backwards from the final time T . This dynamical evolution depends on the µˆa(t),
which in turn does depend on the dynamics of observations: in this way, observations make auxil-
iary variables non-zero. In fact one has from the analogue for observations of conditions (3.2.26),
i.e. ∂Heff/∂xˆa(t) = 0,












Ka jµ j(t) +
∑
b
Kabxb(t) − Σaiµˆa(t) (3.2.29)
To better grasp how the conditioning on observations enters the dynamics by a backward propaga-
tion, we shall briefly go back to the discrete time version of equations (3.2.27), (3.2.28), (3.2.29)





Ji jµ j(t) +
∑
a
Kiaxa(t) − Σiiµˆi(t) (3.2.30)








iµˆ j(t)J ji (3.2.31)





Ka jµ j(t) +
∑
b
Kabxb(t) − Σaiµˆa(t) (3.2.32)
Here ∆ is the unit time step and the time index t = ∆, ...,T for {µi(t)} while t = 0, ...,T − ∆ for
{µˆi(t)} and {µˆa(t)}: therefore, by construction of the path integral representation of the dynamics,
the stationarity conditions give µˆi(T ) = µˆa(T ) = 0 (see also for more details a general review
on path integral methods [23]). The “initial” condition µˆa(T − ∆) is determined by the observed
values at the end of the trajectory xa(T ), xa(T − ∆), as is clear from (3.2.32). Equation (3.2.31)
calculated at t = T and t = T − ∆ shows that µˆi(T − ∆) vanishes but µˆi(T − 2∆) assumes a value
different from zero because of µˆa(T − ∆); in particular µˆi(T − 2∆) = ∆ ∑a µˆa(T − ∆)Kai. This
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closer inspection time step by time step immediately reveals that the fixed values of observations
introduce a non-zero correction term µˆi(t) in the average bulk dynamics (3.2.30) which evolves
backward in time (i.e. the “initial” values, which are zero, are at t = T − ∆).
Together, the above equations for the posterior means (3.2.27), (3.2.28), (3.2.29) constitute a
forward-backward propagation, with the µˆi responsible for the backward portion, i.e. for the flow
of information from the future. The forward-backward structure is consistent with the general the-
ory of conditional stochastic processes, for which the estimation of posterior distributions requires
information to propagate both in the forward and backward direction [74].
To summarize, the averages of auxiliary variables do not vanish identically as in the Extended
Plefka Expansion without observations (see chapter 2) where the mean (i.e. stationary) path of a
linear dynamics would be given by a noiseless relaxation. The observed trajectories effectively
“bias” the path ensemble in such a way that the mean hidden conditional dynamics follows what
would be called an activation path (see e.g. [75]), i.e. for which auxiliary variables are different
from zero: these can be therefore seen as implementing the constraints given by the observations.
This is compatible with the fact that the path integral (3.2.4) is not expected to be equal to one since
it is interpreted as the data likelihood rather than the normalization of a probability distribution.
In addition, one can show that (3.2.27), (3.2.28), (3.2.29) map exactly onto the time evolution for
means and fields obtained in [59] by saddle point approximation, provided that one considers small
couplings so that the hyperbolic tangents in the mean spin dynamics of [59] can be linearized. In
fact, in this linear dynamics we study, (3.2.27), (3.2.28), (3.2.29) can be obtained by saddle point
method starting from the exact action (3.2.5) rather than the approximated Plefka one (3.2.25)
(whose application is of course more general than the linear case).
Finally we stress that the combination of (3.2.27), (3.2.28), (3.2.29) gives, as prediction for the
conditional dynamics, the mean of a Gaussian path integral, thus corresponds to the optimal so-
lution as computable from the Kalman filter recursion [16, 63]. We summarize some results from
the Kalman filter relevant to our analysis in appendix E and for a direct comparison with equations
(3.2.27), (3.2.28), (3.2.29) see appendix I, section I.1.1.
3.2.2 Posterior Variance
The inverse covariance of the approximating Gaussian distribution can be read off from the path
integral representation of the likelihood (3.2.24). In particular it consists of two distinct blocks,
as the distribution is factorized w.r.t. the subnetwork s and bulk b indices. These blocks can be
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 −Cˆeffi (t, t′) (∂t′ + λ)δ(t − t′) − Rˆeffi (t′, t)(∂t + λ)δ(t − t′) − Rˆeffi (t, t′) −Bˆeffi (t, t′) − Σiδ(t − t′)
 (3.2.33)
C−1a gen(t, t′) = −Bˆeffa (t, t′) − Σaδ(t − t′) (3.2.34)
The “gen” subscript indicates a “generalized” inverse covariance including the auxiliary variables
xˆi(t), xˆa(t), i.e.




while Ca gen(t, t′) = −〈δxˆa(t)δxˆa(t′)〉 refers only to the auxiliary variables xˆa(t) as the xa(t) are fixed
by the observations (here δxi(t) indicates the deviation from the mean, i.e. δxi(t) = xi(t)−µi(t) and
similarly for δxˆi(t) and δxˆa(t)). In principle all of the second order functions are connected but in
what follows we drop the δs for the sake of brevity. The covariance itself then has the same block
structure
Ci gen(t, t′) =
Ci(t, t′) Ri(t, t′)Ri(t′, t) Bi(t, t′)
 (3.2.35)
Ca gen(t, t′) = Ba(t, t′) (3.2.36)
Note that here and below we write directly the continuous time equations that are obtained from
the discrete time formalism as ∆ → 0 (see appendix D for more details). To find the equations
for the (generalized) covariances, one just takes the identity
∫
dτCi gen(t, τ)C−1i gen(τ, t
′) = 1δ(t − t′)




−Ci(t, τ)Cˆeffi (τ, t′) + Ri(t, τ)
(
(∂τ + λ)δ(τ − t′) − Rˆeffi (τ, t′)
)]











′) + Σiδ(τ − t′)
)]











′) + Σiδ(τ − t′)
)]
= δ(t − t′)
(3.2.37c)
and similarly for the auxiliary variables∫ +∞
−∞






′) + Σaδ(τ − t′)
]
= δ(t − t′) (3.2.38)
If we now substitute the expressions for Rˆeffi (t
′, t), Cˆeffi (t, t
′), Bˆeffi (t, t
′) and Bˆeffa (t, t′) from (3.2.23)
we get a closed system of integral equations. To simplify these, we consider long times, where
a stationary regime is reached so that all two-time functions become Time Translation Invariant
(TTI). In an inference problem, stationarity implies also that the quality of the prediction is the
same at all times. At stationarity, the integrals in the above equations (3.2.37) and (3.2.38) become
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convolutions and hence, if we go to double-sided Laplace transform, simple products. After some
simplification the Laplace-transformed equations yield a system of four coupled equations for
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∑
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In (3.2.39c) we have substituted the expression for R˜i(z) as given by (3.2.39b) and used the fact that
C˜i(z)
(∑








, as can be deduced by comparison
of (3.2.37a) and (3.2.37c).
3.2.3 Thermodynamic Limit
We expect the extended Plefka approach to give exact values for posterior means and variances
in the case of mean field type couplings (i.e. weak and long-ranged), in the thermodynamic limit
of an infinitely large system. More precisely we define the thermodynamic limit as the one of an
infinitely large bulk and subnetwork, Nb,Ns → ∞ at constant ratio α = Ns/Nb. Note that in the
following discussion, α indicates this ratio and not the Plefka perturbative parameter, which in all
these results is set to 1. For our mean field couplings we assume, as in chapter 2, that {Ji j} is a real
matrix belonging to the Girko ensemble [43], i.e. its elements are independently and randomly
distributed Gaussian variables with zero mean and variance satisfying








The parameter η ∈ [−1, 1] controls the degree to which the matrix {Ji j} is symmetric. In particular,
the dynamics is non-equilibrium – it does not satisfy detailed balance – whenever η < 1. Similarly,
{Kai} is taken as a random matrix with uncorrelated zero mean Gaussian entries of variance
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We have introduced amplitude parameters j for {Ji j} (hidden-to-hidden) and k for {Kai} (hidden-to-
observed) here. The scaling of both types of interaction parameters with 1/
√
Nb ensures that, when
the size of the hidden part of the system increases, the typical contribution it makes to the time
evolution of each hidden and observed variable stays of the same order. The high connectivity,
where all nodes interact with all other ones, implies that in the thermodynamic limit all nodes
become equivalent. Local response and correlation functions therefore become identical to their



















As a consequence, all site indices can be dropped and the correlation and response functions can be
replaced by their mean values, C˜i(z) ≡ C˜bb|s(z), R˜i(z) ≡ R˜bb|s(z), B˜i(z) ≡ B˜bb|s(z). The superscripts
bb|s here emphasize that we are considering moments conditioned on subnetwork values though
for brevity we drop them in the rest of the calculation. Similarly, for the correlations of auxiliary
variables related to observations we can set B˜a(z) ≡ B˜ss(z). Of primary interest is then C˜(z), the
Laplace transformed posterior (co-)variance function of prediction errors, which as a site-average
can be thought of as a macroscopic measure of prediction performance. This should become self-
averaging in the thermodynamic limit. To see this, consider e.g. the sum
∑
j Ji jJ jiR˜ j(z). Replacing
R˜ j by R˜, the prefactor is a sum of Nb terms so converges to its average Nbη j2/Nb = η j2 in the
thermodynamic limit. So, as in chapter 2, we can replace
∑
j
Ji jJ jiR˜ j(z) ∼ η j2R˜(z)
Making this and similar substitutions in the system (3.2.39), and choosing scalar noise covariances
Σi = σ
2
b and Σa = σ
2







































Here B˜ss|s(z) = −1/(σ2s +k2C˜(z)) has already been substituted into equations (3.2.46a) and (3.2.46c).
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We comment briefly on the relation of the above results to the Fluctuation Dissipation Theorem






R˜(z) − R˜(−z)] (3.2.47)







j2(1 − η)C˜(z) + σ2b
]
(3.2.48)






R˜(z) − R˜(−z)] = zC˜(z) σ2b
j2(1 − η)C˜(z) + σ2b
(3.2.49)
Comparing with (3.2.47), the FDT is satisfied for symmetric couplings (η = 1) as expected, while
there are progressively stronger deviations from FDT as η decreases towards −1.
3.2.4 Comparison with known results
As a consistency check and to support our claim of exactness in the thermodynamic limit, we
briefly look at how C˜(z) and R˜(z) can be worked out by alternative means.
In general, from (3.2.46b) we can get an expression for R˜(z) in terms of C˜(z): this is (3.2.48).
Substituting into (3.2.46a), B˜(z) can also be worked out as a function of C˜(z). Using these expres-



































This is the same expression we will obtain in chapter 4 using an explicit average over the quenched
disorder variables Ji j and Kia. Particular cases are also further validated by random matrix theory,
as follows.
Case α = 0.
This case corresponds to the absence of observations. One has then B˜i(z), B˜a(z) ≡ 0 as these
quantities simply play the role of Lagrange multipliers enforcing the conditioning on observations.
To see this formally from the α → 0 limit of (3.2.46) one sets B˜i(z) = αD˜i(z) and B˜a(z) = αD˜a(z)
where the D˜s stay nonzero for α → 0. One verifies that under this assumption the system has as
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(z + λ) − 1
2η
√
(z + λ)2 − 4 j2η (3.2.51)
C˜(z) =
4σ2b[
(λ + z) +
√
(λ + z)2 − 4 j2η][(λ − z) + √(λ − z)2 − 4 j2η] − 4 j2 (3.2.52)
Case j = 0.
In this situation, hidden variables are uncoupled (i.e. coupled only via a self-interaction term λ).

























where σ = σbk/σs. This coincides with the result we will derive in chapter 4 using methods from
random matrix theory.
Case η = 1.
Here we have symmetric hidden-to-hidden couplings and (3.2.50) can be simplified to

























This fifth order equation for the single site posterior covariance predicted by the extended Plefka
expansion with hidden nodes is again confirmed by random matrix theory results (see chapter 4).
3.3 Power spectrum and critical regions
In this section we study the predictions of the extended Plefka approach for our conditional dy-
namical system, focussing on the power spectrum of the posterior covariance. This is given by
C˜(iω), the Laplace transform C˜(z) evaluated at z = iω.
3.3.1 Dimensionless system
We would like to understand how C˜(ω) depends on the parameters λ, j, k, σs, σb, η and α. The
last two of these are already dimensionless. By extracting the appropriate dimensional scales, we
can reduce the other five parameters to only two dimensionless combinations.
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From (3.2.1) one sees that j, k, λ have dimensions t−1, while the dimension of σ2s/b is x
2t−1. We
can build from these the dimensionless parameters γ = j/λ and p = λ/σ. Here σ = σbk/σs,
which has dimension t−1 and contains the observation “intensity” k as well as the ratio between
the dynamical noises σb/σs. The latter is a third dimensionless parameter but as it only enters one
prefactor we will not need to keep it separately.

















Here Ω = ω/σ is a dimensionless frequency; similarly Cα,γ,η,p(Ω), Rα,γ,η,p(Ω), Bα,γ,η,p(Ω) and
Bssα,γ,η,p(Ω) are dimensionless and depend on the dimensionless parameters α, γ, η and p: for the
sake of brevity, we do not write the subscripts indicating this dependence in the following.
Let us briefly comment on (3.3.1a). One sees that C˜(z) is directly proportional to σ2s and inversely
proportional to k2: the weaker the hidden-to-observed coupling and the stronger the dynamical
noise acting on the observed variables, the less information one can extract from the subnetwork
trajectories and the more uncertain the predictions for the behaviour of the bulk.
To summarize, we switch from eight original parameters {α, η, λ, j, k, σs, σb, ω} to a set of five di-
























− iΩ + p − η γ pR−
)(
− α
1 + C + (γp)
2B
)−1(
iΩ + p − η γ pR
)
− (γp)2C − 1
]
= 1 (3.3.2c)
where we have dropped the frequency argument and introduced the shorthand R− = R(−Ω).
3.3.2 Critical scaling
Scaling concepts are fundamental in Quantum Field Theory (applied to particle physics) and equi-
librium analysis of criticality, as they lie at the interface between theory and experiment (see [76]
for an exhaustive presentation). The main idea, borrowed from the Renormalization Group [76],
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is to focus on some observables at particular length or time scales: postulating scaling relations
between them allows one to remove singularities in their definition and to recover a regular be-
haviour. When only one independent variable can be identified, these relations assume the shape
of power laws. Close to the critical point, where divergencies arise, we look at the system at a
different scale and this change of reference frame is achieved by rescaling amplitude, frequency
and other parameters (“fields” in the language of phase transitions) by some power of the distance
from the critical point (which indeed goes to zero approaching it). The footing of this procedure
consists first of working out the power laws that describe the dependence on such a quantity: the
renormalization w.r.t. it produces expressions for the correlations that are invariant under that par-
ticular scale transformation. As we will explain in more detail, the arbitrariness in setting the
scaling parameter can be used to reduce the number of independent variables by one.
We next analyze in the parameter space α, γ, p (at fixed η) the singularities of C(0), the (dimen-
sionless) zero frequency posterior covariance. The behaviour of the inference error itself, the equal
time posterior variance C(t − t) = C(0), will be addressed in section 3.4.3.
Independently of η, we find two critical regions that are shown graphically in figure 3.1:
1. ∀p, α = 0 and γ > γc
2. ∀γ, p = 0 and 0 < α < 1
The first case gives back the dynamics without observations (α = 0), for which γ < γc = 1/(1 + η)
is the condition of stability beyond which trajectories typically diverge in time. Interestingly, as
soon as α > 0, the constraints from observations make the solution stable irrespective of whether
γ is smaller or bigger than the critical value. For γ > γc the observed trajectories would then be
divergent, and so would the predicted hidden trajectories, while the error (posterior variance) of the
predictions would remain bounded. It is difficult to conceive of situations where divergent mean
trajectories would make sense, however, so we only consider the range γ ≤ γc in our analysis.
The second limit, p → 0, corresponds, for fixed ratio between noises σs/σb, to k  λ: we call
this scenario an “underconstrained” hidden system. In general for large k the posterior variance
decreases as 1/k2, as used in the scaling (3.3.1a). But for α < 1 there are directions in the space of
hidden trajectories that are not constrained at all by subnetwork observations, and their variance
will scale as 1/λ2 instead. These directions give a large contributions to the dimensionless C(Ω)
that diverges in the limit k  λ. In general one has a similar effect when k/σs  λ/σb, where the
noise in the dynamics acts to effectively reduce the relevant interaction or decay constant. This
behaviour is broadly analogous to what happens in learning of linear functions from static data
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Figure 3.1: Parameter space spanned by α, γ, p. The blue stripe and the red area mark the values
for which the posterior covariance C(0) becomes singular, i.e. respectively α = 0,
γ > γc (∀p) and p = 0, 0 < α < 1 (∀γ).
[65, 66]: there the prediction error will also diverge when α, which is then defined as the ratio of
number of examples to number of spatial dimensions, is less than unity and no regularization is
applied.
An important point to stress is that these critical regions do not arise as features of the Plefka ex-
pansion to any extent. It is well known that the Plefka expansion has a finite radius of convergence
[33] in terms of couplings strength, thus in principle it should be checked whether our parameters
lie in the region of validity of the expansion or not. The agreement of our results (3.3.2) with
other methods which do not rely on perturbative expansions (random matrix theory and functional
average over the disorder, see chapter 4) clearly suggests that there is no problem of convergence
where the system is well defined.
Close to the two critical regions in the space of α, γ and p, C(0) is expected to exhibit a power-law
dependence on the parameters specifying the distance away from the critical point. We can then
perform a systematic rescaling analysis, as is standard in the study of phase transitions [76]. The
aim of this analysis, developed in the next two sections, is to find the master curves and associated
exponents that describe the approach to the critical point(s).
3.3.3 Master curves for γ → γc and α→ 0
We begin with the behaviour of the posterior covariance power spectrum for γ → γc and α → 0,
i.e. in the vicinity of the “no observations” critical point.
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We already know the limit curve for the power spectrum: it is given by the spectrum at the critical
point. At this point we have an α = 0 system, i.e. without observations (see chapter 2 and the
summary in section 3.2.4). As there the interactions and noise level relating to observed nodes are
then irrelevant, we can set k = j, σb = σs (i.e p = 1/γ, σ = j and Ω = ω/ j). From (3.2.52) the
dimensionless correlation is then
Cγ,η(Ω) = 4[
1
γ + iΩ +
√( 1
γ + iΩ
)2 − 4η][ 1γ − iΩ + √( 1γ − iΩ)2 − 4η] − 4σ2 (3.3.3)
C(0) becomes singular when γ = γc = 1/(1 + η), as (3.3.3) then has a pole at Ω = 0. The approach
to (3.3.3) at decreasing α is plotted in figure 3.2 (left).
Case η = 1.
To explain the rescaling procedure for understanding the approach to the singularity at γ = γc,
we first focus on the case η = 1. From (3.2.54) one then has an algebraic equation for the power
spectrum C(Ω)
−Ω2 = − 1C +
α
1 + C +
(γp)2
1 + (γp)2C +
p2[
1 + 2(γp)2C]2 (3.3.4)
The distance from the singularity is controlled by α itself and δγ = γc − γ. Approaching the
singularity along one of these two directions we get two distinct power law divergences of C(0); a
third direction of approach is from nonzero Ω at α = δγ = 0.
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where the exponents of δγ in Ω¯ and α¯ are fixed by the following standard arguments. We choose
as scaling quantity δγ and thus we need to understand how α scales with it. The joint dependence
of C(0) on α and δγ becomes a dependence only on the ratio α¯ ∼ α
δγ∆












We postulate a power law relation defined by an exponent ∆, whose numerical value can be set by
looking at the right asymptotics of C¯(0, α¯) as a function of α. In fact
C¯(0, 0) = const (3.3.12)




In other words, at α = 0 one should retrieve (3.3.5), and for α→ ∞ one should recover the γ = γc














α ∼ δγ 32 (3.3.15)
from which a renormalized α¯ can be derived. We implement in (3.3.4) the rescalings dependent
on δγ. Inserting the ansatz (3.3.8), (3.3.9) and (3.3.10) into (3.3.4) and taking the limit δγ → 0
gives
− 1 + C¯2 + α¯ C¯3 + Ω¯
2
4
C¯4 = 0 (3.3.16)
This equation implicitly determines the master curve, i.e. the scaling function C¯(Ω¯, α¯). This master
curve describes the power spectrum in the region where δγ, α and Ω are all small but Ω¯ and α¯ are
finite, which requires in particular that the dimensionless frequency Ω must be of the order of δγ.
Consistently with (3.3.6), one verifies that
C¯|α¯→∞ ∼ α¯− 13 (3.3.17)








which is the master curve given by implementing the same rescalings on (3.3.3) with η = 1, as
expected.
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Case −1 < η < 1.
Let us now consider η < 1, for which we need to work with the entire system (3.3.2). For δγ → 0
at α = 0 one finds amplitudes C(0) ∼ (1−η)/2 δγ p2 andB(0) ∼ −4 δγ2(1+η)4/p4. At δγ = Ω = 0,
we get C(0) ∼ α−1/2. For the third direction we can read off from chapter 2 that at α = δγ = 0,
the low-frequency tail of the power spectrum is given by 1/Ω2 for η < 1. Comparing the first
and third expression suggests to define a crossover frequency from 1/Ω2 = (1− η)/2 δγ p2, giving
Ω ∼ p √2 δγ. We can fix also the exponent expressing the dependence of α on δγ; apart from










with ∆ = 2 to obtain C¯(0, α)|α→∞ ∼ α− 12 , thus α ∼ δγ2. Using this we define scaling functions for
C and B as
C(Ω) = 1 − η
2 δγ p2
C¯(Ω¯, α¯) (3.3.20)
B(Ω) = −4 δγ
2(1 + η)4












α (1 − η)
4 δγ2(1 + η)3
(3.3.23)
The somewhat complicated looking prefactors are chosen here to give scaling functions that will
be independent of p and η. The response R, which also features in the original equations (3.3.2),
does not need to be rescaled as it turns out to be equal to unity to leading order.
We insert the above rescalings into the system (3.3.2) and again look at the limit δγ → 0. Some
care is needed as there are competing orders of δγ in the equations so that one has to expand the
response R not just to O(1) but to O(δγ). One then finds simply B¯(Ω¯, α¯) = α¯ and this makes
sense: at α = 0 we must retrieve the results of chapter 2, where the normalization of the MSRJD
path integral leads all moments of auxiliary variables to vanish. The master curve for the posterior
covariance spectrum can also be obtained explicitly, as
C¯(Ω¯, α¯) = 1
2α¯
[
− (1 + Ω¯2) +
√
4α¯ + (1 + Ω¯2)2
]
(3.3.24)
It has the limits C¯|α¯→0 ∼ 1/(1 + Ω¯2), C¯|Ω¯→∞ ∼ 1/Ω¯2 and C¯|α¯→∞ ∼ 1/
√
α¯. The latter tells us
how the prediction error decreases in the regime where α is still small but larger than δγ2. The fit
provided by the master curve (3.3.24) for different small values of α is shown in figure 3.2 (left).
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Crossover at η ≈ 1.
Above we found different power law behaviours and scaling functions for η = 1 and η < 1, thus
a crossover must occur at η ≈ 1. To see this, the two cases η = 1 and η < 1 can be analyzed as
limit cases of a more general scaling ansatz that accounts explicitly for the effect of  = 1 − η, i.e.
the distance from the symmetric value η = 1. This becomes an additional critical parameter that




We define these scaling functions via




C¯(Ω¯, α¯, ¯) (3.3.25)




B¯(Ω¯, α¯, ¯) (3.3.26)
Ω¯ =
Ω
p (2 + ¯)δγ
(3.3.27)
α¯ =





We then find again B¯ = α¯ while the master curve C¯(Ω¯, α¯, ¯) solves a fourth-order equation
(8 + C¯ ¯(2 + ¯))2(−4 + C¯(2 + ¯)(−¯ + C¯(1 + α¯ C¯)(2 + ¯))) + C¯4(2 + ¯)6Ω¯2 = 0 (3.3.29)
The solution of this for a range of different ¯ is plotted in figure 3.3 (left).
The two previous cases η = 1 and η < 1 (with δγ → 0) are recovered as the limits respectively
for ¯ → 0 and ¯ → ∞. In the first limit, (2 + ¯)√δγ ∼ 2√δγ and the rescaling relations (3.3.8),
(3.3.9), (3.3.10) for η = 1 are retrieved as they should be; accordingly, the equation (3.3.29) for the
master curve becomes exactly (3.3.16). On the other hand, when ¯ → ∞, (2 + ¯)√δγ ∼ ¯ √δγ = 
and we recover the rescalings (3.3.20)-(3.3.23) adopted for η < 1; in this case (3.3.29) reduces to
− 1 + C¯ + α¯C¯2 + C¯Ω¯2 = 0 (3.3.30)
whose positive solution is given by (3.3.24).
3.3.4 Master curves for α→ 1 and p→ 0
In this section we look at the scaling around the second critical region, α → 1 (i.e. Ns = Nb) and
p→ 0 (i.e. k  λ at fixed σs/σb). As will be shown, the results here are independent of the degree
of symmetry η of the interactions among the hidden variables. This is consistent with the intuition
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that the critical behaviour is dominated by whether a direction in the hidden trajectory space is
constrained by observations or not, i.e. by hidden-to-observed rather than hidden-to-hidden inter-
actions. As previously done, we first explore the two directions of divergence separately. At α = 1,









B(0) ∼ −1 (3.3.33)
Approaching from the other direction, p = 0, gives C(0) ∼ 1/δα, with δα = α − 1. At α = 1
and p = 0, finally, one finds for small nonzero frequency Ω that C(Ω) ∼ 1/Ω. Equating the three
divergences above identifies a crossover frequency Ω∗ = p
√
γ2 + 1 and similarly a characteristic



















R(Ω) = γ p√
γ2 + 1
R¯(Ω¯, δα¯) (3.3.36)
















Inserting into the system (3.3.2), taking p→ 0 and keeping only the leading terms one finds as the
master curve for C(Ω)
C¯(Ω¯, δα¯) = −δα¯ +
√
4 + δα¯2 + 4Ω¯2
2 (1 + Ω¯2)
(3.3.40)
with limits C¯|δα¯→0 ∼ 1/
√
1 + Ω¯2, C¯|Ω¯→∞ ∼ 1/Ω¯ and C¯|δα¯→∞ ∼ 1/δα¯. From the latter one sees
again the decrease of the inference error for increasing number of observations (while remaining
in the regime studied here where δα is small, p < δα  1 ). The master curve predictions for
generic δα¯ are compared to direct numerical evaluation of C in figure 3.2 (right).
So far we had focussed on the α → 1 end of the second critical region. As this region covers the
entire range 0 < α < 1, however, one can also study the critical behaviour as p → 0 for fixed
α < 1. The crossover into this region can be seen by taking δα¯ → −∞, where C¯ → |δα¯|/(1 + Ω¯2)
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from (3.3.40). Including the prefactor from (3.3.35) gives
C(0) = 1 − α
p2(γ2 + 1)(1 + Ω¯2)
(3.3.41)
This suggests that in general, for finite 1 − α, C will be ∼ 1/p2. Generalizing this one finds that























By substitution into the system (3.3.2) and taking the limit p → 0 one can then obtain explicit
solutions for C¯(Ω¯, δα¯), R¯(Ω¯, δα¯), B¯(Ω¯, δα¯); as before these are independent of η. We do not state
the full expressions here but note that in the limit where 1−α  1 one retrieves the result (3.3.41)
as required for consistency between the two scaling limits.
Finally it is useful to look at the α-dependence of C(0) and C(Ω) in the non-critical range α > 1.
For large α we find C(0)|α→∞ ∼ 1/α: this means that with many observations the predictions for
the hidden dynamics will become arbitrarily precise, in line with intuition. The decrease in C(0)
with increasing α can be seen in figure 3.4, where one observes also that at ω ∼ O(1) all spectra
collapse into a Lorentzian tail. This indicates an exponential decay of the correlations between
prediction errors in the temporal domain. As the amplitude of the tail is largely α-independent,
the typical time of this exponential decay decreases with α: with many observations, errors in the
prediction of the hidden states become progressively less correlated with each other. In the next
section we look more systematically at the information one can extract on relaxation times from
the power spectra.
3.4 Posterior variance in the time domain
3.4.1 Relaxation time for γ → γc and α→ 0
We look at the relaxation time, which is a measure of time correlations in the errors of inferred
hidden values. We study in particular how it depends on the number of observations and the
interaction parameters.
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Figure 3.2: (Left) Numerical solutions for small α: the approach to the limit curve for α→ 0 with
γ close to γc is plotted. This master curve and the ones for α = 0.00001, α = 0.0001
and α = 0.001 are given by blue dashed lines with crosses. In this way one can see
the amplitude variation for relatively large α¯, whose values are of order ∼ 102 (for
α = 0.00001), 103 (for α = 0.0001) and 104 (for α = 0.001). Even for smaller α¯,
the variation in shape with this parameter is small: α¯ mainly affects the height of
the plateau close to Ω = 0 and the position of the crossover to the large frequency
Lorentzian tail. (Right) Numerical solutions for small δα = α − 1: the approach to
the limit curve for δα → 0 with p close to 0 is plotted. This master curve and the
ones for δα = 0.001, δα = 0.01 and δα = 0.1 are shown as red dashed lines with
circles. From this plot one can examine the variation with δα¯, whose corresponding
values are δα¯ ∼ 1 (for δα = 0.001), δα¯ ∼ 10 (for δα = 0.01) and δα¯ ∼ 100 (for
δα = 0.1).
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Figure 3.3: (Left) Master curves for different values of ¯, the parameter indicating effectively the
distance from η = 1 when δγ is close to zero. One can see the 1/
√
Ω¯ tail for ¯ → 0
and the 1/Ω¯2 one for ¯ → ∞ (blue and red curves), while intermediate values of ¯
show a crossover between these two tails. (Right) Numerics for different values of η,
the symmetry parameter, at α → 0 and δγ → 0. For η = 0.1, Ω∗ ∼ 3 · 10−3 and for
Ω∗  Ω  1 one sees the Lorentzian tail. For η = 1, Ω∗ ∼ 5 · 10−6 and in the range
Ω∗  Ω  1 one has the ∼ 1/√Ω tail. For η = 0.9 (i.e.  = 1 − η = 0.1, ¯ ≈ 45),
the results interpolate between these two regimes as expected from the left figure; the
crossover occurs at Ω ∼ 0.01. In fact, the limit C¯|Ω¯→∞ ∼ 1/Ω¯2, once one reinserts
the dependence on 1 − η = , gives C(Ω) ∼ 3/Ω2 for Ω∗  Ω  1, while (3.3.16)
has a tail C(Ω) ∼ 2/√Ω: these two tails meet around Ω ∼ 2 (2 = 0.01 in this case),
in agreement with the results for the limit   1 in the case without observations,
i.e. chapter 2. The dashed lines with circles are master curves for Ω in the vicinity of
Ω∗ for the different η. Dotted lines with crosses trace the master curves at Ω ∼ O(1),
which are independent of α and equal to the curves at α = 0. In the relevant range of
large frequencies they behave essentially as Lorentzians.
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Figure 3.4: C(Ω) for different α, at small fixed η. We have chosen γ and p close to their critical
values 1 + η and 0, respectively, in order to see both critical regions as α is increased.
The master curves for α → 0 and α → 1, resulting from the critical rescalings, are
plotted (blue dashed line with crosses and red dashed line with circles respectively):
Ω∗ ∼ 10−3 for the α → 0 master curve, while Ω∗ ∼ 10−1 for the one for α → 1. For
Ω∗  Ω  1 one has a Lorentzian tail C ∼ 1/Ω2 for α small and α big, while a
different power-law feature, namely C ∼ 1/Ω, emerges for α → 1. At Ω ∼ O(1) a
crossover to Lorentzian behaviour is seen for any α.
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As for the other quantities, let us introduce the dimensionless version of this typical timescale
T = στ (3.4.2)
and look separately at the two critical regions, starting in this subsection with the first one. As τ is
determined directly from the power spectrum, its scaling form follows from that of C(Ω).
Case η = 1.
The relaxation time is rescaled as
T = T ∗ τ¯(α¯) = 1
p δγ
τ¯(α¯) (3.4.3)
where, by the definition itself in terms of frequency (3.4.1), one has T ∗ ∼ 1/Ω∗ and τ¯(α¯) is the
solution of a system of two equations
(
2 + 3 α¯ C¯) C¯ τ¯2 − 14 C¯3 = 0
−1 + C¯2 + α¯ C¯3 = 0
(3.4.4)
which can be obtained by deriving from (3.3.16) one equation for C¯(0, α¯) and one for d2C¯(Ω¯, α¯)/d2ω∣∣∣
ω=0
and using relations (3.4.1) and (3.4.3). For simplicity we have denoted C¯(0, α¯) and τ¯(α¯) as C¯ and
τ¯. From these two equations we note C¯(0, α¯)|α¯→∞ ∼ α¯− 13 and τ¯|α¯→∞ ∼ α¯− 23 , which implies for
δγ2 < α  1
T ∼ α− 23 (3.4.5)
This power law dependence is visible in figure 3.5 (right, see η = 1 curve).
Case −1 < η < 1.
By applying (3.4.1) with (3.3.24), one can rescale in this regime according to
T = 1












with limit τ¯|α¯→∞ ∼ α¯− 14 corresponding to
T ∼ α− 14 δγ2 < α  1 (3.4.8)
This dependence can be verified in figure 3.5 (right, see curve for η = 0.1).
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Crossover at η ≈ 1.
The relaxation time scalings above can be seen as limit cases of a more general scaling linked to
the parameter ¯. From the general master curve (3.3.29) we can derive the following system of
two equations
[8 + C¯¯(2 + ¯)]2[−4 + C¯(2 + ¯)(−¯ + C¯(1 + α¯ C¯)(2 + ¯))] = 0
[−16¯ + C¯(2 + ¯)(16 − 3¯2 + 4 C¯¯(2 + ¯) + α¯ C¯(24 + 5 C¯¯(2 + ¯))]τ¯2 = C¯3(2+¯)¯4(8+C¯¯(2+¯))
(3.4.9)
where C¯ is shorthand for C¯(0, α¯, ¯) and τ¯ for τ¯(α¯, ¯). Consistent with the role of ¯ discussed above,
one can check that the limit for ¯ → 0 is precisely the system (3.4.4), while for ¯ → ∞ (3.4.9)
becomes 
−1 + C¯ + α¯ C¯2 = 0
−C¯ + τ¯2(−3 + C¯(4 + 5 α¯ C¯)) = 0
(3.4.10)







For generic ¯, the rescaled relaxation time τ¯(α¯) must then exhibit a crossover in its large α¯ power
law behaviour, i.e. from α¯− 14 to α¯− 23 . This crossover takes place around α¯∗ = ¯2/4; see figure 3.5
(left).
3.4.2 Relaxation time for α→ 1 and p→ 0
We discuss briefly the behaviour of the relaxation time in the second critical region. From the
















with limit τ¯|δα¯→∞ ∼ 1/δα¯ giving
T ∼ 1
δα
p < δα  1 (3.4.14)
The δα dependence of T is shown in figure 3.6 (left). As a general unifying feature of the relax-
ation times, one can see that they decrease significantly with increasing α (figure 3.6, right): as the
values of the hidden variables become constrained increasingly strongly by those of the observed
ones, the remaining uncertainty in the prediction becomes local in time.
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Figure 3.5: (Left) The rescaled relaxation time τ¯(α¯), normalized at the origin, for α → 0 and
γ → γc as a function of α¯ for different values of ¯. The two limits, ¯ → ∞ and
¯ → 0, are highlighted in red and blue respectively. For intermediate values of ¯





3 , and this crossover occurs at α¯∗ = ¯2/4 (for instance, at ¯ = 25, α¯∗ ∼ 150).
(Right) Relaxation time in the vicinity of the critical region α → 0 and γ → γc, as
a function of α and for different η. Solid lines are the numerics, dashed ones with
circles the analytic master curves. A plateau for small α emerges for η close to 1.
For δγ2 < α  1 one can see τ ∼ α− 23 for η = 1 and τ ∼ α− 14 for η = 0.1, as
suggested by eqs. (3.4.5) and (3.4.8). The case η = 0.85 interpolates between these
power tails with a crossover at α ∼ 0.0005; this corresponds to the crossover on the
left for ¯ ∼ 20.
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Figure 3.6: (Left) Relaxation time in the vicinity of the critical region α → 1 and p → 0, as a
function of α. As the variation with γ is weak in this regime, we fix γ = 0.1. Solid
lines are the numerics, dashed ones with circles the analytic master curves. One can
see that τ stays roughly constant for α < 1 while it drops to smaller and smaller
values for increasing α > 1. (Right) Relaxation time for small p and δγ as a function
of α: an interpolation between the behaviours in the left plot and in figure 3.5 (right)
can be seen here. We stress that the red master curve with circles is expected to give
a good fit for α ≈ 1 only, consistent with our results.
101
Chapter 3: Inference for dynamics: the Extended Plefka Expansion with hidden nodes
3.4.3 Equal time posterior variance for γ → γc and α→ 0
Finally we turn to the behaviour of the inference error for the prediction of hidden unit trajectories.
This is given by the equal time posterior correlator














−∞ C(Ω)d Ω is a dimensionless equal time posterior variance. We see that the size of
the error is generically proportional to the noise acting on the dynamics of hidden and observed
variables, and inversely proportional to the hidden-to-observed interaction strength. Its critical
scaling properties depend on whether the integral over Ω that defines C0 is dominated by small
frequencies Ω ∼ Ω∗, where Ω∗ is the relevant frequency scale in the appropriate critical region,
or by Ω ∼ 1. One has the first case when the critical master curve for C(Ω) has an integrable tail
towards large (scaled) frequencies, otherwise the second.
Case η = 1.
Here the dominant contribution to the integral (3.4.15) comes from Ω ∼ O(1), and in this region
the master curve for the spectrum is given by (3.3.3) (the case without observations). As a conse-
quence we expect the equal time correlator to become essentially independent of α for small α, as
one can see in figure 3.7 (left, curves for η = 1). More generally this implies that the dependence
on α is smooth, and to leading order unaffected by the vicinity of the critical region.
Case −1 < η < 1.
Here the dominant contribution to the prediction error comes from Ω ∼ Ω∗, thus one has to
evaluate the integral of the master curve (3.3.24). To do so we note from (3.3.20) that C0 can be
written in scaled form as






−∞ C¯(Ω¯, α¯)d Ω¯. This function encodes the entire α-dependence in the critical region.
It has a finite limit for α¯→ 0 while for large α¯ it decays as C¯0 ∼ α¯−1/4 as one can show by noting
that the relevant frequencies Ω¯ in (3.3.24) are then ∼ α¯−1/4. Using this asymptotic behaviour in
(3.4.16) and substituting also the expressions for Ω∗ and α¯ from (3.3.22) and (3.3.23), respectively,
one obtains










(1 − η) 74 (1 + η) 14α− 14 (3.4.17)
102
Chapter 3: Inference for dynamics: the Extended Plefka Expansion with hidden nodes
We thus predict C(0) ∼ α−1/4, and this is consistent with the numerics, see e.g. figure 3.7 (left,
curves for η = 0.1), where α¯  1 corresponds to δγ2  α  1 from (3.3.23): in this range the
zero frequency amplitude is then independent of δγ, and the value of the latter appears only as the
lower limit of the range where this result applies. The power law behaviour C(0) ∼ α−1/4 is also
consistent with the scaling C˜(0) ∼ τC(0) that one would generally expect, barring any exceptions
due to strongly non-exponential correlations: recall here that we found previously τ ∼ α−1/4 and
C˜(0) ∼ α−1/2.
3.4.4 Equal time posterior variance for α→ 1 and p→ 0
In the second critical region and focussing on α→ 1, we have an interesting marginal case where
the equal-time variance (3.4.15) has contributions from all frequencies ranging from the critical
frequency scale Ω ∼ Ω∗ to Ω ∼ 1. This is because the power spectrum (3.3.40) for critical
frequencies has a 1/Ω¯ tail for large Ω¯ = Ω/Ω∗, which gives a logarithmically divergent integral
(3.4.15). This divergence is cut off only by the crossover to a Lorentzian tail when Ω = O(1).










The fraction in front of the integral equals unity as Ω∗ = p
√
γ2 + 1 from (3.3.38) so from the 1/Ω¯
tail one finds C0 ≈ 2 ln(1/Ω∗) to leading order. All of the interesting dependence on α is in the next
subleading term, which is relevant in practice as it only competes with a logarithmic divergence.
Writing ln(1/Ω∗) as
∫ 1/Ω∗
0 dΩ¯/(1 + Ω¯), this subleading term can be split off in the form
C0 ≈ 2 ln(1/Ω∗) + 2
∫ ∞
0
[C¯(Ω¯, δα¯) − (1 + Ω¯)−1]dΩ¯ (3.4.19)
The remaining integral is convergent at the upper limit so we have taken the upper limit 1/Ω∗ to
infinity as is appropriate to get the leading contribution for p → 0. The integral is then a function
of δα¯ only, which one finds varies as |δα¯| for δα¯ → −∞ and as const. − ln(δα¯) for δα¯ → ∞. The
two dominant terms (3.4.19) are plotted (red line) in figure 3.8 where the linear scale inset clearly
shows the linear dependence on |δα¯| ∝ 1 − α.
As a common trend across the two critical regions we have the intuitively reasonable result that
the inference error decreases when the number of observed variables gets bigger, see figure 3.7
(right).
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Figure 3.7: (Left) Inference error in the vicinity of the critical region α → 0 and γ → γc, as
a function of α and for different η. Solid lines are the numerics, dashed ones with
circles the analytic master curves. The dominant contribution to the inference error
is given by frequencies Ω ∼ Ω∗ for η = 0.1 while it is given by Ω ∼ O(1) for η = 1.
The master curve in this latter regime is the α-independent posterior variance of the
case without observations, i.e. a straight line, which C(0) approaches for α → 0
as it should; for larger α it exhibits a smooth dependence on α unconnected to any
critical behaviour. (Right) Inference error for small p and δγ as a function of α. This
connects the behaviours in the left plot and in figure 3.8. The red master curve with
circles is expected to give a good fit only around α ≈ 1, as observed.
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Figure 3.8: Inference error in the vicinity of the critical region α → 1 and p → 0, as a function
of α, at fixed γ = 0.1. The dashed line with circles shows the prediction from the
logarithmic divergence and first subleading term (3.4.19), which is qualitatively re-
markably accurate even away from α = 1. The prediction behaves as ∼ (1 − α) for
α < 1 as the linear scale inset shows.
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3.5 Discussion and Conclusion
In this chapter we considered a network of continuous degrees of freedom where some nodes are
hidden and the others observed. In such a setting we discussed an application of the Extended Ple-
fka Expansion to the problem of inferring hidden states over time when one has seen the dynamics
of the observed ones. In particular we focussed on the case of a linear dynamics with Langevin
noise. This choice was motivated by the fact that the posterior statistics, i.e. the statistics of hidden
trajectories conditioned on observations, is Gaussian and thus fully understandable in terms of first
and second moments. The posterior means give us the optimal hidden state predictions, and the
posterior variances the error bars on these, hence also the expected inference error.
The approximation we make by the Extended Plefka Expansion is to consider the second mo-
ments of the posterior as local in the degrees of freedom but maintaining them as functions of two
times. Because of this, the method yields effective equations of motion for the hidden variables
that treat these as decoupled from each other and from the observed variables but with nontrivial
temporal self-correlations through memory integrals and coloured noises. In mathematical terms,
the Extended Plefka Expansion gives us a system of coupled equations for the posterior physical
correlations, responses and auxiliary correlations, the latter having the role of implementing the
constraint arising from knowledge of the dynamics of the observed nodes. Evaluating the poste-
rior covariances at equal times gives the posterior error, hence the Plefka estimate of the inference
error.
Having derived the Plefka equations in general form, we then focussed on systems with weak,
long-range, random interactions. Because of the mean field character of the decoupling we as-
sumed in setting up the Plefka expansion, one would expect the approximation to become exact
for such a system, in the limit of a large network. We can verify this by comparing to the results
of a random matrix theory analysis of the exact inference approach (Kalman filter), in the corre-
sponding limit cases, and of a dynamical functional calculation, which will be both the focus of
chapter 4. This provides further evidence to indicate the usefulness of the Extended Plefka Expan-
sion as developed in chapter 2, whose application we generalized here to inference problems for a
linear stochastic dynamics of continuous variables.
Looking beyond the above exactness results, it is worth stressing that the approach presented here
allows one to derive results for more general interaction scenarios. Specifically it holds for any
degree of symmetry of the interactions and is thus applicable to non-equilibrium dynamics, for
which the detailed balance condition is not satisfied.
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In a second part of the chapter we studied the properties of the inference error as a function of
the relevant dimensionless parameters (α, γ, p, η). These parameters are assumed to be known,
either by direct measurement or by theoretical estimation, and our predictions for the posterior
statistics then quantify their interplay in determining the inference error. As the parameter space
is relatively large, we organized the analysis around the critical regions where the (suitably non-
dimensionalized) prediction error diverges. We focussed attention on the power spectrum of the
posterior correlations, deploying critical scaling approaches to identify the relevant variables and
obtain scaling functions that serve as master curves for appropriately scaled numerical data.
The first critical region we analyzed concerns α  1, where there are many fewer observed nodes
than hidden ones. Here we found that the presence of interaction symmetry (η = 1) leads to
quite different scaling behaviour than for the generic case −1 < η < 1, indicating the importance
of even small deviations from detailed balance for the dynamics. This is in qualitative agreement
with earlier studies on systems without observations, e.g. [50]. We were able to study the crossover
from equilibrium to generic non-equilibrium dynamics by including  = 1−η as a small parameter
in the scaling analysis.
The second critical region is 0 < α < 1 and p → 0, where some parts of the hidden dynamics are
strongly constrained but because α < 1 there are other parts that remain unconstrained as there
are still not enough observed nodes. We identified an analogue of the resulting inference error
divergence in studies on “underconstrained” learning in neural networks, e.g. [65, 66]. There one
finds a divergence when the number of patterns to be learned equals the number of degrees of
freedom. This happens when no weight decay is imposed on the dynamics, which in our scenario
corresponds to small λ and hence small p.
It will be interesting to understand better the comparison of our findings with equivalent equilib-
rium problems where these exist. In fact, for symmetric couplings, the stationary regime of the
hidden dynamics is effectively at equilibrium. One could thus apply the static Plefka expansion,
using means and equal time correlations as order parameters, to the same inference scenario. The
main difference would be the fact that the statistics of the hidden values would not be determined
from observations over time as in our analysis, but from snapshots of states of the observed nodes.
As information on the temporal sequence of observations is lost, this would be expected to lead to
a larger inference error. A calculation mirroring ours but in the equilibrium setup could therefore
quantify the loss in prediction performance from ignoring the temporal aspect of observational
data. This could be an important baseline study establishing for future work the benefits of mod-
elling data explicitly as a trajectory over time.
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There are many other directions of future and further investigation. A number of these could start
from the data likelihood that the extended Plefka expansion predicts: this is an approximate dy-
namical action for the observed nodes, having integrated out the hidden node dynamics. As such
it captures the observed subnetwork dynamics and a comparison with other approaches tailored
to reduced subnetwork descriptions - based on path integrals as well (see chapter 5) or projec-
tion methods [77] - should be revealing for further applications in this context: we will sketch it
in appendix I, section I.1.1. An additional way of using the Plefka data likelihood would be to
learn unknown hidden-to-hidden or observed-to-hidden couplings, which is an important statis-
tical modelling problem for dynamical data. Optimizing the data likelihood with respect to the
couplings would by definition give a maximum-likelihood estimate for these quantities. The rel-
evant learning rules could be developed starting from the Plefka equations for fixed couplings. It
would be interesting then to compare with related studies for non-equilibrium Ising spins [59] and
for networks with binary visible units and continuous-valued hidden ones [69], both also relying
on mean field dynamical descriptions. One could investigate interesting questions such as the ac-
curacy of the inferred couplings, e.g. as in [78], and the computational efficiency of the iterative
algorithms for implementing the learning rules.
An application of the Extended Plefka Expansion to spin systems might also be worthwhile, both
for inference of hidden states, as done in [37], and learning of interactions. The analytically
tractable scenario of an infinitely large network of spins with random asymmetric couplings has
already been studied by a replica approach [57]; intriguingly, there the error incurred in predicting
the states of hidden nodes does not exhibit a singularity structure like to the one presented here.
Finally, exploiting further the analogy with dynamical learning in neural networks, one could
think of several additional studies, such as including noise in the observation process [79–82] or
investigating finite-size effects [83].
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Discrete time operator inversion
D.1 Discrete time operator inversion
One has to exploit operator inversion to work out an expression for the second order statistics of
bulk nodes from the path integral representation of the likelihood (3.2.24): the Gaussian structure
of its integrand lends itself to simple manipulations in this direction. We neglect for this task
terms containing ψeffi (t) and l
eff
i (t) as they act linearly on the xs, thus they cause simply a shift
of Gaussian means. Times t, t′ are first discretized with unit time steps ∆. By construction (see
the main text and [23]) δxˆi(T ) = δxˆa(T ) = 0 and we fix δxi(0) = 0 to have the same number
of integration variables for xi and xˆi, thus to make all blocks of the covariance and the inverse
covariance square.1 We define the vectors δxi = δxi(∆), ..., δxi(T ) and iδxˆi = iδxˆi(0), ..., iδxˆi(T −∆)
- δs indicate deviations from means - and we consider for each i a “generalized” covariance matrix
(i.e. it contains correlations with auxiliary variables) of size 2T × 2T
Ci gen =
〈  δxi−iδxˆi
 (δxi −iδxˆi) 〉 (D.1.1)
1A consequence of this assumption is that we would need then to include explicitly a term δ(t)δ(t′)δCi(0, 0) in
Bˆeffi (t, t
′) to get the desired initial Gaussian distribution (more rigorously, it would be the distribution of δxi(∆) and not
δxi(0), but such a difference becomes irrelevant for ∆→ 0).
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More explicitly it exhibits the following structure
Ci gen =






〈δxi(T )δxi(∆)〉 . . . 〈δxi(T )δxi(T )〉 . . . . . . −〈δxi(T )iδxˆi(T − ∆)〉





−〈iδxˆi(T − ∆)δxi(∆)〉 . . . . . . . . . . . . 〈iδxˆi(T − ∆)iδxˆi(T − ∆)〉







−∆2Cˆeffi (∆,∆) −∆2Cˆeffi (∆, 2∆) . . . . . . −∆2Cˆeffi (∆,T )















(1 − ∆2Rˆeffi (0,∆)) −∆2Rˆeffi (0, 2∆) . . . . . . −∆2Rˆeffi (0,T )










0 0 0 (−1 + ∆λ) (1 − ∆2Rˆeffi (T − ∆,T ))












−∆2Bˆeffi (0,∆) . . . . . . −∆2Bˆeffi (0,T − ∆)

















−∆2Bˆeffi (T − ∆, 0) . . . . . . . . . −∆2
(
Bˆeffi (T − ∆,T − ∆) + Σi∆
)






Appendix D: Discrete time operator inversion
To find δCi(t, t′) = 〈δxi(t)δxi(t′)〉, δBi(t, t′) = −〈δxˆi(t)δxˆi(t′)〉, δRi(t′, t) = −〈iδxˆi(t)δxi(t′)〉 (i.e. the




4) as functions of the effective fields (contained in A1, A2
and A4) one simply uses the fact that Ci gen and C−1i gen are linked by∑
τ
Ci gen(t, τ)C−1i gen(τ, t
′) = 1δtt′ (D.1.2)
The matrix product involves summations over the time index τ that, in the limit ∆ → 0, translate
into temporal integrals: see equations (3.2.37a), (3.2.37b) and (3.2.37c) (note that there we drop
the δs for brevity but all second moments must be intended as connected).
The calculation for the observed nodes is analogous and simpler, as Ca gen reduces to just one type
of element Ca gen(t, t′) = δBa(t, t′), as shown in the main text.
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Inference for dynamics: exact average
case performance
This work has been done in collaboration with Manfred Opper (TUB Berlin). The related paper
has been accepted for publication in Physical Review E [84].
ὡς εἰκόνι μέν, ἐpiείpiερ οὐδ> αὐτὸ τοῦτο ἐφ> ᾧ γέγονεν ἑαυτῆς ἐστιν, ἑτέρου δέ τινος ἀεὶ φέρεται
φάντασμα, διὰ ταῦτα ἐν ἑτέρῳ piροσήκει τινὶ γίγνεσθαι, οὐσίας ἁμωσγέpiως ἀντεχομένην, ἢ μηδὲν
τὸ piαράpiαν αὐτὴν εἶναι 1
Plato, “Timaeus”, 52c
4.1 Introduction
Inferring the time evolution of a partially observed system of continuous degrees of freedom
(d.o.f.) is an important problem in statistical physics, as we have begun to discuss in chapter
3. In systems biology these d.o.f. might for example be concentrations of interacting molecular
species in biochemical networks. Inference of unobserved or hidden d.o.f. is then often crucial,
e.g. for an understanding of molecular mechanisms underlying genetic and metabolic processes.
Hidden d.o.f. can occur because the behaviour of part of a network is simply not recorded, or
because the amount of experimental data available might be limited [85]. If as in our analysis one
1Namely, that to an image it belongs, seeing that it is not the very model of itself, on which itself has been created,
but fleets ever as a phantom of something else, to come into existence in some other thing, clinging to existence as best
it may, on pain of being nothing at all.
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studies generic continuous d.o.f., a potentially broad and interdisciplinary range of applications
can be envisaged beyond biology, e.g. in financial data [86] or weather forecasting [87].
Inference has been studied using statistical mechanics approaches predominantly in scenarios
without a temporal dimension, e.g. when learning from examples in neural networks [88, 89].
In all these works, the equilibrium assumption was crucial: learning of weights is intended as a
minimization of an energy function, see e.g. [90]. Several studies have, like ours, focussed on
performance analysis in the thermodynamic limit of large systems [83, 90]. Especially for lin-
ear learning problems, the spectrum of the input correlation matrix (or equivalently the average
response function) has turned out to be a key quantity and has been studied by different means,
including the replica method [66, 89, 91] based on the pioneering work of Edwards and Jones [92],
diagrammatic techniques [65] and partial differential equations from matrix identities [83]. A key
system parameter is the “storage” ratio between the number of training examples and the number
of parameters to be learned [65, 91].
Rather less work has been done for inference based on entire temporal trajectories, with most ef-
forts focussed on the dynamics of discrete variables, typically Ising spins with random asymmetric
couplings: see [37] for a review and [57–59, 93] for examples. We extend these studies signif-
icantly by accounting for generic interaction symmetry, thus allowing us to interpolate across a
range of non-equilibrium situations all the way to equilibrium dynamics. The results we present
here are exact in the thermodynamic limit and complement the study of chapter 3, done using an
a priori approximate method, the Extended Plefka Expansion. Our emphasis on non-equilibrium
dynamics is motivated by the fact that many biological processes are out of equilibrium. Indeed,
recent studies [94] and computational models [95] have called for a non-equilibrium approach to
gene expression dynamics that would allow one to infer regulatory interactions and transcription
factor activity from time-resolved measurements.
As in chapter 3, we focus on a paradigmatic scenario: stochastic linear dynamics on a network
of continuous d.o.f. that interact via random Gaussian couplings. Such linear dynamics should
give a reasonable account also of the behaviour of generic nonlinear networks of continuous d.o.f.
near stable fixed points. We recall that the distribution over network trajectories is Gaussian in
this setting, and hence so is the posterior over hidden trajectories given a time trajectory of the
observed nodes. Its mean gives the optimal prediction of the time-dependent hidden state, while
the second order statistics give information on the certainty of this prediction. In particular, the
normalized trace of the equal-time posterior covariance matrix will be our measure of inference
error, in continuity with chapter 3. Posterior covariances between different times quantify temporal
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correlations of prediction uncertainties.
The choice of a linear dynamics with random couplings is motivated by the fact that, on the one
hand, it can be addressed by means of existing algorithmic tools of state space models and, on
the other, it can be treated exactly in the limit of infinitely large networks. Indeed in statistical
modelling problems as state inference, situations where only a fraction of the system is observable
are dealt with by state space models, i.e. by the introduction of hidden variables [16]. Hidden vari-
ables play the role of unobserved states (this is the reason why we refer to them equivalently as
“hidden” or “unobserved”), as opposed to observed states, modelling actual data. In particular, if
hidden and observed variables are assumed to be drawn from a multivariate Gaussian distribution,
we have what is called a linear-Gaussian state space model, which is equivalent to a linear dy-
namical system describing the coupled temporal evolution of the two types of variables. We show
in fact that our setting is closely related to (linear Gaussian) state space modelling in statistics,
where the dynamics of hidden variables can only be observed indirectly. This allows us to deploy
inference methods developed for such models, specifically the Kalman filter (and smoother) [63].
Generally filtering and smoothing serve the purpose of reconstructing the state of a system when
only some information is available through measurements. These “state prediction” techniques
constitute a vast area of enquiry which has grown significantly in the last decades and their pre-
sentation goes beyond the scope of this chapter (see e.g. standard textbooks [12, 16, 96]). Kalman
Filter equations [63] yield an estimate of the hidden dynamics (conditional on data) and a co-
variance matrix associated to that particular estimate. The performance is governed by Lyapunov
and Riccati recursions, for which theorems of convergence and stability properties are well known
[96], in particular for the fixed point equations encoding the steady state solutions.
The novelty of our approach is that we assess the inference error of the Kalman filter for random
interactions, which induce a random distribution in the eigenvalues of the posterior covariance. In
the thermodynamic limit of large networks that we consider, the spectrum becomes self-averaging:
its fluctuations tend to zero, and it becomes equal to the disorder (random interaction) average
of the spectrum. We tackle this disorder average by exploiting Random Matrix Theory (RMT)
results [36]. For related approaches that connect RMT and Bayesian statistics see [97, 98] and
also references therein.
We will see that the combination of Kalman filter and RMT gives a wealth of information for infer-
ence in systems with equilibrium dynamics, i.e. obeying detailed balance, but cannot be extended
in an obvious way to non-equilibrium dynamics. For these scenarios we choose an alternative
avenue, using dynamical functionals.
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Tools and vocabulary in this second approach are inspired by statistical physics. One can in fact
re-phrase an inference problem in a framework akin to thermodynamics, by noting that the like-
lihood of data resemble a partition function over hidden variables. Finding the average posterior
distribution is mapped into a quenched average of a free energy w.r.t. to couplings: rigorously one
should appeal to a replicas construction, yet for the Gaussian fully connected model under consid-
eration we find that the annealed version, while being much simpler to perform, gives equivalent
answers. The replica approach was used for inference of spins trajectories in [57] generalizing to
dynamics an approach that was already used for learning in static network (see [88–90]).
The aim of this chapter is to provide exact results on the average inference error for large size
networks, against which other approximation methods or algorithms can be compared. Exactness
in the thermodynamic limit relies crucially on the assumption of weak long-range (mean field)
interactions. In addition to the use of Kalman filter recursions combined with RMT, as well as
dynamical functionals, we provide a link to variational methods (see in particular appendix F).
The chapter is organized as follows. After presenting the governing Kalman filter equations for the
posterior variance and the effective posterior drift (section 4.2 and appendix E), we use RMT to
study the equilibrium dynamics case in section 4.3, first for the elementary case of hidden variables
with only self-interactions (section 4.3.2), then for symmetric hidden-hidden couplings (section
4.3.3), where we apply free probability methods. Moving on to non-equilibrium dynamics, we
describe in section 4.4 the dynamical functional method. We focus on the fully asymmetric case
(section 4.4.1) initially, which then generalizes to arbitrary symmetry (section 4.4.2). The result is
an algebraic equation for the stationary posterior variance in the Laplace domain which coincides
with what we derived by the Extended Plefka Expansion in chapter 3. We summarize and discuss
the outlook for future work in section 4.5.
4.2 Model and general expression for posterior covariance
The setting we study consists of two sets of variables: the subnetwork, which models the observed
d.o.f. and the bulk, which stays hidden and whose values we want to infer from the observations.
To allow explicit insight into how the inference performance depends on the structural parameters
of the problem we consider a tractable scenario, where subnetwork and bulk interact linearly.
Our model, then, is a linear dynamical system specified by the following equations
∂txb(t) = Kbsxs(t) + Kbbxb(t) + ξb(t) (4.2.1a)
∂txs(t) = Kssxs(t) + Ksbxb(t) + ξs(t) (4.2.1b)
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where subnetwork and bulk variables are denoted respectively by the superscript s and b; ξs(t) and
ξb are independent white Gaussian noises with zero mean and variance
〈ξs(t)ξs(t′)T 〉 =Σssδ(t − t′) (4.2.2a)
〈ξb(t)ξb(t′)T 〉 =Σbbδ(t − t′) (4.2.2b)
In addition the matrix Kss (Kbb) contains the linear couplings between subnetwork (bulk) variables
while Kbs, Ksb specify the interactions between subnetwork and bulk. This dynamics is completely
analogous to the set of starting equations of chapter 3, namely (3.2.1a) and (3.2.1b), provided that
one sets Kbb = {−λ + Ji j}, Kss = {−λ + Jab} and Ksb = {Kai} (similarly for Kbs).
As pointed out in the introduction, a linear system with Gaussian noise produces a Gaussian distri-
bution over the dynamical trajectories of the entire network. By this we mean that, if one considers
a time discretized version of the dynamics (4.2.1a) and (4.2.1b), the joint distribution of the collec-
tion of subnetwork and bulk variables across all time steps is Gaussian, as also shown in appendix
E. Inferring the hidden dynamics then corresponds to Gaussian conditioning. In particular, the
aim is to evaluate the posterior probability distribution over hidden trajectories, conditioned on
the observed subnetwork trajectory. We denote the latter Xs, as a shorthand for the data sequence
{xs(t)|t ∈ [0,T ]}. The posterior distribution is then fully characterized by the first and second
moments
〈xb(t)〉 = µb|s(t) (4.2.3)
〈δxb(t)δxb(t′)T 〉 = Cbb|s(t, t′) (4.2.4)
where δxb(t) = xb(t) − µb|s(t) is the deviation from the posterior mean and the T superscript
denotes vector or matrix transpose. As defined, Cbb|s(t, t) is then the posterior covariance matrix
of xb(t). We shall drop the superscripts for the sake of brevity so will denote µb|s(t) simply by µ(t)
and Cbb|s(t, t′) by C(t, t′). The best estimate – in the mean-square sense – of the hidden dynamics
based on the observed time series Xs is then just µ(t), while C(t, t) determines the uncertainty
in this prediction: in particular, the trace of C(t, t) is the total mean squared prediction error for
the hidden variables. Normalizing by the number of hidden nodes defines what we will call the
inference error.
To find the posterior means and variances in linear-Gaussian state models one can use a message
passing algorithm known as Kalman Filter [63] (see appendix E). The Kalman Filter consists of
a forward and a backward pass. The forward pass iteratively includes observations from time 0
up to t, for increasing t, while the backward pass – also known as “smoothing” – incorporates
information from the final time T to t, for decreasing t. For a long time series, the algorithm will
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converge to stationary values for the covariances when well away from the two ends t = 0 and
t = T ; note though that the state prediction µ(t) remains time dependent as it is driven by the time
dependence of the observed xs(t). The covariances, on the other hand, are entirely independent of
the xs(t), by a general property of conditional Gaussian distributions: they only depend on which
variables are observed, but not their values. Note that this contrasts with the case of e.g. binary
spins, where mean and variance are directly related so that also variances of individual spins would
generally be non-stationary.
The stationary inference error, i.e. the normalized trace of the stationary equal time posterior
covariance C(t, t) = C, will be the main focus of our attention. As shown in appendix E, C
satisfies
Kbb|sC + CKbb|s T + Σbb = 0 (4.2.5)
This is a Lyapunov equation with an “effective" or “posterior" drift Kbb|s, where we use the su-
perscript bb|s to indicate that this is the bulk-bulk coupling matrix conditioned on the observed
subnetwork trajectory. By “posterior" we mean then that Kbb|s incorporates the effect of the obser-
vations and defines an effective posterior dynamics
∂tδxb(t) = Kbb|sδxb(t) + ξb(t) (4.2.6)
The effective drift can be written as
Kbb|s = Kbb − ΣbbA (4.2.7)
where A = AT is a symmetric matrix that is a solution of the matrix Riccati (i.e. quadratic)
equation
AΣbbA − AKbb − Kbb T A = W (4.2.8)
Here the feedback matrix W = Ksb T (Σss)−1Ksb describes how observations affect the inferred
statistics. This matrix is determined by the interplay between the strength of hidden-observed
interactions Ksb and the dynamical noise on the observed variables, namely Σss. (We stress here
that this is noise acting on the time evolution of xs, not noise affecting our measurement of the
observed trajectory.)
The matrix A in (4.2.7) is directly related to the backwards messages sent in the Kalman filter
method. Specifically, the distribution of δxb(t) conditioned only on observations from time t on-
wards is Gaussian, and A is its inverse covariance in the stationary regime. Accordingly, equation
(4.2.8) can be derived as the stationary limit of what is known as a Riccati recursion, for the
backward pass in the Kalman Filter (see appendix E). Without observations the distribution of
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xb(t) conditional only on data beyond t is flat, hence A vanishes. Then Kbb|s reduces to Kbb as
expected and the posterior covariance to the unconditional covariance because (4.2.5) becomes
simply KbbC + CKbb T + Σbb = 0. One sees therefore that A is the key quantity that captures the
effects of the observations on the (second order) posterior statistics. This insight is supported by
an alternative variational derivation of (4.2.5), (4.2.7) and (4.2.8), outlined in Appendix F, where
A appears as a Lagrange multiplier implementing the constraints resulting from the observed data.
Once the stationary equal-time covariance C has been found, it is clear from (4.2.6) that the two-
time covariance must be given by
C(t − t′) = eKbb|s(t−t′)C (4.2.9)
for t > t′. This exponential decay with the effective drift matrix Kbb|s can be derived explicitly
by generalizing the filtering-smoothing procedure (see appendix E and references there). We have
emphasized in the notation the fact that C(t − t′) depends only on the time difference because the
stationary regime obeys time-translation invariance. Stability of the conditional hidden dynamics,
where (4.2.9) decays to zero as t − t′ grows, requires Kbb|s to be negative definite. Assuming that
the dynamical matrix Kbb of the isolated hidden dynamics has this property, then also Kbb|s does
because A, as the inverse covariance matrix in the stationary backwards messages, is non-negative
definite. As a result, the conditional covariance can be written effectively as a marginal one whose
amplitude and decay rate are renormalized by observations. An analogous way of representing
posteriors has already turned out to be convenient to generalize existing approximations, such as
the Van Kampen system size expansion [99], to the case with observations.
So far in this section we have derived expressions for C and C(t − t′) that specify the second
order posterior statistics in our setting of inferring hidden state trajectories. These results are valid
for given values of the interaction matrices Kbb etc. In the remainder of the chapter we consider
these interactions to be drawn from some probability distribution, acting as quenched disorder.
In an appropriately defined infinite size or thermodynamic limit we then expect key results such
as the eigenvalue spectrum of C to be self-averaging, i.e. independent of the specific realization.
In particular we look at a fully connected system interacting via Gaussian couplings. This is a
standard scenario used to analyze the mean-field regime of e.g. spin glass models [50]. It can also
be thought as the large connectivity limit of an Erdo˝s-Rényi graph [100] with Gaussian weights;
studying dynamical processes on such random graphs to predict the evolution of each node from
partial observations is of interest in e.g. epidemic forecasting [101, 102].
A precedent for the use of RMT techniques, such as Stieltjes transforms and free probability, in
the study of asymptotic eigenvalue distributions for random Lyapunov and Riccati recursions –
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like those occurring in filtering – can be found in [97]. Ref. [97] takes a control and systems
theory perspective, however, while we focus on inference for dynamics. It is worth stressing that
this makes our approach more general, as we look at a time dependent problem with a quenched,
“frozen” randomness rather than a sequence of signals where the randomness could be re-sampled
at each step. From the spectrum C we will obtain the inference error; we will also study the
properties of the posterior drift Kbb|s, whose inverse defines the spectrum of relaxation times of
the posterior dynamics.
4.3 Thermodynamic limit by Random Matrix Theory
To investigate the thermodynamic limit, we first apply tools from random matrix theory (RMT) to
equilibrium dynamics, where detailed balance holds. We study two such scenarios. In the first, the
hidden variables only have self-interactions (Sec. 4.3.2); in the second we add random symmmetric
hidden-to-hidden interactions (Sec. 4.3.3). In both cases we make the same assumptions regarding
the hidden-to-observed interactions Ksb, and therefore discuss first the resulting statistics of the
feedback matrix W.
4.3.1 Feedback matrix: Wishart ensemble
The feedback matrix W = Ksb T (Σss)−1Ksb is a positive definite symmetric matrix of size Nb ×
Nb, where Nb is the number of hidden variables, i.e. the number of components of the vector
xb. We assume throughout in the following that the elements of the Ns × Nb matrix Ksb are
independent zero mean Gaussian random variables of fixed variance. If Σss = σ2s1 is isotropic,
W is then a sample from a Wishart random matrix ensemble, whose spectral properties are well
understood [36]. In the thermodynamic limit of infinitely large matrices, Nb → ∞, and up to an
overall scale of the eigenvalues, the eigenvalue density of W is thus given by the Marc˘enko-Pastur
law (MP) [103]






(wˆ − wˆ−)(wˆ+ − wˆ) (4.3.2)
and is to be read as nonzero only when wˆ lies in the interval [wˆ−, wˆ+] with wˆ± =
(√
α ± 1)2. The
delta peak at wˆ = 0 in (4.3.1) contributes only when α < 1, as indicated by the Heaviside step
function Θ(·). Similarly to chapter 3, here we have defined α = Ns/Nb = Nobserved/Nhidden as
the fundamental parameter of our analysis, giving the ratio and thus the relative importance of the
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sizes of the observed and unknown “sectors” of our network. Let us also recall that this parameter
resembles the storage ratio [88, 90], or number of training examples per parameter to be learned, in
neural network learning. Indeed, in the context of learning linear relationships from examples, the
distribution (4.3.1) also gives the spectrum of the input correlation matrix governing the learning
dynamics [65, 66, 83, 91].
In the spectrum (4.3.1) the δ peak at wˆ = 0 arises from the Nb − Ns = Nb(1 − α) directions in the
hidden state space that are not directly constrained by observations when α < 1. The remaining
fα(wˆ) piece is a semi-circle in the interval [wˆ−, wˆ+], distorted by a factor 1/wˆ. For α > 1 this is the
only contribution; in the limit α  1 the relative variance of the eigenvalues around their mean
〈wˆ〉 = α goes to zero.
4.3.2 Self-interacting hidden variables
Inference error and relaxation times
We assume below that the noise acting on bulk variables is isotropic, Σbb = σ2b1, as already as-
sumed for the subnetwork noise. This is equivalent to assuming that the amplitude of fluctuations
is homogeneous within the hidden system, as it would be if it was given by a physical tempera-
ture. Anisotropies would add non-trivial correlations between d.o.f. that would obscure the effect
of interactions, which is our main interest here. In this section we restrict the focus further to
interactions between bulk and subnetwork, by taking Kbb = −λ1 where the self-interaction λ is
the only interaction among hidden variables. Given this, any interesting behaviour has to come
from observations.
By simultaneously diagonalizing W and A, (4.2.8) reduces to a scalar equation relating the eigen-
values of these matrices, respectively w and a, as
σ2ba




where we have extracted from w an amplitude factor by writing w = k2wˆ/σ2s , k being the amplitude
for Ksb entries and wˆ a dimensionless Wishart random variable. The physical solution2 for a is
a =
−λ + √λ2 + σ2wˆ
σ2b
(4.3.4)
2In principle we get 2 solutions with opposite sign, the choice between them is made by requiring that the limit
wˆ → 0 is equal to 0, so that in the absence of observations a vanishes (it plays the role of a Lagrange multiplier) and
the posterior drift and covariance become ordinary ones.
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with the shorthand σ = σbk/σs. By diagonalizing (4.2.7) one then gets for the eigenvalues of
Kbb|s, which we denote by r
r = −λ − aσ2b = −
√
λ2 + σ2wˆ (4.3.5)
From (4.2.6) and (4.2.9), the distribution of −r gives the relaxation rate spectrum of the posterior
dynamics, and (4.3.5) shows that these rates are increased by observations, i.e. correlations get
shorter in time. As expected this effect becomes stronger as the hidden-observed interaction am-
plitude k increases, at fixed ratio σb/σs. The stability of the conditional dynamics (i.e. r < 0) is
trivially satisfied unless λ/σ → 0 and α ≤ 1 (the values of α for which 0 eigenvalues of wˆ exist):
this corresponds to one of the divergence regions we discussed in chapter 3, from section 3.3.
From (4.3.5) we can now find the spectrum of r as the appropriate transformation of the MP law
ρ(r) = (1 − α)Θ(1 − α)δ(r + λ) + f (wˆ(r))|wˆ′(r)| (4.3.6)




α ± 1)2 + λ2 and wˆ(r) = −(r2 + λ2)/σ2 is the
inverse function of (4.3.5). The first piece, a δ-function at r = −λ, describes the behaviour for
hidden state space directions unconstrained by observations (hidden self-interactions shift the MP
spectrum).
The above result for the spectrum can also be expressed as a spectrum ρ(τ) = ρ(r)/τ2 of relaxation
times τ = −1/r for the posterior dynamics, for which





+ f (wˆ(τ))|wˆ′(τ)| (4.3.7)
This relaxation time connected to the conditional dynamics gives the temporal correlations be-
tween inferred hidden values. We sometimes plot ρ(ln τ) = τρ(τ) to show the full range of τ; this
ln τ-spectrum is the same as the one of ln r up to a sign change, with spectral edges at τ± = −1/r∓
- see figure 4.1 (left).
The long-time (t − t′  1) behaviour of the posterior covariance is an exponential decay whose
characteristic time can be defined in different ways. The slowest relaxation time is τmax = 1/rmin,
where rmin is the minimum eigenvalue of Kbb|s
rmin =
√
λ2 + σ2wˆmin =
{ λ α ≤ 1√
λ2 + σ2(
√
α − 1)2 α > 1
(4.3.8)
We see the spectrum edge r− captures the fastest decay rate for the posterior variance when α > 1
and for α  1 one has τmax ∼ 1/(σ√α). One can also look at a relaxation time defined as the
average over the spectrum ρ(τ), i.e. 〈τ〉 = ∫ dτρ(τ) τ. Or finally one can consider a root mean
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where the power spectrum C˜(iω) is obtained by setting z = iω in the Laplace transform (see
equation (4.3.18) below) of the correlator C(t−t′) = TrC(t−t′) (trace normalized by Nb). It is easy
to verify that all three relaxation times exhibit the same asymptotic decay ∼ 1/(σ√α) for large α.
In figure 4.2 (left) we show a comparison at smaller α. With only few observations, all measures
of posterior correlation time are close to the α = 0 value 1/λ while for α > 1 they start decreasing,
crossing over to the 1/
√
α large α tail; τmax shows the least smooth transition between these two
regimes. We can summarize the behaviour by saying that with more observations the posterior
fluctuations (or error bars on the inferred means) become less correlated in time as predictions
become more “tied” to the data observed at any specific moment. This effect is seen in more detail
in figure 4.1 (right) where with increasing α the relaxation time spectrum becomes more peaked
and shifts towards shorter times.
The posterior covariance matrix C has the same set of eigenmodes as Kbb = −λ1 in the current
scenario because in (4.2.5) all matrices can be simultaneously diagonalized. The eigenvalues C of














This shows that C decreases with increasing feedback values wˆ: observations increase prediction
accuracy as they should. Because C ∝ τ, the above results for the spectrum of τ also apply to
that of C; see figures 4.1 and 4.2 (left). For large α in particular the spectrum of C becomes a
narrow peak around the asymptotic inference error C ≈ σ2b/(σ
√
α): as the amount of observed
data grows, the uncertainty on the prediction C shrinks with a 1/
√
α law.
We note as an aside that from the proportionality C ∝ τ one can show that the relaxation time τ∗





















where we have used the expression for C(t) we are deriving in the next section (see (4.3.16)), to
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Figure 4.1: (Left) Spectral density ρ(τ) for α = 0.5: the vertical line indicates the δ-peak of
height 1 − α at τ = 1/λ, the relaxation time in the absence of observations. (Right)
Spectral density ρ(ln τ) = τρ(τ) of ln τ: this shifts to smaller ln τ as α increases, in-
dicating shorter posterior correlation times. The spectrum also narrows and becomes
concentrated around τ = 1/σ
√
α for large α. As the posterior variance C ∝ τ for
each hidden space mode, the distributions of ln C only differ from those of ln τ by a
horizontal shift. We shall recall that both τ and C ∼ −1/r, thus the spectrum of the
inference error ρ(C) behaves similarly to ρ(τ).
By developing the integrals in (4.3.12) and using (4.3.13), one has (4.3.11). Because 〈τ〉2〈τ2〉 ≤
〈τ4〉, this implies generally 〈τ〉 ≤ τ∗ in agreement with the results in figure 4.2 (left).
We finally notice that the proper limits for wˆ → 0 (i.e. the results in absence of observations) can
be easily retrieved
lim












Posterior covariance in Laplace space
We next turn to the temporal dependence of the posterior covariance (4.2.9). Its trace, normalized
by Nb, is an average of the contributions from the different eigenmodes of Kbb|s. In terms of the
relevant eigenvalues wˆ and using (4.3.10) these are
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Figure 4.2: (Left) Characteristic posterior relaxation time τ as a function of α, for λ = 0.1 and
σ = 1, defined in three different ways (see text). For α→ 0 all three curves approach
τ = 1/λ = 10; asymptotically they decay as 1/
√
α. In all these regimes, τmax de-
scribes the slowest relaxation. (Right) Posterior power spectrum (obtained by setting
z = iω in (4.3.18)) for various α, at λ = 0. The power spectrum diverges as ω → 0
when α ≤ 1. For small α the divergence is ∝ 1/ω2, crossing over to ∝ 1/ω as α→ 1.
Beyond ω ∼ O(1) the curves for all α exhibit a standard Lorentzian tail 1/ω2. See
chapter 3 for a derivation of these power laws.
with an added subscript wˆ to indicate this is the contribution from a single eigenmode, character-









r2 − z2 =
σ2b











where we have substituted (4.3.5) for r in terms of the self-interaction λ and the feedback matrix
eigenvalues k2wˆ/σ2s .
In the thermodynamic limit, we can then get the Laplace transform of the overall covariance nor-
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The whole expression reduces to a pure Lorentzianσ2b/(λ
2−z2) for α = 0, i.e. without observations,
as expected for a pure exponential decay driven by λ.
One can verify that C˜(0) has a divergence for λ/σ→ 0 and α ≤ 1 and the small α-curves in figure
4.2 (right) illustrate this effect: in chapter 3 we provided a systematic study of the approach to
such divergences.
4.3.3 Symmetric hidden-hidden couplings
In this section we generalize the above scenario by assuming that Kbb = −λ1+ J. Here the matrix
J provides explicit hidden-to-hidden interactions beyond the self-interaction term −λ1 we have
had so far. To ensure stability of the hidden system, one requires λ > λc where λc is the largest
eigenvalue of J.
We assume that J is symmetric, which is required for any steady state of the whole system to be
at equilibrium, i.e. to obey detailed balance. (One would need to choose the remaining matrices
to actually have equilibrium: Kss symmetric as well as KbsT = Ksb). The posterior drift Kbb|s from
(4.2.7) is then also a symmetric matrix. This is crucial as it allows one to solve (4.2.5) and (4.2.8)















which is positive definite because Kbb|s = (−λ + J) − σ2bA is negative definite. To eliminate the
unknown A, note from (4.2.8) that(
(−λ + J) − σ2bA
)2
= (−λ + J)2 + σ4bA2 − σ2b(−λ + J)A − A(−λ + J)σ2b =
= (−λ + J)2 + σ2bW  M
(4.3.20)










M−1/2 Kbb|s = −M1/2 (4.3.21)
where M1/2 is the positive definite square root of M and M−1/2 its inverse.
Free probability
From (4.3.21), the spectrum of M directly determines those of C and Kbb|s. As a paradigmatic
example where this spectrum can be obtained in the thermodynamic limit we consider the case
where the elements of J are independently drawn from a Gaussian distribution, i.e. we set J = j Jˆ
with Jˆ a random matrix from the Wigner ensemble [36]. From the Wigner semi-circular law this
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Wˆ with Wˆ from the Wishart ensemble.
With the above assumptions, M = (−λ+ J)2 +σ2bW is a sum of two independently drawn, symmet-
ric random matrices with known spectrum. Its spectrum can then be found using free probability
theory. Reviews can be found in [104] for the theory and [105, 106] for applications to RMT.
Given two Hermitian random matrices in the infinite size limit, we call them free if they are in-
dependent and invariant under the random rotation (technically called Haar transformation) that
defines free addition [104]: with free matrices, the free and the ordinary addition are equivalent.
The sum defining M is effectively a free addition in the sense that, because of independent sam-
pling, the eigenvector bases of the two matrices in the sum are randomly rotated against each
other. It then turns out that the spectrum of the sum depends only on the eigenvalues and not the
eigenvectors of the individual matrices, thus the spectral density of M can be determined exclu-
sively from the one of J and W. The intuition beyond this is that, in the limit of infinite matrix
size, the detailed statistics of eigenvalues, e.g. whether they are correlated or not, can be neglected
[106]. These properties allow one to draw several analogies between free probability for invariant
random matrices and classical probability for independent random variables. In particular, while
in an ordinary sum of independent random variables it is the cumulants that add, in a free sum of
two random matrices it is the R-transforms that are additive [104], and this allows the spectrum of
the sum to be determined.
The R transform of a random matrix is related to its Green’s function by
G(z) =
1
z − R(G(z)) (4.3.22)
The Green’s function or resolvent, in turn, is defined for a generic random matrix M as the nor-





z − mdm = Tr
[
z − M]−1 (4.3.23)





→0+ Im GM(m + i) (4.3.24)
The route to finding the spectrum of M in our case is then clear: we need to write down the
Green’s functions and associated R-transforms of (−λ + J)2 and σ2bW, respectively, add these two
R-transforms to obtain the R-transform of M, and then work backwards to GM(z) and finally ρ(m).
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z − (−λ + j ˆ)2 d ˆ (4.3.25)
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(4.3.26)
and (4.3.22) then gives the R-transform
R1(z) =
j2
1 − z j2 +
λ2(
1 − 2z j2)2 (4.3.27)





v(1 − α) + z −
√
[(1 − α)v + z]2 − 4vz
}
(4.3.28)
where we recall that α = Ns/Nb and v, the variance, in our case is v = k2σ2b/σ
2




1 − vz (4.3.29)
The two above R-transforms now simply add to give the one for M, RM(z) = R1(z) + R2(z). The
result can be written as an implicit expression for the Green’s function GM(z), given that from













1 − j2G +
λ2(
1 − 2 j2G)2 (4.3.30)
We have abbreviated G ≡ GM on the r.h.s. here. Rearranging the above equation one sees that
G(z) is the solution of a fifth order polynomial equation. This can be found numerically, with the
correct solution branch being determined from the asymptotic behaviour G ≈ 1/z for large z. Once
G(z) is in hand, ρ(m) can be found using (4.3.24).
By a transformation of the spectrum of M we can characterize the spectrum of the posterior co-
variance matrix C = σ2bM
−1/2/2 as well as the spectrum of relaxation rates as determined by the
effective drift Kbb|s = −M1/2. The spectrum of (−Kbb|s)−1 = M−1/2 then gives the distribution of
relaxation times. As this matrix is proportional to C, plots of ρ(τ) (figure 4.3) provide information
also about the inference error as a function of α. The overall picture is that predictions become
increasingly precise when the pool of observed data is expanded, i.e. α increases, while correlation
times between posterior fluctuations decrease in proportion.
127
Chapter 4: Inference for dynamics: exact average case performance
Figure 4.3: Spectral density ρ(ln τ) = τρ(τ), of relaxation times τ, for different values of α. We
plot ρ(ln τ) to make the normalization of the densities more obvious. The spectra of
posterior variances C, which define the inference error, are identical up to a horizon-
tal shift as C ∝ τ. (Left) At small α the spectrum is broad, indicating that there is
much variation in how different hidden state space directions are constrained by ob-
servations. For increasing α the spectrum becomes more peaked, and centred around
decreasing τ or C: different directions become better determined, and more evenly,
by observations, a trend more clearly visible on the right.
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1 − G˜ +
(γp)2
1 − (γp)2G˜ +
p2(
1 − 2(γp)2G˜)2 (4.3.31)
where γ = j/λ and p = λ/σ, in analogy with chapter 3. This reduces the number of parameters and
variables, from seven (α, j, k, λ, σs, σb, z) to four (p, γ, α, z˜). We recall that γ and 1/p measure
the strength of hidden-hidden and hidden-observed couplings relative to the decay weight λ.
We have seen in figure 4.1 (left) that for γ = 0, i.e. in the absence of hidden-hidden interactions (see
section 4.3.2) the spectrum consists of two separate pieces for α < 1, while with such interactions
present (γ > 0) the spectrum can be supported on a single interval. There must be a transition
between these two cases at some value of γ that will depend on p and α - see figure 4.4 (left).
Locating this transition numerically gives the results shown in figure 4.4 (right). The spectrum
consists of a single piece above the line drawn in the (p, γ) plane. One sees that for large p =
λ/σ = λσs/(σbk), i.e. weaker hidden-observed couplings, small values of γ = j/λ and hence
weak hidden-hidden interactions are sufficient to merge the two pieces of the spectrum.
Posterior correlations in Laplace space
From (4.2.9) and (4.3.21) we can obtain explicitly the posterior correlations in time: for t > t′,
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= −σ2bGM(z2) (4.3.34)
Such a relation is justified in light of the detailed balance condition satisfied by the posterior
dynamics (4.2.6) with symmetric J, as (4.3.34) can be seen as a re-formulation of the Fluctuation-






R˜(z) − R˜(−z)] (4.3.35)
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Figure 4.4: (Left) Spectral density ρ(ln τ) = τρ(τ), at γ = j/λ = 0.5 (critical value for internal
stability, with j = 0.2 and λ = 0.4) and α = 0.5 for different values of p: the two
pieces of the spectrum at p = 0.2 merge at p = 0.3, giving a spectrum supported on a
single interval for p > 0.3. (Right) Curve in the p/γ space for which the two pieces
of the spectrum merge when coming from low γ: the black line refers to α = 0.5,
the case shown on the left. The two-piece region near the origin shrinks (see curve
for α = 0.9) and vanishes for α → 1. The γ-axis is cut off at 0.5 as γ > 0.5 would
be unphysical: we recall that the internal stability condition requires λ > 2 j, which
translates into γ < 0.5.
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where R˜(z) is the Laplace Transform of the response function for the posterior equation (4.2.6)
evaluated in the thermodynamic limit, i.e.
R˜(z) = Tr
[
z − Kbb|s]−1 (4.3.36)











z2 − Kbb|s 2]−1 = −σ2bGM(z2) (4.3.37)
where GM(z2) is the Green function of Kbb|s 2 = M, exactly as in (4.3.34). We thus see that one can
exploit the equilibrium property of the posterior dynamics (4.2.6) to derive information on C˜(z)
from the Green function of Kbb|s 2. From (4.3.34), the Laplace transformed posterior correlation


























where we have set C˜(z) = C˜. The Laplace Transform of the posterior covariance is then embedded
as solution of this fifth order algebraic equation.
We incidentally notice that the equality (4.3.34) can be verified also for the purely self-interacting
case (i.e. j = 0) as it trivially obeys the detailed balance condition. In this case, (4.3.38) becomes













This is the equation satisfied by −σ2bG
(
z2 − λ2) of a Wishart matrix with v = k2σ2b/σ2s . If we
actually take v = k2σ2b/σ
2
s , then we can recast expression (4.3.18) as





(1 − α)v + (z2 − λ2) +
√[
(1 − α)v + (z2 − λ2)]2 − 4(z2 − λ2)v} =
= −σ2bG
(
z2 − λ2) (4.3.40)
i.e. C˜(z) turns out to be, up to a sign and a factorσ2b, the resolvent of a Wishart matrix with variance
v and calculated at (z2 − λ2), see (4.3.28).
Interestingly, and similarly to (4.3.30) which determines the spectrum of M, equation 4.3.38 does
not become singular at λ = 0. This fact can be understood in the following way. If directions ex-
ist along which the hidden dynamics would grow exponentially without observations, then these
always have a non-zero overlap with directions constrained by observed data. This is clear from
the independent sampling of the two terms in M, and explains how the posterior variance, the
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uncertainty on the hidden dynamics, can stay finite even when the hidden dynamics without ob-
servations would diverge. We can draw the conclusion that the presence of observations stabilizes
the dynamics regardless of their number (as long as one takes finite size observations) and α ap-
pears to play a role similar to the decay weight λ. Nevertheless, such a diverging hidden dynamics
is an unphysical situation. We therefore continue to consider only parameter sets with λ > λc, the
internal dynamical condition for a finite and well-defined marginal dynamics of the bulk.
Finally, by setting z = iω one can evaluate the posterior power spectrum C˜(iω). As done in chapter
3, the full expression for the conditional correlation can be recast as the product of an amplitude
factor σ2s/k





with Ω = ω/σ a rescaled frequency. The prefactor shows that the entire power spectrum of
the posterior variance or prediction uncertainty is directly proportional to the dynamical noise
acting on the observed subnetwork σ2s and inversely proportional to k
2, the strength with which
it interacts with the bulk. As before (see (4.3.31)) one can find from (4.3.38) an equation for the
dimensionless part C
−Ω2 = − 1C +
α
1 + C +
(γp)2
1 + (γp)2C +
p2(
1 + 2(γp)2C)2 (4.3.42)
where γ and p are defined as before.
One can verify that for p = 0 and 0 ≤ α ≤ 1, C(0) has a divergence, implying also that the time
integral of TrC(t − t′) diverges. This comes physically from the fact that while a fraction α of
hidden space directions have variances (and co-variances) of the expected order ∝ 1/k2, the others
have variances that are independent of k and therefore much larger for large k.
A second region in the α, p, γ parameter space where C(0) diverges is α → 0 and γ → γc = 1/2.
This is as expected: without observations, the hidden dynamics starts to diverge at λ → λc = 2 j,
hence at γc = 1/2. We refer again to chapter 3 for further discussion of the behaviour in the
vicinity of such critical points.
4.4 Thermodynamic Limit by Dynamical Functionals
So far we have studied the posterior variance and time-dependent covariance in settings where the
dynamics of the entire network obeys detailed balance, and where the relevant Green’s functions
can be derived using RMT tools.
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In the absence of detailed balance, dynamical functionals can be used as an alternative, within a
statistical mechanics approach to inference (for a systematic discussion see [88, 107]).
We recall that the aim is to characterize a posterior path distribution, P(Xb|Xs), known to be
Gaussian. The likelihood of the observed trajectory P(Xs) can be seen as a “partition function" Z
that is obtained by summing P(Xb, Xs) over all possible hidden paths Xb. From Z, one can define
a free energy (density) to study macroscopic quantities such as mean and covariance of P(Xb|Xs).
If the interactions are chosen randomly, they act as quenched disorder and the physically relevant
quantity is the quenched average of the free energy,
f = −limN→∞N−1〈ln Z(J, Ksb)〉J,Ksb (4.4.1)
where we have abbreviated Nb ≡ N; Z is given by an average over hidden d.o.f. keeping the
configuration of couplings to observations Ksb fixed. The free energy −N−1 ln Z is self-averaging,
i.e. its fluctuations around f for different realizations of the disorder vanish for N → ∞. The same
is true for the order parameters that arise in the calculation, which include the posterior variance,
i.e. inference error.
Dynamical functionals appear in the above approach once we write the joint path probability
P(Xb, Xs) defined by the dynamics (4.2.1a) and (4.2.1b) in Onsager-Machlup form [18] as propor-
tional to











∣∣∣∣∣∣∂txs − Kssxs(t) − Ksbxb(t)∣∣∣∣∣∣2dt]
with Kbb = −λ1 + J. From the Gaussian form of this, the second order statistics of the posterior
P(Xb|Xs) are independent of the value of the observed Xs. Hence to obtain the posterior variance
it is sufficient to consider zero observations, i.e. xa(t) = 0 for all a and t. All xb are then effectively
deviations δxb from the posterior mean, though we will not write the δ explicitly to save space. The




















where x ≡ xb = {xi}Ni=1. The average is the marginalization over the hidden dynamics with the
weight given by the second term in (4.4.2). This weight corresponds to the dynamics of the isolated
hidden network, viz.
∂t xi(t) = −λxi(t) +
∑
j
Ji jx j(t) + ξi(t) (4.4.4)
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with white noise 〈ξi(t)ξ j(t′)〉 = σ2bδi jδ(t − t′) as before.
4.4.1 Asymmetric hidden-hidden couplings
Annealed average
The average of ln Z over the quenched couplings J and Ksb would conventionally be performed
by the replica method. However, for fully connected systems with quadratic interaction terms
such as the one here, similar calculations [66, 92] indicate that the annealed calculation, which
replaces 〈ln Z〉 by ln〈Z〉, will give the exact result. We know in fact that order parameters which






i mi(t)mi(t′)〉J,K = 0 for α , β with mi(t) =
〈xi(t)〉x (assuming that we are in a steady state). This holds for linear, quadratic fully connected
models, there is no “spin–glass" ordering: for the detailed outline of a similar calculation see
[66, 92]. Hence, it is sufficient to perform the annealed average over the J and Ksb (i.e considering
observations in equilibrium with other dynamical d.o.f.) and we calculate
f = −limN→∞N−1 ln〈Z(J, Ksb)〉J,Ksb (4.4.5)
We shall again assume J and Ksb to have Gaussian-distributed elements with zero mean, but now









Ka jx j(t) (4.4.7)
With regards to the quenched disorder average these are two Gaussian fields, which become in-
dependent when conditioned on the xi. Note that if J were not asymmetric, an additional mem-
ory/response function should be taken into account; for the sake of simplicity we show the baseline
of the calculation for asymmetric couplings and will just provide the result for general symmetry
in section 4.4.2. Defining as before amplitudes j and k so that 〈J2i j〉 = j2/N and 〈K2a j〉 = k2/N, we
have





x j(t)x j(t′) = σ2bδ(t − t′) + j2C(t, t′) (4.4.8)
〈φa(t)φb(t′)〉J = k2C(t, t′)δab (4.4.9)






x j(t)x j(t′) (4.4.10)
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where now the process has an effective prior dynamics given by
∂t xi(t) = −λxi(t) + χi(t) (4.4.12)
Here φ = {φa}Nsa=1 and χ = {χi}Ni=1 are still coupled to x because of the covariances C(t, t′).
Decoupling the degrees of freedom
To decouple the degrees of freedom we constrain the value of the order parameter function C(t, t′).




















































In equation (4.4.15) the decoupling has allowed us to drop the index a and consider a representative
φ. The first equation (4.4.14) is dealt with by introducing an order parameter to C(t, t′). This means
that for N → ∞, we replace the “hard" δ constraints by an extra Gaussian term yielding a new
effective measure over independent xi(t), which is adjusted such that 〈xi(t)xi(t′)〉e = C(t, t′) (here
e denotes the effective “posterior" average). Equivalently one can write δ-function constraints in
























This path integral is now also for a single representative coordinate x (we dropped index i as all
the i become independent and equivalent). Extremization over D(t, t′) is understood in (4.4.16),
and similarly one needs to extremize over C(t, t′) in evaluating the resulting Zann.
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Evaluating the order parameters
As before we focus on the steady state of the system for t → ∞. The order parameters then depend
on time differences only and the path integrals can be evaluated using Fourier or Laplace modes













C˜0(z) is the covariance of the prior effective dynamics while C˜(z) relates to the posterior dynamics















































The second line gives explicitly the average over the Gaussian distribution in Laplace domain over












































In the second line we have performed the average over the Gaussian field φ that has covariance































−z2 + λ2 (4.4.23)
C˜(z)
C˜0(z)
+ D˜(z)C˜(z) = 1 (4.4.24)
We shall notice that, in absence of observations (i.e. α = 0), the normalization of the probability
distribution over hidden variables implies Zann = 1, which would translate into D˜(z) ≡ 0 ∀z.
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In addition, the distinction between the prior C˜0(z) and the posterior C˜(z) would not hold true
any more, thus C˜0(z) ≡ C˜(z) ∀z: equations (4.4.23) and (4.4.24) are actually consistent with
this particular case. Combining equations (4.4.23) and (4.4.24) and using (4.4.17) gives a closed





























with the abbreviation C˜(z) = C˜. This is the analogue of (4.3.38) for the non-equilibrium case of
asymmetric couplings J and our final result for this section.
4.4.2 Generalization to arbitrary interaction symmetry
The above approach based on dynamical functionals can be extended to the case of hidden-hidden
interactions of arbitrary degree of symmetry, defined by 〈Ji jJ ji〉 = η j2/N. Asymmetric couplings
(section 4.4.1) correspond to η = 0 while η = 1 gives symmetric J (section 4.3.3). The N → ∞
spectrum of these RMs is described by the Girko’s elliptic law [43], i.e. it is uniform in an ellipse
in the complex plane with semi-axes j(1+η) and j(1−η), respectively, along the real and imaginary
directions. The critical value of λ is defined as the largest positive real eigenvalue of J, thus for
this kind of hidden interactions one gets λc = j(1 + η). The main change is that the nonzero
correlation 〈Ji jJ ji〉 causes the effective prior dynamics to contain a response term where each xi(t)
reacts to its values xi(t′) in the past. This feedback of previous times, modulated by a response
function, should be included via an integral term (see e.g. [50]); the strength of such a coupling to
the past is controlled by the intensity η j2
∂t xi(t) = −λxi(t) + η j2
∫ t
0
dt′R(t, t′)xi(t′) + χi(t) (4.4.26)
where R(t, t′) is the average macroscopic response of the hidden system at time t to a perturbation
at t′. Following the same logical thread as in section 4.4.1 one can show that the dynamics can
be decoupled by introducing order parameter functions R(t, t′) and C(t, t′); in particular, given the








[−z + λ − η j2R˜(−z)][z + λ − η j2R˜(z)] (4.4.27)








[−z + λ − η j2R˜(−z)][z + λ − η j2R˜(z)] (4.4.28)
C˜(z)
C˜0(z)
+ D˜(z)C˜(z) = 1 (4.4.29)
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We stress that also the response R˜(z) must be considered as an order parameter, thus we have to










From (4.4.29) we can write D˜(z)/(1 + C˜0(z)D˜(z)) =
(
1− C˜(z)/C˜0(z))/C˜0(z); also we know that the
response of the dynamics (4.4.26) obeys R˜(z) = (z +λ−η j2R˜(z))−1 (see chapter 2 for a derivation).
By using these results and by plugging the definition (4.4.27) into (4.4.30) one obtains
C˜(z)
[ − z + λ − η j2R˜(−z)] − R˜(z)[ j2C˜(z) + σ2b] = 0 (4.4.31)






we see that (4.4.28) and (4.4.29) can be recast as
C˜(z)
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z + λ − η j2R˜(z)
)
− j2C˜(z) − σ2b
]
= 1 (4.4.33)
This system of equations, together with the R˜(z) equation (4.4.31), is the same as the one obtained
by the Extended Plefka Expansion in chapter 3: in absence of observations, i.e. α = 0, it is shown
there that B˜(z) ≡ 0, which is consistent with a vanishing D˜(z). As further check, one can also verify
that algebraic equation (4.3.38) can be recovered from (4.4.28) and (4.4.29) by setting η = 1.















j2(1 − η)C˜(z) + σ2b
)2]
(4.4.35)
One can express also D˜(z) as a function of C˜(z) from (4.4.28) using (4.4.35), so that by substitution


































For η = 1 and η = 0 this leads back to (4.3.38) and (4.4.25), respectively, as it should.
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The result (4.4.36) characterizes the average case posterior variance – and hence inference error
– for our partially observed network dynamics. Remarkably, it does so across an entire range of
non-equilibrium settings parameterized by η. Equation (4.4.36) is derived within the annealed ap-
proximation but as discussed above this should be exact here so that our result acts as a baseline for
the assessment of other approximations. One such approximation, the Extended Plefka Expansion
(chapter 3) give precisely (4.4.36), demonstrating that this approximate scheme is also exact (in
the large system limit studied here). As a consequence, we can refer to chapter 3 for a system-
atic analysis of inference errors and posterior relaxation times as they result from (4.4.36). This
analysis can be organized around critical regions in the parameter space of α, γ and p. We recall
that there are two such regions for general symmetry parameter η, similarly to what we found in
section 4.3.3: one is defined by p→ 0 for 0 ≤ α ≤ 1, the second by α→ 0 and γ → γc = 1/(1+η).
Let us finally stress that such a configuration of singularities in the α, γ, p space, entailing γc as
critical point only with no observations (α → 0), suggests also in this case that the conditional
dynamics can be stable even when the marginal hidden one exhibits divergent trajectories. Indeed
the argument put forward in section 4.3.3 justifying the stability of conditional quantities does not
rely on the symmetry of Kbb, i.e. it is applicable, as expected, to the case of generic symmetry η.
4.5 Discussion and Conclusion
We have considered in this chapter a linear stochastic dynamics in a large network of continuous
degrees of freedom, where given a time trajectory of the nodes in some observable part of the
network the task is to infer the trajectory of the hidden nodes. By varying interaction symmetry
we were able to study both equilibrium and non-equilibrium settings, thus creating a paradigmatic
example of inference from temporal data. Given the increasing availability of large scale temporal
data sets such problems are becoming prevalent in e.g. biology, where interpretation of data and
prediction are highly challenging when observations only partially characterize a system.
Our main goal was to explore the average case inference error. To ensure analytical tractability
we focussed on stationary dynamics on large networks. More precisely it is the variance of hidden
state estimates that becomes stationary in time; mean predictions for the hidden states have to
depend on time in our dynamical context.
The large network assumption is realistic in many situations, e.g. for metabolic or neural networks
that can be composed of thousands of interacting elements (chemical species, neurons etc).
We deployed two different methods of analysis. For the first, the starting point (section 4.2) is a
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Lyapunov-type equation for the posterior variance matrix C, where an effective drift matrix Kbb|s
captures the effect of the observations. In this picture, the inference problem can be recast in terms
of an “effective” kinetics, i.e. where rates are renormalized by conditioning on observations.
In section 4.3 we derived average case performance results by appeal to RMT. This is possible
because the Lyapunov equation can be solved in the case of self-interacting hidden variables (sec-
tion 4.3.2) or more generally, symmetric hidden-hidden couplings (section 4.3.3), corresponding
to equilibrium dynamics. With suitable assumptions of couplings being Gaussian and long-range,
and taking the thermodynamic limit of large networks, we then used free probability methods to
derive the Green’s functions and then the spectra of C and Kbb|s, which are closely linked.
For the opposite case of asymmetric hidden-hidden couplings, where the dynamics is non-equilibrium,
we presented in section 4.4.1 a calculation based on dynamical functionals. This leads to an al-
gebraic equation for the stationary posterior variance (in Laplace space). We sketched how the
approach can be extended to the analysis of non-equilibrium stationary regimes arising from cou-
plings of generic symmetry (section 4.4.2).
We focussed on the inference error as an average macroscopic quantity. For large networks this is
independent of the specific realization of the microscopic (Gaussian) interactions, but does depend
on structural parameters such as overall interaction strengths as well as α, the ratio between the
number of hidden and observed nodes. Predictions on such structural dependences of macroscopic
properties should be testable in practice and may give information on microscopic features such
as the degree of interaction symmetry.
The RMT approach to our problem has the benefit that it gives information on spectral densities,
including the spectrum of relaxation times in the posterior dynamics. This then allowed us to
compare different definitions of a characteristic posterior relaxation time, such as slowest mode
and average time (section 4.3.2). The spectral shapes proved revealing: when there are few ob-
servations (small α), the spectrum can be split into two parts corresponding to constrained and
unconstrained directions (section 4.3.3), but this distinction is then lost as hidden nodes interact
more strongly.
In sections 4.4.1 and 4.4.2, we found as well algebraic equations for the average response func-
tion, whose singularities are a feature to explore for the spectrum characterization. Nevertheless,
as highlighted in the development of the Extended Plefka Expansion (chapter 2), the correlation
function seems to embed less information on the structure of the spectrum support than the re-
sponse function (e.g. in chapter 2 the responses “see” the edge of the ellipses in the sense that
they become singular for those values). The expression of the response given by the analytic
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continuation from infinite z is valid only outside the spectrum, as also the electrostatic analogy
shows [45]. In and out the spectrum, the physical solution of the average response is given by
different branches, which meet on the edge of the spectrum. The regularization technique would
allow one to follow smoothly this change, thus to go from outside to inside in a controlled way
[44]: one could think of applying this technique to the responses obtained in this chapter to ex-
plore the support of Kbb|s spectrum. One open question for the inference setting we have con-
sidered is then to answer the question of the spectral density of relaxation times and its support
in the non-equilibrium case η < 1. For example, does our result (4.4.36) for generic η still have
a free probability interpretation? Generalizing the derivation of the equilibrium (η = 1) result
(4.3.38) to η < 1 appears non-trivial. The derivation in the latter case relied essentially on the
symmetry of couplings and the FDT, thus it is not obvious at all that a generalization for any
symmetry could actually be implementable. One might consider assuming that the equilibrium
relation C˜(z) = −σ2bG˜(z2) continues to hold effectively and analyze the spectrum corresponding to
the Green’s function G˜(z). More generally, it would be interesting to see whether the RMT-based
analysis could be expanded, in such a way to yield an exact characterization of the inference error
also for non-equilibrium hidden dynamics.
There are a number of avenues for further work, as the setting we have begun to study is still
rather new in the statistical physics community [37, 57–59]. An obvious extension would be to
sparse networks, where for static analyses statistical mechanics has been successfully deployed
[108, 109]. The sparse case would be worth developing because of its relevance to applications
such as gene expression networks [85], although it might raise nontrivial mathematical difficulties.
Variants of the dynamics could also be considered, for example, by adding non-linearities that
can be treated perturbatively. One could also extend to measurements of the trajectory of the
observable nodes that would be available at a regular or irregular grid of time points only rather
than along the entire time interval considered; or to measurements which are noisy rather than
just incomplete as in our case [82, 110]. So far we have in fact considered the case of incomplete
but not corrupted state information, i.e. not all the state variables are measured but, if they are
available, they are precisely known.
Finally, as in chapter 3, we have concentrated on the forward problem of predicting hidden states
given known interactions. This is relevant also for inverse problems such as learning the cou-
plings from dynamical data, where typically a forward problem has to be solved at every iteration
(e.g. in Expectation Propagation [54, 55]). Learning which couplings are non-zero is effectively
a network reconstruction problem, with potential applications to signalling pathways and gene
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expression data. Algorithmic advances have already been achieved by adapting equilibrium statis-
tical physics tools [85, 111] to learning of regulatory networks from steady state data. In our case,
modelling data as explicitly dynamical rather than as uncorrelated snapshots is expected to lead to
performance improvements in inference and learning.
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E.1 Kalman filter and smoother
In this appendix we derive the results (4.2.5)-(4.2.9) in the main text, using a reduction of our
inference problem to a linear Gaussian state space model, to which standard Kalman filter tech-
niques [16] can then be applied.
Let us consider a time discretized version of our dynamics (4.2.1a) and (4.2.1b), with elementary
time step ∆,
xb(t) − xb(t − ∆) = ∆Kbsxs(t − ∆) + ∆Kbbxb(t − ∆) + ∆ξ¯b(t − ∆) (E.1.1a)
xs(t) − xs(t − ∆) = ∆Kssxs(t − ∆) + ∆Ksbxb(t − ∆) + ∆ξ¯s(t − ∆) (E.1.1b)
where the white noises ξ¯s and ξ¯b are averages of the continuous time noise over the time interval
∆ with covariance
〈ξ¯s(t)ξ¯s T (t′)〉 = ∆−1Σssδtt′ (E.1.2)
and similarly for ξ¯b.
The above dynamics is Markovian, with transition probabilities
P(xb(t)|xb(t − ∆), xs(t − ∆)) = (E.1.3)
N(xb(t)|(1 + ∆Kbb)xb(t − ∆) + ∆Kbsxs(t − ∆),∆Σbb)
P(xs(t + ∆)|xb(t), xs(t)) = (E.1.4)
N(xs(t + ∆)|(1 + ∆Kss)xs(t) + ∆Ksbxb(t),∆Σss)
and we are interested in the posterior probability P(Xb|Xs) of a time trajectory Xb of hidden
variables given a trajectory Xs of observed variables.
143
Appendix E: Kalman filter and smoother
xb(t)xb(t − ∆) xb(t + ∆)
... ...
xs(t)xs(t − ∆) xs(t + ∆)
Figure E.1: Illustration of a linear-Gaussian state space model.
To bring this inference problem into a standard form, we exploit the fact that the joint distribu-
tion P(Xb, Xs) is Gaussian, and hence so is the posterior P(Xb|Xs). From general properties of
Gaussian conditioning, the second order statistics of the posterior are then independent of the spe-
cific observed trajectory Xs. We can therefore choose the most convenient Xs to find the second
order statistics, which is the identically zero trajectory. The second order statistics we find then
determine the inference error, which is the (normalized) trace of the covariance matrix of xb(t).
For zero observations, the transition probabilities (E.1.3), (E.1.4) simplify to
P(xb(t)|xb(t − ∆)) = N(xb(t)|(1 + ∆Kbb)xb(t − ∆),∆Σbb) (E.1.5)
P(xs(t + ∆) = 0|xb(t)) = N(xs(t + ∆) = 0|∆Ksbxb(t),∆Σss) (E.1.6)
These now have the conventional form of a linear-Gaussian state space model [16], where (E.1.5)
specifies the dynamics of the hidden state xb while (E.1.6) defines the “emission probability”
at time t, with xs(t + ∆) taking the role of the emitted signal or observation. To conform with
standard notation, we will shift the time index on xs(t + ∆) to xs(t) for the rest of this discussion;
see figure E.1. Note that while we are dealing with real-valued states and emissions here, the
probabilistic “graphical model” of figure E.1 could also capture cases, e.g. Hidden Markov Models
(HMMs) with the hidden states are discrete [16]. The chain structure of figure E.1 means that
posterior probabilities can be computed efficiently by message passing methods, denoted Forward-
Backward algorithm in the context of HMMs [112] and Kalman Filter [63] 1.
The forward propagation computes forward messages αˆt that absorb the effect of previous obser-
vations (the past), while the backward propagation βˆt accounts for observations from the future.
Formally the messages can be defined as
αˆ(xb(t)) = P(xb(t)|xs(∆), ..., xs(t)) = αˆt, (E.1.7)
1Rigorously only the recursive computation of forward messages should be referred to as Kalman filter, while
equations of backward messages are known as Kalman smoothers. The original paper by Kalman [63] addresses only
the problem of filtering, i.e. recovery of hidden dynamics at time t using measurements up to t.
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βˆ(xb(t)) =
P(xs(t + ∆), ..., xs(T )|xb(t))
P(xs(t + ∆), ..., xs(T )|xs(∆), ..., xs(t)) = βˆt (E.1.8)
Once αˆt and βˆt have been computed, the desired posterior probability is simply




The forward propagation for continuous variables reads
αˆt ∝ P(xs(t)|xb(t))
∫
dxb(t − ∆)P(xb(t)|xb(t − ∆))αˆt−∆ (E.1.10)
For a linear-Gaussian model, emission and transition probabilities appearing in (E.1.10) are Gaus-
sian; in this case, they are given by (E.1.5) and (E.1.6).
By closure properties of the Gaussian family, all distributions involved, αˆt, βˆt and γt, are also
Gaussian and we denote in particular
αˆt = N(xb(t)|0,Cf(t)) (E.1.11)
and Cf(t) = 〈xb(t)xb(t)T 〉 is the equal time forward (or “filtered”) posterior covariance.
By substituting (E.1.5), (E.1.6) and (E.1.11) into (E.1.10) and identifying the quadratic terms in
xb(t) in the exponents one obtains the recursive Kalman filter expression for C−1f (t)
C−1f (t) =
[
(1 + ∆Kbb)Cf(t − ∆)(1 + ∆Kbb)T + ∆Σbb]−1 + ∆W (E.1.12)
where W = Ksb T (Σss)−1Ksb is the feedback matrix. Equation (E.1.12) is a discrete time Riccati




C−1f (t) = C
−1
f (t)Σ
bbC−1f (t) + C
−1
f (t)K
bb + Kbb TC−1f (t) +W (E.1.13)
From (E.1.13) an equation for Cf(t) can be immediately derived
d
dt
Cf(t) = Σbb + KbbCf(t) + Cf(t)Kbb T − Cf(t)WCf(t) (E.1.14)
The stationary value Cf is described by the condition
Σbb + KbbCf + CfKbb T − CfWCf = 0 (E.1.15)
An exhaustive discussion regarding the existence and structure of solutions as well as methods
to constructively find them for Riccati algebraic equations can be found in [113]. Conditions
of convergence and of uniqueness of solutions for the Riccati recursion (E.1.14) have also been
systematically assessed in connection to system properties (see [12, 96]). We shall briefly focus
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on the condition guaranteeing the convergence of the Riccati recursion (E.1.14) to a stable time
invariant solution given by (E.1.15), i.e. the stabilizability of [(1+∆Kbb),∆Ksb]. The two matrices
[(1 + ∆Kbb),∆Ksb] are said to be stabilizable if there exist a matrix N such that the eigenvalues of
(1 + ∆Kbb) − NKsb lie inside the unit disk. The matrix N is known as Kalman gain or “observer"
gain matrix and it intervenes in the forward computation of the conditional mean as correction
coefficient which embeds the contribution of observations. In this context it turns out to play a
stabilizing role for the conditional forward dynamics. In the small ∆ limit, N ∼ ∆CfKsb T(Σss)−1
so that NKsb ∼ ∆CfW. The requirement of (1 + ∆Kbb) − ∆CfW eigenvalues to be inside the unit
disk, i.e.
|1 + ∆(Kbb − CfW)| < 1 (E.1.16)
implies that (Kbb−CfW) is negative definite. We thus can verify formally what would be expected
by construction: first, in absence of observations, i.e. W ≡ 0, the bulk internal stability condition
can be retrieved (as it coincides with Kbb being a negative matrix). Next, if the latter holds true,
the condition of (Kbb − CfW) being negative definite is trivially satisfied, as both Cf and W are
positive matrices: as a consequence, the internal bulk stability always implies the conditional one
but the reverse is not always true. As stressed in section 4.3.3, a finite conditional variance could
be in principle compatible with a divergent hidden dynamics: we nevertheless neglect these cases
mirroring unphysical situations one is not typically interested in. For example, in the case of just
self-interactions, i.e. Kbb = −λ1, (E.1.15) becomes
σ2b − 2λcf − (cf)2w = 0 (E.1.17)







The stability condition −λ − cfw < 0 reads
− λ −





λ2 + σ2wˆ < 0 (E.1.19)
which is trivially satisfied except for λ/σ → 0 when 0 ≤ α ≤ 1 (as only for these α values wˆ can
be zero): in this way we simply recover the stability condition stated in section 4.3.2.
The backward propagation incorporates in the algorithm the observations from all later time steps
βˆt ∝
∫
dxb(t + ∆)βˆt+∆P(xs(t + ∆)|xb(t + ∆))P(xb(t + ∆)|xb(t)) (E.1.20)
and we set
βˆt ∝ N(xb(t)|0,Cb(t)) (E.1.21)
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with Cb(t) = 〈xb(t)xb(t)T 〉 defined as the equal time posterior variance in the backward propaga-




)T (∆Σbb)−1[1 − (1 + ∆ΣbbC−1b (t + ∆) + ∆2ΣbbW)−1](1 + ∆Kbb)




C−1b (t) = −Kbb TC−1b (t) − C−1b (t)Kbb −W + C−1b (t)ΣbbC−1b (t) (E.1.22)
The changes of sign compared to (E.1.13) come from the backward direction.
Finally the posterior γt also has a Gaussian form,
γt = N(xb(t)|0,Cbb|s(t)) (E.1.23)
We drop the superscripts on Cbb|s(t) as in the main text and write this overall (“smoothed”) co-
variance as C(t). From (E.1.9) one has C−1(t) = C−1f (t) + C
−1




C−1(t) = C−1(t)ΣbbC−1(t) + C−1(t)Kbb|s + Kbb|s TC−1(t) (E.1.24)
where we have set
Kbb|s = Kbb − ΣbbC−1b (E.1.25)
and we have taken C−1b as the stationary limit of C
−1
b (t).
To interpret Kbb|s one can look at P(xb(t + ∆), xb(t)|Xs), given by the integrand of (E.1.20). Con-
ditioning on xb(t) and using (E.1.5), (E.1.6) and (E.1.21) one finds easily
P(xb(t + ∆), xb(t)|Xs) ∼ (E.1.26)
ex




thus the mean of xb(t + ∆) conditioned on xb(t) is
(
1 + ∆Kbb|s(t) + O(∆2)
)
xb(t) (E.1.27)
Hence Kbb|s(t) has the meaning of a posterior drift, i.e. it determines the time evolution for the
posterior dynamics.
Focussing on the stationary state now, we can drop all dependences on t. From (E.1.24), the
posterior covariance C then satisfies the Lyapunov equation (4.2.5)
Kbb|sC + CKbb|s T + Σbb = 0 (E.1.28)
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with the stationary posterior drift Kbb|s given by
Kbb|s = Kbb − ΣbbC−1b (E.1.29)
and the stationary backward covariance satisfying, from (E.1.22)
C−1b Σ
bbC−1b − Kbb TC−1b − C−1b Kbb = W (E.1.30)
Apart from the relabelling of C−1b as A, we have therefore derived (4.2.5), (4.2.7) and (4.2.8) in
the main text.
To find the evolution of the two-time posterior variance C(t, t′), we first look at the case C(t′+∆, t′)
of adjacent time steps. Here (E.1.27) gives directly
C(t′ + ∆, t′) =
(
1 + ∆Kbb|s(t′) + O(∆2)
)
C(t′, t′). (E.1.31)
This easily generalizes to the correlations τ steps apart as
C(t′ + τ∆, t′) =
(
1 + ∆Kbb|s + O(∆2)
)τC (E.1.32)
where we have directly written the stationary version. Setting t = t′ + τ∆ and taking ∆ → 0 then
gives equation (4.2.9) in the main text, i.e.










where (1 + x/n)n → ex for n → ∞ has been used. We see that the 2-time posterior covariance
decays exponentially and the rate of such a decay is determined by the posterior drift Kbb|s, which
should be negative definite to ensure the stability of the posterior dynamics. If the hidden trajec-
tories do not diverge, i.e. Kbb is a negative matrix, the condition of Kbb|s = Kbb − ΣbbC−1b being
negative definite is trivially satisfied, as both Σbb and C−1b are symmetric by definition and positive
semi-definite. As their product enters the effective drift with a minus sign, we see that the presence
of observations drives the hidden dynamics back towards its mean (zero) more quickly.
In absence of observations, i.e. W = 0, we note C−1b (t) ≡ 0 ∀t, so that C(t) ≡ Cf(t) ∀t and
Kbb|s ≡ Kbb as expected: (E.1.28) reduces to a Lyapunov equation for C containing the simple
drift Kbb. As a consequence, the internal bulk stability (Kbb negative definite) always implies the
conditional one but the reverse is not always true, as already pointed out for the filtering step.
Finally, we see from (4.2.7) and (E.1.25) that C−1b = A, A being the Lagrange multiplier we





As is often the case, the fixed point of a recursion (such as the Forward-Backward algorithm) can
also be retrieved variationally, i.e. as the solution of a constrained optimization problem. We show
this connection in this appendix.
Let us start from P(Xb, Xs), the joint probability of subnetwork and bulk trajectories obeying
(4.2.1a) and (4.2.1b), and denote Q(Xb) a variational approximation to the posterior P(Xb|Xs) of
the effective dynamics (4.2.6). As before if we are interested only in the posterior second order
statistics, we can remove the means by assuming xs(t) = 0 ∀t and can then drop the δ in (4.2.6) (by
general theory of Gaussian conditional processes, the conditional mean µb|s(t) is linearly related
to observations, see in the following appendix I, section I.1). One aim is to determine the effective
drift Kbb|s by variational methods. Note that parameterizing Q in terms of Kbb|s gives us enough
flexibility to retrieve the exact posterior because of the Gaussian nature of our problem. We can
write the joint trajectory probability and the variational posterior, directly in continuous time form,
as

















dt ξb T (t)Σbb−1ξb(t)
]
(F.1.2)
where the noises ξb and ξs should be expressed as a function of xb and xs using respectively
equations (4.2.1a) and (4.2.1b) for P(Xb, Xs) and (4.2.6) for Q(Xb).
We find Q in the standard variational way by finding the stationary point of the Kullback-Leibler










Appendix F: Variational method























with W  (Ksb)TΣss−1Ksb the feedback matrix as before. Here we have performed an integration
by parts and assumed that xb vanishes at the boundaries T of the time domain.
In the stationary limit, we can drop the time integrals, drop the resulting factor T and use the












We now want to optimize over Kbb|s, bearing in mind that the stationary posterior variance C is
linked to the effective drift by the Lyapunov equation
Kbb|sC + CKbb|s T + Σbb = 0 (F.1.6)
(see (4.2.5) in the main text). Introducing a Lagrange multiplier matrix A/2 to implement this
constraint, we optimize





















AT (Kbb|sC + CKbb|s T + Σbb)
]
Optimization w.r.t. Kbb|s gives
∂L
∂Kbb|s
= Σbb−1(Kbb|s − Kbb)C + 1
2
(A + AT )C = 0 (F.1.8)
from which one has the expression (4.2.7) for the posterior drift matrix; in fact
Kbb|s = Kbb − Σ
bb
2
(A + AT ) = Kbb − ΣbbAs (F.1.9)
where we have denoted the symmetric part of A by As = 12 (A + A
T ). We will then write A =











(AKbb|s + Kbb|s T A) = 0 (F.1.10)
By substitution of (F.1.9) into (F.1.10) one obtains
AsΣbbAs − Kbb T As − AsKbb − Aa(Kbb − ΣbbAs) − (Kbb T − ΣbbAs)Aa −W = 0
The symmetric part of this determines As, which is all we need for (F.1.9), as
AsΣbbAs − Kbb T As − AsKbb = W (F.1.11)
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This is equation (4.2.8) in the main text – we dropped the subscript “s” there – and shows that the
Lagrange multiplier A is identical to the (stationary) inverse backward covariance matrix, C−1b .
The above derivation signifies that the Lagrange multiplier A plays the role of the inverse station-
ary variance computed by backward propagation: in light of either interpretations, it is expected
to vanish in absence of constraints by observations.





The related paper will be submitted to Physical Biology [115].
Che nel gioco dei dadi alcuni punti sieno più vantaggiosi di altri, vi ha la sua ragione assai mani-
festa, la quale è, il poter quelli più facilmente e più frequentemente scoprirsi, che questi, il che dipende
dal potersi formare con più sorte di numeri.1
Galileo Galilei, “Sopra le scoperte dei dadi”
5.1 Introduction
Protein-protein interaction networks, such as the ones building up signalling pathways, can contain
thousands of reacting species and the underlying mechanisms are still largely unclear [116, 117].
With numerous, nonlinear equations to solve we need to resort to approximate descriptions and
model reduction techniques, as we discussed in chapter 1.
Sampling-based approaches to the Chemical Master Equation [11, 12] are powerful tools to deal
with the complexity of biochemical reactions; still they often need in parallel some clever sim-
1The fact that in a dice-game certain numbers are more advantageous than others has a very obvious reason, i.e. that
some are more easily and more frequently made than others, which depends on their being able to be made up with
more variety of numbers.
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plification to be implemented in a less computationally expensive way. Analytic approximations
can be put forward as an extremely valuable tool in this respect, while giving further insight into
the underlying processes. Our starting point for this aim will be the Chemical Langevin Equation
[10], a diffusion-type approximation of the Master Equation.
Variational approaches can be used to obtain efficient approximations of probability distributions
over the temporal trajectories (paths) for stochastic dynamics; the key element is a parametrized
ansatz motivated by some available knowledge of system. Eyink [118] has built a general scheme
to produce approximations by applying a variational principle on a non-equilibrium effective ac-
tion; see [119, 120] for applications relying on Poisson distributions as ansatz.
This same problem of approximating intractable distributions (either marginals or posterior) can
be systematically tackled via machine learning techniques [16]. Among them, the minimization of
the Kullback-Leibler divergence [114] is a tool to obtain the most faithful approximation within a
chosen family of approximating distributions; examples are the mean field-type (factorized) ansatz
[80, 121] or the choice of Gaussian measures [37, 110], the simplest approximation beyond mean
field. In this chapter, we resort to a Gaussian variational approximation of the paths distribution for
stochastic equations describing networks of unary and binary biochemical reactions. The Gaussian
assumption clearly yields a second order moment closure scheme, first outlined by Whittle [122],
for which several precedents do exist in modelling biochemical reactions [123, 124] and whose
performance has been studied in comparison to other approximations [125–127].
For the sake of realistic descriptions, it is crucial also to capture the extrinsic factors modulating
the dynamics of particular reaction networks, in order to mirror the significant environmental fluc-
tuations detected in in vivo conditions. Deriving models for subsystems embedded into a larger
environment in a systematic and principled way can therefore serve more efficiently the modelling
purpose and also the inference one. In fact, assuming that some knowledge of the subsystem can
be established, one could think of fixing its variables in the model and work out the relations
characterizing the inference of environmental features. To attain this, it is necessary to reduce
the problem to equations for fewer species with the minimal loss of mesoscopic information, i.e.
in such a way that the solution still retains dynamical properties of the whole ensemble. As we
have discussed in chapter 1, this problem has motivated a noticeable effort in developing model
reduction strategies for systems biology [1, 2, 5, 6], model reduction being an effective tool for
simplification and better understanding more widely in complex systems. An established approach
towards this goal is given by projection methods, which were first introduced in irreversible sta-
tistical mechanics [128] and more recently have obtained attention in the field of model reduction
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[77, 129–131]. The setting we consider in this chapter is the following: we focus on a subset of
species, what we refer to as “subnetwork”, which is embedded in a larger network, the “bulk”,
which we assume to be under-resolved with respect to the subnetwork. The subnetwork is se-
lected either because experimentally entirely accessible or because better characterized from the
theoretical point of view or because more relevant for the biological features of interest. To com-
plement the analysis of chapters 3 and 4, where the focus was on the inverse problem of inferring
bulk dynamics, in this chapter we tackle especially a direct problem. Our purpose is to calculate
the evolution of subnetwork variables without knowing every detail of the full network, but start-
ing from just some prior information, in the form of the statistics of bulk initial conditions, the
subnetwork-bulk and bulk-bulk interactions.
Projection methods show explicitly that the structure of such a reduced dynamics includes a mem-
ory term and an additional random force, as we will explain in section 5.2.1; the main drawback
resides in finding closed form expressions for them. Including non-Markovian temporal effects
yields the appropriate coarse-grained description and a higher accuracy of prediction in different
contexts, e.g. harmonic systems [132] and colloidal particles [133]. Interestingly, Rubin et al.
[77, 134] worked out the projection formalism for the unary and binary reactions with mass ac-
tion kinetics we take into consideration here and also extended them to Michaelis-Menten kinetics
[135]. We regard these previous works as essential terms of comparison and consistency tests
for our results. The novel contribution of this chapter is a model reduction method based on a
Gaussian approximation which is capable of accurately capturing nonlinearities of quadratic type.
As for [77], our method is applicable to arbitrarily chosen subnetworks, while other path-based
coarse graining procedures are tailored to merge or eliminate only fast reactions [136]. Instead of
dealing with projection operators, we derive the stochastic equations reduced to the subnetwork
by marginalizing bulk degrees of freedom (d.o.f.) from a path integral representation of the full
dynamics.
The marginalization of a joint process w.r.t. extrinsic components is the key concept to uncouple a
generic subnetwork from its environment in such a way as to still incorporate the dynamical effects
of the latter. This has been highlighted in other recent works analyzing fixed but random environ-
mental conditions [137] and fluctuating ones [138]. Importantly, here we will consider a case
where the environment (bulk), equivalently to the subnetwork, is modelled as a network, i.e. with
its own structure and dynamics. This fact ensures more flexibility in choosing and interchanging
subnetworks and the embedding bulk and can be thus useful to adhere to different datasets.
This chapter is organized as follows. We first present the model and the structure of its subnetwork-
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reduced version as expected from projection methods in section 5.2. In section 5.3 we revisit a
variational derivation of a Gaussian approximation over paths [110], leading to an effective lin-
earization of the dynamics (we provide the details of this calculation in the appendix G). We
derive the additional terms in the subnetwork dynamics that arise via the bulk, i.e. a memory and
a coloured noise, first for this linearized dynamics (section 5.4.1); next, writing the reduced sub-
network dynamics in terms of an “effective” (i.e. where the bulk is integrated out) action allows
us to perform a perturbative expansion, in such a way that the nonlinear memory and noise can
be read off by inspection of this effective action (section 5.5.1 and appendix I). In section 5.5.3
and appendix J, we show that the resulting approximation is equivalent to the projected equations
of [77] and we argue its advantages w.r.t. the latter in terms of computational expediency by dis-
cussing its numerical implementation (section 5.5.2 and appendix K). In section 5.6.1 we consider
a toy model, instructive in its simplicity, for illustrating the method and for testing its accuracy in
contrast to usual approximation schemes. Finally, in section 5.6.2, we apply our model reduction
to the protein-protein interaction network around Epidermal Growth Factor Receptor (EGFR) to
show the increased accuracy of prediction it yields.
5.2 Set up
We begin with a set of Chemical Langevin Equation (CLE) [10] for concentrations of proteins
(labelled by indexes i ∈ {1...N})
∂xi(t)
∂t
= Φi(x(t)) + ξi(t) (5.2.1)






























k+j j,ix j(t)x j(t) − k−i, j jxi(t)
) (5.2.2)
These dynamical equations capture the formation of complex l from proteins i and j (with rate
k+i j,l), the dissociation of complex l into proteins i and j (k
−
l,i j), and the change of protein i into
protein j (λi j), as schematically shown
• Complex formation i + j
k+i j,l−−→ l
• Complex dissociation l
k−l,i j−−→ i + j
• Conformation change i λi j−→ j
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We are considering the formation both of heterodimers and homodimers. A CLE-based description
is equivalent to the Chemical Fokker Planck equation, which is obtained as truncation of Kramers-
Moyal expansion of the Master Equation after the first order in 1/V [27]. By construction of the
CLE [10], the noise is Gaussian distributed with zero mean and covariance matrix
〈ξi(t)ξ j(t′)〉 = Σi j(x, t, t′) = Σi j(x)δ(t − t′) (5.2.3)
thus uncorrelated in time (white noise) but multiplicative (with x-dependent correlations). (We
appeal to the Itô convention [71] for this stochastic term). One can show [64] that, in the CLE




S diag( f (x(t)))ST (5.2.4)
where S denotes the stoichiometric matrix and f the flux vector (containing reaction rate con-
stants). S and f encode the deterministic part of Langevin dynamics (5.2.1), which can be then
be rewritten ∂tx(t) = S f (x(t)) + ξ(t). Finally  is a parameter setting the amplitude of fluctuations
and is given by  = 1/V , V being the reaction volume (typically the cell volume): the noise con-
tribution diminishes as the volume V increases. This relation follows the fact that the molecules’
copy number N is Poisson-distributed, i.e. N ≈ Poisson(V x) with x indicating the concentration.








as 〈N〉 = V x and 〈(∆N)2〉 = 〈N〉 = V x (property of Poisson distributions).
Following the approach in [139], we define a generating functional as in the Martin–Siggia–Rose–
Janssen–De Dominicis (MSRJD) functional integral formalism [19–21], of the time-dependent
statistics of protein concentrations (see also [75] for a systematic explanation of this procedure).
First of all, we discretize time, the fundamental time step being ∆, and we use a functional
δ−function to impose the validity of equation (5.2.1). The Fourier representation of the δ leads us
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so that
〈ξi(t)ξ j(t′)〉 = ∆−1Σi j(x)δ(t − t′) (5.2.8)
We next average the generating functional over the noise












using the Hubbard-Stratonovich identity
〈e±i∆xˆ·ξ〉ξ = e− ∆2 xˆTΣxˆ (5.2.10)
The resulting quantity, neglecting the generating term, can be regarded as a path integral, i.e. a




where we introduced DxDxˆ as a compact notation to be read as
∏
it dxi(t)dxˆi(t). Every trajectory




ixˆi(t) [xi(t + ∆) − xi(t) − ∆Φi(x(t))] + ∆2
∑
i jt
ixˆi(t)Σi j(x(t))ixˆ j(t) (5.2.12)
Given this set up, our aim is to design a strategy of model reduction. In particular, we restrict
our analysis to a small subset of variables, the subnetwork, and we want to derive an accurate
description which accounts also for the dynamical effects of its embedding environment, the bulk.
5.2.1 Projection Methods
Projection methods are a well known tool to reformulate problems in a lower dimensional space,
comprising only a subset of variables [128, 129, 140]. In this approach, the basic idea is to select
relevant variables (corresponding to slow degrees of freedom) and to project the dynamical equa-
tions onto the subspace of observables spanned by them, after defining the appropriate projection
operator. As a result, the contributions of the remaining less relevant variables are isolated into
a memory kernel and a random force (the name is due to the fact that this term is always orthog-
onal to the space of relevant observables and thus uncorrelated with all their initial values). The
resulting equation is known as generalized Langevin equation in irreversible statistical mechanics
[141, 142] and usually describes the motion of a subsystem of particles interacting with a heat
bath.
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In optimal prediction methods from partial observations, one can consider the better resolved vari-
ables (i.e. the subnetwork) as the relevant observables, while the under/unresolved bulk variables
are treated as the “irrelevant” ones. Briefly, if xsi (t) is a subnetwork concentration, one can derive



















where the first term Ω ji, a rate matrix, is local in time and describes processes involving solely
subnetwork observables. The second term, the memory, is an integral over past histories of sub-
network concentrations weighted by the memory function, which depends on the time difference.
It summarizes how some dynamical features of the subnetwork, further propagated and mediated
via the bulk, make the subnetwork values at time t depend on past values at times t′, t′ < t. The
third term, the random force encodes unknown bulk initial conditions (thus this notion of “random-
ness”, for its origin and justification, is distinct from the intrinsic noise). These initial conditions
are assumed not to be exactly known but drawn from a probability distribution, chosen because of
prior measurements or forms of prior knowledge. The statistical projection estimates their effect
on the average evolution of selected variables, i.e. not including intrinsic noise terms. The pro-
jected solution is thus to be intended as the conditional expectation of the subnetwork evolution
given some statistical assumption on the bulk initial values.
The projected equations of motion are formally exact, in the sense that their solution is equivalent
to the average solution of the full problem, which is in this way reformulated more conveniently in
terms of fewer observables. They are systematically used for complexity reduction provided that
one finds the appropriate representation of the projection operator and its orthogonal space, which
usually requires some approximate treatment.
Both the memory and the random force exhibit the non-trivial time dependences which funda-
mentally arise when switching from a description of the full network to a reduced, coarse-grained
description. Including these non-Markovian effects in a reduced model yields a less significant
loss of information for longer times and a more accurate prediction of time courses than any
Markovian approximation, as shown in [77, 143]. In this chapter we pursue this task by deploying
a variational approximation, the Gaussian Variational Approximation (GVA).
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5.3 Gaussian Variational Approximation
We can exploit the path integral representation (5.2.11) to recover the dynamics of the probabil-
ity distribution of protein concentrations. Such a “distribution” (more rigorously is a complex





where P0(x) indicates the initial probability distribution, which is unknown.
Given that the initial dynamics (5.2.1) is nonlinear, it would be infeasible to evaluate P(x, xˆ)
exactly or to calculate expectations w.r.t. it. In such situations, it is necessary to resort to approxi-
mation schemes: we choose a variational inference technique. The basic idea is that an intractable
distribution, such as P(x, xˆ), is approximated by the closest distribution, w.r.t. a distance measure,
within a family of analytically tractable ones Q(x, xˆ). We specifically take the approximating




P0(x) ≈ N(x, xˆ|µgen,Cgen) = Q(x, xˆ) (5.3.2)
The GaussianN(x, xˆ|µgen,Cgen) is completely determined by two sets of parameters, the vector of
mean values µgen and the (connected) covariance matrix Cgen, where the “gen” subscript indicates












 C(t, t′) R(t, t′)R(t′, t)T B(t, t′)
 (5.3.4)
with δx(t) = x(t)−µ(t) and δxˆ(t) = xˆ(t)− µˆ(t). For the sake of brevity, we will write 〈〉Q as simply
〈〉 and the notation used, similarly to chapters 2 and 3, has the following meaning
C(t, t′) =〈δx(t)δxT (t′)〉 = 〈x(t)xT (t′)〉 − µ(t)µT (t′)
R(t, t′) = − i〈δx(t)δxˆT (t′)〉 = −i〈x(t)xˆT (t′)〉 + iµ(t)µˆT (t′)
B(t, t′) = − 〈δxˆ(t)δxˆT (t′)〉 = −〈xˆ(t)xˆT (t′)〉 + µˆ(t)µˆT (t′)
(5.3.5)
From general results for MSRJD path integrals [38, 75] it follows that Ri j(t, t′) has the meaning
of a local response of xi(t) to a perturbing field −ixˆ j(t′) applied on some other node j at an earlier
time t′; it is therefore non-vanishing only for t > t′. Bi j(t, t′), finally, is expected to vanish for all
times t and t′, as is µˆi(t): we refer to [144] for a derivation of this property from the normalization
requirement that the generating functional (5.2.11) at ψ = 0 plays the role of a partition function.
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The optimal Gaussian approximation can be found from the stationary points of the Kullback-














The dynamics of the full probability distribution P(x, xˆ), which would be intractable, is reduced
to differential equations for the time-dependent parameters of the optimal Gaussian Q(x, xˆ), i.e.
its first 2 moments. This calculation (explained in detail in the appendix G) basically consists of
a reformulation in the MSRJD formalism of the variational derivation provided by Archambeau
et al. in [110], whose main features are recovered. (In addition here we retain the nonlinear
dependence on concentrations of the diffusion matrix Σ(x(t))). We remark that the positivity and
the existence of a minimum for the KL are not fully guaranteed in the case we consider, as by
construction P(x, xˆ) and Q(x, xˆ) can have complex values. The KL minimization (mathematically
rigorous only for real valued distributions) is thus applied as a heuristic strategy to find the optimal
approximation. This choice can be a posteriori validated by comparison with the known results in
[110].
The evolution of means and correlations shows that the GVA trajectories are effectively those of
the Langevin dynamics (5.2.1) linearized around the time-dependent means (thus valid locally in




µ(t) evolves under the average drift of the initial equation of motion (5.2.1), still retaining its non-
linearities in the form of a combination of means and correlations. Equation (5.3.8) sets the values
of the mean of a nonlinear theory approximated by a Gaussian; once this is given, equation (5.3.8)
is equivalent to the stationary path approximation [75] as for a probability density functional of
Gaussian form, which is exact in a dynamical linear theory2, the average path is identical to the
stationary one, given certain initial conditions. Dynamical expressions for auxiliary variables are
compatible with µˆ(t) ≡ 0 ∀t, as prescribed by the normalization condition, and R(t, t) ≡ 0 ∀t
(vanishing equal times responses are a generic consequence of the Itô discretization [23, 71]).
2We recall that for a linear dynamics, as exploited also in chapter 2 and 3, the path distribution is a bilinear form of
x and xˆ, thus a Gaussian.
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Furthermore, the equation for the auxiliary variables correlator is compatible with B(t, t′) ≡ 0
∀t′, t, as expected. This effective linearization corresponds to the vectorial equation
d(x(t) − µ(t))
dt
= K(t)(x(t) − µ(t)) + ξ(t) (5.3.9)







and ξ(t) effectively distributed as
〈ξ(t)ξT (t′)〉 = 〈Σ(x(t))〉δ(t − t′) (5.3.11)
so the noise (diffusion) covariance in the Gaussian picture is the true one averaged over the Gaus-
sian approximating distribution. The result (5.3.10) coincides with GVA already developed by
Archambeau et al. [110] by KL divergence minimization, while (5.3.11) generalizes that approach
to the case in which there is a mismatch between the diffusion matrices of the true and the ap-
proximated process. Responses and correlations obtained by the GVA are the ones one could
straightforwardly derive from (5.3.9) (see also appendix G). Namely








similarly to what has been derived in chapter 2, section 2.4.3. The time-ordering operator T has
been here introduced because time is used as an index to determine the order of K(t) matrices:
earlier times on the right and later times on the left. The correlations are connected to response
functions by
C(t′, t) = R(t′, 0)C(0, 0) RT (t, 0) +
∫ min(t,t′)
0
R(t′, s) 〈Σ(x(t))〉 RT (t, s)ds (5.3.13)
and obey the differential equation
∂C(t′, t)
∂t
= C(t′, t)KT (t) + R(t′, t)〈Σ(x(t))〉 (5.3.14)
The first term, containing the noise covariance Σ, is the source term and it tends to increase the
amplitude of fluctuations, while the second one, which comprises the rate matrix K, is called
propagation term and it drives fluctuations to decay exponentially. For equal times one has
∂C(t, t)
∂t
= C(t, t)KT (t) + K(t)C(t, t) + 〈Σ(x(t))〉 (5.3.15)
from which, by looking at the steady state, thus by setting ∂tC(t, t) = 0, the Lyapunov equation
can be straightforwardly read
CKT + KC + Σ = 0 (5.3.16)
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for the stationary C = C(0) = C(t− t), where K and Σ are constant as calculated at the steady state
values.
We shall stress that the GVA differs from the Linear Noise Approximation (LNA)3, whose solution
is a Gaussian distribution but corresponding to a linearization of the CLE around the macroscopic




while in the GVA, the mean trajectory is given by (5.3.8) where 〈Φi(x(t))〉 = Φi(µ(t),C(t, t)). The
mean dynamics (5.3.8), and consequently also the effective drift (5.3.10) and the effective diffusion
matrix (5.3.11), contain as well equal time correlations, i.e. terms stemming from fluctuations
which can be the regarded as finite volume corrections. Such corrections tend to vanish for large
volumes as this is the behaviour of source term (5.2.4), i.e. Φi(µ(t),C(t, t)) ∼ Φi(µ(t)), thus only
in this limit the GVA µ(t) coincides with the deterministic (macroscopic) solution of the initial
equation (5.2.1) and becomes equivalent to the LNA.
5.4 Subnetwork effective description within GVA
We shall exploit the GVA to find an effective description for the species in the subnetwork ac-
counting also for the presence of the external bulk: this constitutes the novel contribution of this
work.
5.4.1 Bulk and subnetwork
The first step is to simplify variational equations with the assumed bulk/subnetwork separation,








where the superscript (s or b) indicates which subset (subnetwork or bulk) the relevant variable
belongs to. One could look at restricted approximations where we suppose some decorrelation
3The LNA is obtained from the second order terms in 1/
√
V of the Van Kampen system size expansion of the Master
Equation [10], whereby the first order gives the macroscopic rate equations.
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between subnetwork or bulk, yet the key goal is to find a description just for the subnetwork while
retaining the feedbacks arising via the bulk. Terms that keep track of this exchange (e.g. Cbsgen,
Csbgen) should reasonably be present. If the off-diagonal blocks Csbgen,Csbgen ≡ 0, we would obtain a
description in which bulk and subnetwork evolve separately, thus these blocks are fundamental to
understand how the bulk drives subnetwork dynamics (this can be better appreciated by looking
at the derivation of the reduced subnetwork dynamics we provide in appendix ). For example the
ansatz of a factorized approximation (i.e. in which the joint probability over species factorizes
into the product of distributions of single species) would lead to vanishing Csbgen,Csbgen, thus would
prevent one from capturing bulk feedbacks into the subnetwork dynamics. Such feedbacks will
appear in the evolution of subnetwork in the form of a memory, as expected from projection
methods, which establish the structure of the reduced dynamics.
Marginalization
Memory terms from the Gaussian-process representation of the dynamics can be obtained via
bulk marginalization. Practically the idea is to read off from the variational approximation what
the marginal measure over subnetwork trajectories is. In fact, once we have Css from the Gaussian
variational approximation (allowing for full correlations between subnetwork and bulk) we can
ask: what equations of motion does this Gaussian distribution over subnetworks encode? As we
mentioned, they are expected to include a memory term and a coloured noise. In principle, we can
retrieve them by finding the (operator) inverse (Css)−1 to give the marginal dynamical action for
subnetwork. Nevertheless, starting from a dynamics linearized around time-dependent means one
can proceed straightforwardly by substitution, as follows.
Linearizing around the time-dependent subnetwork and bulk means µs(t) and µb(t), single concen-
trations can be rewritten as xs(t) = µs(t) + δxs(t) and xb(t) = µb(t) + δxb(t). We can apply to the








= Kss(t)δxs + Ksb(t)δxb + ξs + δxs(0)δ(t) (5.4.1a)
dδxb
dt
= Kbb(t)δxb + Kbs(t)δxs + ξb + δxb(0)δ(t) (5.4.1b)
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where the last terms impose the initial conditions δxs(0) and δxb(0). The reduced dynamics for






dt′(Mss)T (t, t′)δxs(t′) + χ(t) (5.4.2)
All subnetwork reactions contribute directly via local-in-time term Kss which contains them in
the original form, as if the subnetwork was isolated, while the bulk gives a contribution via the
additional non-local-in-time terms. The second one contains the memory function, denoted as
Mss, while χ stands for the effective noise in the reduced system. Memory and noise terms of the
effective subnetwork description can at this point be calculated by directly eliminating δxb, i.e. we





















and next we substitute into the equation for δxs(t) (5.4.1a). One can then read the explicit ex-
pression for δxs(t) effective dynamics, whose structure is symbolically (5.4.2). For example, the
memory function is given by








We emphasize an essential property of the memory, which is clear from (5.4.4), the boundary
structure: if we define “boundary species” as the ones interacting with the bulk (thus containing
some coefficient of Ksb), only the equations for these contain memory terms. For the effective
noise covariance, we have
Nss0 (t, t
′) = Css(0, 0)δ(t)δ(t′) + Ksb(t)Rbb(t, 0)Cbb(0, 0)Rbb T (t′, 0)(Ksb)T (t′)
+ 〈Σss(x(t))〉δ(t − t′) + Ksb(t)
∫ min(t,t′)
0
dt′′Rbb(t, t′′)〈Σbb(x(t))〉Rbb T (t′, t′′)(Ksb)T (t′′)
(5.4.5)







and for simplicity we
have considered the noise and the initial conditions in bulk and subnetwork reciprocally indepen-
dent (i.e. Csb(0, 0) = Cbs(0, 0) = Σsb = Σbs = 0). We note that for a linear stochastic dynamics,
i.e. a purely Gaussian process, memory and effective noise can be derived also by simple matrix
inversion, as explained in appendix H. This simple derivation by direct substitution of the bulk
solution clarifies conceptually how non-Markovian terms in the subnetwork dynamics emerge via
the dynamical modulation of the bulk.
Although very interesting in order to understand the logic behind model reduction, results (5.4.4)
and (5.4.5) are not convenient computationally because of the integrals implied by the time de-
pendence of Kbb(t). For the sake of computational and conceptual simplicity, we shall consider
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thus, from now on, a dynamics linearized around the steady states: this implies that the diffusion
matrix and the dynamical matrix are both evaluated at steady state, i.e. they are constant in time
〈Σ(x(t))〉 ≡ Σ and K(t) ≡ K. In this simpler case (5.4.4) becomes
(Mss)T (t, t′) = KsbeK
bb(t−t′)Kbs (5.4.6)
In addition, the linearization around steady states allows a comparison with the reduced description
derived via projection methods by Rubin et al. [77] (and summarized in section J.2 of the appendix
J). Its validity is limited to the vicinity of steady states and a generalization to time-dependent
means is not straightforward as in the GVA. The expression for the memory function (5.4.6) fully
corresponds to the one in [77]. We refer then to [77] for a systematic analysis of typical amplitudes
and timescales of the memory, which encode its overall effect on dynamics, in the case of a mass
action kinetics as (5.2.1). For the noise covariance one has
Nss0 (t, t




dt′′Rbb(t, t′′)ΣbbRbb T (t′, t′′)(Ksb)T
(5.4.7)
with the bulk response now simply given by Rbb(t, t′′) = θ(t− t′′)eKbb(t−t′′). This noise term is com-
parable but does not agree completely with the random force in the projection approach, because
of differences in some fundamental assumptions of the two methods (see appendix J). One sees
that Nss0 is composed of two contributions, one connected to the white noise in the bulk dynamics
and the other to the initial bulk uncertainty: only the latter basically resembles the random force
correlator of projection methods (see section J.2). Therefore, in a linearized dynamics, the pre-
dictions of the variational approach agree with the ones of the projection framework in the large
volume limit (for which the intrinsic fluctuations vanish and only the initial conditions contribution
is left).
So far no assumption on the relative timescales of bulk and subnetwork has been made. If we
restrict to the case of a slowly varying subnetwork embedded in a fast bulk, equation (5.4.2)
rgduces to the slow-scale LNA introduced by Thomas et al. in [4, 131] in the large volume limit:
we regard it as an important consistency check for our approach. In fact, let us write it explicitly












Here we have used (5.4.6) for the memory kernel and we have derived the noise with covariance
(5.4.7) with both subnetwork and bulk initially at steady state, i.e.
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With large volumes, K gives the effective drift of a linearization around deterministic steady states
(i.e. the GVA corresponds to the LNA). By assuming the subnetwork as slowly varying, we can
substitute δxs(t′) ∼ δxs(t) in the memory integral of of (5.4.8). In addition, as the bulk fluctuations
are fast, the ones which affect the dynamics of δxs at time t are the ones temporally very close,
thus we can write ξb(t′) ∼ ξb(t) in the effective noise integral (5.4.9): this equivalent to state that
for large Kbb the coloured noise (5.4.9) behaves as a white noise. (This replacement is heuristic, as
the noise is not well defined as a function, but one can obtain the same result by properly looking
at the correlator, whose temporal part reduces to a δ-function in this limit). As a consequence in
both time integrals on the r.h.s. of (5.4.8) we are left with
∫ t
−∞ dt
′eKbb(t−t′) = −Kbb−1. The equation
resulting from this approximation is exactly the slow-scale LNA Langevin equation (expression
38 of [131]), which in our notation can be cast as
dδxs(t)
dt
= (Kss − KsbKbb−1Kbs)δxs(t) + ξs(t) − KsbKbb−1ξb(t) (5.4.10)
5.5 Nonlinear corrections by perturbation theory
5.5.1 Nonlinear memory
More generally, to describe the dynamics of the subnetwork we need to integrate out bulk variables
to obtain an “effective” action (where by effective we mean depending solely on the subnetwork),
corresponding to a marginal probability distribution; explicitly it can be written




where DxbDxˆb indicate the integration over bulk paths. To go beyond the simple linear expression
for the memory function and the effective coloured noise of section 5.4.1, one can develop a
perturbative expansion for the nonlinear contributions in the dynamics, giving cubic terms in the
effective action of the subnetwork. According to perturbation theory, one decomposes the action
H into a “non-interacting” part H0 (containing only the purely Gaussian terms, i.e. quadratic in
all variables) and an interacting one ∆H (containing higher powers). The latter can be considered,
formally, as a perturbation, provided that the couplings by which they enter the dynamics are










DxbDxˆbQ0(xb, xˆb|xs, xˆs)∆H + O(∆H)2 + ...
) (5.5.2)
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δxs ◦ δxs) + Kb,sb(δxs ◦ δxb) + Kb,bb(δxb ◦ δxb)]} (5.5.3)
where Ks,ss, Ks,sb, Kb,sb, Kb,bb are used as shorthands for the set of rate constants involved, re-
spectively, in the reaction of two subnetwork species (Ks,ss) giving another subnetwork species or
a bulk and subnetwork species giving a complex in the subnetwork (Ks,sb) or in the bulk (Kb,sb)
or two bulk species (Kb,bb) giving another bulk species. We will set instead Ks,bb = Kb,ss ≡ 0, i.e.
we do not include in the subnetwork complexes formed by 2 bulk species (and viceversa we do
not include in the bulk complexes formed by 2 subnetwork species). Another biologically sensi-
ble assumption, capable of simplifying even more expression (5.5.3), would be that a subnetwork
complex can be created only by two subnetwork species (i.e. Ks,sb ≡ 0 ), whereas a bulk com-
plex can be created either by two bulk species or a bulk and subnetwork protein. We are in fact
interested in small subnetworks, which in principle contain only species well characterized quan-
titatively; following this logic, complexes in the subnetwork are the ones whose formation can be
wholly tracked, while complexes with under-resolved time courses are assigned to the bulk. (We
will implement this assumption in the application of our method to biochemical networks of sec-
tion 5.6). We use the a ◦ b notation, not to be confused with a Hadamard (elementwise) product,
to denote the outer product abT rearranged into a single (column) vector. This vector then has as
its entries all possible componentwise products aib j so that e.g. δxs ◦ δxb is a vector of dimension




















as can be seen from (5.2.2).
The reduced action should depend only on subnetwork variables by definition: the basic idea is
then to fix subnetwork variables and express bulk ones conditionally on them. To estimate the
perturbative corrections we therefore need bulk conditional Gaussian moments, which, using the
Wick’s theorem, can be decomposed into combinations of conditional correlations and means (this
procedure is explained in more detail in appendix I). At this point a choice of the Gaussian condi-
tional distribution Q0 should be made. As a natural option, we could keep the GVA approximating
distribution, thus set Q0 = Q, but this would lead to additional “field” type terms (i.e. not depen-
dent neither on δxs nor δxb) in the perturbative action which should be treated separately. To see
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ixˆi [Φi(µ) +O(δx) +O(δx2)]
(5.5.5)
where in the last step we have performed an expansion of the drift Φi around steady states means
µ up to quadratic terms in δx. “Field” terms would appear as in the GVA Φi(µ) is not zero: it is
therefore more convenient to appeal to the LNA [64], for which Φi(µ) = 0. Note that given this
choice the role of µ here changes, i.e. we are interpreting it not anymore as the steady states of the
mean dynamics but as the ones of the deterministic dynamics (see also the explanation in section








∂tδxs − Kssδxs(t) − Ksbδxb(t)] + 12ixˆs T(t)Σssixˆs(t) + 12ixˆs T(t)Σsbixˆb(t)
ixˆb T (t)
[
∂tδxb − Kbsδxs(t) − Kbbδxb(t)] + 12ixˆb T(t)Σbbixˆb(t) + 12ixˆb T(t)Σbsixˆs(t)
}
(5.5.6)






bb)T (t−t′)(Ksb)T ixˆs(t′) (5.5.7)
with the boundary condition
µˆb|s(T ) = 0 (5.5.8)
which can be interpreted as an “initial” condition for a temporally reversed evolution. The dynam-
ics for the auxiliary variables consists thus of a temporal backward propagation and the boundary
condition for µˆ(T ) must be specified rather than value at t = 0. This fact is consistent with the
theory of conditional Markov processes, for which calculating posterior distributions requires in-
formation to propagate both in the forward and backward direction (see also chapter 3). Whereas
marginal auxiliary means are expected to vanish for consistency of the formalism [23, 144], the
conditional ones do not, as long as the subnetwork values one is conditioning on are not identically
zero (in (5.5.7) we have actually used that the marginal mean µˆs, µˆb ≡ 0). The conditional bulk
mean concentration reads as follows







dt′Cbb|s(t, t′)(Ksb)T ixˆs(t′) (5.5.9)




′eKbb(t−t′)Kbsδxs(t′) and νˆ(t) = − ∫ T0 dt′Cbb|s(t, t′)(Ksb)T ixˆs(t′), so that we can write
δµb|s(t) = µb|s(t) − µb = ν(t) + νˆ(t). While ν(t) is the deterministic bulk solution, νˆ(t) carries the
“stochastic” contributions from the bulk, i.e. the uncertainty on its initial values and its intrinsic
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noise. The initial condition for µb|s(t) is connected to µˆb|s(0)
µb|s(0) = −Cbb(0, 0)iµˆb|s(0) (5.5.10)
as derived in appendix I (see section I.1). The conditional second moments are the ones describ-
ing the bulk as if isolated from the subnetwork. As such, the conditional correlator of auxiliary
variables Bbb|s(t, t′′) ≡ 0 and the equal time conditional response Rbb|s(t, t) ≡ 0, analogously to the






bb)T (t′′−t′) + eK
bbtCbb(0, 0)e(K
bb)T t′′ (5.5.11)
To derive the reduced subnetwork action, what is needed is to make explicit the dependence on
the subnetwork: while the conditional mean (5.5.9) is a linear function of δxs, the second order
statistics (5.5.11) does not depend on this variable. It is in fact a general property of Gaussian
processes that the conditional variance does not depend on the way of conditioning (i.e. on the
particular values of the variables being conditioned on). By inserting (5.5.11), (5.5.9) and (5.5.7)
in (5.5.2), one obtains the reduced action as function of solely subnetwork degrees of freedom;
from it, one can read by inspection the nonlinear reduced dynamics of the subnetwork
dδxs(t)
dt
= Kssδxs(t) + Ks,ss(δxs(t) ◦ δxs(t)) +
∫ t
0







dt′′Ms,ss T (t, t′′, t′)
(
δxs(t′′) ◦ δxs(t′)) + χ(t) (5.5.12)
where χ(t), the coloured noise, has a covariance 〈χ(t)χ(t′′)T 〉 = Nss0 (t, t′′) + Nss1 (t, t′′) consisting
of a linear and nonlinear contribution. While Nss0 (t, t
′′) is the covariance of a Gaussian coloured
noise (namely (5.4.7)), Nss1 (t, t
′′) is non-Gaussian as linearly dependent on xs (see section I.2 of
appendix I).
We see that reactions within the subnetwork contribute to the dynamical equations for subnetwork
only via Kss and Ks,ss (a compact notation for the rate constants of respectively linear and nonlinear
couplings internal to the subnetwork): so all subnetwork reactions are captured, in their original
form, in local-in-time terms, one of the desiderata of our coarse-grained description. Importantly
this implies also that subnetwork dynamics could be treated without initial approximations, e.g.
the linearization around steady states as in this case, which could be applied only to boundary and
bulk-bulk reactions.
The nonlinear corrections to the memory, Ms,ss(t, t′, t′′), then correspond to the coefficients of
terms ∼ xˆsδxsδxs in the effective perturbative action (5.5.2), while the ones to the effective noise
covariance, Nss1 (t, t
′′), are extracted from terms ∼ xˆsδxs xˆs. More specifically, the first ones come
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from the ν(t) part of the conditional mean (5.5.9), while the latter from νˆ(t); we refer to section
I.2 of appendix I for the steps needed in this regard and here we just state the final result (for
t > t′′ > t′)
Ms,ss T (t, t′′, t′)
(
δxs(t′′) ◦ δxs(t′)) =
+ Ks,sb
(















The total memory acting on the dynamics of δxs(t) (the vectorM(t)) is given by a time convolution










dt′′Ms,ss T (t, t′′, t′)
(
δxs(t′′) ◦ δxs(t′)) (5.5.14)
It consists of terms involving a different number of time integrals: each one can be represented
via the solutions of additional differential equations. One can think of solving integro-differential
equations (5.5.12) simply by means of a differential equations solver in an enlarged space of
variables. We shall first rewrite (5.5.14) in terms of the ν part of bulk conditional means
M(t) =Ksbν(t) + Ks,sb(δxs(t) ◦ ν(t))+∫ t
0
dt′KsbeK
bb(t−t′) [Kb,sb(δxs(t′) ◦ ν(t′)) + Kb,bb(ν(t′) ◦ ν(t′))] (5.5.15)
By comparing (5.5.14) (with the substitution of (5.4.6) and (5.5.13)) and (5.5.15), we see that
some time integrals can be equally accounted for via the Nb differential equations for ν(t)
d
dt
ν = Kbbν + Kbsδxs (5.5.16)
The Kb,sb and the Kb,bb pieces of (5.5.15) contain an additional time integral; to translate them into
differential equations for additional variables we need to apply a decomposition into eigenvalues
and eigenvectors of Kbb following the procedure provided in [135]. We briefly reformulate this
implementation route for the GVA in appendix K, where we show in more detail that solving the
Ns subnetwork equations (5.5.12) with integral memory terms is equivalent to solving a system
with 2Nb additional equations.
For projection methods, the additional variables one needs to introduce for expressing memory
integrals via differential equations (see [77]) increases quadratically in the size of the bulk while
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in the GVA only linearly. Importantly, such a difference can translate into a significant advantage
from the point of view of numerical computations when a bulk of large size is taken into account.
This is a plausible setting of application for these two model reduction approaches, as subnetworks
of well resolved species realistically comprise just a few of them.
5.5.3 Comparison with projection methods
The comparison of GVA to projection methods when the full nonlinear dynamics is taken into
account is not straightforward as for the linearized equations. The reason is that memory func-
tions and the coloured noise correlators derived in the two approaches are not the same, if taken
separately. For example, let us focus on the memory term in (5.5.12): both subnetwork species in
the integral must be boundary ones, thus it describes how the past evolution of subnetwork bound-
ary species might affect the present value of another subnetwork boundary species. This does not
hold true for the projected memory function, which acts on products in which just one needs to
belong to the subnetwork-bulk boundary (see equation (J.3) in the appendix J). In addition, both
terms in this product are calculated at the same time of the past, while in the GVA they evolve
independently so that the nonlinear memory (as we see from (5.5.13)) keeps track of two different
times in the past. Remarkably, we demonstrate that the combination of the memory integral and
the coloured noise appearing in equation (5.5.12) provides an approximation of the subnetwork re-
duced dynamics equivalent to the one attained by projection techniques, up to quadratic terms and
in the limit of negligible intrinsic noise. The proof of this equivalence is rather non-trivial, both
conceptually and algebraically, thus we refer to section J.5 of appendix J for its entire discussion.
5.6 Application to biochemical networks
In this section we illustrate the GVA reduction method by applying it to a simple toy model and to
the EGFR biochemical network from [116], the aim being to assess its accuracy and explaining its
computational implementation. We solve in parallel the projected equations from [77], to verify
explicitly the equivalence between the two approaches (under the condition specified above of
negligible noise) and to compare their precision at O(δx3).
Everywhere in what follows we take  → 0 and the bulk is chosen initially at steady state, so
Cbb|s(t, t′), given by (5.5.11), vanishes and µb|s(t) ≡ ν(t) (the conditional bulk means coincide with
the deterministic bulk solutions). Furthermore, the coloured noise of the GVA is identically zero
as well as the closed-form expression for the random force in projection methods, which is valid
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up to O(δx2) (see section J.3 of appendix J).
5.6.1 Toy model
As a baseline to explain step by step our method, we focus on a simple example, a toy model with
5 species: x1, x2 and x3 belong to the subnetwork, x4 and x5 are in the bulk, they undergo two











where k+12,3 and k
+




5,14 the dissociation ones.
We omit the Langevin noise ξi(t) as we consider the  → 0 limit, which can be achieved by
choosing appropriately large reaction volumes, i.e. Vµi  1 for ordinary states µi, i = 1, ..., 5.
In addition, as we assume the bulk initially at steady state, i.e. δxb(0) = 0, we will retrieve a
reduced dynamics without random force. To start we shall consider a linearized dynamics around
the steady states, thus we look at the deviations w.r.t. the steady states δxi = xi − µi i = 1, ..., 5
which obey a mass action kinetics
d
dt
δx1 = k−3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2)
+ k−5,14δx5 − k+14,5(µ1δx4 + µ4δx1 + δx1δx4) (5.6.1a)
d
dt
δx2 = k−3,12δx3 − k+12,3(µ1δx2 + µ2δx1 + δx1δx2) (5.6.1b)
d
dt
δx3 = −k−3,12δx3 + k+12,3(µ1δx2 + µ2δx1 + δx1δx2) (5.6.1c)
d
dt
δx4 = k−5,14δx5 − k+14,5(µ1δx4 + µ4δx1 + δx1δx4) (5.6.1d)
d
dt
δx5 = −k−5,14δx5 + k+14,5(µ1δx4 + µ4δx1 + δx1δx4) (5.6.1e)
where we removed the constant terms cancelling at steady states. There are 2 conservation laws,
one for the bulk and one for the subnetwork: the total concentration of x2 and x3 (similarly for
x4 and x5) must be conserved, which imply that their fluctuations must be equal and opposite, i.e.
δx2 = −δx3 and δx4 = −δx5.
Reduced dynamics
There is one boundary species, δx1 (which interacts with the bulk species δx4 and δx5): its dy-
namics is thus the only one affected by memory effects. By applying the formulas for the memory
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(5.4.6) and (5.5.13) we obtain the effective equation for δx1(t): let us show it step by step. While
for the linear memory we can simply apply formula (5.4.6), for the nonlinear corrections we shall
start from the cubic terms in the action that contain at least a bulk species, to be expressed condi-











We need the explicit expression for the conditional means δµ4|1(t), µˆ4|1(t) and µˆ5|1(t), which can be










































dt′′M11,1(t, t′′, t′)δx1(t′)δx1(t′′) (5.6.6)
with






M11,1(t, t′′, t′) = k+ 214,5µ4 e
−(k−5,14+k+14,5µ1)(t−t′)(δ(t − t′′) − (k−5,14 + k+14,5µ1)) (5.6.8)
corresponding to (5.4.6) and (5.5.13). As we have explained in section 5.5.2, solving the integro-
differential equation (5.6.6) via only differential equations requires 2Nb additional variables. The
number of bulk species is 2 (x4 and x5), but they can be reduced to 1 because of the conserva-
tion law, thus in total 2 additional variables must be introduced, one of them simply giving the
conditional mean (5.6.3) and satisfying
d
dt
δµ4|1 = −k+14,5µ4δx1 − (k−5,14 + k+14,5µ1)δµ4|1 δµ4|1(0) = 0 (5.6.9)
The other one, z, simply following the procedure outlined in appendix K, is the solution of
d
dt
z = −k+14,5δx1δµ4|1 − (k−5,14 + k+14,5µ1) z z(0) = 0 (5.6.10)
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where −(k−5,14 + k+14,5µ1) is the only nonzero eigenvalue of Kbb. These additional equations must




δx1 = k−3,12δx3−k+12,3(µ1δx2+µ2δx1+δx1δx2)−(k−5,14+k+14,5µ1)δµ4|1−k+14,5δx1δµ4|1+(k−5,14+k+14,5µ1) z
(5.6.11)
We solved numerically (5.6.9), (5.6.10) and (5.6.11) to find the time evolution of δx1(t); in figure
5.1 (left) we plot a related dimensionless quantity, the fractional concentration deviation, defined
as δx˜1 = (x1(t) − µ1)/µ1. To remark the increased accuracy achieved by including memory terms,
we contrast time courses obtained in our reduced model to the ones from other usual and sim-
pler approximations for biochemical networks: one in which the subnetwork is considered as
isolated and one in which the bulk is assumed to be fast, thus able to reach the steady state on the
timescale of subnetwork’s evolution (steady state bulk). Time courses given by the nonlinear GVA
are visually indistinguishable from the exact ones, as opposed to the other approximation whose
performance is less accurate. Invoking these simplifications is typically justified by timescales
separation or by a weak coupling between subnetwork and bulk, i.e. by conditions sufficient to
assume their evolution approximately independent. If their dynamical coupling is made much
weaker (e.g. by scaling down k+14,5 and k
−
5,14 by a factor 100) one would obtain that all the approx-
imate schemes perform excellently, with time courses completely overlapping. In the case of a
stronger coupling, the two alternative approximations, in particular the steady state bulk, lead to
poorer predictions - see inset of figure 5.1 (left). A systematic model reduction, as provided by our
method and by projected equations, improves the agreement with the full solution regardless of
any assumption on the strength of bulk/subnetwork interactions, thus it ensures a greater flexibility
of application. In partially observed biological systems the criterion to select a certain subsystem
may actually depend on particular cases of analysis and on the available data.
Quantitative tests
We next look at the error of approximation. In analogy with [77], we make the initial conditions
scale by a factor which measures the initial deviation w.r.t. to the steady state; to estimate its
overall magnitude, we take the initial root mean squared deviation δ = ({∑s[δxˆs(0)]2}/Ns)1/2. We











|δx˜s(t) − δxˆs(t)| (5.6.12)
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δxˆs(t) being the exact solution for the subnetwork. ∆ is an absolute deviation in the dimensionless
concentration of each subnetwork species, averaged over species and a time course of T = 15 s,
chosen to entail the transient regime. From figure 5.1 (right) one sees that the error for the simpler
(Markovian) approximations is substantially larger in absolute terms, a conclusive evidence that
non-Markovian terms as memories ensure improved predictions. In addition, their error is linear,
while it scales cubically for nonlinear projection methods and GVA. They both capture quadratic
observables consistently but account for terms O(δ3) just partially and not systematically: the
different way in which these are included explains the different accuracy of the two approaches. In
the nonlinear projection methods, the error is due to the fact that there are cubic contributions left
from the random force which do not vanish if the bulk is initially at steady state. In GVA, the error
is due to the fact that we truncate the perturbative expansion after O(∆H), while to be systematic
at the cubic order in the dynamics we would need also fourth order terms in the effective action
(i.e. from O(∆H2)). We also plot the error of an approximation (denoted as “O(δ2) only”) in
which products evolve solely under the linearized dynamics, i.e. without memory terms (which
contribute to the δ3 order). We see that the accuracy is lower, as expected, but the error still scales
cubically as this case corresponds to a systematic elimination of all the O(δ3) terms appearing in
the dynamics of quadratic observables.
5.6.2 Application to EGFR
We consider the network of protein-protein interactions around EGFR as in the model by Kholo-
denko et al. [116], already analyzed as a relevant testbed for the projection methods in [77]. The
reaction network is shown in figure 5.2 and we refer to [77] for a full list of species and their abbre-
viations. The dynamics is a result of the law of mass action, with kinetic parameters from [116],
which can be written for the deviations from the steady states δx(t). For the sake of the comparison
with [77], we also choose the same initial conditions (which maximize nonlinear effects consis-
tently with the conservation laws in the subnetwork). One needs to add 3 enzymes to account for
the Michaelis-Menten type of reactions in the network (species ER, EP, ES in figure 5.2). The bulk
is defined by Src homology and collagen domain protein (Shc) and any complexes containing it.
They interact with 4 subnetwork species, which therefore form the “boundary”, i.e. the species
exhibiting memory effects: phosporylated EGFR (denoted as RP), growth factor receptor-binding
protein 2 (Grb2), Son of Sevenless homolog protein (SOS) and protein-complex Grb2-SOS (GS).
All the other “interior” subnetwork species obey the initial mass action dynamics.
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Figure 5.1: (Left) Time courses of δx˜1 given by the nonlinear GVA, the isolated subnetwork
and steady state bulk approximations compared to the exact ones. (Right) Error of
approximation, ∆, as a function of the overall initial deviation from steady state δ;
the nonlinear GVA is compared to projection methods (for both the error scales as
δ3) and the two simpler approximations (whose error grows already as δ). Rates and
steady states are set to k+12,3 = k
+




5,14 = 2 and µ1 = µ2 = µ4 = 1,
µ3 = µ5 = 1/2. In the inset on the left, the strength of subnetwork-bulk interaction
is increased by setting k+14,5 = 5, k
−
5,14 = 10. Initial conditions are chosen as δx˜1(0) =
δx˜2(0) = 1/2, δx˜3(0) = −1, δx˜4(0) = δx˜5(0) = 0 (the bulk is initially at steady state)
for the left figure, while on the right we vary the factor tuning the initial deviation
from steady states.
Figure 5.2: Figure from [77] depicting the reaction network from [116]. The subnetwork is high-
lighted in light red while bulk species appear in green.
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Figure 5.3: (Left) Time courses of the fractional concentration deviations from steady state for
the 4 subnetwork boundary species RP, Grb, SOS, GS. (Right) Error of approxima-
tion, ∆, as a function of the overall initial deviation from steady state δ; the nonlinear
GVA is compared to nonlinear projected equations (for both the error scales as δ3).
The dashed lines indicate an interpolation of the error where it cannot be numerically
estimated with such precision. Rates, steady states and initial conditions are set as in
[77].
Quantitative tests
We apply both the projection methods as in [77] and the nonlinear GVA reduction method here
developed for the sake of comparison. In particular, to focus on the contribution of memories, the
initial deviations from the steady state in the bulk are zero and the intrinsic noise is neglected, as
for the toy model. As we show in figure 5.3 (left) for fractional concentration deviations δx˜i =
(xi − yi)/yi, a very accurate prediction of subnetwork time courses can be achieved by considering
memory terms. Under the condition of vanishing noise, the performance of the nonlinear GVA
is equivalent to the one of projection methods to the quadratic order (section J.5 of appendix
J), thus for a thorough, quantitative investigation of its improved accuracy compared to other
approximations (steady state bulk and isolated subnetwork) see [77].
An open question is nevertheless to what accuracy the two methods capture the cubic terms: this
can be assessed by developing a quantitative test as in section 5.6.1, with the initial root mean
squared deviation ∆ defined by (5.6.12) (here we consider T = 150 s to capture the transient
regime). The value of ∆ as a function of the initial deviation from steady state δ is visible in
figure 5.3 (right), for the nonlinear GVA and the nonlinear projection methods. As expected,
∆ grows as δ3 for both the methods, the difference (of roughly a factor 2) is explained by the
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fact that they treat cubic terms differently and not systematically. As a consequence, the overall
accuracy depends on the particular network considered: for the EGFR one, projected equations
are more accurate whereas for the toy model we had the opposite situation (see figure 5.1 (right)).
Let us remark that in absolute terms the error for the EGFR system is extremely small for both
model reduction strategies, making their respective time courses visually indistinguishable. One
could thus consider to prioritize the computational advantage offered by the nonlinear GVA over
the higher accuracy of projection methods given that biochemical concentrations might not be
characterized experimentally to such degree of accuracy. In terms of numerical implementation,
in fact, one needs 20 additional variables for the nonlinear GVA as opposed to the 255 required by
projection methods (see appendix K and [77]).
Nonlinear memory function
We next analyze the nonlinear memory function Ms,ss(t, t′′, t′) ≡ Ms,ss(t− t′′, t− t′), which depends
on two time differences, t − t′ and t − t′′, and whose expression can be extracted from (5.5.13) for
t′′ > t′. We symmetrize this expression w.r.t. the role of t′ and t′′ to avoid imposing a defined time
ordering between them (nevertheless t′, t′′ < t).
The first term in (5.5.13) contains a δ(t − t′′), thus it gives contributions only for t = t′′, what we
could call the “edge” in 3-dimensional representation of this function. The second and third lines
describe the memory for all the values of t′ , t′′, so the “interior”’ part of such a representation.
We denote these as GVA-edge and GVA-interior terms; we plot the edge term simply as a function
of t−t′ by dropping the δ piece - see figures 5.4 and 5.5 (left) - while examples of the interior terms
are shown in the 3D figures 5.4 and 5.5 (right). In particular, we consider a version of the nonlinear
memory function in (5.5.13) made dimensionless w.r.t. concentrations, as it would appear in the
equations for the fractional concentrations δx˜s (e.g. the element M˜SOS,SOS-SOS(t − t′, t − t′′) =
y2SOSMSOS,SOS-SOS(t − t′, t − t′′)y−1SOS).
We compare the GVA nonlinear memory function with the one of the projection approach (see
(J.3.5) in appendix J), which is a function of just one time difference t − t′. In figures 5.4 and
5.5 (left) we plot two examples, the self-memory and a cross-memory function for SOS, against
the GVA memory terms for the same species (where we set t′ = t′′ in the interior piece). As
the bulk is initially at steady state and the intrinsic noise is neglected, the overall GVA nonlinear
memory on a certain species is equivalent, up to O(δx2), with the projection one. They both can
be seen as sums of contributions given by the memory functions applied to the set of products.
Importantly, the projection memory function applies to all subnetwork products containing at
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Figure 5.4: Nonlinear self-memory of subnetwork species SOS. (Left) Comparison of GVA-edge
and GVA-interior terms with projection methods; the GVA-interior term is taken
along the diagonal, i.e. for t′ = t′′. The GVA-edge and interior terms are multiplied
respectively by a factor 10 and 100 to make them visible on the scale of the projection
memory, whose amplitude is significantly bigger. Note nevertheless that in principle
the interior term would not be directly comparable with the nonlinear memory from
projection methods and the GVA-edge term since they do not have the same units
of measurement. The total nonlinear memory M˜SOS(t) has dimensions t−1, thus the
nonlinear projection memory function, as it is integrated once over time, has units
t−2. The GVA-edge has the same dimensions (it is integrated over time twice but the
delta contributes with t−1); on the other hand, the interior term, appearing in a double
time integral, has units t−3. (Right) The GVA-interior memory function is plotted
in 3D to show its shape with t′ , t′′: we see that the diagonal contribution (i.e. for
t′ = t′′) is relatively dominant.
least one boundary species while the GVA one is defined only for products of boundary species
and this helps explain the significant difference in amplitude visible in figures 5.4 and 5.5 (left). In
this sum, the projection “distributes” the memory more into positive and negative terms from all
the different products of subnetwork species, while in the GVA all the interior subnetwork species
are effectively expressed as functions of the boundary ones, resulting in fewer terms.
Finally, in figure 5.6, we show the entire nonlinear memory on SOS, plotting separately the pieces
from the integral of the GVA-edge term and of the GVA-interior one respectively: they both con-
tribute significantly depending on time t.
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Figure 5.5: Example of nonlinear cross-memory acting on SOS, defined for the product GS-SOS.
(Left) Comparison of GVA-edge and GVA-interior (for t′ = t′′) terms with projection
methods memory. Similarly to M˜SOS,SOS-SOS(t − t′) in figure 5.4 (left), the GVA non-
linear memory function M˜SOS,GS-SOS(t− t′) is smaller in amplitude w.r.t. its projection
analogue because effectively it accounts for what in the projection approach is a sum
of terms with positive or negative sign - the nonlinear memories on SOS, defined
for all subnetwork products containing at least one boundary species but where one
could imagine expressing the interior species in terms of GS and SOS (both boundary
ones). (Right) Full GVA-interior term as a function of t − t′ and t − t′′: as in figure
5.4 (right), it is somehow “peaked” around t′ = t′′ (but not so much to say that it is
concentrated only along the ridge).
Figure 5.6: The integrals of the GVA-edge and GVA-interior terms as they appear in the entire
nonlinear memory of SOS. The size of their contribution is comparable and changes
notably with time.
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5.7 Discussion and conclusion
In this chapter we have developed a model reduction technique based on a Gaussian approximation
of the CLE describing complex formation and dissociation in biochemical networks. We have
first re-derived a Gaussian approximation variationally via the MSRJD formalism, which allows a
generalization to the case in which the diffusion term in the true and the approximating process are
not the same. It is known for real distributions [110] that with a mismatch of those terms the KL
diverges, while here, looking at just the stationary points of KL between complex distributions, we
obtain that the variational noise covariance is the average of the true one w.r.t. the approximating
Gaussian distribution (see (5.3.11)): it would be interesting to see whether such a result could be
derived more rigorously from just real distributions.
Essentially the GVA yields an effective linearization around time dependent means. Their evolu-
tion (see (5.3.8)) does not fully correspond to macroscopic trajectories as it depends on correlations
as well, thus it contains corrections stemming from fluctuations in systems of finite size. Therefore
it is more accurate than the LNA and they become equivalent only in the infinite volume limit. In
other words, the Gaussian approximation acts as a 2 moment-closure approximation, whose error
on the means can be shown to scale as 1/V2, thus it is comparable to the error of the CLE and
smaller than the LNA one (which scales as 1/V , see [127, 145]).
For the purpose of model reduction, one basically needs the full correlation matrix (comprising
bulk-subnetwork blocks) to retain all the relevant dynamical information from the bulk. In addi-
tion, the GVA is usable primarily with constant means, at least in the bulk, to avoid having to solve
multiple time integrals; this scenario seems also well justified according to how we posed the prob-
lem, i.e. we would not expect to have strong prior knowledge about the bulk which characterizes
it far from the steady state.
The subnetwork reduced description is known to have the structure of a generalized Langevin
equation, i.e. with additional non-Markovian terms (a memory and coloured noise). We started
from the linearized dynamics given by the GVA, which allowed us to find the reduced dynamics
by direct elimination. In signalling pathways, linear models describe the so called weakly activated
cascades and are considered of theoretical interest for building coarse-grained descriptions [146,
147]. We next developed a perturbative expansion of the effective action to estimate the nonlinear
corrections and for the whole discussion, we kept the comparison with projection techniques as
a baseline to verify the consistency and the accuracy of our method. For example, we noted
that implementing the subnetwork- bulk split in the GVA is more easiliy generalizable to time
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dependencies (i.e. to the linearization around time dependent means).
In the limit  → 0, we demonstrated that the reduced GVA reaches the same level of accuracy
up to O(δx2), yet one does not need to project the dynamics onto an enlarged space containing
also products, which yields a proliferation of variables when large networks are considered. We
then presented an easily understandable illustration of our method with a toy model, which can be
fully treated analytically. We provided quantitative evidence of the better performance achieved by
accounting explicitly for memory effects compared to other usual model reduction schemes (iso-
lated subnetwork and steady state bulk). These are known not to capture appropriately the time
courses when subnetwork and bulk evolve on similar timescales. Timescales separation allows
one to postulate the validity of simplified descriptions, while our procedure is conceived to derive
systematically reduced models regardless of the relative speed bulk-subnetwork (no assumption in
this regard is made throughout our derivation). The choice of a subnetwork can be therefore flex-
ibly adjusted to particular cases, depending on the available information or the particular feature
to analyze. The main application for our model reduction strategy are protein-protein interaction
networks: we showed for such a model (the EGFR network from [116]) that the agreement with
the exact curves is excellent, the absolute error being slightly higher than for projection meth-
ods but still extremely small. Such improvements in the accuracy of prediction are an essential
contribution to build realistic models of biochemical networks and interpret correctly data.
Interesting connections can be established to other approaches [137, 138] where the marginal-
ization w.r.t. the environment enables to uncouple the dynamics of a subsystem but still to embed
environmental effects. The starting point is a more general framework, describing reactions as con-
tinuous time Markov Chain obeying the Chemical Master Equation. The environment is modelled
as unidimensional stochastic variable which exerts a feed-forward influence, i.e. the environment
modulates dynamically the subsystem but not viceversa. The marginalization replaces the origi-
nal dependence on the environment by its mean conditional on the full history of the subsystem.
Consequently, the resulting marginal dynamics of the subsystem is non-Markovian, i.e. it satisfies
a generalized master equation with memory, and self-exciting, i.e. the past values feed back onto
the present ones. The conditional expectation of environment can be found as the solution to a
stochastic filtering problem where one can imagine reconstructing a hidden stochastic process (the
environment) at time t from from the “observed” (fixed) values of the subnetwork. A practical
limitation of these approaches is that the implementation depends on finding suitable approximate
schemes for the marginal and conditional dynamics, as most often they cannot be computed an-
alytically. The key ingredient, the marginalization w.r.t. the environment by conditioning on the
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subnetwork history, is in common with what we presented here; yet we assume a specific form (a
Gaussian) for the path probability distribution. In this way the conditional means and covariances
are the ones that one could obtain by Kalman filter [63], i.e. the paradigmatic filtering technique for
linear problems. The advantage is to obtain analytical expressions for the effective non-Markovian
terms (memory and coloured noise), which emphasize the feed-forward and feed-back exchange
between subnetwork and bulk.
Model reduction is a tool for partitioning consistently and systematically the network into modules
that are easier to study (in our case without invoking a timescales separation). A feature worth re-
marking of reduced descriptions is then their scalability: when the environmental part is no longer
to be simulated, the computational effort can be significantly decreased. Apart from the computa-
tional convenience of model reduction, we stress also the conceptual importance of studying how a
cellular subsystem couples to the rest of the cellular environment. It has been for example recently
shown that equilibrium-like domains might arise in non-equilibrium systems [148] by considering
generic bipartite graphs, a scenario akin to our subnetwork/bulk split. Analogously, techniques
of systematic model reduction can explain the emergence of dissipative behaviours out of micro-
scopic conservative dynamics [149]. Our framework thus lends it-self to a controlled investigation
of how the environment might affect subparts of the system via perturbations or fluxes which drive
them out of equilibrium, with the possibility, ultimately, of controlling them experimentally.
Furthermore, our formula for the covariance of the coloured noise (5.4.7) shows explicitly the
decomposition of stochasticity into different contributions, i.e. intrinsic noise, inherent to the ran-
dom timing of biochemical events, and the extrinsic noise, variation due to the interaction with the
environment [8, 150, 151]. As clear from our way of proceeding, conditioning was a crucial step,
which allowed us to reduce the description to a subset of trajectories and to exploit the available
information. The importance of conditional expectations to distinguish sources of noise has al-
ready been highlighted in several recent studies [138, 150, 152, 153], e.g. to understand how noise
in gene expression may depend on processes extrinsic to that, as turnover ribosomes or cellular
growth. Typically, the law of total variance is employed to decompose the fluctuations on some
biochemical species into contributions intrinsic to it and contributions coming from either a static
[150] or dynamic [138, 152] environment - the latter requiring to condition on entire environmen-
tal histories. A systematic generalization [153] to any group of variables, achieved by successive
conditioning on their full histories, was translated then into precise conditions for reporter experi-
ment design. Here we derived a novel way to track the dynamic propagation of noise which could
be then relevant to identify and ultimately measure the components of cellular heterogeneity.
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Several aspects in this regard deserve further, separate investigation. A very important and promis-
ing feature of this approximation is that it provides not the conditionally averaged evolution but
the reduced evolution fully accounting for stochastic effects. More precisely, the GVA reduced
equations retain the original subnetwork intrinsic randomness, its propagation across the bulk and
the one stemming from the “ignorance” about the initial conditions in the bulk. Starting from sec-
tion 5.5.3, we investigated the limit of small noise for the sake of a comparison with the projection
methods and to place the emphasis on stochastic terms arising from uncertain initial conditions.
We think that this restriction could be easily removed at the price of longer expressions. This
would yield a mathematically rigorous, analytically controlled tracking of stochastic effects, which
would be decomposed into their fundamental components in a principled way. Reduced models
including stochastic terms pose additional computational challenges but are definitely worth inves-
tigating, as it is fully acknowledged that biochemical reactions are better described by stochastic
equations and fluctuations themselves are likely to play a crucial role towards biological functions
(see [154] and references therein).
A separate forthcoming paper will address several related questions. For example, equation (5.4.7)
points out that the extrinsic noise statistics, including temporal correlations, can be derived from
the statistics of the initial states of the bulk and the one of white noise: importantly, this makes
possible to test assumptions about extrinsic noise. In this regard, the GVA would be a more
powerful tool in comparison to projection methods, since one could analyze different variants not
only in terms of choices of initial conditions but also of white noise statistics.
Let us sketch more precisely some ideas for this future project, which could follow the baseline
provided in [134], thus including as well a comparison with projection techniques. One would
need to make assumptions about the distribution of the initial values of the bulk and the subnet-
work: the simplest case would be independent Gaussian fluctuations, with an overall scale set by
a parameter 0 (independent from the  governing the volume size, see [134]). This choice would
allow one to consider cases where there is substantial uncertainty about the initial state but the
copy number noise in the dynamics is still low. For the general comparison between the nonlinear
noises in the GVA and in the projection approach, one could think to what accuracy, in orders
of 0, we would expect agreement. It is likely that within the projection method we cannot de-
termine e.g. the O(20 ) term in the random force correlator consistently, while we expect it to be
possible in the GVA, as it expands directly the coloured noise correlator. In fact, the projection
approach can so far predict the linear and quadratic (in the initial values δxb(0)) contributions
to the random force. A product of random forces, as needed for a correlator, after averaging,
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would be O(δxb(0)δxb(0)) and O(δxb(0)2δxb(0)2), giving respectively O(0) and O(20 ) contribu-
tions. However, if we accounted for O(δxb(0)3) terms in the random force, then these would give
O(δxb(0)δxb(0)3) contributions to the random force correlator that are as well O(20 ). Therefore, it
seems plausible that some terms are not exhaustively and systematically computed in the projec-
tion approach; given that, one could rigorously verify first that the GVA accuracy really is higher
if we truncate the expansion at a certain order and then assess what impact this has on the accuracy
of the description of the subnetwork dynamics.
Furthermore, we note that the spectrum of the bulk determines the modes of the memory function,
thus it can help identify different timescales: this aspect can be exploited for additional simplifica-
tions. Timescales separation typically leads to the automatic identification of modules operating at
different speed in some biological networks (as the ones involving gene regulation), each amenable
to be chosen as a “subnetwork”. Timescales variation could also suggest and guide other ways of
coarse-graining the description. For example, estimating in advance the regime of time differences
where the memory kernel is significant, one could think of short memory approximations, as in
[143], where the memory is explicitly taken into account only for the species strongly driven by
non-Markovian effects. Or also, renormalizing reactions by typical decay times of the memory
would allow one to map integro-differential equations into an effective Markov description [155].
Apart from the information on typical timescales, it is likely that spectra of the network weights
(couplings) matrices crucially determine several features of the reduced dynamics. For exam-
ple, complex eigenvalues give rise to oscillations, phenomena of strong localization of the non-
Markovian effects can stem as a result of inhomogeneities in the connectivity (from the memory
structure (5.4.4) one sees that the way in which the memory picks up the eigenvalues of Kbb
depends on local interactions Kbs). Graph spectral properties actually give evidence of modular-
ity, localization, existence of slow modes and other interesting structural and dynamical features
[156–158] all of which can suggest model-specific ways of analysis.
Another plausible scenario is the one in which the knowledge on the bulk is even more restricted,
i.e. we do not know precisely the connectivity structure but we can estimate via some prior infor-
mation statistical properties as the degree of symmetry or the sparsity: sampling from this distri-
bution would allow one to explore how the subnetwork-bulk connectivity governs the subnetwork
reduced dynamics.
Finally, the novelty of the framework we presented opens many directions for future developments,
on the front of dynamical modelling and inference; one starting point could be lifting some of the
assumptions we made to better fit the features of specific networks.
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For the sake of full analytical treatment, we assumed an approximating Gaussian distribution
(i.e. peaked around its average value and with small fluctuations around it) and it may not be
adequate in some contexts: for example, biochemical networks might exhibit bi- or multistable
states or oscillations. A Gaussian approximation is expected to provide a good approximation
with a unique steady state, while it does not capture multimodality and also large deviations. A
first approximation to capture multistability could be given by Gaussian mixture models [159],
but it could be worth also trying to overcome the restriction to the Gaussian scenario. In this
regard, the general variational formalism put forward by Eyink [118], could serve as a reference
framework.
Furthermore, there exist other types of nonlinearities which are not captured by the set of bi-
nary reactions we considered here, such as enzymatic dynamics and Hill functions. Although not
straightforward, we expect that appropriate changes can lead us to extend the applicability of the
GVA to those settings. One could follow a procedure similar to the one used to treat Michaelis-
Menten kinetics by projection methods [135]: linearize the equations to get a mass action form,
apply the reduction technique, and then reinstate the full nonlinear dynamics.
Let us now comment on the assumptions for fluctuations. We started from a continuous approxi-
mation of the ME, the CLE, whose fundamental premise of validity is a large population size (∼
hundreds to thousands of molecules). On the other hand, it is widely established that fundamental
biomolecules such as DNA and mRNA, are present in small numbers [8, 9], so that fluctuations,
which scale as the inverse square root of this number, can gain a significant size, even of order
unity. As a first step to improve the accuracy of description when fewer molecules are considered,
one could include higher order finite volume corrections (for example by the analytical method
based on Feynman diagrams developed in [160]). We then know that small populations (tens to
hundreds) are more realistically described by ME (discrete variables); in this case, one has to
appeal to other dynamical functional approaches, such as the well known Doi-Peliti formalism
[161–163], which entails a fundamental connection of stochastic processes (as stochastic gene ex-
pression [119]) to many body problems. This is an additional hint that analogies with theoretical
physics and quantum mechanics can be mathematically powerful and conceptually insightful in
the biological arena and, in our opinion, should be increasingly exploited.
The need to incorporate delays into models has been acknowledged also in assembly processes
(translation and transcription) [12]: a Markov chain model assumes that reactions occur instanta-
neously once the molecules reach the right configuration, which is proven to be wrong in this case.
This evidence suggests another idea for future work, the inclusion of the gene expression level:
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here it was considered slow enough to be assumed at steady state on the time scale of protein-
protein interactions, which are faster and relatively homogeneous. Significant timescales variation
in gene expression, due to different lifetimes of species involved (such as mRNAs and proteins),
should be carefully taken into account in the formalism. For instance, it could enter perturbative
parameters in non trivial way, justifying the construction of perturbative approximation techniques
especially tailored to reactions with two different (fast/slow) timescales [164].
Finally, as a natural continuation of this analysis, one could think of the subnetwork being observed
and explore the inverse direction: once an insight into reduced subnetwork dynamics has been
established, what can we infer about the bulk? Provided for example that typical properties of
memory functions can be measured (at least indirectly), their analysis would enable the inference
of bulk configuration and/or dynamical behaviour. In this perspective, fixing and conditioning
on the subnetwork provides the way to incorporate observations in our framework and derive
posterior distributions, similarly to what has been done in chapters 3 and 4. They could thus
be used to develop efficient techniques of Bayesan inference of the dynamics from data. Other
approximate approaches were conceived for this task (based on variational methods [80, 110, 121,
165] or system size expansions [99]) and turned out to be conceptually advantageous with respect




G.1 Gaussian Variational Approximation





P0(x) being the unknown initial probability distribution. We then proceed with the variational




P0(x) ≈ N(y|µgen,Cgen) = Q(y) (G.1.2)
The Gaussian N(y|µgen,Cgen) is completely determined by two sets of parameters, the vector of
mean values µgen = 〈y〉Q and the covariance matrix Cgen = 〈yyT 〉Q. We define the Kullback-











(y − µgen)TC−1gen(y − µgen) −
1
2












+ ln Z − 〈H(y) + ln P0(x)〉Q
(G.1.3)
where d is the dimension of the vectors involved, i.e. d = N(2T/∆ + 1) and ∆ is the elementary
time step. With real measures, KL(Q||P) ≥ 0 with equality if and only if P(y) ≡ Q(y), it can
be seen as a measure of the dissimilarity (a “distance”1) of the distributions P(y) and Q(y). One
can thus think of improving the approximation by minimizing the KL divergence variationally:
1Rigorously, it is called “divergence” and not “distance” because of the lack of symmetry, i.e. KL(Q||P) ,
KL(P||Q)).
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in order to obtain equations for the parameters of the optimal Gaussian Q(y). Given the KL
expression (G.1.3), the set of equations (G.1.4a) for the components of µgen reduces to
∇µgen
(〈H(y) + ln P0(x)〉Q) = 0 (G.1.5)
while the equation for the inverse correlation matrix (G.1.4b)
1
2
∇Cgen ln (detCgen) + ∇Cgen 〈H(y)〉Q + ∇Cgen 〈ln P0(x)〉Q = 0 (G.1.6)
For the first term in (G.1.6), one can exploit the properties
∇Cgen ln (detCgen) = ∇Cgen Tr(lnCgen) (G.1.7)
∂Tr(lnCgen)
∂(Cgen)i jtt′
= (C−1gen) jit′t (G.1.8)



















= xi(t + ∆) − xi(t) − ∆Φi(x(t)) + ∆
∑
j
ixˆ j(t)Σ ji(x(t)) (G.1.10)
∂H(x, xˆ)
∂xi(t)































k−i, j j (G.1.12)
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2k+ii,l i = j (G.1.14b)
∂Φi(x(t))
∂x j(t)








k+jl,ixl(t) − k+i j,lxi(t)
)
(G.1.14c)
For all other time differences the second derivatives are zero.
As a consequence, considering again the x and xˆ variables separately, one can cast the equations
















P0(x) can be assumed to be Gaussian (since this is the simplest case and it is expected to link
up with the variational ansatz we have introduced) and it cannot depend on xˆ (since it is just an
auxiliary variable), i.e.
P0(x) ≡ P0(x) ≡ N(x|µ0,C0) (G.1.16)

















(C−10 (0))i j(µ(0) − µ0(0)) j
}
(G.1.18)
The obvious solution (which we will show later is self-consistent) is that
µ(0) = µ0(0) C−10 (0) = C
−1(0) (G.1.19)
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With this hypothesis, the average of first derivatives is identically zero, while we have nonzero






= −(C−1(0))i j (G.1.20)
Then given the derivatives (G.1.10) and (G.1.11) and carrying out the average in (G.1.15) one
obtains
















while for the ordinary means




















k+jl,iC jl(t, t) + k
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k+j j,iC j j(t, t) +
1
2
k+j j,iµ j(t)µ j(t) − k−i, j jµi(t)
)
(G.1.23)
The “initial” (boundary) condition for (G.1.21), at t = T − ∆, which is given by 〈∂H/∂x(T )〉 = 0,
yields µˆi(T −∆) = 0. If we also assume that the approximate solution is causal (i.e. Ri j(t, t) = 0 as
a generic consequence of the Itô discretization [23]), and we solve backwards in time we have that
µˆi(t) = 0 ∀t. This is consistent with the fact that averages of xˆi(t) and all its products should vanish,
as a consequence of a normalization requirement Z[0] = 1 (as shown in [144]): thus µˆi(t) ≡ 0 ∀t,
−i〈xˆi(t)x j(t′)〉 ≡ 0 if t ≥ t′ and −〈xˆi(t)xˆ j(t′)〉 ≡ 0, leading also the last term in equation (G.1.22) to
zero. Rearranging the latter and taking the limit ∆→ 0 one obtains
dµi(t)
dt
= Φi(µ(t),C(t, t)) ∼ Φi(µ(t)) (G.1.24)
It represents the ordinary equation of motion for the mean values with additional terms stemming
from equal time correlations C(t, t), which nevertheless vanish for large volumes - see section 5.2.
Similarly, equations (G.1.6) can be solved by using the property (G.1.9b) (which involves the
calculation of (G.1.13), the second derivatives of H(x, xˆ)); nonzero inverse correlation elements,
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for t , 0, are then given by










































(C−1gen)ıˆ ˆtt = −∆〈Σi j(x(t))〉 (G.1.25d)









i , j (G.1.25e)
(C−1gen)iıˆt+∆t = (C−1gen)ıˆit−∆t = 1 (G.1.25f)




























k−i, j j (G.1.27)






k+jl,iµl(t) − k+i j,lµi(t)
)
i , j (G.1.28)
For t = 0, the first two equations (G.1.25a) and (G.1.25b) should be slightly modified





































With the solution µˆi(0) = 0, eqs. (G.1.29) show that the assumption (G.1.19) is not only reasonable
but even necessary.
The aim is then to recover the differential equations for temporal evolution of correlations; let us
proceed by imposing the validity of the equality∑
jt′′
[





where the hatted indices ˆ refer to elements containing auxiliary elements xˆ j. If we consider
explicitly only the nonzero terms, the sum then becomes∑
j,i








ıˆit−∆t = δkit′t (G.1.31)
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As before, we shall already use the fact that we expect the solution to be causal and all averages
of auxiliary variables to vanish. Substituting the expressions (G.1.25), dividing by i∆ and taking
the limit for ∆→ 0 yields the differential equations
∂Rki(t′, t)
∂t
= −δkiδ(t′ − t) −
∑
j












Ck j(t′, t)Ki j(t) +
∑
j
Rk j(t′, t)〈Σ ji(x(t))〉 (G.1.34)
As discussed in the main text, the results of the GVA can be understood as an effective linearization
of the Langevin dynamics (5.2.1) around time dependent means. Let us show in more detail that
the equations (G.1.32), (G.1.33), (G.1.34) can be mapped into this case. We shall start from the
fluctuations about the mean, which obey
d(x(t) − µ(t))
dt
= K(t)(x(t) − µ(t)) + ξ(t) (G.1.35)
K(t) represents a time dependent rate matrix (as given by the linearization around time-dependent
means (G.1.26)) and the noise satisfies 〈ξ(t)ξT (t′)〉 = Σ(x(t))δ(t − t′). Simply applying the defini-
tion of correlations one has


































where the time-ordering operator T has been introduced because time is used as an index to deter-
mine the order of K(t) matrices: earlier times on the right and later times on the left.
The following equation can then be derived
∂C(t′, t)
∂t







〈Σ(x(t))〉 + C(t′, t)KT (t) (G.1.37)






where l(t) denotes the external field we can imagine applying to the system at time t, t < t′. Its
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as well as the general solution










(l(s) + ξ(s)) ds (G.1.40)
for x(0) = 0. Given this expression, the response (G.1.38) reads explicitly








whose differential equations are given by
∂R(t′, t)
∂t
= −δ(t′ − t)1 − R(t′, t)K(t) (G.1.42)
∂R(t′, t)
∂t′
= δ(t′ − t)1 + K(t′)R(t′, t) (G.1.43)




= C(t′, t)KT (t) + R(t′, t)〈Σ(x(t))〉 (G.1.44)
which is the vectorial version of (G.1.34) and for equal times gives
∂C(t, t)
∂t
= C(t, t)KT (t) + K(t)C(t, t) + 〈Σ(x(t))〉 (G.1.45)
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Memory and coloured noise in the
linearized dynamics
H.1 Stationary case
The Gaussian variational approach effectively leads to a linearization of the dynamics and the
structure of the subnetwork reduced dynamics can be worked out by matrix inversion. To show
this, we consider for simplicity a dynamics linearized around steady state means and then gener-
alize the expressions for the memory and the effective noise to the case of time-dependent means.
We thus start from
x = µ + δx (H.1.1)
dδx
dt
= Kδx + ξ(t) (H.1.2)
where Σ and K are constant as calculated at steady state. To derive the memory, i.e. the convo-
lution of a memory kernel and past subnetwork trajectories, it is convenient to work in Fourier
space, where convolutions in time become algebraic products. Let us focus on the subnetwork-
subnetwork generalized covariance
(C˜ssgen) =
 C˜ss R˜ss(R˜ss)T 0

For the sake of brevity we dropped the frequency dependence, i.e. C˜ssgen = C˜ssgen(ω).
We are interested in the inverse of C˜ssgen as it describes the marginal dynamics for subnetwork
variables in the variational approximation; we thus expect it to have the structure
(C˜ssgen)
−1 =
 0 −iω − Kss + M˜ss T−iω − Kss T + M˜ss N˜ss0

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The first term of off diagonal terms −iω−Kss reproduces the internal subnetwork dynamics, M˜ss is
the memory function (the transposed T is due to how the order of indices is set in equation (5.4.2))
while N˜ss0 is the covariance of an effective coloured noise. By means of the simple identity
(C˜ssgen)
−1C˜ssgen = 1 (H.1.3)
the following relations can be straightforwardly retrieved
(−iω − Kss + M˜ss T )R˜ss = 1 (H.1.4)
(−iω − Kss T + M˜ss)C˜ss + N˜ss0 R˜ss T = 0 (H.1.5)
One can thus achieve the marginalization over bulk variables by simple matrix inversion; to find
M˜ss and N˜ss0 , we need the explicit expressions for R˜
ss. The response function is defined as the





R(t, t′) = δ(t − t′) (H.1.6)







δ(t − t′) (H.1.7)
In Fourier representation the response function becomes
R˜(ω) = [−iω − K]−1 (H.1.8)
and the inverse immediately follows
(R˜)−1(ω) = [−iω − K] (H.1.9)









−iω − Kss KsbKbs −iω − Kbb

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one can use standard formulas [16]
A′ = (A − BD−1C)−1 (H.1.10a)
B′ = −(A − BD−1C)−1BD−1 (H.1.10b)
C′ = −(D − CA−1B)−1CA−1 (H.1.10c)
D′ = (D − CA−1B)−1 (H.1.10d)
Equation (H.1.4) implies for the memory function M˜ss T
− iω − Kss + M˜ss T = (R˜ss)−1 (H.1.11)
By using formula (H.1.10a) one immediately obtains an expression for (R˜ss)−1, therefore
M˜ss T (ω) = Ksb(−iω − Kbb)−1Kbs (H.1.12)
which in the time domain translates into
(Mss)T (t, t′) = KsbeK
bb(t−t′)Kbs (H.1.13)
Moreover, equation (H.1.5) leads to an expression for the “effective” noise in the subnetwork N˜ss0
N˜ss0 = −(−iω− Kss + M˜ss T )C˜ss(R˜ss T )−1 = −(−iω− Kss + M˜ss T )C˜ss(−iω− Kss T + M˜ss) (H.1.14)
From (G.1.36) one can write
C˜ = (−iω + K)−1(C(0, 0) + Σ)(−iω + KT )−1 = R˜ (C(0, 0) + Σ) R˜T (H.1.15)
For simplicity we can set the off-diagonal blocks to zero (i.e. Csb(0, 0) = Cbs(0, 0) = Σsb = Σbs =
0), thus (H.1.15) gives
C˜ss = R˜ss (Css(0, 0) + Σss) R˜ss T + R˜sb (Cbb(0, 0) + Σbb) R˜bs T (H.1.16)
By applying the block inversion formula (H.1.10) and using (H.1.12) we find
R˜ss = (−iω − Kss + M˜ss T )−1 (H.1.17a)
R˜sb = (−iω − Kss + M˜ss T )−1Ksb(−iω − Kbb)−1 (H.1.17b)
We insert (H.1.16) and (H.1.17) in (H.1.14) and we rewrite it in the time domain
Nss0 (t, t
′) =Css(0, 0)δ(t)δ(t′) + Σssδ(t − t′) + Ksbθ(t)eKbbtCbb(0, 0)θ(t′)e(Kbb)T t′(Ksb)T
+ Ksb
∫
dt′′θ(t − t′′)eKbb(t−t′′)Σbbθ(t′ − t′′)e(Kbb)T (t′−t′′)(Ksb)T =
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Note that the initial term comes from imposing the initial condition in the form
∂txs(t) = Kssxs(t) + Ksbxb(t) + ξs(t) + xs(0)δ(t) (H.1.19)
As clear from (H.1.16), it is crucial to retain off diagonal blocks as R˜sb, R˜bs to properly capture
the propagation of fluctuations through the bulk.
H.2 Generalization to non-stationary case
Let us assume a linearization around time-dependent means, i.e. let us take the rate matrix as a
function of time K(t) as well as the noise covariance 〈Σ(x(t))〉. We can generalize (H.1.13) to this
case and we get








Similarly for (H.1.18) one has
Nss0 (t, t


































which can be rewritten
Nss0 (t, t
′) = Css(0, 0)δ(t)δ(t′) + Ksb(t)Rbb(t)Cbb(0, 0)Rbb T (t′)(Ksb)T (t′)
+ 〈Σss(x(t))〉δ(t − t′) + Ksb(t)
∫ min(t,t′)
0
dt′′Rbb(t, t′′)〈Σbb(x(t))〉Rbb T (t′, t′′)(Ksb)T (t′′)
(H.2.3)
where we used the definition (G.1.41) for the marginal bulk responses Rbb(t, t′′).
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Nonlinear corrections by perturbation
theory
I.1 Conditional Gaussian moments
Let us here summarize how to find the moments of the Gaussian conditional distribution we de-
noted as Q0(xb, xˆb|xs, xˆs). We recall that the marginal auxiliary means µˆs = µˆb = 0 and we assume
that the variables are shifted, thus also the marginal ordinary means are zero (µs = µb = 0). Condi-
tioning on the set of subnetwork variables xs and xˆs, the resulting bulk conditional means are such






(ixˆs(t))T (∂txs(t) − Ksbxb(t) − Kssxs(t)) − 12(xˆ
s(t))TΣss xˆs(t)+




















(xb(0) − µb|s(0))TCbb(0, 0)−1(xb(0) − µb|s(0))
(I.1.1)




dt (yb(t) − µb|sgen(t))T (Cbb|sgen )−1(t, t′)(yb(t) − µb|sgen(t)) (I.1.2)
and
(Cbb|sgen )−1(t, t′) =
 0 (∂t − Kbb)δ(t − t′)(∂t − Kbb)Tδ(t − t′) Σbbδ(t − t′)
 (I.1.3)
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with t, t′ , 0. The solution for Cbb|s(t, t′) is then derived from the top left block of the inverse Cbb|sgen ,






bb)T (t′′−t′) + eK
bbtCbb(0, 0)e(K
bb)T t′′ (I.1.4)








iµˆb|s(t)T (∂t − Kbb)xb(t)
}
− µb|s(0)TCbb(0, 0)−1xb(0) (I.1.5)
Integration by part from 0 to a final time T∫
dt iµˆb|s(t)T∂txb(t) =
∫
dt[∂t(iµˆb|s(t)T xb(t)) − ∂tiµˆb|s(t)T xb(t)] =




By an argument analogous to the one for marginal means, one can show that the final condition
µˆb|s(T ) = 0 while the terms for t = 0 must compensate
− iµˆb|s(0)T xb(0) − µb|s(0)TCbb(0, 0)−1xb(0) = 0 (I.1.7)
µb|s(0) = −Cbb(0, 0)iµˆb|s(0) (I.1.8)
which gives a connection between initial conditions. The rest of the equality leads to the temporal
evolution, valid ∀t






bb)T (t−t′)(Ksb)T ixˆs(t′) (I.1.10)
which provides, via (I.1.8), an initial condition for µb|s(t). The conditional mean for hat variables
is not identically zero as xˆs must be treated as a fixed variable, needed to find the subnetwork
reduced dynamics. Analogously, the terms multiplying ixˆb(t)T lead to the differential equation
∂tµ
b|s(t) = Kbsxs(t) + Kbbµb|s(t) − Σbbiµˆb|s(t) (I.1.11)
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The fourth line includes a term reflecting simply the equation of motion and two additional pieces
with the temporal propagation of bulk initial conditions and bulk intrinsic noise: as shown in the
last line, these two pieces combine to form the conditional bulk correlator (I.1.4). As a general re-
sult, Gaussian conditional means (I.1.12) and (I.1.10) are linearly related to the variables on which
one conditions while connected conditional correlations (I.1.4) do not depend on their particular
values (they depend on the procedure of conditioning as such but not on the particular conditions).
For nonzero marginal means (I.1.12) becomes







dt′′Cbb|s(t, t′′)(Ksb)T ixˆs(t′′) (I.1.13)
Finally the conditional correlator of auxiliary variables Bbb|s(t, t′′) ≡ 0 and the equal times condi-
tional response Rbb|s(t, t) ≡ 0, as would be also clear from the block inversion in discrete time of
(I.1.3).
I.1.1 Comparison with the Extended Plefka Expansion and the Kalman Filter
The expressions for the conditional bulk means as a function of time found in section I.1 are the
same as for the Extended Plefka Expansion with hidden nodes (chapter 3), which is constructed
as well as a Gaussian representation of the dynamics although with slight differences. There, as
can be seen from the comparison of the inverse generalized conditional covariances (3.2.33) and
(I.1.3), working with the effective fields Cˆeffi (t, t
′) and Bˆeffi (t, t
′) couples the variances of xi and
xˆi, in such a way that e.g. Bbb|s(t, t′′) is not identically zero. In addition, the main quantity in
chapter 3 is the data likelihood P(xs) (see (3.2.24)), obtained by conditioning on a particular se-
quence of observations xs and given by a path integral over xb, xˆb and xˆs of the joint probability
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P(xb, xˆb, xˆs, xs). Here the aim is to find the marginal probability of subnetwork trajectories, which
requires to condition jointly on xs and xˆs (as their combination encodes the subnetwork dynamics)
and is obtained via integration over xb and xˆb of P(xb, xˆb, xˆs, xs) (see (5.5.1)). Therefore, when
comparing the respective moments, the only caveat is that the role of µˆa in chapter 3 is played here
by xˆa, which must be kept as a non-averaged variable given that in (3.2.24) there is an integration
over xˆs which does not appear in the GVA effective action (5.5.1). Bearing this in mind, (3.2.27)
corresponds to (I.1.11) while (3.2.28) to (I.1.9) (without the assumption of a diagonal noise co-
variance). These expressions for the means of a stochastic linear dynamics are exact, as one can
immediately check by comparison with the Kalman filter and smoother. What we write here is not
the standard Kalman filter recursion for the posterior mean but we re-express it in a way that al-
lows us to show its equivalence to (I.1.11) and (I.1.9). As explained in appendix E, the conditional
bulk mean computed time step by time step via this algorithm can be obtained from the average of
P(xb(t + ∆), xb(t)|Xs) = βˆt+∆P(xb(t + ∆)|xb(t), xs(t))P(xs(t + ∆)|xb(t), xs(t)) (I.1.14)
which can be written explicitly by using the definitions (E.1.3) and (E.1.4). βˆt (see (E.1.8)) is the
“backward” variable that together with the forward one αˆt (see (E.1.7)) allows one to obtain the
posterior distribution (E.1.9), i.e.
P(xb(t)|Xs) = αˆtβˆt = N(xb(t)|µb|s(t),Cbb|s(t, t)) (I.1.15)
By appeal to the MSRJD formalism, one can express
P(xb(t + ∆), xb(t)|Xs) ∼ (I.1.16)∫






Deriving the exponent w.r.t. ixˆb(t) and setting this derivative equal to zero allows one to find the
mean of xb(t + ∆) conditioned on xb(t) and Xs; this encodes the dynamics
µb|s(t + ∆) − µb|s(t)
∆
= Kbbµb|s(t) + Kbsxs(t) − Σbbiµˆb|s(t) (I.1.17)
which is the discrete time version of (I.1.11). It depends on the values of iµˆb|s(t), whose dynamics
follows the stationarity condition of the exponent of (I.1.16) w.r.t. xb(t), i.e.
iµˆb|s(t) − iµˆb|s(t − ∆)
∆
= −Kbb T iµˆb|s(t) − Ksb T ixˆs(t) (I.1.18)
which is precisely (I.1.9) in discrete time steps. In the inference context, one also needs the average
evolution of xˆs(t), which is connected to the subnetwork (observed) trajectory Xs (see chapter 3).
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As a conclusion, the GVA, as well as the Extended Plefka Expansion with hidden nodes (chapter
3), estimate exactly the dynamics of conditional means from the average of P(xb(t + ∆), xb(t)|Xs),
which is also what the Kalman filter (and smoother) gives for the posterior bulk (hidden) dynamics.
The comparison with the extended Plefka expansion can be developed further. It is actually worth
stressing that, for the linearized setting, the mean field version of the GVA effective subnetwork
dynamics matches the one encoded by the data likelihood defined in chapter 3, where the observed
nodes play the role of the subnetwork we want to reduce our description to. The data likelihood
written as a path integral (see (3.2.24) and (3.2.25)) expresses the reduced dynamics of obser-
vations as obtained via a marginalization of the hidden (bulk) trajectories; one can deduce it by
inspection of (3.2.25) and in the ∆→ 0 limit one has
∂t xa(t) = −λxa(t) + leffa (t) + χa(t) (I.1.19)
with 〈χa(t)χa(t′)〉 = Σaδ(t − t′) + Bˆeffa (t, t′) (we have already included the intrinsic noise contri-
bution in this effective noise). The effective fields leffa (t) and Bˆ
eff
a (t, t
′) are given respectively by
(3.2.23b) and (3.2.23g), where for simplicity we can set the marginal means to zero. To obtain
the marginal subnetwork dynamics, one needs to substitute then the solution for conditional bulk
means and correlations (given by (I.1.12) and (I.1.4)) and xˆa(t) in (I.1.12) should be understood
in this comparison as a conditional mean for the reasons we previously pointed out. In this way
(I.1.19) becomes








dt′Ka jK jaR j(t − t′)xa(t′) + χa(t) (I.1.20)
with 〈χa(t)χa(t′)〉 = Σaδ(t− t′)+ K2a j
[
R j(t, 0)C j(0, 0)R j(t′, 0)+
∫ min(t,t′)
0 dt
′′R j(t, t′′)Σ jR j(t′, t′′)
]
and
R j(t − t′) = [e(Kbb)(t−t′)] j j (we bear in mind that the Plefka second moments are purely diagonal).
One clearly sees that equation (I.1.20) is the single site analogue of the linear effective subnetwork
dynamics (5.4.2), with memory and effective noise covariance given by (5.4.6) and (5.4.7) (for
simplicity we considered Ca(0, 0) = 0).
I.2 Perturbative expansion
The effective action can be treated as a field theory free energy and can be expressed perturbatively
[25]. This corresponds, in some respects, to thinking about the subnetwork as a magnetic “field”
that forces the mean value of the “order parameter” (i.e. a bulk concentration) to assume a value
different from zero: thus the problem is substantially that of calculating a free energy (the reduced
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action) for a system in a magnetic field. Let us decompose the action into a “non-interacting” part
(containing only terms quadratic in all the variables) and an interacting one (containing higher
powers), which can be seen as a small perturbation
H = H0 + ∆H (I.2.1)




















DxbDxˆbQ0(xb, xˆb|xs, xˆs)∆H + O(∆H)2
)
where eH0 = Q0(xb, xˆb, xs xˆs) and
∫
DxbDxˆbeH0 = Q0(xs, xˆs), therefore Q0(xb, xˆb|xs, xˆs) =
eH0/
∫
DxbDxˆbeH0 . The reference distribution for the perturbative expansion Q0(xb, xˆb|xs, xˆs)
is chosen as the LNA, i.e. a Gaussian conditional distribution centered around the deterministic
steady states. We need bulk conditional probabilities, since, to define an effective action as such,
we fix subnetwork variables and condition on them. The perturbative corrections arise from cubic























k+j j,iδx j(t)δx j(t)
]} (I.2.3)
















δxs ◦ δxs) + Kb,sb(δxs ◦ δxb) + Kb,bb(δxb ◦ δxb)]} (I.2.4)
making use of the Hadamard product ◦ and Ks,sb, Kb,sb, Kb,bb, Kb,ss, Ks,bb as shorthands for the
nonlinear couplings. As explained in the main text, we do not consider all the possible reactions
occurring between subnetwork and bulk, thus we set Kb,ss = Ks,bb ≡ 0. We have also already
dropped δ from xˆs and xˆb as the marginal auxiliary mean µˆs = µˆb ≡ 0.
The first order correction (as clear from the second term in (I.2.2)) reduces to an average w.r.t. the
conditional distribution Q0(xb, xˆb|xs, xˆs). This average is equivalent to substituting combinations
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of bulk variables in (I.2.3) by conditional Gaussian moments which, by Wick’s theorem, can be















δxs ◦ δµb|s) + Kb,bb(δµb|s ◦ δµb|s + Cbb|s(t, t))]}
where one uses that the conditional average 〈δxb(t)δxb T (t)〉 = δµb|s(t)δµb|s T (t) + Cbb|s(t, t), with
δµb|s(t) = µb|s(t) − µb. In developing the Wick’s theorem for moments such as ∼ 〈xˆbδxbδxb〉
or ∼ 〈xˆbδxbδxs〉 we have used that the conditional equal time response functions Rbb|s(t, t) = 0

















δxs(t) ◦ δµb|s(t)) + Kb,bb(δµb|s(t) ◦ δµb|s(t) + Cbb|s(t, t))]}
and we re-instate the time dependence as important to define the memory. First, we note that Ks,ss
appearing in the first line of (I.2.6) gives the nonlinear subnetwork dynamics, which is local in
time. The reduced dynamics for xs(t) includes a memory Mss(t, t′) and a coloured noise χ(t) with
covariance
〈χ(t)χT (t′)〉 = Nss(t, t′) (I.2.7)
to be determined. One can write Nss(t, t′) = Nss0 (t, t
′) + Nss1 (t, t
′) as the sum of a purely Gaussian
term and a first order correction. Similarly the memory comprises two terms: Mss(t−t′), which like
Nss0 (t, t
′) can be calculated starting from the quadratic part of the action (as shown in Appendix H)
and Ms,ss(t, t′, t′′), which like Nss1 (t, t
′) contains the contributions of cubic terms treated by means
of perturbation theory. To evaluate these first order corrections, we insert in (I.2.6) the expressions






dt ixˆs T (t)KsbeK
bb(t−t′)Kb,sb
(


















The first of the resulting two terms contributes to the reduced subnetwork dynamics via a temporal








δxs(t′) ◦ eKbb(t′−t′′)Kbsδxs(t′′)) (I.2.9)
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This describes how products of subnetwork concentrations feed back into the evolution of a single
concentration. More generally, one can see that terms ∼ xˆsδxsδxs define the nonlinear memory
function as given by (5.5.13) of the main text (where the kernel of (I.2.9) appears in the second





δxs(t′) ◦ Cbb|s(t′, t′′)(Ksb)T ) (I.2.10)
contributes to the covariance of the effective noise (which always enters the MSRJD formalism
via quadratic terms in the auxiliary variables, as is clear from (5.2.12)) with an additional xs-
dependence. Treating the other terms in (I.2.6) in the same way and dropping third order terms
∼ xˆs xˆs xˆs that encode non-vanishing higher cumulants of the noise distribution one obtains the per-






















bb(s−t′)Kbsδxs(t′) ◦ Cbb|s(t′, t′′)(Ksb)T ) + (I.2.11)
Kb,bb
(
Cbb|s(t′, t′′)(Ksb)T ◦ eKbb(s−t′)Kbsδxs(t′))]
For the sake of completeness, one should also include corrections stemming from the fact that the
white noise covariance Σ(x) as given by (5.2.4) does depend on concentrations. Since in this work
we do not discuss further those terms, we prefer to analyze them in a forthcoming paper, where
the full investigation of stochastic effects will be provided. Finally terms ∼ xˆs xˆs xˆs indicate noise
non-Gaussian features we are not interested in for the purpose of the GVA.
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Projection methods vs GVA
J.1 Projection methods vs GVA
The application of projection methods to protein-protein interaction networks has been studied by
Rubin et al. in [77]: here we summarize some basic aspect necessary to develop a comparison
with the GVA.
One is interested in deriving a closed-form expression for the memory function and the random
force both for the linearized and the fully nonlinear dynamics: in the second case, it is necessary
to appeal to the limit of vanishing noise. As the variance of copy number fluctuations scales
as  = 1/V , i.e. the inverse of the reaction volume, the contribution of noise can be considered
negligible (corresponding to  → 0) for suitably large reaction volumes (see section 5.2). While
one needs a nonzero  for initially applying the Zwanzig-Mori formalism, the authors always then
take the small  limit. Let us stress that the small  limit is not necessary for the linear dynamics,
as the noise drops out from the equations for conditionally averaged concentrations whatever the
value of .
In addition, to evaluate the memory and the random force from projection operators, one needs the
steady state distribution for the deviations δx. If the noise is negligible ( → 0), δx is small and
one can find their steady state distribution by linearizing the Langevin equation around δx = 0; as
a result, the steady state distribution of δx is a Gaussian and its covariance satisfies the Lyapunov
equation. The structure of the covariance is not unique, but fixed by the type of fluctuations. The
choice of independent Poisson fluctuations for each species, thus a covariance with a diagonal
structure, produces the simplest projected equations. These describe the evolution for the subnet-
work conditionally on the available knowledge of the initial conditions which are specified, for
the bulk, via some probability distribution. The solution is the mean trajectory w.r.t. to this initial
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distribution, from which thus stochastic fluctuations are averaged out: we will use for it the same
notation as for the single instances xs(t) as they coincide in the limit  → 0. As a consequence, we
expect that the equations of motion given by projection methods for such conditionally averaged
concentrations agree with the noise averaged subnetwork equations in the GVA: let us look closely
at this comparison.
J.2 Linearized projected equations
The starting point is the Langevin dynamics (5.2.1) and its corresponding Fokker-Planck equa-
tion, encoded by L, the so-called adjoint Fokker-Planck operator. Referring to [77] for the entire











dt′δx j(t′)Mssji (t − t′) + ri(t) (J.2.1)
This is obtained by applying two operators projecting either onto the subspace of subnetwork d.o.f.
or onto the orthogonal one; in the linearized dynamics, it is found that they can be represented by







The adjoint Fokker-Planck operator L can be cast in matrix form as well denoted as L. Note that
L = KT , i.e. it is equivalent to the transpose of dynamical matrix of the GVA; similarly, it can be




Exploiting this correspondence between operators and matrices one has for the linear dynamics
• Ω is the top left block (related to subnetwork variables) of PL, thus Ω = Lss.
• M(t − t′) is the top left block of PLQeQLQ(t−t′)QL, i.e.
M(t − t′) = LsbeLbb(t−t′)Lbs (J.2.2)
• The random force is given by the s entries of δxb T (0)eQLQtQL, i.e.
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J.3 Nonlinear projected equations
Also in this case, as a starting point one resorts to suitable matrix representations for the operators
involved. Even when a subnetwork has been selected, still there is arbitrariness about the space
onto which project. Rubin et al. show [77] that the best option is to project onto protein concen-
trations and products of concentrations.
The nonlinearity is represented as a linear coupling between a concentration and products of other

























Focussing on an observable zα (summarizing both simple concentrations and products), one can




zβLβα + δx3 + O() (J.3.2)
δx3 represents cubic terms, which are not captured at this order of accuracy, while O() vanish
in the small  limit. The matrix representation therefore mirrors this choice of an enlarged space
containing also products and it is valid for small . It reads explicitly as follows
L =

Lss Lsb 0 0 0
Lbs Lbb 0 0 0
Lss,s Lss,b Lss,ss Lss,sb Lss,bb
Lsb,s Lsb,b Lsb,ss Lsb,sb Lsb,bb
Lbb,s Lbb,b Lbb,ss Lbb,sb Lbb,bb

L consists of 5 rows and columns, referring to linear subnetwork concentrations (s), subnetwork
products (ss), mixed subnetwork-bulk products (sb), to be considered as bulk elements, and prod-
ucts of bulk concentrations (bb). The dynamics for the products, contained in the bottom right
blocks (Lss,ss, Lss,sb etc.), is simply derived from linearized dynamics, thus
∂t(δxiδx j) = δx j∂tδxi + δxi∂tδx j (J.3.3)
In other words, in the evolution of a product only products appear: this explains why the top
right block vanishes, i.e. applying L to quadratic observables does not give linear terms. All the
coefficients in the bottom right blocks are simply brought forward from the linearized dynamics.
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Nonlinearities enter instead via the bottom left blocks (Lss,s, Lss,b etc.), containing the coefficients
multiplying products in the equations for linear observables. For projection matrices one has
P =

1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

while Q is analogous to P, but the roles of 1 and 0 along the diagonal are interchanged
Q =

0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1

The combinations of matrices one needs, to generalize the formulas of the previous section, are
PL, QLQ and QL, namely,
PL =

Lss Lsb 0 0 0
0 0 0 0 0
Lss,s Lss,b Lss,ss Lss,sb Lss,bb
0 0 0 0 0




0 0 0 0 0
0 Lbb 0 0 0
0 0 0 0 0
0 Lsb,b 0 Lsb,sb Lsb,bb




0 0 0 0 0
Lbs Lbb 0 0 0
0 0 0 0 0
Lsb,s Lsb,b Lsb,ss Lsb,sb Lsb,bb
Lbb,s Lbb,b Lbb,ss Lbb,sb Lbb,bb

We emphasize that QLQ has lower triangular block structure, thus eQLQt has the same structure
with diagonal blocks which are the exponentials of those in QLQ, i.e. for example [eQLQt]bb =
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eL








dt′Ebb,bb(t − t′)Lbb,bEbb(t′) (J.3.4b)
where we have introduced the notation eQLQ(t−t′) = E(t − t′).
The rate constants, the memory function and the random force for the full nonlinear dynamics can
be found in analogy with linear case provided that we consider these enlarged matrices; therefore
• The nonlinear rate matrix for the internal subnetwork dynamics is Ωss,s = Lss,s.
• The memory is the ss block of PLQeQLQtQL, whose nonlinear part is
Mss,s(t − t′) = Lss,bEbb(t − t′)Lbs + Lss,·bE·b,b(t − t′)Lbs + Lss,·bE·b,·b(t − t′)L·b,s (J.3.5)
where “·b” is meant as joining “sb” and “bb” ranges. Assumptions about what reactions
between the bulk and the subnetwork can occur imply that some L blocks are zero, namely:
Lss,bb = Lbb,ss = Lss,b = Lbb,s = 0. These constraints then simplify the expression for
memory considerably
Mss,s(t − t′) = Lss,sbEsb,b(t − t′)Lbs + Lss,sbEsb,sb(t − t′)Lsb,s (J.3.6)
We shall in any case stick to the most general case. The memory function in the dynamics
for δxs(t) is then embedded in a time integral over the past history of all possible subnetwork
products δxss(t′), thus the general nonlinear memory for the projected equations is













dt′δxss T (t′)Lss,·bE·b,·b(t − t′)L·b,s (J.3.10)
• Rigorously the random force cannot be calculated in closed form from the matrix repre-
sentation introduced, but a vectorial expression can be still provided up to the quadratic
contribution: higher order terms, not captured by the latter, are expected anyway to be small
or negligible. We shall write r(t) = r0(t) + r1(t), r1(t) being the nonlinear random force
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From these results, we see that the projection method divides the non-Markovian contribution from
the bulk into the random force, depending only on initial conditions, and the memory, containing
all the single points in the past for single species and products. This structural feature is important
for the comparison to the GVA, which does not separate so neatly the non-local-in-time terms
but still gives an equivalent approximation up to the second order and in the limit  → 0. To
provide the tools for this comparison, we first recall the perturbative expansion allowing us to
derive nonlinear corrections in the Gaussian variational approach (section J.4) and we explicitly
derive this equivalence in section J.5.
J.4 Full nonlinear memory and random force in the GVA
As we mentioned, the GVA and the projection method are expected to agree only for  → 0:
we then restrict ourselves to this case, i.e. the deterministic dynamics. We imagine translating the
perturbative approach of section I.2 in appendix I to a notation analogous to the one in the previous






δxs ◦ δxs)TLss,s + (δxs ◦ δxb)TLsb,s + (δxb ◦ δxb)TLbb,s]ixˆs +[(
δxs ◦ δxs)TLss,b + (δxs ◦ δxb)TLsb,b + (δxb ◦ δxb)Lbb,b]ixˆb} (J.4.1)
In light of the fact that we allow only certain processes, in (I.2.4) we had invoked the simplification
Lss,b = Lbb,s ≡ 0, while here, for the sake of a rigorous comparison, we keep all the nonlinear
couplings to make the argument as general as possible. The nonlinear memory and effective noise
covariance are evaluated by taking the average w.r.t. the Gaussian conditional distribution over














δxs(t) ◦ δµb|s(t))TLsb,b + (δµb|s(t) ◦ δµb|s(t) + Cbb|s(t, t))TLbb,b]LbsEbb(t′ − t)ixˆs(t′)}




dt′ Ebb(t′ − t)Lbsixˆs(t′) (J.4.3)
Then one substitutes the expressions for the conditional means (5.5.9) - in this notation
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in (J.4.2) and by isolating the terms multiplying ixˆs(t) one can read the nonlinear reduced dynamics

























δxs T (t′)LsbEbb(s − t′) ◦ δxs T (t′′)LsbEbb(s − t′′))Lbb,bEbb(t − s)Lbs}
This corresponds to the double time integral of (5.5.13) in the modified notation and keeping all














δxs T (t′)LsbEbb(t − t′) ◦ (Lbs)TCbb|s(t, t′′))Lbb,s +(









δxs T (t′)LsbEbb(s − t′) ◦ (Lbs)TCbb|s(t′, t′′))Lbb,b +(
(Lbs)TCbb|s(t′, t′′) ◦ δxs T (t′)LsbEbb(s − t′))Lbb,b]Ebb(t − s)Lbs
an extension of (I.2.11). For  → 0, the bulk conditional correlator is simply
Cbb|s(t′, t′′) = ETbb(t
′)Cbb(0, 0)Ebb(t′′) (J.4.7)
as can be deduced from (5.5.11).
Let us stress that projection methods expand the random force, while our perturbative approach
expands the correlator of a coloured noise. For the sake of comparison, it is therefore convenient




1 can be read from
(J.4.6), while Nss0 , the effective noise covariance of the linearized dynamics, is given by (5.4.7);




Note that we have dropped the intrinsic noise contribution Σss, Σbb as we focus on  → 0 as well
as the explicit statement of the subnetwork initial condition Css(0, 0)δ(t)δ(t′). The Gaussian noise
χ0(t) such that 〈χ0(t)χT0 (t′)〉 = Nss0 (t, t′) is therefore
χT0 (t) = δx
b T (0)Ebb(t)Lbs (J.4.9)
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If we define χ1(t) as follows
χT1 (t) =
(













δxb T (0)Ebb(t′) ◦ δxs T (t′)LsbEbb(s − t′))Lbb,b]Ebb(t − s)Lbs
then the correlation function of χ0 + χ1 is given by Nss0 + N
ss
1 at the linear order in δx
s (this is
the order in δxs to which Nss1 is calculated). For example, let us take the first term in (J.4.6): it is
derived from cross-correlations of χ0 (J.4.9) and the first term of χ1 (J.4.10) as follows〈(
(Lbs)TETbb(t)δx
b(0)δxb T (0)Ebb(t′′) ◦ δxs T (t′′))Lsb,s〉 = ((Lbs)TCbb|s(t, t′′) ◦ δxs T (t′′))Lsb,s
(J.4.11)
by using the definition (J.4.7).
From expression (J.4.2) (and also from (I.2.5) although we did not comment about it), it can be




dt′Cbb|s(t′, t′)Lbb,bEbb(t − t′)Lbs = 〈ψT1 (t)〉 (J.4.12)
which can be written as the conditional average of a vector ψ1(t) defined as follows
ψT1 (t) =
(




δxb T (0)Ebb(t′) ◦ δxb T (0)Ebb(t′))Lbb,bEbb(t − t′)Lbs (J.4.13)
The conditional average of ψ1 produces in the action a cubic term, ∼ xˆsδxbδxb, while its vari-
ance would appear in the action via a term of 6th order, thus it is not present at the order we
have done the calculation. From (J.4.13) we see that ψ1(t) is a temporally correlated term in the
reduced subnetwork dynamics which depends quadratically on δxb(0); it can be regarded as a fur-
ther contribution to the nonlinear “random force” of the GVA, as by definition the random force
summarizes the uncertainty on the bulk initial conditions. As a result, the systematic perturbative
expansion up to the cubic order in the action gives it as
r˜1 GVA(t) = χ1(t) + 〈ψ1(t)〉 (J.4.14)
If we consider the fluctuating version of this quantity, namely
r1 GVA(t) = χ1(t) + ψ1(t) (J.4.15)
we can prove the equivalence with the projection formalism.
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J.5 Proof of the equivalence
Let us assume that the initial deviations from the means are proportional to some factor δ, δxs(0) ∼
δ and δxb(0) ∼ δ. The solution δxs(t) can be expanded in powers of δ and we want to find out to
what extent projection and GVA give the same results for this expansion in the limit  → 0. We
expect that the two descriptions are equivalent at O(δ2) as in the GVA we keep cubic terms in the
effective action while in projection methods we keep all quadratic observables.
J.5.1 Linear order in δ
To work out the solution of δxs(t) in this case, we need to include in its dynamics the expressions
for memory and random force at O(δ). By re-writing the linear memory (5.4.6) of the GVA in the
notation of section J.3 one has
Mss(t − t′) = LsbEbb(t − t′)Lbs (J.5.1)
where we have used eL
bbt = Ebb(t). The effective coloured noise at this order for the GVA is given
by (J.4.9). Expressions (J.5.1) and (J.4.9) are the same as from projection methods (J.2.2) and
(J.2.3), thus the resulting expansion of δxs(t) is identical to O(δ).
J.5.2 Quadratic order in δ
In this case, we need to include in the dynamics of δxs(t) the memory and the effective noise/random
force at O(δ2). This includes linear memory terms acting on the second order part of δxs(t), which
will be the same for projection and GVA. The remaining terms are the nonlinear memory and
nonlinear effective noise/random force evaluated to order O(δ2).
Expressions for nonlinear memory and random force from the two approaches (respectively (J.3.7)
and (J.4.5), (J.3.11) and (J.4.15)) do not coincide if taken separately; we nevertheless expect that
their combination is actually equivalent (because there can be different ways of writing expansions
that are correct at the same order, namely O(δ2)).
It is worth though some preliminary comment, as a guide through our reasoning and formal ma-
nipulations. First of all, the memory function (J.4.5) differs from the one of projection methods
(J.3.7): in particular, the two subnetwork species in quadratic terms are calculated at two times
of the past instead of the same time, additional integrals over time also appear. One can think of
making the intermediate times disappear, thus of matching the one-time and two-times structures
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in the algebra, by expressing explicitly the dependence on subnetwork initial values. Next we ob-
serve that in the structure of the enlarged (i.e. including quadratic observables) L, the non-linearity
of interactions enters genuinely only in the bottom left off-diagonal block. The bottom right (di-
agonal) block, which represents the coupling between products, does not provide any additional
information with respect to the linear dynamics: it describes how the products propagate under
the linear dynamics. Note that this is precisely what the perturbative expansion implements, i.e. it
describes products under the linear evolution. Therefore, we can drop the purely non-linear block
and try to write also the products of subnetwork variables and conditional means of the pertur-
bative expansion as functions of the initial conditions in the subnetwork via the exponential of a
matrix consisting of a linear and a quadratic block.
We need to substitute in the nonlinear memory and random force the first order deterministic
solution for δxs(t) and δxb(t) to evaluate them consistently to O(δ2): let us perform the substitution
in both approaches and compare the results. The projection memory is evaluated at O(δ2) using
this expression
δx··T (t) = δx··T (0)eL
··,··t (J.5.2)
“··” refers to the block obtained by joining “ss”,“sb” and “bb” ranges here and everywhere below,
without further specification. Also in the GVA we have to write the products as in (J.5.2) but
with the following caveat. The GVA is obtained via the inclusion of the dynamics of conditional
averages, where the average is taken also over bulk initial conditions. This, importantly, implies
that δxb(0) should not be treated as a fluctuating quantity as instead (J.5.2) does. More explicitly,
we recall that the conditional bulk variables can be written as δµb|s T (t) = νT (t) + νˆT (t), where only




dt′δxs T (t′)Lsb Ebb(t − t′) (J.5.3)
(from expression (5.5.9)). On the other hand, the evolution of the products introduced by (J.5.2)
accounts for a solution for bulk variables as follows
δxb T (t) = δxb T (0)Ebb(t) +
∫ t
0
dt′δxs T (t′)Lsb Ebb(t − t′) (J.5.4)
with also deviations in the initial conditions δxb(0). The nonlinear memory for the variational

























··,bEbb(t − t′)Lbs + (δx··T (0)eL··,··t)·bL·b,s − m′4 =




3 − m′4 (J.5.5)
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m′4 has minus sign as it is a correction term needed for the substitution in the second line of (J.5.5)
to be valid (in other words, to compensate for the use of (J.5.4) instead of (J.5.3)); namely
m′4 =
(








δxb T (0)Ebb(t) ◦ δxs T (t′)LsbEbb(t − t′))Lbb,s + (δxs T (t′)LsbEbb(t − t′) ◦ δxb T (0)Ebb(t))Lbb,s]
+
(











δxb T (0)Ebb(t′) ◦ δxs T (t′)LsbEbb(s − t′))Lbb,b+(
δxs T (t′)LsbEbb(s − t′) ◦ δxb T (0)Ebb(t′))Lbb,b]Ebb(t − s)Lbs
(J.5.9)









3 =MTGVA(t) + rT1 GVA(t) (J.5.11)
Let us now compare term by term the nonlinear memory from projection methods (J.3.7) and from
the GVA (J.5.5): one has immediately m1 = m′1 (see (J.3.8) and (J.5.6)). We apply next the identity
(δx··T (0)eL
··,··t′)ssLss,·b = ∂t′(δx··T (0)eL
··,··t′)·b − (δx··T (0)eL··,··t′)·bL·b,·b (J.5.12)
to manipulate the sum of m2 (J.3.9) and m3 (J.3.10), as follows
















··,··t′)·b∂t′[E·b,b(t − t′)Lbs + E·b,·b(t − t′)L·b,s]
+ (δx··T (0)eL







··,··t′)·bL·b,·b[E·b,b(t − t′)Lbs + E·b,·b(t − t′)L·b,s]
(J.5.13)
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In the third line, an integration by parts has been implemented and −∂t′ can be further substituted
by ∂t as it acts on the difference (t− t′). Let us the consider the boundary term from this integration
(δx··T (0)eL
··,··t)·bL·b,s − δx·b T (0)(E·b,b(t)Lbs + E·b,·b(t)L·b,s)




where we used (J.5.8), Esb,b(0) = Ebb,b(0) = 0, Esb,sb(0) = Ebb,bb(0) = 1 and that all the terms in
eL
··,··t′ at t′ = 0 give 1. Equation (J.5.13) can be rewritten








··,··t′)·bL·b,·b[E·b,b(t − t′)Lbs + E·b,·b(t − t′)L·b,s]
(J.5.15)
In the second line of (J.5.15), we can apply the identity
∂tE·b,b(t − t′) = L·b,·bE·b,b(t − t′) + L·b,bEbb(t − t′) (J.5.16)
which can be deduced from the properties (J.3.4) and from
∂tE·b,·b(t − t′) = L·b,·bE·b,·b(t − t′) (J.5.17)
As a consequence, also by recalling (J.5.7), we obtain
m2 + m3 = m′3 − δx·b T (0)(E·b,b(t)Lbs + E·b,·b(t)L·b,s) + m′2 (J.5.18)
In light of (J.3.7) and (J.5.11), we have that, symbolically,
MTGVA(t) + rT1 GVA(t) =MTproj(t) + δx·b T (0)(E·b,b(t)Lbs + E·b,·b(t)L·b,s) (J.5.19)
the second term is exactly the nonlinear part of the transposed projection random force (J.3.11),
which we here denote rT1 proj(t). Finally one obtains the equivalence at O(δ2) we aimed to prove,
i.e.
MGVA(t) + r1 GVA(t) =Mproj(t) + r1 proj(t) (J.5.20)
The comparison becomes even simpler if the bulk is assumed initially at steady state, i.e. δxb(0) ≡




K.1 Effective equations solver
Integro-differential equations such as (5.5.12) can be solved via any standard differential equations
solver by appeal to an enlarged system of differential equations. The idea behind it is that every
memory integral term can be seen as the solution of a differential equation. Let us start from the
subnetwork reduced dynamics in the form
d
dt
δxs(t) = Kssδxs(t) + Ks,ss
(
δxs(t) ◦ δxs(t)) +M(t) (K.1.1)
where we have taken the large volume limit, in order to neglect the intrinsic noise. By recon-
structing the derivation of the memory vectorM(t) in terms of bulk conditional means δµb|s(t) =
ν(t) + νˆ(t), we can rewrite it as in (5.5.15), i.e.
M(t) =Ksbν(t) + Ks,sb(δxs(t) ◦ ν(t))+∫ t
0
dt′KsbeK




′′[eKbb(t′−t′′)Kbs]δxs(t′′), a vector of size Nb (number of bulk species). Some time
integrals in the memory are taken into account by this substitution and an equivalent numerical im-




= Kbbν(t) + Kbsδxs(t) (K.1.3)
The time integral left in the last term of (K.1.2) appears as a result of the insertion of µˆb|s(t) in
the effective action. This term can be rearranged and evaluated by introducing ad hoc auxiliary
variables. We need to decompose the exponential kernel eK
bb(t−t′) into a superposition of pure
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exponentials (by diagonalizing Kbb)∫ t
0
dt′KsbeK












δxs(t′) ◦ ν(t′)) + Kb,bb(ν(t′) ◦ ν(t′))] (K.1.4)
where λc are the Nb eigenvalues of Kbb (with negative real part to ensure stability), rc and lc
are respectively the right and left eigenvectors of Kbb, playing the role of the coefficients of this








δxs(t) ◦ ν(t)) + Kb,bb(ν(t) ◦ ν(t))] zc(0) = 0 (K.1.5)








As a conclusion, solving Ns subnetwork equations with integral memory terms is equivalent to
solving a system with 2Nb additional equations, the Nb ones describing ν(t) (see (K.1.3)) and
the Nb ones for z(t) (see (K.1.5)). For projection methods, the additional variables one needs to
introduce for expressing memory integrals via differential equations is given by the dimension of




Summary and Future directions
6.1 Summary
In this thesis, we have presented approaches inspired by theoretical physics to tackle model reduc-
tion and the inverse problem of state prediction in large networks of continuous degrees of freedom
(d.o.f.), bearing in mind the necessity for these techniques in biochemical systems with noise. In
particular, we applied path integrals to obtain effective Gaussian representations of Langevin-
type dynamics and the construction of both the Extended Plefka Expansion (chapter 2) and the
Gaussian Variational Approximation (chapter 5) can be rationalized from this point of view. This
choice was motivated by the fact that the theory of Gaussian processes is well established [16]
and Gaussian distributions (more generally exponential families) exhibit a “closure” property, i.e.
marginals and conditionals are still Gaussian. In addition, the characterization of the dynamics
consists of equations for just the first two moments as functions of time. Importantly, in deriving
the Gaussian Variational Approximation, we keep the couplings among trajectories rather than de-
coupling them, in such a way as to retain the microscopic details of their joint temporal evolution;
on the other hand, the Extended Plefka Expansion, where by construction we neglect the cross-
correlations between species, actually provides a mean field type approximation. For the latter,
the full dynamics of the network is assumed to contain arbitrary nonlinearities and interactions in
a generic drift φ(x(t)). The logic of the expansion can be summarized as follows. By appeal to the
Martin–Siggia–Rose–Janssen–De Dominicis (MSRJD) path integral formalism [19–22] one ob-
tains a representation of the dynamical trajectories x(t) comprising also auxiliary trajectories xˆ(t)
which play the role of responses. In analogy with the Plefka expansion well known for statics [33],
we introduce a parameter α to multiply φ(x(t)), i.e. controlling the interaction strength, in such a
way that α = 0 is equivalent to the non-interacting dynamics. We define a Gibbs free energy by
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introducing a set of fields acting as a “bias” of the path ensemble to constrain the first and second
moments of the resulting probability distribution over the physical and auxiliary trajectories: the
extension relies on the inclusion of these second moments when we deal with the dynamics of con-
tinuous d.o.f.. Next we expand the Gibbs energy for small α and up to the second order and setting
the biases to zero allows us to recast the interactions in terms of fields that we call “effective” as
they convey an effectively non-interacting version of the initial dynamics. As a result of writing
the approximated dynamics in terms of these effective fields, the coupling between trajectories is
replaced by a coupling of each trajectory to its own past via a memory and a coloured noise term.
The non-linear self-consistent relations one can derive for means, correlations and responses, the
order parameters of the theory, are the core of this new dynamical mean field description.
While the Extended Plefka Expansion is a novel contribution of this work, the Gaussian Varia-
tional Approximation, an already known approximation technique [110], is here revisited in the
MSRJD path integral language. The starting point is a Langevin dynamics describing unary and
binary reactions (i.e. biochemical complex formation and dissociation). By appeal to MSRJD path
integrals, one can formally write the probability distribution of x(t) and xˆ(t) which would be never-
theless infeasible to evaluate exactly; thus one can approximate it with a Gaussian to be found vari-
ationally, i.e. by minimizing a pseudo-distance (the Kullback-Leibler divergence [114]) between
the real and the approximating distribution. This approximate framework is chosen as convenient
to work out the “reduced" dynamics by marginalization, i.e. by integrating over the degrees of
freedom we are not interested in. Here “reduced" dynamics refers to the equations of motion for
the subnetwork, the subset of elements of interest. One can imagine selecting these because better
characterized either from the experimental or theoretical point of view. More precisely, we read
the equations reduced to the subnetwork encoded by this Gaussian variational distribution and we
find that they contain the reactions within the subnetwork in their original form, a memory term
and an additional coloured noise. The memory accounts for the fact that the subnetwork interacts
with the bulk, such effects propagate through the bulk and they feed back into the subnetwork
dynamics with some delay. The coloured noise stems from the propagation of fluctuations and
the uncertainty of the initial conditions in the bulk. We exploit a perturbative expansion about a
linearized dynamics as an analytically controlled way for deriving the expressions for the mem-
ory function and the coloured noise covariance. We show explicitly that the resulting subnetwork
description is equivalent to the one obtained by projection methods in [77] up to O(δx2) and for
negligible noise. Including the memory terms leads to higher quantitative accuracy of prediction
compared to other standard approximation schemes (isolated subnetwork and bulk in steady state),
as we illustrate for a toy model and for a subnetwork chosen from the protein-protein interaction
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network around the Epidermal Growth Factor Receptor [116]. In addition, memory and coloured
noise arising via the bulk, which can be seen as an embedding environment, provide a character-
ization of the extrinsic noise, whose importance in shaping biological dynamics is increasingly
acknowledged [8, 150, 151].
We have furthermore argued the usefulness of path integral methods in the context of inference for
dynamics. In chapter 3, we apply the Extended Plefka Expansion to study the Gaussian distribu-
tion over the bulk trajectories conditioned on some fixed observations, such as the data available
experimentally: while the conditional mean provides the best estimate of the bulk dynamics, the
equal time variance quantifies the uncertainty of this prediction, thus is a measure of the associated
error. In particular we look at an analytically tractable scenario to study the average performance
case: bulk and subnetwork evolving and interacting via a linear dynamics. We consider the station-
ary regime (where time translation invariance makes it convenient to work in the Fourier space),
mean field couplings (all-to-all, weak and long-ranged) and the limit of an infinitely large bulk
size. Under these conditions, the errors become site-independent self-consistently and equivalent
to the average error, which assesses the quality of the prediction from the macroscopic point of
view. We perform a scaling analysis of amplitude and time correlations of the average error in
the vicinity of the critical points in the parameter space (i.e. where the error would diverge). The
relevant parameters in this regard are α = Ns/Nb, the ratio1 between observed and hidden nodes,
and other structural parameters such as γ (related to the bulk internal stability) and p (related to
the relative weight of self-interactions and hidden-to-observed couplings). In chapter 4, we de-
rive the exact average performance case, i.e. without approximation. We imagine rewriting the
bulk posterior dynamics in terms of an “effective” drift (where by effective we mean conditioned
on observations): its expression contains in fact the original bulk-bulk couplings and a Lagrange
multiplier enforcing the constraints given by the observed values. By taking the stationary limit of
the Kalman filter [63] (the exact algorithmic technique for posterior distributions of linear dynam-
ics) we find that the posterior variance satisfies a Lyapunov-type equation containing the effective
drift. The aim is then to evaluate this expression in the thermodynamic limit, given the assumption,
as in chapter 3, that the matrix of couplings has Gaussian distributed elements scaling as 1/
√
Nb
and with arbitrary degree of symmetry. We average w.r.t. to spectral densities known by Random
Matrix Theory in the case of an equilibrium dynamics and by appeal to functional methods for
the non-equilibrium case: we obtain the same closed form algebraic equation for the posterior
1Note that, in the inference chapters 3 and 4, α is used mainly to designate this ratio, not as in the previous chapters
the small parameter for the Plefka expansion.
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variance as from the extended Plefka expansion, which can therefore be said to become exact
in the thermodynamic limit for a linear dynamics. This equivalence, an essential and non-trivial
consistency check for this novel framework, can be fully verified also for the case without observa-
tions, as developed in chapter 2, and its validity ultimately relies on the fact that interaction terms
become Gaussian for large networks with mean field couplings (from the central limit theorem).
As is clear from this work, a path integral representation of dynamics has a structure which is
amenable to the application of variational principles and convenient for formal manipulations
(e.g. mean field approximations, marginalization over trajectories); furthermore it offers a flexible
framework to develop a perturbative theory for nonlinear problems. More generally, mathemati-
cal tools borrowed from field theories in physics, such as path integrals (see also [136, 166]) and
Feynman diagrams [160], yield more accurate prediction methods and an understanding of dy-
namical behaviours grounded on detailed descriptions of fundamental components. These results
are promising and could motivate a systematic transfer of approaches from theoretical physics to
systems biology, still to be fully explored.
6.2 Future directions
Several aspects of the path integral approaches we have presented in this thesis deserve further
investigation, including the other applications and comparisons that we have already sketched in
the discussion at the end of each chapter. Let us here summarize and elaborate further how our
results could be expanded and bring future contributions to the fields of statistical physics, systems
biology and inference methods.
6.2.1 Implementation and performance
It would be interesting to assess more systematically the performance of the extended Plefka ex-
pansion in the presence of nonlinearities in the dynamics and on different types of graphs. For
example here (chapters 2 and 3) we considered fully connected networks described by Gaussian,
long-ranged interactions, whose behaviour is properly mean field; the performance of the extended
Plefka expansion should be maximal on these networks but an open question is to what extent it
would be still be reliable on non mean field networks, e.g. power law networks. An idea for future
work is then to implement this approximation for particular models and to compare the outcome
with the baseline of direct simulation of the system, across a range of parameter values. It will
be interesting to explore especially the dependence of its performance on the system size, the
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amount of dynamical noise, the strength and the symmetry of interactions, and the choice of initial
conditions.
6.2.2 Coarse-graining fluctuations in gene expression
A crucial objective, on which a systematic validation of our methods relies, is the application to
biological complex systems. We have developed the analysis of chapter 5 for unary and binary
reactions and provided examples of implementation in biochemical networks, but we aim to ex-
plore biological applications in more detail. Indeed one still needs to thoroughly investigate the
potential of our theoretical frameworks, e.g. by designing extensions or variants tailored to dif-
ferent settings. One could hope that they can be successfully utilized not only to reduce network
complexity but also to shed light on mechanisms not fully understood, such as the source and the
propagation of fluctuations in gene regulation.
Signal-transduction networks (built up of interacting proteins) operate at typical rates faster than
gene expression, which can be assumed to be approximately at steady state given the slow timescale.
This observation justifies our initial approach, focussing for simplicity on proteome dynamics (see
chapter 5). As a future goal, one could start to integrate the gene expression level into the protein
interaction network and use our setup to analyze regulation mechanisms. Gene expression con-
sists of the transcription of DNA to messenger RNA (mRNA) followed by translation to proteins
in the cytoplasm. It is generally acknowledged as a stochastic process, due to the low copy number
of DNA and mRNA molecules involved, and all the participating processes along the regulatory
chain propagate rather than average out fluctuations. A potential way to keep track of how the ran-
domness at gene expression level affects fluctuations in protein abundances is a coarse-graining
procedure, whose typical domain of application are systems with different temporal scales. In this
spirit, descriptions of events at a particular scale are improved by accounting for “effective” terms
stemming from an integration over processes at either finer or coarser scales. An interesting recent
observation is that proteins are produced by releasing large bursts during short time intervals and
each burst originates from stochastic events during transcription and translation [167]. In light of
this, Pedraza and Paulsson [167] estimate the stationary variance in protein abundance by adding
to the copy number noise a coarse-grained term that describes the noise inherited from mRNA and
depends on bursts and waiting-time statistics. The basic assumption is that protein levels do not
immediately adjust to changes in the protein synthesis rate, thus the measured values effectively
are determined by an average over mRNA fluctuations in a defined temporal interval according
to an appropriately chosen statistical distribution. The underlying molecular mechanisms are not
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sufficiently understood to predict specifically the statistics of burst size and frequency, which cru-
cially reflect the dynamics of how fluctuations are generated. Different hypotheses can be never-
theless put forward and validated through a coarse-grained approach, which could then provide
more conclusive evidence by direct comparison of its predictions with experimental findings on
protein abundances. Estimating such coarse-grained contributions is therefore an essential step to
integrate processes at the gene expression and protein level: the model reduction strategy we have
presented in chapter 5 could be applied to achieve this.
6.2.3 Learning rules and experiment design
The results of this work can help deal with partially observed networks, in particular to draw some
inference on the uncharacterized part (the bulk) starting from just subnetwork equations. This is
an essential task in systems biology, since noise and missing variables typically prevent one from
a complete knowledge of the system. So far we have focussed on state inference, which covers
only one aspect of what in general are referred to as inverse problems. A future direction would
then be to address, by using the same approach, other complementary questions, such as learn-
ing of unknown interactions and parameter fitting as well as identifiability2. Optimizing the data
likelihood in chapter 3, calculated in terms of path integrals, with respect to the couplings would
by definition give a maximum-likelihood estimate for these quantities. The relevant learning rules
could be developed starting from the means/correlations equations for fixed couplings. One could
investigate aspects such as the accuracy of the inferred couplings and the computational efficiency
of the iterative algorithms for implementing the learning rules. Importantly, as discussed in chap-
ter 3, by accounting for temporal series (which might be available from experiments) as paths, we
are actually incorporating additional information stemming from the temporal structure of data:
it would be interesting to assess more systematically the advantages of modelling data explicitly
as a trajectory over time. It could be relevant for parameter fitting, thus model selection, as it can
add constraints to the estimation. Many models are in fact compatible with a set of parameters and
it is then important to assess to what extent this range of different values is due to experimental
uncertainty or reveals something more fundamental such as robustness of biological functions.
Let us stress that our results could be already relevant in this regard, as tackling inverse problems
relies on an interplay between state inference and parameter estimation. In this thesis, we have
analyzed the inference problem for the time courses of hidden nodes, assuming that the model
2Parameters identifiability is the problem of what parameters can be inferred: Fisher Information Matrix (FIM) is a
classical criterion used in this regard, see [168].
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parameters (couplings) are randomly distributed with known average properties (degree of sym-
metry, strength). As a next step, one could think of considering the parameters to be determined
by Expectation-Maximization algorithm [54, 169], where the Expectation part relies precisely on
computing the posterior statistics. Our simple expressions for the average posterior variance in
terms of the average coupling strength and degree of symmetry would then simplify this proce-
dure in some regimes and help investigate it in an analytically controlled, thus more insightful,
way.
Moreover, our results could be of interest in experiment design when the spatio-temporal evolu-
tion of just a few species is actually under control. Which and how many variables one should
measure, which species should be perturbed to get information on other ones, how reliable is the
prediction depending on the amount of data and known properties of the system: these are all ques-
tions of theoretical and practical significance towards the choice of experimental settings as well
as the interpretation of results. In chapters 3 and 4, we analyzed how the inference error depends
on structural parameters of the system such as the ratio between the numbers of observed and
unknown nodes of the network, the degree of symmetry of the interactions and their amplitudes
relative to the decay constant of the internal unknown dynamics: all of them can be considered as
measurable at least indirectly. One could think of settings in which such a study might actually
guide the experiment preparation in such a way to maximize the inference accuracy. For exam-
ple the parameter α, measuring the relative number of nodes to monitor over time, could enter
the specification of a hypothetic experimental protocol. If we suppose that an estimate of other
parameters (γ, p, η) is available either from previous measurements or some a priori knowledge,
explicit expressions for C(0), the average inference error when many hidden trajectories are re-
constructed, in some region of the phase space might serve to fix a minimal α for C(0) to be below
certain set precision thresholds. We could also think of extending the framework presented in
chapter 5 and incorporating a systematic analysis of the response to perturbations, possibly with
the addition of gene expression. A similar analysis has been developed with projection methods
to predict the change in steady states and memory functions expected in the subnetwork from per-
turbations in the bulk [134]. In this way one obtains results directly comparable with experiments
of gene knockdowns and targeted perturbations of individual components of signalling pathways
[111, 170]. Importantly, they could help choose which perturbations should be applied to best
deduce unknown values of kinetic parameters and/or concentrations.
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6.2.4 Connection to information-theoretic tools
There are precedents for the use of path integral approaches to develop sensitivity estimators
[171, 172] and tools of fidelity control in coarse-grained descriptions [173], thus tackling ques-
tions related to uncertainty quantification, model reduction and model selection. The main idea
is that path distributions allow one to define the dynamical analogues of the Relative Entropy
Rate (RER) - whose definition corresponds to the KL divergence - or Fisher Information Matrix
(FIM) for systems not satisfying equilibrium assumptions. In these existing approaches based on
path integrals and concepts from information theory one sees at work the following core ideas:
measuring the loss of information by defining pseudo-distances (RER) in the path space and find-
ing the most faithful coarse-grained models or the most robust set of parameters by minimizing
such a distance. Similarly, in chapter 5, the KL minimization allows us to retrieve the optimally
parametrized description in terms of Gaussian moments, i.e. the means and correlations defining
the approximating distribution for the whole temporal trajectory.
In the case of sensitivity analysis, the RER between path distributions quantifies the information
loss/change in changing from set of parameters θ to a perturbed one θ + . Consistently with this,
the FIM is used as a methodology for analyzing the sensitivity of path distributions with respect
to the perturbation  in the parameters (due to uncertainty or experimental errors). In the path
space, information-theoretic tools, such as RER and the KL divergence, and FIM can be treated as
observables of the stochastic dynamics, thus estimated by Monte Carlo methods. Sampling them is
necessary when simpler approximations are not applicable, e.g. when one expects large deviations
or non-Gaussianity in the long time behaviour such as for sustained random oscillations [174]. In
some regimes, such as well mixing species which reach a single steady state, the RER and FIM
can be calculated analytically: e.g. in [168] the authors apply the Linear Noise Approximation
(LNA) [64] for this purpose in such a way as to reduce the FIM calculation to a set of ODEs. (The
LNA has a Gaussian solution, thus once equations for means, variances and correlations are given,
deriving them with respect to parameters leads one to the equations for the FIM). One could follow
a similar baseline and estimate the FIM in our Gaussian reduced framework (chapter 5). In this
way we could study the sensitivity w.r.t. variation in parameters in the full network starting from
just subnetwork equations; this would contribute to model selection strategies when only a few
species can be controlled externally. More generally, as potential research directions, one could
think of defining information-theoretic quantities within our frameworks to see whether parameter
estimation and sensitivity analysis could be addressed in an efficient way.
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Malheureusement, les choses ne se passent pas avec cette simplicité. Il se peut bien - et encore ce
serait à examiner - qu’une science naisse d’une autre mais jamais une science ne peut naître de
l’absence d’une autre, ni de l’échec, ni même de l’obstacle rencontré par une autre. 3
Michel Foucault, “Les mots et les choses”
Multa novis verbis praesertim cum sit agendum
propter egestatem linguae et rerum novitatem 4
Lucretius, “De rerum natura”, I, 138-139
3Unfortunately, things do not happen as simply as that. It is quite possible - though it would be a matter requiring
careful scrutiny - that one science can arise out of another; but no science can be generated by the absence of another,
or from another’s failure, or even from some obstacle another has encountered.
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