Introduction
Although competition in banking markets can benefit consumers by improving choice, lowering borrowing rates and raising deposit rates, the impacts on bank stability remain less obvious. Theories on the links between competition and stability suggest that competition may have both favourable and unfavourable effects (e.g., see Carletti and Hartman, 2003; Beck, 2008; and Vives, 2011 for good overviews), while the empirical results on this issue provide varying degrees of support for both effects.
1 As a result, understanding whether competition is good or bad for stability continues to be of interest to academics and policymakers (e.g., Tucker, 2015; Bank of England, 2015; Dickinson et al., 2015) .
To shed further light on this issue, this paper analyses the effect of competition on bank-level stability in the UK between 1994 and 2013. Discussed in more depth below, we follow much of the literature on this topic and concentrate on competition within a broadly defined banking market (i.e., firms that undertake intermediation services transforming deposits into loans) rather than competition within specific product markets (e.g., within the mortgage market or retail deposit market). Our focus on the UK is motivated by several legislative and regulatory changes aimed at broadening competition in the UK banking markets that occurred in the two decades prior to our estimation period: e.g., the Banking Act of 1979; the 'Big Bang' in 1986; the Building Societies Act of 1986.
2 This trend in deregulation continued into the 1990s with the European Second Banking
Coordination Directive of 1993, reducing barriers to entry by allowing European banks to operate in different markets.
3
The UK banking system consists of a small number of large, dominant institutions together with a large number of small, challenger institutions. Several studies of competition in the UK banking market suggest that the banking sector is best characterised by the model of monopolistic competition (e.g., Heffernan, 2002; Matthews et al., 2007; de-Ramon and Straughan, 2016) . To our knowledge, however, there is no research that has examined the effects of competition on stability exclusively for the UK. 4 This issue is of particular importance in light of the UK government's ongoing scrutiny of competition in the UK banking markets (e.g., Cruikshank, 2000; Independent Commission on Banking, 2011; CMA, 2016) and the explicit mandate that the Bank of England's Prudential Regulation Authority, the UK's primary prudential bank regulator, now has to consider competition when discharging its primary safety and soundness objective (e.g., Dickinson et al., 2015) .
For these reasons, a key aim of our paper is to shed light on which of the two competing theories on the competition-stability link better characterises the situation in the UK or whether both are valid simultaneously. Some studies argue that competition reduces stability ('competitionfragility'), since it erodes valuable franchise value and encourages banks to increase risk and operate with low capital buffers (e.g., Keeley, 1990; Hellman et al., 2000) . Others contend that competition increases stability ('competition-stability'), because as competition in credit markets intensifies and loan rates fall, borrowing firms' probability of default declines, which improves banks' profitability 3 and helps build capital buffers (e.g., Boyd and De Nicoló, 2005; Boyd et al., 2006; Schaeck et al., 2006) , thus raising bank stability overall. Some have also argued that both strands of the literature may not necessarily yield opposing predictions and that the link may depend on the degree of competition in a non-linear way (e.g., Martinez-Miera and Repullo, 2010) or on features and incentives of the institutions within the relevant banking markets (e.g., Berger et al., 2009; Tabak, et al., 2012; Liu and Wilson, 2013) and countries (e.g., Beck et al., 2013) .
Our paper is most closely related to this last strand of research. We contend that even if market power in asset markets results in riskier assets, the overall stability of a bank need not decrease. This outcome can arise if banks take actions to protect against the loss of franchise value, by, for instance, holding more equity capital. Consequently, when a bank charges higher lending rates and has a riskier loan portfolio, the bank may still choose a lower overall risk. As Berger et al. (2009) points out, this idea suggests that to determine whether one or both of the theories may operate simultaneously, it is important in empirical studies evaluating the effects of market power on bank stability to select dependent variables that reflect both asset risk and overall bank risk. We employ the Z-score, an inverse proxy for overall bank risk, as our main dependent variable of interest. This measure has been widely used in the literature examining the competition-stability link (e.g., Berger et al., 2009; Tabak et al., 2012; Liu and Wilson, 2013; Schaeck and Cihak, 2014; Cummins et al. 2017) and has an added benefit: its component parts reflect proxies for asset risk and leverage risk. In addition to estimating the effects of competition on overall risk (Z-score), we estimate the effects separately for each of these component parts using the same model, which allows us to draw inferences about the two opposing theories.
An additional issue in evaluating the opposing theories is how to measure competition. Zigraiova and Havranek (2016) document that the definition of bank competition used by researchers influences results in a systematic way. 5 To check for robustness of our findings, we include three distinct measures and evaluate the effects of each separately. First, as our main measure of market power, we use the Lerner index, which captures the extent of banks' price-cost mark-ups based on the difference between output price and marginal costs. Second, we employ the Boone (2008) indicator, which is a measure of competition from an efficiency perspective. This second measure captures the impact of competition on the performance of efficient banks, consistent with the industrial organization literature, which demonstrates that competition reallocates profits from inefficient to efficient firms (e.g., Stiroh, 2000) . Third, we include the Herfindahl-Hirschman Index (HHI) for assets as another measure of market power. 6 We carry out our analysis of the effects of competition in three parts. In the first, we estimate measures of the Lerner index and Boone indicator and construct HHI for assets in the UK banking markets over the period 1991 to 2013. In the second, we estimate the link between competition and stability by estimating panel data models where the dependent variable is one of six measures of bank stability: the Z-score or one of its constituent components (i.e., return on assets, equity-toasset ratio, volatility of return on assets, risk-adjusted return on assets, risk-adjusted leverage ratio). We do this separately for each of our three measures of competition, while controlling for bank-level 4 and macro-economic factors that also influence bank stability. Finally, in the third part, we employ quantile regression to examine whether the effect of competition on stability depends upon the financial health of the bank, as measured by Z-scores, risk-adjusted returns and risk-adjusted capitalization. We explore if relatively weak banks respond differently compared to relatively strong banks, i.e., banks with higher Z-scores, risk-adjusted returns or risk-adjusted capital ratios. 7 In carrying out these steps, the study relies on a proprietary dataset of regulatory information on all UK banks (including foreign subsidiaries) and building societies (see de-Ramon et al, 2017) .
By way of preview, our measures of competition confirm the consensus finding that monopolistic competition best characterises competition in the UK banking market. Our findings on the effect of competition on stability for the UK banking sector indicate that, consistent with the competition-stability view, asset portfolio risk increases with market power (i.e., in a less competitive environment). At the same time, however, our results also lend support to the competition-fragility view: we find that overall stability increases with market power (i.e., in a less competitive banking market). The overall higher stability comes largely from banks electing to hold significantly more equity capital, consistent with the franchise value theory.
We also find that the effects of competition on stability are not homogeneous across financially weak and financially healthy institutions. In particular, our results suggest that, consistent with the competition-stability view, the stability of the relatively weakest institutions worsens in the face of greater market power (or in a less competitive environment). However, the stability of the relatively strongest institutions improves with market power (or in a less competitive environment), in line with the competition-fragility view. The different effects appear to derive mainly from the relatively strongest banks' desire to hold higher equity capital, consistent with the franchise value paradigm. This last set of findings suggests that policymakers may need to consider that the effects of competition on sector stability may be contingent on the stability of banks operating in the relevant banking market.
Our paper contributes to the research on the competition-stability link in a number of ways. First, to our knowledge, this is the first study that examines whether the strength of competition and stability varies according to the underlying risk of a bank solely for the UK. Our findings are useful for reconciling the mixed results on this issue in cross-country settings. Second, we offer some initial insights into the factors contributing to the competition-stability link in the UK. Third, we employ both the Boone indicator and Lerner index to examine the effects of competition on stability. Because these measures derive from different perspectives (i.e., cost efficiency versus market power), each offers a different explanation of the channels through which competition contributes to stability.
The remainder of this paper is structured as follows. Section 2 briefly discusses the relevant literature. Section 3 outlines our empirical approach and describes the measures of stability and competition used in this paper in more detail. Section 4 discusses our data and sample. Section 5 reports results. Section 6 concludes.
7 Schaeck and Cihak (2014) examine heterogeneous responses to competition using a sample of European banks and find that less stable banks, i.e., those with low Z-scores, benefit less from competition than more stable banks. Liu and Wilson (2013) , focusing on Japanese banks, find that the relationship between competition and stability, measured by Z-scores, differs according to the initial risk of the banks. They find that competition enhances the stability of high risk banks, while it weakens the stability of initially lower risk banks. We extend both analyses to consider other aspects of bank stability.
5

Relevant literature
Our paper expands on the theoretical and empirical literature examining the relationship between competition and stability in the banking system. The literature on this topic sets out two competing views of the response of banks to changes in competition intensity. The first view, known as the competition-fragility hypothesis, suggests that competition erodes market power, decreases profit margins and, in turn, reduces franchise value, which creates incentives for banks to take greater risks (e.g., see Marcus, 1984; Keeley, 1990) . A key implication underlying this idea is that as banks gain market power, their franchise value increases. Since this franchise value reflects intangible capital that banks will only realise if they do not go bankrupt, the larger the value, the more reluctant banks become to increase risk. In this case, they elect to take more prudent actions by, for example, holding more equity capital or by increasing underwriting standards or screening activities.
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The second main view, known as the competition-stability hypothesis, posits that as banks gain market power, it is also possible that their portfolio risk increases. This theory contends that more competitive banking systems result in more, rather than less, stability. The idea behind this view is that banks with market power will earn rents by charging higher rates on loans. However, higher borrowing rates may increase the riskiness of banks' asset portfolios because of adverse selection (Stiglitz and Weiss, 1981) and moral hazard (risk-shifting) problems. Such higher borrowing rates, by discouraging safe borrowers and encouraging riskier projects, means that the overall quality of banks' asset portfolios worsens. Boyd and De Nicolo (2005) formalise this idea and show that higher competition that lowers lending rates also reduces the likelihood of borrower default. As a result, banks will face lower credit risk on their loan portfolios in more competitive markets, which acts to improve bank profitability and capital, bolstering stability overall. Allen et al. (2011) also show how competition in credit markets can lead to higher stability through a different mechanism. In particular, they demonstrate theoretically that market discipline on the asset side of the balance sheet can provide incentives for banks to fund themselves with higher capital as a way of committing to monitor borrower risk and reduce funding costs overall. They go on to show that these incentives are strengthened where there is more competition in loan markets, offsetting the hypothesized de-stabilising effects of competition under the franchise value paradigm (i.e., more competition leads banks to increase risk to raise returns).
Together, the papers by Boyd and De Nicolo (2005) and Allen et al (2011) offer different, but complementary, explanations for how heightened competition in loan markets can lower loan portfolio risk and raise bank stability overall. Underlying both papers, however, is the assumption that competition affects banks similarly. Our study contributes to this literature by providing some initial empirical insights into whether the potentially stabilising effects of competition are different across banks in the UK.
Extending the De Nicolo (2005) model, Martinez-Miera and Repullo (2010) develop an alternative view which shows that the effects of competition on stability may depend on the degree of competition in the relevant banking markets. In particular, they show that while increased 6 competition which lowers lending rates can improve borrowers' ability to repay loans and thereby reduce the credit risk of a bank's loan portfolio, in turn, improving bank profitability and stability, lower lending rates can also reduce interest revenues, dampening bank profitability and stability. Their model suggests that the relationship between competition and stability is not monotonic, but rather U-shaped, involving two countervailing effects: (i) a credit risk-shifting effect (e.g., in the spirit of Boyd and De Nicolo, 2005) , which, by implication, improves earnings and (ii) an interest margineffect that reduces earnings. As a result, the impact of an increase in competition (i.e., reduction in market power) can go either way, depending on which of these effects dominates. They go on to show that the risk-shifting effect dominates in very concentrated markets such that increased entry (i.e., more competition) reduces credit risk, as measured by non-performing loans. In already competitive markets, the margin effect is shown to dominate such that further entry (i.e., more competition) reduces interest revenue, thus worsening profitability. Jiménez et al. (2013) test this hypothesis using detailed deposit and commercial loan market data from Spain. They focus exclusively on evaluating the relationship between competition and loan portfolio risk, as measured by non-performing loan ratios, rather than overall bank stability using an index like the Z-score. To proxy competition, they employ measures of loan and deposit market concentration by region and product-level Lerner indices (as more direct measures of market power). Using the standard measures of market concentration in both loan and deposit markets, they find support for the non-linear relationship posited by Martinez-Miera and Repullo (2010) . In loan markets, the relationship is convex and consistent with the predictions of Martinez-Miera and Repullo (2010), suggesting that as competition increases, non-performing loan ratios first decline and then increase beyond a certain point. 9 Their results based on product-level Lerner indices show that non-performing loans are inversely associated with the degree of market power in the loan market: i.e., credit risk declines as market power in banks' loan markets increases. 10 This evidence is more supportive of the franchise-value paradigm and does not provide evidence for the 'riskshifting' paradigm identified by Boyd and De Nicolo (2005) . 11 However, because their study only considers loan portfolio risk, which is just one aspect of a bank's risk profile, it is difficult to draw conclusions on the effects of competition on stability more broadly. As discussed below, our study addresses this possible shortcoming by employing similar measures of competition and evaluating their effects on a measure of overall bank stability (Z-score) as well as its components representing portfolio risk. Berger et al. (2009) address this issue by regressing measures of loan portfolio risk (nonperforming loan ratios), bank risk overall (Z-scores), and bank equity capital (to assets) ratios separately on several measures of market power (i.e., HHI deposits, HHI loans and Lerner index) in a cross-country setting using data for 8,325 banks in 23 developed countries. They argue that even if market power in the loan market results in riskier loan portfolios, the overall risk of a bank need not increase if banks take actions to protect their valuable franchises, by funding balance sheets with 9 In deposit markets, while traditional measures of concentration support the nonlinear relationship between competition and risk-taking in the loan portfolio, the relationship is unexpectedly concave. The authors point out that this unexpected result warrants further research on the influence of competition when it affects both sides of the balance sheet. 10 Using a Lerner index computed for deposit products in the Spanish banking system, they find no statistically significant association between non-performing loan ratios and market power in deposit markets. 11 Zigraiová and Havránek (2016) report meta-analysis that considers how the inclusion of non-linear effects of competition affects the relationship with financial stability measures (including the Z-score). They find that studies including quadratic terms of competition lend considerably more support to the competition-stability hypothesis. more equity capital or taking other risk-mitigating actions. Their results show that banks with higher market power are more stable overall (i.e., have higher Z-scores), consistent with competitionfragility hypothesis. Their results also provide support for one element of the competition-stability hypothesis -namely that market power increases loan portfolio risk (as measured by higher nonperforming loan ratios). They go on to show that the positive impact of market power on overall financial stability is at least partially explained by banks holding materially higher equity capital ratios. Importantly, their results are consistent with the idea that the two main competing theories need not lead to opposing views, but can hold concurrently depending on how measures of risk and stability are defined in these studies.
Using different measures of competition and risk and data from 10 Latin American countries between 2003 , Tabak et al. (2012 also find evidence supportive of non-linear effects of competition and that the two competing theories can hold simultaneously. They use the Boone indicator as their main measure of competition and a modified version of the Z-score as their main measure of stability and find evidence that competition affects risk taking behaviour in a non-linear way. In particular, they find that both high and low levels of competition improve stability, consistent with the competition-stability and competition-fragility hypotheses, respectively. At the same time, they find that banks facing average, or 'middle-of-the-range', levels of competition take on more risk. The amount of shareholder capital plays a crucial role in explaining this non-linear effect. In highly competitive markets shareholder capital supports stability of large banks, while in less competitive environments shareholder capital is key to discipline banks to maintain stability. Boyd et al (2006) offer some additional insights into the driving factors underlying the competition-stability link. Using bank-level data from the US for 2003 and separately from nonindustrialised countries spanning 1993 to 2004, they find that more competition (i.e., lower concentration measured by HHI assets) is associated with greater bank stability (i.e., higher Zscores), consistent with the competition-stability hypothesis. They also document that the effect of competition on Z-scores is primarily driven by a positive association between concentration and volatility of return on assets, suggesting that banks reduce their asset portfolio risk as competition intensity increases.
In a cross-country analysis, Beck et al (2013) document evidence that country-level factors affect the strength of the relationship between competition and stability. Using data from 79 countries (including developed and developing economies), they regress bank-level Z-scores on the Lerner index and country-level controls. They find a positive coefficient on the Lerner index in their pooled, cross-country models (and, importantly, they find the same for regressions using data for the UK only), consistent with the franchise value paradigm and the competition-fragility hypothesis. They show, however, that a reduction in market power (i.e., increase in competition) has a larger impact on banks' risk-taking incentives in countries that have more strict activity restrictions, lower systemic fragility, better developed stock exchanges and more general deposit insurance. Of note, as part of their robustness checks, they test whether the relationship between competition and stability also depends on banks' relative riskiness. They argue that distressed banks have a greater incentive to exploit competition towards more aggressive risk-taking. They go on to state that their unreported results of different specifications (controlling for individual distress) show that competition has an even stronger positive relationship with bank fragility for distressed banks.
Discussed below, our study also considers possible cross-bank heterogeneity in the effects of competition on stability by conditioning on the underlying financial strength of the institution.
Using a cross-country sample of European banks spanning 1995 to 2005, Schaeck and Cihak (2014) explicitly examines for such heterogeneous effects and finds that competition, as measured by the Boone indicator, not only enhances stability, but that its effect is more pronounced for healthy banks than for fragile banks. They employ quantile regression to condition on bank stability (Z-score) and find that fragile banks at the lower tail of the distribution benefit less from competition. In other words, relatively more fragile banks, i.e., those with lower earnings, lower capital ratios and lower and more volatile earnings, are likely to find it harder to survive increases in competition (relative to more efficient banks in their study). Importantly, their results suggest that relying on a single measure of central tendency may not be adequate in assessing the impact of competition.
12 Our paper contributes to this research by employing quantile regression to test for heterogeneous effects conditioned on bank-level health, based on Z-scores. We extend this analysis to consider whether the effects also depend on (i) measures of portfolio risk and capital adequacy and (ii) the inclusion of data from the 2007-09 financial crisis.
In a single country setting, Liu and Wilson (2013) also investigate whether the relationship between competition and stability varies according to the initial risk of commercial and cooperative banks in Japan. They study a short time period between 2000 and 2009 in a dynamic set up identifying banks in different risk quantiles and interacting that classification with competition. Their baseline results, which do not account for underlying bank risk, indicate that competition lowers bank stability, supporting the competition-fragility hypothesis. When considering bank risk, however, they find that the effects of competition are different and, moreover, that the two competing theories of competition hold simultaneously. Competition improves the stability of banks with high initial levels of risk, consistent with the competition-stability hypothesis, while at the same time it weakens the stability of banks with lower initial levels of risk, consistent with the competition-fragility hypothesis. This study's results provide yet further impetus for our approach that considers bank risk when investigating the relationship between competition and stability. We also focus on examining the competition-stability link in a single country setting. This helps ensure consistency in measures of our dependent and independent variables and avoids having to control for potentially confounding factors that can influence the link (e.g., as documented in Beck at al., 2013) .
Empirical approach
We investigate the link between bank stability and competition by initially estimating models of the form:
where , is a measure of stability for bank at time , is the level of industry-wide competition, and , and are vectors of bank-level and macroeconomic controls, 9 respectively. 13 We use several different indicators as dependent variables to proxy for bank stability:
the Z-score, return on assets, equity-to-assets, standard deviation of return on assets, risk-adjusted return on assets and risk-adjusted leverage ratio; and three distinct proxies for competition: the Boone indicator, Lerner index and HHI assets, all discussed in more depth below. 14 We examine the relationship between stability and competition using separate regressions for each measure of competition. Except where noted otherwise, we lag our explanatory variables by two periods (i.e., 6 months) to address potential endogeneity issues. 15 We include bank fixed effects to control for unobservable bank characteristics over time, and , is a random error that has a normal distribution.
Our main coefficients of interest are those associated with the degree of bank market competition,
. As described below, increasing values of each of our competition measures are associated with less intensive competition conditions (or, alternatively, more market power). More specifically, a higher (i.e., less negative) Boone indicator is associated with less intensive competition; a higher Lerner index is associated with greater market power; and a higher HHI is associated with greater concentration, which can be interpreted as greater market power under certain conditions. Finding a positive coefficient in equation (1) would suggest that less competition (more market power) is associated with greater stability, which is supportive of the franchise value paradigm and consistent with the competition-fragility hypothesis. In contrast, finding a negative coefficient would imply that a less competitive environment (more market power) reduces bank stability, providing evidence in support of the risk-shifting paradigm (e.g., Boyd and De Nicoló, 2005) and the competition-stability hypothesis.
Dependent variables
To provide a direct measure of overall bank stability, we construct the Z-score, which is common in the literature examining the relationship between financial stability and competition (e.g., Boyd et al., 2006; Schaeck and Čihák, 2014; Ijtsma et al., 2017; Cummins et al., 2017) . The Z-score is an accounting-based measure of risk calculated at the firm level as:
where , is the return on assets for deposit-taker at time , , is the capital (equity to assets) ratio and , is the standard deviation of the return on assets. We use a four-year (16 quarter) rolling window (of annualised) returns to calculate , , which allows for sufficient variation in the 13 Discussed in the results section, we also evaluated the link using a quadratic competition term in equation (1) to examine for non-linear effects. While the results of this specification (discussed in Appendix B) suggest that the effects of competition on stability may be less pronounced when competition is extremely intense or when market power is extremely intense, the results were generally consistent with the competition-fragility view. 14 We use only aggregate measures of competition and concentration in this study. While we do have a firm-level measure in the Lerner index, the use of a firm-level competition indicator in the framework shown in equation (1) is problematic. This is because both the Z score and Lerner index use individual bank measures of return on assets per period in their construction, raising possible endogeneity issues. Using the aggregate median of the Lerner index partially addresses this issue. We also employ lagged values of the median of the median Lerner index as an instrument in estimating equation (1) to address the potential endogeneity issues further. A key caveat in using an aggregated measure of the Lerner index is that we can only investigate the effect of sector-wide competition conditions, rather the market power of individual firms, on bank stability. 15 As discussed below, formal tests for possible endogeneity of the measures of competition support this choice.
denominator and avoids the Z-score from being driven primarily by the fluctuations in the level of the return on assets and the capital ratio.
Following the literature (e.g., Laeven and Levine, 2009) , we interpret the Z-score as a 'distance to default' metric, measuring the number of standard deviations a bank's return on assets has to decline to deplete its equity. In this sense, the Z-score encompasses risk across a firm's activities. A higher Z-score implies a lower probability of insolvency and hence greater stability. To deal with outliers and the highly skewed nature of the Z-scores in our sample, we use the logarithm of the Zscore in our estimations.
While the Z-score provides a measure of overall bank stability, it has an added benefit in that its constituent parts proxy for different aspects of a bank's stability that can be used to undertake a more nuanced analysis of the effects of competition, which can help in understanding whether one or both of the competing theories may explain the case for the UK. In particular, we focus on five components of the Z-score to establish whether effects on overall stability are attributable to the effects of competition: (i) profitability (i.e., , ); (ii) capitalisation (i.e., , ); (iii) volatility of profits (i.e., , ); risk-adjusted profitability (i.e., , / , ); and (v) risk-adjusted capitalisation (i.e.,
, / , ). 16 We use each component as an alternative dependent variable in equation (1) to study the effects of competition on different aspects of stability.
The coefficients on the competition indicators in specifications involving the profitability measures (
, and , / , ) can provide evidence on the risk-shifting effects as posited by Boyd and De Nicoló (2005) . Negative values for in equation (1) would imply that as market power increases (competition decreases), bank profitability, both on an unadjusted and risk-adjusted basis, declines, supporting the risk-shifting paradigm and the competition-stability hypothesis. Further, the coefficients on the competition indicators in specifications employing the two capitalisation measures ( , and , / , ) can provide indirect evidence on the franchise-value effect. Positive values for would imply that as market power increases (competition decreases), bank capitalisation increases, supporting the franchise value effect and the competition-fragility hypothesis.
Explanatory variables
We employ three distinct measures of competition and include each in separate regressions to examine their effects on bank stability: the Boone indicator, the Lerner index and the HHI for assets. This subsection provides background on each competition measure. It also describes the bank-level and macro-economic controls used in each specification.
The Boone indicator
The Boone indicator measures competition from an efficiency perspective. This measure relies on the output-reallocation effect of competition: an increase in competition intensity, either as a result of an endogenous strengthening of competitive effort or from lowering of market barriers to entry, will lead to a relative increase in output of the most efficient firms in the market (Boone, 2008) . As straightforward measures of efficiency are not generally available for the financial sector, the Boone 11 indicator is generally modelled empirically as the (time varying) elasticity of profits to average variable costs. Profits should vary more widely for any given change in variable costs when competition intensity is greater, indicated by a higher (negative) elasticity. Lower (more negative) values of the Boone indicator imply more intense competition, whereas higher (less negative) values point to less intense competition.
We modify the Boone indicator to account for the strategic behaviour of firms in building market share. In the presence of switching costs for consumers, deposit-takers can temporarily increase deposit interest rates to increase their customer base and expand their balance sheets. This strategic behaviour increases variable costs but is not related to changes in the efficiency of the firm. Consequently, without adjusting for this behaviour, estimates of the Boone indicator will be too high (less negative) than that implied by the underlying efficiency of the industry. We set out our estimation methodology in more detail in Appendix A.
17 Figure 1A shows how the standard and adjusted Boone indicators evolved over our sample period. The indicator evolves over the period in several ways: (i) a long-term trend of falling competition over the whole period; (ii) shorter lived increases in competition of between two to four years; and (iii) high frequency increases and decreases in competition. As expected, the adjusted Boone indicator is lower than the standard estimate where firms are engaged in strategic 'market share competition', indicating that the standard measure is underestimating competition intensity where this behaviour is present. However, the distortion is generally limited to the period of the late 1990s, which is consistent with the period of consolidation and strong competition intensity identified in de-Ramon and Straughan (2016) . We use the adjusted Boone indicator in our analysis. 
The Lerner index
The Lerner index is a commonly used measure of market power, computed as the ratio of the difference in the output price and marginal cost , to the output price:
19 Appendix A provides more detail on how we calculated this measure, which ranges between 0 and 1. High (low) values denote high (low) market power, which studies typically interpret as a sign of lower (higher) competition intensity. In contrast to the Boone indicator, which is estimated from the conditional mean of the data for all firms in each period, the Lerner index is derived from a total cost function estimated on a firm-by-firm basis in each period. Figure 1B shows that the median and average values of the Lerner index evolve in a similar pattern through the period, from values of around 0.07 at the beginning of the sample, to around 0.11 at the end, suggesting an overall increase in market power, consistent with a general decline in competition intensity over this period. Figure 1B also shows shorter-lived periods where competition intensified and weakened. We use the median measure of the Lerner index in our analysis, although note that (unreported) results using the average Lerner index are not materially different.
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The Herfindahl-Hirschman Index (HHI)
Many studies examining the links between competition and stability have used the HHI as a direct measure of competition (e.g. Berger et al, 2009 ). The HHI is a measure of market-share concentration, with higher values reflecting more concentrated, less-competitive market conditions. However, concentration measures can be poor measures of competition (Bikker et al, 2012) ; the measured HHI may reflect the long-term outcome of competition or firms' strategic behaviour rather being indicative of the competitive behaviour itself. We use the HHI for total assets as a measure of concentration across the markets in which deposit takers compete to compare our results against past studies that rely on such measures. The HHI measure excludes non-banks markets shares which may represent an important part of some banking markets. The HHI for assets, set out in Figure 1C , shows that concentration remained broadly unchanged over the first decade of our sample, then started to rise around 2001. We also note that the HHI for total loans and deposits follow a similar path.
Bank-level and macroeconomic controls
We include a number of bank-level controls to account for other factors that influence bank stability. 20, 21 We use bank size (log of total assets) in all of the specifications to consider the possibility that, on the one hand, larger banks may be influenced by 'too-big-to fail', moral hazard incentives. On the other hand, larger banks may also be better diversified across geographic regions and asset classes. In addition, we include the ratio of loan loss provisions to assets as a proxy for asset quality, with the idea that higher ratios reflect potentially higher credit risk. To account for business model diversification, we include the ratio of total loans to assets and the ratio of noninterest revenue to total revenue. We also include the ratio of wholesale funding to total liabilities to capture exposure to liquidity risk.
The estimation period encompasses a full economic cycle as well as periods of notable turmoil in the banking sector, including the 2007-09 financial crisis and the small banks' crisis experienced in the UK during the early 1990s. 22 To account for macroeconomic conditions, we incorporate three variables: the rates of UK real GDP growth, unemployment (lagged 4 periods) and inflation. 23 We expect bank-stability to be positively related real to GDP growth and negatively associated with unemployment. 
Data and sample selection
We construct an unbalanced panel dataset using the Bank of England's Historical Banking Regulatory Database (HBRD), which contains detailed balance sheet and income statement information assembled from regulatory reports submitted by UK regulated firms (e.g., see de-Ramon et al., 2017) . Our panel dataset includes quarterly information on more than 250 firms spanning the period 1989 to 2013. The original sample includes data on UK regulated commercial banks, building societies and foreign bank subsidiaries operating in the UK.
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In defining the relevant banking market for this study, we focus on firms that undertake a financial intermediation role of transforming deposits into loans in the UK. This focus means that our initial sample includes a broad range of business models that tie together products and services across several financial markets including deposits, loans and payment services offered to different customers (households and businesses). Given the fungible nature of banks' funding and the ability to cross-subsidise activities across the balance sheet, measuring competition in each market would require assigning costs arbitrarily to each activity. Instead, we measure UK banking market competition at an aggregate level and identify prices and costs (or concentration) based on an overall balance sheet-based approach rather than an activity-based approach.
Because of our focus on evaluating the effects of competition on stability in the UK banking market, we employ a number of filters to ensure we capture information that is most relevant for this market. First, to capture relevant 'banking' firms, we exclude firms that do not either fund their activities significantly with deposits or use their funding to provide loans. In particular, we exclude those firms that have a loan-to-assets ratio of less than 10% and a deposit-to-assets ratio less than 20%.
25 Second, to mitigate the influence of non-UK activities, we use data reported at the individual firm level rather than the group level. This approach helps ensure we capture activity booked in the domestic UK market, and not foreign activity booked by large, UK-regulated international groups that have material exposures to non-UK markets. Finally, to reduce the influence of extreme outliers, we winsorise all firm-level variables at the top and bottom 1% tails of the distribution. 
Results
Baseline results
Estimates of the regressions using the log of the Z-score and the competition indicators are shown in Table 2 below. The table reports the results of estimating panel data models with bank-effects for each competition measure separately. In employing this approach, however, we recognise that there is a chance that the competition measures (in particular, the Boone indicator and Lerner index) are endogenous. 28 With respect to the Boone indicator, such endogeneity might occur if in periods of market-wide instability weaker, less-efficient institutions increase leverage and balance sheet size (potentially raising accounting RoA) in an attempt to avoid insolvency. These actions can be misinterpreted as a sign of increased competition. To address this concern, we employed the lag of each competition measure in the specifications and undertook formal tests to evaluate whether these lagged measures were in fact exogenous. The endogeneity test statistic reported at the bottom of Table 2 suggests that we cannot reject the null hypothesis of exogeneity of any of our lagged competition measures.
The results show that the coefficients on the Boone indicator, the Lerner index and the HHI for total assets are all positive and significant at the 1% level, indicating a negative relationship between competition and stability. 29 While these findings are all consistent with the competition-fragility hypothesis, each competition measure attempts to gauge separate and distinct features of banks. The Lerner index, for example, is a measure of pricing power and, in that sense, is a proxy for current and future profits that derive from such power. As such, it fits well with the theoretical concept of banks' franchise value. The HHI is also commonly used as an alternative proxy for market power in the literature and we use it in that context. The positive coefficients on the Lerner index and HHI suggest that heightened market power improves overall bank stability. This result lends support to the franchise value paradigm and is consistent with the competition-fragility hypothesis more broadly. The Boone indicator, on the other hand, is a measure that captures a reallocation effect of profits from the least to the most efficient banks as competition intensifies. In this respect, it better reflects aspects of efficiency in the relevant banking market. 30 The positive coefficient on the Boone indicator is more suggestive of the idea that less competition, which implies a reduced reallocation effect, bolsters bank stability overall. We explore these relationships and the factors that drive each in more detail below.
The sign of the coefficients for the macroeconomic and bank-level controls are consistent across all measures and generally in the direction expected. Firm stability increases as inflation and unemployment rates fall and as economic growth increases. At the firm level, less reliance on relatively more volatile (less liquid) wholesale deposit funding is associated with improvements in stability. Bank-level stability is lower at larger institutions and at institutions with higher measures of credit risk (provisions to assets) and higher sources of non-interest revenue. While the total loans to assets ratio is insignificant, excluding this control does not materially change the regression coefficients or significance and is included for completeness. (1), where the dependent variable is the natural log of the Z-score for firm i at quarter t. We estimate Equation (1) separately for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. The endogeneity test statistics reported do not reject the null that the corresponding competition measures are exogenous. ***, **, * means significant at the 1%, 5% and 10% level, respectively. Standard errors are in parenthesis.
To get a sense of the economic significance of competition on stability, we calculated the extent to which competition influences the Z-score using the marginal impact of each competition measure estimated in the regressions in Table 2 and the competition trends of Figures 1A to 1C . 31 In particular, we undertook a simple experiment and assumed that competition increases from the low levels evident after the crisis in early 2010 to the higher levels characterising the early 1990s. Under this scenario, the Boone indicator would fall from -2.3 to -6.3, the Lerner index from 10.1% to 7.5%, and the HHI from 1600 to 522. Such increases in competition would reduce Z-scores by, on average, 6% (based on the Lerner index), 7% (based on the Boone indicator) and 8% (based on the HHI).
While for the few firms close to insolvency already (i.e., with Z-scores close to 0) such increase in competition may imply more material effects, the economic significance of an increase on bank stability appears relatively modest in general.
We also decompose the Z-score into its constituent elements, i.e., the return on assets, , ; the capital ratio, , ; and the standard deviation of the return on assets, , , and examine how competition affects each as a step towards understanding the main drivers behind the negative association between competition and stability overall. Table 3 summarises results from this analysis. The results from the return on assets analysis show that the coefficients on all competition measures are negative and statistically significant, indicating that competition positively affects profitability. The results with respect to the Lerner index and HHI suggest that reductions in market power improve profitability, which is more consistent with the risk-shifting view of Boyd and De Nicolo (2005) and with the competition-stability hypothesis. The finding with respect to the Boone indicator suggests that more competition fosters efficiency in banking markets (i.e., increases the market disciplining effects and incentives to reduce costs), thereby improving profitability overall, which is also supportive of the competition-stability hypothesis.
When looking at the results for capitalisation ratios, we find that the coefficients are all positive and statistically significant, indicating that more competition (less market power) may encourage banks to hold less capital. These findings provide support for the franchise value paradigm and are consistent with the competition-fragility hypothesis. The impacts on capital ratios appear to be driving the lower Z-scores in the face of heightened competition.
The outcome for asset return volatility is mixed. The coefficients on the Boone indicator and HHI for assets show that greater competition intensity and reduced concentration reduce volatility, which is more consistent with the competition-stability hypothesis. The negative sign on the coefficient of the Lerner index, however, suggests that reductions in market power (more competition) increase volatility. This association aligns better with the franchise value paradigm and the idea that banks increase asset risk as a way of offsetting the loss of valuable franchises under heightened competition, which is consistent with the competition-fragility hypothesis.
To evaluate these contrasting results and shed more light on the underlying drivers of banklevel stability, we disaggregate the Z-score into two additive components:
, / , and , / , . 32 The first component measures risk-adjusted asset returns, a proxy typically used by analysts to gauge a bank's overall asset portfolio risk. Similarly, the second component represents the standardised risk-adjusted capitalisation of a bank. Higher (lower) values of either component correspond with lower (higher) risk. The final two rows in Table 3 provide evidence of the effects of competition on these two parts of the Z-score. The negative and statistically significant coefficients on the risk-adjusted asset returns indicate that competition reduces asset portfolio risk. The results for the Lerner and HHI specifications indicate that market power worsens asset portfolio risk, providing further support for the risk-shifting paradigm and the competition-stability hypothesis. The finding for the specification that includes the Boone indicator suggests that competition encourages efficiencies that improve risk-adjusted returns, consistent with the competition-stability hypothesis. When looking at the risk-adjusted capital ratio, we see that coefficients are all positive and statistically significant. This result suggests that less competition (more market power) encourages banks to hold higher risk-adjusted capitalization ratios, which is overall more consistent with the competition-fragility hypothesis. (1), where the dependent variable is the natural log of the Z-score (top row) for firm i at quarter t, the component of the Z-score (i.e., return on assets, , , capital Ratio, , , or asset return volatility, , ), and the additive ratios terms of the Z-score (risk-adjusted asset returns, , / , , or the risk-adjusted capital ratio, , / , ). We estimate Equation (1) separately for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included and are lagged two periods (with the exception of unemployment which is lagged 4 periods). All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. ***, **, * means significant at the 1%, 5% and 10% level, respectively. Standard errors are in parenthesis.
To sum up, these outcomes outline two opposing influences on firm stability: greater competition supports firm profitability, but induces lower capital ratios. The tension between these two factors is reinforced by the results of the regressions using the two additive components of the Z-score, i.e., the risk-adjusted asset return and the risk-adjusted capital ratio. Greater competition is associated with improvements in risk-adjusted returns (negative coefficient), but also with lower risk-adjusted capital ratios (positive coefficient), or higher leverage. For the average Z-score, the negative influence of competition on firm leverage has a greater impact on overall firm stability than the positive influence on firm portfolio risk.
Robustness checks
We subject the above findings to a number of robustness tests. Overall, the additional results show that our primary finding that competition increases the risk of individual UK banking institutions is robust to: using alternative definitions of markets (i.e., deposits and loans); employing different measures of bank-level risk (i.e., revenue mix and leverage ratio); controlling for firm ownership and firm size; and excluding periods of economic turbulence from our estimation sample. Annex B discusses these results in more detail.
Our baseline results above assume a homogeneous relationship between competition and bank stability. While we include firm fixed effects to control for differences in stability that can arise from unobserved firm-level features, the strength of the association between stability and competition may also depend on such features or the relative position of firms within the market. If this is the case, then the full-sample, average relationship reported above could potentially hide a substantial amount of cross-bank heterogeneity. Beck et al. (2013) provide some initial evidence indicating that the effects of competition on banks risk-taking incentives may indeed depend on the relative health of the banks in the market. In discussing robustness checks of their findings of the effect of competition on stability, they posit that distressed banks have greater incentives to exploit competition towards more aggressive risk-taking (e.g., as a way of gambling for resurrection). They test this idea formally using various specifications that control for individual bank distress and find that competition has an even stronger positive relationship with bank fragility for distressed banks. The implication here is that the effects of competition may be more pronounced for less stable banks; and, therefore, it may be important to consider this aspect when examining the relationship between competition and stability.
Testing for heterogeneous effects
Using quantile regression techniques, Schaeck and Cihak (2014) investigate this issue directly for a sample of European banks. Cummins et al. (2014) follow a similar approach and test this idea for a sample of European life insurers. Both studies provide evidence showing that the effects of competition are not homogeneous across firms, but importantly depend on the underlying financial health of the institutions, as measured by Z-scores.
For these reasons, we take a more circumspect view about drawing conclusions based merely on the average associations reported earlier and undertake additional analysis that looks more closely at whether the effect of competition on stability depends on the financial condition of UK banks. We are interested in understanding if relatively less stable banks react to competition differently from more stable banks (i.e., those with higher Z-scores). To examine this issue, we also use quantile regression which allows us to shed additional light on the effect of competition conditional on the distribution of the Z-score. This feature facilitates a more complete picture of the underlying relationship between firms with different Z-scores. 33 Table 4 presents the quantile regression results. The table reports coefficients on each of our three competition measures for several quantiles (i.e., percentiles ranging from the 5 th to 95 th ) of the distributions of Z-scores (columns 1 to 3) and each additive part of the Z-score, i.e., the risk-adjusted RoA (columns 4 to 6) and risk-adjusted capital ratio (column 7 to 9). 34 The equations for each quantile are estimated using bootstrap methods for the variance-covariance matrix of the estimators, which allows us to test formally whether coefficients on competition differ significantly across quantiles. We use F-tests to determine whether coefficients on competition are equal across quantiles.
With respect to the analysis of Z-scores, two things stand out. First, F-tests reject the null hypothesis of equality across all percentiles for each specification, providing evidence of heterogeneous responses to competition. The key implication here is that the effects of competition on stability may differ depending on the health of individual institutions within the banking markets. Second, we observe that the coefficients increase across the percentiles, and, moreover, that they switch from being non-positive to positive at around the 25th percentile in all cases. Indeed, the negative and statistically significant coefficients on the Boone indicator (column 2) and Lerner index (column 3) for the relatively least stable firms (i.e., those in the 25th percentile or below of Z-scores) suggest that less competition (more market power) worsens the stability of these firms, consistent with the competition-stability hypothesis. This result contrasts with the effects of competition on the most stable firms, i.e., those in the 40th percentile or higher. For these firms, the coefficients are positive, indicating that less competition (more market power) increases stability, consistent with the competition-fragility hypothesis and, therefore, with the conditional mean results reported earlier. These results are consistent with Liu and Wilson (2013) who find that the strength of the relationship between competition and stability of Japanese commercial and cooperative banks varies across initial levels of risk. They find that competition improves stability of the weakest banks in Japan, while at the same time it reduces stability of heathier banks. We build on this work to try to understand these findings by looking at the two additive components of the Z-score.
To explore the factors driving these contrasting outcomes in more detail, we estimated the relationship for the two additive components of the Z-score. Table 4 reports the results for the riskadjusted return on assets (columns 4 to 6) and the risk-adjusted capital ratio (columns 7 to 9) using quantile regression. F-tests reject the null hypothesis of equality of coefficients across quantiles for each of the additive measures, suggesting that banks' responses to competition are different.
For the analysis of risk-adjusted returns (reported in columns 4 to 6), we observe that the coefficients on competition are consistently negative (and statistically significant) across all quantiles, suggesting that less competition (more market power) reduces risk-adjusted returns for all banks. The negative association is consistent with an outcome implied by mechanisms underlying Boyd and De Nicolo (2005) : less competition (more market power) increases the credit risk of bank borrowers, which leads to higher losses and lower earnings overall. This result aligns better with the competition-stability hypothesis and with the results based on the unconditional results reported earlier. While F-tests reject the equality of coefficients across quantiles, it is not obvious from a review of these coefficients that the effects of competition depend in a systematic way on the relative profitability of the banks. Still, Figure 2 suggests that the stability-enhancing effects of competition may be most pronounced at banks with the relatively highest risk-adjusted returns in the market, i.e., those in the 90 th percentile and above. The F-tests rejecting the equality of coefficients across quantiles confirms this effect.
With respect to the analysis of risk-adjusted capital ratios (reported in columns 7 to 9), we find evidence supporting the idea that banks' responses to competition depend on the relative strength of their risk-adjusted capital ratios. Moreover, the results show a break in sign on the coefficients, indicating that competition can both enhance and weaken stability depending on the underlying capital position of a bank. In particular, the results suggest that less competition (more market power) reduces incentives for banks with relatively low risk-adjusted capital ratios, i.e., those in the 20 th percentile or lower where the sign on the coefficient is negative, to hold higher capital ratios.
The intuition underlying this result is that when market power increases, banks with higher risk of insolvency (i.e., those with weak capital ratios) may decide to dial up risk, e.g., by increasing leverage or variance of returns, in an attempt to exploit market power and gamble for resurrection. The idea that banks increase leverage (i.e., use less equity to support lending) in the face of lower competition is consistent with Allen et al. (2011) who show that banks prefer to rely on monitoring directly rather than use equity to signal monitoring of loans. Overall, the negative sign on the coefficients of competition for this cohort of banks is consistent with the competition-stability hypothesis.
When looking at the coefficient for banks with relatively stronger risk-adjusted capital ratios, we find that the relationship changes. The coefficients on competition for banks with strong capital position, i.e., those in the 40 th percentile and above, are all positive and statistically significant, suggesting that less competition (more market power) increases incentives for these banks to hold higher capital ratios. This result is supportive of the franchise value paradigm and consistent with the competition-fragility hypothesis. This can arise if banks hold higher capital to reduce the likelihood of insolvency and the loss of valuable franchises.
Together, the results with respect to risk-adjusted returns and risk-adjusted capital ratios suggest that the driving force behind the heterogeneous responses of the Z-score may derive, in part, from greater incentives of weaker banks' to increase leverage (hold less equity) or increase asset risk (increase standard deviation of return on assets) in an attempt to exploit less competitive conditions (more market power) as a way of gambling for resurrection. For these institutions, competition may actually be more effective in strengthening market discipline and boosting incentives to lower costs, improve operational efficiency and raise capital ratios, all of which contributes to higher overall stability, consistent with competition-stability. For relatively stronger banks, competition reduces incentives to build capital ratios, largely explaining why the competitionfragility hypothesis holds for such firms. Figure 2 illustrates these effects. It shows that coefficients on all three measures of competition are uniformly negative (and statistically significant) across all quantiles for the analysis of riskadjusted return on assets (RoA/σ). More competition is unambiguously associated with higher riskadjusted returns (charts b.i., b.ii. and b.iii.). In contrast, the coefficients on competition for the specification examining the risk-adjusted capital ratio (k/σ) reflect the pattern shown for the Z-score overall. In particular, for the weakest institutions, more intense competition is associated with higher capital ratios, but the relationship switches for healthier institutions (charts c.i., c.ii. and c.iii). The charts also show that the quantile estimates are statistically different from the conditional mean estimates (depicted by the dashed line) across a broad range of Z-score percentiles.
Together, these findings imply not only that the effects of competition on stability may differ depending on the health of individual institutions, but also that the effects of competition on stability can be countervailing within banking markets. Such offsetting effects mean there may be trade-offs to weigh, especially on overall system-wide stability, when considering policies aimed at affecting competition. To our knowledge, this latter finding has not been documented in previous empirical studies investigating the competition-stability link.
35 35 We subject the quantile regression findings to a number of robustness tests; Appendix B discusses them in more detail. Overall, the additional tests confirm the evidence of heterogeneous responses to competition and of an increasing pattern in the coefficients on competition, moving from negative, at the lowest quantiles to positive in the higher quantiles. This table reports the results from applying quantile regression on Equation (1), where the dependent variables are the natural log of the Z-score and its additive parts: risk adjusted return on assets and capital ratio (RoA/σ and k/σ) for firm i at quarter t separately for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. Each model estimates results for each quantile based on all banks in the sample and the full estimation sample timeframe 1994 to 2013. All explanatory variables enter with two lags except of unemployment that enters with four lags. Standard errors, reported in parentheses for each coefficient, are estimated using bootstrap procedures and are consistent across all quantiles. Each model presents the point estimate with the standard error underneath in parentheses. All variables are lagged by 2 quarters. The F-stat reported is for the null hypothesis that all estimated coefficients are equal. ***, **, * indicate significance at 1%, 5% and 10% levels, respectively.
Figure 2 Marginal Impact of Competition Measures on Percentiles of Measures of Risk
Each chart shows the estimated coefficients on the competition measure (vertical axis) from the regression with each percentile of the risk measure (horizontal axis) as the dependent variable and macroeconomic and bank level controls. The conditional mean estimates, represented by the dotted line, are independent of the quantiles of the Z-score. 
Conclusions
This study contributes to the ongoing debate about the effects of competition on bank stability. Theories on this issue suggest competing effects. Under the competition-fragility hypothesis, competition erodes market power, reduces interest margins, and, in turn, lowers bank franchise values. This result encourages banks to take on more risk to increase returns, thus lowering stability. Under the alternative competition-stability hypothesis, more competition (i.e., lower market power) in credit markets lowers loan rates and improves borrowers' ability to repay loans, and mitigates moral hazard and adverse selection problems associate with higher lending rates. This result leads to better overall stability. Empirical studies provide varying degrees of support for each theory.
We document evidence that these hypothesized effects need not be mutually exclusive, but may hold simultaneously, implying trade-offs for stability. Using a proprietary dataset covering all commercial banks, building societies and foreign bank subsidiaries in the UK, we construct three distinct measures of competition over the period 1989 to 2013 for the UK: the Boone indicator, Lerner index and HHI for assets. We then use each separately to examine the relationship between competition and the stability of individual banking firms, as measure by bank-level Z-scores.
Our investigation of the relationship between competition and stability reveals, on average, a negative link between the two: higher levels of competition are found to decrease bank-level stability, consistent with the competition-fragility hypothesis. Although we find a statistically significant negative association between competition and stability, the economic significance of the impact of competition appears relatively modest. Supplemental analyses examining the effects of competition on components of Z-scores offer some evidence in support of both theories. We find that bank profitability increases in the face of mounting competition, which squares better with the 'risk-shifting' paradigm and with the competition-stability hypothesis. At the same time, we find that bank capital ratios fall as competition increases, which is more supportive of the franchise value paradigm and the competition-fragility hypothesis. Consequently, the overall net negative effect of competition on bank stability appears to be driven by incentives to hold lower capital ratios.
While it appears as though the franchise value paradigm dominates the risk-shifting paradigm, thus supporting the competition-fragility hypothesis on average, these effects are not homogeneous across financially weak and financially healthy banks. Our quantile regression results indicate that competition has notably different --including potentially favourable --effects on stability depending on the underlying financial strength of a bank. We find evidence showing that financially weak banks (i.e., those with the lowest Z-scores) benefit from greater levels of competition intensity. For these institutions, we observe that bank profitability and capital increase as a result of accelerating competition, consistent with the competition-stability hypothesis.
Our results provide some potentially useful insights for policymakers tasked with developing policies aimed at supporting effective competition in banking markets. First, while we find evidence suggesting that competition may lower bank stability, the economic significance of such effects is modest overall. Second, our quantile regression results suggest that facilitating effective competition may actually drive improvements in the stability of those firms that are already closer to default, but lower the stability of relatively safe firms. Together, these results suggest that there may be tradeoffs to consider when weighing the effects of competition on system-wide stability.
Appendix A: Constructing measures of competition
This appendix describes in more detail the three measures of competition used in this study and how we estimated each of them. The measures are constructed from balance sheet, income and expenditure data reported by individual (i.e., non-group) banking entities (commercial banks and building societies) operating in the United Kingdom that are authorised and directly regulated by the UK Prudential Regulation Authority. Non-group data represent more closely activities undertaken within the domestic UK banking markets. We also include UK incorporated subsidiaries of international banks operating in the UK loan and deposit markets.
The Boone Indicator
The Boone indicator measures competition from an efficiency perspective. The measure relies on the output-reallocation effect: any increase (decrease) in competition intensity will lead to a relative increase (decrease) in output by the most efficient firms (e.g., see de-Ramon and Straughan, 2016 for more detail). Typically for the deposit-taking sector, output is proxied by a measure of variable profits, and efficiency is proxied by a measure of average variable costs. The Boone indicator is estimated as the time-varying coefficient on the (log of) average variable cost from an equation with variable profit as the dependent variable and average variable cost as a regressor, after controlling for other factors that influence variable profits. The estimated coefficient on the average cost is effectively a measure of the elasticity of variable profits to average variable cost. The estimated equation is of the form:
where , is variable profits for firm and time , , is average variable costs, , are other control variables and , is the error term. The Boone indicator is given by , which is estimated for each time period using interactions between average variable costs and a time-fixed effects dummy variable.
To estimate A.1, we measure variable profits as the ratio of total revenue less variable costs (i.e., interest paid, staff expenditure, other variable costs including occupancy) to total assets. Average variable costs are measured as variable costs scaled by variable revenue derived directly from current activity (i.e., interest received, foreign exchange receipts, investment income, fees and other charges). We use a number of bank-level variables common in the literature in addition to variable profit and average variable cost as a control for heterogeneity in firm's business models. These control variables include average risk on balance sheet, provisions, Tier 1 capital, the loans-toassets ratio, the proportion of retail funding, other non-interest earning assets and balance sheet size. To eliminate the effects of outliers, we winsorise all variables at the first and 99 th percentiles.
One issue to address with the estimation is the co-variance of the deposit-to-assets ratio and other bank controls with the measure of average variable cost. Firms' deposit-to-assets ratios are raised by increasing variable funding costs (through higher deposit interest rates), which also influences average variable cost. Moreover, average variable costs will be influenced by the structure of firms' balance sheets included in the bank-level controls. To address any potential endogeneity between average variable cost, the deposit-to-assets ratio and the other controls, we include one-quarter-lagged average variable cost as an instrument and use a two-stage least squares process to estimate the two series. As we use average variable cost as a proxy for the efficiency of a firm, the Boone indicator in this case will be negative (higher costs / efficiency reduce profits / output) and bounded by zero, with competition intensity diminishing as the Boone indicator approaches zero.
We also consider an extension to the standard estimate of the Boone indicator to take account of the 'competition for market share' phenomenon which tends to distort the measure of competition. The modification is based on insights from Klemperer (1995) which looks at the implications for firm profits in the presence of customer switching costs. Customers for bank deposits from the UK deposit-taking sector are 'sticky' which is consistent with the presence of switching costs for consumers. If the market for deposit takers has switching costs, firms have two strategies: one is to raise deposit interest rates now (i.e. increase variable costs) to attract additional customers that increase future profits; the other is to maximise profits from existing customers (and risk losing them in future to other banks). The first strategy distorts the measurement of competition as the firm's average variable cost rises although the efficiency of the firm may not have changedhence the Boone indicator will suggest that competition is weaker (the Boone indicator is less negative) than efficiency would imply.
The strategy any firm takes will depend on which actions maximise the value of both current and future profits: = + +1 ( ) where is the total value of current (time ) profits ( ) and discounted future profits ( +1 ), and where future profits depend positively on current market share ( ). Rearranging, we note that current profit is a negative function of the change in market share:
where Δ is the change in market share. Subsequently, we add the change in the deposits-to-assets ratio for each firm as a proxy for the change in market share when estimating the adjusted Boone indicator, :
The addition of this control does not violate any of the conditions for the Boone indicator to be a sufficient measure of competition, as set out in Boone (2008) . We expect that the coefficient on the change in the deposits-to-assets ratio to be negative in our estimated equation, providing a test as to whether the adjustment is valid.
The Lerner index
The Lerner index measures the price-cost margin for individual firms over time and a central tendency measure (the average or median) across all firms in a market or industry is used as a proxy for market power and competition. The values of the index reflect theoretical outcomes from the competitive process: under perfect competition the index is zero as the output price (marginal revenue) equals marginal cost, and economic profits are zero. The Lerner index is positive as a firm's market power increase and price rises above marginal cost in a Cournot static (quantity-setting) oligopoly model.
We follow a well-established approach to estimating the index (e.g., Berger et al., 2009; Fernández de Guevara, 2007) . The Lerner index ( , ) is computed as the ratio of the difference in the output price ( ) and marginal cost ( , ) to the output price: , = ( , − , ) , ⁄ . The output price is calculated as interest and non-interest revenue per unit of total output (proxied by total assets). The marginal cost , is not directly observable, either for the firm or for a particular product supplied by the firm. The marginal cost is derived empirically from the parameters of an estimated total cost function which is generally of the form: where , is the total cost for firm at time , , is total output, the , , are input costs, , is equity capital, is a time trend, , contains other relevant control variables and , is the error term. We identify three input costs common to the literature for the financial sector: staff (labour) costs, physical capital (buildings and other business costs) and funding (interest paid on deposits). The marginal cost is then calculated as the derivative of total cost with respect to output: We also impose homogeneity of inputs so that the elasticity of all cost inputs sum to one by using funding costs as a numeraire. The estimated model parameters are robust to the inclusion of different controls.
The Herfindahl-Hirschman Index
As an additional measure, we employ the Herfindahl-Hirschman Index (HHI). The HHI is a relative measure of concentration, calculated as the sum of the each banks' share in a market squared:
where is the market share of the bank in a particular market and is the total number of firms in the industry. Bank shares are calculated on a scale between zero and 100 such that a monopoly industry will have an HHI of 10,000 while increasingly atomised industry will have an HHI approaching zero. We follow other papers from the literature (e.g. Beck et al., 2006; Berger et al., 2009; Anginer et al., 2014) and compute the HHI for UK assets of UK deposit takers. We recognise that the HHI is not a direct proxy for competition but it is useful in providing comparisons with previous studies and in helping evaluate the results from the other competition measures.
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Appendix B: Robustness checks
This appendix provides more details on the robustness checks performed on findings from the conditional mean analysis.
Alternative market measures
The limitations of the data mean that the measures of competition used in this analysis reflect competition across all markets in which deposit takers participate. To gauge whether the effects on firm risk are different for different markets in which firms compete, we constructed the HHI for total deposits and loans to proxy competition in separate market segments and used each in separate regression of the Z-score. The HHI for deposits and loans may be loosely interpreted as indicators of concentration within these two separate markets, in contrast to the HHI for assets which is interpreted as concentration across all activities.
36 Table B .1 shows that the coefficients on the HHI for total loans and total deposit are not significant, suggesting that only concentration across all deposit-taking activities, rather than in separate market segments (i.e. loans and deposits), influences overall firm risk.
Alternative risk measures
We employed two different measures of bank-level risk as dependent variables. The first measure we considered was the mix of revenue between the traditional commercial deposit-taking operations and non-interest generating activities, such as investment banking and trading activities. 37 Expansion of non-interest revenue is associated with more volatile bank returns (Stiroh, 2004 (Stiroh, , 2006 and fee-based activities are linked to higher revenue and earnings variability (DeYoung and Roland, 2001) . Table B .2 (columns 1, 2 and 3) shows that the coefficients on competition are negative in each specification, indicating that the non-interest revenue ratio increases as competition increases. This is consistent with the idea that UK banks venture into more risky, nontraditional activities as a way to offset pressures on net interest margins that stem from more intensive competition in traditional banking markets. 38 These results provide further support for the competition-fragility hypothesis.
Our second measure was the equity (to assets) ratio, which is a well-established indicator of deposit-taker failure (e.g., Cole et al., 1995; Cole and White, 2012) . Lower values, indicating greater leverage of the balance sheet, are typically associated with a greater risk of firm failure. While we examined this measure in our analysis of the Z-score components, the underlying specification in that analysis was similar to that for the Z-score, which may be less appropriate for evaluating banks' choice of equity ratios. Following the literature on the determinants of bank capital ratios (e.g., Berrospide and Edge, 2010) , we developed a specification of UK banks' choice of equity ratios that included measures of competition. Table B .2 (columns 4, 5 and 6) shows that the coefficients on each of the competition measures are positive (and statistically significant), indicating that equity ratios decline as competition increases, further supporting our main finding of competition-fragility.
Alternative ownership structure Our sample contains a mix of firms with different ownership characteristics, which previous research shows can affect firms' risk-taking behaviour (e.g., see Saunders, Strock and Travlos, 1990; Iannotta et al., 2007) . To evaluate whether our results may have been driven by these features, we constructed three distinct dummy variables denoting whether a firm is owned by its depositors (building societies), owned by shareholders (UK banks), or owned by a foreign parent (foreign banks), and interacted these with each of our competition measures. The coefficients on these interaction terms represent the effects of competition on the stability of each ownership type. Table  B. 3 reports the results and shows that the coefficients are positive on all interaction terms, confirming that the competition-fragility hypothesis holds across the three ownership classes.
Alternative estimation period
Our main results employ an estimation period spanning the 2008-09 financial crisis as well as the UK small banks crisis of the early 1990s. To examine whether competition-fragility applies during more benign conditions, we excluded observations from these crisis periods.
39 Table B .4 reports the results of these regressions and shows that, with the exception of the HHI, the coefficient on competition remains positive, indicating that lower stability is associated with heightened competition. The main results, however, are weakened somewhat by the exclusion of observations from these turbulent periods. While the price effect of competition picked up through the Lerner index is statistically significant, the coefficient on the Boone indicator is not.
At the same time, when we look at the association between the components of the Z-score over the benign period (Table B .5) greater competition supports firm profitability, but induces lower capital ratios in the same way as they do with the entire sample. This is also the case for the two additive components of the Z-score, i.e., the risk-adjusted asset return and the risk-adjusted capital ratio. Greater competition is associated with improvements in risk-adjusted returns (negative coefficient), but also with lower risk-adjusted capital ratios (positive coefficient), or higher leverage. For the benign period the negative influence of competition on firm leverage is balanced against the positive influence on firm portfolio risk resulting in no significant reduction in overall firm stability.
Controlling for asset size
We partitioned our sample by firm size to evaluate whether the effect of competition on stability differs based on bank size. We augmented our baseline specification (Equation (1)) with an interaction term on our competition measure, which isolates the impact of competition on firms according to asset size. The coefficient on this interaction term represents the marginal effect of competition on the stability of this set of firms.
40 Table B .6 reports the results of the augmented specifications for the largest decile showing that the sign on the interaction term is negative in each case. This finding suggests that the impact of competition on the stability of the largest UK firms is less pronounced. Indeed, the results based on the adjusted Boone indicator suggest that (the net impact of) competition has a neutral impact on Z-scores for the largest institutions.
41
39 To the extent that accounting valuations may have been distorted during the crisis, this additional test may also help address measurements related to our index of stability. 40 We tested the interaction with the largest decile, quintile and quartile but the marginal effects of the latter two are not significant and are not presented here. 41 The net impact of competition on the largest firms is -0.0121, but the associated t-static is 1.35, which is not enough to reject the null hypothesis that overall effect of competition on large bank stability is zero.
Testing for nonlinear effects
We included a quadratic term in the main specification (Equation (1)) to evaluate whether the effects of competition on stability are non-linear. There is ample evidence in the literature suggesting that the effects of competition may depend on the level of competition (market power) already in place (e.g., Berger et al., 2009; Tabak et al, 2012; Jiménez et al., 2013) . Table B .7 reports the results of this amended specification and shows that for the Lerner index (where the coefficient on the competition indicator is not significantly different from zero), and for the HHI (where the coefficient is marginally significant) the relationship is linear. In addition, the sign on the squared term is also consistent with the findings from our baseline model, i.e., higher competition (lower market power) reduces banks Z-scores, supporting the competition-fragility hypothesis. The finding with respect to the Boone indicator is suggestive of a non-linear association (consistent with Tabak et al., 2012 , who also document a similar relationship using the Boone indicator). However, a closer inspection of the results shows that the inflection point approximates -3.9, which, for our sample, rests at roughly the 75 th percentile of the distribution of the Boone indicator. This means that only for a small portion of our sampled Boone measures would the relationship turn in the opposite direction supporting the competition-stability view. It is mainly for this reason that we focus on the linear results in the body of the paper.
Alternative quantile regression estimation methods
We conducted a number of robustness checks on the quantile regressions and find consistent results of that the effect of competition on stability with respect to the financial health of banks. First, substituting for the variables identified by the conditional mean regression as endogenous with further lags produced no significant differences in coefficient estimates of the competition indicators (see Figure B .7). Second, excluding further outliers results in no significant differences in coefficient estimates. Third, excluding the period spanning the 2008-09 financial crisis and the UK small banks crisis of the early 1990s weakens the results in a similar way as with the conditional mean estimates.
Overall it confirms the competition-stability result for low Z-score firms and the negative effect on the Z-score only for the most stable firms (in this case the largest 75th to 90th percentile of the Z score). (1), where the dependent variable is the natural log of the Z-score for firm i at quarter t. We estimate Equation (1) replacing the concentration measure, HHI assets, used in our baseline specification with alternative measures based on loans and deposits constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. The endogeneity test statistics reported do not reject the null that the corresponding competition measures are exogenous. ***, **, * indicate significance at the 1%, 5%, and 10% level, respectively. Standard errors are reported in parenthesis. This table reports the instrumental variables linear panel regression for the effects of competition on bank stability using alternative measures of risk: non-interest revenue mix (columns 1 to 3) and the capital (equity to total assets) ratio (columns 4 to 6). We estimate separate regressions for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. The endogeneity test is to reject the null hypothesis that the competition indicator is exogenous; (a) In this cases the hypothesis can be rejected and further lags of competition are used as instruments. ***, **, * indicate significance at the 1%, 5%, and 10% level, respectively. Standard errors are reported in parenthesis. This table reports the effects of competition on bank stability measured by the Z-score. Common macroeconomic and bank-level controls from the literature are included. The regressions include competition measures interacted with dummy variables denoting whether the firm is owned by depositors (Building Society), shareholders (UK Banks), or a foreign parent (Foreign). All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. ***, **, * indicate significance at the 1%, 5%, and 10% level, respectively. Standard errors are reported in parenthesis.
(a),(b) Only the competition interaction with UK commercial banks is exogenous; the regression uses further lags as instruments for the interaction between competition and building societies and foreign banks subsidiaries. (1), where the dependent variable is the natural log of the Z score for firm i at quarter t. We estimate Equation (1) (1), where the dependent variable is the natural log of the Z-score for firm i at quarter t. We estimate Equation (1) separately for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. We interact each competition measure with a dummy variable, Top10, equal to 1 if a bank is in the top 10 th percentile according to asset size and 0 otherwise. All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. The endogeneity test statistics reported do not reject the null that the relevant competition measures are exogenous. ***, **, * means significant at the 1%, 5% and 10% level, respectively. Standard errors are in parenthesis. (1), where the dependent variable is the natural log of the Z-score for firm i at quarter t. We estimate Equation (1) separately for each of the competition measures, the Boone indicator, Lerner index and HHI (assets), constructed as discussed in Appendix A. Common macroeconomic and bank-level controls from the literature are included. The regression uses all banks in the sample and the full estimation sample timeframe 1994 to 2013. We include the square of the competition indicator to evaluate non-linear effects. All explanatory variables enter with two lags except of unemployment that enters with four lags. The estimation method is panel fixed effects instrumental variables; the regressions are exactly identified. ***, **, * means significant at the 1%, 5% and 10% level, respectively. Standard errors are in parenthesis. -0.06*** -0.09*** -0.11*** -0.10*** -0.07*** -0.06** -0.09*** -0.13*** -0.11*** -0.09*** -0.09*** -0.08*** -0.10*** -0.09*** -0.06*** (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) Bank-level controls Bank Size -0.09*** -0.09*** -0.09*** -0.07*** -0.05*** -0.10*** -0.09*** -0.09*** -0.07*** -0.04*** -0.09*** -0.09*** -0.09*** -0.07*** -0.04*** (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) Total loans to assets ratio 0.90*** 0.30*** -0.06 -0.17*** -0.14** 0.82*** 0.32*** -0.04 -0.14*** -0.09 0.85*** 0.30*** -0.06 -0.15*** -0.14** (0.00) (0.00) (0.18) (0.00) (0.03) (0.00) (0.00) (0.32) (0.00) (0.12) (0.00) (0.00) (0.21) (0.00) (0.02) Provisions to assets ratio -16.6*** -13.6*** -5.62*** -3.10*** -2.75*** -15.5*** -13.4*** -6.19*** -3.27*** -3.06*** -16.6*** -13.7*** -5.69*** -2.89*** -2.74*** (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) Wholesale to total deposits ratio -0.50*** -0.45*** -0.52*** -0.44*** -0.28*** -0.38*** -0.44*** -0.53*** -0.45*** -0.26*** -0.48*** -0.44*** -0.53*** -0.44*** -0.27*** (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) Non-interest revenue to total revenue -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** -0.02*** (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0 (1), where the dependent variables are the natural log of the Z-score alongside each of its additive parts risk adjusted return on assets and capital ratio (RoA/σ and k/σ respectively) for firm i at quarter t. Each model estimates results for each quantile based on all banks in the sample and the full estimation sample timeframe 1994 to 2013. All explanatory variables enter with two lags except of unemployment that enters with four lags. Standard errors, reported in parentheses for each coefficient, are estimated using bootstrap procedures and are consistent across all quantiles. Each model presents the point estimate with the standard error underneath in parentheses. All variables are lagged by 2 quarters except for unemployment lagged 4 periods. The F-stat reported is for the null hypothesis that all estimated coefficients are equal. ***, **, * indicate significance at 1%, 5% and 10% levels, respectively.
