Dominance constraints for nite tree structures are widely used in several areas of computational linguistics including syntax, semantics, and discourse. In this paper, we investigate algorithmic and complexity questions for dominance constraints and their rst-order theory. We present two NP algorithms for solving dominance constraints, which have been implemented in the concurrent constraint programming language Oz. The main result of this paper is that the satis ability problem of dominance constraints is NP-complete. Despite this intractability result, the more sophisticated of our algorithms performs well in an application to scope underspeci cation. We also show that the existential fragment of the rst-order theory of dominance constraints is NP-complete and that the full rst-order theory has non-elementary complexity.
Introduction. Dominance constraints for nite tree structures are widely used in computational linguistics. In syntax, they provide for underspeci ed tree descriptions employed in deterministic parsing 6] and to combine TAG with uni cation grammars 12]. In the underspeci ed treatment of scope ambiguities in semantics, dominance constraints are omnipresent. While they are somewhat implicit in earlier approaches 9, 2], they are used explicitly in two recent formalisms 4, 7] . Finally, an application of dominance constraints in discourse semantics has recently been proposed in 5] . In this paper, we investigate algorithmic and complexity questions for dominance constraints and several fragments of their rst-order theory. The language DOM of dominance constraints is built up from variables X; Y and a ranked signature of function symbols f; g (with arities n 0) according to the following formal syntax.
' ::= X Y j X:f(X 1 ; : : :; X n ) j '^' 0 Dominance constraints are interpreted over nite tree structures. These are rst-order structures whose domains are sets of nodes of nite trees, where we take a tree to be a ground term according to the ranked signature. A solution of a constraint in DOM consists of a nite tree structure and an assignment of variables to nodes of this structure. (Re exive, transitive) dominance X Y means that in a solution of the constraint, the node denoted by X has to dominate the one denoted by Y . Labeling X:f(X 1 ; : : :; X n ) requires X to be labeled by f and immediately dominate X 1 ; : : :; X n , from left to right; n is the arity of f.
Beyond the language DOM, we can also consider more expressive fragments by allowing the other propositional connectives and quanti cation over nodes.
For readability, we represent a dominance constraint as a graph which has one node for every variable in the constraint. In Figure 1 , an example for a constraint and its representing constraint graph are given. For every dominance constraint X Y , we connect the graph nodes corresponding to X and Y with a dotted line. For every labeling constraint X : f(X 1 ; : : :; X n ), we label X with f and connect it to its children with solid edges. The constraint in Figure 1 has two solutions, each of which is based on the tree structure f(a), containing two nodes. In both solutions, X is mapped to the upper of these two, and Y , to the lower one. The di erence is in the denotation of Z, which can be either node. From a di erent perspective, \domi-nance triangles" as in the example can be used to describe that Z must be one (and can be either) of two nodes. This way of representing disjunction will be very useful later. Note the di erence between the graph representation of a constraint and its solutions. The nodes in the graph represent variables in the constraint, which denote tree nodes in the solutions.
An Application to Scope Underspeci cation. As a more serious example, we brie y review how dominance constraints can be used for scope underspeci cation as in CLLS 4] . It is well known that the sentence (1) has two di erent readings that can be represented by the rst-order formulae in (2) and (3).
(1) Every man loves a woman.
(2) 8x:man(x) ! (9y:woman(y)^love(x; y)) (3) 9y:woman(y)^(8x:man(x) ! love(x; y)) These formulae can be read as trees by interpreting every logical connective as a tree constructor of appropriate arity. The essential di erence between the two readings is that in one of them, the existential quanti er is in the scope of the universal one, and in the other, vice versa. This structural di erence can be expressed with a dominance constraint according to Figure 2 .
X 5 9y X 6 X 7 woman X 9 y X 10 love X 11 x X 12 y X 13 X 8 Every tree satisfying the constraint must contain all the fragments shown in the picture. In addition, the quanti ers must dominate the love(x; y) subformula. Because of the tree structure of the solutions, one quanti er must dominate the other in any solution of the constraint; but there is no requirement which of them dominates the other. Hence, both readings of the sentence satisfy the constraint.
Technical Contributions. This paper presents sharp complexity results for several fragments of the rst-order theory of DOM. We show that both the satis ability problem of dominance constraints and the satis ability problem of the existential fragment of the rst-order theory of DOM are NPcomplete. Part of our proof is to present a simple algorithm that decides satis ability in NP. In addition, we present a re nement of this algorithm that we have implemented in the concurrent constraint programming language Oz 8, 11] . This implementation is based on nite set constraints in
Oz following an idea presented in 3]. Despite the intractability result, the implementation runs very e ciently on all examples from scope underspecication that we have tested it on. Furthermore, we give a new proof of the decidability of the rst-order theory of DOM both in the class of nite and in the class of arbitrary tree models by reduction to S2S, thus obtaining an upper bound that grows with an exponential tower of 2's of height n (the size of the formula). It is not possible to obtain a more feasible algorithm since, as we show, the problem is of non-elementary complexity in both cases.
Related Work. In 10] , it was shown how to solve formulae from the propositional language over (a variant of) DOM. There, so-called quasitrees (from which equivalent trees can be extracted in a straightforward manner) are derived from the formula by a set of logical inference rules. This solution procedure terminates, but there are no complexity results.
A complete axiomatisation of the rst-order theory of dominance constraints in the class of nite tree models has been given in 1]. Decidability of the theory does not follow immediately from the completeness of the axiomatisation since the theory is not complete (e.g., 9X X : a, stating that the tree contains the constant a, is neither valid in all models nor falsi ed in all models). However, as noticed by Backofen (personal communication)and Vijay-Shanker, decidability of the theory is a consequence of the completeness of the axiomatisation together with the nite model property: The theory is recursively enumerable by the completeness of the axiomatisation, and co-recursively enumerable since we can enumerate all models in search for a model that falsi es the given formula. Another implementation of dominance constraints is presented in 3]. Their approach to the problem is rather di erent from ours, and as they do not give an abstract algorithm, the exact relation of their implementation and ours remains unclear.
Plan of the paper. In this abstract, we only illustrate the NP-hardness result for the satis ablity problem of DOM and try to convey the basic intuition. The full version of the paper contains the following additional contributions. We give a formal proof of NP-hardness. We also present the solution algorithms (obtaining NP-completeness along the way) and brie y review our implementation. We present our proof of decidability of the rst-order theory of DOM by an encoding into S2S. Finally, we show that the complexity of the rst-order theory is non-elementary.
NP-Hardness. We present an example for the encoding of the satis ability problem of propositional logic formulae in CNF into dominance constraints. Figure 3 shows the encoding of the formula (X 1 _ :X 2 _ X 3 )^(:X 1 _ X 2 ) as a dominance constraint. We employ the graphical notation introduced above. Here, the signature is ff : 2; true : 0; false : 0g. All internal nodes of the graph are labeled with f, but we have left this out of the picture for sake of readibility.
The lower left part of the graph holds a variable assignment for the propositional formula; assignments of truth values to a propositional variable can be expressed by labeling the corresponding node in a solution of the constraint with true or false. For each literal in the formula, there is one node L ij whose right daughter selects one of these variables and imposes a constraint on the label of the variable node, thus restricting the possible propositional variable assignments. For each clause, there is a node C i that must be identi ed with one of the L ij . In doing so, the literal that is satis ed in this clause is chosen. The mechanism for enforcing the identi cation of C i with one of the L ij is exactly the \dominance triangle" that we have seen in our rst example. If the original propositional formula is satis ed by a variable assignment, this assignment can be modeled in a straightforward way by a labeling of the variable nodes and by picking the satis ed literal in each clause. Unsatis ability means that it would be necessary to assign two di erent truth values to the same propositional variable at once. In such a situation, the dominance constraint encoding will require the labeling of the same node with both true and false, which is likewise unsatis able.
Theorem 1 The satis ability problem of domi-
nance constraints is NP-hard.
