Introduction
For the saddle point problem (augmented system) (m > n) is of full column rank, m R p ∈ and n R q ∈ , there are many kinds of iterative methods such as Uzawa [3] , SOR-like [4] , GSI [6] , GAOR [8] , HSS [1] and PHSS [2] . Based on the PHSS method, Pan and Wang [7] suggested a GPHSS method with two parameters. In this paper, we further study the GPHSS method to improve it for solving such saddle point systems whose (1,1) block is a symmetric positive definite M-matrix with a new choice of the preconditioner and compare it with other preconditioners.
The rest of the paper is organized as follows. In Section 2, the GPHSS method is briefly introduced. In Section 3, we discuss the new choice of the preconditioner. In Section 4, we give numerical examples to show the improvement is efficient. The conclusions are presented in Section 5.
GPHSS Method for Saddle Point Problem
In this section, we briefly introduce the GPHSS method for saddle point problems.
System (1) can be rewritten as [4] A z = b (2) where
is nonsingular and symmetric, referred to the preconditioning parameter matrix. Given the initial vectors
, as well as the relaxation factors ω > 0 and τ > 0, for
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, then the matrix form of the GPHSS is as follows:
where
and I m and I n are m m × and n n × identity matrices. The iterative matrix is
New Choice of the Preconditioner
Consider m × m symmetric matrices T = (t ij ) with negative off-diagonal elements and positive row (and column) sums, i.e., with t ij as in (4) . From [5] , we see that the matrix S is symmetric positive definite and S has the form
For augmented system (1) with matrix A satisfying (4), we can take T = A and the preconditioning parameter matrix Q = B T SB in the GPHSS method. We have the following results.
Theorem If A = (a ij ) m×m in (1) satisfies (4), taking T = A, S as (5) and Q = B T SB, then Q is symmetric and positive definite, thus the GPHSS method (3) is convergent with ω > 0 and τ > 0.
Proof The results can directly obtained from Theorems 1 and 2 in [7] . □
Numerical Experiments
In this section, we give three examples to illustrate the GPHSS method with the new choice of the preconditioner. All performances are taken in MATLAB 7.12 with 2.70GHz CPU, 4.00GB RAM and Windows 7 Professional. In our experiments, the initial guess is 0 and the stopping criterion is , 10 Example 2 Consider (m + n) × (m + n) augmented system (1) with Table 2 Iterations (IT), CPU time (t) and relative error (ERR) for Example 1 
Conclusion
In this paper, a new choice of the preconditioner B T SB is presentedto accelerate the GPHSS method suggested by Pan and Wang [7] for solving saddle point problems with A is a positive definite M-matrix satisfying (4) . With the new choice, we can avoid computing A −1 and obtain a good approximation of the choice B T A −1 B. Thus, the method with the new choice is very fast. Numerical experiments show that the new choice of the parameter matrix are better than B T B and αI which are common choices for solving saddle point problems and the number of iterations is almost constant.
