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Abstract
Open-domain multi-hop question answering
(QA) requires to retrieve multiple supporting
documents, some of which have little lexical
overlap with the question and can only be lo-
cated by iterative document retrieval. How-
ever, multi-step document retrieval often in-
curs more relevant but non-supporting docu-
ments, which dampens the downstream noise-
sensitive reader module for answer extraction.
To address this challenge, we propose Dy-
namic Document Reranking (DDR) to itera-
tively retrieve, rerank and filter documents,
and adaptively determine when to stop the
retrieval process. DDR employs an entity-
linked document graph for multi-document in-
teraction, which boosts up the retrieval perfor-
mance. Experiments on HotpotQA full wiki
setting show that our method achieves more
than 7 points higher reranking performance
over the previous best retrieval model, and
also achieves state-of-the-art question answer-
ing performance on the official leaderboard.
1 Introduction
Open-domain question answering (QA) requires a
system to answer factoid questions using a large
text corpus (e.g., Wikipedia or the Web) without
any pre-defined knowledge schema. Most state-of-
the-art approaches for open-domain QA follow the
retrieve-and-read pipeline initiated by Chen et al.
(2017), using a retriever module to retrieve rele-
vant documents, and then a reader module to ex-
tract answer from the retrieved documents. These
approaches achieve prominent results on single-
hop QA datasets such as SQuAD (Rajpurkar et al.,
2016), whose questions can be answered using a
single document. However, they are inherently lim-
ited to answering simple questions and not able
to handle multi-hop questions, which require the
∗ Both authors contributed equally to this work.
Q: In what year was the actress who was starred 
in "Streak" with Rumer Willis born?
Answer 
Streak is a 2008 American coming-of-age…, 
written by Kelly Fremon ..., and starring Brittany 
Snow and Rumer Willis. …
Hello Again is an upcoming American musical 
film directed by…, based on the musical of same 
name by Michael John LaChiusa. The film stars 
Audra McDonald,…, and Rumer Willis …
Sorority Row is a 2009 American slasher film 
directed by Stewart Hendler and starring Briana 
Evigan, Leah Pipes, Rumer Willis, and …
Brittany Snow (born March 9, 1986) is
an American actress, producer, and singer.
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Figure 1: An example open-domain multi-hop ques-
tion from the HotpotQA dev set, where the question
has only partial clues to retrieve supporting documents.
The first and fourth paragraphs are gold supporting doc-
uments, and the remaining two paragraphs are rele-
vant but non-supporting documents. ABR stands for
ALBERT-base reranker, which is an ALBERT variant
of the BERT reranker (Das et al., 2019b). The and
symbols mark whether the retriever correctly identifies
the supporting document. Below each symbol, we an-
notate the output of the corresponding retriever.
system to retrieve and reason over evidence scat-
tered among multiple documents. In the task of
open-domain multi-hop QA (Yang et al., 2018), the
documents with the answer can have little lexical
overlap with the question and thus are not directly
retrievable. Take the question in Figure 1 as exam-
ple, the last paragraph contains the correct answer
but cannot be directly retrieved using TF-IDF.
Recent studies such as GoldEn Retriever (Qi
et al., 2019) attempt to iteratively retrieve docu-
ments for open-domain multi-hop QA and outper-
form the single-hop QA methods. However, the
total number of retrieved documents grows rapidly
due to the multiple retrieval, which hurts the down-
stream reader module. Recurrent Retriever (Asai
et al., 2020) employs a recurrent neural network to
iteratively retrieve documents, which can only se-
ar
X
iv
:2
00
9.
07
46
5v
1 
 [c
s.C
L]
  1
6 S
ep
 20
20
lect a single document at each retrieval step and re-
stricts the next-hop document to be hyperlinked or
entity-linked to the last selected document. BERT
reranker (Das et al., 2019b) trains a BERT model to
rerank the retrieved documents. Such static rerank-
ing method can be “short-sighted” since it scores
each document independently by concatenating it
with the original question to feed into the BERT
model. As shown in Figure 1, the static reranker
ABR keeps the middle two non-supporting para-
graphs that have lexical overlap with the question,
and abandons the last supporting paragraph with
no lexical overlap with the question.
The downstream reader module is typically
noise-sensitive, which works poorly when taking
noisy documents as input or missing critical sup-
porting documents with the answer (Nie et al.,
2019). This requires the QA system to reduce the
number of relevant but non-supporting documents
fed into the reader module. However, for open-
domain multi-hop QA, it is necessary to iteratively
retrieve more documents to increase the overall re-
call of the supporting documents. This dilemma
poses a significant challenge for the document re-
trieval phase in open-domain multi-hop QA.
To address this challenge, we introduce an iter-
ative retrieval method named Dynamic Document
Reranking (DDR), which learns to iteratively re-
trieve documents with updated question, rerank and
filter documents, and adaptively determine when to
stop the retrieval process. As illustrated in Figure 2,
our method constructs a document graph linked by
shared entities to propagate information using a
graph attention network (GAT). By leveraging the
multi-document information, our reranking model
has more knowledge to differentiate supporting
documents from irrelevant documents. After the
initial retrieval, our method updates the question at
every retrieval step with a text span extracted from
the retrieved documents, and then use the updated
question as query to retrieve complementary docu-
ments, which are added to the document graph for
a new round of interaction. The reranking model is
reused to score the documents again and filter the
most irrelevant ones. A global controller checks
whether the remaining documents are sufficient to
answer the question, and determines whether to
continue the retrieval cycle accordingly. Once the
retrieval is done, the maintained high-quality short-
list of documents are fed into the reader module for
answer span extraction.
Experimental results on HotpotQA full wiki set-
ting (Yang et al., 2018) show that our method
achieves higher reranking performance (in terms of
Paragraph EM) than the previous state-of-the-art re-
trieval model. As for the overall QA performance,
our method also outperforms all the previous ap-
proaches on the official leaderboard1 at the time of
our submission.
Our contributions are summarized as follows:
• Iterative reranking: We propose DDR, a novel
method to iteratively retrieve, rerank and filter
documents, and adaptively determine when to
stop the retrieval process. DDR maintains a high-
quality shortlist of documents, which facilitates
the downstream reader module to extract the an-
swer span with higher accuracy.
• Multi-document interaction: We construct entity-
linked document graph and employ graph at-
tention network for multi-document interaction,
which boosts up the reranking performance. To
the best of our knowledge, we are the first to pro-
pose graph-based document reranking method
for open-domain multi-hop QA.
• Experimental study: We provide detailed experi-
mental analysis and ablation study on HotpotQA
full wiki setting. Notably, our method achieves
more than 7 points improvement on the reranking
performance over the previous best model, and
also achieves state-of-the-art QA performance.
2 Related Work
Open-domain QA. The open-domain QA task was
originally proposed and formalized in Chen et al.
(2017), which builds a simple pipeline with a TF-
IDF retriever module and a RNN-based reader mod-
ule to produce answers from the top 5 retrieved
documents. Different from the machine reading
comprehension task (MRC) that provides a single
paragraph or document as the evidence (Rajpurkar
et al., 2016), open-domain QA is more challeng-
ing since the retrieved documents are inevitably
noisy. Recent works on open-domain QA largely
follow the retrieve-and-read approach, and have
made prominent improvement on both the retriever
module (Lee et al., 2019; Wang et al., 2018a; Nie
et al., 2019) and the reader module (Wang et al.,
2018b, 2019; Ni et al., 2019). These approaches
simply perform one-shot document retrieval to han-
dle single-hop questions. However, for compli-
cated questions that require multi-hop reasoning,
1https://hotpotqa.github.io/
these one-shot retrieve-and-read approaches are not
applicable since they fail to collect necessary evi-
dence scattered among multiple documents.
Open-domain multi-hop QA. HotpotQA (Yang
et al., 2018) is crowd-sourced over Wikipedia as
the largest free-form dataset for open-domain multi-
hop QA to date. Recently, a variety of approaches
have been proposed to address the multi-hop chal-
lenge. DecompRC (Min et al., 2019) decomposes
a multi-hop question into simpler sub-questions
and leverages single-hop QA models to answer
it, which still uses one-shot TF-IDF retrieval to
collect relevant documents. BERT Reranker (Das
et al., 2019b), DrKIT (Dhingra et al., 2020) and
Transformer-XH (Zhao et al., 2020) employ the en-
tities in the question and the retrieved documents to
link additional documents, which expands the one-
shot retrieval results and improves the evidence
coverage. These document expansion methods mit-
igate the recall problem of one-shot retrieval, how-
ever, the expanded documents inevitably introduce
noise to the downstream QA model. GoldEn Re-
triever (Qi et al., 2019) adopts iterative TF-IDF
retrieval by generating a new query for each re-
trieval step. Multi-step Reasoner (Das et al., 2019a)
and MUPPET (Feldman and El-Yaniv, 2019) read
retrieved documents to reformulate the query in
latent space for iterative retrieval. However, MUP-
PET and Multi-step Reasoner iteratively update the
query in latent space according to the retrieved doc-
uments, and perform a fixed number of retrieval
steps. However, these embedding-based retrieval
methods have difficulties to capture the lexical in-
formation in entities due to the compression of in-
formation into embedding space. Moreover, these
methods perform a fixed number of retrieval steps,
which are not able to handle questions that re-
quire arbitrary hops of reasoning. Recurrent Re-
triever (Asai et al., 2020) supports adaptive retrieval
steps, but can only select one document at each step
and has no interactions among documents not in
the retrieval chain. In contrast, our method lever-
ages document graph instead of chain to propagate
information, reranks and filters documents at each
hop of retrieval, and terminates the retrieval process
according to the status of document graph.
Graph Neural Networks for QA. Graph neu-
ral networks (GNNs) have been shown effective
on knowledge-based QA tasks by reasoning over
graphs (De Cao et al., 2019; Sorokin and Gurevych,
2018; Zhang et al., 2018). Recent studies on text-
based QA also leverage GNNs for multi-hop rea-
soning. HDE-Graph (Tu et al., 2019) constructs
the graph with entity and document nodes to en-
able rich information interaction. CogQA (Ding
et al., 2019) extracts candidate answer spans and
next-hop entities to build the cognitive graph for
reasoning. HGN (Li et al., 2019) employs a hier-
archical graph that consists of paragraph, sentence
and entity nodes for reasoning on different gran-
ularities. DFGN (Qiu et al., 2019) introduces a
fusion layer on top of the entity graph with a mask
prediction module. These GNN-based methods
serve as the reader module to extract answers from
a few documents. In contrast, our work employs
graph attention network, a popular GNN variant, in
the retriever module. To the best of our knowledge,
we are the first to propose GNN-based document
reranking method for open-domain multi-hop QA.
3 Overview
3.1 Problem Definition
Given a factoid question, the task of open-domain
question answering (QA) is to answer it using a
large corpus which can have millions of documents
(e.g., Wikipedia) or even billions (e.g., the Web).
Let the corpus C = {d1, d2, . . . , d|C|} consist of
|C| documents as the basic retrieval units2. Each
document di can be viewed as a sequence of tokens
t
(i)
1 , t
(i)
2 , . . . , t
(i)
|di|. Formally, given a question q, the
task is to find a text span t(j)s , t
(j)
s+1, . . . , t
(j)
e from
one of the documents dj that can answer the ques-
tion3. For open-domain multi-hop QA, the final
documents with the answer are typically multiple
hops away from the question, i.e., the system is re-
quired to find seed documents and subsequent sup-
porting documents in order of a chain or directed
graph to locate the final documents. The retrieved
documents are usually connected via shared enti-
ties or semantic similarities, and the formed chain
or directed graph of documents can be viewed as
the reasoning process for answering the question.
Note that the task of open-domain multi-hop QA
that we describe above is much different from the
few-document setting of multi-hop QA (Qi et al.,
2019), where the QA system is provided with a
tiny set of documents that consists of all the gold
supporting documents together with several irrel-
2We use the natural paragraphs as the basic retrieval units.
3In this work, we focus on the extractive or span-based QA
setting, but the problem definition and our proposed method
can be generalized to other QA settings as well.
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Figure 2: An overview of the DDRQA system, which consists of a Dynamic Document Reranking (DDR) phase
and a question answering phase. Given a multi-hop question, DDR iteratively retrieves, reranks and filters docu-
ments, and adaptively determines when to stop the retrieval process. After the initial retrieval, DDR updates the
question with an extracted text span as a new query to retrieve more documents at every iteration. Once the retrieval
is done, the final highest-scoring documents are fed into the downstream reader module for answer extraction.
evant “distractor” documents. The few-document
setting is designed to test the system’s capability of
multi-hop reasoning given all of the gold support-
ing documents, but this is far from being realistic.
A real-world open-domain QA system has to locate
the necessary supporting documents from a large
corpus on its own, which is especially challenging
for multi-hop questions since the indirect support-
ing documents are not easily retrievable given the
question itself.
The nature of multi-hop questions poses signifi-
cant challenge for retrieving supporting documents,
which is crucial to the downstream QA perfor-
mance. To address this challenge, we argue that it
is necessary to iteratively retrieve, rerank and filter
documents, so that we can maintain a high-quality
shortlist of documents. To this end, we propose
the Dynamic Document Reranking (DDR) method,
which is introduced in the next section.
3.2 System Overview
As illustrated in Figure 2, DDRQA first uses a
given question as query to retrieve top |D| docu-
ments using TF-IDF. To construct the document
graph, DDR extracts the entities from the ques-
tion and retrieved documents using an off-the-shelf
Named Entity Recognition (NER) system4 and con-
nects two documents if they have shared entities.
The graph-based reranking model takes the docu-
ment graph as input to score each document, filter
4We use an existing NER system open-sourced at https:
//github.com/woshiyyya/DFGN-pytorch/.
the lowest-scoring documents, and adaptively deter-
mines whether to continue the retrieval process. At
every future retrieval step, DDR updates the ques-
tion with an extracted text span from the retrieved
documents as a new query to retrieve more docu-
ments. Once the retrieval is done, the final highest-
scoring documents are concatenated to feed into
the downstream reader module (Devlin et al., 2019;
Lan et al., 2020) for answer extraction.
4 DDRQA System
4.1 Graph-based Reranking Model
The graph-based reranking model (Figure 3) is de-
signed to precisely identify the supporting docu-
ments in the document graph. We present the com-
ponents of this reranking model as follows.
Contextual Encoding. Given a question q and |D|
documents retrieved by TF-IDF, we concatenate
the tokens of the question and each document to
feed into the pre-trained language model as:
Iq,dk = [CLS] q1 . . . q|q| [SEP] t(k)1 . . . t(k)|dk| [SEP],
where |q| and |dk| denote the number of tokens in
the question q and the document dk, respectively.
[CLS] and [SEP] are special tokens used in pre-
trained language models such as BERT (Devlin
et al., 2019) and ALBERT (Lan et al., 2020). Thus
we independently encode each document dk along
with the question q to obtain the contextual rep-
resentation vector vq,dk ∈ RL×h, where L is the
maximum length of the input tokens I , and h is the
embedding size. For efficient batch computation,
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Figure 3: As the core of the DDRQA system, the graph-based reranking model first encodes the question and each
retrieved document with pre-trained language model to generate contextual representations, and uses the shared
entities to propagate information using a Graph Attention Network (GAT). After the entity-entity interaction across
multiple documents, the updated entity representations with the original contextual encodings are fed into the
fusion layer for further interaction. Finally, the reranking model takes pooled document representations to score
each document, and feed the scores into the Global Controller to determine whether to continue the retrieval cycle.
we pad or truncate the input tokens to the length of
L. We then concatenate all documents’ contextual
representation vectors as v ∈ RL|D|×h.
Graph Attention. After we obtain the indepen-
dent encoding of each document along with the
question, we employ a Graph Attention Network
(GAT; Velicˇkovic´ et al. (2018)) to propagate infor-
mation on the document graph, where two docu-
ments are connected if they have shared entities. To
be more specific, for each shared entity Ei in the
document graph, we perform pooling over its token
embeddings from v to produce the entity embed-
ding as ei = Pooling
(
t
(i)
1 , t
(i)
2 , . . . , t
(i)
|Ei|
)
where
t
(i)
j is the embedding of the j-th token in Ei, and
|Ei| is the number of tokens in Ei. We use both
mean- and max-pooling, thus we have ei ∈ R2h.
Inspired by Qiu et al. (2019), we apply a dynamic
soft mask on the entities, serving as the information
“gatekeeper” which assigns more weights to entities
pertaining to the question. The soft mask applied
on each entity Ei is computed as
mi = σ
(
qV ei√
2h
)
(1)
gi = miei, (2)
where q ∈ R2h is the concatenated mean- and
max-pooling of the question token embeddings,
and V ∈ R2h×2h is a linear projection matrix, σ(·)
is the sigmoid function, and gi is the masked entity
embedding. We then use GAT to disseminate infor-
mation between entities. Starting from g(0)i = gi,
GAT iteratively updates the embedding of each
entity with the information from its neighbors as
h
(t)
i =W1g
(t−1)
i + bi (3)
g
(t)
i = ReLU(
∑
j∈N(i)
α
(t)
i,jh
(t)
j ), (4)
where h(t)i denotes the hidden states of Ei on the
t-th GAT layer, W1 ∈ Rh×2h is a linear projection
matrix, bi is a bias term, N(i) is the set of neighbor
entities of Ei, and the entity-entity attention α
(t)
i,j is
computed as follows:
s
(t)
i,j = LeakyReLU(W2[h
(t)
i ;h
(t)
j ]) (5)
α
(t)
i,j =
exp(s
(t)
i,j )∑
k exp(s
(t)
i,k)
, (6)
where W2 ∈ R2h is a linear projection matrix. We
finally obtain the GAT updated entity embeddings
g
(T )
i , where T is the number of GAT layers.
Multi-document Fusion. To further propagate the
information to non-entity tokens, we first fuse the
embedding of each entity token as
tˆ
(i)
j =W3
[
t
(i)
j ;g
(T )
i
]
, (7)
where W3 ∈ Rh×3h is a linear projection matrix.
Then we replace the corresponding vectors in v
with tˆ(i)j to obtain vˆ ∈ RL|D|×h. Finally, vˆ is fed
into a Transformer (Vaswani et al., 2017) layer for
multi-document fusion, which updates the repre-
sentations of all the tokens and outputs the fused
representation vectors v˜ ∈ RL|D|×h.
Document Filter and Global Controller. For
each document, we use the [CLS] token embedding
from v˜ as the document representation, which is
fed into a binary classifier to score the document’s
supporting level. The top K documents with the
highest scores are selected and the rest are filtered.
The global controller signals to continue the re-
trieval process if the number of positive paragraphs
is less than a hyperparameter threshold S.
4.2 Question Updater
In open-domain multi-hop QA, the question sel-
dom contains all the retrievable clues and one has
to identify the missing information to proceed with
further reasoning (Yang et al., 2018). To increase
the recall of indirect supporting documents, we in-
tegrate the query generator of GoldEn Retriever (Qi
et al., 2019) into our system, which serves as the
question updater at every retrieval step after the ini-
tial one. We feed the current question q and the top
K reranked documents {d1, d2, . . . , dK} into the
question generator to extract a text span. The ques-
tion is then augmented by concatenating to this text
span, and the new retrieval step uses the updated
question as query to retrieve new documents. We
use a separate pre-trained language model to train
the question updater. We augment the training data
of GoldEn Retriever with no-answer examples to
prevent query shifting. Details of our data augmen-
tation techniques are provided in Appendix C.
4.3 Reader Module
In this work, we mainly focus on the retrieval phase,
and use a standard span-based reader module as in
BERT (Devlin et al., 2019) and ALBERT (Lan
et al., 2020). We concatenate the tokens of the
question q and the final top K reranked documents
to feed into the reader module. At inference time,
the reader finds the best candidate answer span by
argmax
i,j, i≤j
P starti P
end
j , (8)
where P starti , P
end
j denote the probability that the
i-th and j-th tokens are the start and end positions
in the concatenated text, respectively, of the answer
span. During inference, there is no guarantee that
the answer span exists in the reader’s input text.
To handle the no-answer cases, the reader predicts
Pna as the probability of having no answer span,
and compares Pna with maxi,j, i≤j P starti P
end
j to
determine the output between a special no-answer
prediction and the best candidate answer span.
5 Experiments
Dataset. We evaluate DDRQA and other competi-
tor systems on HotpotQA full wiki setting (Yang
et al., 2018). The dataset consists of 113K crowd-
sourced multi-hop questions that require Wikipedia
introduction paragraphs to answer. Each question
for training comes with two gold supporting para-
graphs annotated by the crowd workers. We focus
on the full wiki setting, which requires the system to
retrieve evidence paragraphs on its own and extract
the answer span from the retrieved paragraphs.
Evaluation metrics. We evaluate both the para-
graph reranking performance and the overall QA
performance. Following existing studies (Asai
et al., 2020; Nie et al., 2019; Nishida et al., 2019),
we evaluate the paragraph-level retrieval accuracy
using the Paragraph Exact Match (EM) metric,
which compares the top 2 paragraphs with the gold
supporting paragraphs. For QA performance, we
report standard answer Exact Match (EM) and F1
scores to measure the overlap between the gold
answer and the extracted answer span.
Model hyperparameters. We implement our sys-
tem based on PyTorch and HuggingFace’s Trans-
formers (Wolf et al., 2019). We use ALBERT (Lan
et al., 2020) as the pre-trained language model. We
use AdamW (Wolf et al., 2019) as the optimizer and
tune the learning rate between 1.5e−5 and 2.5e−5.
5.1 Overall Results
Table 1 compares our system DDRQA with vari-
ous existing methods on HotpotQA full wiki set-
ting. DDRQA outperforms all published and pre-
vious unpublished methods (including up-to-date
work marked with ♣) on the HotpotQA dev set
and the hidden test set on the official leaderboard
(on May 21, 2020). Notably, DDRQA achieves
Systems
Dev Test
Answer Paragraph Answer
EM F1 EM EM F1
DecompRC (Min et al., 2019) – 43.3 – 30.0 40.6
QFE (Nishida et al., 2019) – – – 28.6 38.0
MUPPET (Feldman and El-Yaniv, 2019) 31.1 40.4 – 30.6 40.2
GoldEn Retriever (Qi et al., 2019) – 49.7 – 37.9 48.5
DrKIT (Dhingra et al., 2020) 37.9 48.6 – 42.1 51.7
Transformer-XH (Zhao et al., 2020) 54.0 66.2 – 51.6 64.0
HGN (Fang et al., 2019) – – – 56.7 69.1
Cognitive Graph QA (Ding et al., 2019) 37.6 49.4 57.8 37.1 48.8
Semantic Retrieval MRS (Nie et al., 2019) 46.5 58.8 63.9 45.3 57.3
Recurrent Retriever (Asai et al., 2020) w/ BERT-wwm 60.5 73.3 72.7 60.0 73.0
ALBERT+HGN+Semantic IR♣ – – – 59.7 71.4
ALBERT-base reranker (ABR) 52.1 62.9 63.5 – –
DDRQA w/ ALBERT-base reranker 60.7 74.2 73.7 – –
DDRQA w/ ALBERT-xxlarge reranker 62.9 76.9 79.8 62.5 75.9
Table 1: Performance of question answering and paragraph reranking on HotpotQA full wiki setting.
7 points improvement on Paragraph EM over pre-
vious best model (Asai et al., 2020), demonstrat-
ing the effectiveness of our graph-based iterative
reranking method. Our reranking model also fa-
cilitates the downstream reader module, which
achieves new state-of-the-art QA performance in
terms of Answer EM and F1 scores. Note that
even the ALBERT-base (12M parameters) variant
of DDRQA beats all baseline methods, including
the very recent Recurrent Retriever (Asai et al.,
2020) which employs BERT-base (108M parame-
ters) and BERT-large (334M parameters) models.
5.2 Detailed Analysis
Ablation study. To investigate the effectiveness
of each module in DDRQA, we compare the per-
formance of several variants of our system. As
shown in Table 2, once we disable the Iterative
Reranking, Graph-based Reranking and Question
Updater module, both the paragraph reranking and
QA performance drop significantly. Notably, there
is a 11 points drop in Paragraph EM decrease and
a 12 points drop in Answer F1 when Graph-based
Reranking is removed from DDRQA. This shows
the importance of the graph-based reranking model
in our system. To further study the impact of these
modules, we decompose the QA performance into
question categories Bridge and Comparison. We
find that the QA performance on the bridge ques-
tions drops much more significantly than that on
the comparison questions. This is because the com-
parison questions require to compare two entities
mentioned in the question (Yang et al., 2018), thus
iterative retrieval and multi-hop reasoning may not
be necessary. In contrast, to answer the bridge
questions which often have missing entities, our
iterative graph-based document reranking method
is of crucial importance.
Impact of retrieval steps. DDRQA aggregates
the document scores to check whether the collected
evidence is enough to answer the question, and
adaptively determines when to stop the retrieval
process. We investigate the number of retrieval
steps selected by DDRQA, and report its distri-
bution with breakdown performance in Table 3.
Over 60% questions are answered with 2-step re-
trieval. About 20% questions are answered with
1-step retrieval, which is close to the ratio of the
comparison questions that may not need iterative
retrieval. For questions that DDRQA selects to
perform over 2-step retrieval, a significant drop on
both reranking and QA performance is observed,
showing that these questions are the hardest ones
in HotpotQA. We also evaluate DDRQA with fixed
number of retrieval steps, which performs worse
than the adaptive setting, as reported in Table 4.
Case study and limitations. We showcase exam-
ple questions with answers from DDRQA and the
baseline ALBERT-base reranker (ABR) in Figure 4.
Ablation Setting
Bridge (79.9%) Comparison (20.1%) Full Dev (100%)
Answer Answer Answer Paragraph
EM F1 EM F1 EM F1 EM
DDRQA w/ ALBERT-base reranker 58.1 73.2 71.4 77.9 60.7 74.2 73.8
w/o Graph-based Reranking 47.4 59.5 70.1 76.4 52.1 62.9 62.6
w/o Iterative Reranking 49.8 61.7 70.5 77.3 54.3 64.5 65.2
w/o Question Updater 56.6 71.4 71.3 77.8 59.8 72.9 70.3
Table 2: Ablation study of our system in different settings on HotpotQA full wiki dev set.
Bridge: In what year was the actress who was starred in "Streak" with Rumer Willis born? Supporting
Streak is a 2008 American … film directed by Demi Moore, … and starring Brittany Snow and Rumer Willis… Yes
Sorority Row is a 2009 American slasher film … starring Briana Evigan, Leah Pipes, Rumer Willis, … No
Brittany Anne Snow (born March 9, 1986) is an American actress, producer, and singer. Yes
DDRQA answer: 1986✓ ABR answer: 2009 ✗
Bridge: What screenwriter with credits for "Evolution" co-wrote a film starring Nicolas Cage and Téa Leoni? Supporting
David Weissman is a screenwriter and director. His film credits include "The Family Man" (2000), "Evolution" 
(2001), and "When in Rome" (2010). Yes
The Family Man is a 2000 American romantic comedy-drama film directed by Brett Ratner, written by David 
Diamond and David Weissman, and starring Nicolas Cage and Téa Leoni. Yes
DDRQA answer: David Weissman ✓ ABR answer: David Weissman✓
Comparison: Who is older, Annie Morton or Terry Richardson? Supporting
Annie Morton (born October 8, 1970) is an American model born in Pennsylvania… Yes
Terrence "Uncle Terry" Richardson (born August 14, 1965) is an American fashion and portrait photographer… Yes
DDRQA answer: Annie Morton ✗ ABR answer: Annie Morton ✗
Figure 4: Case study of example questions with supporting paragraphs from HotpotQA dev set.
Retrieval % of Questions
Paragraph Answer
EM EM F1
1-step 21.8 88.4 70.3 81.9
2-step 63.2 76.9 62.0 75.9
3-step 5.3 39.6 45.2 59.8
4-step (max) 9.7 22.0 37.7 50.4
Table 3: Distribution of the selected retrieval steps,
which is adaptively determined by DDRQA.
Retrieval Setting
Paragraph Answer
EM EM F1
Adaptive steps 73.8 60.7 74.2
Fixed 1-step 62.6 52.1 62.9
Fixed 2-step 72.7 60.3 73.6
Fixed 3-step 73.8 60.7 74.2
Fixed 4-step 71.7 59.7 72.9
Table 4: Performance of DDRQA with adaptive and
fixed different number of retrieval steps.
The first case is a hard bridge question where ABR
extracts the wrong answer from a relevant but non-
supporting paragraph, showing the advantage of
iterative reranking in our system. The second ques-
tion is correctly answered by both DDRQA and
ABR, since it provides sufficient clues to retrieve
both paragraphs. The final case is a comparison
question that requires numerical reasoning, which
is not correctly answered by both DDRQA and
ABR. This shows the limitation of our system, and
we plan to explore the combination of multi-hop
and numerical reasoning in future work.
6 Conclusion
In this work, we present DDRQA, an open-domain
multi-hop QA system which can accurately lo-
cate supporting documents from a large corpus.
DDRQA iteratively retrieves, reranks and filters
documents with a graph-based reranking model,
and significantly outperforms previous state-of-the-
art methods on HotpotQA full wiki setting.
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Appendix
A Full Results on HotpotQA
The full results on HotpotQA full wiki setting, in-
cluding the evaluation of supporting facts predic-
tion, are summarized in Table 5 and 6 for test and
dev set, respectively.
B Graph-based Reranking Model
Settings
For the graph-based reranking model, we set the
maximum token sequence length L = 250, the
number of retrieved documents |D| = 8, the max-
imum number of entities |E| = 120. The embed-
ding size h is 768 and 4, 096 for the ALBERT-base
and ALBERT-xxlarge model, respectively. The
graph attention module has T = 2 GAT layers.
The global controller uses the S = 2 as the thresh-
old. The top K = 4 reranked paragraphs are sent
into the downstream reader module.
C Data Processing
C.1 Training Data Construction for
Graph-based Reranking Model
Graph-based reranking model aims to rerank docu-
ments and adaptively determine when to stop the
retrieval process. In order to make our model
reusable and robust to new test cases, we carefully
design the training data construction method. To
keep the distribution of training and test data consis-
tent, we add negative samples to the training data
for our graph-based reranking model. Formally,
We pair each question q with a set of documents
Dtrain to form a training example. We design each
training example with the following strategies:
• For each positive training example which does
not need more reranking steps, we pair the ques-
tion q with Dtrain where Dtrain includes all
NPs supporting documents necessary for multi-
hop QA and |Dtrain| − NPs noisy documents.
Dtrain is a set of documents in training. NPs.
NNs, NPs are the number of supporting docu-
ments.
• For each negative training example, we paired
question Q with Dtrain where Dtrain contains
NNs < NPs supporting documents and
|Dtrain| −NNs noisy documents.NNs support-
ing documents are randomly sampled from all
gold documents.
• For noisy documents, we sample them according
to their relevance score given by TF-IDF and the
static ALBERT-base reranker (ABR).
• For multi-step reranking, we also randomly ap-
pend the output of question updater to 30% train-
ing questions.
• We concatenate the documents in Dtrain with
random sequence order, rather than the reranked
order. We use |Dtrain| = 6 and NPs = 2 in our
experiments.
C.2 Training Data Construction for Question
Updater
Following the supervision construction method
from GoldEn Retriever (Qi et al., 2019), we pro-
pose new strategies to improve the quality of the
training data for the question updater as follows:
• Different from GoldEn Retriever, we use the
question and the top 4 documents scored by our
graph-based reranking model other than TF-IDF
retrieved top-5 documents to construct the super-
vision for the next retrieval step.
• Essentially, not all questions need multi-hop doc-
ument retrieval, so we support the no answer pre-
diction as in Rajpurkar et al. (2018). We argue
that this change is more realistic for multi-hop
question since for some questions the supporting
documents are retrieved in a single step, which
is also observed in Qi et al. (2019).
Formally, we construct each training sample for
the question updater as a tuple
< q, d1, d2, d3, d4,Generated Span >,
where d1, d2, d3, d4 are the top 4 reranked docu-
ments. Generated Span is the text span extracted
by the query generator of GoldEn Retriever.
Method
Answer Sup Fact Paragraph
EM F1 EM F1 EM F1
DecompRC (Min et al., 2019) 30.0 40.6 – – – –
QFE (Nishida et al., 2019) 28.6 38.0 14.2 44.3 8.6 23.1
Cognitive Graph (Ding et al., 2019) 37.1 48.8 22.8 57.6 12.4 34.9
MUPPET (Feldman and El-Yaniv, 2019) 30.6 40.2 16.6 47.3 10.8 27.0
GoldEn Retriever (Qi et al., 2019) 37.9 48.5 30.6 64.2 18.0 39.1
DrKIT (Dhingra et al., 2020) 42.1 51.7 37.0 59.8 24.6 42.8
Semantic Retrieval MRS (Nie et al., 2019) 45.3 57.3 38.6 70.8 25.1 47.6
Transformer-XH (Zhao et al., 2020) 51.6 64.0 40.9 71.4 26.1 51.2
HGN+Semantic Retrieval MRS 56.7 69.1 49.9 76.3 35.6 59.8
Recurrent Retriever (Asai et al., 2020) w/ BERT-wwm 60.0 73.0 49.0 76.4 35.3 61.1
ALBERT+HGN+Semantic IR♣ 59.7 71.4 51.0 77.3 37.9 62.2
DDRQA w/ ALBERT-xxlarge reranker 62.5 75.9 51.0 78.8 36.0 63.8
Table 5: Full results of baselines and our DDRQA system on HotpotQA full wiki test set. Unpublished methods
on the official leaderboard are marked with ♣.
Method
Answer Sup Fact Paragraph
EM F1 EM F1 EM
Cognitive Graph (Ding et al., 2019) 37.6 49.4 23.1 58.5 57.8
DecompRC (Min et al., 2019) – 43.3 – – –
MUPPET (Feldman and El-Yaniv, 2019) 31.1 40.4 17.0 47.7
GoldEn Retriever (Qi et al., 2019) – 49.7 – – –
DrKIT (Dhingra et al., 2020) 35.7 46.6 – – –
Semantic Retrieval MRS (Nie et al., 2019) 46.5 58.8 39.9 71.5 63.9
Transformer-XH (Zhao et al., 2020) 50.2 62.4 42.2 71.6 –
Recurrent Retriever (Asai et al., 2020) w/ BERT-wwm 60.5 73.3 49.3 76.1 72.7
DDRQA w/ ALBERT-base reranker 60.7 74.2 47.1 75.8 73.8
DDRQA w/ ALBERT-xxlarge reranker 62.9 75.9 51.3 79.1 79.8
Table 6: Full results of baselines and our DDRQA system on HotpotQA full wiki dev set.
