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Abstract: Colon cancer is one of the major causes of human mortality worldwide and the same can be said for Turkey.
Various methods are used for the determination of cancer. One of these methods is Fourier transform infrared (FTIR)
spectroscopy, which has the ability to reveal biochemical changes. The most common features used to distinguish patients
with cancer and healthy subjects are peak densities, peak height ratios, and peak area ratios. The greatest challenge of
studies conducted to distinguish cancer patients from healthy subjects using FTIR signals is that the signals of cancer
patients and healthy subjects are similar. In the current study, a method in which the area and height ratios of the FTIR
signal, as well as various statistical features, are proposed in order to overcome this difficulty. Blood samples (plasma)
were collected from 30 colon cancer patients and 40 healthy subjects, and FTIR measurements were performed. A total
of 16 features were obtained, including five height ratios, five area ratios, and six statistical features, from each FTIR
signal. The 16 features were classified with a multilayer perceptron neural network and support vector machines using
cross-validation and their performances were then compared. The current study demonstrated that different features
obtained from plasma FTIR spectra can be used together in order to distinguish colon cancer patients from healthy
individuals.
Key words: Colon cancer, plasma, FTIR signal, feature extraction, pattern recognition, artificial neural network,
support vector machines, classification

1. Introduction
According to data from the Department of Cancer of the Turkish Ministry of Health, colorectal cancer is ranked
fourth among the types of cancer most presented in adult males and females. While some markers in the
blood are examined in diagnoses, treatment, and follow-up of colon cancers, patient-disturbing methods such
as colonoscopy and computed tomography are also used [1, 2]. For example, colonoscopy is an invasive method
that is frequently used to diagnose cancer. Biopsy is both invasive and carries a risk of infection [3, 4]. Also, the
sensitivity and specificity of some tumor markers such as carcinoembryonic antigen (CEA) and cancer antigen
(CA) 19-9 are low [4]. Therefore, there is a need for simpler and faster noninvasive methods instead of the
existing conventional methods. One of the methods employed to distinguish between the existence of cancer
and healthy subjects is FTIR spectroscopy. Many studies have been conducted on the distinction of cancerous
and normal tissue by FTIR in prostate cancer [5], cervical cancer [6–8], pancreatic cancer [9], gastric tissues
∗ Correspondence:

storaman@firat.edu.tr

1765
This work is licensed under a Creative Commons Attribution 4.0 International License.

TORAMAN et al./Turk J Elec Eng & Comp Sci

[10–12], esophagus cancer [13], breast cancer [14, 15], and colon cancer [16–19]. In addition, various studies have
recently been carried out for the separation of patients and healthy subjects using blood samples and FTIR
signals in leukemia [20, 21], Parkinson disease [22], gastric cancer [23], and other types of cancer such as breast,
gastrointestinal, lung [3, 24], and colon cancer [4, 25]. Studies carried out on blood samples are presented in
Table 1.
In previous studies, the plasma or serum samples obtained from blood were dried for FTIR measurement.
Then the spectral measurement of the samples was performed. As can be seen in Figure 1, peaks in the samples
appear after performing the drying process for a certain period of time. In previous studies, a distinction was
then made using these peak values [7, 9, 10, 12, 13, 15, 23, 24, 26]. In the current study, FTIR measurements
of plasma samples were performed in liquid form. Thus, the waiting period required for the time-consuming
drying process (30–60 min) was not required and the analysis process could be performed more quickly. In
the literature, only certain peaks in the signal have been examined. In the current study, all changes of the
FTIR signal within a certain range (1800–1000 cm−1 ) were investigated using various statistical features. These
features were then classified by artificial neural network (ANN) and support vector machine (SVM). Data from
the colon cancer patients and healthy subjects were also evaluated by independent t-test. The aim of the current
study is to investigate the possibility of distinguishing colon cancer patients from healthy subjects using the
features obtained from liquid plasma FTIR spectra. A flowchart of the current study is presented as Figure 2.

Table 1. Studies on cancer detection and classification from blood samples.

Authors
Erukhimovitch et
al. [20]

Year/Type
2006, leukemia

Algorithms/features used
Cluster analysis

Ostrovsky et al.
[3]

2013, breast,
lung, gastro, other

Sheng et al. [21]

2013, leukemia

Principal component analysis,
Fisher’s linear discrimination
analysis
Curve fitting

Sheng et al. [23]

2013, gastric cancer

Curve fitting

Wang et al. [24]

2014, lung cancer

Curve fitting

Results
Significant
reduction
observed at spectral
peaks of 1056, 1270,
and 1592 cm−1
Sensitivity: 93.33%
Specificity: 87.80%
Accuracy: 90.70%
H2959/H2931 ratio and
RNA/DNA
(A1115/A1028)
defined as a distinctive
feature.
H2959/H2931 ratio defined as a distinctive
feature.
A1080/A1170 ratio defined as a distinctive
feature

The remainder of the paper is organized as follows: in Section 2 sample preparation and FTIR measurement, feature extraction, classifier models, and parameters for performance are explained. Sections 3 and 4
provide the results of the study and the discussion. Finally, Section 5 concludes the paper and briefly outlines
our future work plans.
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Figure 1. ATR-FTIR spectra showing the drying of human serum [27].

2. Materials and methods
2.1. Sample preparation and ATR-FTIR measurement
Blood samples of 30 colon cancer patients and 40 healthy subjects were obtained from the Department of General
Surgery of Fırat University, Turkey (see Table 2). The samples were centrifuged at 4000 rpm for a period of
4 min in order to separate the plasma from other cellular material. The plasma samples were transferred to
clean tubes and the samples were then stored at -20 °C. FTIR measurements of the samples were performed
using a PerkinElmer Spectrum 100 FTIR spectrometer with a zinc selenide attenuated total reflection (ATR)
accessory. The samples were measured in the region of 4000–450 cm−1 with 32 scans (for a high signal-to-noise
ratio) and 4 cm−1 resolution.

Table 2. Statistics of cancer patients and healthy subjects.

Mean age ± SD
Colon cancer
Healthy

58.37 ± 14.35
52.18 ± 18.15

Sex
Male
23
17

Female
7
23

Stage of
I II
4 11
- -

cancer
III IV
10 5
-

For all spectra, baseline correction was performed and max–min normalized to the amide II band [3].
In addition, the 1800–1000 cm−1 region was investigated in the study as the important spectra in cancer
detection are within this range [3, 4]. The study was reviewed and approved by the Noninvasive Research
Ethics Committee of Fırat University [28].
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Figure 2. Flowchart of the study.

2.2. Feature extraction
Feature extraction is significant for pattern recognition. The effect of features extracted from the pattern
plays an important role in the performance of the pattern recognition system. Feature extraction provides a
representation of the data within a small dimension. This process, which is called dimensionality reduction,
is performed by removing redundant information [29]. In the current study, feature extraction was performed
from ATR-FTIR signals. Thus, each FTIR signal is represented with fewer features. A total of 16 features
extractions, encompassing five height ratios, five area ratios, and six statistical features, the mathematical
expressions of which are presented in Table 3, were performed from each FTIR signal [30–35] (see Figure 3).
Here, N represents the length of the signal, xi represents a part of the FTIR signal, and pi represents
the probability value of the i th wavenumber. Entropy can be used to measure irregularity of a nonstationary
signal [36]. Standard deviation is a measure used to quantify the distribution of the data in statistics. Moreover,
it is also the square root of the variance [37, 38]. Mean absolute value is used to determine the mean value of
the examined range of the signal. Simple square integral is a feature used to express the energy of the signal.
Waveform length is the cumulative length of the signal in a particular range [31–33]. Max–min difference is the
difference between the maximum and minimum value of the signal in the specified range [35].
In previous studies, various spectral area ratios and height ratios were used in order to distinguish cancer
patients from healthy subjects [10, 11, 18, 20, 21, 23, 24]. The height ratios in the current study were examined
1768
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Table 3. Features extracted from the FTIR signal.

Features
Entropy
Standard deviation
Mean absolute value
Simple square integral
Waveform length

Mathematical definition
N
∑
pi logpi
H(p) =
i=1
√
N
∑
(x − xi )2
ST D = N1+1
M AV =
SSI =
WL =

1
N

N
∑

N
∑

(1)
(2)

i=1

|xi |

(3)

i=1

|xi |2

i=1
N∑
−1

(4)

|xi+1 − xi |

(5)

i=1

Max–min difference

M M D = max(xi ) − min(xi )

(6)

5 Height Ratios

16 features

SVM - ANN

5 Area Ratios

K -Fold Cross -Validation

FTIR
Signal

6 Statistical Features

Figure 3. Feature extraction from FTIR signal and classification.

according to [23] as follows: H1453/H1400, H1080/H1550, H1314/H1243, H1646/H1550, and H2959/H2931
[21, 23, 39]. Bands that are of interest include the following: 1080 cm−1 is the (P O2− ) symmetric stretching
of nucleic acids, 1314 cm−1 indicates amide III, 1550 cm−1 is amide II (N-H bending and C-N stretching),
1646 cm−1 is amide I (C=O stretching), 1400 cm−1 is due to symmetric CH3 bending, 1453 cm−1 is due to
CH2 bending, 1170 cm−1 is C-O bands from glycomaterials and proteins, 1243 cm−1 is asymmetric stretching
vibrations of phosphodiesters, 2931 cm−1 is due to asymmetric CH2 stretching vibrations, and 2959 cm−1 is
due to asymmetric CH3 stretching vibrations [23, 24, 39, 40]. The height ratios were obtained by proportioning
the intensity values of the signal.
The area ratios were calculated as the area between the signal and the wavenumber axis according to
the given range (see Figure 4). In the current study, the area ratios were examined according to [24] as follows:
A2959/A1545, A1650/A1545, A1080/A1170, A1080/A1545, and A1080/A1243. The baselines of the selected
areas are A2959 (2997–2887 cm−1 ), A1650 (1725–1593 cm−1 ), A1545 (1595–1480 cm−1 ), A1170 (1184–1140
cm−1 ), A1243 (1258–1203 cm−1 ), and A1080 (1140–1000 cm−1 ) [24]. The ratio of A2959/A1545 lipids/proteins
and the ratio of A1650/A1545 can indicate changes in protein components and structures. The A1080/A1170
1769
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ratio can indicate some amino acids in the protein structure (serine residues, tyrosine, threonine) and nucleic
acids. The A1080/A1545 ratio can provide information about DNA levels. The A1080/A1243 ratio can identify
structural changes in nucleic acids [7, 24].
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Figure 4. Areas of IR spectrum of colon cancer patients and healthy subjects.

2.3. Support vector machines
SVM is an instructive machine-learning algorithm that uses structural risk minimization. The purpose of SVM
is to find the optimal hyperplane that would separate the data of different classes from each other. For a
two-class classification problem, presume the training data were defined as (xj , yj ), j = 1, 2, 3, ...n, xj ∈ Rd and
class labels as yj ∈ {−1, +1} . The SVM will try to find the hyperplane where the distance between the two
classes is the greatest. In this case, w is weight vector and b is bias, and the optimal hyperplane is expressed
as follows [41–43]:
w.xj + b ≥ +1

∀xj ∈ ClassA,

(7)

w.xj + b ≤ −1

∀xj ∈ ClassB.

(8)

The maximization of the optimal hyperplane boundaries is performed by solving the following optimization problem:
1
argmin ||w||2 .
2

(9)

Accordingly,
yj (w.xj + b) ≥ 1

j = 1....n.

(10)

Lagrange multipliers are used for the solution to this problem:

L(w, b, α) =

1770
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1
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αj [yj (w.xj + b) − 1].
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Here, α is the Lagrange multiplier and xj is the support vector. For a two-class problem that can be
separated linearly, the decision function is defined as:
n
∑
f (x) = sign(
yj αj (x.xj ) + b).

(12)

j=1

The SVM’s kernel functions (linear, radial basis function (RBF), polynomial) are as follows:
Linear : K(xj , yj ) = (xj .yj ),

(13)

−||xj − yj ||2
),
2σ 2

(14)

P olynomial : K(xj , yj ) = (xj yj + 1)d .

(15)

RBF : K(xj , yj ) = exp(

σ, d are the parameters of the kernel functions. The SVM parameter C was searched in the range of
[ 10

−2

, …, 103 ].

2.4. Multilayer perceptron neural network
The ANN has been developed based on the structure and learning characteristics of biological neuron cells.
ANNs are used for various applications such as pattern recognition and classification. In the current study, a
feedforward multilayer perceptron neural network (MLPNN) model was used. In general, the performance of
the feedforward neural network depends on the number of neurons and hidden layers, the activation function,
and the learning algorithm [44–47]. The number of neurons, the learning algorithm, and the activation function
in the MLP model are shown in Table 4. The parameters of the MLP network, such as number of neurons in
the hidden layer and the number of layers, are selected empirically during the experimental works.
Table 4. Structure of the MLPNN model.

Model
Number of layers
Number of neurons in layer
Initial weights
Activation functions
Learning rule

Feedforward multilayer perceptron
3
Hidden: 20, 10; Output: 1
Random
Logarithmic sigmoid
Backpropagation algorithm

The backpropagation method was used for the learning procedure. The weights in the network were
updated by calculating the root mean square error. The mean square error was repeated until reaching the
desired error value [44, 48]. All data were normalized using xi = (xi −xmin )/(xmax −xmin ) prior to classification.
xi represents the ith element of the data, and xmax and xmin are the maximum and minimum elements of the
data.
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2.5. Parameters for classification and performance
K-fold cross-validation was used to estimate model performances objectively. In the current study, 4, 5, and
10-fold cross-validation was applied to the dataset. For example, for k = 5, the dataset is divided into 5 parts.
Four parts are used for training and the remaining part for testing. This process is performed for all parts and
the mean error is then calculated. Classifier performances were evaluated by sensitivity, specificity, and accuracy
indicators [3, 49]. Three indicators were calculated with a confusion matrix. Calculations of the indicators are
as follows:
• True positive (TP): Number of colon cancer patients correctly defined.
• False negative (FN): Number of colon cancer patients incorrectly defined.
• True negative (TN): Number of healthy subjects correctly defined.
• False positive (FP): Number of healthy subjects incorrectly defined.
Sensitivity, specificity, and accuracy are defined as:
Sensitivity =

TP
× 100,
TP + FN

(16)

Specif icity =

TN
× 100,
TN + FP

(17)

Accuracy =

TP + TN
× 100.
TP + FP + FN + TN

(18)

Differences between the healthy subjects and the colon cancer patients were also tested using the independent t-test. Values of P found to be lower than 0.05 were considered significantly different. MATLAB was
used to process all data.
3. Results
The area ratio and height ratio values of each FTIR signal were calculated separately. Feature extraction was
performed for the 1800–1300 cm−1 and 1300–1000 cm−1 ranges of each signal using the features specified in
Table 3. All features obtained were first compared by independent t-test.
The average of H1314/H1243, which indicates the change of nucleic acids and proteins [23], was 0.528 in
healthy subjects and 0.708 in patients with colon cancer (for H1314/H1243, P = 0.014). If 0.71 is used as the
standard, 73.33% of the patients with colon cancer ( n = 22 ) are above this value, while 65% of healthy subjects
( n = 26 ) are below this value (see Table 5).
The average of H1645/H1550 was 0.597 in 40 healthy subjects and 0.760 in 30 patients with colon cancer.
The P-value of the H1646/H1550 ratio is 0.003. However, the H1645/H1550 ratios of 19 of the 30 colon cancer
patients and the H1645/H1550 ratios of 22 of the 40 healthy individuals were in the range of 0.77–0.58. Hence,
the H1646/H1550 ratio, although statistically significant, could not exactly distinguish healthy individuals from
patients with colon cancer. In addition, other spectral ratios and statistical features exhibit similar features in
terms of the number of patients and control groups. For this reason, properties other than the above spectral
ratio could not be used to evaluate colon cancer and healthy subjects (see Tables 6 and 7).
The H1314/H1243 ratio is low in terms of sensitivity and specificity, even though it is significant compared
to the t-test results. As a result, none of the features alone attained sufficient sensitivity and specificity for
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effectively distinguishing colon cancer patients from healthy individuals. Therefore, a machine learning approach
using all of the features was applied. As a result of this approach, 95.71% accuracy, 93.33% sensitivity, and
97.50% specificity were obtained with MLP and 94.29% accuracy, 93.33% sensitivity, and 97.50% specificity
with SVM (linear kernel function).
The six features from Table 3 were calculated separately for the 1800–1300 cm−1 and 1300–1000 cm−1
ranges. Classification was performed in two ways: five height ratios, five area ratios, and six features were
calculated for 1800–1300 cm−1 , and five height ratios, five area ratios, and six features were calculated for
1300–1000 cm−1 were each classified separately. The results obtained as a result of both classification processes
performed using a total of 16 features are presented in Tables 8, 9, and 10.
The dataset was evaluated for different folds (k = 4, 5, 10). The best results and average accuracy of
both classifiers (10 times) are shown in Tables 8, 9, and 10. The best result in the classification with MLP was
obtained in the 1300–1000 cm−1 range (see Table 8). Tables 9 and 10 show the SVM classification results in the
ranges of 1300–1000 cm−1 and 1800–1300 cm−1 , respectively. The best achieved accuracy in the classification
with SVM was obtained with the linear kernel function in the range of 1300–1000 cm−1 . Both the MLP and
SVM classifiers returned the best accuracy in the range of 1300–1000 cm−1 . According to these results, it can
be said that the discrimination of this region is better.
The best accuracy achieved in the current study was 95.71%. This value was reached with the MLP
model where 75% of the dataset was used for training. When 80% and 90% of the dataset was used for training,
the classification accuracy decreased. When the test data were reduced, the accuracy of the MLP was also
reduced. The best accuracy in SVM was achieved when 75% and 90% of the dataset was used for training.
SVM remained largely unaffected by changes in the test data.
In addition, when the models were compared for training and testing times, SVM showed much faster
training and testing times. MLP completed training and testing in 11.25 s, 21 s, and 45.5 s, respectively, for 4,
5, and 10 folds. The average duration of SVM for training and testing was approximately 1 s for 4, 5, and 10
folds). These results show that SVM requires less time and less computational power for training and testing.
Models were trained using the system with Intel Core i3-2120 CPU 3.3 GHz and 8 GB RAM.
Table 5. Statistical data of height ratios.

Ratios
H1080/H1550
H1646/H1550
H1314/H1243
H1453/H1400
H2959/H2931

Colon cancer patients
0.0592 ± 0.1218
0.7603 ± 0.0987
0.7083 ± 0.2307
0.4973 ± 0.2181
0.8427 ± 0.0807

Healthy subjects
0.2486 ± 0.3833
0.5972 ± 0.2760
0.5288 ± 0.3338
0.4018 ± 0.2494
0.7170 ± 0.3011

t-test (P-value)
0.011
0.003
0.014
0.990
0.029

4. Discussions
Although there have been many studies on colon cancer and other types of cancer tissues, few have been
conducted on FTIR signals obtained from blood samples. These studies can be divided into two: those obtained
from cancerous tissues and those obtained from blood samples (plasma/serum). The results of the studies carried
out on the separation of colon cancer patients and healthy subjects using tissue samples are as follows: Cheng et
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Table 6. Statistical data of area ratios.

Ratios
A2959/A1545
A1650/A1545
A1080/A1545
A1080/A1243
A1080/A1170

Colon cancer patients
0.6322 ± 0.1590
0.8130 ± 0.1028
0.0516 ± 0.1310
0.1534 ± 0.2204
0.1552 ± 0.2393

Healthy subjects
0.5378 ± 0.2718
0.6459 ± 0.3081
0.2449 ± 0.3935
0.3253 ± 0.4108
0.1555 ± 0.1282

t-test (P-value)
0.095
0.006
0.012
0.042
0.995

Table 7. Statistical data of six features.

Features
ENT
WL
STD
MAV
SSI
MMD

1800–1300 cm
Colon cancer
0.712 ± 0.163
0.775 ± 0.085
0.818 ± 0.070
0.057 ± 0.053
0.052 ± 0.036
0.771 ± 0.083

−1

Healthy
0.739 ±
0.679 ±
0.698 ±
0.219 ±
0.203 ±
0.678 ±

P
0.440
0.030
0.160
0.008
0.009
0.030

0.134
0.238
0.256
0.323
0.302
0.225

1300–1000 cm−1
Colon cancer
Healthy
0.488 ± 0.317 0.547 ±
0.192 ± 0.229 0.240 ±
0.613 ± 0.170 0.614 ±
0.024 ± 0.068 0.197 ±
0.063 ± 0.027 0.159 ±
0.430 ± 0.159 0.407 ±

0.238
0.179
0.141
0.347
0.311
0.090

P
0.374
0.329
0.991
0.009
0.009
0.452

Table 8. Best accuracy and average results obtained with MLP.

Number
of folds
4
5
10

Range
(cm−1 )
1300–1000
1800–1300
1300–1000
1800–1300
1300–1000
1800–1300

TP

FN

FP

TN

28
25
25
26
23
25

2
5
5
4
7
5

1
0
0
1
0
1

39
40
40
39
40
39

Sen
(%)
93.33
83.33
83.33
86.66
76.66
83.33

Spe
(%)
97.50
100.00
100.00
97.50
100.00
97.50

Acc
(%)
95.71
92.85
92.85
92.85
90.00
91.42

Mean acc (%)
± Std
89.75 ± 3.56
87.27 ± 3.34
89.00 ± 2.43
87.49 ± 3.80
85.00 ± 3.38
88.14 ± 3.01

al. [50] obtained 100%, 97.5%, 95%, and 100% accuracy, respectively, in the classification of normal, dysplasia,
early carcinoma, and advanced cancer tissues using SVM. Then Cheng et al. [17] classified the normal, dysplasic,
early carcinoma, and advanced cancer tissues and obtained 100%, 94%, 97.5%, and 100% accuracy, respectively.
Xie et al. [19] obtained more than 90% classification sensitivity and specificity using colon spectral data. Dong
et al. [18] were able to distinguish colorectal malignant tissues from normal tissues with a sensitivity of 96%.
The studies that were carried out using blood samples are presented in Table 11. The studies in the
literature conducted on colon cancer using blood samples were examined. Barlev et al. [4] proposed a method
for colorectal cancer screenings, with each subject represented by two feature vectors (11 principal components)
from plasma and 13 principal components from peripheral blood mononuclear cells. Second derivatives of certain
bands was taken so as to distinguish patients from healthy subjects, and the discriminant analysis method was
applied. In conclusion, 81.5% sensitivity and 71.4% specificity levels were obtained (see Table 11).
In the current study, each sample is represented by a total of 16 features including five height ratios, five
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Table 9. Best accuracy and average results obtained with SVM for 1300–1000 cm−1 range.

Number
of folds
4

5

10

Kernel
function
Polynomial
Linear
RBF
Polynomial
Linear
RBF
Polynomial
Linear
RBF

TP

FN

FP

TN

24
28
20
25
27
19
25
28
20

6
2
10
5
3
11
5
2
10

7
2
7
9
2
8
11
2
9

33
38
33
31
38
32
29
38
31

Sen
(%)
80.00
93.33
66.67
83.33
90.00
63.33
83.33
93.33
66.67

Spe
(%)
82.50
95.00
82.50
77.50
95.00
80.00
72.50
95.00
77.50

Acc
(%)
81.43
94.29
75.71
80.00
92.85
72.86
77.14
94.29
72.86

Mean acc (%)
± Std
74.71 ± 3.30
90.00 ± 2.33
72.85 ± 2.51
75.71 ± 1.90
89.28 ± 1.81
71.43 ± 1.16
75.14 ± 2.04
90.57 ± 2.45
71.28 ± 1.25

Table 10. Best accuracy and average results obtained with SVM for 1800–1300 cm−1 range.

Number
of folds
4

5

10

Kernel
function
Polynomial
Linear
RBF
Polynomial
Linear
RBF
Polynomial
Linear
RBF

TP

FN

FP

TN

26
25
20
27
24
19
24
25
19

4
5
10
3
6
11
6
5
11

8
4
7
7
3
8
4
3
8

32
36
33
33
37
32
36
37
32

Sen
(%)
86.66
83.33
66.67
90.00
80.00
63.33
80.00
83.33
63.33

Spe
(%)
80.00
90.00
82.50
82.50
92.50
80.00
90.00
92.50
80.00

Acc
(%)
82.86
87.14
75.71
85.71
87.14
72.86
85.71
88.57
72.86

Mean acc (%)
± Std
80.00 ± 2.13
85.14 ± 1.37
73.71 ± 2.15
83,42 ± 2.25
85.71 ± 2.12
71.00 ± 1.91
82.28 ± 2.53
85.00 ± 1.54
70.00 ± 2.13

area ratios, and six statistical features. Furthermore, the statistical values in certain ranges (1800–1300 cm−1
and 1300–1000 cm−1 ) were calculated separately in order to distinguish cancer patients from healthy subjects,
and the data were classified with higher accuracy using MLP and SVM (see Tables 8, 9, and 10).
In the studies on cancer detection using FTIR, analyses were performed especially within the range of
1800–750 cm−1 . The reason is that many important molecules used in cancer detection studies are to be found
in this range [3]. In addition, the FTIR signals of healthy subjects and patients with colon cancer are very
similar. For this reason, in addition to the height and area ratios examined in previous studies, the current
study also examined entropy, standard deviation, absolute mean value, simple square integral, waveform length,
and max–min difference features of the FTIR signal.
5. Conclusions
The data obtained in the current study showed that although the t-test was meaningful, none of the features
were sufficient to make a distinction between patients and healthy subjects alone. For this reason, the current
study classified all the features obtained from the FTIR signal together. The results obtained with the performed
classification process are promising in the distinguishing of patients with colon cancer from healthy subjects.
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Table 11. Comparison of studies on colon cancer using blood samples

Authors

Barlev et al.
[4]

Proposed
method

Type (number of patients, healthy subjects)
Colorectal cancer
(34+10, 18)

Colon cancer
(30, 40)

Algorithms/features used

Results

Principal component analysis, quadratic discrimination analysis, Fisher linear
discrimination analysis

AUC: 0.77
Sensitivity: 81.50%
Specificity: 71.40%

Statistical feature extraction, SVM, MLP

MLP
Sen: 93.33%
Spe: 97.50%
Acc: 95.71%

SVM
93.33%
95.00%
94.29%

A large number of features of the FTIR signal were revealed by means of the feature extraction performed.
Effective accuracy values were achieved using all of these features together. Results showed that these 16
features could be useful in the classifying of patients with colon cancer and healthy subjects.
Also, time for drying was not needed as the samples were measured in liquid state, and therefore a faster
measurement was achieved. In the future, a subsequent study is planned to better understand the effect of the
water in the plasma on the signal and to compare it with the results of the current study.
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