Abstract-This paper proposes a new state space approach to adaptive fuzzy modeling under the dynamic environment, where Bayesian filtering sequentially learns the model parameters including model structures themselves as state variables. In particular, our approach specifies the state transitions as meanreversion processes, which intends to incorporate and extend the established state-of-art learning techniques as follows: First, the mean-reversion levels of model parameters are determined by applying some existing learning method to a training period. Next, filtering implementation over test data enables on-line estimation of the parameters, where the estimates are adaptively tuned for each new data arrival based on the obtained reliable learning result. In this work, we concretely design a Takagi-SugenoKang fuzzy model for financial investment, whose parameters follow autoregressive processes with the mean-reversion levels decided by particle swarm optimization. Since there exist Monte Carlo simulation-based algorithms called particle filtering, our methodology is applicable to a quite general setting including non-linearity, which actually arises in our investment problem. Then, an out-of-sample numerical experiment with security price data successfully demonstrates its effectiveness.
I. INTRODUCTION
R ECENTLY, artificial intelligence (AI) has been increasingly important in both academia and industry, which is supported by development of computer performance including software packages, as well as accessibility to wide-rage and large-scale of data.
In general, machine learning is an inevitable step to attain the objective of AI, that is, making intelligent machine or computer. Especially from a probabilistic perspective, a task of machine learning can be interpreted as acquiring latent characteristics or patterns from observed data under the existence of uncertainty related to data measurement, parameter estimation and model specification [1] .
Historically, many researchers have developed various effective learning algorithms for different AI models. For instance, (deep) learning to artificial neural networks (ANNs) is one of the most thriving research topics, such as back propagation algorithm with stochastic gradient decent methods [2] , [3] . Moreover, evolutionary calculations such as genetic algorithm (GA) [4] , [5] or particle swarm optimization (PSO) [6] are population-based optimization algorithms searching efficiently in complex target spaces.
In this paper, we focus on the learning of fuzzy systems. Fuzzy logic [7] is a powerful AI technique for modeling human imprecise perception, knowledge and reasoning. Specifically, a fuzzy system stores multiple IF-THEN inference rules with linguistic expressions called fuzzy sets, which enables to quantitatively imitate human reasoning. Therefore, fuzzy model identification including its parameter learning is thought to be a considerably important issue, which has led to various previous researches.
For instance, one of the most famous approaches is networkbased fuzzy modeling [8] , [9] , where the learning algorithms of ANNs such as back propagation are utilized for the identification by interpreting a fuzzy system as a multi-layered ANN. In addition, there are also a great deal of studies to use evolutionary calculation methods. GA is well-known to the optimal rule generation and parameter learning [10] , [11] , which is named as genetic fuzzy systems (GFSs) in [12] . Besides, other evolutionary calculation methods such as PSO are also effectively utilized [13] . Moreover, a recent research [14] exploits Markov Chain Monte Carlo (MCMC) method to the estimation of membership functions' parameters for a Mamdani fuzzy model [15] with an application to data in the financial services industry.
Although those established approaches are now widely accepted with great success, there is a room for improvement particularly in the learning problems under the drastically changing environment, which are often observed as time-series data with limited stationarity. Unfortunately, since the nonstationary environmental change is also easy to cause overfitting, it is a challenging task to develop high-performance fuzzy models under this environment.
One of the most reasonable approaches to this problem is to sequentially update model structure and parameters along with the dynamic changes of the environment. Notably, evolving fuzzy [16] - [20] and neuro fuzzy [21] - [24] systems take this approach, in which a rule base and parameters continually evolve to match the current information from new data. Especially, participatory evolving fuzzy systems [25] are applied to modeling financial time-series in [26] - [28] .
In the current work, we apply a state space model with Bayesian filtering algorithms to adaptive fuzzy modeling. State space models are commonly used in various fields to represent dynamic dependence between latent state and observed variables. Their dynamics are described as time-series models called state and observation equations. Moreover, Bayesian filtering algorithms make it possible to estimate the time transitions of unobservable state variables.
Particularly, in our state space framework, the parameters of fuzzy systems are interpreted as unobservable state variables, which are sequentially learned for each new data measurement by Bayesian filters. Note that by using Monte Carlo simulation-based filtering algorithms called particle filters (PFs), our scheme is applicable to a wide range of problem settings including non-linear and non-Gaussian properties, as well as various types of fuzzy reasoning methods such as Mamdani or high order TSK models. Further, it is remarkable that our learning scheme can include the model selection. More precisely, our state space representation allows the model structures themselves to be added to the state variables, which possibly shows a new direction of Bayesian dynamic model selection.
The main contribution of this work is to actively introduce time-series models into the parameter transitions of fuzzy systems, which are sequentially estimated within a state space framework with PF algorithm. Thereby, one of the most promising applications of our scheme is to learn model parameters around specific levels. That is, the following procedure enables systematic generation of a new adaptive learning scheme based on an existing state-of-art method: First, the existing learning algorithm is applied to training data, which gives us parameter estimates of a fuzzy system. Then, by assuming that the state variables follow stochastic processes moving around the obtained estimates, filtering implementation over test data makes it possible to continuously adapt model parameters to the dynamic environment based on the existing method. Importantly, this formulation is generally expected to enhance the performances of the established reliable approaches mentioned above [8] - [14] .
In this study, after introducing a zero order Takagi-SugenoKang (TSK) fuzzy model [29] , [30] for financial investment, we provide a state space representation of its parameter learning problem. Here, the parameter transitions, i.e. state equations, are specified as autoregressive processes of order one (AR(1) processes), which have tendencies to drift toward the long-term mean levels. In a numerical experiment with actual financial security price data, we execute PSO for a training period to decide these long-term levels. Then, over test data, PF sequentially adapts the fuzzy model parameters to changing environment in real time, which is expected to enhance the reliable PSO learning results. In other words, we present a new adaptive fuzzy model with PSO by exploiting our methodology.
The remainder of this paper is organized as follows. Section II explains our methodology of machine learning with state space framework. After introducing our fuzzy system whose learning problem is concretely formulated in our state space representation, Section III shows an out-of-sample numerical experiments. Section IV refers to the applicability of our approach to dynamic model selection. Then, Section V concludes. Appendix summarizes a detailed algorithm of PF used in this work.
II. METHODOLOGY

A. State Space Model
State space framework assumes that there exist unobservable latent/state variables driven by stochastic processes behind observed time-series data. Precisely, it consists of the following observation and state equations.
where Y t and Z t are a vector of observable and latent variables, respectively. Besides, u t and v t denote random variables for observation and state transition, respectively. Here, the functions H and F are non-linear functions.
In general, Bayesian filtering technique is an on-line statistical approach to sequentially estimate the latent variables Z t through the observed data
that is, to estimate the distribution p(Z t |Y 1:t ). Since updating the estimation for each time of new data arrival, the filtering approach is appropriate for reflecting dynamic changes of environment.
Particularly, particle filtering (PF) resorts to Monte Carlo simulation for latent variables' estimation, whereby it is applicable to non-linear and non-Gaussian settings. This generality is essential to apply PF to machine learning under various situations in practice. The detailed algorithm of our PF is described in Appendix.
B. Machine Learning with State Space Framework
First, let us introduce our methodology in a relatively general setting of supervised machine learning, which will be focused on fuzzy systems in the next Section III. Most of the artificial intelligence (AI) models, such as linear regression/classification models, artificial neural networks, fuzzy systems and so on, are represented as non-linear functions as follows.
where f represents an AI system, that is a non-linear mapping from inputs I t to outputs O t for given parameters Z t . Here, since this study discusses machine learning for time-series data, we assign the time index t ∈ {1, · · · , T } to the variables (I t , O t , Z t ). Note that in the standard machine learning problems, the parameter vector Z t does not have the index t, because it basically intends to decide fixed values or ranges for model parameters from the pairs of input-output data (I t , O t ) t . However, especially for machine learning under the dynamic environment such as financial markets, it is also effective to update the model parameter estimates over time, because the optimal parameters (or models) may largely change along with the non-stationary shift of the environment.
Therefore, this study assumes that model parameters are time-varying variables denoted by Z t , which also helps to mitigate over-fitting problems. Let us remark that this learning problem of the parameter vector Z t can include the selection of AI models themselves. In other words, Z t may stand for the AI model structure performing well under the current environment, which possibly shows a new direction of Bayesian dynamic model selection, as discussed in Section IV.
In this work, our learning problem is formulated by the following state space representation.
Let us remember that Eq. (3) and (5) denote the observation and state equations, respectively. Also, we note that the AI model Eq. (4) can be included in the both equations. Behind this formulation, the next situation is assumed: First of all, a designer of AI models under the dynamic environment would like to know which modeling and/or parameters will perform the best, though it is unknown in advance. Then, based on the assumption that the optimal model and/or parameters change over time, the designer attempts to estimate their transitions through periodical performance measurements.
This situation is described by the state space representation in Eq. (3)- (5) as follows: First, the dynamic transitions of optimal model structure and parameters are formulated by the state equation (5) . Then, the AI model of Eq. (4) is applied to the input variables I t for the model parameters Z t given by the state equation (5), which generates the output variables O t . Moreover, the observation equation (3) expresses performance measurement with some uncertainty or noise. (Sometimes extremely high performance arises just by a luck, for instance.) Also, it is notable that the performance evaluation depends on the choice of measures.
Based on the above state space representation, our PF algorithm is implemented as follows: First, it generates various candidates, which are referred as "particles" in Appendix, of model's structure and/or parameters according to the state equation, and then selects well-performing ones from the measurement by the observation equation. Let us remark that PF, which allows non-linear and non-Gaussian settings, makes it possible to apply our approach to various kinds of learning problems.
Hereafter, we explain our approach more concretely by showing its application to fuzzy systems.
III. STATE SPACE APPROACH TO FUZZY MODELING
In this section, we apply the methodology described in Section II to learning fuzzy systems.
A. Fuzzy System
A fuzzy system is a non-linear real-valued function, which expresses human imprecise reasoning with a collection of fuzzy IF-THEN rules, that is a fuzzy rule base. To implement the fuzzy rule-based inference, fuzzifier and defuzzifier are applied as interfaces to inputs and outputs of the system, respectively.
One of the most famous fuzzy inference methods is proposed in [29] , [30] , the so-called Takagi-Sugeno-Kang (TSK) model, whose IF-THEN rule takes the following form: In this study, we employ a zero-order TSK type of fuzzy systems, i.e. the case of c(x 1 , · · · , x I ) = c ∈ R. Here, we suppose there are the following K number of IF-THEN rules:
Then, its typical procedure is described as follows:
Here, fuzzy AND operation is identified with product.
The final output y is calculated as a weighted average of the outputs (c k ) k=1,··· ,K for all the IF-THEN rules.
This defuzzifier is often referred as a centroid method. Therefore, this fuzzy system is expressed as a non-linear function R I → R. Let us remark that although this study deals with a zero-order TSK type of fuzzy systems, our approach is applicable to other types such as higher order TSK or Mamdani models [15] . As well, the premise parts can include the other operations such as "OR". Now, we discuss the learning problem of the fuzzy systems. That is, one of the most important issues with fuzzy system applications is how to decide the parameters. Especially, the parameters in output parts of zero-order TSK models, i.e. (c k ) k in the above example, have critical impact not only on the performance but also on the characteristics of inference. For instance, if c k is set to be zero for a particular rule, this rule is excluded from the rule base in effect. Moreover, it is clear that a sign of c k , i.e. positive or negative, may lead the opposite inference result. In that sense, with regard to zero-order TSK models, this parameter estimation is essentially the same as the exploration of the optimal rule base.
As stated in Section I, there have been various established state-of-art techniques to the learning problem of fuzzy systems. Those existing approaches mainly decide fixed model parameter values by using all the given training data. On the other hand, our Bayesian filtering-based methodology sequentially adjusts the estimates of parameters for each new data arrival. In the subsequent sections, we demonstrate its effectiveness by developing a fuzzy system for asset allocation problems.
B. Fuzzy System for Asset Allocation Problem
This section discusses an asset allocation problem for stocks and bonds using a fuzzy system. Specifically, we consider the situation that an investor executes the trading at each end of month under a no-short sale constraint and no leverage condition, whose restrictions strictly preserve the comparability to benchmark traditional investment strategies.
As for the stock and bond allocation, holding them at a constant ratio is a traditionally popular investment policy in practice. However, it also seems reasonable to change the allocation depending on market conditions. Then, we construct a fuzzy system, which decides allocations (i.e. portfolio weights) based on the information of past time-series data of security returns. Here, the inputs of our fuzzy system are expected returns, volatilities and correlations of trading securities, which are calculated by exponential moving average (EMA) methods, whereas the outputs are rating points of the securities. Let us remark that EMA methods are often used both in practice and academia [31] - [34] due to its high tractability. 
Note that correlation of the j-th security indicate those between the 1st and j-th ones (j = 1, · · · , N ). Importantly, we assume that the securities' rating points (c k ) k=1,··· ,8 of the fuzzy IF-THEN rules are time-varying (c k,t ) k=1,··· ,8 , which will be sequentially learned in our statespace framework as state variables.
With regard to the membership functions of the fuzzy sets, high and low, we use the following triangular ones, respectively.
where x i,j,t denotes the i-th input variable (i = 1, 2, 3, i.e. expected return, volatility or correlation) of the j-th security at time t. As stated above, we use the next EMAs for these inputs (x i,j,t ) i,j,t :
where
Here, r j,t is a rate of return of the j-th security realized at time t. We also notice that the above EMA definition indicates input variables (x 1,j,t , x 2,j,t , x 3,j,t ) j=1,...,N at time t can be determined by the securities' rates of returns until time t − 1.
As for the parameters of the membership functions a i,t and b i,t , we adjust as follows:
Although in the current work, we decide these values in such an endogenous way, it is also possible to incorporate them into state variables, which is one of the most important future researches. Let us remark that the literature of evolving fuzzy systems [16] - [28] has provided systematic on-line algorithms for the membership functions' parameters of TSK models. Now, we can practice the procedure of a zero-order TSK fuzzy system, explained in Section III-A, after deciding the parameters (c k ) k and obtaining time-series return data (r j,t ) j,t . Here, notice that our fuzzy system is expressed as a non-linear function f (·; Z t ) : R 3×N → R N , given a parameter vector Z t . By applying this function f (·; Z t ) to the input variables (x i,j,t ) i,j ∈ R 3×N , the rating vector of the trading securities, denoted by (y j,t ) j ∈ R N , are obtained as the outputs of our fuzzy system. However, for the practical implementation of asset allocation, there is an additional step to transform these ratings (y j,t ) j=1,··· ,N into a portfolio weight vector over the period (t−1, t], denoted by (ω j,t ) j=1,··· ,N . Here, a portfolio weight of the j-th security ω j,t is defined as a proportion of the amount of money invested in the j-th security to the total asset value (i.e. portfolio value) at t − 1.
For transforming the rating values to portfolio weights (ω j,t ) j=1,··· ,N , we employ the following non-linear function g :
Namely, the function g represents a portfolio weight constraint that the sum of the weights equals or less than one, which was referred in the beginning of this section as no leverage condition. As well, the restriction c
confirm no-short sale constraints. Thus, a resulting portfolio weight vector (ω j,t ) j satisfies
where the remaining proportion, i.e. 1 − ∑ N j=1 ω j,t is invested in cash or bank account whose interest rate is supposed to be zero through time for conservative performance evaluation.
The next section shows a state space representation for learning our fuzzy system, which sequentially estimates the parameters (c k ) k .
C. State Space Representation of Fuzzy System Learning
This section illustrates an example to learn the parameters (c k ) k=1,··· ,8 in the above fuzzy system, which are the most important variables for higher performance. In particular, we propose a state space representation of the parameter learning, which is designed to enhance the existing state-ofart technique, such as ANN, GA or PSO for fuzzy system identification. Now, based on the notation of our state space framework described in Section II, the parameters (c k ) k=1,··· ,8 are interpreted as a state vector Z t = (c k,t ) k=1,··· , 8 . In addition, the fuzzy system corresponds with the AI model O t = f (I t ; Z t ), where the input variables I t ∈ R 3×N are expected returns, volatilities and correlations for all the trading securities, while the output variable O t ∈ R N is a rating vector of the securities. Please remind that our fuzzy system is a non-linear mapping f (·; Z t ) : R 3×N → R N . Besides, there is also non-linearity for the parameters (c k ) k in our model owing to the portfolio constrains.
Specifically, we prepare the following state-space model, which will be estimated by the PF method.
Please remember that g is a non-linear function for normalizing portfolio weights, as defined by Eq. (12) in Section III-B.
As described in Appendix, at each time step, the PF algorithm first propagates particles Z (17): First, the termc k + ϕ(c k,t−1 − c k ) + v k,t in the right-hand-side corresponds with a so-called autoregressive model of order one (AR(1) model). As is well known, the AR(1) model, also called a mean reversion process, tends to drift toward its long-term meanc k .
1) State Equation
The current work proposes to decide the mean reversion levelsc k by implementing a particle swarm optimization (PSO) method over the training period. Namely, by using training data, PSO is firstly applied to learning the parameters (c k ) k in the fuzzy model f introduced in Section III-B. Then, over a test period, the parameters (c k ) k in the state equation (17) is set to be the estimates of the parameters (c k ) k obtained by the PSO, whose detailed procedure will be explained in Section III-D3.
Let us notice that this modeling is expected to realize better estimation around the PSO results. Importantly, for all the reliable state-of-art methods including ANN, GA, PSO and so on, this approach is applicable to enhance model performance.
We also note the function h : R → [0, 1] represents the restriction that (c k,t ) k take the values between 0 and 1, as follows.
where 1 {c>1} and 1 {0<c≤1} are indicator functions. Please recall this restriction was introduced in Section III-B for normalization.
In the PF algorithm at time step t, this state equation (17) 
L, which will be the candidates of the parameters (c k,t ) k in our fuzzy system.
2) AI Model (16):
In practical implementation of PF, by using the generated candidates of the parameters (c
As a result, we obtain the rating values of the securities (y j,t ) j=1··· ,N for a particle ℓ.
3) Observation Equation (15) : As for the observation equation (15), we first note that a portfolio rate of return at time t is represented as the 1st term in the right-hand-side, ∑ N j=1 ω j,t r j,t , which is derived as follows:
where j = N +1 denotes cash or bank account with a (lending) interest rate r N +1,t ≡ 0 and a portfolio weight ω N +1,t ≡ 1 − ∑ N j=1 ω j,t for all t, as mentioned in Section III-B. That is, in the right-hand-side of the observation equation (15) , after an investor constructs his/her portfolio according to the weight (ω j,t ) j=1,··· ,N calculated from the fuzzy system at time t − 1, its investment return realizes at time t as ∑ N j=1 ω j,t r j,t . Remember that r j,t denotes a rate of return of j-th security realized at time t. Moreover,r t in the left-handside stands for a target investment return at time t, which can be decided from each investor's preference.
In other words, the resampling step in the PF algorithm selects from the propagated particles (ω
which realize the target portfolio returnr t . Thus, the obtained filtered statesẐ
are utilized in the time-t implementation of the fuzzy system, which decides the portfolio weights ω j,t+1 , as described in Section III-B. Precisely, we use the mean vector ofẐ
as the estimates of (c k ) k at time t. Let us notice that we do not exploit the future information in the above procedure, that is, we only use the return data until time t to determine (c k,t ) k and (ω j,t+1 ) j=1,··· ,N . Now, repeating this procedure sequentially updates the filtered statesẐ
through time by reflecting the past measurement (performance), which gives our fuzzy model high adaptability against the change of environment.
Also, let us mention to the possible extension of our asset allocation problems. Namely, although we set only target returns in the observation equation, it is not difficult to implement more complex objectives due to the general applicability of PFs. For instance, it seems interesting in practice to add a target risk term into Eq. (15), which also seems consistent with modern portfolio theory [35] .
D. Numerical Experiment
This section shows a numerical experiment using actual time-series data of securities' returns.
1) Data:
We use monthly total returns of the US and Japanese stock market indexes as well as the US treasury note as listed in Table II , where data source is Bloomberg. Hereafter we employ the abbreviations of the index names in this table. The time period of the return data is 329 months, from January 1990 to May 2017. A monthly security return r j,t is given by r j,t = (P j,t /P j,t−1 − 1), where P j,t denotes the j-th security price at time t. Our data are downloaded in USD-denominated form so that we consider the global investment with no currency hedging, where the initial investment is made in USD.
2) Performance Measure: First of all, we define the portfolio values {V t } t=0,··· ,T and returns {R t } t=1,··· ,T as follows.
where d j and r j,t denote a transaction spread and a return of j-th security, respectively, and the initial portfolio value is normalized to one, i.e. (20) is the total transaction cost arising from the allocation change at time t. Since ω j,t and ω j,t+1 are portfolio weights of the j-th security during [t−1, t) and [t, t+1), ω j,t V t−1 (1+r j,t ) and ω j,t+1 V t indicate the values of the j-th security before and after the position change at time t, respectively. That is, |ω j,t+1 V t −ω j,t V t−1 (1+r j,t )| represents the necessary amount of money for the position change of the j-th security at time t. Hence, the total transaction cost at time t equals to the summation of d j |ω j,t+1 V t − ω j,t−1 V t−1 (1 + r j,t )| for all j. In this paper, we set d j = 10 bps (j = 1, · · · , N ).
We evaluate the portfolio performances from various criteria; one return measure (compound return), three risk measures (standard deviation, downside deviation, maximum drawdown), and two risk-adjusted return measures (Sharpe ratio, Sortino ratio).
• Compound return (CR):
This is one of the most fundamental performance measures, which corresponds with a geometric average of the portfolio returns {R t } defined in Eq. (21).
• Standard deviation (SD):
This is one of the most basic variables both in theory and practice for portfolio risk management or derivatives pricing and hedging, which is also known as volatility.
• Downside deviation (DD):
Differently from SD, this risk measure regards only negative return as risk, which seems reasonable for investment performance evaluation.
• Maximum drawdown (MDD):
MDD is a famous concept in hedge fund risk management, where drawdown denotes a decline from the past peak value M t to the present value V t . Shortly, this measure tells us the worst senario for a given investment horizon. That is, it represents how much loss an investor suffers from if he/she enter and exit an investment at the worst timing.
As it is widely recognized in practice that investment performance largely depends on its starting and exiting timing, MDD is thought to be an important measure. Namely, small MDD implies that an investor has not suffered from a large loss, whenever he/she starts the investment, at least on the past data.
• Sharpe ratio (ShR):
where r f denotes a risk-free rate. In investment performance evaluation, risk-adjusted returns are often regarded as the most important measures. Among them, ShR is the most famous one, which is also a basic quantity in the field of financial economics.
Here, we calculated a risk-free rate r f from time series of one month dollar LIBOR (London interbank offered rate). Let us remark that r f is interpreted as a borrowing interest rate on cash or bank account. As stated in Section III-B and III-C, its lending interest rate is assumed to be zero. We note that these asymmetric settings for interest rates are practical, as well as conservative in terms of performance evaluation.
• Sortino ratio (SoR):
SoR is also useful because it adjusts risk by using DD, which makes it possible to focus on only downside risk.
3) Numerical Result:
In the subsequent numerical experiment, we specify the target returns introduced in Eq. (15) of Section III-C as follows.
where the 1st index i = 1 denotes S&P 500, that is r 1,t corresponds with the rate of return of S&P 500. This specification implies that the target of our fuzzy system is to realize S&P 500 index return with zero lower bound. Note that S&P 500 is one of the most classical and important stock market indexes especially for the US dollar-based investors. We also remark that the payoff structure with zero lower bound is similar to the long position of a call option whose underlying security is S&P 500. Although the option has such a desirable payoff structure, its premium is too expensive to invest it in most cases. Therefore, this target return formulation is meaningful as is also tackled in [36] , because our scheme is just a multi-securities' investment implementable without payment of any special premium.
As stated in Section III-C, we firstly implement PSO for obtaining the mean reversion levels (c k ) k=1,··· ,8 from the about first half of data. Precisely, by using the period from January 1990 to December 2002 as training data, we apply PSO to the fuzzy system introduced in Section III-B for learning the parameters (c k ) k=1,··· , 8 . Then, over the remaining period from January 2003 to May 2017, our PF method adaptively learns the state vector Z t = (c k,t ) k by setting the parameters (c k ) k=1,··· ,8 to be the PSO estimates over the training data. Needless to say, investment performances will be evaluated only for the test period from January 2003 to May 2017. The result of PSO for learning the parameters (c k ) k=1,··· ,8 is shown in Table III . Here, the fitness function of PSO is defined as
where the definitions of the variables and functions mentioned in Eq. (29) are introduced in Section III-C. As for the transition of each particle in the swarm, we adopt the basic type as follows: For s = 1, 2, · · · , S max ,
where p s and v p,s denote the location and velocity of particles in the swarm, whilep s andp g,s represent the particle's best position and the swarm's best position, respectively. Further, ϵ s,1 and ϵ s,2 denote random numbers generated by uniform distribution U (0, 1), respectively. We also set the constant parameter ξ to be 0.5. Moreover, the iteration is terminated if the swarm's best locationp g,s remains the same more than five times, where the number of particles in the swarm is 1,000,000. For the decaying parameter α in Eq. (10) and (11), we use so-called six months EMA, i.e. α = 2/(1 + 6).
Here, we briefly check the PSO results shown in Table III . First, we notice that c 5 and c 6 are estimated to be zeros. As stated in Section III-A, this result implies that 5th and 6th IF-THEN rules do not work in effect. Since the common part of these rules, i.e. (return is low) AND (volatility is high) shown in Table I , seems unnecessary to realize a target return defined by Eq. (28) under a no-short sale constraint with no leverage condition, the estimated results are quite natural. Next, we focus on the parameters c 3 , c 4 and c 7 whose values are estimated to be high. Let us remember that our target return intends to replicate the return of S&P 500 with zero floor. Since low volatility and high correlation make it easier to replicate the target return, the high values of c 3 and c 7 seem to be reasonable. Also, the negative correlation and high expected return are effective for creating a zero floor, which leads to the high value of c 4 . Overall, the estimate result is not against investment experts' intuition and knowledge. Moreover, Table IV shows the following mean square errors (MSEs):
wherer t is target returns defined in Eq. (28), and R t denotes investment returns defined in Eq. (21) . Here, we set T to be the number of training periods. For comparison, we also show the MSE based on the S&P 500 buy-and-hold (B&H) strategy (i.e. ω 1,t ≡ 1 for all t). Table IV tells that the learning with PSO outperforms the simple B&H strategy in terms of MSE. Now, in the following, let us show the investment results over the test period. First of all, in running the PF, we set the exogenous parameters as follows: σ u = 0.01, σ k = 0.1, ϕ = 0.75. Besides, the number of particles L are set to be 1,000,000. In Table V , the column named by "PSO" presents the investment results based on the fuzzy system whose parameters (c k ) k are decided by the PSO estimates in Table  III . Also, "Static 1" and "Static 2" denote traditional investment strategies, whose constant portfolio weights equal ω t = (0.15, 0.15, 0.7) and ω t = (0.35, 0.35, 0.3), respectively. Lastly, "S&P 500", "TOPIX" and "T-Note" represent buyand-hold strategies for the trading securities, that is, the strategies with constant portfolio weights ω t = (1, 0, 0), ω t = (0, 1, 0), ω t = (0, 0, 1).
It is observed from Table V that our proposed model improves the case of "PSO" for all the performance measures. Especially, risk-adjusted returns, i.e. Sharpe and Sortino ratios, are the highest in all the strategies. Note that fine risk-return efficiency, that is high risk-adjusted returns, is thought to be one of the most important features of sophisticated investment portfolios in financial industries.
Moreover, Table VI shows that our methodology successfully replicates the target returns, compared with PSO and B&H, that is, our model's MES is the lowest. Also, let us remark that differently from the training period, the MSE of PSO turns out to be worse than the simple B&H strategy in the test period, which implies the importance of tuning model parameters through time in the machine learning under the dynamic environment.
Overall, those results of the numerical experiment suggest that our Bayesian on-line learning approach is effective to improve performance of the existing PSO method, as we have intended in our state space modeling in Section III-C.
IV. FURTHER DISCUSSION
Although in the current numerical experiment, the proposed state space model has been applied to parameter learning of a fuzzy system, it is also applicable to the dynamic model selection as mentioned in Section II.
Particularly, in this example, we have considered three input variables (expected return, volatility and correlation) with two fuzzy sets (high and low), which generates eight IF-THEN rules as in Table I . However, if the number of input variables and/or fuzzy sets increases, the number of corresponding rules gets exponentially large, which will make parameter estimation unreliable.
In these cases, it seems effective to utilize a dynamic model selection approach. That is, we firstly prepare several fuzzy systems, each of which has a small number of promising rules. Here, we suppose that the parameters such as (c k ) are decided by the expert knowledge, whose assumption is not necessarily indispensable as explained later. Then, these multiple patterns of fuzzy systems are dynamically selected with our filtering methodology.
Concretely, for a given M number of candidate fuzzy systems, a dynamic model selection method can be implemented by introducing an integer-valued state variable Z t ∈ {1, 2, · · · , M }, which represents indexes of the candidate models. Then, one of the effective formulations of state transition for the model index Z t is a Markov switching process.
where p n,m denotes a transition probability from model n to model m. For the example of financial investment, as a market phase such as uptrend, downtrend or range phases drastically changes through time, it is promising to prepare fuzzy systems performing well in different market phases and apply the above method.
Here, we remark that it is not inevitable to strictly decide the parameter values of the fuzzy systems in advance. With a state vector representing the model parameters as well as model indexes, dynamic parameter estimation and model selection can be carried out at the same time.
Further, it is also quite important that the applicability of our methodology is not limited to fuzzy systems. That is, we can use other AI models including linear regression/classification models, support vector machines or ANNs. For example, although network structure of ANNs such as the number of layers or nodes strongly affects their performances, the optimal numbers of layers and nodes are not known in general. Then, by preparing various kinds of ANNs with different numbers of layers and nodes, our proposed method is expected to adaptively choose a proper model from those candidates.
Lastly, we notice that this approach possibly shows a new direction in the realm of Bayesian model selection and comparison for machine learning, that is, it is a different approach from the typical model evidence-based ones. (Please see a textbook [37] for the standard theory of Bayesian model selection.)
V. CONCLUSION
In this paper, we have proposed a new state space approach to adaptive fuzzy modeling under the dynamic environment, in which the model parameters as well as model structures are represented by time-varying state variables. Especially, our approach intends to stably improve outcomes based on the existing learning algorithms by employing mean-reversion processes for state equations. Our approach consists of two procedures: First, we calculate the mean-reversion levels by the existing method, i.e. PSO, from training data. Then, in the test period, the PF implementation enables to obtain on-line estimates adaptive to the environmental changes.
To show the validity of our scheme, we have constructed a fuzzy system for asset allocation, because financial markets are typical examples of the dynamic environment. As a result, an out-of-sample numerical experiment has confirmed that our approach successfully enhances the PSO results in terms of all the evaluation criteria, which also attains the higher investment performance compared to traditional static strategies. APPENDIX ALGORITHM OF PARTICLE FILTER In this paper, we utilize the following classical PF algorithm developed by [38] , [39] .
First of all, Bayes formula shows
Then, we apply a sampling importance resampling (SIR) method to obtain the samples {Ẑ (ii-d) Resample {Ẑ [1] t , · · · ,Ẑ [L] t } from {Z [1] t , · · · , Z [L] t }. More precisely, resample eachẐ
t } with the probability given by
Here, the likelihood at time t, p(Y t |Z t ), is approximately calculated by
