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COMPATIBLE INTERTWINERS FOR
REPRESENTATIONS OF FINITE NILPOTENT
GROUPS
MASOUD KAMGARPOUR AND TERUJI THOMAS
Abstract. We sharpen the orbit method for finite groups of small
nilpotence class by associating representations to functionals on the
corresponding Lie rings. This amounts to describing compatible in-
tertwiners between representations parameterized by an additional
choice of polarization. Our construction is motivated by the theory
of the linearized Weil representation of the symplectic group. In
particular, we provide generalizations of the Maslov index and the
determinant functor to the context of finite abelian groups.
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1. Introduction
This paper is about the complex irreducible representations of fi-
nite nilpotent groups G of small nilpotence class. Here ‘small’ means
‘smaller than any prime divisor of |G|.’ However, it is convenient to
note that such a group canonically decomposes as the direct product
of its Sylow subgroups, so that the whole theory reduces to the case
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where G is a finite p-group of nilpotence class less than p. We will also
assume that p is an odd prime, since p = 2 forces G to be abelian.
1.1. Statement of the problem. Let, then, G be a finite p-group of
nilpotence class less than p. In [BD06, §2], M. Boyarchenko and V.
Drinfeld have modified Kirillov’s orbit method [Kir62] to describe irre-
ducible representations of G (see also [How77, §6]). The construction
works as follows (with more details in §§2–3). To G one associates a
Lie ring, that is to say, an abelian group g equipped with a bracket
[· , ·] satisfying the Jacobi identity and [x, x] = 0 for all x ∈ g. The
underlying set of g equals that of G. The relationship between g and G
is analogous to that of Lie algebras and Lie groups. The multiplication
in G is given by the usual Campbell-Hausdorff formula:
(1.1) x ∗ y = x+ y +
[x, y]
2
+ (higher order terms).
There is a one-to-one correspondence between subgroups of G and sub-
rings of g. Furthermore, one can define the adjoint action of G on g in
an obvious way.
Pick f in g∗ := Hom(g,C×). A polarization for f is a subring p ⊆ g
satisfying f([p, p]) = {1}, such that p is maximal among all addi-
tive subgroups of g with this property. Let P be the subgroup of G
corresponding to a polarization p. It follows from (1.1) that f de-
fines a homomorphism χf : P → C
×. The orbit method states that
ρf,p := ind
G
Pχf is an irreducible representation of G. Furthermore, the
isomorphism class of ρf,p depends only on the co-adjoint orbit of f , and
every isomorphism class arises in this way.
1.1.1. The main goal of this article is to sharpen the orbit method
by constructing a canonical representation ρf of G for each f ∈ g
∗,
independent of the choice of polarization. We do this by constructing
compatible intertwiners between the various representations ρf,p. The
intertwiner between ρf,p1 and ρf,p2 depends on a choice of orientations
of p1 and p2. An orientation of a vector space V is a non-zero element
1
of the determinant (highest exterior power) det(V ); in Appendix A,
we develop the corresponding theory of determinants of finite abelian
p-groups. We can then define an oriented polarization to be a pair p˜ =
(p, o) consisting of a polarization p and a nonzero element o ∈ det(p).
1In the literature it is usual, and in practice it suffices, to identify two orientations
o1 and o2 if o1 = a
2o2 for some a in the ground field. In that sense, for example,
any real vector space has two orientations. In [GH08b], the less picturesque term
‘enhancement’ is used in place of what we call orientation.
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Thus, for every pair p˜1, p˜2 of oriented polarizations, we describe inter-
twining operators Ψp˜1,p˜2 ∈ HomG(ρf,p2 , ρf,p1) that are compatible; i.e.,
for any three oriented polarizations p˜1, p˜2, p˜3, the following diagram
commutes
(1.2) ρf,p3
Ψp˜1,p˜3
//
Ψp˜2,p˜3 ##G
GG
GG
GG
G
ρf,p1 .
ρf,p2
Ψp˜1,p˜2
;;vvvvvvvvv
Let Λf be the set of all oriented polarizations of f , and write Vf,p for
the representation space of ρf,p. Then the desired ρf is the diagonal
representation of G on
Vf := {(vp˜) ∈
⊕
p˜∈Λf
Vf,p | vp˜1 = Ψp˜1,p˜2(vp˜2) for all p˜1, p˜2 ∈ Λf}.
The projection of Vf to each Vf,p is an isomorphism between represen-
tations of G.
Remark 1.1. The Weil Representation. Let (A, ω) be a symplectic
vector space over Fq. The Heisenberg groupH is the set A×Fq equipped
with the multiplication
(v, t) ∗ (v′, t′) = (v + v′, t+ t′ +
1
2
ω(v, v′)).
The existence of compatible intertwiners for representations of H is
closely related to the fact that the projective Weil representation of the
symplectic group Sp(A) can be linearized, cf. [Wei64], [G7´7], [Kam05],
[Tho07], [GH08a], and especially [GH08b]. That is, for generic choices
of f , the automorphism group of (H, f) is isomorphic to Sp(A), and
the resulting action of Sp(A) on Λf lifts to a representation of Sp(A)
on Vf . This is the Weil representation.
The present work is essentially an extension of this theory to the
setting of more general finite nilpotent groups.
1.2. Formulas for the intertwiners. The representation space Vf,p
is the space of functions φ : G→ C satisfying
φ(pg) = χf (p)φ(g)
for all g ∈ G and p ∈ P . The representation is given by (ρf,p(h)φ)(g) =
φ(gh). The averaging operator Φp1,p2 defined by
(1.3) (Φp1,p2φ)(g) :=
1√
|p1||p1 ∩ p2|
∑
p1∈P1
χ−1f (p1)φ(p1g)
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is a unitary operator in HomG(Vf,p2 , Vf,p1). These intertwiners are not,
however, compatible: by Schur’s lemma there is a scalar α(p1, p2, p3)
of modulus 1 such that
(1.4) Φp1,p2 ◦ Φp2,p3 ◦ Φp3,p1 = α(p1, p2, p3)Id,
but in general α does not equal 1.
Motivated by the theory of the Weil representation, we modify each
Φp1,p2 by a scalar so that the resulting operators are compatible. As
explained in §1.1.1, these scalars depend on a choice of orientations.
To a pair p˜1, p˜2 of oriented polarizations, we associate (§2.4) a relative
orientation θ(p˜1, p˜2) ∈ F
×
p /(F
×
p )
2. Let
(1.5) Ψp˜1,p˜2 := γ(1)
−m(p1,p2)2γ(θ(p˜1, p˜2))Φp1,p2 ,
where m(p1, p2) = logp |p1| − logp |p1 ∩ p1| − 1 and
(1.6) γ(a) :=
∑
x∈F×p
eipiax
2/p.
Here is the main result of this paper.
Theorem 1.2. The operators {Ψp˜1,p˜2} are compatible; i.e.
Ψp˜1,p˜2 ◦Ψp˜2,p˜3 ◦Ψp˜3,p˜1 = Id
for any oriented polarizations p˜1, p˜2, p˜3 of f .
Remark 1.3. The definitions of θ and γ depend implicitly on the choice
of a primitive pth root of unity. However, the intertwiner (1.5) is inde-
pendent of this choice.
1.3. Reduction to the Heisenberg case. To prove Theorem 1.2, we
first show that the cocycle α of (1.4) can be computed in “Heisenberg
terms.” Our goal now is to formulate this as a precise statement, to be
proved in §4. An analysis of α for the Heisenberg group will then yield
Theorem 1.2.
Consider g as an abelian group equipped with a skew-symmetric
pairing Bf(x, y) := f([x, y]), x, y ∈ g. Let z ⊂ C
× be the image of
Bf . Equip the abelian group g
f := g ⊕ z with the usual Heisenberg
commutator: namely, z is central and the bracket of x, y ∈ g ⊂ gf
equals Bf(x, y) ∈ z.
Let f¯ : gf → C× be the composition g˜ ։ z →֒ C×. If p ⊆ g is a
polarization for f then one can show that pf : = p⊕ z is a polarization
for f¯ . Using (gf , f¯) instead of (g, f), we can define α(pf1 , p
f
2 , p
f
3). The
main technical result is:
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Theorem 1.4. For all polarizations p1, p2, p3 of f ,
(1.7) α(p1, p2, p3) = α(p
f
1 , p
f
2 , p
f
3).
To prove this theorem we define, following a suggestion of Drinfeld,
the notion of neighboring polarizations in §2.3. This is the key definition
of this paper. We will show that any two polarizations can be connected
by a chain of neighbors. Furthermore, the identity (1.7) is not hard to
verify when p1 and p2 are neighbors (while p3 is arbitrary).
We complete the proof of Theorem 1.4 in §4 and the proof of Theorem
1.2 in §5.
Remark 1.5. In the classical setting, the Heisenberg group is associ-
ated to the data of a finite dimensional symplectic vector space, as in
Remark 1.1. In our setting, the role of the symplectic vector space is
played by (g, Bf). There are two differences between our setting and
the classical one. First, Bf may be degenerate, but this is not serious
since one can replace g by g/Ker(Bf). Second, g is not necessarily a
vector space. We are, therefore, forced to generalize certain construc-
tions from the setting of vector spaces to finite abelian p-groups. We
do this in Appendices A and B.
Remark 1.6. G. Lion and P. Perrin [LP80] proved an equality similar
to (1.7) for unipotent groups over local fields. Using the present notion
of neighboring polarizations, one can give a more transparent proof of
their important result.
Remark 1.7. R. Howe [How73] also studied automorphisms and rep-
resentations of p-groups by reducing (in a somewhat different way) to
the action of a symplectic group on a Heisenberg group.
1.4. Organization of the text. In §2, we set out the basic facts about
Lie rings, polarizations, orientations, and examine the case of Heisen-
berg Lie rings. We see that polarizations of a Heisenberg Lie ring are
in bijection with Lagrangians in the corresponding symplectic module.
We define the notions of neighboring polarizations and relative orien-
tation. In §3, we recall in greater detail the orbit method mentioned
in §1.1, including the construction due to M. Lazard which defines an
equivalence between the relevant categories of nilpotent Lie rings and
groups. In §4 we develop the reduction process of §1.3 and prove The-
orem 1.4. In §5 we calculate the cocycle (1.4) in the Heisenberg case in
terms of the Maslov index (Appendix B), and use the result to prove
Theorem 1.2.
In Appendices A and B, we explain the necessary generalizations of
some constructions in linear algebra to the context of finite abelian p-
groups. In the literature, these notions are discussed for vector spaces
6 MASOUD KAMGARPOUR AND TERUJI THOMAS
over fields.First, in Appendix A, we define and study the determinant
functor in two complementary ways. In one approach, following a sug-
gestion of Drinfeld, we use Deligne’s notion of the universal determi-
nant [Del87, §4] and Quillen’s results on K-theory [Qui73]. In §A.5,
we describe a more elementary approach using filtrations and spectral
sequences. In Appendix B, we adapt the theory of the Witt group and
the Maslov index to the current setting. Finally, we gather in Appendix
C the proofs of some minor results stated in the main text.
1.5. Conventions. Henceforth p is an odd prime; all the groups, rings,
and other structures that appear in this work are implicitly finite and
of order a power of p. For such a group A, we set len(A) := logp |A|. If
A and B are abelian groups, then A⊗B denotes the tensor product in
the sense of Z-modules, so a group homomorphism from A⊗ B is the
same thing as a bi-additive map from the group A× B.
Finally, the reader should note the following natural but not standard
convention, which causes some (usually simplifying) discrepancies from
the literature. If e1, . . . en is a basis for a vector space V , and e
∗
1, . . . , e
∗
n
the dual basis for V ∗, then we identify ∧n(V ∗) with (∧nV )∗ in such a
way that
(1.8) (e1 ∧ · · · ∧ en)
∗ = e∗n ∧ · · · ∧ e
∗
1.
1.6. Acknowledgments. We would like to thank V. Drinfeld for in-
troducing us to this project and sharing his notes and insights. In
particular, the idea of using neighboring polarizations and results of
Deligne and Quillen for defining the determinant are due to him. David
Kazhdan and Ronny Hadani helped us understand the importance of
this problem and encouraged us to pursue it. Last but not least, we
would like to thank Travis Schedler for his interest in this paper and
many stimulating conversations.
2. Lie Rings and Polarizations
After laying out the general theory in §§2.1–2.4, we will work out
the fundamental example (the Heisenberg Lie ring) in §2.5.
2.1. Lie rings.
Definition 2.1. A Lie ring is an abelian group g equipped with a
bracket [., .] : g⊗ g → g satisfying the Jacobi identity and the identity
[x, x] = 0.
Definition 2.2. The (Pontryagin) dual of g is the abelian group g∗ :=
Hom(g,C×). (Note that the bracket of g does not enter into the defi-
nition of g∗.)
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2.2. Polarizations. Henceforth g denotes a finite nilpotent Lie ring.
Definition 2.3. A polarization of f ∈ g∗ is a Lie subring of p ⊆ g such
that f([p, p]) = {1} and p is maximal among all subgroups of g with
this property.
From the definition, it is not clear that a functional f ∈ g∗ has
a polarization. The following theorem of A. Kirillov guarantees the
existence of polarizations.
Theorem 2.4 ([Kir62]). Every f ∈ g∗ has a polarization.
2.3. Neighboring polarizations. Here is one of the key definitions
of this paper.
Definition 2.5. Let p1 and p2 be polarizations for f ∈ g
∗. We say p1
and p2 are neighbors if [p1, p2] ⊆ p1 ∩ p2 (in other words, if p1 and p2
normalize one another).
Lemma 2.6. Let p1 and p2 be polarizations for f ∈ g
∗. Then there
exists a chain of polarizations p1 = q1, q2, . . . , qm = p2 such that qi and
qi+1 are neighbors for every i < m.
The proof is given in §C.1.
2.4. Relative orientation of oriented polarizations.
Definition 2.7. An orientation of an abelian group A is a non-zero
element o ∈ det(A) (see Appendix A). An oriented abelian group is a
pair (A, o) where o is an orientation of A.
To a pair of oriented polarizations p˜i = (pi, oi), i = 1, 2, we associate
an element θ(p˜1, p˜2) ∈ F
×
p /(F
×
p )
2, called the relative orientation, in the
following way. Let li := pi/(p1 ∩ p2). Since det is an additive functor
(§A.3), we have isomorphisms
(2.1) ϕi : det(pi)
≃
−→ det(li)⊗ det(p1 ∩ p2).
Choose an orientation o¯ for p1 ∩ p2, and let o¯i denote the orientation
of li satisfying ϕi(oi) = o¯i ⊗ o¯. The pairing
B : p1 ⊗ p2 → C
×, (x, y) 7→ f([x, y]).
induces a perfect2 pairing l1⊗l2 → C
×, which by Corollary A.10, defines
an isomorphism
(2.2) b : det(l1)⊗ det(l2)
≃
−→ Fp.
2Suppose x ∈ p1 is such that B(x, y) = 1 for all y ∈ p2. Then the group generated
by x and p2 is an isotropic subspace of g. As p2 is a maximal isotropic subgroup,
this implies x ∈ p2.
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Definition 2.8. We denote by θ(p˜1, p˜2) the class of b(o¯1 ⊗ o¯2) in
F×p /(F
×
p )
2, and call it the relative orientation of p˜1 and p˜2.
Remark 2.9. θ(p˜1, p˜2) does not depend on the choice of o¯ used in its
definition. However, as explained in §A.4.4, the isomorphism (2.2), and
so θ itself, depends implicitly on the choice of a primitive pth root of
unity; see Remark 1.3.
Remark 2.10. Because of our convention (1.8), our relative orienta-
tion differs from the one common in the literature by a factor of
(−1)m(m−1)/2, where m = len(p1/p1 ∩ p2).
2.5. The Heisenberg case.
2.5.1. Heisenberg Lie rings. Let (A, ω) be a symplectic module; i.e., A
is a finite abelian p-group and ω is a symplectic form (see Appendix
B.1). Let z ⊂ C× be the image of ω. The Heisenberg Lie ring associated
to (A, ω) is the abelian group h := A⊕ z, equipped with the bracket
[(a, s), (b, t)] = (0, ω(a, b)), ∀ a, b ∈ A, ∀ s, t ∈ z.
Note that [h, h] = Z(h) = z, where Z(h) denotes the center of h.
2.5.2. Polarizations. Let f ∈ h∗ and suppose ψ : z→ C× is the restric-
tion of f to the center Z(h) = z. Note that ψ ◦ ω defines a symplectic
pairing on A¯ := A/Ker(ψ ◦ω). Let π : A→ A¯ be the canonical projec-
tion. Then
L 7→ π−1(L)⊕ z
defines a bijection between Lagrangians of A¯ and polarizations of f . In
particular, if ψ ◦ ω is non-degenerate, then polarizations for f are in
bijection with Lagrangians in A.
Remark 2.11. The pairing ψ ◦ω is non-degenerate if ψ is injective, and
in particular when f is the projection h→ z ⊂ C×.
2.5.3. All polarizations for Heisenberg Lie rings are neighbors. Suppose
p1 and p2 are polarizations for f ∈ h
∗. Then
[p1, p2] ⊆ [h, h] = z ⊆ p1 ∩ p2.
2.5.4. Oriented polarizations. Let L˜1, L˜2 be oriented Lagrangians in
A. We can define the relative orientation θ(L˜1, L˜2) by modifying the
procedure of §2.4 in an obvious way.
Suppose that ψ ◦ ω is non-degenerate. Let pi := Li ⊕ z. According
to §2.5.2, each pi is a polarization for f . Choosing an orientation
o ∈ det(z), we obtain an orientation oi ∈ det(pi) = det(Li)⊗ det(z). It
is easy to show that θ(p˜1, p˜2) = θ(L˜1, L˜2).
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Remark 2.12. The determinant det(z) is equal to the group of pth roots
of unity in C. So an orientation of z is just a primitive pth root of unity.
3. The Orbit Method
Here we describe in more detail the orbit method of §1.1, following
the approach of [BD06, §2]. The example of the Heisenberg group is
worked out in §3.4.
3.1. The Lie ring of a finite p-group. Let nilpp denote the category
of nilpotent Lie rings of order a power of p and nilpotence class less
than p. To every g ∈ nilpp we associate a finite p-group G = Exp(g)
as follows. Exp(g) has the same underlying set as g and the group
operation is defined by
(3.1) x ∗ y :=
∑
i<p
CHi(x, y) x, y ∈ g,
where CHi is the homogenous component of degree i of the Campbell-
Hausdorff series
CH(x, y) := log(exp(x) exp(y))
= x+ y +
1
2
[x, y] + (higher degree terms).
It is well-known that CHi is a polynomial with coefficients in Z[
1
i!
].
Hence the group operation is well-defined. It is easy to check that
if ϕ : g → g′ is a morphism of Lie rings, then ϕ, viewed as a map
Exp(g) → Exp(g′), is a group homomorphism. Let Nilpp denote the
category of finite p-groups of nilpotence class less than p.
Theorem 3.1 ([Laz54]). Exp: nilpp → Nilpp is an equivalence of cat-
egories.
We will denote the inverse of Exp by Log. If G ∈ Nilpp, we refer to
Log(G) as the Lie ring associated to G. We denote the identity maps
between g and G by log : G→ g and exp : g→ G.
3.2. Coadjoint orbits. Let G ∈ Nilpp and let g := Log(G). G acts
on g by conjugation. This is known as the adjoint action. The cor-
responding right action of G on g∗ := Hom(g,C×) is known as the
coadjoint action. The orbits of the action of G on g∗ are known as the
coadjoint orbits.
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3.3. The orbit method. Fix G ∈ Nilpp, g := Log(G) and f ∈ g
∗
and let Ω ⊆ g∗ denote the coadjoint orbit containing f . Let p be a
polarization for f and let P := Exp(p) ⊆ G. Then χf : P → C
×
defined by
χf (x) = f(log x)
is a one-dimensional representation of P . Let ρf,p := ind
G
Pχf . As in
§1.2, we write Vf,p for the representation space of ρf,p.
Theorem 3.2 ([Kir62], [BD06], §2). The representation ρf,p is irre-
ducible and its character is given by
g 7→
1√
|Ω|
∑
f∈Ω
f(log g), ∀ g ∈ G.
For each coadjoint orbit Ω, choose f ∈ Ω and a polarization p of f .
Then the map Ω 7→ ρΩ := ρf,p is a bijection between the set of coadjoint
orbits and the set of isomorphism classes of irreducible representations
of G.
3.4. Example: Heisenberg groups. Suppose h is the Heisenberg
Lie ring associated to a symplectic module (A, ω) as in §2.5. Then the
underlying set of the Heisenberg group H := Exp(h) is A × z and the
multiplication is given by
(a, t) ∗ (b, s) = (a+ b, t · s · ω(a, b)1/2)
for all a, b ∈ A and s, t ∈ z. (Note that z is written multiplicatively,
and ω(a, b) has a unique square-root in z.)
3.4.1. Coadjoint orbits. The adjoint action H on h is easy to compute:
given (a, t) ∈ H , we have
Ad(a, t) : h→ h, (b, s) 7→ (b, s · ω(a, b)).
The coadjoint action of H on f ∈ h∗ is given by
[Ad∗(a, t)f ](b, s) := f([Ad(a, t)](b, s)) = f(b, s · ω(a, b)).
Let ψ denote the restriction of f to Z(h) = z. Then the orbit containing
f has size |A/Ker(ψ ◦ ω)|.
3.4.2. The Stone-von Neumann Theorem. Theorem 3.2 has the follow-
ing special case, known traditionally as the Stone-von Neumann The-
orem. Choose a non-trivial character ψ : z→ C×, and define f ∈ h∗ by
f(v, t) = ψ(t). According to §2.5.2, polarizations of f are of the form
p := L⊕ z where L is a Lagrangian in A. The orbit method states that
the corresponding representation ρf,p := ind
H
P χf is irreducible, and its
isomorphism class does not depend on L. Moreover, this is the unique
isomorphism class of representations with central character ψ.
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4. The Reduction Process
4.1. Reduction of Lie rings to the Heisenberg case. Let g be a
Lie ring. For every f ∈ g∗, let Bf : g⊗g→ C
× denote the skew pairing
(4.1) Bf(x, y) = f([x, y]), ∀ x, y ∈ g.
Let ω be the induced symplectic form on g/Ker(Bf ).
Definition 4.1. We will denote by gf the Heisenberg Lie ring associ-
ated to the pair (g/Ker(Bf), ω) as in §2.5, so g
f equals g/Ker(Bf)⊕ z
as an abelian group. If p ⊆ g is a subgroup containing Ker(Bf), we
denote by pf ⊆ gf the subgroup p/Ker(Bf)⊕ z. Finally, let f¯ ∈ (g
f)∗
denote the composition
f¯ : gf ։ z ⊂ C×.
4.1.1. Polarizations in the reduction process. If p is a polarization for
f then pf is a polarization for f¯ . By the discussion of §2.5.2, pf = L⊕z
for some Lagrangian L ⊂ gf .
Remark 4.2. The fact that p/KerBf is a Lagrangian in g/KerBf shows
that |p| =
√
|g||KerBf |.
4.1.2. Invariance of relative orientation under the reduction process.
Let p˜i = (pi, oi), i = 1, 2, be oriented polarizations for f . Choose (once
and for all) orientations of Ker(Bf ) and z. Then the isomorphisms
det(p) ∼= det(p/Ker(Bf ))⊗ det(Ker(Bf))
det(pf) ∼= det(p/Ker(Bf ))⊗ det(z).
determine orientations ofi of p
f
i . Let p˜
f
i := (p
f
i , o
f
i ). It is easy to show
that θ(p˜f1 , p˜
f
2) = θ(p˜1, p˜2), independent of the choices made.
4.2. The cocycle of three polarizations. Let g be a Lie ring of
nilpotence class less than p, and G := Exp(g) the corresponding finite
p-group, as in §3.1. Fix f ∈ g∗. For each polarization p of f , let
(Vf,p, ρf,p) denote the corresponding irreducible representation of G, as
in §3.3. For each pair p1, p2 of polarizations we have the intertwiner
Φp1,p2 ∈ HomG(Vf,p2 , Vf,p1) defined by (1.3). For each triple p1, p2, p3
we have the unitary scalar α(p1, p2, p3) defined by (1.4). Our goal is to
prove Theorem 1.4, i.e. that
α(p1, p2, p3) = α(p
f
1 , p
f
2 , p
f
3).
We proceed in three steps.
Step 1: Basic formula First let us give a clean formula for α(p1, p2, p3).
Let
S = S(p3, p2, p1) := {(p3, p2, p1) | pi ∈ Pi, p3p2p1 = 1}.
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Simple manipulations with (1.3), explained in §C.2, yield the following
lemma.
Lemma 4.3. For any polarizations p1, p2, p3 of f ,
(4.2) α(p1, p2, p3) = N(p1, p2, p3)
∑
(p3,p2,p1)∈S
(χf(p3)χf(p2)χf (p1))
−1
where
N(p1, p2, p3) :=
√
|g||KerBf |
|p1||p2||p3||p1 ∩ p2||p2 ∩ p3||p3 ∩ p1|
.
Step 2: Reduction to neighboring polarizations By Lemma 2.6, we
can find a chain p1 = q1, . . . , qm = p2 of polarizations such that con-
secutive ones are neighbors. Using the fact that Φqi,qi+1 = Φ
−1
qi+1,qi
we
can write
α(p1, p2, p3) =
m−1∏
i=2
α(qi, qi+1, p1) ·
m−1∏
i=1
α(qi+1, qi, p3).
In each factor, the first two polarizations are neighbors. So we may as
well assume that p1 and p2 are neighbors themselves.
Step 3: Computation for neighboring polarizations Suppose that p1
and p2 are neighbors. Let
S = {(p3, p2, p1) | pi ∈ pi, p3 + p2 + p1 = 0},
and let R be the relation on S given by
(p3, p2, p1) ∼ (a13 + p3 − a32, a32 + p2 − a21, a21 + p1 − a13)
for all selections of aij ∈ pi ∩ pj.
Lemma 4.4. When p1, p2 are neighbors, and p3 arbitrary,
(4.3) α(p1, p2, p3) = N
′(p1, p2, p3)
∑
(p3,p2,p1)∈S/R
f(
1
2
[p2, p1])
where
N ′(p1, p2, p3) :=
√
|g||p1 ∩ p2||p2 ∩ p3||p3 ∩ p1|
|p1 ∩ p2 ∩ p3|2|p1||p2||p3|
√
|KerBf |.
The proof is given in §C.3. Note that the right-hand side of (4.3)
remains the same if g, f, pi are replaced by g
f , f¯ , pfi . We thus conclude
the proof of Theorem 1.4.
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5. Compatible Intertwiners
In this section we restate and prove Theorem 1.2. First we calculate
the cocycle α of (1.4) in the case of a Heisenberg group. Then we will
apply Theorem 1.4.
5.1. The Heisenberg case. Let (A, ω) be a symplectic module and h
the corresponding Heisenberg Lie ring, as in §2.5. Fix f ∈ h∗ and let ψ
denote the restriction of f to the center z of h. Assume ψ is injective.
By §2.5.2, the map L 7→ L ⊕ z is a bijection between Lagrangians in
A and polarizations of f . Let τ(L1, L2, L3) denote the Maslov index of
the triple (L1, L2, L3) (see §B.4) and let γ denote Weil’s gamma index
(§B.5).
Proposition 5.1. For any Lagrangians L1, L2, L3 in A,
α(L1 ⊕ z, L2 ⊕ z, L3 ⊕ z) = γ(τ(L1, L2, L3)).
The proof is given in §C.4.
5.2. The Compatibility Theorem. Fix g, G, and f as in §4.2. For
any oriented polarizations p˜1, p˜2 of f , define
(5.1) β(p˜1, p˜2) := γ(1)
−m(p1,p2)2γ(θ(p˜1, p˜2)),
where m(p1, p2) := len(p1)− len(p1∩p2)−1, and θ(p˜1, p˜2) is the relative
orientation of p˜1 and p˜2 defined in §2.4.
3 Our goal is to prove Theorem
1.2, which amounts to the identity
(5.2) α(p1, p2, p3) = β(p˜1, p˜2)β(p˜2, p˜3)β(p˜3, p˜1)
for any triple p˜1, p˜2, p˜3 of oriented polarizations of f .
5.2.1. Theorem 1.4 states that the left-hand side of (5.2) is unchanged
if we replace pi by p
f
i . On the other hand, by the discussion of §4.1.2,
the right-hand size is unchanged if we replace p˜i by p˜
f
i . In view of
Proposition 5.1, formula (5.2) is a consequence of the following propo-
sition about the Maslov index.
Proposition 5.2. Suppose L˜1, L˜2, L˜3 are oriented Lagrangians in a
symplectic module. Then,
β(L˜1, L˜2)β(L˜2, L˜3)β(L˜3, L˜1) = γ(τ(L1, L2, L3)).
The proof is given in §C.5.
3Note that γ(a) depends only on the class of a in F×p /(F
×
p )
2. In particular, the
formula for β is well-defined.
14 MASOUD KAMGARPOUR AND TERUJI THOMAS
Appendix A. Determinants of Finite Abelian Groups
The determinant of a finite abelian p-group A will be defined as a
one-dimensional vector space over Fp (and the determinant of a general
finite abelian group could be defined as the sequence of determinants
of its Sylow subgroups). In the case when A is a vector space over Fp,
its determinant is simply the top exterior power of A.
In §§A.1–A.4 we develop this theory in the natural setting of the
K-theory of exact categories, following Quillen [Qui73] and Deligne
[Del87]. In §A.5 we give a second, more elementary treatment in terms
of filtrations and spectral sequences. For an approach based on exterior
powers see [RY02, §2].
A.1. Recollections on K-theory.
A.1.1. The K-theory space. Let M be an exact category. To de-
fine the algebraic K-theory of M, Quillen [Qui73] defined a category
QM which has the same objects as M. (We do not need the pre-
cise description of morphisms in this category.) Let BQM denote the
geometric realization of QM. Direct sums in M induce operations
QM× QM → QM and BQM× BQM → BQM endowing BQM
with a structure of a commutative H-space.
Fix a zero object 0 ∈ M. The K-theory space KM of M is the
based loop space of BQM. One sets Ki(M) := πi(KM, 0).
A.1.2. The category of exact sequences. Let E denote the category of
exact sequences of the exact category M. For an exact sequence
Σ: M ′ →֒ M ։M ′′
let sΣ, tΣ, qΣ denote the sub-, total, and quotient objects of M . A
sequence in E is called exact if it gives rise to three exact sequences
in M on applying s, t, q. The category E is thus endowed with the
structure of an exact category.
Theorem A.1 ([Qui73], Theorem 2). The functor (s, q) : Q(E) →
Q(M)×Q(M) is a homotopy equivalence.
A.1.3. Devissage. Suppose M is an Artinian abelian category. Let S
denote the full subcategory of semisimple objects.
Theorem A.2 ([Qui73], Theorem 4). The natural functor Q(S) →
Q(M) is a homotopy equivalence.
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A.2. Picard groupoids. A Picard groupoid is a monoidal category in
which all objects and morphisms are invertible. A 1-morphism of Pi-
card groupoids (or a Picard functor) is a monoidal functor between the
corresponding monoidal categories. A Picard groupoid is commutative
if the corresponding monoidal category is symmetric.
Let P be a Picard groupoid. We denote the set of isomorphism
classes of P by π0(P). Let π1(M) denote the group of automorphisms
of the unit object of M. One can show that π1(M) is abelian.
A.2.1. Super lines. Let R be a commutative ring. The commutative
Picard groupoid PicR of super lines on R is defined as follows. The
objects of PicR are pairs (L, n) where L is a rank-one free module over
R and n is an integer. A morphism (L,m) → (L′, m′) exists only if
m = m′, in which case it is any isomorphism L→ L′ of modules. The
monoidal product is
(L, n)⊗ (L′, n′) := (L⊗ L′, n+ n′).
The inverse of (L, n) is (L∨,−n), where L∨ := Hom(L,R) is the dual
line. Finally, the commutativity constraint (L, n)⊗(L′, n′)→ (L′, n′)⊗
(L, n) is defined using “the Koszul sign rule”:
(A.1) a⊗ a′ 7→ (−1)nn
′
a′ ⊗ a, for a ∈ L, b ∈ L′.
Remark A.3. (Duality) The assignment (L, n) 7→ (L∨, n) defines a Pi-
card functor DPic : PicF → Pic
o
F , which is an equivalence of Picard
categories.
Remark A.4. Note that π0(PicR) = Z and π1(PicR) = R
×.
A.2.2. The fundamental groupoid of the K-theory space. Let M be an
exact category. Let V(M) denote the fundamental groupoid of the K-
theory space of M: the objects of V(M) are loops γ in BQM based
at 0. A morphism γ → γ′ is a homotopy class of based homotopies
γ → γ′. Following Deligne [Del87], we call V(M) the category of
virtual objects ofM. The composition of loops defines a multiplication
on V(M) endowing it with a structure of a Picard groupoid. The usual
proof that the fundamental group of a group is commutative shows
that V(M) is naturally commutative as a Picard groupoid, being the
fundamental groupoid of an H-space (§A.1.1).
A.3. Additive functors. Let M be an exact category. Let (M, is)
be the groupoid whose objects are the same as M and whose arrows
are isomorphisms in M. Let P be a Picard groupoid.
Definition A.5. A additive functor M→ P is the data of
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(a) a functor [ ] : (M, is)→ P,
(b) for every exact sequence Σ, an isomorphism
{Σ} : [M ]
≃
−→ [M ′] + [M ′′],
functorial for isomorphisms of exact sequences, and
(c) for every zero object of M, an isomorphism [0]
≃
−→ 0,
satisfying the following axioms:
(1) If ϕ : M → N is an isomorphism and Σ is the exact sequence
0 → M → N (resp. M → N → 0) Then [ϕ] (resp. [ϕ]−1)
equals the composition
[M ]
{Σ}
−→ [0] + [N ] −→ [N ]
(resp. [N ]
{Σ}
−→ [M ] + [0] −→ [M ]).
(2) If 0 ⊆ M ⊆ N ⊆ P is an admissible filtration in M, the
diagram of isomorphisms (coming from (b))
[P ]

// [M ] + [P/M ]

[N ] + [P/N ] // [M ] + [N/M ] + [P/N ]
commutes.
Remark A.6. An additive functor to a commutative Picard groupoid
is compatible with the commutativity if for every M ′,M ′′ ∈ M, the
diagram
[M ′] + [M ′′]
{Σ} ''O
OO
OO
OO
OO
OO
O
// [M ′′] + [M ′]
{Σ′}wwooo
oo
oo
oo
oo
o
[M ′ ⊕M ′′]
commutes. Here the horizontal arrow is the commutativity isomor-
phism in P, Σ is the exact sequence M ′ →֒ M ′ ⊕M ′′ ։M ′′, and Σ′ is
the exact sequence M ′′ →֒ M ′ ⊕M ′′ ։M ′.
A.3.1. Universal additive functor. LetM be an exact category and let
E denote its category of exact sequences. We define an additive functor
∆: M→ V(M) compatible with the commutativity. Given M ∈ M,
the morphisms 0 →֒M andM ։ 0 define a loop ∆(M) ∈ BQM based
at 0, and hence an object of V(M). Let M ′ →֒ M ։ M ′′ be an exact
sequence in M. The homotopy equivalence BE → BQM × BQM
(Theorem A.1) defines an isomorphism ∆(M) → ∆(M ′) + ∆(M ′′) in
V(M) making ∆ into an additive functor.
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Theorem A.7 ([Del87], §4). Let P be a Picard groupoid. Then compo-
sition with ∆ defines an equivalence of groupoids between Picard func-
tors V(M)→ P and additive functors M→ P.
A.4. Determinants.
A.4.1. Determinants of vector spaces. Let F be a field, and let VectF
denote the abelian category of finite dimensional vector spaces over F .
The determinant Det : VectF → PicF assigns to every vector space
V the super line (det(V ), n), where n = dim(V ), and det(V ) = ∧nV
denotes the nth exterior power of V . One checks that the determinant
is an additive functor which is compatible with commutativity. This is
the reason for choosing the Koszul rule of signs (A.1).
Remark A.8. According to Theorem A.7, Det : VectF → PicF factors
through a Picard functor V(VectF ) → PicF . The latter functor in-
duces isomorphisms on π0 and π1, hence it is an equivalence of Picard
groupoids.
A.4.2. Compatibility with duality in VectF . Recall that the duality
functor
DVectF : VectF → Vect
o
F , V 7→ V
∨ := Hom(V, F ),
is an equivalence of exact categories. Our convention (1.8) defines a
natural isomorphism
(A.2) Det ◦DVectF
∼= DPic ◦Det
where DPic was defined in Remark A.3.
A.4.3. Determinants of abelian p-groups. Let Abp denote the category
of finite abelian p-group. Note that VectFp is the full subcategory
of semisimple objects in Abp. By Theorem A.2, the natural functor
QAbp → QVectFp is a homotopy equivalence. In particular, we have
an equivalence of Picard groupoids V(Abp)
∼
−→ V(VectFp).
Definition A.9. The determinant functor Det : Abp → PicFp is the
composite
Abp
∆
−→ V(Abp)
∼
−→ V(VectFp)
∼
−→ PicFp.
We define det(A) to be the one-dimensional vector space such that
Det(A) = (det(A), len(A)).
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A.4.4. Compatibility with duality inAbp. The Pontryagin duality func-
tor
Dp : Abp → Ab
o
p A 7→ A
∗ := Hom(A,C×)
is an equivalence of categories. Let i be the inclusion VectFp →֒ Abp.
The choice of a non-trivial character ψ0 : Fp → C
× determines a natural
isomorphism α : DVectFp → Dp ◦ i. (One should use the same ψ0 as in
Example B.7.) This in turn determines a natural isomorphism Det ◦
Dp = DPic ◦Det as follows.
Abp
∆
//
Dp

V(Abp) //
V(Dp)

V(VectFp) //
V(DVectp )

PicFp.
DPic

Abop
∆
// V(Abop) // V(Vect
o
Fp
) // PicoFp.
Here the composition along the top and down is DPic ◦ Det, while
the composition down and along the bottom is Det ◦ Dp. The left-
hand square commutes canonically by the functoriality of V; the middle
square commutes up to the natural isomorphism α; and the right-hand
square commutes up to the natural isomorphism (A.2).
Corollary A.10. Let β : A ⊗ B → C× be a non-degenerate pairing.
Then β defines an isomorphism det(β) : det(A)⊗ det(B)
≃
−→ Fp.
Remark A.11. As we have defined it, det(β) depends on the choice of
the character ψ0 : Fp → C
×. In fact, writing µp for the group of p
th
roots of unity, one gets an isomorphism det(A) ⊗ det(B)
≃
−→ µ
⊗ len(A)
p
independent of ψ0.
A.5. Elementary description of the determinant. In this section
we give an elementary definition of the determinant functor Abp →
PicFp.
Definition A.12. Given A ∈ Abp define the canonical filtration A• of
A by An := p
nA. Each grn(A) := An/An+1 is a vector space over Fp.
Define
det(A) := det(gr0(A))⊗ det(gr1(A))⊗ · · · ⊗ det(grN(A)) ∈ PicFp
for any N such that pNA = 0.
A.5.1. Let us explain how to upgrade this function det to an additive
functor Abp → PicFp. Any isomorphism A → B in Abp respects
the canonical filtration, so det defines a functor [ ] := (det, len) as in
Definition A.5(a). The isomorphism det(0) → Fp of Definition A.5(c)
is also automatic. It remains, as in Definition A.5(b), to construct an
COMPATIBLE INTERTWINERS FOR FINITE NILPOTENT GROUPS 19
isomorphism {Σ} : det(K0) − det(K1) + det(K2) → 0 from any exact
sequence
(A.3) 0 // K0 // K1 // K2 // 0.
Suppose first that V • := (V 0 → · · · → V n) is a finite complex of vector
spaces. Then the additive functor Det : VectFp → PicFp induces a
canonical isomorphism {V •} from
det(V •) := det(V 0)− det(V 1) + · · ·+ (−1)ndet(V n)
to
det(H0(V •))− det(H1(V •)) + · · ·+ (−1)ndet(Hn(V •)).
(Condition (2) of A.5 ensures these isomorphisms are well-defined.)
Now a standard spectral sequence construction4 gives a sequence E•0 ,
E•1 , . . . , E
•
N of complexes of vector spaces such that
En0 =
∞⊕
i=0
gri(K
n), Enm = H
n(E•m−1) for m > 0, E
•
N = 0.
The various isomorphisms {E•m} therefore compose to give an isomor-
phism
α1 : det(E
•
0)→ det(E
•
2)→ · · · → det(E
•
N ) = 0.
On the other hand, there is also a canonical isomorphism
α2 : det(K
0)− det(K1) + det(K2)→ det(E•0)
induced by the canonical isomorphisms det(Kn) ∼= det(En0 ). To com-
plete the construction of the additive functor det, set {Σ} := α1 ◦ α2.
A.5.2. The conditions (1, 2) of Definition A.5 can be reduced to the
corresponding properties of the determinant functor on vector spaces.
The compatibility of det with duality, as in Corollary A.10, is more
subtle, and we leave it to the reader.
Appendix B. Witt Group, Maslov Index, Gamma Index
In this section we study finite abelian p-groups equipped with non-
degenerate symmetric forms; we call these quadratic modules. In §B.1
we set out some general conventions, and in §B.2 define the discrim-
inant of a quadratic module as an element of F×p /(F
×
p )
2. In §B.3 we
define the Witt group W of quadratic modules. The analogue for qua-
dratic forms on vector spaces is very well known, cf. [Lam05]. In §B.4
we study the Maslov index, an invariant associated to a collection of
Lagrangian subspaces of a symplectic module. Again, the analogue
4See [Lan05], Chapter XX, Proposition 9.3. Notationally, his F iK• is our K•i , and
we have put Enm :=
⊕
p+q=n E
p,q
m .
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for vector spaces is well known; we follow the development in [Tho06].
Finally, in §B.5, we define a character γ of W, following [Wei64].
B.1. Symplectic and quadratic modules. Let A be a finite abelian
group.
Definition B.1. A pairing ω : A⊗A→ C× is called skew if ω(a, a) = 0
for all a ∈ A, and symmetric if ω(a, b) = ω(b, a) for all a, b ∈ A.
Assume from now on that ω is either skew or symmetric. If L ⊂ A
is a subgroup, write L⊥ for the set
L⊥ := {a ∈ A | ω(x, a) = 1 ∀x ∈ L}.
Definition B.2. A subgroup L ⊂ A is isotropic if L ⊂ L⊥, coisotropic
if L⊥ ⊂ L, and Lagrangian if L = L⊥.
Definition B.3. The kernel Ker(ω) ⊂ A is defined by Ker(ω) := A⊥.
A skew or symmetric pairing is called non-degenerate if Ker(ω) = 0.
Definition B.4. A skew pairing is called symplectic if it is non-degen-
erate. We call a pair (A, ω) consisting of a finite abelian p-group A and
a symplectic (resp. non-degenerate symmetric) pairing ω a symplectic
module (resp. quadratic module).
Any skew ω induces a symplectic pairing on A/Ker(ω) (and analo-
gously if ω is symmetric). If ω is non-degenerate and L ⊂ A is La-
grangian, then |A| = |L|2.
B.2. The discriminant of a quadratic module. Let (A, q) be a
quadratic module. According to Corollary A.10, q defines an isomor-
phism det(q) : det(A) ⊗ det(A)
≃
−→ Fp. If we choose a trivialization
det(A)
≃
−→ Fp, then det(q) amounts to an isomorphism Fp → Fp,
i.e. to an element δ(q) ∈ F×p . It is easy to show that the class of
δ(q) ∈ F×p /(F
×
p )
2 is independent of the chosen trivialization.
Definition B.5. We call δ(q) ∈ F×p /(F
×
p )
2 the discriminant of (A, q).
Remark B.6. When A is a vector space over Fp, this discriminant is
often called the ‘signed discriminant’ in the literature (e.g. in [Lam05]).
It differs from the traditional discriminant of a quadratic form by a
factor of (−1)
d(d−1)
2 , where d = lenA, because of our convention (1.8).
Example B.7. Fix a non-trivial character ψ0 : Fp → C
×. (It should
agree with the one in §A.4.4.) For a ∈ F×p , let
〈a〉 : Fp ⊗ Fp → C
×
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be the symmetric form (x, y) 7→ ψ0(axy).
5 Set
〈a1, . . . , ad〉 := 〈a1〉 ⊕ . . .⊕ 〈ad〉.
Then
δ(〈a1, . . . , ad〉) = (−1)
d(d−1)
2 a1a2 . . . ad.
B.3. The Witt group.
Convention B.8. Given any quadratic module (A, q), write A◦ for the
same abelian group A equipped with the pairing q◦(a, b) = q(a, b)−1.
Definition B.9. A Lagrangian correspondence L : (A1, q1) → (A2, q2)
is a Lagrangian subgroup of A◦1 ⊕ A2. Quadratic modules (A1, q1) and
(A2, q2) areWitt-equivalent if there exists a Lagrangian correspondence
between them.
Example B.10. If φ : A→ A′ is an isomorphism of quadratic modules,
then the graph of φ in A◦ ⊕ A′ is a Lagrangian correspondence. Thus
isomorphic quadratic modules are Witt-equivalent.
Proposition B.11. Witt-equivalence is an equivalence relation.
Remark B.12. In fact, the proof of Proposition B.11 in §C.6 defines a
category whose objects are quadratic modules and whose morphisms
are Lagrangian correspondences.
Definition B.13. The Witt group W is the group of Witt-equivalence
classes of quadratic modules, where addition is given by the direct sum.
B.3.1. Description of the Witt group. Let W0 be the group whose un-
derlying set is W0 = Z/2Z × F
×
p /(F
×
p )
2 and whose multiplication is
given by
(B.1) (e, d) · (e′, d′) := (e + e′, (−1)ee
′
dd′).
Proposition B.14. The map (len, δ) : W→W0 is an isomorphism of
groups.6 Its inverse qm is given by
qm(1, a) = 〈a〉 qm(0, a) = 〈−1, a〉.
The proof in §C.7 reduces this proposition to the case of quadratic
forms over finite fields studied, for example, in [Lam05, §II.2].
Remark B.15. In particular, the quadratic module q is Witt-equivalent
to 〈δ(q)〉 if len(q) is odd, and to 〈−1, δ(q)〉 if len(q) is even.
5Note that the isomorphism class of 〈a〉 depends only on the image of a in F×p /(F
×
p )
2.
6It is easy to see that len: W → Z/2Z and δ : W → F×p /(F
×
p )
2 are well-defined
functions.
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B.4. The Maslov index. Let (A, ω) be a symplectic module. Let
L = (L1, . . . , Lm) be a sequence of Lagrangians in A. For notational
convenience, set Lm+1 := L1. Consider the complex of abelian groups
CL := [
⊕m
i=1 Li ∩ Li+1
∂
//
⊕m
i=1 Li
∑
// A]
where Σ is the summation, and ∂ maps Li ∩ Li+1 into Li ⊕ Li+1 by
a 7→ (a,−a). Let TL be the homology of CL at the center term. Define
a pairing qL : TL ⊗ TL → C
× by
(B.2) qL(a, b) :=
∏
m≥i>j≥1
ω(ai, bj).
Proposition B.16 ([Tho06]). The pairing qL is well-defined, symmet-
ric, and non-degenerate.
Definition B.17. The Maslov index of L is the class of the quadratic
module (TL, qL) in W.
Proposition B.18 (cf. [Tho07], §4.2).
(1) The length of TL equals
m− 2
2
len(A)−
∑
1≤i≤m
len(Li ∩ Li+1) + 2 len(∩
m
i=1Li).
(2) Equip the Li with arbitrary orientations and let L˜i denote the
resulting oriented Lagrangians (see Definition 2.7). Then
δ(qL) = (−1)
1
2
∑
i6=j mimj
m∏
i=1
θ(L˜i, L˜i+1)
where mi := len(Li/Li ∩ Li+1).
Theorem B.19 ([Tho06]). If L1, . . . , Lm are Lagrangians in (A, ω),
then
τ(L1, . . . , Lm) = τ(L2, . . . , Lm, L1) = −τ(Lm, Lm−1, . . . , L1)
and
τ(L1, . . . , Lm) = τ(L1, . . . , Lk) + τ(L1, Lk, . . . , Lm)
for any k < m.
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B.4.1. The Maslov cocycle is a coboundary on oriented Lagrangians.
Let (A, ω) be a symplectic module. Let L˜1, L˜2 be oriented Lagrangians
in A. Set
(B.3) Θ(L˜1, L˜2) = qm(len(L1/L1 ∩ L2), θ(L˜1, L˜2)) ∈W,
where θ is the relative orientation (§2.5.4), and qm was defined in
Proposition B.14. The following result is a restatement of [PPS00],
Prop. 2.1, in the finite group setting; it follows easily from (B.1) and
Proposition B.18.
Proposition B.20. Let L˜i = (Li, ui), 1 ≤ i ≤ m be oriented La-
grangians. Then we have
τ(L1, . . . , Lm) =
∑
i∈Z/mZ
Θ(L˜i, L˜i+1).
B.5. The γ-index (after A. Weil).
Definition B.21. For any quadratic module (A, q), define
(B.4) γ(q) =
1√
|A|
∑
a∈A
q(a, a/2).
For any a ∈ F×p , write γ(a) for γ(〈a〉) (in the notation of Example B.7).
Remark B.22. In (1.6) we chose ψ0(x) = exp(2πix/p) for concreteness.
Proposition B.23. This γ defines a homomorphism γ : W→ C×.
The proof is given in §C.8. Since |W| = 4 by Proposition B.14, we
obtain:
Corollary B.24. For any quadratic module (A, q), γ(q) is a fourth
root of unity.
Combining Remark B.15 and Proposition B.23 we obtain:
Corollary B.25. Let (A, q) be a quadratic module. Then7
γ(q) = γ(1)−(d−1)
2
γ(δ(q)).
Finally, the equality 〈a, b〉 = 〈1, ab〉 in W gives the useful result
Corollary B.26. For any a, b ∈ F×p , γ(a)γ(b) = γ(1)γ(ab).
7Note that (d− 1)2 ≡ 0 mod 4 if d is odd, and (d− 1)2 ≡ 1 mod 4 if d is even.
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Remark B.27. (Explicit values) Recall that the definition of 〈a〉 in Ex-
ample B.7 depends on the choice of an additive character ψ0. For
some m coprime to p we have ψ0(x) = e
2piimx/p, and one can show that
γ(a) =
(
am
p
)
ǫp, where
(
am
p
)
is the Legendre symbol and
ǫp =
{
−1 p ≡ 1 mod 4
−i p ≡ 3 mod 4.
Appendix C. Proofs
C.1. Lemma 2.6. Let us call a chain of consecutively neighboring
polarizations, as in the statement of the Lemma, simply ‘a chain.’
We proceed by induction on the cardinality of g. Set g0 := Z(g) ∩
ker(f). Then g0 is an ideal of g contained in every polarization of f .
Moreover, f descends to a character of the Lie ring g/g0, for which
p1/g0 and p2/g0 are polarizations. If g0 6= 0, then by induction we
obtain a chain in g/g0, and it lifts to a chain in g. We can now,
therefore, assume that g0 = 0.
In particular, g is non-abelian (if not 0), so we can choose x ∈ g such
that 0 6= [g, x] ⊂ Z(g). Using the skew form (a, b) 7→ f([a, b]) on g (see
§B.1), let h = {x}⊥ . Then h is a coisotropic ideal in g.
Define p′i = pi∩h+h
⊥. It is easy to check that p′i is a polarization and
that it is a neighbor of pi. It follows that p
′
1 and p
′
2 are polarizations for
the restriction of f to h, and, since h is strictly smaller than g, they are
joined by a chain in h, so a fortiori in g. In total, we have constructed
a chain p1, p
′
1, . . . , p
′
2, p2 as desired.
C.2. Lemma 4.3. Let δ ∈ Vf,p1 be supported (as a function on G) on
P1 and equal there to δ(g) = χf (g). We have
α(p1, p2, p3) = Φp1,p2 ◦ Φp2,p3 ◦ Φp3,p1δ(1)
= N0(p1, p2, p3)
∑
p3,p2,p1
(χf(p3)χf(p2)χf(p1))
−1δ(p3p2p1)
where N0(p1, p2, p3) := (|p1||p2||p3||p1 ∩ p2||p2 ∩ p3||p3 ∩ p1|)
−1/2. The
sums are over all pi ∈ Pi, but the summand is only non-zero when
p′1 := (p3p2)
−1 lies in P1. Writing δ(p3p2p1) = χf (p
′)−1χf(p1) we obtain
simply
α(p1, p2, p3) = N0(p1, p2, p3)
∑
p1∈P1,(p3,p2,p′1)∈S
(χf (p3)χf(p2)χf(p
′
1))
−1.
The summand is independent of p1, thus introducing a factor of |p1| =√
|g||KerBf | (cf. Remark 4.2) to yield the desired formula (4.2).
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C.3. Lemma 4.4. In (4.2) we have p3 = (p2p1)
−1. Looking at the
Campbell-Hausdorff series, the fact that p1 and p2 are neighboring
polarizations implies that
(C.1) − log p3 ≡ log p1+log p2+
1
2
[log p2, log p1] mod p1∩p2∩ker f.
In particular, − log p3 − log p1 lies in p2, and
(p3, p2, p1) 7→ (q3, q2, q1) := (log p3,− log p3 − log p1, log p1)
is a well-defined bijection S → S. We use this bijection to rewrite (4.2)
as a sum over S. Using (C.1) we calculate that the summand
(χf (p3)χf(p2)χf(p1))
−1 = f(1
2
[log p2, log p1]) = f(
1
2
[q2, q1])
so we obtain
(C.2) α(p1, p2, p3) = N(p1, p2, p3)
∑
(q3,q2,q1)∈S
f(
1
2
[q2, q1]).
Now it is easy to verify that the summand depends only on the class
of (q3, q2, q1) in S/R. That class has size
|p1 ∩ p2||p2 ∩ p3||p3 ∩ p1|
|p1 ∩ p2 ∩ p3|
=
N ′(p1, p2, p3)
N(p1, p2, p2)
,
so we obtain (4.3).
C.4. Proposition 5.1. Since all polarizations in a Heisenberg Lie ring
are neighbors (§2.5.3), we may use Lemma 4.4. The order-reversing
map
F : L1 ⊕ L2 ⊕ L3 → p3 ⊕ p2 ⊕ p1
defines a linear isomorphism from TL (§B.4, with L := (L1, L2, L3)) to
S/R. Using this to rewrite (4.3) as a sum over TL, we find
α(p1, p2, p3) = N
′(p1, p2, p3)
∑
a∈TL
qL(a, a/2).
It only remains to compare this with the definition (B.4) of γ.
C.5. Proposition 5.2. By Propositions B.20 and B.23, we have
γ(τ(L1, L2, L3)) = γ(Θ(L˜1, L˜2))γ(Θ(L˜2, L˜3))γ(Θ(L˜3, L˜1)).
Therefore, it remains to check that
γ(Θ(L˜1, L˜2)) = β(L˜1, L˜2) := γ(1)
−m(L1,L2)2γ(θ(L˜1, L˜2)).
But this follows immediately from Corollary B.25 and the definition
(B.3) of Θ.
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C.6. Proposition B.11. Suppose given Lagrangian correspondences
L21 ⊂ A
◦
1 ⊕ A2 and L32 ⊂ A
◦
2 ⊕ A3. Define L31 ⊂ A
◦
1 ⊕A3 by
L31 := {(a, c) | ∃b ∈ A2 with (a, b) ∈ L21 and (b, c) ∈ L31}.
Then L31 is Lagrangian.
C.7. Proposition B.14. The map (len, δ) is surjective, since qm is a
right inverse. So it will suffice to show that W has four elements.
Suppose (A, q) is a quadratic module, and n is the smallest integer
such that pnA = 0. Then An−1 := p
n−1A is an isotropic subgroup of
A, and A is Witt-equivalent to A⊥n−1/An−1:
{(a, b) ∈ A◦ ⊕ A⊥n−1/An−1 | a ≡ b mod An−1}
is a Lagrangian correspondence. Iterating this process, we see that
every quadratic module is Witt-equivalent to a p-torsion one, i.e. to
a vector space over Fp. A symmetric form on a vector space can be
diagonalized; this shows that W is generated by 〈1〉 and 〈a〉 where
a ∈ F×p is not a square.
If −1 is a square in F×p , then 〈1〉 = 〈−1〉 = −〈1〉 in W, so that
〈1, 1〉 = 0 (and, similarly, 〈a, a〉 = 0) in W; thus W is isomorphic to
Z/2Z× Z/2Z.
If −1 is not a square, then 〈a〉 = 〈−1〉 = −〈1〉 in W, and it remains
to show that 〈1, 1, 1, 1〉 = 0. Every element of a finite field is a sum of
two squares; write −2 = x2 + y2. Then the linear span of (x, y, 1, 1)
and (1, 1,−x,−y) in 〈1, 1, 1, 1〉 is Lagrangian.
C.8. Proposition B.23. Suppose (A1, q1), (A2, q2) are quadratic mod-
ules. One sees immediately that
(C.3) γ(q1 ⊕ q2) = γ(q1)γ(q2).
We must check that γ(q1) = γ(q2) whenever (A1, q1) and (A2, q2) are
Witt equivalent. It suffices to show that γ(q) = 1 whenever (A, q) is a
Witt-equivalent to 0. For then equation (C.3) gives
γ(q◦1)γ(q2) = γ(q
◦
1 ⊕ q2) = 1.
In particular, γ(q◦1)γ(q1) = 1. Therefore γ(q1) = γ(q2). It also follows
from (C.3) that γ is a homomorphism.
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Suppose, then that (A, q) contains a Lagrangian L, and let S ⊂ A
be a set of representatives of A/L. We find
γ(q) =
1√
|A|
∑
a∈L
∑
s∈S
q(a+ s, (a+ s)/2)
=
1√
|A|
∑
a∈L
∑
s∈S
q(a, a/2)q(a, s)q(s, s/2)
=
1√
|A|
∑
s∈S
q(s, s/2)
∑
a∈L
q(a, s)
= q(0, 0) = 1.
The first equality is the definition, the second is bi-additivity, the third
is because L is isotropic, and the fourth uses that
∑
a∈L ψ(q(a, s)) = 0
unless s ∈ L.
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