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Stanford University, Stanford~ California 
The sampling theorem for bandlimited functions allows one to re- 
construct exactly afunction containing no frequencies higher than W 
cps, given the values of the function at equispaced sampling points 
1/2W sec apart. This theorem is generalized to allow reconstruction, 
given the values of the function and its first R derivatives at equi- 
spaced sampling points, (R + 1)/2W sec apart. For large R, the R-de- 
rivative expansion approaches a Taylor's eries weighted by a Gaus- 
sian density about each sample point. 
I. INTRODUCTION 
I t  is well known that a function x(t), whose Fourier transform X( f )  
vanishes outside the interval [ -W,  W], may be reconstructed exactly 
from its values at equispaced sampling points 1/2W sec apart  (Whit- 
taker, 1914; Shannon, 1949). Reconstruction is also possible if the func- 
tion and its first derivative are known every 1/W sec ( Jagerman and 
Fogel, 1956). We shall treat a more general case, in which the function 
and its first R derivatives are known at equispaced sampling points 
(R + 1)/2W sec apart. Previous discussions of this generalization have 
resulted in sets of simultaneous equations from which the Fourier trans- 
forms of the interpolation functions could in theory be calculated (Fogel, 
1955; Linden, 1959). The present approach consists of exhibiting the 
solution, and of proving that it is equal to the function whose sampling 
values are given. 
II. DEFINITIONS 
We make the following definitions: 
sin ~rx 
s incx -  A(x ; r )  = 2., ~(x - -  /or) 
?l'X k=-  
R+I  
v - ~o = 2~rf 
2W 
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• denotes convolution, that is, 
A( t ) ,B ( t )  = 
oO 
A(x)B( t  - x) dx. 
The transform definitions are 
f X(f) = x(t)e -~ dt x(t) = ~ X( f )e  ~t df 
III. R-DERIVATIVE SAMPLING 
Let x(t) be a continuous function with Fourier transform X(f), such 
that X(f) = 0, I f l  > W. Then 
~(t) = k x(k~) + (t - ~)x'(k~) + (t -2~ k~)~ x"(k,) +. . -  
(1) 
+ ( t -  kr)'R! X(R)(kr)] Isinc (t rk r ) l  R+I 
is equal to x(t). It is easily verified that 
)~(~)(t) = X(~)(t), for t -- kr,/~ integer 
(2) 
and r = 0 ,1 , . . . ,R  
and that the Fourier transform of ~(t) vanishes outside the interval 
I -W,  W]. 1 
In order to show that ~(t) and x(t) are equal, we make use of lemma 
1: Let g(t) be a continuous function with Fourier transform G(f) such 
that G(f) vanishes outside the interval [ -W,  W]. Then, if g(t) and its 
first R derivatives vanish at t = /~r for all integer k, g(t) is identically 
zero. Lemma 1 is proved in Appendix A. The identification g(t) = 
x(t) - ~(t) then yields the desired result. 
IV. BEHAVIOR FOR LARGE R 
The behavior of Eq. (1) for large R is of some interest. For simplicity, 
we shall assume that x (l) and its first R derivatives vanish at all sampling 
points except = 0. Equation (1) may then be written as 
1 This fact may be seen by noting that the Fourier transform of [sinc (t/r)]~ +1 
is given by the R-fold self-convolution f a rectangle which vanishes for I f [ > 1/2r. 
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I t~ ,,(0 ~ x(t)  = x(O) + tx'(O) + ~x J + "'" 
t" x'"' ] r. + (o) Lsmck;}j 
(3) 
Now the Fourier transform of [sine(t/r)] R+~ is given by the R-fold self 
convolution of a rectangle of width 1/r. By the Central Limit Theorem, 
as R increases, this convolution approaches a normal density with zero 
mean and variance (R + 1)/12r 2. For large R, then (1 /%/~)  [sinc 
( t / r )  ],+1 also approaches a normal density with zero mean and variance, 
2, equal to 3(R + 1)/(2~W) 2. Equation (3) then takes the form of an 
ordinary Taylor series multiplied by a weighting function which ap- 
proaches exp ( -  t2/2~2). The width of this weighting function increases 
as %/R 4- 1, while the distance between adjacent sampling points in- 
creases as R 4- 1. 
APPENDIX A 
LEMMA 1. Let g(t) be a continuous function with Fourier transform 
G(f) such that G(f) vanishes outside the interval [ -W,  W]. Then, if 
g(t) and its first R derivatives vanish at t = kr for all integers k, g(t) 
is identically zero. 
If g(t) and its first R derivatives are each sampled at t = kr, the re- 
sult must be zero in each case, that is, 
hr(t) = g(r)(t)A(t; r) = 0 r = 0 ,1 , . . . ,R .  (A1) 
Noting that the Fourier transform of A(t; r) is 
1A ( f ;~) ,  
T 
Eq. (A1) may be transformed into the frequency domain 
H~(f) = [(iw)~G(f)l.A(f; 1) -_ 0 r = O, 1, . . .  , R. (A2) 
T 
Let G(f) be partitioned into 2(R + 1) segments, each of width 1/2r, as 
shown in Fig. l(a) and let similar subdivisions be made for each of the 
spectra Hr(f) ,  as indicated in Fig. l(c) ; that is, we define 
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G~(f) = 
G(f) ,  k W < f < 
+ 1 
Rq-1  = Rq-1  
0 elsewhere 
W 
(Aa) 
and 
'H~(f), k W < f < k 
+ 1 
R+I  R+I  Hr,~(f) = 
0 elsewhere 
The zeroth and first subdivisions of H~(f) are given by ~ 
H~,o(f) = E 
n=(--RWe)/2 
W 
(A4) 
(A5) 
• r = 0 ,1 , . . . ,R  
H, l(f) = E 2ri -- a_2~+1 - 
' n=(_R+2-~)/2 (A6)  
• r = 0,1, . . . ,R  
where e = 0 i f  R i seven ,  and e = l i f  R i s  odd. For each value of r, 
every segment of G(f) appears in only one of the two equations, (A5) 
or (A6). We shall now show that all those segments of G(f) appearing 
in (A5) must be zero; a parallel proof applies to those segments com- 
prising (A6). Setting 
m=n-~(R-e)  y=27r  + ~2~-r 
2~r ( f  2m-  R -~ e) a - Pro(f) = G-2m+R-~ 
r 2T 
(A5) may be written as 
(ma - y)rPm(f) = 0 r = 0,1, . . . ,R .  (A7) 
m~Q 
In matrix form, 
2 This result may be seen quite readily by visualizing the convolution process in 
terms of scanning G(f) with a "comb" of ~ functions, as suggested by Fig. l(b). 
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G(f} 
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R+I  
2W 
/~ES(f - -~)=~-Ak I (r / )  
(b) 
2 I I 2 --@" -~ 0 -q 
(c) H(r) (f) 
i 
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( Illustration drawn for R=4) 
FIGI 1. Sampling of a function and its first R derivatives. 
qj P( f )  = 0. (AS) 
qg is an (R + 1) by (R + 1) matrix with elements Y~,~(y) = ( -y  + 
ma) r, and P(f) is a column vector of order (R + 1) with elements pro(y). 
If the G,Jf) involved in (A5) were nonzero, P(f) could not be identically 
zero, and det qg would therefore have to vanish. Det qJ may, however, 
be recognized as a special case of Vandermonde's determinant (Stoll, 
1952), and has the value 
det qJ = a -¢(R+I)/2 H (p -- q) ~ O. 
l~q  <:p--<_ (R+I )  
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We conclude that  P ( f )  is identically zero, and that  therefore, all 
segments of G(f) which comprise (A5) are zero. The remaining seg- 
ments may be shown to be zero by a similar argument based on (A6), 
completing the proof. 
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