A clique in a graph G is a complete subgraph of G. A clique covering (partition) of G is a collection C of cliques such that each edge of G occurs in at least (exactly) one clique in C. The clique covering (partition) number cc(G) (cp(G)) of G is the minimum size of a clique covering (partition) of G. This paper gives alternative proofs, using a unified approach, for the results on the clique covering (partition) numbers of line graphs obtained by McGuinness and Rees [On the number of distinct minimal clique partitions and clique covers of a line graph, Discrete Math. 83 (1990) 49-62]. We also employ the proof techniques to give an alternative proof for the De Brujin-Erdős Theorem.
Introduction
All graphs in this paper are finite, undirected, loopless and without multiple edges. A clique in a graph G is a complete subgraph of G. A triangle is a clique of three vertices. A clique covering (partition) of G is a collection C of cliques such that each edge of G occurs in at least (exactly) one clique in C. The clique covering (partition) number cc(G) (cp(G)) of G is the minimum size of a clique covering (partition) of G. A minimum clique covering (partition) is a clique covering (partition) C with |C| = cc(G) (cp(G)). We use ncc(G) (ncp(G)) to denote the number of minimum clique coverings (partitions) of G. Notice that cc(G) cp(G) for any graph G, since any clique partition is a clique covering.
The line graph of a graph G is the graph G * whose vertex set V (G * ) = E(G) and edge set E(G * ) = {{e 1 , e 2 } : e 1 ∩ e 2 = ∅}. For any vertex v ∈ V (G), let S v be the set of all edges of G containing v. Then S v induces a clique in G * . In fact, {S v : v is a vertex of degree at least two in G} is a clique partition of G * , which we call the canonical clique partition. Consequently, cp(G * ) n 2 , where n 2 is the number of vertices of degree at least two in G. We often use S i v to denote a subset of S v of size i. This also induces a clique in G * .
In a graph G, the neighborhood N(v) of a vertex v is the set of all vertices adjacent to v; the degree of v is For simplicity we call uu a base edge, where u before u in uu is to indicate that it is a base edge with respect to u. A wing in G is a triangle with exactly two vertices of degree two in G. A 3-wing in G is a wing containing a vertex of degree three in G. Removing the two S v 's for the degree-2 vertices v and adding the full wing for each wing of the canonical partition of G * results a clique covering of G * of size n 2 − w, where w is the number of wings in G. This clique covering is called a canonical clique covering of G * . Consequently, cc(G * ) n 2 − w.
Orlin [12] proved that the above upper bounds for cc(G * ) and cp(G * ) are in fact also lower bounds.
Theorem 1 (Orlin [12] ). If G ( = K 3 ) is a connected graph with exactly n 2 vertices of degree at least two and exactly w wings, then cc(G * ) = n 2 − w and cp(G * ) = n 2 .
Orlin then made remarks concerning the uniqueness of minimum clique coverings (partitions) of certain line graphs. His remarks are not quite correct. McGuinness and Rees [11] gave an interesting proof of Theorem 1 which also establishes ncc(G * ) and ncp(G * ).
For any positive integer t and graphs G and H , denote tG the union of t disjoint copies of G, and G ∨ H the graph obtained from the disjoint union of G and H by joining edges between all pairs of vertices between G and H . [11] 
Theorem 2 (McGuinness and Rees
This paper gives alternative proofs, using a unified approach, for the results above. We also employ the proof techniques to give an alternative proof for the De Brujin-Erdős Theorem.
Key lemma and De Bruijn-Erdős Theorem
On the way to give the alternative proofs for Theorems 2 and 3, we develop a method to establish a lower bound for cp(K m \nK 2 ), where m 3 and m 2n 2. This method is also useful for an alternative proof of the De Bruijn-Erdős Theorem (see [2, 4, 9] ), which is given below for completeness.
Theorem 4. If n 2 and C is a clique partition of
and
For the case of c k−1 k, if x p ∈ C k−1 \{x 2 } and x q ∈ C k \{x 2 }, then there is a unique C j p,q ∈ C containing x p and x q . Since j p,q = j r,s for x p , x r ∈ C k−1 \{x 2 } and x q , x s ∈ C k \{x 2 } with (x p , x q ) = (x r , x s ), we have
Also, |C| = n only for c k−1 = k − 1 and other c j = some constant t. If k = 2, then c 1 = 1 and c 2 = n − 2, say C 1 = {x 1 , x 2 } and C 2 = {x 2 , x 3 , . . . , x n }. As j 1,3 , j 1,4 , . . . , j 1,n are all distinct, say j 1,i = i for 3 i n, we have CC * . If k 3,
Example 1. For the case of n = 7 = 2 2 + 2 + 1, a second clique partition of size n is {{x 1 ,
The same technique can be used to establish the following lemma which is useful to our proofs for Theorems 2 and 3. 
. . , C s } is a minimum clique partition of K m \nK 2 , and
Since n 3, x 1 x 2 and x 1 x n+2 are in different cliques and so k 2.
For the case of c k−1 k + 1, if x p ∈ C k−1 \{x 1 } and x q ∈ C k \{x 1 }, then there is a unique C j p,q ∈ C containing x p and x q , except for the case when 1 p, q 2n and |p − q| = n. Since j p,q = j r,s , if they exist, for x p , x r ∈ C k−1 \{x 1 } and x q , x s ∈ C k \{x 1 } with (x p , x q ) = (x r , x s ), we have |C| c k−1 c k + k − min{n − 1, c k−1 } and so
For the case of c k−1 k, since |A i | k for any x i and |A i ∩ A j | 1 for any x i = x j ,
with equality only for (m, n) = (6, 3). Notice that for the case of (m, n) = (6, 3), 5 }} is a clique partition of size n + 1.
Another useful fact for the proof is:
Lemma 6 (McGuinness and Rees [11]). Any clique in G * is induced by either an S i v or a triangle in G.

Alternative proof for Theorem 2
We consider clique coverings C for G * of the following kind: Notice that each vertex v of degree at least two in G has its own correspondence clique in C except the two adjacent vertices v and v of degree two use a same clique in (c1). This gives that |C| = n 2 − w. Next, there are 2 s i ways to choose the cliques in (c2), and for the case of A = ∅ (c4) gives two ways to choose the clique for u i ; these count 2 s i + 1 possibilities. Also, there are s − (s 1 + s 2 + · · · + s r ) semiwings in (c3) for each there are two ways to choose a clique for the degree two vertex v. Hence there are 2 s−(s 1 +s 2 +···+s r ) 1 i r (2 s i + 1) clique coverings of G * each of size n 2 − w, which gives cc(G * ) n 2 − w. There are two exceptional cases, K 4 and sK 1 ∨ K 2 with s 2, each has more clique coverings of size n 2 − w. For K 4 , its edges can be partitioned into 4 = n 2 − w triangles, which form a second clique covering of K * 4 . For sK 1 ∨ K 2 , r = 1 and u 1 and u 1 are symmetric. So, (c4) in fact gives two ways to choose the clique for vertex u 1 and two ways for u 1 , which give totally 2 s + 3 clique coverings of size n 2 − w. It remains to prove that any minimum clique covering C of G * is of the form as described above.
Let V 2 be the set of vertices of degree at least two in G. Let a v denote the number of S i v in C and B ={v ∈ V 2 : a v =0}. So, inequality (1) further implies |C| n 2 − w. Also, |C| = n 2 − w holds only when (i) each v ∈ V 2 − B corresponds to exactly one S i v in C , (ii) each triangle of C is a wing or a semiwing, (iii) each wing is in C.
These in turn imply that each
with vv is a base edge whose degree-2 neighbors v are all in B and v vv is a triangle in C . Hence, C is of a vertex covering of size n 2 − w as described at the beginning of the proof.
Alternative proof for Theorem 3
We consider clique partitions C for G * of the following kind: Notice that each vertex v of degree at least two in G has its own correspondence clique in C and so |C| = n 2 . As there are two ways to choose the cliques in (p1), there are 2 w 3 clique partitions of G * each of size n 2 , which gives cc(G * ) n 2 . There are three exceptional cases, K 1 ∨ 3K 2 , K 4 and sK 1 ∨ K 2 with s 2, each has more clique partitions of size n 2 . For K 1 ∨ 3K 2 , the three wings together with four S 3 v (there are two ways to do so) form the second and the third clique partitions of size n 2 = 7, where v is the vertex for K 1 . For K 4 , its edges can be partitioned into 4 = n 2 triangles, which form the second clique partition of K * 4 . For sK 1 ∨ K 2 , the s semiwings together with S s u and S s u is the second clique partition of size n 2 = s + 2, where uu is the base edge. It remains to prove that any minimum clique partition C of G * is of the form as described above.
The next two paragraphs "Let A 2 be the set · · · we have k = 1 and G = K 4 ." are precisely the same as in the proof for Theorem 2.
Suppose v is a vertex of degree m, which is the center of n wings vv i v i (v i , v i ∈ B). Notice that v / ∈ B and the number of S i v 's in C is at least cp(K m \nK 2 ) n + 1 by Lemma 5. So, inequality (1) further implies |C| n 2 . Also, |C| = n 2 holds only when (i) each v ∈ V 2 − B corresponds to exactly one S i v in C , (ii) each triangle of C is a wing or a semiwing.
Moreover, if C contains a wing, then either this wing is 3-wing or G = K 1 ∨ 3K 2 . Also, if C contains a semiwing, then G = sK 1 ∨ K 2 and C consists of the s semiwings together with S s u and S s u where K 2 = uu . Hence, C is of a vertex covering of size n 2 as described at the beginning of the proof.
Conclusion remarks
Unknowing the result of Theorem 3, Bylka and Komar [3] proved (i) for any connected graph with at least one 3-wing, ncp(G * ) n 2 ; (ii) for any connected graph without wings, cp(G * ) = n 2 and ncp(G * ) = 1 except that ncp(sK 1 ∨ K 2 ) 2 for s 2.
They then conjectured (iii) for any connected graph other than K 3 , cp(G * ) = n 2 ; (iv) for any connected graph with wings but without 3-wings, ncp(G * ) = 1 except that ncp(K 1 ∨ 3K 2 ) > 1.
