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Abstract
This thesis considers the problem of detecting when people eat by tracking their wrist
motion. The goal of this work is to automatically detect the start and stop times of these eating
activities. It builds upon previous work done by our research group [12] which developed an algorithm
for automatically detecting peaks in activities associated with food preparation and clean-up. This
peak detector is then used for segmenting data. These segments are then classified as eating or
non-eating activities using a naive Bayes classifier based on probabilities obtained from computing
different features in each segment. The original work introduced 4 features, all of them based on
sensor readings. In this thesis we introduce a set of 3 new features to improve the detection of
eating and non-eating activity periods: regularity of manipulation, time since last eating activity
and cumulative eating time. We discuss the main concepts behind them, introducing the idea of
time-based features. We then we test our new features under the framework developed by our group.
Detection including regularity of manipulation, in combination with the original 4 features, achieved
an overall accuracy of 79%. The accuracy obtained including time since last eating activity reached
69% and cumulative eating time, an overall accuracy of 64%. Finally, we compare these results to
the original work and later discuss and characterize results based on our findings.
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This thesis considers the problem of detecting when people eat by tracking their wrist
motion. People generally eat between 3 to 5 meals and snacks per day [7, 18]. The goal of this
work is to automatically detect the start and stop times of these eating activities. To do this,
we are investigating methods that use a wrist-worn device that resembles a watch. The device
contains accelerometers and gyroscopes that can continuously track the motion of the wrist. We are
developing methods to analyze these signals with the goal of detecting the start and stop times of
eating activities.
The motivating health concern is obesity. In the United States, more than one-third are
obese [8], and obesity-related health issues are an increasing concern. Determining when people eat,
and how much they eat, is crucial for studying behaviors related to obesity. The tool we envision
could be used to monitor people to develop a calendar-like record of their eating activities. This
data could be used to search for problematic eating patterns such as binge eating disorder, night
eating syndrome, and day-to-day disparities such as overeating on weekends [18]. The tool could
also be used to prompt people to complete a written record of what was eaten each day, commonly
called a food diary.
Current methods for monitoring eating activities include food diaries, 24-hour recalls, and
food frequency questionnaires. These tools rely heavily upon memory and manual effort. Because
they are manual, they are typically only used for short periods of time ranging from 1-7 days. They
also suffer from underreporting and underestimation bias, meaning that they provide incomplete
records of eating activities.
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The advantage of the tool we are developing is that it automates the process. The work
considered in this thesis covers only part of the envisioned tool, specifically the detection of when
people are eating. Other work has investigated automated measurements of how much someone
eats during an eating activity [1, 10, 19]. Studies have shown that this method provides a measure
that correlates with kilocalories consumed [31], and that people prefer using it over a 24-hour recall
[31]. However, one limitation of those works was that the device had to be turned on and off by the
wearer for every eating activity. Previous work in our group investigated the automatic detection of
eating activities, achieving an accuracy of 81% [12]. In this thesis, we explore 3 new features to try
to improve the detection accuracy.
1.1 Obesity problem
Obesity is common, serious and costly. In the United States, 34% of the population are
obese [8]. Obesity and overweight are the fifth leading risk for global deaths [38]. Worldwide
obesity has nearly doubled since 1980, and each year at least 2.8 million adults die as a result of
being overweight or obese [38]. Overweight and obesity are linked to more deaths worldwide than
underweight [38]. For example, 65% of the world’s population live in countries where overweight
and obesity kill more people than underweight [38]. Obesity-related conditions include heart disease,
stroke, type 2 diabetes and certain types of cancer, some of the leading causes of preventable death [8].
Obesity is costly, the estimated annual medical cost of obesity in the U.S. was $147 billion in 2008
U.S. dollars; the annual medical costs for people who are obese were $1,429 higher than those of
normal weight [8].
Obesity treatment commonly targets behavior changes including dietary and exercise activ-
ities [20, 25]. Severe cases may be treated with weight-loss medication and weight-loss surgery [20,
25]. According to the World Health Organization, the most important aspect at the individual
level, is to limit energy intake [38]. This idea is the motivation of various research topics regarding
food and energy intake [9, 11, 13, 19]. Obesity and overweight present a real problem in today’s
society, and combined with all the facts just described set the base of our group’s motivation for
this research.
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1.2 Tools for monitoring energy intake
Recording the intake of a free-living human is a difficult task. The measurement of intake
typically refers to the amount of energy (e.g. kilocalories), but can also include the types of foods
ingested, the times of day, the duration of a meal, and the social context. The three most widely
used tools are eating diary, food frequency questionnaire, and 24-hour dietary recall [35]. An eating
diary generally involves manually logging food ingestion, a 24-hour dietary recall relies on subjects
recalling everything they ate and drank during the previous day, and a food frequency questionnaire
(FFQ) generally means participants reporting the frequency of consumption and portion size over a
defined period of time. Numerous studies [9, 14, 15, 17, 24, 37] have shown that people underreport
their food consumption when using one of these methods, typically by 10 to 40% per day. Also,
any of these methods requires subjects to invest a significant conscious effort to continuously pay
attention to the self-monitoring task. The significance of our eating activity monitor is that it
automates the recording of intake, greatly decreasing user burden and subjectivity.
Several experts in the field of dietetics have indicated the need for advance in the tools
used for self-monitoring [21, 36]. Two main approaches have been researched: using a camera, and
using wearable sensors. In the camera-based approach, a camera takes pictures of foods before and
after eating. The amount consumed is evaluated by a trainer observer who compares the images to
a database with pictures of portion-varying of the same type of food. A comparable accuracy has
been shown between this approach and both weighed and direct visual estimation when pictures were
taken by trainer observer in a cafeteria setting. Its accuracy is also comparable to when subjects
took the pictures themselves [19]. Although this approach has shown to reduce user burden, it
takes approximately 30 minutes per day for the trained researcher to analyze an estimate energy
intake from the images. The idea of automated image processing instead of post-image analysis
by a reviewer to determine the amount of food ingested has also been suggested [27, 34, 40], and
has been demonstrated for small amounts of food that are carefully separated and with a carefully
controlled background [39]. Studies have shown that the camera-based approach is preferred over
the traditional pen and paper method to record food consumption [6, 33], showing the promise of
automated technology-based advances. However, the experimenter burden for the camera method
is still very high, and the method is not scalable to potentially millions of users.
The idea behind the wearable sensors approach is that sensors are worn on various parts
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of the body to track limb motion and estimate sound and muscle activity (e.g. around the neck),
in order to determine when a person is eating [3, 28]. Limb motion patterns associated with eating
have been detected using five microelectromechanical devices systems (MEMS) sensors, one on the
lower and upper segment of each arm, and one on the back [16]. Ear and neck mounted sensors have
been used to detect chewing sounds and swallowing motions [2, 3]. Neck-worn sensors have been
used to detect swallowing activities [32]. Swallowing motion has been studied using microphones, as
well. Microphones have been used in various locations such as the laryngopharynx and mastoid bone
portions of the throat, inside the ear, and ambient outward-directed on the throat [30]. Analysts
have shown high reliability for identifying bites, chews and swallows using the signals recorded from
these sensors. High reliability was shown in other studies where trained analysts reviewed signal
recordings for detecting periods of eating activity between periods of quiet rest, talking, and meals of
various portion sizes solely based on sensor data [29]. While all these approaches show advances for
automating the self-monitoring task, none of them have been tested on subjects under normal free
living conditions; all data was collected in brief controlled laboratory visits. Our group’s approach
uses wearable sensors mounted at the wrist that resembles a watch. This approach enables more
freedom of motion and activities, and has a higher likelihood of social acceptance.
A number of researchers would find use in the calendar of eating activities provided by an
eating activity (EA) monitor. For example, measuring energy intake (EI) and time spent eating per
day, or per meal, or even at different times of the week could all help identify eating disorders [18].
The data obtained from an EA monitor could be used to compare different eating habits of different
demographics [23], or even to study the effect of changes in the environment [22]. For studies
requiring detailed nutrition information, the calendar could be used in combination with the already
mentioned 24-hour recall or even a food diary to help remind participants when they ate, improving
the accuracy of self-reported data. The EA monitor could also prompt the participant in real-time,
at the completion of an eating activity, to fill out a food diary or complete other questionnaires.
1.3 Previous work of our group
This thesis builds upon an algorithm previously developed by our group [12]. The paper
describes a new method that uses a watch-like configuration of sensors to continuously track wrist
motion throughout the day and automatically detect periods of eating [12]. The study was carried
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out on 43 subjects and evaluated on a large data set. This research included a complete framework
for the in depth study of four different features which in combination with each other contribute to
classify an activity as eating or non-eating. The features described in the original algorithm were:
manipulation, regularity of wrist roll motion, linear acceleration and amount of wrist roll motion.
These features are computed using data obtained from an accelerometer and gyroscope sensors
included in a mobile phone device. The framework also includes a segmentation portion which
divides the data into segments that are then classified as eating or non-eating based on feature
probability using a Bayes classifier. Based on evaluation metrics also developed by our group, an
overall accuracy of 81% was achieved [12].
1.4 Novelty
The previous work did not consider features related to time. Manipulation, regularity of
wrist roll motion, linear acceleration and amount of wrist roll motion are features that rely only
on sensor measurements. In this thesis we consider the hypothesis that time-of-day and time-since-
last-meal can have an impact on when a person eats. This information could potentially be used
in a classifier to improve the detection of periods of eating. We also consider a new feature related
to manipulation. Manipulation is a measure of how much a person rotates their wrist relative to
linear motion of the wrist. Previous work found that manipulation is generally higher during eating
activities than other activities. However, manipulation does not happen continuously during eating.
It tends to occur periodically as a person manipulates food and brings it to their mouth, followed by
periods of rest during chewing and swallowing. In this thesis we develop a new feature that measures
the periodicity of manipulation over time.
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Chapter 2
Research Design and Methods
We first overview the method originally developed by our group [12]. We then describe the
new features and software tools developed for this thesis. Finally, we describe the data collected to
test the new features and the metrics used to evaluate performance.
2.1 Overview of algorithm
Figure 2.1 shows an example of a 2-minute period of raw accelerometer and gyroscope data
recorded at 15Hz while tracking a person during daily free-living. It can be seen that the data is
noisy and it is difficult visually to make out the continuity of the sensor readings. Displayed from
top to bottom we see data from the accelerometer (AccX, AccY , AccZ) and gyroscope (Y aw, Pitch
and Roll) sensors obtained from a recording in our data set. A recording typically spanned 8-14
hours, and zoomed-out views will be used in many subsequent figures.
In order to reduce the effects of noise, the first step is to smooth the data. This is done














where Rt is the raw value of sensor reading for each signal and St is the smoothed datum at time
t. Equation 2.1 uses a Gaussian-weighted window centered on the current measurement, so that
only half of a Gaussian distribution is used for smoothing. N represents the window size and R
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Figure 2.1: Raw data for accelerometer and gyroscope sensors over a 2 minute period.
is the sigma of the Gaussian. The Gaussian kernel is applied independently to the data from each
accelerometer and gyroscope axis. Figure 2.2 shows the smoothed signal of each individual axis for
the data shown in Figure 2.1.
After smoothing the data, the algorithm calculates a feature called sum of acceleration.






|Sx,t|+ |Sy,t|+ |Sz,t| (2.2)
where Sx,t, Sy,t and Sz,t are the smoothed acceleration readings at time t. W is the window size
that is slides across the data. Figure 2.3 shows an example of sum of acceleration for a whole day.
The manually marked meal times are indicated by downward arrows. These came from the ground
truth, obtained from manual logs kept by a person wearing a wrist motion tracker. It can be seen
that the sum of acceleration tends to be high prior to periods of eating, and high again after periods
of eating are done. During an eating period, it tends to be low. This is likely due to vigorous
activities during the preparation and clean-up of food and materials before and after eating.
The next step is to segment the data. Segmentation is done by automatically detecting peaks
by using a custom peak detector based on a hysteresis threshold algorithm. Details are discussed in
[12]. This is done by using the feature we just described, sum of acceleration. Like we mentioned
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Figure 2.2: Smoothed data for accelerometer and gyroscope sensors for data in Figure 2.1.
Figure 2.3: Sum of acceleration for an entire day. Arrows indicate start and end of meals/snacks.
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Figure 2.4: Segmentation for Figure 2.3. Arrows indicate peaks, segments are considered as full
periods between peaks.
before, sum of acceleration tends to be high prior and after eating activities. This feature is not
sufficient for classification but it can be used to derive a segmentation. The indices of the peaks
are used to segment the data. Figure 2.4 shows an example of the peaks automatically detected for
Figure 2.3. The arrows show the maximum times and the horizontal spans show the widths of the
peaks. Segments are taken as all periods of time between the arrows.
The original method used 4 features to classify segments. The first feature is manipulation,




W∑ |Sφ,t|+ |Sθ,t|+ |Sψ,t|
|Sx,t|+ |Sy,t|+ |Sz,t|
(2.3)
where W is the span of the segment period, t is the index that iterates across the span, and S is
the smoothed datum (φ = yaw, θ = pitch, ψ = roll). Manipulation measures the ratio of rotational
motion to linear motion. Units for manipulation are deg/sG , since units for the rotational motion







|Sx,t|+ |Sy,t|+ |Sz,t| (2.4)
















1∀t ∈ [|Sφ,t| > 100 . . . t+ 8sec] (2.6)
This feature takes on a value between 0 and 1, and it represents the percentage of time that the
wrist is in roll motion. The calculation includes the time the wrist roll is at least 10 deg/s, plus a
period of 8 seconds after each occurrence of wrist roll motion falling below 10 deg/s [12].
These features are used in a naive Bayesian classifier for determining eating and non-eating
activities based on the segmented data. This approach to classification is to assign the most probable
class ci ∈ C, given feature values f1, f2, . . . , fN . Using the naive assumption of independence of







For our problem only 2 classes will be represented, eating and non-eating. Probabilities
are initialized to P (ci) = 0.5 and each feature contributes to the classifier by computing its normal
distribution:
P (fj |ci) =
1√
2πσ2i,j




where σ represents the standard deviation and µ the mean of the distribution. So in order to classify
an unknown segment, mean and standard deviations are needed. For our group’s previous work,
these statistics were found for each feature and are shown in Table 2.1 and were used in Equation
2.8.
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Notation Feature Eating Non-Eating
Mean Std. Dev. Mean Std. Dev
f1 Manipulation ((deg/s)/G) 791 214 395 239
f2 Acceleration (G) 0.039 0.014 0.054 0.066
f3 Roll motion (deg/s) 9.1 4.27 6.8 6.3
f4 Roll regularity (%time) 0.58 0.14 0.37 0.26
Table 2.1: Average feature values found in training in [12]
2.2 Data collection
This work uses 2 data sets collected in previous work [12]. Data for the study was collected
using an iPhone 4 [4]. This device was chosen because it is programmable, equipped with an
accelerometer and gyroscope, and has enough memory (16GB) and battery (1420 mAh) to record
data continuously for an entire day. The phone was inside a pouch and worn around the wrist, and
it recorded data continuously throughout the day. Two different sets of recordings were obtained.
Set 1 was obtained using a preliminary version of the software that was developed by our group to
work with the iPhone which required users to manually log start and end of meals. A second set
was obtained from a new version of the software were users could log start and ends of meals by
pressing on a button on the application. A total of 43 recordings were obtained. Set 1 consists of 20
recordings and set 2 consists of 23 recordings for a total of 449 hours of data. The data was recorded
at a sampling rate of 15Hz.
For training purposes, data is segmented into eating and non-eating activity segments. For
the case of the non-eating activities, these segments are 5 minutes long unless the end of the record
is reached or an eating activity is reached before 5 minutes. If data was missing or corrupted data
was filled with zeroes for all axes if this period was under 5 seconds. If it was longer, data was
discarded. Eating activity segments simply span for the duration of an entire meal/snack. Each
of the EA and non-EA segments were used to compute each of the features previously discussed,
in order to be analyzed and find characteristics that separate EAs from non-EAs. For set 1, the
total number of meal segments is 35 and 1997 non-meal segments. Set 2 contains a total of 81 meal
segments and 3201 non-meal segments.
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Figure 2.5: Software tool developed, used for displaying feature statistics.
2.3 Software tools
For the work in this thesis, a custom tool was designed in Java (version 7 [26]) to display
and analyze different features. The variety of graphing and scientific libraries was the key to choose
this language. A screenshot of the tool can be visualized in Figure 2.5. Another small routine
was developed in C that computed a variety of different potential features. This software saves the
output to a file which is later displayed using the Java tool that was just described. A third tool,
called PhoneView, was developed previously by our group and was used in this thesis to display




2.4.1 Regularity of manipulation
Figure 2.6 shows manipulation over time in an eating activity segment. The segment spans
7590 samples (506 seconds at 15Hz). Figure 2.7 shows a non-eating segment of 4264 samples (about
284 seconds). Peaks in the EA segment appear to be more regular and about the same magnitude
with values around 5000deg/sG , whereas for the non-EA they tend to be more irregular and of different
sample intervals. This brings up the idea that the peaks in the EA could represent bites. Trying to
capture this regularity of peaks is the main idea behind regularity of manipulation. It is not unusual
for people to take bites between two to eight times a minute, so it seems reasonable to analyze this
regularity based on this concept. Regularity of manipulation uses a Fast Fourier Transform (FFT)
approach to do this. An FFT provides us with a way to find the regularity (periodicity) of bites
between certain frequency ranges. It reveals periodicities in input data as well as the power of any
periodic components. The FFT is an algorithm that computes a Discrete Fourier Transform (DFT),
and it is widely used because it takes significantly less computations than a DFT. Basically, a DFT
converts the sampled function from its original domain, in our case the time domain to the frequency







where N is the sequence of numbers, k = 0, 1 . . . N − 1, and f represents the input signal amplitude
at time k. The FFT reduces the number of computations that are performed by the DFT. The
classical FFT uses powers of 2 for input length, but our problem requires more flexibility on this
matter, since the EA and non-EA segments are of variable length. The FFT algorithm used in this
paper is called Bluestein’s FFT algorithm [5], which provides the flexibility we need.
Looking at figures 2.6 and 2.7, it can be seen that the signals are noisy, so in order to take
advantage of the FFT, data is heavily smoothed. We applied another Gaussian-weighted window,
using Equation 2.1, with the kernel centered at the current measurement, but using a full Gaussian
distribution. The kernel for this part uses a N size of 225, which correspond to 15 seconds and an R
value of 37.6. Fifteen seconds seemed to be enough to smooth the data without losing information,
and R is obtained from covering 99.7% of the area below the Gaussian (centered at the mean). In
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Figure 2.6: Manipulation in an eating activity segment with 7590 samples.
Figure 2.7: Manipulation in a non-eating activity segment with 4264 samples.
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Set 1 Set 2
Meal Non-Meal Meal Non-Meal
















60Hz 2676.3 832.94 1030.2 509.09 1659.6 733.47 649.16 370.73
Table 2.2: FFT Statistics for data sets 1 and 2.
order to do this we need to consider at least three standard deviations to each side of the distribution,
for a total of 6 standard deviations.
Like mentioned before, we want to analyze a few different frequency boundaries between 2
times per minute and 8 times per minute. A few different range of frequencies between 260Hz and
8
60Hz were tested and are shown in Table 2.2. These statistics come from computing the FFT for











where time is indicated by t, and the limits of the sum, LFB and HFB, are the lower and higher
frequency boundaries, r and i stand for the real and complex parts of the FFT respectively, and k
is index of the bin.
We want to pick the range that has eating and non-eating distributions overlapping with
each other the least possible. We know from Table 2.2 that the mean for eating activity columns is
higher than for non-eating. In other words we are trying to find the means to be as far apart from
each other, and standard deviations to be relatively small. We need a measure of how well a given












Set 1 Set 2
















60Hz 1.9763 3.2335 1.3776 2.7255
Table 2.3: Statistical factors for ranges in Table 2.2.
where µ is the mean, and σ is the standard deviation. We want to pick the factors, denoted by
X, to be as high as possible since that would mean that distributions are more isolated from each
other. Results for these computations are shown in Table 2.3 and represent the output for each of
the ranges from Table 2.2. Based on these results, we picked the range [ 260Hz,
6
60Hz] since it has
higher factors overall, taking both data sets into account.
After the integral is computed, the output is normalized by total time in seconds, because
eating activity segments are usually longer than the 5 minutes segments defined for non-eating
periods. The distributions for the selected frequency ranges for both sets are shown in Figure 2.8
and Figure 2.9. In order to make the figures clearer the values for eating segments are magnified by
a factor of 25. This is done because the ratio of non-eating segments to eating segments is over 50:1.
Final units for regularity of manipulation are deg/s
3
G . In other words, regularity of manipulation
measures manipulation between frequency bands.
Now that we have chosen values for our regularity of manipulation feature, we can compute
probabilities that will contribute to the classification process by using normal distribution probabil-
ities, for both EAs and non-EAs, using Equation 2.8.
2.4.2 Time since last eating activity
The idea behind the time since last EA feature is to explore time-based components. Basi-
cally, this approach implies that after a person has eaten, it is very unlikely for that person to eat
again in the immediate future. As time passes, the probability of eating monotonically increases
since a person needs to eat. Let tlast = end time of the last segment classified as EA. Let t = middle
time of the unknown segment currently being classified. We then calculate time since last EA as:
f = t− tlast (2.13)
16
Figure 2.8: Distributions for regularity of manipulation between 0.03Hz and 0.1Hz (set 1).
Figure 2.9: Distributions for regularity of manipulation between 0.03Hz and 0.1Hz (set 2).
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where f is the feature value. In other words, this feature represents the amount of time in minutes
since the last meal. A Bayesian classifier requires probability distributions for each possible class
(see equations 2.7-2.8). In the case of a time-based feature, it is possible to calculate a distribution
of times between when 2 events occurred. For example, it is possible to calculate the average time
between meals. But for the opposite class, the absence of a meal, it is nonsensical to calculate a
distribution; i.e. what is the average time between all non-meal times. In other words, it does not
make sense to compute time since last non-EA. We therefore instead calculate the probability that
the segment is not a meal as one minus the probability that it is a meal.
To calculate the probability of a meal, we trained our classifier by calculating a cumulative
distribution function (CDF) of time since last EA. The CDF takes the range 0 to 1. We trained the
CDF using all available data. Figures 2.10 and 2.11 show the values found. Probabilities in Figure
2.10 start at 0 and end at 0.917, and probabilities in Figure 2.11 range from 0 to 0.988. Each point
on the x-axis is an amount of time since the last EA in minutes, and each point on the y-axis was
the frequency of having observed a meal in the training set that occurred that number of minutes
prior to the current time. For an unknown segment, the probabilities in equation 2.8 are calculated
as p(f |EA) = CDF and p(f |nonEA) = 1-CDF. If no EA has occurred prior to the current time, we
then set our EA and non-EA probabilities to 0.5 since the feature is undefined.
2.4.3 Cumulative eating time
As its name suggests, cumulative eating time is also a time-based feature. Basically, it takes
on the idea that a person spends a certain amount of time eating in a day. Studies have shown
that on average a person spends around 1.1 hours a day eating and drinking [7]. Every person will




1 if t ∈ EA
0 otherwise
(2.14)






Figure 2.10: Cumulative measurements for each minute since last EA from data set 1 (averages).
Figure 2.11: Cumulative measurements for each minute since last EA from data set 2 (averages).
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where f is the value of the feature. For example, a person started breakfast 15 minutes into their
recording and ate for 10 minutes. For every minute after that, that person has accumulated 10
minutes of eating time until they eat again, and then that amount of time will of course, increase.
In other words, cumulative eating time, simply computes total time spent eating and drinking in a
single day.
As with the time-based feature described in the last section, this one also has the problem
that it is nonsensical to define the distribution of times involving non-events. We therefore calculate
the probability that the segment is not a meal as one minus the probability that it is a meal. To
calculate the probability of a meal, we trained our classifier by calculating a cumulative distribution
function (CDF) of time eating for the day. The range of the CDF is 0 to the maximum amount of
minutes monitored. We trained the CDF using all available data. Figures 2.12 and Figure 2.13 show
the values found for each data set. Each point on the x-axis is an amount of time since the recording
started in minutes, and each point on the y-axis was the total minutes a person had spent eating in
the training set up to that time. The CDF was calculated independently for each person and then
the average and standard deviation at each total time was calculated. Figures 2.12 and Figure 2.13
show the average as the middle line and the +-1 standard deviation as the top and bottom lines.
For an unknown segment, the probabilities in equation 2.8 are calculated by looking up
values for µ and σ in the CDF shown in figures 2.12 and 2.13. The x-axis on the CDF is found as
f (equation 2.15) considering the unknown segment as an EA, and µcdf and σcdf are the values on
the y-axis. Using those values, p(f |EA) is given by Equation 2.8 and p(f |nonEA) = 1 - p(f |EA).
2.4.4 Other Features
Some other features were analyzed and are shown in Table 2.4. Each feature in this feature
set was applied individually to each axis of the accelerometer and gyroscope signals, except for the
case of correlation which uses a combination of 2 inputs at a time. A total of 63 other features were
tested and analyzed, but after initial testing were not pursued further.
20
Figure 2.12: Cumulative eating time averages (set 1).
Figure 2.13: Cumulative eating time averages (set 2).
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Feature Equation









































ZC is incremented by 1
Zero Crossings if [xi > 0 and xi+1 < 0]
or [xi < 0 and xi+1 > 0]
Table 2.4: Feature set.
2.5 Evaluation metrics
The primary metric used to evaluate the classifier is by the total amount of time correctly
classified segments. Its accuracy can be computed as:
accuracy =
TP ∗ 20 + TN
(TP + FN) ∗ 20 + (TN + FP )
(2.16)
where true positives (TP) were counted as the number of seconds of time that were labeled as eating
in the manual logs and actually classified as an eating activity. False positives (FP) were counted as
the number of seconds of time that were labeled as non-eating in the manual logs and classified as
eating. True negatives (TN) and false negatives (FN) were computed in a similar way by comparing
manual logs and activities that were classified as non-eating. The factor of 20 in Equation 2.16
weights true positives to true negatives at a ratio of 20:1. This is done because eating activities
occur much less frequently than non-eating activities [12]. In addition, accuracy for eating and non
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An important aspect to consider is that the classifying process was completed individually





Results for the original four features (described in Section 2.1) are shown first. Table 3.1
shows totals in seconds for TPs, FPs, TNs, and FNs. It also displays overall accuracies, which are
based on equations 2.16, 2.17 and 2.18. As seen in Figure 3.1 the overall accuracy achieved by
our group’s previous work was 81%. Each of our new features was tested in combination with the
original four in order to compare results against the previous outcome.
Totals (in s) Accuracy
TP TN FP FN Eating Non-eating Overall
65053 1254650 280915 15074 82% 81% 81%
Table 3.1: Results for original 4 features with both sets combined.
24
3.2 Regularity of manipulation
Statistics for regularity of manipulation computed in the previous chapter are shown on
Table 3.2, and represent final values used for Equation 2.8. Results for the regularity of manipulation
feature in combination with the original four can be seen in Table 3.3. The table shows totals
in seconds for TPs, TNs, FPs and FNs. In addition, it displays accuracy for EAs and non-EAs
detection, as well as the overall accuracy. Clearly seen from the table, overall accuracy dropped
from 81% to 79%. Including regularity of manipulation, the classifier performs better at detecting
eating activities, improving the detection from 82% to 85%. On the other hand the non-eating
detection decreased from 81% to 72%. If we explore deep into these results we realize that there
are a couple of reasons why the detection did not improve for non-EA activities. Firstly, if we recall
figures 2.8 and 2.9 we can see that the distribution for the non-EA is a Gaussian-like distribution,
where as for the EAs is not at all clear. Figure 2.8 suggests that the distribution is perhaps, bimodal.
In any case, standard deviations for EA segments are much larger than for non-EA segments, as
seen in Table 3.2. This fact causes the EA distributions to overlap on the left tail with the right
tail of the non-EA distributions, so the classifier detects less true negatives and more false positives.
Although, the number of segments of FPs was reduced, the amount of time of FP detection was
greatly increased from 280915 seconds to 437175 seconds. An example of this issue is shown in Figure
3.1. This figure shows at the top the output for over four and a half hours after the classification
process is completed for the original four features. The bottom displays the output after classification
including regularity of manipulation. The blue horizontal bars indicate detected EA segments. This
is just case where clearly the time of EA detected was greatly increased due to the combination of
the increase in FPs and decrease in TNs.
Another reason for the poorer performance of this feature, is that the FFT is not capturing
all the information we would like to. Recall Figure 2.9, data was obtained by computing values for
the FFT at each individual segment throughout the entire data set. FFTs for different individual
Eating Non-eating
Set Mean Std. Deviation Mean Std. Deviation
1 12090 3423 4657 2084
2 12710 5310 4425 2384
Table 3.2: Statistics for regularity of manipulation.
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Totals(s) Accuracy
TP TN FP FN Eating Non-eating Overall
67988 1099451 437175 11697 85% 72% 79%
Table 3.3: Results for original 4 features and regularity of manipulation.
segments are shown in four figures. Two of these segments come from the EA distribution, and
the other two from the non-EA distribution. Figures 3.2 and 3.3 show the extreme cases. Figure
3.2 displays the smoothed output of manipulation for a segment of the EA distribution that does
not overlap with the non-EA distribution, and Figure 3.3 shows the output for a segment in a
section of the non-EA distribution that does not overlap with the EA distribution. The EA segment
spans for over 8 minutes, and the non-EA segment spans for 5 minutes. From these outputs we
can conclude that the FFT should perform really well on the extreme cases, since the data shows
significant differences between them. The EA segment shows a more regular pattern with peaks of
relative equal magnitude. On the other hand, it is not clear that there is any kind of periodicity
on the non-EA activity. Now lets visualize an EA and a non-EA that is obtained from a section
where both distributions overlap, somewhere between 8000 and 8500 deg/sG in Figure 2.9. Figure 3.5
shows the smoothed manipulation for a non-EA segment, and we can now see that the segment has
more regularity compared to the previous figure, Figure 3.3. Figure 3.4 shows the output for an
EA segment. We can still see that the output is somewhat regular, so we must explore deeper into
these results. Figure 3.6 shows a segment of smoothed original data from Figure 3.4, and Figure 3.7
shows a segment of smoothed original data for Figure 3.5. We can see that data differs significantly
from each other. Figure 3.6 shows clear cycles of motion between 8 and 11 seconds, especially in
the roll signal, where Figure 3.7 does not show that kind of regularity. Based on this analysis we
can assume that the FFT is capturing the cyclical periodicity, but we do not clearly see a sinusoidal
periodicity which we believe its causing the classifier to decrease accuracy.
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Figure 3.1: Comparison between original 4 features (top) and the combination of them including
regularity of manipulation (bottom). Purple horizontal bars indicate EA detection.
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Figure 3.2: Smoothed manipulation data for an EA segment on the right tail of the distribution in
Figure 2.9 of over 7400 samples.
Figure 3.3: Smoothed manipulation data for a non-EA segment on the left tail of the distribution
in Figure 2.9 of 4500 samples.
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Figure 3.4: Smoothed manipulation data for an EA segment that overlaps with the non-EA distri-
bution in Figure 2.9 of roughly 6200 samples.
Figure 3.5: Smoothed manipulation data for an non-EA segment that overlaps with the EA distri-
bution in Figure 2.9 of 4500 samples.
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Figure 3.6: Original smoothed data for a segment in Figure 3.4. Arrows emphasize vigorous motions.
Figure 3.7: Original smoothed data for a segment in Figure 3.5. Arrows emphasize vigorous motions.
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3.3 Time since last eating activity
Numerical results for he time since last EA feature are shown in Table 3.4. The results
show the classifier’s output for five features, the four original in addition to time since last EA. From
these results we can see that the eating detection dramatically decreased from 82% to 46%, and the
non-eating detection improved from 81 to 93% for an overall accuracy of 69%. It is evident that
this feature is detecting non-EAs considerably well. This is because once a meal has been detected,
probabilities will be extremely low for some time after the detection, contributing to detect more
TNs, and suppress FPs. Figures 3.8 and 3.9 serve as example for this concept. Figure 3.8 outputs
the original four features, and Figure 3.9 displays the output with time since last EA included. The
purple horizontal bars underneath each segment indicate EA segments detected by the classifier.
Arrows indicate start and end of meals based on ground truth. The classifier successfully suppressed
10 FPs in this particular segment, most of these came from FPs that were near EAs.
We can also notice from overall results that the EA detection significantly decreased. Recall
the cumulative distribution function seen in figures 2.10 and 2.11. As a person continues to not
eat, the probability of a person eating in the next minute keeps increasing, so the reason for the
accuracy loss for eating segments, is that as time passes probability of eating increases at such a
point that it outweighs the other features forcing the classifier to detect it as an EA segment. This
idea is reflected in Figure 3.10. It compares the output between, again, the original four at the top
and at the bottom the output includes time since last EA. The bottom figure clearly shows that the
EA segment was suppressed when a recent EA was detected, after including our time since last EA
feature.
Totals (in s) Accuracy
TP TN FP FN Eating Non-eating Overall
36649 1433574 103052 43036 46% 93% 69%
Table 3.4: Results for original 4 features and time since last EA.
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Figure 3.8: Classification period for original 4 features over a period of 8 and a half hours.
Figure 3.9: Classification period for 5 features including time since last EA over a period of 8 and
a half hours. Note the many fewer false positives compared to Figure 3.8.
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Figure 3.10: Comparison between classification outputs for original 4 features (top) and 5 features
including time since last EA (bottom) over a 30 minute period. The false positive just prior to the
actual meal makes the feature of time since last EA a strong inhibitor for immediately subsequent
data, causing the actual meal to be mis-classified.
3.4 Cumulative eating time
Results for the cumulative eating time feature are displayed in Table 3.5. The outcome
shows the results for the classifier, once again, of the original four features plus cumulative eating
time. From these results we clearly notice that eating activities accuracy dramatically dropped to
31%, and the non-EA detection significantly increased to 98%. The reason behind the high non-
EA accuracy is very similar to the reason behind the time since last EA feature. If a person eats,
probabilities for EA activities will be very low for segments after the detected EA. Figures 3.11 and
3.12 enforces this premise. Figure 3.11 shows a classifier output for a six and a half hour period where
only the four original features are displayed, and Figure 3.12 displays it for five features including
cumulative eating time. It is evident that the classifier has suppressed all FPs. Another way to look
at this is that right after lunch, ”it is not time to eat, yet”.
Totals (in s) Accuracy
TP TN FP FN Eating Non-eating Overall
24971 1502861 33765 54714 31% 98% 64%
Table 3.5: Results for original 4 features and cumulative eating time.
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Figure 3.11: Classification period for original 4 features over a period of 6 and a half hours.
Figure 3.12: Classification period for 5 features including cumulative eating time over a period of 6
and a half hours. The true positive at the beginning of the segment causes the classifier to suppress
immediately subsequent EA detections.
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Figure 3.13: Comparison between classification outputs for original 4 features (top) and 5 features
including cumulative eating time (bottom) over a 1 hour period. The false positive prior to the
actual meal makes the feature cumulative eating time a strong inhibitor for immediately subsequent
data, causing the actual meal to be mis-classified.
We also mentioned that the EA detection using this feature significantly decreased. If an
EA is detected, as time passes the probability from the distribution for cumulative eating time
at each minute thereafter will start increasing until its contribution to the classifying process will
outweigh the rest of the features, forcing the detection of an EA. This is a very similar concept to
time since last EA. Figure 3.13 shows a comparison between original features at the top, and five
features including cumulative eating time for a period of an hour at the bottom. Even though the
figure showing just the four features did not suppress all of the FP, it still managed to detect the
correct EA segment. On the other hand, the bottom segment detected a FP at the beginning of the
period and failed to detect the actual meal segment because it had just detected an EA.
35
Chapter 4
Conclusions and Future Work
In this thesis we have explored 3 different features that contributed to a classification process
for detecting eating and non-eating activities in free-living by tracking wrist motion in addition to
time-based activities. Regularity of manipulation, time since last eating activity, and cumulative
eating time are features that had the potential to be great candidates for the classification process.
Regularity of manipulation measured how regular the ratio of rotational motion to linear motion
between certain frequency ranges. We found that this feature captures the regularity but that the
regularity is not purely sinusoidal and thus may be better captured through the use of a wavelet
transform or other method that captures non-sinusoidal periodicity. As for the time-based features,
we imagined that time would be significant factor to consider; it turned out that both of the time-
based features acted as clocks, forcing an eating activity detection even though the individual has
not eaten yet.
For future work, we suggest that a more specific feature than regularity of manipulation
needs to be modeled, one that can capture not only cyclical activities, but also other irregularities
since the data suggests that there is not a consistent pattern that characterizes eating activities.
As for the time-based features, we have realized that the features act like probabilistic counters
that force the classification of a segment as eating activity based only upon the previously detected
eating activity or total eating activity classified up to that point. Based on our findings using time-
based features in real-time could be used under certain conditions, since the non-EA detection works
significantly well. It would be ideal to come up with a process that could backtrack and re-classify
segments when it detects a segment in the future with significant indication of being a meal segment
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compared to a recently classified eating activity segment. This suggests the use of Hidden Markov
models. A Hidden Markov model could search all possible classifications of all segments throughout
the day, combining the time constraints with the other features, suggesting it to be an excellent
candidate for future studies.
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