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ABSTRACT
In this work, we discuss the stability of a discrete-time linear autonomous system
under regular switching sequences, whose switching sequences are generated by
a Muller automaton. This system arises in various engineering problems such as
distributed communication and automotive engine control. The asymptotic sta-
bility of this system, referred to as regular asymptotic stability, generalizes two
well-known definitions of stability of autonomous discrete-time linear switched
systems, namely absolute asymptotic stability (AAS) and shuffle asymptotic sta-
bility (SAS). We also extend these stability definitions to robust versions. We
prove that absolute asymptotic stability, robust absolute asymptotic stability and
robust shuffle asymptotic stability are equivalent to exponential stability. In ad-
dition, by using the Kronecker product, we prove that a robust regular asymp-
totic stability problem is equivalent to the conjunction of several robust absolute
asymptotic stability problems.
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CHAPTER 1
INTRODUCTION
Discrete-time linear switched systems naturally arise as discretizations of a hybrid
automaton where the system dynamics transits between different modes according
to switching sequences[1]. They appear in various engineering problems such as
distributed communication [2] and automotive engine control [3]. Some studies
on the subject have been conducted under the name discrete linear inclusion[4].
When a discrete-time linear switched system is autonomous and permits arbitrary
switches, the trajectories generated by the sequence forms the discrete linear in-
clusion of a set of square matrices.
Given a autonomous discrete-time linear switched system, several notions of
stability can be defined. Among them, absolute asymptotic stability is the most
fundamental. Previous research shows that absolute asymptotic stability is closely
related to the joint spectral radius of the set of matrices defining the system dy-
namics (see e.g. [5, 6]). The joint spectral radius is an extension of spectral radius.
However, since the finiteness conjecture which holds for a single matrix does not
hold for a set of matrices [7, 8, 9], the computation of the joint spectral radius is
much harder than the computation of the common spectral radius [10, 11].
Other definitions of stability include: uniform exponential stability which re-
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Figure 1.1: Muller automaton generating the admissible transition sequences of
the switched system
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quires that the system state decays exponentially [3, 12]; shuffle asymptotic sta-
bility which imposes the fairness condition that the system dynamics enter each
mode infinitely often [4]; and point-wise stability which focuses on the existence,
instead of the universality, of stable trajectories [13, 14].
In this paper, we generalize previous works by introducing the definition of a
linear autonomous system under regular switching sequences. At each time, the
system switches between different dynamic modes and updates its state by
x(t+ 1) = Xθ(t)x(t) (1.1)
where the switching sequence θ(t) is generated by a Muller automaton (see Fig-
ure 1.1). Here, we use the variation of Muller automata where the fairness condi-
tion is imposed on transitions instead of states.
The asymptotic stability of this system, defined as regular asymptotic stability,
generalizes the definition of absolute asymptotic stability and shuffle asymptotic
stability. Furthermore, for physics-motivated reasons, we consider the robustness
issues in the stability of autonomous discrete-time linear switched system [15].
The main contribution of this work is that we prove exponential stability is e-
quivalent to absolute asymptotic stability, robust absolute asymptotic stability and
robust shuffle asymptotic stability. In addition, using the Kronecker product, we
show that regular asymptotic stability problems are equivalent to the conjunction
of several robust absolute asymptotic stability problems.
In section 2, a brief explanation on regular languages, stability of discrete linear
inclusion and the Kronecker product is given. In section 3, a general mathemati-
cal formalism for a linear autonomous system under regular switching sequences
is presented, together with stability definitions. In section 4, we prove the e-
quivalence of absolute asymptotic stability, exponential stability, robust absolute
asymptotic stability and robust shuffle asymptotic stability. In section 5, we devel-
op a method to convert regular asymptotic stability problems to shuffle asymptotic
stability problems by using the Kronecker product. In addition, we demonstrate
that robust regular asymptotic stability problems can be converted to the conjunc-
tion of several robust absolute asymptotic stability problems.
2
CHAPTER 2
PRELIMINARIES
2.1 Sequences and Automata
Denote the set of integers, positive integers and real numbers by Z,Z+,R. Let [k]
be the set of integers from 1 to k. Let Σ be a finite non-empty set and σ = σ1σ2 . . .
be a sequence of elements of Σ. Denote the length of σ by |σ|. (|σ| = ∞ if σ
is infinite.) In the sequence σ, denote the i-th element, and the sub-sequence
starting from the i-th element to the j-th element σiσi+1 . . . σj by σi and σ[i,j]. If σ
is infinite, let σ[i,∞] be the subsequence starting from the i-th element σiσi+1 . . ..
In addition, denote the set of sequences of length i, finite sequences, and infinite
sequences of elements of Σ by Σi, Σ∗, and Σω respectively. For σ ∈ Σω, let
Inf(σ) = {Σ ∈ Σ | Σ appear infinitely often in σ}. A sequence σ is shuffle iff
σ ∈ Σω and Inf(σ) = Σ. The set of shuffle sequences is denoted by Σsh.
In this work, we mainly concern sets of infinite sequences that are generated
by a special kind of Muller Automata where accepting conditions are imposed on
transitions. Other kinds of automata that have the same expressive power include
ordinary Muller Automata, Rabin automata, and Streett automata. Readers may
refer to [16] and [17] for a survey on the theory of finite state automata on infinite
words and how to transfer automata in different definitions to each other.
Definition 1. A Muller automata with accepting condition on transitions is a tuple
A =
(
S,Σ, T, sinit, F
)
in which
• S is a finite set of states,
• Σ is a finite alphabet,
• T ⊂ S×Σ× S is a set of transitions,
• sinit ∈ S is an initial state,
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• F ⊂ 2T is a set of accepting sets.
For a transition t = (s1, σ1, s2) ∈ T, we call s1, σ1, and s2 the source, label
and destination of t and denote them by Src(t), Lbl(t) and Dst(t) respectively.
Definition 2. An infinite sequence σ ∈ Σω is accepted by A iff there exists an
infinite sequence t ∈ Tω such that
1. sinit = Src(t1),
2. ∀i ∈ Z+, Dst(ti) = Src(ti+1),
3. Inf(t) ∈ F.
For any infinite sequence t ∈ Tω, we call t
• a computation of A iff it satisfies the first two conditions,
• an accepting computation of A iff it satisfies all the three conditions.
The set of sequences accepted by A is denoted by Lang(A).
Given a finite (or infinite) sequence of transitions t′, we call it a fragment of
computation of A iff there exists a computation t of A and i, j ∈ Z+ (or i ∈
Z+) such that t′ = t[i,j] (or t′ = t[i,∞]). For a fragment of computation t =
(s1, σ1, s2)(s2, σ2, s3) . . ., define the source and label by
Src(t) = s1 (2.1)
Lbl(t) = Lbl(t1)Lbl(t2) . . . (2.2)
For a finite fragment of computation t = (s1, σ1, s2)(s2, σ2, s3) . . . (sn, σn, sn+1),
define the destination by
Dst(t) = sn+1 (2.3)
Definition 3. A set of infinite sequences L are called regular if there exists a
Muller Automaton A such that L = Lang(A).
From the above definitions, we can easily derive the following lemma.
Lemma 4. If t is an accepting computation of a Muller Automaton A = (S,Σ,
T, sinit, F), then there exists i ∈ Z+ and f ∈ F such that t[i,∞] ∈ fω.
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The transition relation of Muller automata is easily represented by a graph in
which every node stands for a state and every edge stands for a transition.
Definition 5. GA = (V,E) is a graph of an Muller AutomatonA =
(
S,Σ, T, sinit, F
)
if there exist bijections f : S 7→ V and g : T 7→ E such that for any t =
(s1, σ1, s2) ∈ T, g(t) connects f(s1) and f(s2). For simplicity, we equate V to S
and E to T, i.e. GA = (S, T).
Recall the following concepts of graphs. A path in a graph G = (S, T) is a finite
sequence of edges t1t2 . . . tn ∈ T∗ such that for each i ∈ [n − 1], ti and ti+1
share exactly one node. A graph G = (S, T) is called connected if any two nodes
in G are connected by a path. G ′ = (S′, T′) is a subgraph of G = (S, T) if S′ ∈ S
and T′ ∈ T. The subgraph of G with edges T′ is denoted by GT′ .
Let G be the graph of Muller AutomatonA = (S,Σ, T, sinit, F). By Lemma 4, if
there exists f ∈ F such that Gf is not reachable from sinit or not strongly connected,
then no computation t will be able to satisfy Inf(t) = f. Therefore, we can
remove them from F without changing Lang(A). In the following, we assume that
for all f ∈ F, Gf is reachable from sinit and strongly connected. In addition, we
assume that Lang(A) is not empty. This, in particular, means that F is non-empty.
Example 1. As shown in Figure 2.1, consider an automaton with S = {s}, sinit =
s, Σ = {a, b} and T = {(s, a, s), (s, b, s)}. When F = {{(s, a, s), (s, b, s)},
{(s, a, s)}, {(s, b, s)}}, the automaton accepts all infinite sequences on {a, b},
i.e. Lang(A) = {a, b}ω. When F = {{(s, a, s), (s, b, s)}}, the automaton only
accepts shuffle sequences of {a, b}, i.e. Lang(A) = {a, b}sh.
In general for any set Σ, we can construct the following two Muller automata:
A1 =
({s},Σ, T, s, 2T − {∅}) (2.4a)
A2 = ({s},Σ, T, s, {T}) (2.4b)
where T = {(s, a, s) | a ∈ Σ}, such that Lang(A1) = Σω and Lang(A2) = Σsh.
Example 2. As shown in Figure 2.2, consider an automatonB with S = {s1, s2, s3},
sinit = s1, Σ = {a, b, c, d} and T = {(s1, a, s2), (s2, b, s3), (s2, c, s3), (s3, d, s1)}
and F = {f} where f = {(s1, a, s2), (s2, b, s3), (s3, d, s1)}. The automaton
accepts sequences of the form Lang(B) = ((acd)∗abd)∗(abd)ω. Clearly, Gf is
reachable from s1 and strongly connected. In addition, for any σ ∈ Lang(B),
there exists i ∈ Z+ such that σ[i,∞] ∈ fω
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Figure 2.2: Finite State Automaton B
2.2 Matrix Analysis
2.2.1 Matrix Norms and Joint Spectral Radius
Denote the set of k × k real matrices and invertible real matrices by Mk and Ik.
Denote the Cartesian product of n copies ofMk and Ik byMnk and Ink respectively.
For a matrix tuple X = (X1, X2, . . . , Xn) ∈ Mnk , denote i-th matrix by Xi. Here,
we use the concept ”tuple” to emphasis the order in X. Let ‖ · ‖ be a norm onMk.
1 The diameter of a set (or tuple) of matrices X is defined as
‖X‖ = max
X∈X
‖X‖. (2.5)
For X ∈Mnk , define the product set of X as
P(X) = {Xpi · · ·Xp1 | i ∈ Z+, Xpj ∈ X, j ∈ [i]} (2.6)
The product set of a matrix tuple has the following property.
1In this work, norms are assumed sub-multiplicative.
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Lemma 6 (Rota and Strang [18]). Given a norm ‖ · ‖ on Mk and X ∈ Mnk ,
‖P(X)‖ < +∞ iff there exists a norm ‖ · ‖∗ on Mk such that ‖I‖∗ = 1 and
‖X‖∗ ≤ 1.
For x ∈ Mk, the spectral radius ρ(X) = max {|x| | x is an eigenvalue of X}.
It satisfies that ρ(X) = limn→∞ ‖Xn‖ 1n . For a matrix tuple, we can define its joint
spectral radius.
Definition 7 (Rota and Strang [18]). The joint spectral radius of X ∈Mnk is
ρ(X) = lim
k→∞
(sup {‖Xpk · · ·Xp1‖ | i ∈ [k], pj ∈ [n]})
1
k . (2.7)
The computation of joint spectral radius is challenging since the ”finiteness
conjecture” does not hold in general [7, 19]. Readers may refer to [5] for further
explanations on the subject. An important property of the joint spectral radius is
as follows [4].
Lemma 8. For X ∈ Mnk , ρ(X) < 1 iff there exists a norm ‖ · ‖∗ on Mk such that
‖I‖∗ = 1 and ‖X‖∗ < 1.
2.2.2 Characteristic Matrices and Structured Neighborhood
To discuss robustness, we sometimes need to perturb certain entries of a matrix
witch are correlated with the uncertain physical parameters, while keeping others
unchanged. Therefore, we introduce the concept of characteristic matrices below.
We call C = [cpq] ∈Mk a characteristic matrix if
cpq =
{
1 if p = q
0 or 1 otherwise.
(2.8)
Denote the set of k× k characteristic matrices byKk and the Cartesian product of
n copies of Kk by Knk . Given C,D ∈ Kn, if [C]pq ≤ [D]pq for any p, q ∈ [n], we
say C ≤ D. Given C,D ∈ Knk , if for any i ∈ [n], Ci ≤ Di and, we say C ≤ D.
Given X ∈Mnk , the characteristic function C : Mnk 7→ Knk is defined by C(X) =
(C(X1), C(X2), . . . , C(Xn)), where
C(X)pq =
{
0 if p 6= q and Xpq = 0
1 otherwise.
(2.9)
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With the help of characteristic function, we define the concept of structured
neighborhood.
Definition 9. For a norm ‖ · ‖ on Mk, C ∈ Kk and C ∈ Knk , the structured
C-neighborhood of X ∈Mk is
BC‖·‖(X, ) = {Y | C(Y −X) ≤ C, ‖Y −X‖ < }, (2.10)
and the structured C-neighborhood of X ∈Mnk is
BC‖·‖(X, ) = BC1‖·‖(X1, )× · · · × BCn‖·‖(Xn, ). (2.11)
For simplicity, denote BC(X)‖·‖ (X, ) by B‖·‖(X, ).
2.2.3 Kronecker Product
Definition 10. Let A = [aij] ∈Mk1 and B = [bij] ∈Mk2 , The Kronecker product
of A and B is
A⊗B =

a11B · · · a1mB
... . . .
...
am1B · · · ammB
 . (2.12)
The Kronecker product is associative, non-commutative and bi-linear. In addi-
tion, the Kronecker product has the mixed-product property. For two finite sets of
matrices {Ai}ni=1 ⊂Mk1 and {Bi}ni=1 ⊂Mk2 , (AnAn−1 . . . A1)×(BnBn−1 . . . B1) =
(An ×Bn)(An−1 ×Bn−1) · · · (A1 ×B1).
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CHAPTER 3
SYSTEM FORMULATION
3.1 Discrete-time Linear Autonomous Systems Under
Regular Switching Sequences
In this work, we consider a discrete-time linear autonomous switched system in
which the switching sequences are ω-regular words generated by a Muller au-
tomaton. Specifically, given a tuple of matrices X ∈ Mnk and a Muller automa-
ton A with alphabet [n], a discrete-time linear autonomous system under regular
switching sequences (X, A) is defined as
xt+1 = Xσtxt. (3.1)
where x1 ∈ Rk is some initial state, t ∈ Z+ and σ ∈ Lang(A). For simplicity, the
following conventions are made:
1. for a sequence σ ∈ [n]i, let Xσ = XσiXσi−1 · · ·Xσ2Xσ1;
2. for σ ∈ [n]ω, let Xσ = limi→∞XσiXσi−1 · · ·Xσ2Xσ1 when the limit exists;
3. for a set of sequences L, let XL = {Xσ | σ ∈ L}.
When Lang(A) = [n]ω, the set of trajectories of the system coincides with the
discrete linear inclusion of X [4][20] defined as
DLI(X) =
{{xt}∞t=1 | xt ∈ Rk, xt+1 = Xσtxt, σt ∈ [n], t ∈ Z+}. (3.2)
The system is called regular asymptotic stability if all possible trajectories of
the system converges to zero.
Definition 11. The system (X, A) is regularly asymptotically stable (RAS) iff for
any word σ ∈ Lang(A), Xσ = 0.
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Regular asymptotic stability generalizes two definitions of stability of discrete
linear autonomous system in previous literature: when Lang(A) = [n]ω, we derive
absolute asymptotic stability; when Lang(A) = [n]sh, we derive shuffle asymptot-
ic stability [4].
Definition 12 (Gurvits [4]). The system X is absolutely (shuffle) asymptotically
stable, abbreviated as AAS (SAS), iff for any sequence σ ∈ [n]ω (σ ∈ [n]sh),
Xσ = 0.
In addition, we introduce the definitions of Lyapunov stability and exponential
stability for the case when Lang(A) = [n]ω.
Definition 13. The system X is Lyapunov stable, abbreviated as LS, iff for ∀δ > 0,
∃ > 0, such that for any ‖x1‖ < , we have ‖xt‖ < δ for t ≥ 1 under any
switching sequence.
Recall the definition of product set, the following lemma holds.
Lemma 14. The system X is LS iff ‖P(X)‖ <∞.
Definition 15 (Lee and Dullerud [3]). The system X is exponentially stable, ab-
breviated as ES, iff there exist c > 0 and 0 < λ < 1 such that for any t ∈ Z+ and
σ ∈ [n]ω, ‖Xσ[1,t]‖ ≤ cλt.
Motivated by the presence of physical errors in the system operations, we ex-
tend the definitions of stability to their robust versions. The definition of regular
asymptotic stability extends to robust regular asymptotic stability.
Definition 16. Given X ∈ Mnk and a Muller automaton A with alphabet [n], for
 > 0 and C ∈ Knk , the system (X, A) is called to be (C, )-robustly regular
asymptotically stable, abbreviated as (C, )-rRAS iff for any X′ ∈ BC‖·‖(X, ), the
system (X′, A) is RAS. When C = C(X), the system (X, A) is called -robustly
regular asymptotically stable, abbreviated as -rRAS. Finally, the system (X, A)
is called robustly regular asymptotically stable, abbreviated as rRAS if it is -
robustly regular asymptotically stable for  > 0.
The definition of absolute asymptotic stability and shuffle asymptotic stabili-
ty extends to robust absolute asymptotic stability and robust shuffle asymptotic
stability.
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Definition 17. Given X ∈ Mnk , for  > 0 and C ∈ Knk , the system X is
(C, )-robustly absolute (shuffle) asymptotically stable, abbreviated as (C, )-
rAAS ((C, )-rSAS) iff for any X′ ∈ BC‖·‖(X, ), the system X′ is AAS (SAS).
Especially, when C = C(X), the system X is called -robustly absolute (shuf-
fle) asymptotically stable, abbreviated as -rAAS (-rSAS). Finally, the system X
is called robustly absolute (shuffle) asymptotically stable, abbreviated as rAAS
(rSAS) if it is -robustly absolute (shuffle) asymptotically stable for  > 0.
By the definitions, we give the following statements.
Lemma 18. The following statements holds:
• exponential stability implies absolute asymptotic stability
• absolute asymptotic stability implies shuffle asymptotic stability
• absolute asymptotic stability implies Lyapunov stability
In general, shuffle asymptotic stability does not imply Lyapunov stability. For
example, if X = {0, 2I}, then the system X is shuffle asymptotic stability but not
Lyapunov stability. Finally, we introduce the following Lemmas from Gurvits [4]
without proof.
Lemma 19. The system X is absolutely asymptotically stable iff ρ(X) < 1.
3.2 Running Example
Consider a discrete-time distributed system G where the agents are numbered
1, . . . ,m. The goal of the agents in G is to reach a common destination. But only
the leader agents know what the destination is, and other agents try to reach it by
communicating with the leaders. At time t ∈ Z+, the position of agent i relative to
the destination is denoted by xi(t) and the ensemble state of the system is denoted
by x(t) = (x1(t), x2(t), . . . , xm(t)). The agents are connected by a communica-
tion network so that they can exchange their state information with neighboring
agents. We want to check whether the multi-agent consensus algorithm described
below stabilizes the system asymptotically at zero for any initial state.
At each time t ∈ Z+, a leader agent i may move closer to the destination by
reducing its current state by half. In addition, two neighboring agents i, j in the
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communication network can make on consensus to move closer to the average of
their current states so that the followers pursue the leaders. These two actions are
denoted by redi and consi,j respectively, and the set of all actions is denoted byA.
For individual agents, the two actions are mathematically formulated as follows.
1. redi: Leader i reduces the state by half.
xi(t+ 1) =
1
2
xi(t). (3.3)
2. consi,j: Two agents i and j make a consensus.
xi(t+ 1) =
2
3
xi(t) +
1
3
xj(t), (3.4)
xj(t+ 1) =
1
3
xi(t) +
2
3
xj(t). (3.5)
For the ensemble state x, the two actions are formulated by matrix multiplications.
Specifically, redi is formulated by x(t+ 1) = Rix(t) and consi,j is formulated by
x(t+ 1) = Sijx(t), where
(Ri)pq =

1, if p = q 6= i
1
2
, if p = q = i
0, otherwise
(3.6)
(Sij)pq =

1, if p = q 6= i, j
2
3
, if (p, q) = (i, i), (j, j)
1
3
, if (p, q) = (i, j), (j, i)
0, otherwise
(3.7)
(Ri)pq and (Sij)pq stands for the element in the p-th row and the q-th column of
Ri and Sij respectively.
We will also consider a robust version of this example. This issue arises when
the real system deviates to some extent from our mathematical model. In this
example, we assume that each agent is suffering from an error proportional to the
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current states, then
(Ri)pq =

1 + ζkpq if p = q 6= i
1
2
+ ζkpq if p = q = i
0 otherwise.
(3.8)
(Sij)pq =

1 + ζkpq if p = q 6= i, j
2
3
+ ζkpq if (p, q) = (i, i), (j, j)
1
3
+ ζkpq if (p, q) = (i, j), (j, i)
0 otherwise.
(3.9)
where
{
ζkpq | p, q ∈ [m], k ∈ A}
}
are constants chosen from neighborhoods of 0.
Furthermore, in the multi-agent consensus algorithm, the sequences of actions
may be restricted by the constraints imposed by the communication protocol the
agents follow as well as possible physical restrictions like the communication
network. For example, we may want to make a consensus on the state of a leader
agent i with another agent j immediately after reducing the state of agent i in an
attempt to improve efficiency of the algorithm, or reduce the state of the leader
agent i infinitely often in an attempt to guarantee that the agent i constantly go to
zero. These constraints are the sequences of actions are adequately modeled by
automata (see Section 2.1 for formal definition of automata).
13
CHAPTER 4
STABILITY
4.1 Absolute Stability and Shuffle Stability
In this section, we focus on absolute asymptotic stability and shuffle asymptotic
stabilityand their robust extensions. The results presented in this chapter serve as
the foundation for handling regular asymptotic stability and robust regular asymp-
totic stability. To begin with, we show that absolute asymptotic stability, exponen-
tial stability and robust absolute asymptotic stability are equivalent.
Theorem 20. For X ∈Mnk , the following statements are equivalent:
1. the system X is absolutely asymptotically stable
2. the system X is exponentially stable
3. there exists  > 0 such that the system X is -robustly absolutely asymptot-
ically stable
For simplicity, we define
aX = (aX1, aX2, . . . , aXn), (4.1)
X + a = (X1 + aI,X2 + aI, . . . , Xn + aI), (4.2)
where a ∈ R, X ∈Mnk and I is the identity matrix.
Proof. By Lemma 18, (2)⇒ (1).
(1)⇒ (3). By Lemma 8, there exists a norm ‖ · ‖1 on Mk such that ‖X‖1 < 1.
Let ′ = 1− ‖X‖1. For any X′ ∈ B‖·‖1(X, ′), since ‖X′‖1 < ′ + ‖X‖1 = 1, X′
is AAS. Thus X is ′-rAAS under norm ‖ · ‖1. Since all norms are equivalent on
Mk, there exists  > 0 such that X is -rAAS under norm ‖ · ‖.
(3) ⇒ (2). Clearly, the claim holds for ‖X‖ = 0. For ‖X‖ > 0, let X′ = cX,
where c = 1+ 
2‖X‖ . Since X
′ ∈ B‖·‖(X, ), X′ is AAS. Again by Lemma 8, there
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exists a norm ‖ · ‖2 such that ‖X′‖2 < 1. Under this norm, ‖X‖2 < 1c . Thus, X is
ES.
In the previous section, we show that SAS does not imply LS. However, if the
matrices in X are invertible, then the above statement holds.
Theorem 21. If a system X ∈ Ink is shuffle asymptotically stable, then it is Lya-
punov stable, and ‖P(X)‖ <∞,
Proof. Let Z = P(X) and P = X1X2 · · ·Xn. If Y1 = ZP is bounded, since
P is invertible, Z will be bounded. Otherwise, there exists U1 ∈ Z such that
‖U1P‖ > 1. Then let Y2 = ZPU1P . If Y2 is bounded, since PU1P is invertible,
Z will be bounded. Otherwise, there exists U2 ∈ Z such that ‖U2PU1P‖ > 2. By
repeating the above procedure, for some finite l, Yl+1 = ZPUlPUl−1 · · ·PU1P
should be bounded. Otherwise, we will have a divergent infinite shuffle prod-
uct · · ·PUl · · ·PU2PU1P . Finally by invertibility of PUlPUl−1 · · ·PU1P , Z is
bounded. By definition, the system X is LS.
Furthermore, we can show that robust shuffle asymptotic stability implies abso-
lute asymptotic stability. Due to the denseness of invertible matrices, the require-
ment that the matrices in X are invertible can be removed.
Lemma 22. If a system X ∈ Mnk is -robustly shuffle asymptotically stable for
some  > 0, then it is absolutely asymptotically stable.
Proof. Clearly, the lemma holds for ‖X‖ = 0. For ‖X‖ 6= 0, let
Λ = {|x| | x 6= 0, x ∈ Eig(X), X ∈ X} (4.3)
and
λ =
{
∞ if Λ is empty
inf Λ otherwise
(4.4)
where Eig(X) is the set of eigenvalues of X . For 0 < δ < min{, λ}, let X′ =
{X ′ ∈Mk | X ′ = X + δI,X ∈ X}. Then X′ ∈ Ink and X′ ∈ B‖·‖(X, ). By
Theorem 21, there exists K > 0 such that max{‖P(X′)‖, ‖I‖} < K. For any
σ ∈ [n]m and 0 < δ < min{, λ}, recalling the convention made in Section 3.1,
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we have
‖Xσ‖ =‖(X ′σm − δI)(X ′σm−1 − δI) · · · (X ′σ1 − δI)‖
=‖X ′σ − δ
∑
1≤i≤m
X ′σ[i+1,m]X
′
σ[1,i−1]
+ δ2
∑
1≤i<j≤m
X ′σ[j+1,m]X
′
σ[i+1,j−1]X
′
σ[1,i−1] + · · ·+ (δ)mI‖
≤‖X ′σ[1,m]‖+ δ
∑
1≤i≤m
‖X ′σ[i+1,m]X ′σ[1,i−1]‖
+ δ2
∑
1≤i<j≤m
‖X ′σ[j+1,m]X ′σ[i+1,j−1]X ′σ[1,i−1]‖+ · · ·+ δm
≤K +Kmδ + m(m− 1)
2
Kδ2 · · ·+Kδm
=K(1 + δ)m.
(4.5)
Thus, the joint spectral radius ρ(X) = limm→∞
(
sup|σ|=m ‖Xσ‖
) ≤ 1 + δ. As
δ ↘ 0, we have ρ(X) ≤ 1.
We have shown that ρ(X) ≤ 1 if X is -rSAS for some  > 0. Now consider
X′ = cX, where c = 1 + 
2‖X‖ . Since B‖·‖(X′, 12) ⊂ B‖·‖(X, ), X′ is 12-rSAS,
hence ρ(X′) ≤ 1. Therefore, ρ(X) ≤ 1
c
< 1. Recalling Lemma 19, we prove that
the system X is AAS.
By Lemma 22 and Theorem 20, -shuffle asymptotic stability implies absolute
asymptotic stability and absolute asymptotic stability implies ′-robust absolute
asymptotic stabilityfor some ′ > 0. The following theorem shows that actually
we can choose ′ = .
Theorem 23. Given  > 0 and X ∈Mnk , the system X is -robustly shuffle asymp-
totically stable iff the system X is -robustly absolutely asymptotically stable.
Proof. It suffices to prove necessity. For any Y ∈ B‖·‖(X, ), there exists ′ such
that B‖·‖(Y, ′) ⊂ B‖·‖(X, ), hence Y is ′-rSAS. By Lemma 22, Y is AAS.
Therefore, X is -rAAS.
Combining Theorem 21 and Theorem 23, we derive the following corollary.
Corollary 24. The following statements are equivalent
1. the system X is exponentially stable
2. the system X is absolutely asymptotically stable
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3. there exists  > 0 such that the system X is -robustly shuffle asymptotically
stable
Remark 25. For C ∈ Knk satisfying that C ≥ C(X), Theorem 20 Lemma 22,
Theorem 23 and Corollary 24 still hold after replacing C(X) with C.
Example 3. Recall the running example. Suppose there are three agents x =
[x1, x2, x3]
> and four possible operations {R1, S12, S23, S31} in the system. Then,
R1 =

1
2
+ ζR111 0 0
0 1 + ζR122 0
0 0 1 + ζR133
 (4.6)
S12 =

2
3
+ ζS1211
1
3
+ ζS1212 0
1
3
+ ζS1221
2
3
+ ζS1222 0
0 0 1 + ζS1233
 (4.7)
S23 =
1 + ζ
S23
11 0 0
0 2
3
+ ζS2322
1
3
+ ζS2323
0 1
3
+ ζS2332
2
3
+ ζS2333
 (4.8)
S31 =

2
3
+ ζS3111 0
1
3
+ ζS3113
0 1 + ζS3122 0
1
3
+ ζS3131 0
2
3
+ ζS3133
 (4.9)
where
{
ζkpq | p, q ∈ [3], k ∈ {R1, S12, S23, S31}
}
are constants chosen from some
neighborhood of 0.
Let ζkij = 0 for i, j ∈ [3], k ∈ {R1, S12, S23, S31}. Then the matricesR1, S12, S23, S31
are invertible and symmetric. Therefore, their singular values are positive and
coincide with eigenvalues. The system is LS, since ρ(R1) = ρ(S12) = ρ(S23) =
ρ(S31) = 1. The system is also SAS, there is no common eigenvector with eigen-
value 1 for all R1, S12, S23, S31. This is in agreement with Theorem 21.
However, the system is not AAS, since limn→∞Rn1 6= 0. Consequently, there
exists no  > 0 such that the system is -rAAS. Finally, by Theorem 23, there exists
no  > 0 such that the system is -rSAS.
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4.2 Regular Stability
In this chapter, we provide a method of getting rid of the restrictions on switch-
ing sequences imposed by the Muller automaton using the Kronecker product
and converting regular asymptotic stability problems into several simpler absolute
asymptotic stability problems or shuffle asymptotic stability problems. The lem-
mas and theorems presented in this chapter can be viewed as extensions to the
lemmas and theorems given in Chapter 4.1.
Consider a discrete-time linear autonomous system under regular switching
sequencessystem (X, A), where X ∈ Mnk and A =
(
S,Σ, T, sinit, F
)
. Let
S = {s1, s2, . . . , sp}, Σ = [n] and T = {t1, t2, . . . , tq}. For simplicity, we
define a map Ind : T 7→ [q] by Ind(ti) = i. Recall that each transition is al-
so labeled by another number Lbl(tj) = i ∈ [n]. For a sequence of transitions
t = t1t2 . . . of T, define Ind(t) = Ind(t1)Ind(t2) . . ..
For each transition ti ∈ T from Src(ti) = su to Dst(ti) = sv, define the
transition matrix as
YInd(ti) = EInd(ti) ⊗XLbl(ti), (4.10)
where
(EInd(ti))pq =
{
1, p = v, q = u
0, otherwise.
(4.11)
The set of transition matrices ordered by Ind(ti) forms a tuple, which is de-
noted by Y in the rest of the chapter. For each f ∈ F , denote the matrix tuple{
YInd(ti) | ti ∈ f
}
by Yf. By definition, the following lemma holds.
Lemma 26. For a finite sequence of transitions t, if it is a fragment of computa-
tion, then
(EInd(t))pq =
{
1, p = Dst(t), q = Src(t)
0, otherwise.
(4.12)
Otherwise, there exists i ∈ Z+ such that EInd(t[1,i]) = 0.
For an set of invertible matrices, with the help of the Kronecker product, we
can convert a regular asymptotic stability problem into several shuffle asymptotic
stability problems.
Theorem 27. For X ∈ Ink , the system (X, A) is regularly asymptotically stable iff
for any f ∈ F, the system Yf is shuffle asymptotically stable.
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Proof. Sufficiency. As noted in Section 2.1, given a word σ ∈ Lang(A), there is
an accepting computation t ∈ Tω satisfying σ = Lbl(t). In addition, there exists
some i ∈ Z+ such that t[i,∞] is a shuffle sequence of some f ∈ F. Since Yf is
SAS, YInd(t[i,∞]) = 0. By Lemma 26, we have XLbl(t[i,∞]) = 0. Therefore, the
system (X, A) is RAS.
Necessity. For f ∈ F, let γ ∈ fω. There are two cases for γ.
(1) If γ ∈ Frag(f), then there exists i ∈ Z+ and a computation t such that
γ = t[i,∞]. By definition, t is also an accepting computation, hence XLbl(t) = 0.
Noting that X ∈ Ink , XLbl(γ) = 0. By Lemma 26, we have YInd(γ) = 0.
(2) Otherwise, γ /∈ Frag(f). By Lemma 26, for some i ∈ Z+, EInd(γ[1,i]) = 0.
Thus, YInd(γ) = YInd(γ[1,i]) = 0. In sum, Yf is SAS.
By the spirit of Theorem 21 which states that shuffle asymptotic stability im-
plies Lyapunov stabilityif the matrices in X are invertible, we prove the following
statement.
Lemma 28. For X ∈ Ink , if the system (X, A) is regularly asymptotically stable,
then for any f ∈ F, the system Yf is Lyapunov stable.
Proof. For f ∈ F, denote the set of nodes in Gf by State(f). For each s ∈
State(f), denote the set of all finite fragments of computation starting from s by
Frags(f) = {t ∈ f∗ | Src(t) = s, t is a finite fragments of computation}.
(4.13)
Let Frag(f) = ∪s∈State(f)Frags(f). Recalling the definition of Y, it suffices to
prove that
{
YInd(t) | t ∈ Frag(f)
}
is bounded.
Suppose that
{
YInd(t) | t ∈ Frag(f)
}
is unbounded. Then for some s ∈ State(f),{
YInd(t) | t ∈ Frags(f)
}
is unbounded. By Lemma 26,
W0 =
{
XLbl(t) | t ∈ Frags(f)
}
(4.14)
is also unbounded. Pick τ1 ∈ Frags(f) such that ‖XLbl(τ1)‖ > 1. Since the
sub-graph formed by State(f) is strongly connected, we can find a fragment of
computation γ1 ∈ Frag(f) from Dst(τ1) back to s. Let
W1 =
{
XLbl(t)XLbl(γ1)XLbl(τ1) | t ∈ Frags(f)
} ⊂W0 (4.15)
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If W1 is bounded, by invertibility of XLbl(γ1)XLbl(τ1), W0 will be bounded. Oth-
erwise, pick τ2 ∈ Frags(f) such that ‖XLbl(τ2)XLbl(γ1)XLbl(τ1)‖ > 2. Again we
can find find a fragment of computation γ2 ∈ Frag(f) from Dst(τ2) back to s. Let
W2 = {XLbl(t)XLbl(γ2)XLbl(τ2)XLbl(γ1)XLbl(τ1) | t ∈ Frags(f)} ⊂W1 (4.16)
By invertibility of XLbl(γ2)XLbl(τ2)XLbl(γ1)XLbl(τ1), if W2 is bounded, then W0
will be bounded. Otherwise, pick τ3 ∈ Frags(f) such that
‖XLbl(τ3)XLbl(γ2)XLbl(τ2)XLbl(γ1)XLbl(τ1)‖ > 2. (4.17)
By repeating the above procedure, if for some p ∈ Z+,
Wp = {XLbl(t)XLbl(γp)XLbl(τp) · · ·XLbl(γ1)XLbl(τ1) | t ∈ Frags(f)} ⊂Wp−1
(4.18)
is bounded, sinceXLbl(γp)XLbl(τp) · · ·XLbl(γ1)XLbl(τ1) is invertible,W0 is bounded.
Otherwise, we will derive an accepting computation τ = τ1γ1 . . . τpγp . . ., such
that XLbl(τ) does not converge to 0. This is in contradiction with the assumption
that (X, A) is RAS.
Remark 29. From the proof, we know that, for X ∈ Ink , if (X, A) is RAS, then for
any f ∈ F, the set {XLbl(t) | t ∈ Frag(f)} is norm bounded.
By the above lemma, when X ∈ Ink , a regular asymptotic stability problem can
be converted to many Lyapunov stability problems. Furthermore, we show that
a robust regular asymptotic stability problem can be converted to many absolute
asymptotic stability problems. Again, due to the denseness of invertible matrices,
the requirement of invertibility can be removed.
Lemma 30. If a system (X, A) is robustly regularly asymptotically stable then
for any f ∈ F, Yf is absolutely asymptotically stable.
Proof. Let X′ = X + δI . By the proof of Theorem 23, for small enough δ > 0,
X′ ∈ Ink and X′ ∈ B‖·‖(X, ). By Remark 29, since (X′, A) is RAS, for any
f ∈ F,
{
X′Lbl(t) | t ∈ Frag(f)
}
is norm bounded by some constant K > 0. Let
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K > ‖I‖. For any t ∈ Frag(f), letting σ = Lbl(t) and m = |σ|, we have
‖Xσ‖ =‖(X ′σm − δI)(X ′σm−1 − δI) · · · (X ′σ1 − δI)‖
=‖X ′σ − δ
∑
1≤i≤m
X ′σ[i+1,m]X
′
σ[1,i−1]
+ δ2
∑
1≤i<j≤m
X ′σ[j+1,m]X
′
σ[i+1,j−1]X
′
σ[1,i−1] + · · ·+ (δ)mI‖
≤‖X ′σ[1,m]‖ + δ
∑
1≤i≤m
‖X ′σ[i+1,m]‖‖X ′σ[1,i−1]‖
+ δ2
∑
1≤i<j≤m
‖X ′σ[j+1,m]‖‖X ′σ[i+1,j−1]‖‖X ′σ[1,i−1]‖ + · · ·+ δm
≤K +K2mδ +K3m(m− 1)
2
δ2 + · · ·+Km+1δm
=K(1 +Kδ)m.
(4.19)
By Lemma 26, the joint spectral radius
ρ(Yf) = lim
m→∞
(
sup
t∈Frag(f),|t|=m
‖XLbl(t) ⊗ EInd(t)‖∗
)
(4.20)
where ‖ · ‖∗ is a norm for Yf. Without loss of generality, let ‖ · ‖ and ‖ · ‖∗ be
spectral norms. Then, we have ρ(Yf) ≤ 1 +Kδ. As δ ↘ 0, we have ρ(Yf) ≤ 1.
We have shown that if (X, A) is -rRAS for some  > 0, then ρ(Yf) ≤ 1. Now
let c = 1 + 
2‖X‖ and consider X
′ = cX. Since B‖·‖(X′, 12) ⊂ B‖·‖(X, ), we
know that (X′, A) is 
2
-rSAS. For the set of transition matrices generated by X′,
which we denote by Y′f, we have ρ(Y
′
f) ≤ 1. Consequently, ρ(Yf) ≤ 1c < 1.
Recalling Lemma 19, we prove that the system Yf is AAS.
Now combining lemma 28 and lemma 30, we show that a robust regular asymp-
totic stability problem is equivalent to many robust absolute asymptotic stability
problems.
Theorem 31. The followings are equivalent
1. the system (X, A) is robustly regularly asymptotically stable
2. for all f ∈ F, Yf is absolutely asymptotically stable
3. for all f ∈ F, Yf is exponentially stable
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4. for all f ∈ F, Yf is robustly absolutely asymptotically stable.
Proof. First we note that (1) ⇒ (2) derives from Lemma 30 and the equivalence
of (2)(3)(4) derives from Corollary 24.
(4) ⇒ (1). Let ‖ · ‖ and ‖ · ‖∗ be norms for X and Yf respectively. For
′ > 0, there exists  > 0 such that for any X′ ∈ B‖·‖(X, ), Y′f ∈ B‖·‖k(X, )
where Y′f are generated by X
′. For any f ∈ F and an accepting computation t,
there exist i ∈ Z+ such that t[i,∞] ∈ fω. Since Y ′Ind(t[i,∞]) = 0, by Lemma 26,
X ′Lbl(t) = X
′
Lbl(t[i,∞])
= 0. Therefore, the system (X, A) is -robustly regularly
asymptotically stable.
Remark 32. For C ∈ Knk satisfying that C ≥ C(X), Theorem 27, Lemma 28,
Lemma 30 and Theorem 31 still hold after replacing C(X) with C.
Example 4. Suppose that we design the following algorithm for generating switch-
ing sequences in Example 3, in an attempt to achieve fast convergence.
• red1 is followed by cons1,2 or cons2,3
• cons1,2 and cons2,3 is followed by cons3,1
• cons3,1 is followed by red1.
• {red1, cons1,2, cons3,1} appears infinitely often
The above constraints on actions can be represented by the automaton B given in
Example 2 with a, b, c, d standing for red1, cons1,2, cons3,1 and cons2,3 and F =
{f} = {{(s1, red1, s2), (s2, cons1,2, s3), (s3, cons3,1, s1)}}. Then the problem is
formulated by the discrete-time linear autonomous system under regular switching
sequences (X, B) where X = {R1, S12, S31, S23} is given in Equation 4.6-4.9
with ζkij = 0 for i, j ∈ [3], k ∈ {R1, S12, S23, S31}. The convergence of this
algorithm is captured by the regular asymptotic stability of the system.
By Example 2, the sequences accepted by the automaton B has the form
Lang(B) = ((R1S31S23)
∗R1S12S23)
∗
(R1S12S23)
ω. (4.21)
Since the spectral radius ρ(R1S31S23), ρ(R1S31S23) < 1, we learn that the system
is RAS. Furthermore, there exists  > 0 such that the system is -RAS.
On the other hand, we construct the transition matrices Y = {R′1, S ′12, S ′23, S ′31}
corresponding to the transitions in automaton B using the Kronecker product,
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where
R′1 =
 0 0 0R1 0 0
0 0 0
 S ′12 =
0 0 00 0 0
0 S12 0

S ′31 =
0 0 00 0 0
0 S31 0
 S ′23 =
0 0 S230 0 0
0 0 0

(4.22)
where 0 is a 3× 3 matrix with all elements equal to 0.
We can prove that Yf = {R′1, S ′12, S ′23} is AAS, hence SAS, by considerting the
Lyapunov function V (x) = x>Px, where
P =
P1 0 00 P2 0
0 0 P3
 , (4.23)
P1 =
 0.9383 −0.0048 −0.0088−0.0048 1.1913 −0.1243
−0.0088 −0.1243 1.2021
 , (4.24)
P2 =
1.1910 0.1045 0.00510.1045 0.9925 −0.0121
0.0051 −0.0121 1.0762
 , (4.25)
P3 =
 1.1926 −0.1115 −0.0117−0.1115 1.0961 0.1013
−0.0117 0.1013 0.9778
 . (4.26)
For any x ∈ R9, V (x) > 0, V (R′1x) < V (x), V (S ′12x) < V (x) and V (S ′23x) <
V (x). Therefore, by Theorem 27, (X, B) is RAS. In addition, by Theorem 31, there
exists  > 0 such that (X, B) is -rRAS. This result agrees with the conclusions
drawn from the direct analysis above.
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CHAPTER 5
CONCLUSION
In this work, we introduced a discrete-time linear autonomous system under reg-
ular switching sequences and the definition of regular asymptotic stability, which
generalized the two well-known notions, absolute asymptotic stability and shuf-
fle asymptotic stability. The Kronecker product proved to be a central tool for
studying this problem. By comparing different definitions of stability and the cor-
responding robust versions, we proved that absolute asymptotic stability, robust
absolute asymptotic stability and robust shuffle asymptotic stability are equiva-
lent to uniform exponential stability. In addition, we showed how to convert a
regular stability problem into the conjunction of some shuffle asymptotic stability
problems and proved that a robust regular stability problem is equivalent to the
conjunction of several robust absolute asymptotic stability problems.
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