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The study of random fluctuations on real-world systems has attracted much attention in the last decades. Effects of such fluctuations are manifold, e.g. the noise-induced negative mobility in particle systems [1] , the improvement of the signal transmission in driven systems (stochastic resonance) [2, 3] , highly coherent oscillations in noisy excitable systems [4] or the loss of the systems stability induced by noise [5, 6] . The interaction of the random fluctuations with the system is specific to the corresponding effect. For instance stochastic resonance involves the direct noisy driving of the systems activity (additive noise) [7, 8] , while the noise-induced state transitions may occur when the random fluctuations affect the system parameters (multiplicative noise) [9] . Interestingly to our best knowledge no noise-induced change of stability has been found by additive noise, though it may affect the systems stability at the presence of multiplicative noise [10] .
The study of additive noise is important from both the theoretical and the experimental point of view. Typically physical systems are subjected to external fluctuations and may be viewed as being embedded into a heat bath of a specific temperature. If both systems operate in a thermodynamical equilibrium, the heat bath represents an external random force to the systems elements, i.e. it represents additive random fluctuations, and the fluctuation-dissipation theorem relates the resulting fluctuation variance of the system to the bath (a) E-mail: axel.hutt@loria.fr temperature. Several previous studies have considered such fluctuations observed experimentally in theoretical models by an additive noise term, e.g. in hydrodynamic instabilities [11] . From an experimental point of view, additive random fluctuations may represent the external stimulation applied experimentally to the system similar to external periodic forcing, cf. [12] [13] [14] .
The current work shows that additive noise may change the stability of a system if the system exhibits specific nonlinear interactions. The noise may advance the instability, i.e. shifts the systems control parameter to larger values, or it may delay it. The major focus of this letter is the noise-advanced instability, while we discuss briefly the delayed case found in a previous work [15] .
This letter illustrates the de-stabilization by additive noise for two different systems. At first the study of a twodimensional dynamical system reveals in detail the basic mechanism and the conditions for which the effect occurs. In a second step a high-dimensional dynamical system reflecting the spatio-temporal dynamics of a spatial system also shows the de-stabilizing effect by an additive noiseinduced phase transition. To further clarify the effect in both systems, the two-dimensional system is chosen as an approximation limit of the high-dimensional system.
To discuss the proposed mechanism in detail, at first let us study the specific dynamical system dx =(α c x + γ c (xy
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A. Hutt with real parameters γ c ,µ c ,γ 0 > 0, α 0 < 0, the control parameter α c ≈ 0andtherelation|α 0 |/|α c |≫1. The variable dW (t) represents additive fluctuations modeled by the Wiener process, i.e. dW (t) =0, dW (t)dW (τ ) = 2δ(t − τ )dtdτ ,a n dη>0 represents the noise strength. In the deterministic case, i.e. η =0, the variable x evolves slowly near the origin due to α c ≈ 0, while y evolves much faster. Hence there is a time scale separation between both variables. This separation may be expressed mathematically by introducing the scale ε by α c ∼ ε, i.e. α c ∼ O(ε) is of order ε.F u r t h e rα c < 0 guarantees the stability of the origin and α c > 0 reflects the origins instability. Then assuming γ c ,µ c ,γ 0 ,α 0 ∼ O(1) and taking into account the time-scale separation of the variables, preliminary calculations yield the scales x ∼ O(ε 1/2 ),y∼ O(ε). Now the question arises how the additive noise dW (t) affects this time scale separation and, even more important, how the additive noise influences the systems dynamics at large times. Since x is assumed to evolve much slower than y also at the presence of noise, i.e. η =0, we aim to gain the stochastic evolution equation for x which thus serves as the order parameter. To reduce eqs. (1), (2) to a single equation, several different methods are applicable [16, 17] . The present work applies the stochastic center manifold approach [18, 19] . The corresponding stochastic center manifold theorem [19] states that y is time dependent and obeys the variable x, i.e. y = h(x, t), if α c =0. Here h(x, t) is called the stochastic center manifold. We mention that this formulation is similar to the deterministic center manifold approach, which however assumes a time-independant center manifold. Consequently we find
Inserting eqs. (1), (2) into (3), we obtain the stochastic nonlinear partial differential equation
Close to the deterministic stability threshold α c =0, this equation may be solved by an expansion in the scale ε.T o do this, we interpret ε as the distance parameter from the deterministic stability threshold α c = 0. Assuming that increasing the noise strength or moving the system from the stability threshold may yield similar effects, the fluctuation strength is scaled by η ∼ O(ε) similar to α c . Later results affirm this assumption. Now the stochastic center manifold h may be expanded into orders of ε by h(x, t)=h 2 (x, t)+h 3 (x, t)+··· with h n (x, t) ∼ O(ε n/2 ). Sorting eq. (4) by orders in ε,o n e obtains the first two terms up to order O(ε 3/2 )t o
Hence the center manifold fluctuates randomly proportional to the noise strength η and the random variable Z. Further Z(t) represents an Ornstein-Uhlenbeck process with zero mean and the correlation function Z(t)Z(τ ) = exp(α 0 |t − τ |)/|α 0 |. Consequently the variable y obeys the Ornstein-Uhlenbeck process y = h(x, t)=ηZ(t). Now let us discuss the meaning of the different orders of ε.I fα c is close to the deterministic stability threshold, ε is small and one might consider low orders of ε as sufficient to describe the dynamics of the system, e.g. O(ε 3/2 ) as considered in most previous nonlinear studies. However the error might be large taking this small order. Hence considering terms up to O(ε 5/2 ) represents a better approximation. Then inserting y = h(x, t)i n t o eq. (1) yields
This is the first major result. To clarify its structure, we point out that the prefactor of the linear term in (6) is the new control parameter which reads α(t)=α c + η 2 γ c Z 2 (t) and thus fluctuates in time. This order parameter dynamics is well known from noise-induced phase transitions [5, 6] , which are triggered by randomly fluctuating control parameters, i.e. multiplicative noise. Consequently though our system does not exhibit multiplicative but additive noise, the resulting order parameter equation exhibits an effective fluctuating control parameter. To clarify the origin of this transformation, recall that the time scales of x and y in eqs. (1), (2) are well-separated and hence for large times the nonlinear term γ 0 x 2 y in (2) does not play aroleuptoO(ε 5/2 ). Consequently y depends on the additive noise only and in turn yields the term η 2 γ c xZ 2 0 in (6). Moreover, taking a close look at the new control parameter α(t), we observe the quadratic noise Z 2 (t)w h i c h is nonnegative. Since γ c > 0, we find a positive shift of the deterministic control parameter by η 2 γ c Z 2 (t). In other words, the additive noise decreases the stability threshold of the order parameter (α = 0) and hence allows for an advanced destabilization of the origin. To foster this line of argument mathematically, we approximate the quadratic noise Z 2 (t) by its average and a new noise process ψ(t),
. Then a good approximation up to second order stipulates the identity of the first statistical moment of Z 2 (t)a n dY 2 (t) and their correlation functions and one finds
i.e. the new noise ψ(t) exhibits the correlation time 1/|α 0 |. Subsequently the new control parameter reads
where α shif t = η 2 γ c /|α 0 | > 0a n dt h en o i s eψ(t) is correlated according to (7) . Equation (8) shows clearly that the
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Additive noise may change the stability of nonlinear systems control parameter is shifted by α shif t towards larger values, namely in average proportional to η 2 and γ c . Hence the additive noise lowers the critical value and thus advances the instability. Further we remark that the sign of γ c gives the direction of the shift: if γ c > 0 as assumed here the additive noise advances the instability, while γ c < 0dela ys the instability and thus the additive noise would stabilize the system as seen in other systems [20] .
Considering all previous results, the order parameter obeys the Langevin equatioṅ
with the colored noise ψ(t). To gain some insight into the statistics of x for large times, we focus on the corresponding stationary probability density function P s (x). However to our best knowledge it is unknown how to determine P s (x) analytically for the limit of vanishing correlation time |α 0 |→∞ does not yield a white-noise process and thus previous methods [21, 22] are not applicable.
Since the detailed discussion of the noise-induced shift by ψ(t) would exceed the major aim of the current work we neglect the noise term in (9) in the following. This approximation is valid since the noise variance of ψ(t)i s small for large |α 0 | and not too large η. Then the order parameter obeys essentiallẏ
and P s (x) peaks at the stationary solutions x s of (10). fig. 1(b) compares the stationary points x s > 0 obtained analytically from eq. (9) and the maximum locations of P s (x) gained by numerical integration of the initial stochastic differential equations (1), (2) for three values of η. The analytical and numerical results show good accordance for all noise strengths and most values of α, while the small differences close to the corresponding saddle-node bifurcation points reflect the approximation made for ψ(t). This result validates the analytical procedure proposed. Now the question arises how general the additive noiseinduced transition is. Taking a close look at eq. (6), the positivity of the noise term Z 2 (t) is responsible for the effect. More general, any occuring term Z q (t) with even integer q>0 yields this effect while odd exponents exhibit a vanishing average Z q (t) =0,qodd. Since Z q (t)o r i g inates from the nonlinear coupling of x to y, we conclude that coupling terms as xy q with the even integer q yield additive noise-induced transitions if y obeys a stochastic force. Moreover, extended analytical calculations reveal that other terms like xy q , e.g. xy q with odd order q,d o not contribute to the shift.
To illustrate the importance of the model choice (1), (2), we further consider a spatial system whose activity obeys the stochastically driven extended Swift-Hohenberg equation [23 
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A. Hutt with real parameters A ≈ 0,B,C>0 involving the global uncorrelated Gaussian noise Γ(t) with noise strength κ>0, i.e. Γ(t) =0, Γ(t)Γ(τ ) =2δ(t − τ ). Equation (11) is a natural extension of the stochastic Brazovskii model for the condensation of liquids [24] by high nonlinear orders, and the additive noise term reflects internal systems fluctuations, e.g. as in [25, 26] . Moreover this extended model allows for the explanation of the interfaces between convection and conduction regions in binary fluids in the absence of noise [27] . The deterministic system, i.e. κ = 0 in (11), may exhibit a Turing instability for certain parameters with a critical wave number ±k c [23] . We focus on this Turing instability and investigate its dynamics at the presence of the additive noise Γ(t). To this end, assuming a finite spatial domain Ω with periodic boundary conditions, the field activity Ψ(x, t) decomposes into Fourier modes by
with k n =2πn/|Ω|,n∈N and u −n = u n . Inserting (12) into (11), we gain the set of infinite many coupled mode equationṡ
with the abbreviation u n = u n (t)a n dα n = A − 1+2k 2 n − k 4 n ,γ= B/|Ω|,µ= C/|Ω| 2 and η = κ |Ω|. First analytical investigations of the deterministic case η = 0 reveal the stability threshold α c = 0 for the critical wave number k c = 1. Close to the threshold α c ≈ 0, a time scale separation is present and the two slowest modes are u c and u 0 for |α c |≪|α 0 |≪|α n | for all k n =0, ±k c . Consequently it is a good approximation to reduce the subsequent discussion to the modes u c and u 0 and eqs. (13) then reaḋ
applying the order of modes up to order O(ε 5/2 ) which has been introduced in the discussion of the previous model. It is obvious that the reduced model (14) , (15) is identical to the previous model in (1), (2) for u c = x, u 0 = y and the corresponding choice of parameters and thus all previous results can be applied. Hence, the quadratic noise term Z 2 (t) in (6) and thus the noise-induced shift to larger control parameters is generic to cubic terms in the corresponding evolution equation of spatial systems. Moreover, preliminary analytical calculations show that nonlinear terms Ψ p of even order p yield nonlinear terms like u c u 0 (p − 1), which do not contribute to the threshold shift as discussed in the context of the low-dimensional model. Hence hypothetical nonlinear terms of even order in eq. (11) would not contribute to the additive noiseinduced shift of stability. Further the noise-induced shift occurs for spatially constant fluctuations, i.e. maximum correlated spatial noise. Since the spatio-temporal dynamics of (11) is governed mainly by the two Fourier modes u c ,u 0 close to the stability threshold, the additive noise is expected to induce phase transitions from homogeneous states to spatially periodic states. Figure 2 presents the spatio-temporal activity which is subtracted by the spatial average at each time point for illustration reasons and we observe phase transitions from a disordered phase at the absence of noise ( fig. 2(a) , (c)) to ordered phases at the presence of additive noise seen, cf. fig. 2(b), (d) . Consequently spatially unstructured external noise induces spatial structures.
Further various numerical experiments reveal two cases of transitions. For low absolute values of A<0 small initial activities yield a final homogeneous stationary state, while larger initial activities yield stationary Turing-like structures. This multi-stability can be understood by fig. 1(a) (α = A 1 ) revealing three stable fixed points. In contrast large values of |A|,A<0 result to the homogeneous stationary state only, cf. fig. 1(a) (α = A 2 ) . Figure 2 of Turing-patterns in the presence of additive noise which can be explained by the noise-induced shift to larger control parameters yielding multistability. Indeed this latter behavior occurs numerically only for large initial activities.
To further illustrate the underlying mechanism, recall the definition of α shif t in (8) and its dependence on the sign of the cubic term: if γ c > 0 the additive noise shifts the control parameter α to larger values, while γ c < 0 reduces α and thus additive noise stabilizes the system. Transfering this finding to the spatial system, B<0 yields a supercritical pitchfork bifurcation with a stable origin (homogeneous state) for α c + α shif t 0 and the unstable origin and stable fixed points (periodic pattern) if α c + α shif t > 0. Figure 3 presents the corresponding spatio-temporal activity for B<0 while all other parameters are fixed. We observe that now additive noise stabilizes the homogeneous state and no Turing instability is present anymore for κ =0.1, since the control parameter is shifted to lower values due to α shif t < 0.
Since B<0 is sufficient to guarantee stable non-zero fixed points and periodic patterns, one may choose C = 0 in (11) to gain the same effect near the threshold. In contrast B>0 stipulates nonlinear terms Ψ q with order q>3a n dw i t han e g a t i v es i g nt oo b s e r v e stable non-zero fixed points and periodic patterns. In consequence the conventional Swift-Hohenberg model, i.e. B<0,C= 0 in eq. (11), does not exhibit an increased additive noise-induced shift due to B<0 and consequently α shif t < 0.
Summarizing, close to the deterministic stability threshold additive noise shifts the control parameter in the case of specific nonlinear interactions. The effect occurs by an indirect action of the additive noise, namely by the noisy stimulation of system components which do not serve as order parameters. For instance, the spatially constant noise drives the spatially constant mode while the de-stabilizing effect occurs in the spatially periodic mode. Moreover the advanced instability is different to linear noisy precursors since the noise-induced shift is a highly nonlinear effect and in fact changes the systems topology. Interestingly this topology necessitates subcritical (supercritical) behavior for advanced (delayed) instabilities and at least cubic nonlinear interactions.
Our analytical approach promises an analytical procedure to gain insights to the effects of additive spatially correlated noise [28] and further raises the question of consequences to physical systems subject to thermal noise and the fluctuation-dissipation theorem. * * *
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