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Abstract
Starting from any operad P, one can consider on one hand the free operad
on P, and on the other hand the Baez–Dolan construction on P. These two new
operads have the same space of operations, but with very different notions of arity
and substitution. The main result of this paper is that the incidence bialgebras of
the two-sided bar constructions of the two operads constitute together a comodule
bialgebra. The result is objective: it concerns comodule-bialgebra structures on
groupoid slices, and the proof is given in terms of equivalences of groupoids and
homotopy pullbacks. Comodule bialgebras in the usual sense are obtained by taking
homotopy cardinality. The simplest instances of the construction cover several
comodule bialgebras of current interest in analysis. If P is the identity monad,
then the result is the Faa` di Bruno comodule bialgebra (dual to multiplication
and substitution of power series). If P is any monoid Ω (considered as a one-
coloured operad with only unary operations), the resulting comodule bialgebra
is the dual of the near-semiring of Ω-moulds under product and composition, as
employed in E´calle’s theory of resurgent functions in local dynamical systems. If P
is the terminal operad, then the result is essentially the Calaque–Ebrahimi-Fard–
Manchon comodule bialgebra of rooted trees, dual to composition and substitution
of B-series in numerical analysis (Chartier–Hairer–Vilmart). The full generality is
of interest in category theory. As it holds for any operad, the result is actually about
the Baez–Dolan construction itself, providing it with a new algebraic perspective.
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0 Introduction
The main result of this paper is the construction of a comodule bialgebra from the
Baez–Dolan construction on any operad. Before explaining this result, we outline the
motivation behind it, recall the Baez–Dolan construction itself, and say a word about
objective combinatorics and homotopy linear algebra, the setting in which the results are
staged.
0.1 Background and motivation
0.1.1. Contexts of comodule bialgebras. For B a commutative bialgebra, a comodule
bialgebra over B is a bialgebra object in the braided monoidal category of (left) B-
comodules [1], [81]. Although comodule bialgebras go back to the genesis of Hopf algebra
theory in algebraic topology — the homology of any H-space is a comodule bialgebra over
Milnor’s dual Steenrod bialgebra [83], [96] — and also have a certain history in quantum
algebra [85], the recent burst in interest in them essentially comes from analysis.
— B-series [58]. First it was discovered in numerical analysis by Chartier, E. Hairer,
and Vilmart [20] that Butcher series admit a second important operation after compo-
sition, namely substitution, and that the two operations interact in an interesting way.
The interaction was recast in the language of combinatorial Hopf algebras by Calaque,
Ebrahimi-Fard, and Manchon [11], who made explicit the comodule-bialgebra structure.
— Mould calculus [28]. Second, it was realised that the same structure plays an
important role in mould calculus, E´calle’s extensive theory for dealing with ‘functions in
a variable number of variables’ in local dynamical systems [38] (see also E´calle–Vallet [39]
and Ebrahimi-Fard–Fauvet–Manchon [33]).
The examples from these two application areas will be recovered as special cases of
the incidence comodule bialgebra of the Baez–Dolan construction.
— Regularity structures [60]. More recently, comodule bialgebras have surfaced in the
algebraic renormalisation of regularity structures [59], a powerful framework for analysing
singular stochastic PDEs. While so-called structure Hopf algebras (shuffle Hopf algebras
and Butcher–Connes–Kreimer-like Hopf algebras) have played an important role for some
time (see for example [21], [77], [57], [59]), a second bialgebra structure, the renormalisa-
tion bialgebra, was introduced recently in a landmark paper by Bruned, M. Hairer, and
Zambotti [9]. A key point in their theory is that the structure Hopf algebra is a comodule
bialgebra over the renormalisation bialgebra, in close analogy with the Calaque–Ebrahimi-
Fard–Manchon situation. (See Manchon [80] and Foissy [47] for further algebraic treat-
ment.)
— Moment-cumulant relations [88]. Finally, in Voiculescu’s theory of free proba-
bility [100], Speicher [93], [88] had discovered a beautiful moment-cumulant formula in
terms of Mo¨bius inversion in the incidence algebra of the noncrossing partitions lattice
(analogous to Rota’s classical moment-cumulant relations in terms of the ordinary par-
tition lattice). Ebrahimi-Fard and Patras [36], [37], inspired by methods of quantum
field theory, gave a very different approach to the same formula, in terms of a time-
ordered exponential coming from a half-shuffle in the double tensor algebra. Recently,
Ebrahimi-Fard, Foissy, Kock, and Patras [34] uncovered the relationship between the two
constructions in terms of a comodule-bialgebra structure on noncrossing partitions.
The topic is now under scrutiny in combinatorics; for a survey, see Manchon [81]. Fau-
vet, Foissy, and Manchon [40], motivated by mould calculus, gave a beautiful construction
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of comodule bialgebras from finite topological spaces, building on [48], with important
connections to quasi-symmetric functions. Comodule bialgebras play a prominent role in
Foissy’s treatise [46] where it is shown how comodule bialgebras are induced by certain
actions of the brace operad. In a different line of development, Carlier [13] showed that
every hereditary species (in the sense of Schmitt [91]) induces a comodule bialgebra, and
found a link with the Batanin–Markl operadic categories [7].
The present contribution provides a rather general construction of comodule bialge-
bras, from the Baez–Dolan construction on any operad.
0.1.2. The Baez–Dolan construction. In their seminal 1998 paper Higher-dimensional
algebra III: n-categories and the algebra of opetopes [3], Baez and Dolan introduced the
opetopes, a new family of shapes for defining weak higher categories in a uniform way,
overcoming coherence problems by exploiting universal properties. The opetopes are
defined inductively by a remarkable construction on operads P 7→ P◦, now called the
Baez–Dolan construction (reviewed below in Subsection 2.2). The colours of P◦ are the
operations of P, and the algebras for P◦ are the operads over P. Although the construc-
tion may appear innocuous, it leads to a notable combinatorial richness: starting from
nothing but the identity monad Id on Set, it produces first the natural numbers as the
operations of Id◦, then the planar rooted tree as operations of (Id◦)◦, and after that cer-
tain trees of trees, and trees of trees of trees. . . The (n+ 1)-dimensional opetopes are by
definition the operations of the nth iterate of this construction.
The operations-to-colours shift can be described combinatorially in terms of trees as
a shift from grafting onto leaves to substituting into nodes. This is the aspect of the
Baez–Dolan construction explored in the present paper.
The Baez–Dolan construction has interesting connections with logic. It was recast
in terms of a function replacement by Hermida, Makkai, and Power [61], [62], motivated
by first-order logic with dependent sorts. Cheng [22], [23] made important contributions
cleaning up the relationships between the different variants of the construction; see also
Leinster [75]. Kock, Joyal, Batanin, and Mascari [71] exploited the formalism of polyno-
mial functors to give a purely combinatorial description of the Baez–Dolan construction,
which turned out to have a homological interpretation [94], and more recently found
further applications to logic and computer science [43], [44], [29], [97]. The polynomial
approach to operads has proven useful in homotopy theory. Batanin and Berger [6] used
it to construct left-proper Quillen model structures for algebras for a large class of op-
erads called tame polynomial monads. They show that for any polynomial monad, the
Baez–Dolan construction is tame.
The present contribution exploits the polynomial formalism to add a new algebraic
perspective to the landscape of the Baez–Dolan construction, by studying it in the context
of objective algebraic combinatorics.
0.1.3. Objective combinatorics and homotopy linear algebra. The idea of objec-
tive combinatorics — the term is due to Lawvere — is to work with the algebra of sets
instead of numbers, in order to obtain native bijective proofs, and reveal and exploit func-
torialities and universal properties that cannot exist at the numerical level. Joyal’s theory
of species [64] is the starting point for the theory. For the sake of dealing seamlessly with
symmetries of objects, it is often fruitful to upgrade further from sets to groupoids [4],
[49], dealing directly with groupoids of combinatorial objects rather than with their sets
of iso-classes. The numerical level is then recovered by taking homotopy cardinality.
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Homotopy linear algebra [5], [50] serves as a general tool in this context by system-
atically replacing vector spaces by slice categories, and linear maps by linear functors.
If I is a groupoid of combinatorial objects, classical algebraic combinatorics starts with
the vector space Qpi0I spanned by iso-classes of objects; the objective approach considers
instead the slice category Grpd/I . Linear maps are replaced by spans of groupoids, and
matrix multiplication by certain homotopy pullbacks.
At the objective level, everything is encoded with groupoids and maps of groupoids.
Of course these groupoids and maps should not come out of the blue, they should organise
themselves into nice configurations. In this respect simplicial structures are particularly
nice, for their importance in homotopy theory and category theory. In a recent series
of papers (starting with [51]), Ga´lvez, Kock, and Tonks show how certain simplicial
groupoids called decomposition spaces admit the construction of incidence (co)algebras
at the groupoid-slice level (and a Mo¨bius inversion principle). This construction is a com-
mon generalisation of classical constructions of incidence (co)algebras of posets [63], [92],
monoids [16], and Mo¨bius categories [76], [27], [74], but reveals also most other coalgebras
in combinatorics to be of incidence type (see for example [53] and [54]). Decomposition
spaces are the same thing as the 2-Segal spaces of Dyckerhoff and Kapranov [32] (see
[41] for the last piece of this equivalence), of importance in homological algebra and
representation theory, notably in connection with Hall algebras and the Waldhausen S-
construction [32], [31], [107], [89], [90]. The theory is now being developed in many
directions.
The incidence comodule bialgebras of the present work will be constructed at the level
of slice categories using the decomposition-space machinery.
0.1.4. Incidence bialgebras of operads. Central to this paper is the now-standard
construction of a bialgebra from an operad (see [98], [99], and [17] for related construc-
tions). Given an operad R (satisfying finiteness conditions, cf. 4.1.1 below), the associated
bialgebra is free as an algebra on the set of iso-classes of operations. The comultiplication
of an operation r is given by summing over all ways r can arise by operad substitution
from a collection of operations fed into a single operation:
∆(r) =
∑
r=b◦(a1,...,an)
a1 · · ·an ⊗ b.
It is fruitful to break the construction into three steps [72], each of which is important
in its own right, routing it through simplicial methods and homotopy linear algebra. The
first step is to take the two-sided bar construction on the operad [106], a classical con-
struction in algebraic topology and homological algebra [82]. This produces a simplicial
groupoid X = BarS(R), which is a symmetric monoidal Segal space [72]. The second
step constructs from any monoidal Segal groupoid X a bialgebra structure on the slice
Grpd/X1 , using the machinery of decomposition spaces [51, 52]. The third step is to take
homotopy cardinality [50], to recover usual bialgebras at the vector-space level.
This three-step realisation of the incidence-bialgebra construction is a main ingredient
in this work, where there will be two of them in interaction.
0.1.5. Polynomial functors and trees. The operads used in this work are more
precisely finitary polynomial monads over groupoids.
The notion of polynomial functor has origins in topology, representation theory, com-
binatorics, logic, and computer science, but the task of unifying these developments has
only recently begun [55], [104]. As a first approximation, polynomial functors objectify
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polynomial functions and formal power series. More generally, the theory turns out to
be a powerful toolbox for studying substitution and recursion. Upgraded to groupoids,
it can subsume the notions of species and operads [67], [56]. The more specific reason
polynomial functors are useful in the present context is that, since they are represented
by diagrams of groupoids
I ← E → B → I,
many of the calculations performed at the objective level can be expressed naturally in
terms of these representing groupoids. Secondly, trees — the combinatorial substrate for
the theory of operads — can be represented by the same shape of diagram as polynomial
endofunctors [66]: I is then the set of edges, B the set of nodes, and E the edge-node
incidence — see 1.5. Altogether, the polynomial formalism helps articulate the interplay
between algebra and combinatorics.
0.2 Present contributions
0.2.1. The incidence comodule bialgebra construction, general form. The
present paper connects the developments outlined above to provide a rather general cat-
egorical construction of comodule bialgebras, namely as the incidence bialgebras of the
Baez–Dolan construction for operads (polynomial monads over groupoids).
For any operad P one can construct two new operads: the free operad on P, denoted
P∗, and the Baez–Dolan construction P◦. These operads have the same space of opera-
tions, namely the groupoid of P-trees, but behave very differently, with different notions
of colours, arity, and substitution. The free operad P∗ is about grafting of trees, whereas
the Baez–Dolan construction P◦ is about substituting trees into nodes of other trees.
Applying the two-sided bar construction to get simplicial groupoids Y = BarS(P∗) and
Z = BarS(P◦), respectively, followed by the incidence bialgebra construction, one obtains
two different bialgebra structures on the same groupoid slice Grpd/Y1 ≃ Grpd/Z1. The
constructions are categorical and rather formal — no ad hoc choices are involved — but
at the same time all the groupoids and maps involved have compelling combinatorial
interpretations in terms of trees. These two bialgebras have the same underlying algebra,
but different comultiplications. The first version of the main result of this paper states
that these two bialgebras form a comodule bialgebra:
Theorem 3.2.1. For any operad P, the two-sided bar constructions Y := BarS(P∗) and
Z := BarS(P◦) together endow the slice Grpd/S(tr(P)) with the structure of a comodule
bialgebra. Precisely, the incidence bialgebra of BarS(P∗) is a left comodule bialgebra over
the incidence bialgebra of BarS(P◦).
0.2.2. Proofs: homotopy pullbacks, trees, and active-inert factorisations. At
the objective level, the comodule-bialgebra axioms state that certain linear functors are
isomorphic. The linear functors are given by composites of spans of groupoids, extracted
naturally from the bar constructions. The spans are composed by pullback — this always
means homotopy pullback. In the end the proof amounts to establishing an equivalence
of groupoids between two different pullbacks, or more precisely, exhibiting a groupoid
which serves as pullback for both.
While all this is rather formal, exploiting basic properties of pullbacks, the actual
checks must of course use features specific to the situation. In the present case, the
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proofs end up relying on properties of the category of trees, and in particular its active-
inert factorisation system, recalled in 2.1.3. The groupoid central to the proof is formally
described as having objects pairs of composable active maps of P-trees
W → \ K → \ T
where W is a 2-level tree. At the same time, this groupoid has the clean combinatorial
interpretation as a groupoid of ‘blobbed’ trees with a compatible cut, like this:
0.2.3. Finiteness conditions. At the objective level, no finiteness conditions are re-
quired, which is pleasant in terms of elbow room. However, in the end it is interesting
to be able to take homotopy cardinality, to make contact with all the interesting math-
ematics taking place at the level of ordinary vector spaces. To this end it is necessary
to impose finiteness conditions, and in fact some adjustments to the constructions are
required, in order to keep things finite. For the incidence coalgebra of a decomposition
space X to admit a homotopy cardinality, it must be assumed locally finite [52], which
means that the two maps X0
s0→ X1 and X1
d1← X2 have finite homotopy fibres. For two-
sided bar constructions, this in turn happens for locally finite operads [72]. For example,
the terminal operad (the operad for commutative (unital) monoids) is not locally finite,
whereas the terminal reduced operad (the operad for commutative not-necessarily-unital
monoids is locally finite.
0.2.4. Locally finite version of the main theorem. While the free operad P∗ is
always locally finite (cf. [72] and 4.1.2 below), the Baez–Dolan construction P◦ is never
locally finite (4.1.3), and as a result its two-sided bar construction is not locally finite.
Therefore one cannot just take homotopy cardinality of the general main theorem 3.2.1 to
get a traditional comodule bialgebra. The second part of the paper explains how to fix this
in a canonical way. The main point is to use the reduced Baez–Dolan construction P⊙ :=
P◦, which is simply the Baez–Dolan construction followed by operad reduction, whereby
all nullary operations are excluded. This tweak is completely analogous to subtleties
regarding the most classical comodule bialgebras: for example, while one can multiply
arbitrary formal power series, in order to substitute one power series into another, it must
be required to have no constant term.
The two-sided bar construction on the reduced Baez–Dolan construction P⊙ is locally
finite (Lemma 4.1.6), and therefore admits a homotopy cardinality giving a traditional
bialgebra in vector spaces. This is the motivation for replacing P◦ with P⊙, but we
continue to work at the objective level. The interaction between P∗ and P⊙ is a bit more
complicated now, since the two bialgebras are no longer supported at the same groupoid,
and we need to consider comodules more general than just those underlying a bialgebra
itself. The objective account of comodules is given by certain culf simplicial maps [101],
[107], [12]. We need a third simplicial groupoid which is a comodule over BarS(P
⊙) and
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having the same base groupoid as BarS(P∗). This is acheived through another relative
two-sided bar construction (of P⊙ relative to P◦), which also has another nice description
(Proposition 4.3.3): it is the symmetrisation of the fat nerve of the opposite of the
category of P-trees and active injections:
BarP◦(P
⊙) ≃ SNΩact.inj(P)
op.
This comodule structure is shown to meet the finiteness requirements, and is the main
ingredient in the proof of the following locally finite version of the main theorem 3.2.1.
Theorem 4.3.6. For any operad P, the two-sided bar constructions Y = BarS(P∗) and
Z = BarS(P
⊙) together endow the slice Grpd/S(tr(P)) with the structure of a locally finite
comodule bialgebra. Precisely, the incidence bialgebra of Y is a locally finite left comodule
bialgebra over the incidence bialgebra of Z.
0.2.5. Examples. In the final section we work out some examples.
Subsection 5.1 deals with the special case where the operad is just a category (regarded
as an operad with only unary operations). Then there is an interesting simplification,
namely that the comodule bialgebra is actually free on a comodule coalgebra. This
feature is shared by the examples of comodule bialgebras constructed by Carlier [13]
from hereditary species.
For the more specific examples, the first is simply the incidence comodule bialgebra of
the Baez–Dolan construction on the identity functor. This is shown (in Subsection 5.2)
to be the Faa` di Bruno comodule bialgebra, dual to composition and multiplication of
power series.
The next class of examples is that of monoids, considered as one-colour operads with
only unary operations. In this case we recover the comodule bialgebras of mould calcu-
lus [38].
In Subsection 5.4 we come to the example that prompted this work: the Calaque–
Ebrahimi-Fard–Manchon comodule bialgebra of rooted trees [11] from the theory of B-
series [20]. In this case there is an extra step involved, namely taking core [68]. This
is the passage from operadic trees to combinatorial trees, consisting simply in omitting
decorations and shaving off leaves and root.
Subsection 5.5 deals with variations on the class of examples where the base operad
P is free on a linear order, on a quiver, or on a polynomial endofunctor. This leads to
certain comodule bialgebras of words, paths in quivers, and trees.
In the final subsection 5.6, some non-examples are treated. The first is rather close
to be a Baez–Dolan construction, namely the comodule bialgebra of noncrossing parti-
tions of Ebrahimi-Fard–Foissy–Kock–Patras [34]. It is outlined here how the Baez–Dolan
construction should be modified in order to cover this example. To finish, it is briefly
discussed why the comodule bialgebras of Bruned, Hairer, and Zambotti [9] do not come
from a Baez–Dolan construction.
1 Preliminaries
Objective combinatorics works with objects instead of numbers. A systematic way of
achieving this is to use slice categories instead of vector spaces [50]; the most efficient
version uses groupoids instead of sets, in order to take symmetries into account automat-
ically. After a brief introduction to homotopy linear algebra, we recall the basic notions
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of decomposition spaces and polynomial functors, the two main toolboxes employed in
this work.
1.1 Objective combinatorics and linear algebra
In this first subsection we work with sets instead of groupoids, only to emphasise the
main ideas in their simplest form. In Subsection 1.2 we upgrade to groupoids, as actually
needed in this work.
1.1.1. Vector spaces versus slice categories. For S a set, we denote by QS the
vector space spanned by S, and by δs the basis vector indexed by s ∈ S. A general vector
in QS is a (finite) linear combination
∑
s∈S λsδs, essentially the same thing as a (finite)
S-indexed family of scalars λs.
We want to consider S-indexed families of sets (or groupoids) (Xs | s ∈ S), encoded
as a single map p : X → S; the members of the family are then the fibres Xs := p
−1(s),
defined formally as the pullback
Xs X
1 S.
y
psq
Here 1 denotes a singleton set, and psq : 1→ S is the map that picks out s.
The families over S form the objects of the slice category Set/S; its morphisms are
commutative triangles. The slice category Set/S plays the role of QS. Just as QS is the
free vector space on S, the slice Set/S can be characterised as the sum completion of S.
1.1.2. Linear maps and linear functors. Instead of linear maps QS → QT , we have
linear functors Set/S → Set/T , which means functors that preserve sums. One can prove
(cf. [50]) that every such functor is given by a span
M
S T
p q
by pullback along p followed by composing along q. This is denoted q! ◦ p∗. The basic
fact in linear algebra that composition of linear maps is given in coordinates by matrix
multiplication has its objective analogue in the following fundamental lemma, which
ensures that composition of linear functors is given by pullback composition of spans:
Lemma 1.1.3 (‘Beck–Chevalley’). For any pullback square
X ′ X
S ′ S,
y
p′
g
p
f
the canonical natural transformation of functors
p′! ◦ g
∗ ⇒ f∗ ◦ p!
is invertible.
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1.1.4. Cardinality. The objective level works independently of finiteness conditions.
The passage from the slice-category level to the vector-space level consists in taking
cardinality; this requires some finiteness conditions.
The cardinality of a family p : X → S in Set/S with X finite is by definition the
vector
|p| :=
∑
s∈S
|Xs| δs ∈ QS,
where |Xs| is usual cardinality of the finite set Xs, and δs is the basis vector in QS
corresponding to s. The cardinality of pullback composition is matrix multiplication.
1.1.5. Example: small categories are linear monads. Given a small category with
object set X0 and set of arrows X1, the span
X0
s
← X1
t
→ X0
(source and target) induces a linear endofunctor
P : Set/X0 −→ Set/X0
A→X0 7−→ t!s∗(A→X0).
The composite P ◦ P is given by
X2
X1 X1
X0 X0 X0
yd2 d0
d1 d0 d1 d0
with X2 ≃ X1 ×X0 X1 the set of pairs of composable arrows. Composition of arrows
(which is the face map d1 : X2 → X1) defines a monad multiplication µ : P ◦P⇒ P. The
assignment of identity arrows to each object s0 : X0 → X1 is precisely the unit for the
monad, η : Id⇒ P. The monad axioms amount precisely to category axioms. Conversely,
a linear monad defines a category.
1.2 Groupoids and homotopy pullbacks
To account for symmetries of combinatorial objects, it is convenient to upgrade the theory
from sets to groupoids. This is mostly straightforward, provided that all notions are taken
in their homotopy sense: pullback will thus mean homotopy pullback, fibre will mean
homotopy fibre, and so on. Introductions to this machinery can be found in preliminary
sections of [49], or the appendix of [54]. A fuller treatment (in the case of ∞-groupoids)
can be found in [50]. In due time, the book manuscript [15] should become a suitable
reference.
Recall that a groupoid X is a small category in which all arrows are invertible. A
map of groupoids is just a functor. An equivalence of groupoids is just an equivalence of
categories. Topology provides valuable intuition and terminology: an arrow in a groupoid
is also called a path; a natural transformation is also called a homotopy. We write π0(X)
for the set of connected components of a groupoid X .
10
We are interested in groupoids up to equivalence. For this reason, the usual notions of
pullback, fibres, slices, adjoints, and so on, are not appropriate — they are not homotopy
invariant. We shall need the homotopy notions. If just they are used consistently, they
behave very much like the ordinary notions do for sets.
1.2.1. Homotopy cardinality of groupoids [5], [50]. A groupoid X is called finite
if π0(X) is a finite set, and all Aut(x) are finite groups. The homotopy cardinality of a
groupoid X is defined to be
|X| =
∑
x∈pi0X
1
|Aut(x)|
.
More generally, the homotopy cardinality of a family X → B is
∑
b∈pi0B
|Xb|
|Aut(b)|
· δb ∈ QB,
where δb is the basis vector corresponding to b.
1.2.2. Homotopy pullbacks. A homotopy pullback is a homotopy commutative square
P Y
X S
q
p
satisfying a universal property among all such squares with common p and q. As such it
is determined uniquely up to equivalence. There are different (but equivalent) models for
homotopy pullback. In this work, the only homotopy pullbacks needed will be computed
using the following three practical lemmas.
1.2.3. Fibrations. A map of groupoids p : X → B is a fibration when it satisfies the
path lifting property from topology: for each x ∈ X and β : b ∼→ p(x) in B, there exists
an arrow α : x′ ∼→ x such that p(α) = β.
Lemma 1.2.4. An ordinary (strict) pullback is also a homotopy pullbacks if one of the
two maps p and q is a fibration.
Lemma 1.2.5 (Prism Lemma). Given a prism diagram of groupoids
X ′′ X ′ X
Y ′′ Y ′ Y
y
in which the right-hand square is a (homotopy) pullback, then the outer rectangle is a
(homotopy) pullback if and only of the left-hand square is a (homotopy) pullback.
1.2.6. Homotopy fibre. Given a map of groupoids p : X → S and an element s ∈ S,
the (homotopy) fibre Xs of p over s is the (homotopy) pullback
Xs X
1 S.
y
p
psq
11
Lemma 1.2.7 (Fibre Lemma). A square of groupoids
P Y
X S
u
is a (homotopy) pullback if and only if for each x ∈ X the induced comparison map
ux : Px → Yfx is an equivalence.
1.2.8. Linear functors. For a groupoid B, the slice category Grpd/B has objects
families X → B, but in contrast to the set case, the morphisms in Grpd/B are allowed
to be triangles commuting only up to an isomorphism. This slack is required to obtain a
notion invariant under equivalence, but in practice many triangles commute strictly.
Every map f : B → A defines a functor f∗ : Grpd/A → Grpd/B by homotopy
pullback along f . This functor has both adjoints (which means adjoints up to homotopy):
the left adjoint f! : Grpd/B → Grpd/A is just postcomposition with f .
A linear functor Grpd/I → Grpd/J is one of the form q! ◦p∗ for a span I
p
← M
q
→ J .
We get in this way a category LIN whose objects are slicesGrpd/I and whose morphisms
are linear functors. (In reality this should be a 2-category, but this subtlety plays no role
in this paper.) The category LIN features a tensor product, defined as
Grpd/I ⊗Grpd/J := Grpd/(I×J),
in analogy with the familiar fact for vector spaces QI ⊗ QJ = QI×J . The neutral object
is Grpd ≃ Grpd/1.
1.2.9. Homotopy quotients [4]. Given a group action G × X → X (for G a group
and X a set or groupoid), instead of the naive quotient (set of orbits) it is better to use
the homotopy quotient (also called weak quotient or action groupoid), obtained from X by
sewing in a path from x to g.x for each x ∈ X and g ∈ G. It has much better properties
than the naive quotient regarding interaction with the other basic construction such as
homotopy cardinality and homotopy pullbacks [50], and it will be denoted simply X/G.
The naive quotient (which would be π0(X/G)) is never employed. In particular, we have
|X/G| = |X| / |G|
(where |G| is the order of the group G).
1.2.10. Discrete and finite maps. A map of groupoids is called discrete if all its
homotopy fibres are discrete. It is called finite if all its homotopy fibres are finite.
From now on, the words pullback, fibre, quotient will always refer to the homotopy
notions.
1.3 Simplicial groupoids, decomposition spaces, and incidence
coalgebras
1.3.1. The simplex category and the active-inert factorisation system. The
simplex category ∆ is the category of nonempty finite linear orders
[n] := {0 < 1 < · · · < n}
12
and monotone maps. It features an active-inert factorisation system: An arrow in ∆ is
active, written a : [m] → \ [n], when it preserves end-points, a(0) = 0 and a(m) = n; and
it is inert, written a : [m]֌ [n], if it preserves distance, meaning a(i+ 1) = a(i) + 1 for
0 ≤ i ≤ m−1. The active maps are generated by the codegeneracy maps si : [n+1]→ [n]
and by the inner coface maps di : [n−1] → [n], 0 < i < n, while the inert maps are
generated by the outer coface maps d0 and dn. Every morphism in ∆ factors uniquely as
an active map followed by an inert map. Furthermore, it is a basic fact [51] that active
and inert maps in ∆ admit pushouts along each other, and the resulting maps are again
active and inert.
1.3.2. Simplicial groupoids. A simplicial groupoid is a functor X : ∆op → Grpd.
Since ∆ is generated by coface and codegeneracy maps, a simplicial groupoid is conve-
niently described by indicating the face and degeneracy maps, picturing it as
X0 X1 X2 X3s0d0
d1
s0
s1
d0
d2
d1
s2
s1
s0
d3
d2
d1
d0
. . .
The subscripts on the di refer to which vertex of a simplex is omitted. The subscripts on
the si refer to which vertex is repeated. (The simplicial identities, such as for example
d0 ◦ d2 = d1 ◦ d0, are not captured by the picture.)
1.3.3. Segal spaces. A simplicial groupoid X : ∆op → Grpd is called a Segal space
when for all n ≥ 0 the square
Xn+2 Xn+1
Xn+1 Xn
d0
dn+2
d0
dn+1
is a (homotopy) pullback.
1.3.4. Fat nerve. The base case n = 0 of the Segal condition can be interpreted as saying
that the 2-simplices are pairs of ‘composable 1-simplices’. Indeed the Segal condition is
motivated by categories. For C a small category, the fat nerve of C is the simplicial
groupoid
NC :∆op −→ Grpd
[n] 7−→ Fun([n],C)iso
(strings of composable arrows). The fat nerve of a category is always a Segal space. In
fact, up to homotopy, the Segal condition characterises the simplicial groupoids that are
fat nerves of categories. In this work, Segal spaces arise mainly from the two-sided bar
construction on an operad, cf. Section 2.
1.3.5. Decomposition spaces [51]/2-Segal spaces [32]. A decomposition space is a
simplicial groupoid X :∆op → Grpd that takes active-inert pushouts in ∆ to pullbacks
in Grpd. Decomposition spaces are the same thing as the 2-Segal spaces of Dyckerhoff
and Kapranov [32].
Every Segal groupoid is a decomposition space [32], [51].
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1.3.6. The incidence coalgebra of a decomposition space [51]. The motivating
property of decomposition spaces is that they admit the incidence-coalgebra construction,
meaning that the functor
∆ : Grpd/X1 Grpd/X1 ⊗Grpd/X1
(d2,d0)!◦d1∗
given by the canonical span
X1 X2 X1 ×X1
d1 (d2,d0) (1)
defines a (homotopy-coherent) coassociative comultiplication [32], [51]. Note that only
simplicial degree 1 and 2 are needed in order to define the comultiplication, but X3 enters
to express coassociativity, and (in the general homotopical setting) all the higher Xk are
needed to express coherence [51], [32], [89].
1.3.7. Examples: posets, monoids, categories. If C is a poset, a monoid, or more
generally a category, then the nerve or fat nerve X = NC is a Segal space and hence
a decomposition space. The incidence coalgebra construction on X now recovers the
classical notions in the case where C is a locally finite poset [63], a decomposition-finite
monoid [16], or more generally a Mo¨bius category in the sense of Leroux [76], after taking
homotopy cardinality. Indeed, Leroux’s formula for comultiplication on the vector space
spanned by the arrows of C is
∆(f) =
∑
b◦a=f
a⊗ b. (2)
This is precisely what comes out of the general construction in 1.3.6: the sum in (2) is
taken over the fibre (that is, pullback along d1)
(X2)f X2
1 X1
y
d1
pfq
(the set of pairs of composable arrows whose composite is f), and returning the two
constituents of the decomposition is precisely to apply (d2, d0)!.
Many coalgebras in combinatorics arise as the homotopy cardinality of the incidence
coalgebra of a decomposition space which is not a poset, monoid or category [53], [54].
1.3.8. Example [54]. Pertinent to the present undertakings is the decomposition-space
realisation of the Butcher–Connes–Kreimer Hopf algebra of rooted trees [10, 30, 73].
As an algebra it is free commutative on the set of iso-classes of rooted trees T . The
comultiplication is defined by summing over certain admissible cuts c:
∆(T ) =
∑
c∈adm.cuts(T )
Pc ⊗Rc. (3)
An admissible cut c partitions the nodes of T into two subsets or ‘layers’
Rc
Pc
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One layer must form a rooted subtree Rc (or be empty), and its complement forms
the ‘crown’, a subforest Pc regarded as a monomial of trees. To realise this from a
decomposition space (cf. [54]), let Hk denote the groupoid of forests with k−1 compatible
admissible cuts, partitioning the forest into k layers (which may be empty). The Hk
assemble into a simplicial groupoid H , where degeneracy maps repeat a cut (that is,
insert an empty layer), and face maps forget a cut (joining adjacent layers) or discard
the top or bottom layer.
The comultiplication (3) arises from this simplicial groupoid by the general pull-push
formula: for a tree T ∈ H1, take the homotopy sum over the homotopy fibre d
−1
1 (T ) ⊂ H2,
and for each element c in this fibre return the pair (d2c, d0c) consisting of the two layers.
Finally take homotopy cardinality to arrive at Pc ⊗ Rc. This simplicial groupoid is not
a Segal groupoid, since it is not possible to reconstruct a tree from the layers of a cut.
One readily checks that it is a decomposition space [53], [54]. We shall come back to this
example in 5.4.
1.3.9. Culf maps [51]. A simplicial map is culf 1 if, considered as a natural trans-
formation of functors ∆op → Grpd, it is cartesian on active maps. Culf maps induce
coalgebra homomorphisms [51]. In the present paper, the main use of this concept is that
monoidal structures on decomposition spaces are required to be culf: this is what ensures
that the multiplication resulting from taking cardinality is comultiplicative so as to yield
a bialgebra. The second use of culfness is that the objective analogue of comodules is
given by certain culf maps [101], [107], [12], cf. 3.1.2 below.
1.4 Polynomial functors
A standard reference for polynomial functors is [55]; the long manuscript [65] aims at even-
tually becoming a unified reference. While polynomial functors have often been studied
in the context of sets, for the present purposes it is necessary to deal with polynomial
functors over groupoids [67], which constitute a convenient language for operads [105].
The upgrade from sets to groupoids is essentially straightforward, as long as all notions
are taken to be the homotopy notions. The full∞-categorical theory is developed in [56].
For the present needs, the introductions in [67] and [70] should suffice.
A small category can be seen as a linear monad (1.1.5), or as an operad with only
unary operations. The multi aspect of general operads can be accounted for by passing
from linear functors to polynomial functors [55], [65]. Where linear functors are given by
spans I ← M → J , polynomial functors incorporate a nonlinear aspect by means of an
extra ‘middle map’:
1.4.1. Polynomial functors. A polynomial is a diagram of groupoids
I
s
←− E
p
−→ B
t
−→ J.
The associated polynomial functor is the composite
Grpd/I
s∗
−→ Grpd/E
p∗−→ Grpd/B
t!−→ Grpd/J .
(Here of course we are talking about homotopy slices, upperstar is homotopy pullback,
and lowerstar and lowershriek are the homotopy adjoints to homotopy pullback, [67], [70],
[56].)
1standing for conservative and with unique lifting of factorisations
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We shall be concerned only with finitary polynomial functors. Abstractly this means
polynomial functors that preserve sifted colimits. In terms of the representing diagrams,
they are those for which the middle map has finite discrete fibres [67], [56]. In this case,
there is the following explicit formula for the polynomial functor [67]:
(Xi | i ∈ I) 7−→ (
∑
b∈pi0(Bj)
∏
e∈Eb
Xse/Aut(b) | j ∈ J),
where the quotient is of course a homotopy quotient (of the canonical action of the group
Aut(b)), as in 1.2.9.
1.4.2. Examples. (The monad structures on these examples will be dealt with in 1.6.)
The identity monad Id : Grpd → Grpd is represented by 1← 1→ 1→ 1.
The free-monoid monad (also called the word monad)
M : Grpd −→ Grpd
X 7−→ X∗ =
∑
n∈N
Xn
is represented by the polynomial diagram
1← N′ → N→ 1,
where N′ denotes the set {(n, i) | i ≤ n} so that the fibre over n is an n-element set. The
elements in M(X) are finite words in X .
The free-symmetric-monoidal-category monad
S : Grpd −→ Grpd
X 7−→
∑
n∈pi0B
Xn/Aut(n)
is polynomial, represented by
1← B′ → B→ 1.
Here B = S1 is the groupoid of finite sets and bijections, and B′ is the groupoid of finite
pointed sets and basepoint-preserving bijections. To be specific we take B to mean the
skeleton consisting of the finite sets n := {1, 2, . . . , n}. Then SX is the groupoid whose
objects are the words in X , and whose morphisms from (xi)i∈n to (yi)i∈n are given by
decorated permutations, meaning pairs (ρ, (fi)i∈n) where ρ ∈ Sn is a permutation of n
and fi : xi → yρi is an arrow in X for each i ∈ n.
The objects of SX are called monomials of objects in X .
1.4.3. Morphisms of polynomial functors [55]. Morphisms of polynomial functors
are essentially cartesian natural transformations, but involving also change of colours.
Precisely, they are given by diagrams
P′ : I ′ E ′ B′ I ′
P : I E B I,
F
y
F
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where the middle square is cartesian (expressing arity preservation) [55]. These corre-
spond to cartesian natural transformations
Grpd/I′ Grpd/I′
Grpd/I Grpd/I .
P′
F! F!
θ
P
1.4.4. Graphical interpretation of polynomial endofunctors [65]. Given a poly-
nomial endofunctor P represented by
I ← E
p
→ B → I,
I is interpreted as the groupoid of colours (or objects), andB as the groupoid of operations.
The arity of an operation b ∈ B is (the size of) the fibre Eb, and each operation is typed:
the output colour of b is t(b), and the input colours are the s(e) for e ∈ Eb. The groupoid
E is thus the groupoid of operations with a marked input slot. The map p just forgets
the mark. We may picture an element in B as a corolla with node labelled by b ∈ B, and
with leaves and root decorated by I according to this scheme. This is called a P-corolla.
Evaluation of P on an object X → I has the following combinatorial interpreta-
tion [65]. P(X) is the groupoid of P-corollas as before, but furthermore with leaves
decorated in X (subject to a compatibility condition: an element x ∈ X may decorate
leaf ℓ only if the colour of x (under X → I) matches the colour of ℓ (under E → I)).
In particular, the endofunctor P◦P has as operations P-corollas whose input edges are
decorated by other P-corollas, with compatible colours. This data is naturally interpreted
as a ‘2-level P-tree’:
We now formalise this in terms of trees.
1.5 Trees
1.5.1. Trees. The trees relevant to the present context are operadic trees, i.e. admitting
open-ended edges for leaves and root, such as the following:
It was observed in [66] that operadic trees can be conveniently encoded by diagrams
of the same shape as polynomial endofunctors. By definition, a (finite, rooted) tree is a
diagram of finite sets
A
s
←−M
p
−→ N
t
−→ A (4)
satisfying the following three conditions:
(1) t is injective
(2) s is injective with singleton complement (called the root and denoted 1).
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With A = 1 + M , define the walk-to-the-root function σ : A → A by 1 7→ 1 and
e 7→ t(p(e)) for e ∈M .
(3) ∀x ∈ A : ∃k ∈ N : σk(x) = 1.
The elements of A are called edges. The elements of N are called nodes. For b ∈ N ,
the edge t(b) is called the output edge of the node. That t is injective is just to say that
each edge is the output edge of at most one node. For b ∈ N , the elements of the fibre
Mb := p
−1(b) are called input edges of b. Hence the whole set M =
∑
b∈N Mb can be
thought of as the set of nodes-with-a-marked-input-edge, i.e. pairs (b, e) where b is a node
and e is an input edge of b. The map s returns the marked edge. Condition (2) says that
every edge is the input edge of a unique node, except the root edge. Condition (3) says
that if you walk towards the root, in a finite number of steps you arrive there. The edges
not in the image of t are called leaves.
The tree 1 ← 0 → 0 → 1 is the trivial tree . A corolla is a tree of the form
n+1← n→ 1→ n+1 (one node and n input edges).
1.5.2. Inert maps of trees (tree embeddings). An inert map of trees is a diagram
A′ M ′ N ′ A′
A M N A,
α
y
α
where the middle square is a pullback. It is a consequence of the tree axioms that inert
maps of trees are necessarily injective [66]. The pullback condition means (in view of
the Fibre Lemma 1.2.7) that a node must be mapped to a node of the same arity. In
conclusion, the inert maps are precisely the full subtree inclusions (called tree embeddings
in [66]).
The category of trees and inert maps has nice geometric features, including a Grothendieck
topology [66], useful to formalise notions of gluing. Presently, it is of interest that graft-
ing of trees is expressed as colimits in this category: every tree is canonically the colimit
of its one-node subtrees. We shall later need more general maps of trees, which will be
generated by the free-monad monad, cf. 2.1.3 below.
1.5.3. n-level trees. The height of an edge x ∈ A is defined as
h(x) := min{k ∈ N : σk(x) = 1},
(with reference to the walk-to-the-root function σ of Axiom 3). In particular, the root
edge has height 0. An n-level tree is a tree where all edges have height ≤ n and all leaves
have height precisely n. The trivial tree is thus a 0-level tree, and a corolla is a 1-level
tree. Note that a tree without leaves is an n-level tree for all sufficiently big n.
To give an n-level tree is equivalent to giving a sequence of n maps of finite sets
An → An−1 → · · · → A1 → A0 = 1. The corresponding tree is given by
n∑
i=0
Ai ←−
n∑
i=1
Ai −→
n−1∑
i=0
Ai −→
n∑
i=0
Ai,
readily checked to satisfy the tree axioms, and being n-levelled by construction — its set
of leaves is An.
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1.5.4. P-trees. Having trees and polynomials on the same footing makes it easy to deal
with decorations of trees [66] (see also [68, 67, 71]). With a polynomial endofunctor P
fixed, given by a diagram I ← E → B → I, a P-tree is by definition a diagram
A M N A
I E B I,
α
y
α
where the top row is a tree. Hence nodes are decorated by elements in B, and edges
are decorated by elements in I, subject to obvious compatibilities. That the middle
square is a pullback expresses that n-ary nodes of the tree have to be decorated by n-ary
operations, and that a specific bijection is given.
1.5.5. Examples of P-trees. With reference to Example 1.4.2, Id-trees are linear trees,
M-trees are planar trees, and S-trees are abstract trees (naked trees). More exotically, if
P(X) = 1 +X2 then P-trees are planar binary trees.
Denote by tr(P) the groupoid of P-trees, by cor(P) the groupoid of P-corollas, and by
triv(P) the groupoid of trivial P-trees.
Lemma 1.5.6 ([70]). There are canonical equivalences
I ≃ triv(P) and B ≃ cor(P).
1.6 Polynomial monads and operads
1.6.1. Polynomial monads. A polynomial monad is a polynomial endofunctor P
equipped with cartesian natural transformations Id ⇒ P ⇐ P ◦ P, required to satisfy
the associative and unital laws [78]. The multiplication law µ : P ◦ P ⇒ P on a polyno-
mial endofunctor P can be seen as a rule prescribing how to contract each 2-level P-tree
to a P-corolla, preserving arities. The unit law η : Id⇒ P assigns to each colour a special
unary corolla; we may think of this as contraction of trivial P-trees to . More
generally, iteration of these laws gives the unbiased view on monads, which can be seen
as a law prescribing how to obtain from a whole tree configuration of P-operations (that
is, a P-tree) a single P-operation (a P-corolla), called the residue of the P-tree.
1.6.2. Example: the free-monoid monad. The free-monoid endofunctor from Ex-
ample 1.4.2, M(X) =
∑
n∈NX
n, represented by
1← N′
p
→ N→ 1,
has a canonical monad structure. For X a set (or more generally a groupoid), M(X)
is the set of words in X , and M(M(X)) is the set of words of words in X . The monad
multiplication is concatenation of words (that is, removal of parentheses). The unit
interprets an element in X as a word of length 1.
The element n ∈ N can be represented as a planar n-corolla. Then the composite
endofunctor M ◦M has as operations 2-level planar trees, and the monad multiplication
simply contracts such a 2-level tree to the corolla with the same number of leaves. Preser-
vation of leaf number is precisely to say that the natural transformations Id⇒ M⇐ M◦M
are cartesian.
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The following example is fundamental to our undertakings.
1.6.3. The free-symmetric-monoidal-category monad. See [104] for details. The
free-symmetric-monoidal-category endofunctor S : Grpd → Grpd of Example 1.4.2,
represented by
1← B′ → B→ 1,
is naturally a monad. For X a groupoid, SX is the groupoid of monomials of objects in
X . Explicitly these are finite sequences of objects (xi)i∈n, with morphisms permutations
decorated by arrows in X (see 1.4.2). The multiplication µX : SSX → SX is given by
concatenation (disjoint union). The unit ηX : X → SX interprets an object as a length-1
sequence. These natural transformations are readily seen to be cartesian.
1.6.4. Ordinary coloured symmetric operads as polynomial monads. By operad
we mean coloured symmetric operad in Set. We will not reproduce the standard definition
here, because in this work we shall only consider operads in the form of polynomial
monads. The basic result in this direction is Weber’s theorem:
Theorem 1.6.5 (Weber [105], Theorem 3.3). Operads with colour set I are essentially
the same thing as polynomial monads P : Grpd/I → Grpd/I cartesian over the free-
symmetric-monoidal-category monad, as in
I E B I
1 B′ B 1,
F
y
F
for which (I is a set and) B → B is a discrete fibration.
Briefly, the equivalence goes as follows [72]. For an operad P with colour set I, the
symmetric groups Sn act on the sets of n-ary operations. Let B be the disjoint union of
the homotopy quotients of these actions. There is a canonical projection map to B, itself
the disjoint union of the 1-object groupoids Sn. This is a discrete fibration, whose fibre
over n is the set Pn of n-ary operations. The groupoid E is given by (strict) pullback.
The fibre of E → B over an operation r is the set of its input slots. The monad structure
on the polynomial endofunctor comes precisely from the substitution law of the operad
P.
Conversely, given a polynomial monad cartesian over S as above, the discrete fibration
B → B induces a S-set which is the set of operations of an operad. The set of n-ary
operations is the (homotopy) fibre of B → B over n. The operad substitution law comes
from the monad multiplication.
1.6.6. Polynomial monads and operads as needed in this paper. It is often
convenient to work with operads allowed to have a groupoid of colours rather than just
a set of colours. In this paper, the reason is simple: we shall see that the Baez–Dolan
construction naturally produces operads with a groupoid of colours, even if given as
input an operad with a set of colours. We also need to give up the requirement that
the classifying map B → B be a discrete fibration. Accordingly we define an operad
(with groupoids of colours I) to be a finitary polynomial monad P : Grpd/I → Grpd/I
represented by a diagram of groupoids
I ← E
p
→ B → I.
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1.6.7. Example. The free-monoid monad M (see 1.4.2 and 1.6.2) is an operad in the
sense of 1.6.6, by means of the diagram
M : 1 N′ N 1
S : 1 B′ B 1.
=
y
=
Note that the map N→ B is not a fibration, but it could easily be replaced by a fibration,
by letting N denote the equivalent groupoid of all finite linear orders and monotone maps.
A nonsymmetric operad is a polynomial monad over M. Thereby it is also over S; this
is its symmetrisation. Note that in the polynomial formalism, the polynomial monad
itself does not change under symmetrisation.
2 Free monads, Baez–Dolan construction, and two-
sided bar construction
2.1 The free monad P∗
For any polynomial endofunctor P, one can construct the free monad on P: it is the
(least) solution to the fixpoint equation of endofunctors
Q ≃ Id+ P ◦ Q,
and it exists for general categorical reasons. More importantly, there is a neat explicit
polynomial representation:
Theorem 2.1.1 ([66], [70], [56]). For a finitary polynomial endofunctor P represented by
I ← E → B → I, the free monad P∗ is represented by
I ←− tr′(P) −→ tr(P) −→ I,
where tr(P) is the groupoid of P-trees, and tr′(P) is the groupoid of P-trees with a marked
leaf.
Graphically:
*







{ } { }
P∗
forget mark
root edgemarked leaf
(The trees in the picture are P-trees, but the P-decorations have been suppressed to avoid
clutter.)
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2.1.2. Example: free monad on a tree. Since a tree A ← M → N → A is in
particular a polynomial endofunctor T, one can consider the free monad on it. But
according to 1.5.2, T-trees are subtrees in T, so that the free monad on T is given by
A←− sub′(T) −→ sub(T) −→ A
(with evident notation).
2.1.3. Active maps and the Moerdijk–Weiss category of trees Ω. Moerdijk and
Weiss [84] defined the category Ω of operadic trees to be the full subcategory of the
category of operads spanned by the free operads on trees. Formally, a map T ′ → T in Ω
is a morphism of polynomial endofunctors T ′ → T∗, that is, a diagram
A′ M ′ N ′ A′
A sub′(T ) sub(T ) A.
α
y
α
In addition to the inert maps֌ already described in 1.5.2, Ω has activemaps, denoted
→ \, formally generated by the free-monad monad [103]. In elementary terms they are node
refinements [66]: for each corolla there is an active map to any tree with the same number
of leaves:
C
→ \
R
C
→ \
R
(The second picture here illustrates the important special case where a unary node is
refined into a trivial tree.) General active maps K → \ T are described by the following
lemma. For K a tree, denote by Act(K) the groupoid of all active maps out of K.
Lemma 2.1.4 ([56], Lemma 5.3.8). If C1, . . . , Cn are the nodes of a tree K, then there
is a canonical equivalence
Act(K) ≃
n∏
i=1
Act(Ci).
In other words, an active map out of K is given by refining each node of K into a tree of
matching arity as above, and then gluing together all these refinement maps according
to the same gluing recipe that describes the tree K as a colimit of its nodes, like this:
K
C2
C1
C3
C4
→ \
T
R2
R1
R3
R4
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General maps in Ω look essentially the same but can land in bigger trees. More
precisely, one is allowed to postcompose with an inclusion (inert map) of trees of T into
a bigger tree. This leads to:
2.1.5. The active-inert factorisation system in Ω [66]. Every arrow in Ω factors
as an active map followed by an inert map, constituting the active-inert factorisation
system. Restricted to the subcategory of linear trees ∆ ⊂ Ω, this gives the active-inert
factorisation system on ∆ already described in 1.3.1.
In particular, we shall need to refactor as follows. Given an inert map followed by an
active map (drawn as solid arrows):
q
there is a unique way of refactoring it into an active map followed by an inert map, as
indicated.
2.1.6. Remark. This active-inert factorisation system is a special case of the general
notion of generic-free factorisation system introduced and studied deeply by Weber [102],
[103]. Many of the important properties in the abstract theory of operads can be described
in terms of this factorisation system. In fact, recently Chu and Haugseng [24] have taken
this viewpoint to the extreme, developing an axiomatic theory of operad-like structures
based on this notion.
2.1.7. Induction of P-structure along maps in Ω. Let P be any polynomial endo-
functor (not required to have monad structure). For an inert map of trees S ֌ T , if T is
has P-tree structure, then there is induced a P-tree structure on S, simply by composition
S ֌ T → P (which is composition of diagrams as in 1.4.3). This defines the category
Ωinert(P) of P-trees and inert maps (for any polynomial endofunctor P).
If P is furthermore a monad, then this functoriality extends to active maps K → \ T .
Indeed, by construction (2.1.5) an active map K → \ T is a morphism of polynomials
K → T∗, and since P is a monad, the P-tree structure T → P gives by adjunction
a morphism of polynomials T∗ → P. The composite K → T∗ → P is the induced
P-structure on K. Altogether this defines, for any polynomial monad P, a category of
P-trees Ω(P) (which in fancier terms can be described as the category of elements of the
dendroidal nerve of P, cf. [66].)
2.2 The Baez–Dolan construction P◦
We now come to the central notion of this work, the Baez–Dolan construction [3]. Cu-
riously, Baez and Dolan defined the construction for operads with categories of colours,
but used it only for operads with sets of colours. The set version is not optimal for the
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purposes of opetope theory. It was adjusted by Cheng [22], simply by taking the orig-
inal definition seriously and allowing a groupoid of colours. An alternative adjustment
was provided by Kock, Joyal, Batanin and Mascari [71], using polynomial monads over
Set. These cannot account for general operads, only for so-called sigma-cofibrant oper-
ads [66], but that is enough for the purpose of defining opetopes. The following version
of the Baez–Dolan construction is the polynomial version from [71], but upgraded from
sets to groupoids, in the spirit of Cheng [22].
2.2.1. Set-up. Let P be a polynomial monad, represented by a diagram of groupoids
I ← E → B → I.
Consider the category PolyEnd/P of polynomial endofunctors of Grpd/I cartesian over
P. This category is monoidal under composition: given Q⇒P and Q′⇒P, the composite
is Q ◦ Q′ ⇒ P ◦ P ⇒ P, using the monad multiplication of P. The neutral object for the
composition is η : Id ⇒ P (the monad unit). Consider also the category PolyMnd/P of
polynomial monads cartesian over P. The forgetful functor U admits a left adjoint, the
free-monad-over-P functor:
PolyMnd/P
PolyEnd/P.
U⊣
Denote by T the monad generated by this adjunction. Now the key point is that there is
a natural equivalence
PolyEnd/P ≃ Grpd/B. (5)
This is because polynomial endofunctors cartesian over P are given by diagrams
U V
I I ,
E B
y
but clearly this data is completely determined by the single map V → B.
2.2.2. The Baez–Dolan construction, polynomial version. With notation as in
2.2.1, the Baez–Dolan construction on P is by definition the monad
Grpd/B Grpd/B
P◦
obtained by transporting the monad T along the key equivalence PolyEnd/P ≃ Grpd/B.
2.2.3. Note. In the literature the Baez–Dolan construction on P is usually denoted P+,
and sometimes called the plus-construction [3], [75], [71]. The change in notation here is
motivated by the fact that P◦ will relate to P∗ in the same way as substitution relates
to multiplication (for power series), as will become clear.
One can now follow through the explicit description of the free-monad-over-P monad
and the key equivalence (5), to obtain the following.
24
Theorem 2.2.4 ([71]). The Baez–Dolan construction P◦ is polynomial, represented by
B ←− tr•(P) −→ tr(P) −→ B.
Here tr(P) is the groupoid of P-trees, and tr•(P) is the groupoid of P-trees with a marked
node. The last map takes a P-tree and contracts it to a P-corolla (i.e. an object of B,
cf. Lemma 1.5.6) using the original monad structure on P (cf. 1.6.1). The leftmost map
returns the marked node of the P-tree, considered as a P-corolla. The middle map simply
forgets the mark.
Graphically:
*








{ } { }
P◦
forget mark
monad mult.marked node
(The trees in the picture are P-trees, but the P-decorations have been suppressed to avoid
clutter.)
2.2.5. Blobbed trees. An operation of the endofunctor P◦ ◦ P◦ is a P-tree K whose
nodes are decorated by P-trees Ri in a compatible way: the tree that decorates a node
with local structure b ∈ B must have b as its residue 1.6.1 (note that the notion of
residue for P-trees involves the monad multiplication of P, to compose the whole tree
configuration of operations to a single operation). An operation of P◦ ◦ P◦ is thus an
active map of P-trees
K → \ T,
mapping each node in K to a subtree Ri ⊂ T , as described in 2.1.3. A pictorial way
of encoding this is to draw each node of K as a big blob and draw its decorating tree
inside the blob, so that its leaves and root match the boundary of the blob. Altogether
the configuration can be seen as a blobbed P-tree (called constellation in [71]) — a P-tree
T with some blobs partitioning the tree into smaller trees:
(6)
Each blob contains a tree, and each node is contained in precisely one blob. It must be
stressed that there may be blobs containing only a trivial tree. This occurs naturally
because the tree K may contain unary nodes , and the decorating tree of such a unary
node may be the trivial tree . For details, see [71]. Let us stress that and are
examples of blobbed trees, corresponding, respectively, to the active maps → \ and
→ \ . The combinatorial description is attractive and useful for grasping constructions,
but for the actual proofs below, it is the active maps K → \ T → P we shall actually work
with.
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2.2.6. Monad structure on P◦ and operad interpretation. The monad structure
is canonically given by the adjunction. The monad multiplication µ : P◦ ◦ P◦ ⇒ P◦
simply takes the tree of P-trees and returns the total P-tree obtained by gluing together
all the decorating P-trees Ri according to the recipe provided by K, to get a big P-tree
T . In terms of blobbed trees, the monad multiplication consists in erasing the blobs (not
their content) and retaining the total P-tree T . The unit for the monad P◦ is given by
regarding a P-corolla as a P-tree.
We consider P◦ as a coloured operad, in the sense of 1.6.6: its colours are the opera-
tions of P. The operations of P◦ are the P-trees, and the arity of such a P-tree is its set of
nodes. One can substitute a whole P-tree (that is, a P◦-operation) into a node of another
P-tree if the residue of the tree matches the local structure of the node, as pictured here:
❀
(7)
The neutral operation (of colour b ∈ B) is the tree consisting of just that corolla b.
Note that for each original colour i ∈ I, the trivial tree of colour i is a nullary operation
of P◦.
2.2.7. Example. Let P be the identity monad Id : Grpd → Grpd, which is represented
by the diagram
1← 1→ 1→ 1.
The ones are all singleton; the two middle ones have been underlined just to stress that
the play a different role than the non-underlined. According to the general graphical
interpretation (1.4.4), we picture the unique operation (unique element in B = 1) as a
. The free monad on Id is represented by
1← N
=
→ N→ 1,
where N is regarded as the set of linear trees (including the trivial tree, corresponding to
0 ∈ N). The Baez–Dolan construction Id◦ is instead represented by
1← N• → N→ 1.
Here N• denotes the set of (iso-classes of) linear trees with a marked node. The monad
multiplication is given by substituting linear trees into the nodes of linear trees. Since Id◦
has one operation in each degree, it is easily seen that Id◦ is the free-monoid monad from
Example 1.6.2, which is thus exhibited as the Baez–Dolan construction on the identity
monad. We shall return to this example in 5.2.
2.2.8. Example (continued from Example 1.6.2). Let P = M be the free-monoid
monad on Grpd, X 7→ X∗, represented by
1← N′ → N→ 1.
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We regard N as the set of corollas (one for each arity n ∈ N) and N′ as the set of corollas
with a marked leaf. The monad law now deals with grafting of corollas onto leaves. (This
is a different graphical interpretation than the one just produced in the previous example
with M = Id◦.)
The free monad on M is represented by
1← tr′(M)→ tr(M)→ 1,
having as operations the set of all M-trees, which means planar trees. The Baez–Dolan
construction M◦ is represented by
N← tr•(M)→ tr(M)→ N,
where tr•(M) is the set of planar trees with a marked node. The monad multiplication is
given by substituting trees into nodes. This monad M◦ is the free-nonsymmetric-single-
coloured-operad monad [75].
2.2.9. Aside: opetopes. The original motivation [3] for the Baez–Dolan construction
was to iterate it and use it to define the opetopes. These are shapes parametrising higher-
dimensional many-in/one-out operations, in turn devised by Baez and Dolan to define
weak n-categories for all n (see Leinster’s book [75] for a detailed development of the
theory).
The n-dimensional opetopes are by definition the colours of the nth iteration of the
Baez–Dolan construction starting with Id:
Op0 = 1 Op1 = 1 Op2 = N Op3 = tr(Id
◦) = tr(M),
the set of planar trees. In dimension 4 one finds the set of blobbed planar trees, and
after that it becomes increasing complicated. An elementary combinatorial description
was given in [71] in terms of something called zoom complexes, certain trees of trees of
trees.
2.3 Two-sided bar construction (of one operad relative to an-
other)
The two-sided bar construction is a classical construction in algebraic topology and ho-
mological algebra (see [82]), where it serves, among many other things, to construct
classifying spaces, approximations and resolutions, and deloopings. In 2-dimensional cat-
egory theory it serves to model the PROP envelope of an operad, and more generally
internal algebra classifiers via codescent objects [106]; see also [6].
The relative polynomial version used here is due to Weber [106]; it concerns the situ-
ation where one polynomial monad is cartesian over another. The most important case
is that of polynomial monads cartesian over S, the free-symmetric-monoidal-category
monad 1.6.3, because these are essentially symmetric operads. We describe the construc-
tions in that case, but S could be replaced by any other polynomial monad (as we shall
do in Subsection 4.2).
2.3.1. Operad morphisms (monad opfunctors). The natural notion of morphism of
coloured operads does not fix the colours, and therefore at the monad level must be a bit
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more involved than just natural transformations. To say that a monad R : Grpd/I →
Grpd/I is cartesian over S means there is a diagram of polynomial monads
I E B I
1 B′ B 1.
F
y
F
intertwining the two monads R and S by means of the functor F! and a natural transfor-
mation
φ : F!R⇒ SF!,
forming together a monad opfunctor in the sense of Street [95], a monad adjunction in
the sense of Weber [106], or a vertical morphism of horizontal monads in the double-
category setting [45]. This means we have the following two compatibilities with the
monad structures (monad opfunctor structure on F!): for any object A in Grpd/I we
have commutative diagrams
F!A F!A
F!RA SF!A
F!η
R
A
ηS
F!A
φA
F!RRA SF!RA SSF!A
F!RA SF!A.
F!µ
R
A
φRA SφA
µS
F!A
φA
(8)
It is a general fact that in the polynomial setting the natural transformation φ is
cartesian. This follows because its ingredients are the unit and counit of lowershriek-
upperstar adjunctions and an instance of the Beck–Chevalley isomorphism. See [106,
§ 3.3] for details.
2.3.2. One-sided bar construction. Let 1 := idI :I→I denote the terminal object in
Grpd/I , and let α : R1 → 1 denote the unique map from R1 in Grpd/I . (Note that α
has underlying map of groupoids B → I.) The pair (1, α) is the terminal R-algebra.
In Grpd/I there is induced a natural simplicial-object-with-missing-top-face-maps
1 R1 RR1 RRR1s0
. . . . . .
d0 s0
s1
. . . . . .
d1
d0
s2
s1
s0
. . . . . .
d2
d1
d0
. . . (9)
The bottom face maps come from the action α : R1 → 1, and the remaining face and
degeneracy maps come from the monad structure. The lowest-degree maps are
1 R1 RR1η1
. . . . . .
α Rη1
ηR1
. . . . . .
µ1
Rα
. . .
and in general, sk : R
n1→ Rn+11 is given by Rn−kηRk1 and dk : R
n+11→ Rn1 is given by
Rn−kµRk−11, with the convention that µR−11 = α.
2.3.3. Two-sided bar construction. We now apply SF! to the diagram (9) above, to
obtain inside Grpd a genuine simplicial object: the diagram now acquires the missing
top face maps (written ), and constitutes altogether a simplicial object in Grpd
([106], Lemma 4.3.2) which is the two-sided bar construction on R, denoted BarS(R):
SF!1 SF!R1 SF!RR1 SF!RRR1BarS(R) : s0d0
d1
s0
s1
d0
d2
d1
s2
s1
s0
d3
d2
d1
d0
. . .
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The new top face maps are given by
d⊤ := µ
S ◦ S(φ).
For example, the lowest-degree top face map is given as
SSF!1
SF!1 SF!R1.
µSF!1
d1
S(φ1) (10)
2.3.4. Remarks. Note that F! only serves to pass from Grpd/I to Grpd, so that the
simplicial object really lives in the category Grpd. It should further be noted that the
terminal object in Grpd/I (as always denoted 1) is the identity map id : I → I, so that
we have
F!1 = I and F!R1 = B.
Furthermore, F!RR1 is the groupoid of 2-level R-trees.
The S in front of everything means we are talking about monomials of objects. Mono-
mials of degree 1 (that is, original objects) are called connected. In the cases of interest,
the objects will be various kinds of trees, and it makes sense also to say forest for mono-
mials (disjoint unions) of trees. All the face and degeneracy maps — except the top face
maps — are S of a map, meaning that they send connected objects to connected objects.
In contrast, the top face maps generally send connected objects to non-connected ones,
which is what the wavy arrows indicate.
It should be noted that the standard notation in the literature for this two-sided bar
construction is
B(SF!,R, 1).
2.3.5. Interpretation of the groupoids. The two-sided bar construction is completely
formal. At the same time, all the constituents of X = BarS(R) have clean combinatorial
interpretations. For the groupoids:
Xk = S trk(R) is the groupoid of monomials of k-level R-trees.
In particular,
• X0 = S tr0(R) = SI is the groupoid of monomials of colours;
• X1 = S tr1(R) = S cor(R) = SB is the groupoid of monomials of operations of R ;
• X2 = S tr2(R) = SRB is the groupoid of monomials of 2-level R-trees.
As to the maps, they are all about joining or deleting levels (or inserting trivial levels),
using the monad structure. In the lowest degree X0 X1s0d0
d1 ,
• the bottom face map d0 returns the root edges (of a monomial of corollas);
• the top face map d1 returns the monomial of leaves.
• The degeneracy map s0 sends a colour i to the identity operation on i.
In the next degree, X1 X2s0
s1
d0
d2
d1
• d0 returns the bottom level of nodes;
• d1 composes the 2-level forest to a 1-level forest using monad multiplication;
• d2 returns the monomial of corollas resulting from deleting the bottom nodes;
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• s0 sends a corolla to the 2-level tree obtained by grafting identity corollas onto all
leaves;
• s1 sends a corolla to the 2-level tree obtained by grafting that corolla onto a single
identity corolla.
And so on. The beginning of the simplicial groupoid BarS(R) can thus be pictured
like this:
S
{ } leaves
root S
{ } delete bottom corolla
compose
delete top forest
S



 . . .
(11)
(The corollas in the picture are R-operations. The degeneracy maps are not rendered in
the picture, to avoid clutter.)
Proposition 2.3.6 (Weber [106], Prop. 4.4.1). For any operad R, the simplicial groupoid
BarS(R) is a strict category object and a Segal space.
Proposition 2.3.7 ([72], Prop. 3.7). For any operad R, the two-sided bar construction
X = BarS(R) is an S-algebra in Segal spaces. Furthermore, the structure map SX → X
is culf, and hence altogether X is a symmetric monoidal decomposition space.
Note that S preserves (both strict and) homotopy pullbacks, so if X is Segal then so
is SX . The S-algebra structure is a consequence of the fact that degree-wise, X is S of
something. The S-algebra structure SX → X is given in degree k by monad multiplication
SF!R
k1 SSF!R
k1.
µS
F!R
k1
Culfness is a consequence of the fact that S is cartesian.
2.3.8. Incidence bialgebra. Since the two-sided bar construction BarS(R) is a Segal
groupoid, and in particular a decomposition space [51], one can now apply the incidence
coalgebra construction (1.3.5) to obtain a coalgebra structure on the slice Grpd/X1 , with
comultiplication given by the span
X1 X2 X1 ×X1.
d1 (d2,d0)
Recall that X1 is the groupoid of monomials of operations of R, and X2 is groupoid of
monomials of 2-level trees in R. The symmetric monoidal structure is disjoint union.
Thanks to its culfness property, the induced multiplication functor is compatible with
the comultiplication so as to give altogether a bialgebra [51].
Shortly we shall impose the finiteness conditions necessary to take homotopy cardi-
nality (4.1.1), which will finally give an ordinary bialgebra in Q-vector spaces, where an
R-operation r is comultiplied as
∆(r) =
∑
r=b◦(a1,...,an)
a1 · · ·an ⊗ b.
(Because of the bialgebra structure, it is enough to specify the comultiplication on con-
nected elements, i.e. the operations themselves, rather than monomials of operations.)
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2.4 Two-sided bar construction on P∗
2.4.1. Set-up. We fix an operad in the form of a polynomial monad P, represented by
I ← E → B → I. Then, as we have seen in 2.1.1, the free monad P∗ is represented
by I ← tr′(P) → tr(P) → I. We denote by F : I → 1 the unique map to the terminal
groupoid.
Let Y = BarS(P∗) denote the two-sided bar construction of P∗. We have
Y = BarS(P∗) : SF!1 SF!P∗1 SF!P∗P∗1s0d0
d1
s0
s1
d0
d2
d1 · · ·
Thus Y0 = SF!1 = SI is the groupoid of monomials of colours, and Y1 = SF!P∗1 = S tr(P)
is the groupoid of monomials of P-trees (which we may interpret as P-forests).
2.4.2. Interpretation of the groupoids Yn. The general description of the two-sided
bar construction in 2.3 tells us that Yn is the groupoid of (monomials of) n-level trees W
decorated by P∗-trees. This is the same as (monomials of) active maps
W → \ T,
where W is an n-level tree and T is any P-tree.
(Note that a 1-level P-tree is a corolla, and to give an active map from a corolla to a
P-tree is the same thing as giving the P-tree (each P-tree receives a unique active map
from a P-corolla (namely its residue 1.6.1)).)
2.4.3. Inner face maps as precomposition. A (connected) n-simplex of BarS(P∗)
is an active map of P-trees W → \ T , where W is an n-level tree. The inner face maps
Yn−1
di← Yn (0 < i < n) are described as follows. Let W
′ be the (n−1)-level tree obtained
from W by contracting all the edges between levels n − 1 and n, then there is a unique
active map W ′ → \ W . Now di(W→ \T ) is the composite W
′ → \ W → \ T .
The same kind of description works for the degeneracy maps.
2.4.4. Outer face maps in terms of active-inert factorisation in Ω. The outer
face maps of Y involve active-inert factorisation in Ω (cf. 2.1.5). We describe the top
face maps. Given a (connected) n-simplex W → \ T , consider the (n−1)-level forest
W ′ obtained by deleting the root node of W , with the canonical inert map of forests
W ′ ֌W . The top face map Yn−1
dn← Yn returns the (n− 1)-simplex W
′ → \ T ′ appearing
in the active-inert factorisation
W ′ T ′
W T.
q
The bottom face maps Yn−1
d0← Yn are defined similarly, by deleting the leaf level
instead of the root level.
2.4.5. Layerings and cuts. We define an n-layering of a P-tree T to be an active map
from an n-level tree
W → \ T.
We also call it a P-tree with n− 1 compatible cuts. For the actual computations, we shall
stick with active maps, so in a sense layerings and cuts are just redundant terminology.
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However, they serve to strengthen the combinatorial intuition with further pictures, and
to relate to the notion of directed restriction species [49]2 and the Butcher–Connes–
Kreimer bialgebra of Example 1.3.8, as we shall formalise in 5.4.
In particular, an active map W → \ T from a 2-level tree encodes equivalently the
following data: a bottom tree (the image of the root-level node of W ) whose leaves are
decorated with other trees (the images of the leaf-level nodes of W ). This is conveniently
interpreted as a tree with a cut, as illustrated here:
=
2.4.6. Layer interpretation of the face and degeneracy maps. Trees (and forests)
should be read from leaves to root, in accordance with the operad interpretation, where
leaves are inputs and root is output. The face maps are best understood from this
viewpoint: in the lowest degree Y0 Y1s0d0
d1
• d0 deletes the leaf level, retaining only the root colour;
• d1 deletes the root level, retaining only the monomial of leaf colours.
In the next degree, Y1 Y2s0
s1
d0
d2
d1
• d0 deletes the leaf layer, leaving only a tree containing the root;
• d1 joins the two layers, keeping the underlying P-tree fixed;
• d2 deletes the root layer, leaving only the crown forest.
S
{ } leaves
root S




top forest
forget cut
bottom tree
S



 . . .
(12)
The degeneracy maps (not pictured) insert empty layers:
• s0 : Y0 → Y0 sends a colour (trivial tree) to the trivial tree of that colour;
• s0 : Y1 → Y2 adds the cut of all the leaves;
• s1 : Y1 → Y2 adds the cut of the root edge.
The top face maps generally take connected objects to non-connected ones, as exem-
plified by Y1
d2← Y2 which takes a tree with a cut to the top forest. All the non-top face
maps as well as the degeneracy maps send connected objects to connected objects.
2.5 Two-sided bar construction on P◦
Let P be any operad, represented by I ← E → B → I. We have seen in 2.2.4 that the
Baez–Dolan construction P◦ is represented by B ← tr•(P) → tr(P)→ B. We denote by
F : B → 1 the unique map (apologising for the notation clash: previously F denoted the
map I → 1, relevant for the free-monad construction).
2For nontrivial trees, the layering notion agrees with the general notion of layering of directed restric-
tion species of [49]. In the presence of trivial trees, the situation is a more subtle.
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Denote by Z := BarS(P◦) the two-sided bar construction of P◦. The beginning of Z
looks like this (picturing P-trees as plain trees, and omitting degeneracy maps):
S
{ }
nodes
residue S




blobs
forget blobs
contract blobs
S



 . . .
(13)
as we now formalise.
2.5.1. Description of the face maps of Z = BarS(P◦). All the non-top face maps, as
well as the degeneracy maps, send connected configurations to connected configurations.
The top face maps generally take a connected configuration to a non-connected one (as
indicated with wavy arrows), exemplified by Z1
d2← Z2 which takes a blobbed tree to
the forest consisting of the individual blobs. More formally, given an element K → \ T
in Z2, there is a canonical cover of K by corollas (one for each node), more precisely a
bijective-on-nodes inert map of forests∑
iCi ֌ K.
For each node Ci, take active-inert factorisation as in the diagram
Ci Si
K T.
q
Altogether
d2(K→ \T ) = S1 · · ·Sk.
The general case is described as follows. Zn is the groupoid of sequences of active
maps of P-trees
K(n) → \ K(n−1) → \ · · · → \ K(1) → \ K(0) = T → P,
with the condition that K(n) is a forest of corollas. The last map T → P is just to say
that T is a P-tree. By 2.1.7, this induces P-structure on all trees K(i) in the sequence.
The bottom face map d0 consists in deleting T .
The middle face maps di (0 < i < n) consist in composing two consecutive maps. The
degeneracy maps sj just insert identity maps.
The top face map dn cannot just delete K
(n), because of the requirement that the
sequence begins with a forest of corollas. What it does instead is to ‘look into the nodes
of K(n) and return the remaining sequence seen through that node’. More precisely, a
node of K(n) defines an inert map from a corolla C ֌ K(n); let C(n) be the forest of all
nodes in K(n), so that C(n) ֌ K(n) is an inert map with the further properties that it is
bijective on nodes and its domain is a forests of corollas. Now the top face map is defined
by returning the sequence obtained by active–inert factorising the whole configuration:
C(n) C(n−1) · · · C(1) C(0)
K(n) K(n−1) · · · K(1) K(0).
q q q
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3 Incidence comodule bialgebra
So far we have seen that the simplicial groupoids given by two-sided bar construction
on P∗ and P◦, respectively, have the same groupoid in degree 1, namely the groupoid
S(tr(P)) of monomials of P-trees, and therefore define two different bialgebra structures on
Grpd/Y1 ≃ Grpd/Z1 . In this section we establish the first version of the Main Theorem
(3.2.1), showing that these two bialgebras form a comodule bialgebra. We first need to
set up the language required.
3.1 Comodule bialgebras
3.1.1. Classical comodule bialgebras. Recall first the definition (see for example
Abe [1, § 3.2] and Manchon [81]). Fix a bialgebra B (over Q). A comodule bialgebra over
B is a bialgebra in the (braided) monoidal category of (left) B-comodules. Note that the
notion of B-comodule uses only the coalgebra structure of B, not the algebra structure,
but that it is the algebra structure of B that endows the category of B-comodules with
a monoidal structure is given as follows. If M and N are left B-comodules, then there is
a left B-comodule structure on M ⊗N is given by the composite map
M ⊗N → B ⊗M ⊗ B ⊗N
µ13
→ B ⊗M ⊗N.
Here µ13 is the map that first swaps the two middle tensor factors and then use the
multiplication of B in the two now adjacent B-factors. It follows from the bialgebra
axioms that this is a valid left B-comodule structure, giving the monoidal structure on
the category of left B-comodules; the unit object is the B-comodule Q (with structure
map the unit of B). Furthermore, one checks that the braiding on the underlying category
of vector spaces lifts to the category of B-comodules — this depends on the bialgebra B
being commutative.
We now have a braided monoidal structure on B-Comod, and it makes sense to
consider bialgebras in here. A bialgebra in B-Comod is a B-comodule M together with
structure maps
∆M : M → M ⊗M εM : M → Q
µM : M ⊗M → M ηM : Q→ M
all required to be B-comodule maps and to satisfy the usual bialgebra axioms. We shall
be concerned in particular with the requirement that ∆ and ε be B-comodule maps,
which is to say that they are compatible with the coaction γ :M → B ⊗M :
M M ⊗M
B ⊗M ⊗ B ⊗M
B ⊗M B ⊗M ⊗M
∆M
γ
γ⊗γ
µ13
B⊗∆M
M Q
B ⊗M B.
γ
εM
ηB
B⊗ε
(14)
In the main theorem, the two other axioms will automatically be satisfied, because it will
be the case that
• as a comodule, M coincides with B itself (with coaction = comultiplication),
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• the algebra structure ofM coincides with that of B (both will be free commutative).
We now turn to the objective version of these structures.
3.1.2. Comodule configurations. Comodules arising in combinatorics are often the
cardinality of certain slice-level comodules given by so-called comodule configurations of
simplicial groupoids, first studied by Walde [101] and Young [107]. We follow the termi-
nology of Carlier [12], [13]. For X a decomposition space, a left X-comodule configuration
is a culf map
u : M → X,
where M is a Segal space. It is useful to stare at the diagram:
X0 X1 X2 · · ·
M0 M1 M2 · · ·
s0
d0
d1
s0
s1
d0
d2
d1
u
s0
d0
d1
u
s0
s1
d0
d2
d1
u
The actual comodule is thenGrpd/M0, and the coaction byGrpd/X1 is the linear functor
γ : Grpd/M0 → Grpd/X1 ⊗Grpd/M0
given by the span
M0
d1←−M1
(u,d0)
−→ X1 ×M0.
A comodule configuration u : M → X is called locally finite when X is locally finite,
and the face map M0
d1← M1 is finite. This is the map whose fibres are summed over, so
the condition is necessary and sufficient to be able to take homotopy cardinality to arrive
at a comodule at the level of vector spaces, called the incidence comodule.
3.1.3. Example: decalage. Recall that for any simplicial groupoid X , the decalage
Dec⊤X (also called the path-space construction [31]) is the simplicial groupoid obtained
from X by shifting all the groupoids down one degree, and omitting the top face and
the top degeneracy maps. The original top face maps serve to give a simplicial map
u : Dec⊤X → X called the dec map. It is a general fact ([51, Prop. 4.9]) that if X
is a decomposition space then Dec⊤X is a Segal space and the dec map u : Dec⊤X →
X is culf. This is to say that Dec⊤X is a left comodule configuration over X . The
corresponding incidence comodule is simply the incidence coalgebra of X considered as
a left comodule over itself.
3.1.4. Comodule bialgebras, objectively. Given a symmetric monoidal decomposi-
tion space Z, there is induced a symmetric bialgebra structure on Grpd/Z1 . To provide
comodule-bialgebra structure on some slice Grpd/A we need to make the groupoid A ap-
pear simultaneously as A = Y1 for a monoidal decomposition space Y , and as A = M0 for
a left Z-comodule configuration u : M → Z. Then we need to check the axioms. In the
first case of interest, the underlying comodule, as well as its monoidal structure, will be Z
again. As a comodule configuration, this is more precisely the upper dec u : Dec⊤Z → Z
from 3.1.3.
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3.2 Main theorem, general form
Theorem 3.2.1. For any operad P, the two-sided bar constructions BarS(P∗) and BarS(P◦)
together endow the slice Grpd/S(tr(P)) with the structure of a comodule bialgebra. Pre-
cisely, the incidence bialgebra of BarS(P∗) is a left comodule bialgebra over the incidence
bialgebra of BarS(P◦).
3.2.2. Set-up. As usual, we assume P is represented by I ← E → B → I, and employ
the following notation:
• Y = BarS(R∗) is the two-sided bar construction on P∗;
• Z = BarS(P◦) is the two-sided bar construction on P◦.
These simplicial objects have the same groupoid in degree 1, which we give a special
name:
A := Z1 = Y1 = S(tr(P)),
the ‘basis’ for the comodule bialgebraGrpd/A. In all diagrams following, comultiplication
in Z (as well as the coaction) is written vertically, whereas comultiplication in Y is written
horizontally.
Proof of Theorem 3.2.1. We show below in 3.2.3 that the comultiplication of Y is a Z-
comodule map, and in 3.2.8 that the counit of Y is a Z-comodule map. The two remaining
axioms, that the algebra structure maps are Z-comodule maps, are automatically satisfied
since the algebra structure is the same as that of Z, which is compatible with the comodule
structure by the bialgebra axioms for Z.
Lemma 3.2.3. The comultiplication of Y is a Z-comodule map.
Proof. We must show that the following diagram commutes up to natural isomorphism:
Grpd/A Grpd/A ⊗Grpd/A
Grpd/A ⊗Grpd/A ⊗Grpd/A ⊗Grpd/A
Grpd/A ⊗Grpd/A Grpd/A ⊗Grpd/A ⊗Grpd/A.
∆Y
γ
γ⊗γ
µ13
id⊗∆Y
(15)
Spelling out the spans that define these functors, we are faced with the solid diagram
A Y2 A× A
Z2 Q Z2 × Z2
A× A× A× A
A×A A× Y2 A× A× A.
dY1 (d
Y
2 ,d
Y
0 )
dZ1
(dZ2 ,d
Z
0 )
x
q
(dZ2 ,d
Z
0 )×(d
Z
2 ,d
Z
0 )
dZ1 ×d
Z
1
µ13
id×dY1 id×(d
Y
2 ,d
Y
0 )
(16)
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To establish that Diagram (15) commutes, the standard technique (see in particular [13])
is to fill the diagram (16) with commutative squares, such that furthermore the lower left-
hand and upper right-hand squares are pullbacks, as indicated. Then the Beck–Chevalley
isomorphisms 1.1.3 will deliver the required natural isomorphism in (15).
We need to exhibit the middle groupoid Q and the dotted maps. As is typical for
an argument of this kind, these have formal categorical definitions and at the same time
clean combinatorial interpretations. The groupoid Q is the pullback
Z2 Q
A Y2.
dZ0
x
dY1
In other words, the (connected) objects of Q consist of an active map K → \ T (element
in Z2), and an active map W → \ K with W a 2-level tree (element in Y2), with the same
K (that’s the condition of being fibred over A). This can be taken as a strict pullback,
because dY1 is easily seen to be a fibraion. In conclusion, Q is the groupoid of (monomials
of) active maps
W → \ K → \ T,
where T and K are P-trees, and W is a 2-level P-tree. Such configurations in turn can
be interpreted as (monomials of) blobbed P-trees with a compatible cut:
Q = S




Here T is the total tree, K is the tree of blobs, and the 2-level tree W is represented by
the cut, as explained in 2.4.5.
It remains to exhibit the maps, and check that the squares are commutative and
pullbacks as indicated. These checks occupy 3.2.4–3.2.7 below.
3.2.4. The upper left-hand square. The maps constituting the upper left-hand square
are clear from the descriptions:
A Y2
Z2 Q
d1
d1 :
{T} {W→ \T}
{K→ \T} {W→ \K→ \T},
forget W
forget K
forget W
forget K
and it is obvious that the square commutes (but it is not a pullback).
37
3.2.5. The lower left-hand square is a pullback. The lower left-hand square is given
by
Z2 Q
Z2 ×A Z2 × Y2
A×A A× Y2
(id,d0)
d2×id
id×d1
d2×id
id×d1
which intuitively is
{K→ \T} {W→ \K→ \T}
{S1 · · ·Sk, K} {S1 · · ·Sk,W→ \K}
(forest of image-trees , K)
forget W
(forest of image-trees , W→ \K)
forget W
The left-hand component of the vertical maps takes K → \ T , interpret it as a blobbed
tree, and return the forest of trees seen in the blobs. Formally this is given by active-inert
factorising the maps Ci ֌ K → \ T , where C1 · · ·Ck are the nodes of K, as explained in
2.5.1. It is clear the square commutes. To see it is a pullback, compose vertically with
the projection onto the second factor:
{K→ \T} {W→ \K→ \T}
{S1 · · ·Sk, K} {S1 · · ·Sk,W→ \K}
{K} {W→ \K}
(forest of image-trees , K)
forget W
(forest of image-trees , W→ \K)
pr2
forget W
pr2
forget W
Now the outer rectangle is a pullback (it is the pullback defining Q). The bottom square
is also a pullback, since projecting away an identity map is always a pullback. Therefore,
by the Prism Lemma 1.2.5, also the top square is a pullback, which is the square of
interest.
3.2.6. The upper right-hand square is a pullback. The upper right-hand square is
Y2 A× A
Q Z2 × Z2
(dY2 ,d
Y
0 )
dZ1 ×d
Z
1
:
{W→ \T} {(T ′, T ′′)}
{W→ \K→ \T} {(K ′→ \T ′, K ′′→ \T ′′)}.
return layers
return layers
forget K forget K (17)
The horizontal map Y2
(dY2 ,d
Y
0 )−→ A×A is described as follows (cf. 2.4.4). A (connected)
element in Y2 is an active map W → \ T where W is a 2-level tree. By being a 2-level tree,
it has a leaf-preserving inert forest inclusion W ′ ֌W (where W ′ is a forest of corollas),
and a root-preserving inert tree inclusion W ′′ ֌ W (where W ′′ is just a corolla), as in
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the solid part of the diagram
W ′ T ′
W T
W ′′ T ′′.
q
y
The map (d2, d0) : Y2 → A × A returns the pair (T
′, T ′′) consisting of the forest T ′ and
the tree T ′′ appearing in the active-inert factorisation of the two maps to T .
The other horizontal map
Q −→ Z2 × Z2
is of the same nature. A (connected) element in Q is of the form W → \ K → \ T where W
is a 2-level tree. Again we have the solid part of the diagram
W ′ K ′ T ′
W K T
W ′′ K ′′ T ′′.
q q
y y
The map Q→ Z2 × Z2 returns the pair (K
′ → \ T ′, K ′′ → \ T ′′).
The vertical maps in (17) simply forget the trees K (and K ′ and K ′′). More formally,
let Act(P) denote the groupoid whose objects are the active maps of P-trees. The right-
hand map in (17) is a product of two copies of (S of) codom : Act(P)→ Ωiso(P), which
is clearly a fibration: given an active map K → \ T and T ∼→ S, just compose to get an
active map K → \ S. To see that the square (17) is a pullback (which is the main part of
the proof of the theorem), we use the Fibre Lemma 1.2.7, applied to the strict fibres of
these maps. The strict fibre of the map Q→ Y2 over an element W → \ T is the groupoid
Fact(W→ \T )
of all ways of factoring into W → \ K → \ T . On the other hand, the fibre over the
corresponding (W ′1 · · ·W
′
k′ ,W
′′}) ∈ A× A is(∏
i
Fact(C ′i→ \T
′
i )
)
× Fact(C ′′→ \T ′′).
Altogether, the product is over all the nodes of W , so now the equivalence of these two
groupoids follows from the basic equivalence
Act(W ) ≃
(∏
i
Act(C ′i)
)
× Act(C ′′)
of Lemma 2.1.4.
In intuitive terms, the equivalence of the fibres says that to blob a tree T compatibly
with a 2-layering (the active map W → \ T ) is the same as blobbing the root-layer tree
and all the trees in the leaf-layer forest.
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3.2.7. The lower right-hand square. We finally look at the bottom right square:
{W→ \K→ \T} {(K ′→ \T ′, K ′′→ \T ′′)}
{S1 · · ·Sk,W→ \K} {S1 · · ·Sk, K
′, K ′′}
return layers
forest of image-trees , W→ \K disjoint union of forests of image trees, K ′, K ′′
keep the S-forest, return layers
where S1 · · ·Sk = S
′
1 · · ·S
′
k′ · S
′′
1 · · ·S
′′
k′′. It is clear that the trees appearing in these two
expressions are the same, but one may worry that they do not come in the same order.
But in fact the monomials are not indexed by linear orders (that is only for notational
convenience) — in reality they are indexed by the nodes of W , and as such the two
monomials are literally the same.
Now for the counit compatibility.
Lemma 3.2.8. The counit structure of Y is a Z-comodule map.
Proof. We must show that the following diagram commutes up to natural isomorphism:
Grpd/A Grpd/1
Grpd/A ⊗Grpd/A Grpd/A ⊗Grpd/1.
εY
γ η
id⊗εY
Spelling out the spans that define these functors, we are faced with the solid diagram
A Y0 1
Z2 ? 1
A× A A× Y0 A× 1.
sY0
dZ1
(dZ2 ,d
Z
0 )
x
q
η
=
id×sY0
This time, as middle object we are forced to take simply Y0, in order to make the upper
right-hand square a pullback. It remains to exhibit the other maps, and check that the
squares are commutative and pullbacks as indicated. These checks occupy 3.2.9–3.2.11
below.
3.2.9. Upper left-hand square (of the counit compatibility check). This square
A Y0
Z2 Y0
sY0
dZ1 =
commutes because the map Z2 ← Y0 sends a forest U of trivial trees to the identity map
U→ \U . So both way around the square, the result is just U again.
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3.2.10. Lower left-hand square (of the counit compatibility check). The square
is
Z2 Y0
A× A A× Y0
(dZ2 ,d
Z
0 )
id×sY0
(U→ \U) U
(∅, U) (∅, U).
The vertical map on the right takes a forest U of trivial trees, interpreted as the trivially
blobbed trivial forest (hence having no blobs) to the pair (∅, U) consisting of the forest
of all trees seen in the blobs (there are none), and the forest of all the trivial trees. It
is clear this commutes. To see that it is also a pullback, paste below with the square
projecting away the identity map:
Z2 Y0
A× A A× Y0
A Y0.
(dZ2 ,d
Z
0 )
pr2
id×sY0
pr2
sY0
We first show that the composite square is a pullback. The right-hand composite is the
identity map. The left-hand composite, is the (S applied to the) map dom : Act(P) →
Ωiso(P) sending an active map of P-trees to its domain, clearly a fibration. To check that
the composite square is a pullback, we compare the fibres of the vertical maps over an
element U ∈ Y0 (U is a trivial forest). The fibre of the identity map is of course singleton.
The fibre of dom : Act(P) → Ωiso(P) is contractible by Lemma 2.1.4. So the composite
square is a pullback by the Fibre Lemma 1.2.7. But the project-away-the-identity square
is also a pullback. Therefore, by the Prism Lemma 1.2.5, also the top is square is a
pullback, as required.
3.2.11. Lower right-hand square (of the counit compatibility check). Both ways
around send a forest U of trivial trees to the empty forest ∅ (of all the trees seen in the
zero blobs).
This finishes the proof of Theorem 3.2.1.
4 Locally finite version of the incidence comodule-
bialgebra construction
4.1 Finiteness conditions and the reduced Baez–Dolan construc-
tion P⊙
At the objective level, any poset, category, or decomposition space defines a coalgebra [51].
However, in order to take cardinality to arrive at an ordinary coalgebra in vector spaces, it
is necessary to impose the finiteness condition that the poset, category, or decomposition
space be locally finite [52]. This condition says that the two maps
X0
s0→ X1, X1
d1← X2 (18)
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have finite (homotopy) fibres.3 Indeed, the formulae for the counit and comultiplication
amount to summing over these fibres.
4.1.1. Locally finite operads. An operad P is called locally finite [72] if its two-sided
bar construction BarS(P) is locally finite. This is equivalent to demanding directly on
the monad that the structure maps µ : P ◦ P ⇒ P and η : Id ⇒ P be finite. (Here, by
definition, a map in Grpd/I is finite if its image in Grpd is finite.)
Lemma 4.1.2. For any operad P, the free operad P∗ is locally finite.
Proof. Put Y = BarS(P∗). The fibre of Y1
d1← Y2 over a P-tree T is the discrete groupoid
of all ways to cut the tree T , or more formally, the active maps W → \ T , where W is a
2-level tree. The map Y0
s0→ Y1 is even a monomorphism, and therefore in particular is
finite.
Lemma 4.1.3. The Baez–Dolan construction P◦ is never locally finite.
Proof. Put Z = BarS(P◦). The fibre of Z1
d1← Z2 over a P-tree is the discrete groupoid of
all ways of blobbing the tree, as in 2.2.5. Since each edge admits an arbitrary number of
trivial blobs, this is an infinite set.
4.1.4. The reduced Baez–Dolan construction. For the sake of finiteness, and to be
able to take cardinality, we need to work instead with the reduced Baez–Dolan construc-
tion
P⊙ := P◦
(already considered by Baez and Dolan [3]). This is simply the operad P◦ with all nullary
operations removed. Recall that the operations of P◦ are the P-trees, and that the nullary
operations are the trivial P-trees; we are thus excluding trivial P-trees.
The two-sided bar construction of the reduced Baez–Dolan construction P⊙ will be
denoted
Z := BarS(P
⊙).
For the rest of the paper, this will replace Z = BarS(P◦), which will no longer be consid-
ered.
Excluding nullary operations means disallowing trivial trees and trivial blobs. Intu-
itively, for the lowest degrees of Z we have:
• Z0 is the groupoid of monomials of P-corollas;
• Z1 is the groupoid of monomials of nontrivial P-trees;
• Z2 is the groupoid of monomials of nontrivial P-trees with only nontrivial blobs.
More formally:
4.1.5. Active injections, reduced covers, spanning forests. The category of treesΩ
(and the category of P-trees Ω(P)) has another factorisation system than the active-inert
system exploited so far, namely the surjective-injective factorisation system. (The notions
injective and surjective refer to the effect on edges.) All inert maps are injective, but the
active maps come in two flavours: active injections which refine nodes into nontrivial
trees (these are generated by the active coface maps), and active surjections which refine
unary nodes into trivial trees (these are generated by the codegeneracy maps).
3In [50] it is furthermore required that X1 is homotopy finite, but this has turned out to be a
superfluous requirement.
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More formally we can now describe Zk as the groupoid of sequences of active injections
K(n) → \ K(n−1) → \ · · · → \ K(1) → \ K(0) = T → P,
with the condition that K(n) is a forest of corollas (just like in 2.5.1 except we now require
active injections instead of arbitrary active maps).
The opposite of the category of active injections into a fixed nontrivial tree T is a
preorder equivalent to the poset of reduced covers of T (cf. [66, 2.3.2]). Both are equivalent
to the power set of the set of inner edges in T . Here a reduced cover of T is an inert map
of forests
∑
iRi ֌ T which is bijective on nodes, and where the Ri are nontrivial trees.
It could also be called a spanning forest. The correspondence goes like this: given an
active injection K → \ T , let Ri be the subtrees of T arising from active-inert factorisation
of composite maps Ci ֌ K → \ T as in 2.5.1 (where as usual the Ci are the nodes of K).
With this correspondence, Z2 can be described also as the groupoid of reduced covers
of trees, and Z3 can be described as the groupoid of reduced covers of reduced covers. The
active-injections interpretation is good for describing Z1 Z2
d0
d1
(but not d2): we have
d0(K→ \T ) = K and d1(K→ \T ) = T . The reduced-covers interpretation is convenient for
describing Z1 Z2
d1
d2
(but not d0): we have d1(
∑
iRi֌T ) = T and d2(
∑
iRi֌T ) =∑
iRi.
In the following it will be practical to favour the active-injections interpretation, but
we will have to convert to reduced-covers viewpoint each time we describe a top face map.
Lemma 4.1.6. For any operad P the reduced Baez–Dolan construction P⊙ is locally finite.
Proof. The fibre of Z1
d1← Z2 over a P-tree T is the discrete groupoid of all active injections
K → \ T , this is a finite since there are only finitely many nodes in T . Put in other terms,
the fibre is the discrete groupoid of all ways of blobbing the tree in such a way that each
blob contains at least one node. The degeneracy map Z0
s0→ Z1 assigns to a corolla the
same corolla with a single blob around it. This map is even a mono, so in particular
finite.
4.1.7. ‘General trees as comodule over nontrivial trees’. We now have a locally
finite simplicial groupoid Z = BarS(P
⊙) (which is a symmetric monoidal Segal space),
so its incidence bialgebra admits a homotopy cardinality. But now it no longer has the
same underlying space as the incidence bialgebra of Y = BarS(P∗), and some further
adjustments are required. It is not possible to adjust Y in the same way, because Y0
consists entirely of trivial trees, so these cannot just be thrown away. Instead we need a
separate comodule structure on Y1, which in the objective setting should be a comodule
configuration u : M → Z with M0 = Y1. In rough terms we need to exhibit ‘general
P-trees as a comodule over nontrivial P-trees’. (Note that it does not work simply to use
BarS(P◦) as M , because it cannot possibly be culf over BarS(P
⊙): there are obviously
more ways of drawing blobs on a tree than drawing nontrivial blobs.)
The simplicial groupoid M is finally going to have
• M0 the groupoid of (monomials of) arbitrary trees (possibly trivial);
• M1 the groupoid of (monomials of) arbitrary trees (possibly trivial) with nontrivial
blobs.
One can fiddle with these conditions, figure out what the higher Mk should be, as-
semble them into a simplicial groupoid, and prove that it is culf over Z, so as to form
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indeed a comodule configuration. Rather than doing this by hand, we shall embark on a
small detour to be able to deduce these properties from a general construction: we shall
define a relative two-sided bar construction C := F! BarP◦(P
⊙) and then put M := SC.
General principles will then imply that M culf over Z, and that M is locally finite as a
comodule, as required.
4.2 Further bar constructions and a general comodule construc-
tion
We shall exploit further two-sided bar constructions to give an abstract construction of
comodules from a pair of operads, one cartesian over the other.
4.2.1. Set-up. We place ourselves in the situation of an operad map R⇒ P, in the form
of polynomial monads related by monad opfunctors
R⇒ P⇒ S,
altogether represented by polynomial diagrams
R : J U V J
P : I E B I
S : 1 B′ B 1.
G
y
G
F
y
F
The monad opfunctor R⇒ P is given by the functor G! and a natural transformation
θ : G!R⇒ PG!;
the monad opfunctor P⇒ S is given by the functor F! and a natural transformation
ψ : F!P⇒ SF!,
both satisfying the axioms of 2.3.1. The composite exhibits also R as an operad, with
monad opfunctor R⇒ S given by the functor F!G! and the natural transformation
φ : F!G!R⇒ SF!G!,
which is simply ψG! ◦ F!θ.
Proposition 4.2.2. From operads R⇒ P ⇒ S as in 4.2.1, there is induced a simplicial
map F! BarP(R) → BarS(R), and it is culf. In other words, F! BarP(R) is a comodule
configuration over BarS(R).
Proof. The two-sided bar constructions BarS(R) and F! BarP(R) are the top and bottom
row of the diagram
SF!G! 1 SF!G! R1 SF!G! RR1
F!PG! 1 F!PG! R1 F!PG! RR1
BarS(R) : s0d0
d1
s0
s1
d0
d2
d1 . . .
F! BarP(R) :
ψG!1
s0
d0
d1
ψG!R1
s0
s1
d0
d2
d1
ψG!RR1
. . .
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The vertical comparison maps are components of the natural transformation ψ. We first
check that this is a simplicial map. By naturality of ψ, it is clear that the vertical maps
commute with all degeneracy and face maps except perhaps the top face maps. The top
face maps are special since they involve the monad multiplication of S, and require a
separate check: for k ≥ 0, put A := Rk1. The compatibility with the top face between
degree k + 1 and k is commutativity of the outline of the diagram
SSF!G!A
SF!G!A SF!G!RA
SF!PG!A
F!PG!A F!PG!RA
F!PPG!A
µS SφA
SF!θA
SψG!A
ψG!A ψG!RA
F!PθA
ψPG!A
F!µ
P
Commutativity of the pentagon on the left is a monad-opfunctor axiom (8) for ψ. The
triangle is (S applied to) the definition of φ. Commutativity of the square is naturality
of ψ. Furthermore, the simplicial map is cartesian on the non-wavy part because ψ is a
cartesian natural transformation. In particular the simplicial map is culf, and therefore
makes the bottom row F! BarP(R) a comodule over the top row BarS(R).
4.2.3. Finite operad maps. An operad map, in the form of a monad opfunctor (G, θ) :
R⇒ P represented by
R : J U V J
P : I E B I,
G K
y
H G
is called finite when the maps G and H are finite (then the map K is finite too, by
pullback).
Lemma 4.2.4. If (G, θ) : R⇒ P is finite, then all components of θ are finite.
Proof. It is enough to check that θ1 is finite, because θ is a cartesian natural transfor-
mation, and therefore all the other components of θ are pullbacks of θ1. The map θ1 is
related to G and H by the diagram
V = R(J)
P(J)
B = P(I).
H
θ1
P(G)
But G and H are finite by assumption, and P(G) is too (because endofunctors underlying
operads preserve finite maps). Now it follows from the next lemma that also θ1 is finite.
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Lemma 4.2.5. Given maps of groupoids A
f
→ B
g
→ C, if two out of f , g, and g ◦ f are
finite then so is the third.
Proof. With b ∈ B and c = g(b), consider the pullback diagram
Ab Ac A
1 Bc B
1 C.
y y
f
pbq
y
g
pcq
Here Ab, Bc, and Ac are fibres of the maps f , g, and g ◦ f , respectively. Now the result
follows from the 2-out-of-3 property for finiteness [50] in the fibre sequence Ab → Ac →
Bc.
Lemma 4.2.6. If R ⇒ P is finite, and R is locally finite, then the simplicial groupoid
C = F!BarP(R) is locally finite (as a comodule configuration). This means that the face
map C0
d1← C1 is finite.
Proof. The solid diagram
PPG!1 PG!R1 G!RR1
PG!1 G!R1
µPG!1
P(θ1) θR1
G!µ
R
1
θ1
expresses one of the axioms (8) for the monad opfunctor R⇒ P. The maps θ1 and θR1 are
finite by Lemma 4.2.4 since the operad map is finite. Furthermore, G!µ
R
1 is finite since
R is assumed locally finite. It now follows from Lemma 4.2.5 that the dotted arrow is
finite. But the map we are concerned with, C0
d1← C1, is F! applied to this dotted map
(and lowershrieks preserve finiteness).
4.2.7. Free S-algebra on a comodule. For the desired application of this construction,
we will need to pass to a comodule of monomials of R-operations. This is achieved in a
canonical way since BarS(R) is a symmetric monoidal decomposition space. The BarS(R)-
comodule structure on SF!BarP(R) is given by
SF! BarP(R)→ SBarS(R)→ BarS(R),
where the last map is the symmetric monoidal structure. This composite is again culf,
because S preserves culfness, and the structure map itself is culf (1.6.3). With shorthand
notation Z := BarS(R) and C := F!BarP(R), the relevant span from this comodule
configuration is
SC0
S(d1)
←− SC1
S(u,d0)
−→ S(Z1 × C0)
∼→ SZ1 ×S1 SC0 −→ SZ1 × SC0 −→ Z1 × SC0
(the two middle maps expressing together that S is colax monoidal with respect to the
cartesian product).
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4.3 Main theorem, locally finite version
4.3.1. Set-up. Let P be any operad, represented by I ←− E → B → I, and let F
denote either of the maps I → 1 and B → 1. (In any case we use F! only to move from
slices to Grpd.)
We now instantiate the constructions of 4.2 to the operad map
P
⊙ ⇒ P◦.
This map is finite: in the notation of 4.2.3, G is the identity, and V → B is the monomor-
phism given by inclusion of the nontrivial part, and in particular is finite too. As before,
we put
Z := BarS(P
⊙), C := F!BarP◦(P
⊙), M := SC.
Lemma 4.3.2. The simplicial map
u : F!BarP◦(P
⊙)→ BarS(P
⊙),
is culf, and hence constitutes a comodule configuration. This comodule configuration is
furthermore locally finite.
Proof. That u is a comodule configuration is an immediate consequence of Proposi-
tion 4.2.2. Local finiteness follows from 4.2.6, since clearly P⊙ ⇒ P◦ is finite.
The comodule configuration expands to
Z : SF! 1 SF! P
⊙1 SF! P
⊙P⊙1
C : F!P◦ 1 F!P◦ P
⊙1 F!P◦ P
⊙P⊙1
s0
d0
d1
s0
s1
d0
d2
d1 . . .
ψ1
s0
d0
d1
ψP⊙1
s0
s1
d0
d2
d1
ψP⊙P⊙1
. . .
In the first row, we have arbitrary corollas, then nontrivial trees, then nontrivial trees
with only nontrivial blobs. In the second row, we have arbitrary trees, then arbitrary
trees with nontrivial blobs, then arbitrary trees with nested nontrivial blobbings, and so
on. In pictures:
S
{ }
nodes
residue
nontrivial
S




blobs
forget blobs
contract blobs
nontrivial
S




general
trees




forget blobs
contract blobs
general
trees,
nontrivial
blobs




forget outer blobs
forget inner blobs
contract inner blobs
general
trees,
nontrivial
blobs




nodes blobs outer blobs
(19)
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Proposition 4.3.3. For any operad P, we have
C := F!BarP◦(P
⊙) ≃ NΩact.inj(P)
op.
Recall that N denotes the fat nerve.
Proof. The objects in C0 are arbitrary P-trees (including the trivial trees); these are also
the objects of Ωact.inj(P). The objects in C1 are active injections K → \ T . The face
maps go as follows: C0
d0← C1 returns K (‘contract the blobs’), while C0
d1← C1 returns T
(‘underlying tree’). So this is precisely opposite to how the face maps work inNΩact.inj(P).
In higher degrees the checks are the same.
The equivalence in Proposition 4.3.3 is just the restriction of the following (and the
proof the same):
Proposition 4.3.4. For any operad P, we have
F!BarP◦(P◦) ≃ NΩactive(P)
op.
This result is interesting also in view of its analogy with the following:
Proposition 4.3.5. For any operad P, we have
F!BarP∗(P∗) ≃ NΩinert,root-pres(P)
op.
Here Ωinert,root-pres(P) is the category of P-trees and only root-preserving inert maps.
The two propositions add a new layer to the analogy (observed in [66]) between Ωinert
with the (root-preserving, leaves-preserving) factorisation system and Ω with the (active,
inert) factorisation system.
We are now ready for the locally finite version of the Main Theorem 3.2.1:
Theorem 4.3.6. For any operad P, the two-sided bar constructions Y = BarS(P∗) and
Z = BarS(P
⊙) together endow the slice Grpd/S(tr(P)) with the structure of a locally finite
comodule bialgebra. Precisely, the incidence bialgebra of Y is a locally finite left comodule
bialgebra over the incidence bialgebra of Z.
Proof. The comodule structure on Grpd/S(tr(P)) is given by the comodule configuration
u : SF! BarP◦(P
⊙)→ BarS(P
⊙)
of Lemma 4.3.2, where also its finiteness as comodule is established. (Finiteness of the
involved bialgebras was established in Lemmas 4.1.2 and 4.1.6.) Establishing that the
bialgebra structure maps of Y are Z-comodule maps is a repetition of all the arguments
in the proof of Theorem 3.2.1. The difference is that is that the comodule configuration
M is no longer just Z itself, so the face maps of Z = BarS(P
⊙) must be replaced by the
ones from M = SF! BarP◦(P
⊙). Writing A := Y1 = M0, the main diagram now takes the
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shape
A Y2 A× A
M1 Q M1 ×M1
Z1 × A× Z1 × A
Z1 ×A Z1 × Y2 Z1 × A× A,
dY1 (d
Y
2 ,d
Y
0 )
dM1
(u,dM0 )
x
q
(u,dM0 )×(u,d
M
0 )
dM1 ×d
M
1
µ13
id×dY1 id×(d
Y
2 ,d
Y
0 )
(20)
and the middle object has to be Q := M1 ×A Y2. The groupoids involved are full sub-
groupoids of those in 3.2.1, so commutativity of the diagrams and the fibre calculations
to establish the pullback conditions are the same again.
5 Examples
5.1 Baez–Dolan construction on categories
Before coming to more explicit examples, we deal with the case where P is a small
category, or more precisely a Segal groupoid (such as for example the fat nerve of an
ordinary category). We view P as an operad with only unary operations. As a polynomial
monad this means that it is cartesian over the identity monad
P⇒ Id⇒ S,
which leads to some special features. The first of these is straightforward:
Lemma 5.1.1. For any small category R, considered as an operad with only unary op-
erations, R⇒ Id, we have
BarS(R) ≃ S(BarId(R)) ≃ S(NR).
(Taking fat nerve here is only to stress that it is regarded as a simplicial groupoid, not
as a polynomial monad.)
If P is a small category, then so is P∗. We thus have
Y := BarS(P∗) = S(BarId(P∗)).
It follows that the comultiplication of Y is actually S of a comultiplication, namely the
standard incidence comultiplication of the Segal groupoid P∗. Recall that in Theo-
rem 4.3.6, the comodule structure too comes from a simplicial groupoid which is S of
something: M = SC. In fact, for P a category, the whole comodule bialgebra structure is
just S of a comodule coalgebra structure. The following result formalises this, providing
a cheaper unary version of the main theorems. The proof is very similar.
Theorem 5.1.2. For any small category P, the incidence coalgebra of BarId(P∗) ≃ NP∗
is a left comodule coalgebra over the incidence bialgebra of BarP◦(P
⊙).
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5.1.3. Remark. The comodule bialgebras of Carlier [13] defined from hereditary species
are all of the form ‘S of a comodule coalgebra’, although they do not come from neither
categories nor operads.
Adding an algebra structure freely on top of a coalgebra structure is important to get
access to the machinery of antipodes [91] rather than just Mo¨bius inversion (see [14] for
this perspective at the objective level). One important special case is that of the cartesian
envelope of a poset, which has been exploited to great effect by Aguiar and Ferrer [2].
5.2 Faa` di Bruno
5.2.1. Baez–Dolan construction on the identity monad. Let P be the terminal
category. Considered as a polynomial monad it is the identity monad P := Id, represented
by the polynomial 1 ← 1 → 1 → 1 (as in Example 2.2.7). Now P-trees are linear trees,
and the category of Id-trees is Ω(Id) ≃ ∆.
The free monad P∗ = Id∗ is the one-object category whose arrows are the linear trees
(with leaf as domain and root as codomain), composed by grafting. In other words, the
category is just the monoid (N,+, 0).
The Baez–Dolan construction is the operad P◦ = Id◦ whose only colour is , and
whose operations are the linear trees. The input slots are the nodes, and substitution
works like this:
❀
This operad is the free-monoid operad: Id◦ ≃ M. From the Id◦ viewpoint, the opera-
tions are linear trees, and the operations of Id◦ ◦ Id◦ are active maps of linear trees. From
the viewpoint of the equivalent operad M, the operations are planar corollas, and the
operations of M ◦M are 2-level planar trees. For the reduced Baez–Dolan construction
Id
⊙ ≃ M we just exclude the trivial tree (or in the corolla interpretation, the nullary
corolla).
The two-sided bar construction giving the comodule configuration is described by
Proposition 4.3.3:
BarId◦(Id
⊙) ≃ N∆opact.inj,
and combined with the well-known equivalence (see [51])
∆opact.inj ≃∆
+
surj
we get the interpretation from the M-viewpoint: BarM(M) is the fat nerve of the category
∆+surj of finite ordinals (including the empty ordinal) and monotone surjections.
(For the bar construction BarId⊙(Id
⊙) giving the bialgebra, there is also a nerve inter-
pretation: it is the category whose objects are finite sets and whose maps are surjections
equipped with a linear order on each fibre. This is a bit exotic, and it is more convenient
just to continue with tree interpretations.)
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5.2.2. Incidence comodule bialgebra. Denote by an the linear tree with n nodes.
The comultiplication coming from BarS(Id∗) = BarS(N) is given (on connected elements)
by
∆(an) =
∑
i+j=n
ai ⊗ aj n ≥ 0.
Here the sum is over nonnegative numbers summing to n.
The comultiplication coming from BarS(Id
⊙) is given (on connected elements) by
∆(an) =
∑
n1+···+nk=n
an1 · · · ank ⊗ ak n ≥ 1.
Here the sum is over all compositions of the natural number n. This composition comes
about as an active map ak → \ an. Inclusion of the k one-node trees into ak defines the
numbers ni by active-inert factorisation:
[1] [ni]
[k] [n].
q
Proposition 5.2.3. The incidence comodule bialgebra of the Baez–Dolan construction
on Id is the Faa` di Bruno comodule bialgebra.
Proof. This is clear once we describe the Faa` di Bruno comodule bialgebra. Consider the
ring of formal power series Q[[z]] under multiplication and under substitution (assuming
zero constant term).
For k ≥ 0, consider the linear functional
ak : Q[[z]] −→ Q∑
nfnz
n 7−→ fk.
The Faa` di Bruno bialgebra is the polynomial ring F = Q[a1, a2, . . .], with comultiplication
∆ : F → F⊗F given as dual to substitution of power series (we disallow constant terms):
∆(an)(f ⊗ g) := an(g ◦ f).
It follows that
∆(an) =
∑
n1+···+nk=n
an1 · · ·ank ⊗ ak, n ≥ 1,
just as for the Z-comultiplication of linear trees.
On the other hand, M = C[a0, a1, a2, . . .] is a bialgebra too, with comultiplication
∆ : M→M⊗M dual to multiplication of power series:
∆(an)(f ⊗ g) := an(f · g).
This expands to
∆(an) =
∑
i+j=n
ai ⊗ aj , n ≥ 0,
precisely as for the Y -comultiplication of linear trees.
Together, F and M form the Faa` di Bruno comodule bialgebra: M is a comodule
bialgebra over F. The comodule-bialgebra axioms follow from the fact that substitution
distributes over multiplication on the left.
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5.2.4. Remarks. The present form of the Faa` di Bruno bialgebra is how it appears in
algebraic topology, where it is called the (dual) Landweber–Novikov bialgebra (see for
example [86]). The usual form of the Faa` di Bruno bialgebra (see for example [42]) uses
rather the basis
Ak : Q[[z]] −→ Q∑
nfn
zn
n!
7−→ fk,
in which case the natural simplicial realisation is as the fat nerve of the category of finite
sets and surjections (cf. [64], [49]). This comes about as the two-sided bar construction
BarS(S) (see [72]), but cannot arise as a Baez–Dolan construction.
The factorial-free form of the Faa` di Bruno bialgebra given here admits a noncommu-
tative variant [8] which is also called the Dynkin–Faa` di Bruno bialgebra in the theory
of numerical integration on manifolds [87]; see also [35]. Objectively, the noncommuta-
tive bialgebra is the incidence bialgebra of BarId◦(Id
⊙), but this is not so interesting in
the present context, since noncommutative bialgebras do not in general admit comodule
bialgebras.
5.3 Mould calculus
5.3.1. Mould calculus. The mould calculus was introduced by E´calle [38] as a com-
binatorial toolbox for his theory of resurgence in the theory of local dynamical systems
(see Cresson [28]). For Ω a monoid, let (Ω∗, · ) denote the free monoid on Ω. A mould
is a function M• : Ω∗ → k (for k a ring), taking a word w ∈ Ω∗ to Mw. There are two
basic operations: the product is defined as
(M ×N)w =
∑
ω=w′·w′′
Mw
′
Nw
′′
, ω ∈ Ω∗
(where · is concatenation of words), and the composition is defined as
(M ◦N)w =
∑
k>0
∑
w=w1···wk
Nw1 · · ·Nwk M ||w1||···||wk||, ω ∈ Ω∗.
Here ||w|| ∈ Ω denotes the multiplication of the word w ∈ Ω∗ in the monoid Ω. Compo-
sition distributes over the product, but only from the left [38].
5.3.2. Moulds via Baez–Dolan construction. Consider the monoid Ω as an operad
with only one colour and only unary operations, and let Ω⊙ be the Baez–Dolan construc-
tion. Its colours are the elements of Ω. There is a k-ary operation of profile (a1, . . . , ak; b)
if and only if a1 · · · ak = b, for k > 0. There is also the operad Ω∗, the free operad on
Ω. The incidence algebra of the operad Ω∗ is the algebra of moulds under ×, and the
incidence algebra of Ω⊙ is the algebra of moulds under ◦. More precisely, the incidence
bialgebra of the whole structure is a comodule bialgebra.
5.4 B-series, and the Calaque–Ebrahimi-Fard–Manchon comod-
ule bialgebra
Throughout we have considered operadic trees — trees with open ended edges. In this
subsection we are concerned with trees without open-ended edges: they are defined as
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connected and simply connected graphs with a distinguished vertex called the root. In the
(huge) literature employing them, they are simply called rooted trees. Below we adhere
to this convention as long as no operadic trees are involved, but call them combinatorial
trees when contrast with operadic trees is required (after all, operadic trees are rooted
too).
5.4.1. B-series. B-series were introduced by Butcher [10] in his study of order conditions
for Runge–Kutta methods, and named after him by E. Hairer (see [58]). They are formal
series indexed by (combinatorial) rooted trees, of the form
B(a, hf, y) =
∑
τ∈T
h|τ |
τ !
a(τ)f τ (y)
= a(∅)y + h a( )f(y) + h2 a( )(f ′f)(y)
+ h3
(
a( )(f ′f ′f)(y) + 1
2
a( )(f ′′(f, f))(y)
)
+ . . .
where T is the set of rooted trees, |τ | denotes the number of nodes in τ , and f τ is
the elementary differential associated to τ (for f a vector field), and h is a step-size
parameter. a(τ) are the coefficients, encoded as a complex-valued function on T. For
an initial-value problem y˙ = f(y), y(0) = y0, the exact solution can be expanded as
a B-series, but more importantly, many numerical methods, including all Runge–Kutta
methods,4 can be regarded as a B-series, the coefficients a(τ) being the weights assigned
to the elementary differentials f τ of f .
5.4.2. Composition and substitution of B-series. There are two fundamental op-
erations one can perform on B-series: composition and substitution. Composition (due
to Butcher [10]): for b(∅) = 1,
B(a, hf, B(b, hf, y)) = B(b · a, hf, y).
This characterises the product · defining the Butcher group of B-series, which was later
rediscovered as the group of characters of the Connes–Kreimer Hopf algebra of rooted
trees in perturbative renormalisation [30], [25] (see Example 1.3.8).
Substitution (introduced by Chartier, E. Hairer, and Vilmart [18], [20]): if b(∅) = 0
then B(b, hf,−) is a vector field, so it makes sense to substitute it into another B-series
in the hf slot:
B(a, B(b, hf,−), y) = B(b ⋆ a, hf, y).
This characterises a new product ⋆, which can be described combinatorially in terms of
contracting subtrees. They showed that ⋆ acts on · by group homomorphisms. (The
substitution product is important in backward error analysis and in the more general
theory of modified (preprocessed) integrators [19].)
5.4.3. The Calaque–Ebrahimi-Fard–Manchon comodule bialgebra. Calaque,
Ebrahimi-Fard, and Manchon [11] gave a Hopf-algebra theoretic interpretation of compo-
sition and substitution inspired by quantum field theory, relating the substitution prod-
uct with a tree version of the Connes–Kreimer Hopf algebra of Feynman graphs [73], [26].
4An intrinsic characterisation of B-series methods was given only recently in terms of affine equivari-
ance [79].
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The bialgebras are both the free commutative algebra on the set of rooted trees. The
comultiplications are such that their respective characters form the group structures on
B-series.
The comultiplication corresponding to composition of B-series is simply the Butcher–
Connes–Kreimer Hopf algebra of rooted trees of Example 1.3.8. The comultiplication
corresponding to substitution of B-series is defined by summing over all ways of parti-
tioning the set of nodes into subtrees. The left-hand tensor factor is then constituted
by the forest of all these subtrees, whereas the right-hand tensor factor is obtained by
contracting each subtree to a single node.
Since the trees involved are only combinatorial trees (as opposed to operadic trees),
it is not possible to realise this bialgebra as the incidence bialgebra of an operad —
there is not enough typing information available to make sense of substituting a tree
into the node of another tree. But for operadic trees this works, and we shall see that
the operadic analogue of the Calaque–Ebrahimi-Fard–Manchon comodule bialgebra is
the incidence comodule bialgebra of a Baez–Dolan construction (of the terminal operad).
The precise relationship is given by taking core of an operadic tree, as we proceed to
explain.
5.4.4. The core of a P-tree [68]. The core of a P-tree is the combinatorial tree
constituted by its inner edges, obtained by forgetting all decorations and shaving off
leaf edges and root edge. Taking core constitutes a bialgebra homomorphism from the
bialgebra of P-trees (the incidence bialgebra of BarS(P∗)) to the Butcher–Connes–Kreimer
Hopf algebra. This bialgebra homomorphism is induced by a symmetric monoidal culf
map from BarS(P∗) to the decomposition space of Example 1.3.8.
The core map compares operadic approaches with the standard combinatorial view-
point in renormalisation. One advantage of the operadic viewpoint is that the operadic
trees have a leaf grading, which cannot be seen in the core. This has been exploited in
connection with BPHZ renormalisation [69] and in connection with combinatorial Dyson–
Schwinger equations [70]. Existence of the leaf grading is closely related to the fact that
operadic trees form a Segal object, whereas taking core destroys the Segal-ness. Combina-
torial trees form instead only a decomposition space [54], as mentioned in Example 1.3.8.
We now specialise to the case where P is the terminal operad (Comm), so that P-trees
are just naked trees.
5.4.5. Core of BarS(P
⊙) and F! BarP◦(P
⊙). Each of the bar constructions BarS(P
⊙) and
F! BarP◦(P
⊙) admits a core version (which however cannot possibly arise as the two-sided
bar construction of an operad). We describe the first one by hand, by mimicking the
explicit description of the two-sided bar construction of BarS(P
⊙).
Let H⊙ denote the simplicial groupoid with H⊙1 the groupoid of combinatorial forests,
and H⊙2 the groupoid of blobbed combinatorial forests, such that each blob contains at
least one node (and as usual, each node is contained in precisely one blob). H⊙0 is the
groupoid of forests consisting only of one-node trees. The face and degeneracy maps have
the same descriptions as in Figure (19).
For the comodule F! BarP◦(P
⊙) the core is in fact the upper decalage of H⊙. Just as
BarP◦(P
⊙) is the fat nerve of the opposite of the category of nontrivial P-trees and active
injections (cf. Proposition 4.3.3), also the core is a fat nerve, namely the fat nerve of the
category of combinatorial trees and edge contractions.
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Lemma 5.4.6. The simplicial groupoid H⊙ just described is a symmetric monoidal de-
composition space. Taking core defines a culf map BarS(P
⊙)→ H⊙ (and hence also a culf
map from F!BarP◦(P
⊙)).
Proof. The proofs are standard and will not be given in detail. The symmetric monoidal
structure is just ‘disjoint union’. To check the decomposition-space axiom, the first
observation is that the inner face maps are discrete fibrations (the fibres being discrete sets
of possible blobbings). The appropriate pullback squares are now verified by computing
fibres of the inner face maps involved. Culf-ness of the taking-core map is clear: the
possible blobbings of a P-tree depends only on its core, not on leaves, root, or P-structure.
Proposition 5.4.7. The core of the incidence comodule bialgebra of the Baez–Dolan
construction of the terminal operad is the Calaque–Ebrahimi-Fard–Manchon comodule
bialgebra.
Proof. This is just a verification. For the Butcher–Connes–Kreimer comultiplication the
result was already in [68]. For the Chartier–Hairer–Vilmart–Calaque–Ebrahimi-Fard–
Manchon comultiplication, the point is simply that the summation is over blobbings of a
given tree. (See also [72, Ex. 7.5] for this result.)
5.5 Other examples
5.5.1. Linear orders and comodule bialgebras of monotone words. Let P be a
(countable) linear order, considered as a linearly ordered alphabet. For definiteness we
shall take the linear order P = N. Since P is a poset and hence a category, it is a coloured
operad with only unary operations. The P-trees are the non-empty monotone words.
The operad P∗ is the category whose objects are the letters, and whose morphisms
from i to j are the monotone words that start in i and end in j (allowing the one-
letter word for i = j). Two words are composed by 1-letter-overlap concatenation, as
exemplified by
2667
78899
❀ 26678899
The operad P⊙ has colours monotone two-letter words. The operations are monotone
words of length at least 2. The output colour of a word is the pair consisting of the first
and the last letter. The input slots of such a word are the gaps between letters, and
the colour of an input slot is the pair of adjacent letters. A whole word can thus be
substituted into a gap provided its first and last letters agree with the adjacent letters of
the gap, and in the result of the substitution, these two letters are replaced by the whole
word, as pictured here:
22456
112 66899
❀ 11224566899
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(Had we taken P◦ instead of P⊙, we would have also the one-letter words, and an
allowed substitution would be, for instance, to replace a subword 44 by 4.)
The comodule bialgebra is the polynomial algebra on these monotone words. For the
comultiplication corresponding to P∗, the 1-letter words are group-like, and the degree
of a word is its length minus 1.
Example:
∆(2335) = 2⊗ 2335 + 23⊗ 335 + 233⊗ 35 + 2335⊗ 5.
The comultiplication corresponding to P⊙ is given by summing over subwords that include
the first and last letter, and then putting this subword in the right tensor factor, and
putting on the right the monomial consisting of the words read within the original word
from one letter in the subword to the next.
Example:
∆(35688) = 35 · 56 · 68 · 88⊗ 35688
+ 35 · 56 · 688⊗ 3568 + 35 · 568 · 88⊗ 3588 + 356 · 68 · 88⊗ 3688
+ 35 · 5688⊗ 358 + 356 · 688⊗ 368 + 3568 · 88⊗ 388
+ 35688⊗ 38.
5.5.2. Variation: contractible groupoids. As a variation of the previous example,
instead of a linear order take P to be a contractible groupoid (codiscrete groupoid on an
alphabet). Now P-trees are non-empty words in the alphabet (without any monotonicity
constraints). Concatenation and substitution work exactly as before.
5.5.3. Quivers and comodule bialgebras of paths. Linear orders are free categories
on linear quivers. Example 5.5.1 immediately generalises to general quivers (directed
graphs). Let Q be a quiver, and let P be the free category on Q. Then a P-tree is
a marked path in the quiver, meaning a path with ‘stations’ marked along the path,
including the start and the finish. Formally a marked path is a configuration
∆k → \ ∆t → Q.
(Warning: the two maps live in different categories and cannot be composed: since Q is
only a quiver, not a category, the two maps do not make ∆k into a path in Q!)
Now P∗ is the category whose objects are the vertices of Q and whose morphisms are
the marked paths. Composition is just concatenation of marked paths at their endpoints.
In the operad P⊙, the colours are the nontrivial paths. The operations are the non-
trivial marked paths without trivial stages. The output colour of a marked path is the
path itself; the input colours are the stages of the marked path, meaning the paths from
one station to the next.
Substitution replaces a stage with a further marking. The formalisation of this (un-
packing the general constructions) involves active-inert pushouts in ∆ (1.3.1). In detail,
a marked path with a chosen input slot is the configuration
∆1 ∆s
∆k ∆t Q
q
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with input colour ∆s → Q obtained by active-inert factorisation in∆, as indicated. Note
that the curved map does make sense as a composite, because inert maps in∆ are quiver
maps, so ∆s → Q is a path in Q. To give another operation with matching output is
to give ∆h → \ ∆s → Q, and since ∆1 is initial in the category of active maps, this must
factor the map ∆1 → \ ∆s:
∆1 ∆h ∆s
∆k ∆t Q.
The result of the substitution is obtained by taking the active-inert pushout as indicated:
∆1 ∆h ∆s
∆k ∆r ∆t Q,
p
which finally induces ∆r → \ ∆t by the universal property of the pushout. The result of
the substitution is thus
∆r → \ ∆t → Q.
5.5.4. Polynomial endofunctors and subdivided trees. The preceding examples
have multi versions. The multi analogue of a linear order is a tree, and the multi analogue
of a quiver is a polynomial endofunctor. Recall that a tree is a special case of a polynomial
endofunctor (1.5.1). For brevity we treat the latter case.
Let Q be a polynomial endofunctor, and consider P = Q∗, the free monad on Q.
Then P-trees are subdivided Q-trees, or more formally: Q-trees T → Q equipped with
an active map K → \ T . We write
K → \ T → Q
(with the warning again that the two maps live in different categories and cannot be
composed, and K is not a Q-tree).
The colours of P∗ are the original colours of Q. The operad structure on P∗ is given
by grafting, which is gluing of subdivided trees.
The Baez–Dolan construction P⊙ has colours the nontrivial Q-trees. For the opera-
tions, we now have nontrivial subdivided trees, meaning
K → \ T → Q
where K → \ T is an active injection. The output colour is the whole tree T → Q. The
input slots are the nodes of K; the colour of an input slot is the Q-tree S → Q obtained
as active-inert factorisation (2.1.3)
C S
K T Q.
q
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Note that the curved does make sense as a composite, because inert maps are maps of
polynomial endofunctors (1.5.2), so S becomes indeed a Q-tree.
Substitution amounts to further refinement of subtrees of T . Formally it involves
again active-inert pushouts, now in Ω. In the diagram
C H S
K R T Q
p
the solid part represents the data required for a substitution: an operationH→ \S→Q with
output colour S→Q, to be substituted into the input slot of K→ \T→Q corresponding to
C֌K. The result is the operation R→ \T→Q obtained by first factoring C→ \S through
H , then forming the active-inert pushout, and finally using its universal property.
5.6 Non-examples and outlook
The examples in the previous subsection concerned the case where P is itself free. In the
general case, P is not required to be free, but freeness comes in since of course P∗ is free.
The following discussion looks beyond the free case, towards more general Baez–Dolan
constructions.
5.6.1. Moment-cumulant relations in free probability. Free probability, introduced
by Voiculescu [100] in the 1980s, is a noncommutative analogue of classical probability,
originally motivated by operator algebras. Freeness is the analogue of independence.
Speicher [93] discovered that the combinatorics underlying free probability is that of
noncrossing partitions, contrasting the ordinary partitions in classical probability, and
established a beautiful cumulant-moment formula for free cumulants in terms of Mo¨bius
inversion in the incidence algebra of the noncrossing partitions lattice [88]. Ebrahimi-Fard
and Patras [36], [37] gave a very different approach to the moment-cumulant relations,
in terms of a time-ordered exponential coming from a half-shuffle in the tensor algebra.
5.6.2. The comodule bialgebra of noncrossing partitions. The link between the
two constructions was found recently by Ebrahimi-Fard, Foissy, Kock, and Patras [34],
in terms of a comodule bialgebra structure on noncrossing partitions. This in turn is
induced by two different operad structures on noncrossing partitions: the gap-insertion
operad structure on noncrossing partitions works like this:
❀
The block-substitution operad structure on noncrossing partitions works like this:
❀
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The incidence bialgebras of the two operads together form a comodule bialgebra [34].
5.6.3. Balanced Baez–Dolan construction (tentative). The comodule bialgebra of
noncrossing partitions cannot result directly from a Baez–Dolan construction, since the
gap-insertion operad is not free. However, it is ‘not too far’ from being free [34].
Define a balanced operad to be a nonsymmetric operad satisfying the following equa-
tion: substituting operation a into the first slot of operation b equals substituting b into
the last slot of a:
a
b
=
a
b
(For ternary operations, this is the equation for the algebraic theory of generalised pseudo-
heaps (non-Mal’cev heaps), studied by Wagner in the 1950s in differential geometry.)
We now claim that the forgetful functor from balanced operads to endofunctors carte-
sian over the free-monoid monad M admits a left adjoint, the free-balanced-operad func-
tor.
Example: the free balanced operad on the terminal (reduced) nonsymmetric operad
M should be the gap-insertion operad of noncrossing partitions.
Now one should essentially just modify the Baez–Dolan construction to refer to this
putative free-balanced-operad monad.
Example: the balanced Baez–Dolan construction on the terminal (reduced) nonsym-
metric operad M should be the operad of noncrossing partitions with block substitution.
Assuming these claims and constructions work out, it will follow that the comod-
ule bialgebra of noncrossing partitions of Ebrahimi-Fard–Foissy–Kock–Patras [34] is the
incidence comodule bialgebra of the balanced Baez–Dolan construction on M.
Verifying all the details has been postponed for future work, as indeed it would seem
worthwhile developing a theory for more general Baez–Dolan constructions.
5.6.4. Regularity structures. As mentioned briefly in the introduction, Bruned, Hairer
and Zambotti [9] have given an algebraic approach to renormalisation of regularity struc-
tures, where a comodule bialgebra plays a key role. The overall shape of the comul-
tiplications involved resembles the Calaque–Ebrahimi-Fard–Manchon situation, but the
tree structures are considerably more complicated (the paper [9] contains 40 pages of
tree combinatorics!), because of intricate decorations required to encode the associated
analytic objects. Briefly, vertices represent integration variables, edges represent inte-
gration kernels; there are additional numerical decorations, of nodes to represent Taylor
remainders, and of edges to represent derivatives of the kernels. All these decorations
are not just dead weight with respect to the combinatorics of the comultiplications, but
transform in a non-trivial way with the contractions and extractions, as required in order
to express the behaviour of the analytic objects.
It is clear that this comodule bialgebra escapes the range of examples covered by the
Baez–Dolan construction in its pure form. For examples, it is easy to check that the
simplicial groupoids defining the comultiplications are not Segal spaces, and therefore
cannot arise as two-sided bar constructions. Another issue is that the sums involved are
not finite, as would be the case in the situation of a free operad.
In spite of these discouragements, it is not unlikely that there are still relationships
to be uncovered, involving passage to the core, and perhaps a Baez–Dolan relative to
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something fancier than the free-monad monad. The challenge is to obtain an operadic
interpretation of the decorations.
Even if the Baez–Dolan construction turns out not to be useful in this context, there
may still be opportunities for the techniques of the present paper, and in particular
for an objective approach. Firstly, the infinite sums appearing in the comultiplication
formulae, which in the paper are handled through clever gradings and conditions ensuring
that certain infinite matrices are upper-triangular, suggest that slice categories could be
a natural framework. Secondly, the formulae for the comultiplications involve factorial
denominators which transform according to some generalised Chu–Vandermonde identity,
suggesting that these slices should be groupoid slices.
At the moment these considerations are speculative, and at the moment we list the
Bruned–Hairer–Zambotti comodule bialgebra as a non-example, calling for further inves-
tigation.
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