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Abstract. In this paper, we study a family of orthogonal polynomials {φn(z)} arising
from nonlinear coherent states in quantum optics. Based on the three-term recurrence
relation only, we obtain a uniform asymptotic expansion of φn(z) as the polynomial degree
n tends to infinity. Our asymptotic results suggest that the weight function associated
with the polynomials has an unusual singularity, which has never appeared for orthogonal
polynomials in the Askey scheme. Our main technique is the Wang and Wong’s difference
equation method. In addition, the limiting zero distribution of the polynomials φn(z) is
provided.
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1 Introduction
Coherent states were first studied by Schro¨dinger [22] in the early years of quantum mechanics.
In 1960s, they were rediscovered by Glauber [14, 15], Klauder [16, 17] and Sudarshan [23] in the
study of quantum optics. Since then, coherent states and their generalizations have been used
in nearly all branches of quantum physics, for example, nuclear, atomic and condensed matter
physics, quantum optics, quantum field theory, quantization and dequantization problems, etc.
For more properties and applications of coherent states, one may refer to [1, 6, 10].
Recently, Ali and Ismail [2] studied two sets of orthogonal polynomials associated with a fa-
mily of nonlinear coherent states in quantum optics. To construct the first set of orthogonal
polynomials, they derived a measure from resolution of the identity for the coherent states and
demonstrated that this measure, denoted by dµ, can be extended to an even probability measure
supported on a symmetric interval [−M,M ] with 0 < M ≤ ∞; see [2, equation (1.14)]. The
moments of dµ are defined as
µn :=
∫ M
−M
xndµ(x), n = 0, 1, 2, . . . .
By symmetry, it is easily seen that µ2n+1 = 0. The first set of monic orthogonal polynomials
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{ψn(x) : ψn(x) = xn + · · · } is constructed as
ψn(x) :=
1
Dn−1
∣∣∣∣∣∣∣∣∣
µ0 µ1 · · · µn
...
... · · · ...
µn−1 µn · · · µ2n−1
1 x · · · xn
∣∣∣∣∣∣∣∣∣ ,
where Dn is the Hankel determinant
Dn := det (µj+k)
n
j,k=0 .
It is easily seen that ψn(x)’s are orthogonal with respect to the measure dµ on [−M,M ].
To define the other set of orthogonal polynomials, Ali and Ismail [2] introduced the ratio of
moments
λn =
µ2n
µ2n−2
, (1.1)
and showed that the sequence {λn} is strictly increasing. Furthermore, {λn} is bounded by M2
if M < ∞; and unbounded if M = ∞. The second set of orthogonal polynomials {φn(x)} is
generated from the following three-term recurrence relation
xφn(x) =
√
λn+1
2
φn+1(x) +
√
λn
2
φn−1(x), n = 1, 2, . . . , (1.2)
with initial conditions φ0(x) = 1 and φ1(x) =
√
2
λ1
x. According to the Favard’s theorem (see,
e.g., Szego˝ [24]), there exists an even probability measure dµ∗ supported on the real line R such
that φn(x)’s are the corresponding orthonormal polynomials. Ali and Ismail [2] also pointed out
that, in general, the measure dµ∗ is different from the orthogonality measure dµ for the first set
of polynomials ψn(x). They studied several examples in [2], but no obvious relations between dµ
and dµ∗ have been concluded. It would be interesting to find an explicit relation between these
two measures, as well as the corresponding two sets of polynomials. As the second measure dµ∗
can not be explicitly given in many general cases, one can only obtain some information (such
as asymptotic behaviors) of φn(x) directly from their three-term recurrence relation (1.2).
Let us consider an example from Ali and Ismail [2]. Let α and β be two nonnegative constants
such that
0 ≤ α < β,
and wψ(x) be the weight function for the first set of polynomials ψn(x) := ψn(x;α, β)
wψ(x) := wψ(x, α, β) =
2βΓ(β + 12)√
piΓ(β + α)Γ(β − α)e
−x2Kα
(
x2
)|x|2β−1, x ∈ R, (1.3)
where Kα(x) is the modified Bessel function. The moments of the measure wψ(x)dx can be
computed explicitly as follows
µ2n =
(β + α)n(β − α)n
2n(β + 12)n
,
where (a)n := a(a + 1) · · · (a + n − 1) is the Pochhammer symbol. According to (1.1), the
recurrence coefficient λn for the second set of orthogonal polynomials φn(x) := φn(x;α, β)
in (1.2) is given by
λn := λn(α, β) =
(n+ β + α− 1)(n+ β − α− 1)
2(n+ β − 12)
, n ≥ 1; (1.4)
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see [2, equations (3.13) and (3.14)]. The recurrence coefficient λn is a rational function in n
when α 6= 12 , and can be rewritten as
λn =
1
2
(
n+ β − 3
2
− α
2 − 14
n+ β − 12
)
. (1.5)
Clearly from the above expression, when β = 32 and α =
1
2 , λn reduces to a monomial, i.e.,
λn =
n
2 . In this case, φn(x)’s are indeed the Hermite polynomials
φn(x) =
1√
2nn!
Hn
(√
2x
)
, (1.6)
and their weight function is
√
2
pie
−2x2 , x ∈ R. Therefore, for general α and β, the polynomi-
als φn(x) can be viewed as a perturbation of the Hermite polynomials.
Remark 1.1. As mentioned in the previous paragraph, the relations between the two sets of
polynomials ψn(x) and φn(x) are unclear for general α and β. It is interesting to see that, when
β = 32 and α =
1
2 , the weight functions wψ(x) and wφ(x) have the following simple relation
wψ(x) = 2|x|e−2x2 =
√
2pi|x|wφ(x), x ∈ R.
Here we make use of (1.3) and the fact that K 1
2
(z) =
√
pi
2z e
−z; see [21, equation (10.39.2)]. For
the case α = 12 and β > α is arbitrary, φn(x) is the associated Hermite polynomials introduced
by Askey and Wimp [4]. One can show that
wψ(x) =
2β−1/2
Γ(β − 1/2) |x|
2β−2e−2x
2
, wφ(x) =
√
2/pi
Γ(β − 1/2) |U(β − 2, 2ix)|
−2,
where U(a, x) is the parabolic cylinder function. In view of the large-variable asymptotic formula
for parabolic cylinder function [21, equation (12.9.1)], we have as x→∞,
wφ(x) ∼
√
2/pi
Γ(β − 1/2) |2x|
2β−3e−2x
2
=
2β−2√
pi|x|wψ(x).
In this paper, we focus on asymptotics of the second set of orthogonal polynomials φn(x)
as their degree n tends to infinity. According to Ali and Ismail [2], nothing is known about
the polynomials φn(x) except for the three-term recurrence relation. Therefore, some existing
asymptotic methods, such as differential equation methods in Olver [20], integral methods in
Wong [31] and Riemann–Hilbert methods in Deift [9], cannot be applied. As a consequence, one
can only make use of the three-term recurrence relation (1.2) to study the asymptotic properties
of φn(x).
In the literature, the asymptotic study of orthogonal polynomials via the three-term recur-
rence relation has been intensively investigated. For example, when the recurrence coefficients
converge to bounded constants, Ma´te´ et al. [19], Van Assche and Geronimo [25] obtained the
asymptotics of the orthogonal polynomials on and off the essential spectrum of the orthogonality
measure. When the recurrence coefficients are regularly and slowly varying, the asymptotics
away from the oscillatory were given by Van Assche and Geronimo [26] and Geronimo et al. [13].
Recently, asymptotic techniques are also extended to study higher-order three-term recurrence
relations which are satisfied by some multiple orthogonal polynomials; see Aptekarev et al. [3].
Note that, as all results mentioned here are only valid either in the exponential or oscillatory re-
gions, they are not uniformly valid in the neighborhood of the smallest or largest zeros (namely,
transition points) of the polynomials.
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In recent years, a turning point theory for second-order difference equations has been devel-
oped by Wong and his colleagues in [5, 29, 30]. Their theory can be viewed as an analogue of
the asymptotic theory for linear second-order differential equations; see the definitive book by
Olver [20]. In their papers [5, 29, 30], two linearly independent solutions are derived, which are
uniformly valid in the neighborhood of the transition points. Depending on properties of the
transition points, Airy-type or Bessel-type asymptotic expansions emerge. Since one can treat
the recurrence relation (1.2) as a second-order linear difference equation, the asymptotics of
the polynomials can be obtained by using Wang and Wong’s method if one can determine the
coefficients for the two linearly independent solutions. This is done via the method in Wang and
Wong [28], which makes use of the recurrence relation only; see also [27]. Recently, Dai, Ismail
and Wang [8] successfully apply the difference equation method to derive uniform asymptotic
expansions for some orthogonal polynomials from indeterminate moment problems. It should be
mentioned that Geronimo [11] also studied WKB approximations for difference equations and
obtained the Airy-type expansions.
Based on Wang–Wong’s difference equation method [29, 30] and the matching technique
in [28], we will derive a uniform asymptotic formula for the orthogonal polynomials φn(x) from
their recurrence relation. Furthermore, we adopt the method of Kuijlaars and Van Assche [18]
to find the limiting zero distribution of φn(x) from the recurrence relation, too. Note that
Coussement et al. [7] recently extended the method in Kuijlaars and Van Assche [18] to derive
the limiting zero distribution for polynomials generated by a four-term recurrence relation. In
this case, the polynomials are a class of multiple orthogonal polynomials.
There are mainly two reasons which motivate our research in this paper. First, as nothing
is known about the polynomials φn(x) except for the three-term recurrence relation, obtaining
asymptotic behaviors and limiting zero distributions of φn(x) as n→∞ are important steps for
us to understand the properties of such kind of orthogonal polynomials arising from coherent
states. Second, we notice that the term
α2− 1
4
n+β− 1
2
in (1.5) seems rare because such kind of 1n -term
never appears in the recurrence coefficients for the hypergeometric polynomials in the Askey
scheme. A further investigation shows that this term will contribute for a power of x1/x
2
in
the asymptotic formula of the polynomials. Although an explicit formula of the weight function
for φn(x) can not be determined at this stage, asymptotic results suggest that this
1
n -term
in the coefficients of recurrence relation may induce a |x|1/x2-term in the weight function for
the corresponding orthogonal polynomials. Note that this phenomenon does not appear for
any orthogonal polynomials in the Askey scheme. More detailed discussions can be found in
Section 5.
The rest of the paper is arranged as follows. In Section 2, we state our main results with
uniform asymptotic formula and limiting zero distribution for the orthogonal polynomials φn(x).
In Section 3, we introduce Wang and Wong’s difference equation method. In Section 4, we derive
some ratio and non-uniform asymptotic formulas for φn(x). The proof of our main theorem is
also given in this section. In Section 5, we conclude our paper with some discussions together
with suggestions about several possible problems for the future work.
2 Main results
In this paper, we will follow the general framework developed in [8] to derive uniform asymptotic
formulas. Before stating our main theorem, we shall introduce some constants and functions.
Define
kn := kn(α, β) =
√√√√√ Γ
(
n+β+α
2
)
Γ
(
n+β−α
2
)
Γ
(
n+β+3/2
2
)
Γ
(
n+β+α+1
2
)
Γ
(
n+β−α+1
2
)
Γ
(
n+β+1/2
2
) (2.1)
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and
2
3
[U(t)]
3
2 := t
√
t2 − 1− log (t+√t2 − 1), t ≥ 1, (2.2)
2
3
[−U(t)] 32 := cos−1 t− t
√
1− t2, −1 < t < 1. (2.3)
Remark 2.1. The function U(t) defined above is analytic for t in a complex neighborhood of 1.
Moreover, we have the following asymptotic formula
U(t) = 2(t− 1) +O(t− 1)2, as t→ 1.
Especially, U(t) is monotonically increasing for t ∈ [1−δ, 1+δ] with δ > 0 being a small positive
number.
One can easily see from (1.2) that φn(x) is symmetric with respect to x, i.e., φ2n(x) and
φ2n+1(x) are even and odd functions, respectively. Thus, it suffices to investigate φn(x) for
positive x only. Our first main result is stated in the following theorem and its proof will be
postponed until the end of Section 4.
Theorem 2.2. Let N = n + β − 1. With kn and U(t) defined in (2.1), (2.2) and (2.3),
respectively, we have as n→∞,
φn
(
N
1
2 t
) ∼ knpi 14
√
Γ(β + α)Γ(β − α)
Γ(β + 12)
eNt
2+
(α2− 14 ) log(Nt
2)
4Nt2(
2N
1
2 t
)β− 3
2
(
U(t)
t2 − 1
) 1
4
×
[
Ai
(
N
2
3U(t)
) ∞∑
s=0
A˜s(U)
N s−
1
6
+ Ai′
(
N
2
3U(t)
) ∞∑
s=0
B˜s(U)
N s+
1
6
]
, (2.4)
uniformly for t in [δ,∞), where δ > 0 is any fixed small positive number. The leading coefficients
A˜0(U) and B˜0(U) are given by
A˜0(U) = 1, B˜0(U) = 0,
and the higher coefficients A˜s(U) and B˜s(U) can be determined recursively. The asymptotic
formula for t ∈ (−∞,−δ] is easily obtained via the reflection formula φn(−x) = (−1)nφn(x).
Remark 2.3. When β = 32 and α =
1
2 , our expansion (2.4) reduces to
φn
(
N
1
2 t
) ∼ pi 14√Γ(n+12 )
Γ
(
n+2
2
)eNt2 ( U(t)
t2 − 1
) 1
4
×
[
Ai
(
N
2
3U(t)
) ∞∑
s=0
A˜s(U)
N s−
1
6
+ Ai′
(
N
2
3U(t)
) ∞∑
s=0
B˜s(U)
N s+
1
6
]
with N = n + 12 . Moreover, one can show that A˜2s+1(U) = B˜2s(U) = 0 for α = 1/2 and
β = 3/2. On account of (1.6), the above formula agrees with the asymptotic expansion for
the Hermite polynomials in [21, equation (12.10.35)]. For the general values of α and β, the
coefficients A˜s(U) and B˜s(U) can be obtained explicitly using the recursive formulas (4.34)–
(4.37) in [29]. But, the resulting formulas for the higher-order coefficients (that is, A˜s(U) and
B˜s(U) with s ≥ 1) would be too complicated and we omit the details here. The readers are
referred to [29, Section 4] for more information about the recursive formulas for the coefficients.
We remark that the leading term of the asymptotic formula (2.4) is simple since A˜0(U) = 1 and
B˜0(U) = 0.
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From the three-term recurrence relation, we can also obtain asymptotic zero distribution of
the rescaled polynomials φn(m
1
2 t); as stated in the following theorem.
Theorem 2.4. Let ν(pn) be the normalized zero counting measure
ν(pn) :=
1
n
n∑
j=1
δxj,n ,
where xj,n, j = 1, . . . , n are zeros of pn(x) and δxj,n denotes the Dirac point mass at the zero xj,n.
Let Φn,m(t) be the rescaled polynomials
Φn,m(t) := φn
(√
mt
)
.
Then, for every c > 0,
lim
n/m→c,
n→∞
ν(Φn,m) = νc
exists and has the density
dνc
dt
=

2
pic
√
c− t2, t ∈ (−√c,√c),
0, elsewhere.
(2.5)
Proof. The proof is an easy application of Theorem 1.4 in Kuijlaars and Van Assche [18].
From (1.2), we have
tΦn,m(t) =
√
λn+1
2m
Φn+1,m(t) +
√
λn+1
2m
Φn−1,m(t).
Then, when n/m→ c, the quantities in [18, equations (1.7) and (1.8)] are
a(c) =
√
c
2
, b(c) = 0, α(c) = −√c, β(c) = √c.
The density in (2.5) immediately follows from [18, equation (1.9)], i.e.,
dνc
dt
=
1
c
∫ c
t2
1
pi
√
(β(s)− t)(t− α(s))ds =
1
pic
∫ c
t2
1√
s− t2ds =
2
pic
√
c− t2.
This finishes the proof of the theorem. 
Remark 2.5. One can see that the limiting zero distribution (2.5) is independent of the parame-
ters α and β, and it coincides with that of the Hermite polynomials. This phenomenon again
suggests that the polynomials φn(x) can be viewed as a perturbation of the Hermite polynomials.
3 Wang and Wong’s difference equation method
To apply Wang and Wong’s difference equation method, we first let
φn(x) = kn pn(x) (3.1)
and transform the recurrence relation (1.2) into their standard form
pn+1(x)− (Anx+Bn) pn(x) + pn−1(x) = 0. (3.2)
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From the definition of kn in (2.1), it is easily verified that kn+1 =
√
λn
λn+1
kn−1. Then, (1.2) is
reduced to the standard form (3.2) with Bn = 0 and
An =
√
2
λn
kn
kn−1
∼ n−θ
∞∑
s=0
as
ns
, θ =
1
2
, a0 = 2, a1 = 1− β, (3.3)
as n → ∞. Since An is of order O(n− 12 ) when n is large, to balance the term Anx in (3.2), we
introduce a new scale x = N
1
2 t with N = n+ τ0, where τ0 is a constant to be determined. The
characteristic equation for (3.2) is
ξ2 − a0tξ + 1 = 0
with a0 = 2; see (3.3). The roots of this equation are
ξ(t) = t±
√
t2 − 1, (3.4)
and they coincide when the quantity inside the above square root vanishes, that is, t = t± = ±1.
In general, the points t± separate the oscillatory interval from the exponential intervals, and the
asymptotic behaviors of solutions to (3.2) change dramatically when t passes through t±. So,
the points t± are called transition points for the difference equation (3.2) by Wang and Wong
in [29, 30].
By symmetry, we only need to consider the right transition point t+ = 1. According to the
main theorem in [29, p. 189], we have the following Airy-type expansion.
Proposition 3.1. When n is large, pn(x) in (3.2) can be expressed as
pn(x) = C1(x)Pn(x) + C2(x)Qn(x),
where C1(x) and C2(x) are functions independent of n, and Pn(x) and Qn(x) are two linearly
independent solutions of (3.2) satisfying the following Airy-type asymptotic expansions in the
neighborhood of t+ = 1
Pn
(
N
1
2 t
) ∼ ( U(t)
t2 − 1
) 1
4
[
Ai
(
N
2
3U(t)
) ∞∑
s=0
A˜s(U)
N s−
1
6
+ Ai′
(
N
2
3U(t)
) ∞∑
s=0
B˜s(U)
N s+
1
6
]
and
Qn
(
N
1
2 t
) ∼ ( U(t)
t2 − 1
) 1
4
[
Bi
(
N
2
3U(t)
) ∞∑
s=0
A˜s(U)
N s−
1
6
+ Bi′
(
N
2
3U(t)
) ∞∑
s=0
B˜s(U)
N s+
1
6
]
,
where N = n + β − 1 and U(t) is defined in (2.2) and (2.3). Here the leading coefficients are
given by
A˜0(U) = 1, B˜0(U) = 0.
Proof. Recall the asymptotic expansion for An in (3.3), the equation (3.2) falls into the case
θ 6= 0 and t+ 6= 0 considered in [29]. Following their approach, we choose
τ0 = −a1t+
2θ
= β − 1 and N = n+ τ0.
Then our proposition follows from the main theorem in [29]. 
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4 Ratio and non-uniform asymptotics
To determine the coefficients C1(x) and C2(x) in Proposition 3.1, more asymptotic information
about the polynomials φn(x) is required. Note that, people had to obtain the asymptotic
information by using results derived from other methods, see, e.g., [29, 30]. Here, through
the approach developed by Wang and Wong in [28], we can get the non-uniform asymptotics
we need. As a consequence, we obtain our main results in Theorem 2.2 from the three-term
recurrence relation (1.2) only.
Obviously, φn(x) = γnx
n+ · · · defined in (1.2) are orthonormal polynomials. It is easily seen
from (1.2) that the leading coefficient of φn(x) is given by
γn :=
√
2n
λ1 · · ·λn = 2
n
√
Γ(β + α)Γ(β − α)Γ(n+ β + 12)
Γ(n+ β + α)Γ(n+ β − α)Γ(β + 12)
.
For convenience, we first consider the corresponding monic polynomials pin(x), that is,
pin(x) = x
n + · · · = 1
γn
φn(x). (4.1)
As the polynomials pin(x), φn(x) and pn(x) in (3.2) only differ by some constant factors, one
can see that most of the zeros of pin(
√
Nt) are asymptotically contained in the interval [−1, 1]
from (3.4). Then it is possible to consider the ratio pik(
√
Nt)
pik−1(
√
Nt)
outside the oscillatory inter-
val [−1, 1]. The ratio asymptotics for pik(x) is given as follows.
Lemma 4.1. Let N = n+ β − 1 and wk(x) be defined as
wk(x) :=
pik(x)
pik−1(x)
, k = 1, . . . , n. (4.2)
Then with λn given in (1.4), we have
wk
(√
Nz
)
=
√
N
z +
√
z2 − 2λkN
2
[
1 +
λk − λk−1
2[Nz2 − 2λk] +O
(
N−2
)]
for |z| > 1, (4.3)
where the error term O(N−2) is uniformly valid for all k = 1, . . . , n. Here the principal branch
of the square root is taken such that
√
z2 − 2λkN ∼ z as z →∞.
Proof. From (1.2) and (4.1), it is easily seen that the monic polynomial pin(x) satisfies the
following three-term recurrence relation
xpin(x) = pin+1(x) +
λn
2
pin−1(x)
with pi0(x) = 1 and pi1(x) = x. From (4.2), we have
pin(x) =
n∏
k=1
wk(x). (4.4)
It then follows that wk(x) satisfies a two-term nonlinear recurrence relation
wk+1(x) = x− λk
2wk(x)
, k ≥ 1
with w1(x) = x.
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Next, we prove (4.3) by mathematical induction. When k = 1, we have
w1
(√
Nz
)
=
√
N
z +
√
z2 − 2λ1N
2
2z
z +
√
z2 − 2λ1N
.
Since |z| > 1, we expand the denominator in the second fraction and obtain
2z
z +
√
z2 − 2λ1N
=
2z
2z − λ1Nz +O(N−2)
= 1 +
λ1
2Nz2
+O
(
N−2
)
.
As λ1 is a constant, the above formula gives (4.3) when k = 1.
Assume (4.3) is true for k = m. It then follows
wm+1
(√
Nz
)
=
√
Nz − λm
2wm
(√
Nz
)
=
√
Nz − λm√
N
(
z +
√
z2 − 2λmN
) (1− λm − λm−1
2[Nz2 − 2λm] +O
(
N−2
))
=
√
Nz −
√
N
(
z −
√
z2 − 2λmN
)
2
(
1− λm − λm−1
2[Nz2 − 2λm] +O
(
N−2
))
=
√
N
z +
√
z2 − 2λmN
2
+
√
N(λm − λm−1)
(
z −
√
z2 − 2λmN
)
4[Nz2 − 2λm] +O
(
N−3/2
)
.
One can see that, except the difference in λm+1 and λm, the first term in the above formula
is very close to the leading term in (4.3). To get the exact formula, let us rewrite the above
formula as
wm+1
(√
Nz
)
=
√
N
z +
√
z2 − 2λm+1N
2
[
1 +
λm+1 − λm
2[Nz2 − 2λm+1]
]
+R(z), (4.5)
where the remainder R(z) is
R(z) =
√
N
√
z2 − 2λmN −
√
z2 − 2λm+1N
2
+
√
N(λm − λm−1)
(
z −
√
z2 − 2λmN
)
4[Nz2 − 2λm]
−
√
N(λm+1 − λm)
(
z +
√
z2 − 2λm+1N
)
4[Nz2 − 2λm+1] +O
(
N−3/2
)
. (4.6)
Note that, when |z| > 1, the quantity z+
√
z2− 2λm+1
N
2 in (4.5) is nonzero and uniformed bounded
for all m = 0, . . . , n− 1. To prove (4.3) for k = m+ 1, then it is sufficient to show that R(z) is
of order O(N−3/2) for all m ≤ n− 1.
Denote σm := λm+1 − λm. By (1.4), it is easily seen that
σm =
1
2
+
α2 − 14
2
(
m+ β − 12
)(
m+ β + 12
) ,
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which is uniformly bounded for all m. Let us rewrite (4.6) as
R(z) =
1√
N
σm√
z2 − 2λmN +
√
z2 − 2(λm+σm)N
+
σm−1z
4
√
N
(
z2 − 2λmN
) − σm−1
4
√
N
√
z2 − 2λmN
− σmz
4
√
N
(
z2 − 2(λm+σm)N
) − σm
4
√
N
√
z2 − 2(λm+σm)N
+O
(
N−3/2
)
.
As σmN = O(N
−1) uniformly for all m, the above formula gives
R(z) =
1√
N
σm
2
√
z2 − 2λmN +O(N−1)
+
σm−1z
4
√
N
(
z2 − 2λmN
) − σm−1
4
√
N
√
z2 − 2λmN
− σmz
4
√
N
(
z2 − 2λmN +O(N−1)
) − σm
4
√
N
(√
z2 − 2λmN +O(N−1)
) +O(N−3/2)
=
(σm − σm−1)
(√
z2 − 2λmN − z
)
4
√
N
(
z2 − 2λmN
) +O(N−3/2).
When m is bounded, λm is bounded and
√
z2 − 2λmN − z = O(N−1), which means R(z) =
O(N−3/2). When m = O(N δ), 0 < δ ≤ 1 is unbounded, we have√
z2 − 2λm
N
− z = O(N δ−1) and σm − σm−1 = O(m−2) = O(N−2δ).
Then, R(z) is again of order O(N−3/2). Thus, (4.3) holds for k = m + 1 uniformly for all
m = 0, . . . , n− 1.
This proves our lemma. 
The result in the above lemma is remarkable in the sense that (4.3) is valid not only when k
is large but also when k = 1, 2, . . . . With this result, and taking (4.4) into consideration, one
can apply the trapezoidal rule or the Euler–Maclaurin formula to obtain the asymptotics of
pin(
√
Nz) as n→∞, uniformly for z bounded away from [−1, 1].
Before deriving the asymptotics of pin(
√
Nz), let us first compute the following summation
for later use.
Lemma 4.2. For β > 0, we have, as n→∞,
n∑
k=1
1
(k + β − 12)
(
x2 − k + x√x2 − k) = log x22x2 +O(n−1) (4.7)
for any complex x such that x/
√
n is bounded away from [−1, 1]. Here the principal branch of
the square root is taken such that
√
x2 − k ∼ x as x→∞.
Proof. Recall the Euler–Maclaurin formula in [31, Theorem 6], we have
n∑
k=1
f(k) =
∫ n
1
f(t)dt+
1
2
[f(n) + f(1)] +
m∑
s=1
B2s
(2s)!
[
f (2s−1)(n)− f (2s−1)(1)]+Rm,
where Bn and Bn(t) are Bernoulli numbers and Bernoulli polynomials, respectively. The re-
mainder Rm is given explicitly below
Rm =
∫ n
1
B2m −B2m(t− [t])
(2m)!
f (2m)(t)dt
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and satisfies the following inequality
|Rm| 6
(
2− 21−2m) B2m
(2m)!
∫ n
1
∣∣f (2m)(t)∣∣dt.
To prove our formula (4.7), we define
f(t) :=
1(
t+ β − 12
)(
x2 + x
√
x2 − t− t) , 1 ≤ t ≤ n, (4.8)
and choose m = 1. Then the Euler–Maclaurin formula reduces to
n∑
k=1
f(k) =
∫ n
1
f(t)dt+
1
2
[f(n) + f(1)] +
B2
2
[
f (1)(n)− f (1)(1)]+R1. (4.9)
When β 6= 12 , the first term in the above formula is calculated explicitly
∫ n
1
f(t)dt =
1
2β − 1
4x arctanh
( √
2x2−2n√
2x2+2β−1
)
√
1
2(2x
2 + 2β − 1)
− 2 log
(
x+
√
x2 − n)2
2n+ 2β − 1

− 1
2β − 1
4x arctanh
( √
2x2−2√
2x2+2β−1
)
√
1
2(2x
2 + 2β − 1)
− 2 log
(
x+
√
x2 − 1)2
2 + 2β − 1
 .
As x/
√
n is bounded away from [−1, 1], then x → ∞ when n → ∞. Using the formula
arctanh z = 12 log
1+z
1−z , we have∫ n
1
f(t)dt = − 1
2x2
(
2 log
x+
√
x2 − n
x+
√
x2 − 1 − log
2n+ 2β − 1
2β + 1
)
+O
(
x−2
)
=
log x2
2x2
− 1
x2
log
(
x√
n
+
√
x2
n
− 1
)
+O
(
x−2
)
. (4.10)
When β = 12 , the first term in (4.9) can also be computed explicitly∫ n
1
f(t)dt =
1
x2 + x
√
x2 − n +
log
(
x−√x2 − n)− log(x+√x2 − n)
2x2
−
[
1
x2 + x
√
x2 − 1 +
log
(
x−√x2 − 1)− log (x+√x2 − 1)
2x2
]
=
log x2
2x2
− 1
x2
log
(
x√
n
+
√
x2
n
− 1
)
+O
(
x−2
)
. (4.11)
As |x| > √n, we have from (4.10) and (4.11)∫ n
1
f(t)dt =
log x2
2x2
+O
(
n−1
)
(4.12)
uniformly for all β > 0.
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From the definition of f(t) in (4.8), it is easily seen that
f (1)(t) =
−1(
x2 + x
√
x2 − t− t)(t+ β − 12)2 +
1 + x
2
√
x2−t(
x2 + x
√
x2 − t− t)2(t+ β − 12)
and
f (2)(t) =
2
(x2 + x
√
x2 − t− t)(t+ β − 12)3
+
2
(
−1− x
2
√
x2−t
)
(
x2 + x
√
x2 − t− t)2(t+ β − 12)2
+
2
(
−1− x
2
√
x2−t
)2
(
x2 + x
√
x2 − t− t)3(t+ β − 12)
+
x
4(x2 − t)3/2(x2 + x√x2 − t− t)2(t+ β − 12) .
Based on (4.8) and the above two formulas, it is readily shown that
1
2
(f(n) + f(1)) = O
(
x−2
)
,
B2
2
[
f (1)(n)− f (1)(1)] = O(x−2), (4.13)
and
|R1| 6
(
2− 21−2) |B2|
2!
∫ n
1
∣∣f (2)(t)∣∣dt = O(x−2). (4.14)
Substituting (4.12)–(4.14) into (4.9) yields (4.7). 
Combining the results obtained above, we have the following asymptotic approximation of
φn(
√
n+ β − 1z) for z bounded away from the transition point 1 and the point origin.
Proposition 4.3. Let N = n+ β − 1. Then as n→∞, we have
φn
(
N
1
2 z
)
=
(4e)−
N
2 γnN
n
2 eNz
2+
(α2− 14 ) log(Nz
2)
4Nz2
zβ−
3
2 (z2 − 1) 14
× exp
{
N
(
log
(
z +
√
z2 − 1)− z√z2 − 1)} (1 +O(N−1)) (4.15)
uniformly for z in any compact subset of C\[−1, 1]; and
φn
(
N
1
2 z
)
(4e)−
N
2 γnN
n
2 eNz
2+
(α2− 14 ) log(Nz2)
4Nz2
=
2
zβ−
3
2 (1− z2) 14
cos
{
N
(
z
√
1− z2 − cos−1 z
)
+
pi
4
}
+O
(
N−1
)
, (4.16)
uniformly for z in any small complex neighborhood of [δ, 1 − δ], where δ > 0 is a fixed small
number.
Proof. From (4.4), we have
log pin(x) =
n∑
k=1
logwk(x).
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The above formula and (4.3) give us, for |z| > 1,
log pin
(√
Nz
)
= n log
(√
N
2
)
+
n∑
k=1
log
(
z +
√
z2 − 2λk
N
)
+
n∑
k=1
log
[
1 +
λk − λk−1
2[Nz2 − 2λk]
]
+O
(
n−1
)
. (4.17)
Taking a careful calculation, we find
log
(
z +
√
z2 − 2λk
N
)
= log
(
z +
√
z2 − k
n
)
− 1
2n
β − 32
z2 − kn + z
√
z2 − kn
+
1
2n
α2 − 14(
k + β − 12
)[
z2 − kn + z
√
z2 − kn
] + β − 12n
 z√
z2 − kn
− 1
+O(n−2) (4.18)
and
log
[
1 +
λk − λk−1
2[Nz2 − 2λk]
]
=
1
4n
1
z2 − kn
+O
(
n−2
)
, (4.19)
where the error terms O(n−2) are uniformly valid for all k in the above two formulas. As n→∞,
by the trapezoidal rule, we have
n∑
k=1
log
(
z +
√
z2 − k
n
)
∼ n
∫ 1
0
log
(
z +
√
z2 − s)ds+ 1
2
log
z +
√
z2 − 1
2z
= n
(
z2 − 1
2
− z
√
z2 − 1 + log (z +√z2 − 1))+ 1
2
log
z +
√
z2 − 1
2z
, (4.20)
n∑
k=1
− 1
2n
β − 32
z2 − kn + z
√
z2 − kn
+
β − 1
2n
 z√
z2 − kn
− 1

∼ −β −
3
2
2
∫ 1
0
ds
z2 − s+ z√z2 − s +
β − 1
2
∫ 1
0
zds√
z2 − s −
β − 1
2
=
(
β − 3
2
)
log
z +
√
z2 − 1
2z
+ (β − 1)
(
z − z
√
z2 − 1− 1
2
)
(4.21)
and
n∑
k=1
1
4n
1
z2 − kn
∼ 1
4
∫ 1
0
1
z2 − sds =
1
4
log
z2
z2 − 1 . (4.22)
Combining (4.7) and the above formulas (4.17)–(4.22), the asymptotic formula (4.15) in the
exponential region follows from the relation φn(x) = γnpin(x).
The asymptotic formula (4.16) near the oscillatory region can be easily obtained via a mat-
ching method introduced in [27, 28]. Here, we only sketch the idea of matching principle. Denote
the leading term on the right-hand side of the asymptotic formula (4.15) by Φ(n, z). It is readily
seen that Φ(n, z) is analytic in C\[−1, 1]. Furthermore, Φ(n, z) can be analytically continued
to the interval (−1, 0) ∪ (0, 1) from either above or below (note that Φ(n, z) has a singularity
at z = 0). By symmetry, we only need to consider the interval (0, 1). Denote
Φ±(n, z) := lim
ε→0+
Φ(n, z ± iε), 0 < z < 1.
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We can write
Φ±(n, z) =
(4e)−
N
2 γnN
n
2 eNz
2+
(α2− 14 ) log(Nz
2)
4Nz2
zβ−
3
2 (1− z2) 14 e±ipi/4
× exp
{
±iN
(
cos−1 z − z
√
1− z2
)}
.
Clearly, both Φ+(n, z) and Φ−(n, z) are analytic in a small complex neighborhood of [δ, 1− δ],
where δ > 0 is a fixed small number. It is also noted that as n→∞, the ratio
Φ+(n, z)
Φ−(n, z)
= exp
{
2iN
(
cos−1 z − z
√
1− z2
)
− ipi/2
}
is exponentially large when z is above and close to the interval [δ, 1−δ], and exponentially small
when z is below and close to the interval [δ, 1− δ]. Therefore, we have
φn
(
N
1
2 z
)
= Φ+(n, z)[1 +O(1/n)] + Φ−(n, z)[1 +O(1/n)]
for all z with real part in [δ, 1− δ] and small nonzero imaginary part. By analytic continuation,
the above formula is actually valid in a small complex neighborhood of [δ, 1 − δ]. Finally, we
obtain (4.16) in view of the following identity:
Φ+(n, z) + Φ−(n, z) =
(4e)−
N
2 γnN
n
2 eNz
2+
(α2− 14 ) log(Nz
2)
4Nz2
zβ−
3
2 (1− z2) 14
× 2 cos
{
pi/4−N
(
cos−1 z − z
√
1− z2
)}
.
This completes the proof of Proposition 4.3. 
Remark 4.4. Note that the recurrence coefficients λn given in (1.4) are regularly varying
at infinity. Therefore, one may apply the techniques in Geronimo et al. [12, 13] to obtain the
similar non-uniform asymptotic results for complex z bounded away from the oscillatory interval;
see Theorem 3.8 in [13] and (4.15) in this paper. However, because more general cases are
considered in [13], their results are only implicitly given in terms of an integral and a product of
a sequence from 1 to n, while our formula (4.15) is more explicit. The proof of (4.15) given above
complements the general results obtained by Geronimo et al. [12, 13]. Moveover, the asymptotic
expansion (4.16) inside the oscillatory interval and the uniform formulas in Theorem 2.2 are not
given in [12, 13].
Now we are ready to prove our main results.
Proof of Theorem 2.2. Let x = N
1
2 t. We have from (3.1) and (4.16)
pn(x) =
φn(x)
kn
∼ 2
kn
(4e)−
N
2 γnN
n
2 eNt
2+
(α2− 14 ) log(Nt
2)
4Nt2
tβ−
3
2 (1− t2) 14
× cos
{
N
(
t
√
1− t2 − cos−1 t
)
+
pi
4
}
. (4.23)
Recalling the asymptotic expansions for Airy functions, as x→∞
Ai(−x) ∼ 1√
pix1/4
cos
(
2
3
x
3
2 − pi
4
)
, Bi(−x) ∼ − 1√
pix1/4
sin
(
2
3
x
3
2 − pi
4
)
,
we have, when t < 1
pn(x) = C1(x)Pn(x) + C2(x)Qn(x) ∼ C1(x)
(
1
1− t2
) 1
4 1√
pi
cos
(
2N
3
(−U(t)) 32 − pi
4
)
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− C2(x)
(
1
1− t2
) 1
4 1√
pi
sin
(
2N
3
(−U(t)) 32 − pi
4
)
= C1(x)
(
1
1− t2
) 1
4 1√
pi
cos
(
N
(
cos−1 t− t
√
1− t2
)
− pi
4
)
− C2(x)
(
1
1− t2
) 1
4 1√
pi
sin
(
N
(
cos−1 t− t
√
1− t2
)
− pi
4
)
. (4.24)
Comparing (4.23) and (4.24), we have
C1(x) = pi
1
4
√
Γ(β + α)Γ(β − α)
Γ(β + 12)
ex
2+
(α2− 14 ) log(x
2)
4x2
(2x)β−
3
2
, C2(x) = 0.
This completes the proof of the theorem. 
5 Discussions
In this paper, we investigated a family of orthogonal polynomials associated with certain coherent
states introduced by Ali and Ismail [2]. Using the Wang–Wong difference equation method, we
obtained uniform asymptotic expansions for the polynomials as their degree tends to infinity. It
is interesting to note that our asymptotic formula (2.4) contains a term x(α
2−1/4)/(2x2), which is
generated from the
α2− 1
4
n+β− 1
2
term in the expression (1.5) for the recurrence coefficients of three-
term recurrence relation. We remark that none of the hypergeometric orthogonal polynomials
within the Askey scheme has this type of phenomenon; namely, for any polynomials in the
Askey scheme, the O(1/n) term of the series expression for the recurrence coefficients of three-
term recurrence relation always vanishes. According to our asymptotic results in (2.4), this
phenomenon also suggests that the weight function for the orthogonal polynomials φn(x) may
contain a factor |x|( 14−α2)/x2 . Furthermore, we conjecture that the weight function will violate
the Szego˝ condition at the origin due to this factor |x|( 14−α2)/x2 . Note that such kind of factor
is also different from the known orthogonal polynomials in the non-Szego˝ class, such as the
Pollaczek polynomials in [24, p. 393].
Several questions remain open.
(i) One may try to find an explicit formula for the weight function of φn(x), then discover an
intrinsic relation between the two sets of polynomials φn(x) and ψn(x).
(ii) One can see that our formula (2.4) has singularities near the origin if α 6= 1/2. New
ideas are needed to derive uniform asymptotic formulas for φn(N
1/2t) when t ∈ [−δ, δ] and
α 6= 1/2.
(iii) As the weight function for ψn(x) is given explicitly in (1.3), it is possible to adopt the Deift–
Zhou nonlinear steepest descent method for Riemann–Hilbert problems to find asymptotic
formulas for ψn(x).
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