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In this paper we examine matrix polynomials of the form L(X) = A/4’ + EBA + C 
in which Eis a parameter and A, B, C are positive definite. Thisarises inanatural 
way in the study of damped vibrating systems. Themain results areconcerned with 
the generic case in which det L(h) has at least 2n - 1 distinct zeros for all 
e E [0, co). The values of e at which there is a multiple zero f det L(h) are of 
major interest in this analysis. The dependence of first degree factors of L(h) on E 
is also discussed. 0 1986 Academic Press. Inc. 
1. INTRODUCTION 
Some of the simplest and most fundamental vibrating systems can be 
described y adifferential equ tion ofthe form 
/Icy(t) + Bcgt) + Cq(t) =f(t) 
where A, B, C are n X n positive definite matrices, f(t) is a vector valued 
function fthe independent variable t (the time), dots denote derivatives 
with respect tot and q(t) is the vector-valued function to be found. The 
properties of such systems are asily described in the two cases when B is 
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small or large, inan appropriate sense. Inthe extreme first case we have 
B = 0 and solutions f the homogeneous system represent thewell-known 
harmonic motions. Inthe second case, the system does not oscillate at all, 
and the solutions f the homogeneous system represent xponential decays. 
This case is also well understood. 
Our objective s tostudy the transition of such systems from one extreme 
to the other. We therefore study the quation 
A&) + &BQ(t) + Cq(t) =f(t) 
in which Eis a nonnegative parameter. The analysis of this equation reduces 
to examination of the matrix polynomial 
L(X) = AA* + EBA + C. 
In fact, without loss of generality, we may assume that A = I. When E = 0 
the zeros of det L(X) (also known as the eigenvalues of L(X)), are pure 
imaginary and occur in conjugate pairs. When E is sufficiently largeall zeros 
of det L(X) are real and negative. In general, theanalysis of this transition 
process eems to be complicated. In order to reduce this to the simplest 
significant c sewe show that acertain class ofsystems i generic. These are 
the systems with the property hat det L(X) has at least 2n- 1 distinct 
zeros for every EE [0, co). 
We examine in detail the exceptional points of these systems, namely, 
those values of E at which det L(h) has less than 2n distinct zeros. These 
include “branch points” atwhich the zeros of det L(X) fail to be analytic 
functions f E. Such points arise inthe generic case and can be interpreted 
as those values of E at which the homogeneous system has solutions qleihof 
and q2eihor for some eigenvalue A, and linearly independent (constant) 
vectors ql, q2, or, solutions f the form (ql + tq2)eixor for some (constant) 
vectors q1and q2 and some eigenvalue X,.
The second section fthe paper contains preliminaries and a review of 
the two extreme cases of weakly and strongly damped systems. In the third 
section weapply some recent results in analytic perturbation heory toour 
problem. 
The next two sections contain a description of the class of generic 
systems together with a proof of the generic property. Analysis ofthe 
exceptional and branch points for the parameter E is contained in Section 6.
In Section 7 a few concrete examples are presented which show how 
complicated hebehaviour of eigenvalues as functions f Ecan be, even for 
the generic case. 
In the eighth section weconsider factorizations of L(A) of the form 
L(X) = (1X - Z,)(lh - Z,) and examine the dependence of Z, and Z, on 
the parameter E.
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2. PRELIMINARIES: SIGN CHARACTERISTIC, OVER-DAMPED AND 
WEAKLY DAMPED CASES 
In this ection wereview some well-known facts about eigenvalues and 
eigenvectors of the matrix polynomial 
L(X) = IA* + BX + C, (2-l) 
where B and C are positive definite n X n matrices. 
Let X, be an eigenvalue of L(A) with corresponding e genvector x0, so 
x0 # 0 and ,5(X,)x, = 0. Then we have 
#j(xo, x,,) + h,(Bx,, x0> + (Cx,,, x0> = 0, 
which gives 
xo = -@x0, xc,) f (Bxo, x0)* i 2( o, xj 4(X0? xowxo~ x0) . (2*2) 
0 
As (Bx,, x0) > 0 and (Cx,, x0) > 0 it follows that he real part of X0 is 
negative. 
In general, L(X) may have real and non-real eigenvalues. The real 
eigenvalues are especially interesting. An important characteristic of a real 
eigenvalue of L(X) is its ign characteristic which may be introduced as 
follows. By abasic result (known as Rellich’s theorem; see Chap. S.6 in [8], 
for example) there exists ananalytic n x n matrix function U(X) of the real 
variable A which takes unitary values such that, for all h
r (1 CL1 h 0 
. . . 0 
L(X) = U(X) 0 P*@) *** 0 . 
I* . 0 (j . . . &. 
- R, 
U(A)-‘, (2.3) 
where pi(X), . .. , p,(X) are analytic scalar functions f the real variable X. 
Clearly, a real number A, is an eigenvalue of L(X) if and only if 
pj(Xo) = 0 for some j. Let pil(h), . . . hi,(X) beall the functions from (2.3) 
for which pik( A o) = 0, k = 1, .. . , r. The multiplicities m,, . . . , m, of ho as 
a zero f the analytic functions pi,(X), . . ., pi,CX) are called the partial 
multiplicities of L(h) at X0. (Other equivalent definitions of the partial 
multiplicities are found in references [8,12].) So we have 
p$‘,)(ho) = 0, j = O,..., mk - 1; mjkmk)(Ao) # 0. 
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The set of signs (+ 1 or - 1) of the non-zero eal numbers pd(yk)( A,), k= 
1 ,**-, r is called the sign characteristic of heigenvalue A,.Thus, the sign 
characteristic consists of a sign (+ 1 or - 1) attached toeach partial 
multiplicity of X,. The notion fthe sign characteristic ha  proved to be an 
important tool in studying meromorphic hermitian matrix functions (see 
[8,9,10,11,17]). A description of the sign characteristic in terms of Jordan 
chains is given in [6] (also Theorem 10.14 in [S]). 
In the sequel weshall use the fact that he partial multiplicities of L(X)
at X, coincide with the degrees ofelementary divisors f L(X) of type 
(X - X$ (with positive nteger CY). Note that all such elementary divisors 
are linear (i.e., with OL = 1) if and only if dim Ker L(X,) coincides with the 
multiplicity of X, as a zero f det L(A). 
PROPOSITION 2.1. All elementary divisors f L( X) corresponding to a real 
eigenvalue X, are linear ifand only if the quadratic form 
(L’O,)x, x) =(@A, + B)x, x) 
is non-degenerate on Ker L(A,), i.e., the zero vector is the only vector 
x0 E Ker L(X,) f or which (L’(X,)x,, y)= 0 for everyy E KerL(X,). 
This proposition follows from Theorem 10.14 in [8]. 
Now let x0 be an eigenvector of L(X) corresponding to a real eigenvalue 
X,. The pair (X,, x0) will be said to be of the ftrst kind, second kind, or 
neutral kind if 
A, < 
- (Bxo, xo> 
Ao' 2(x0,x0) '
respectively. Thesenotions have been introduced an studied inreferences 
[2,13]. In particular, they allow us to sort out some cases in which there are 
no generalized eigenvectors associated with an eigenvector x0. Recall that 
xi E C n is called a generalized eigenvector associated with eigenvector x0 
corresponding to eigenvalue A, if L’(X,)x, + L(X,)x, = 0. This is equiv- 
alent to the equation 
2A,x, + Bx, + A;xl + A,Bx, + Cx, = 0. 
PROPOSITION 2.2. Let ho be a real eigenvalue of L(x) with an eigenvec- 
tar x0, and let he pair (X0, x0) be of theJirst or second kind. Then there are 
no generalized eigenvectors associated with x0. 
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Proof Suppose the contrary, andx1 is a generalized eigenvector for x0. 
Then 
L(h,)x, = 0; 
L’(X,)x() + L(A,)x, = 0. 
Multiply the first equation by x1, and the second by x0: 
Since L(X ) is 
=7-7-f? 
selfadjoint, (L(X,)x,, x0) = (x1, L(X,)x,) 
L X, x,,, x1 = 0; so (L’(X,)x,, ) = 0. But this equality means 
%bm x0) +(Bx,, 4)) =0, 
a contradiction with the choice of(X,, x0). •I 
Conversely, if (h,, x,,) is of the neutral kind, then L(X,)x, = L’(X,)x, 
= 0, so x0 has generalized eigenvectors (e.g., thezero vector). 
A real eigenvalue X, of L(X) is called simple if there are no pairs 
(A,, x,,) of the neutral kind. The eigenvalue X, is of the first (resp. second) 
kind if (A,, x0) is of the first (resp. second) kind for every x0 E Ker L(A,) 
\ (0). We have the following result which follows from Proposition 2.1 and 
Theorem 10.14 in [8]. 
PROPOSITION 2.3. A real eigenvalue X, of L( X) is simple if and only ifall 
elementary divisors of L(X) corresponding to X,are linear, or, equivalently, 
the form ((2Ao + B)x, x) is non-degenerate on K r L(X,). Furthermore, A, 
is of the first (resp. second) kind if and only if the form ((2X, + B)x, x) is 
negative (resp. positive) d jnite onKer L(X,). 
The eigenvalues of the first and second kind are asily identified in terms 
of the sign characteristic: A real eigenvalue X, is of the first (resp. second) 
kind if and only if all elementary divisors corresponding to A,are linear 
and all the signs in the sign characteristic corresponding to those elemen- 
tary divisors a e- l’s (resp. + l’s). 
We also recall some basic results concerning weakly damped and over- 
damped quadratic polynomials with positive definite co fficients (see,.g., 
[S]). The quadratic polynomial (2.1) will be called overdamped if (Bx, x)~ 
> 4(x, x)(Cx, x) for every non-zero x E 4=“. The following description of 
eigenvalues and eigenvectors of overdamped polynomials goes back to [2]. 
THEOREM 2.4. Let (2.1) beoverdamped. Then 
(i) all the eigenvalues of L(h) are real and nonpositive; 
(ii) all the elementary divisors f L( h) are linear; 
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(iii) there xists a negative number qsuch that neigenvalues AT), .. . , A(i) 
are less than q and n eigenvalues A?), .. . , A(z) are greater than q; 
(iv) for i = 1 and 2, the sign of A?’ (j = 1,. . , n) in the sign char- 
acteristic of L(X) is (- 1)‘; 
(v) the eigenvectors @I,.. . , ur) of L(X), corresponding to the eigenval- 
ues AC;), . . ., A(:‘, respectively, are linearly independent fori = 1,2. 
If (Bx, x)~ < 4(x, x)(Cx, x) for every non-zero x, the polynomial (4.1) is
called weakly damped. A weakly damped polynomial s positive definite on 
the real ine (in particular, doesnot have real eigenvalues). Conversely, if 
L(X) does not have real eigenvalues, then L(X) is weakly damped. Indeed, 
by Theorem 10.15 in [8] the numerical range {X E C(( L(X)x, x) = 0 for 
some x E Q=” \(0)) of L(h) does not intersect the real axis which implies 
that L(X) is weakly damped. 
3. PERTURBATIONS OF EIGENVALUES AND EIGENVECTORS 
Consider now the behaviour ofeigenvalues of L(X) when the middle 
coefficient B is perturbed. So let 
L(X, E) = IA2 + A. eB + C, (3-l) 
where the parameter E is nonnegative, and B and C are positive definite 
matrices. 
We shall beinterested in the behaviour of the eigenvalues of L(X, E) as 
functions f E. The main result onthe local behaviour of eal eigenvalues is 
a particular case of the main results in [ll] and is of the following form. 
Suppose we are given complete information about he real eigenvalues of 
L(A, E,,) for some E,, > 0, in the sense that we know their partial mu tiplici- 
ties and associated signs in the sign characteristic. The theorems tells u
how many of these eigenvalues remain real under eal perturbations in E, 
and how the resulting real eigenvalues ar  classified with respect to he first, 
second, and neutral types introduced in the previous section. 
THEOREM 3.1. Let A, (< 0) be a real eigenvalue of L(X, eo) (E,, > 0) 
with partial multiplicities ml,. . ,m, and corresponding s gns Ed, .. . , E, in the 
sign characteristic of L(h, E,,). Let r) < IA,,1 bea positive number such that A, 
is the only eigenvalue of L(X, Q) in the disc D = {A E cl (A - X,1 I 1)). 
Then there xists a 6 > 0 with the following properties: For every positive E 
with e0 - 6 < E < Ed the polynomial L(X, E) has exactly 
2{ ilm, even, q = -l}’ + { i(m, odd}” 
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real eigenvalues in ide D (counting multiplicities); exactly { ilei = - l}# of 
these igenvalues aregreater than A, and of the first kind, while xactly 
{ ilm, even, q = -1)’ + {ilrn; odd, q = +l}# 
of them are less than A, and of the second kind. 
For every Ewith Ed < E -C .Q + 8, L( A, E) has exactly 
2{ ilm, even, E; = l}# + { ilrn; odd}# 
real eigenvalues in ide D; exactly { ile, = l}# of these eigenvalues aregreater 
than A, and of the second kind, while xactly 
{ ilm, even, E, = l}’ + { ilmi odd, q = -l}’ 
of them are less than A, and of the jirst kind. 
An important particular casewhich deserves a separate statement arises 
when h, is simple: 
COROLLARY 3.2. Let A, be a simple real eigenvalue of L(h, E,J (eO > 0), 
and let r+ (resp. r -) be the number of positive (resp. negative) squares inthe 
canonical form of the quadratic form (L’( X,)x, x) defined onKer L( A,). Let 
q and D be as in Theorem 3.1. Then there exists a S > 0 such that for every 
positive E with IE - E,,( < 6 the polynomial L(X, E) has exactly r+t r- real 
eigenvalues in D (counting multiplicities); for E P e0 (resp. E <: Q) exactly 
r- of them are less than A, (resp. greater than A,) and of the Jirst kind while 
r+ of them are greater than h, (resp. less than A,) and of the second kind. 
Let us give an example illustrating Theorem 3.1. 
EXAMPLE 3.1. Let 
The polynomial L(X, E) = A2r + he[ t :] + [: i] with E = 1 has eigen- 
value -1 with partial multiplicity 4. Since -1 is the only eigenvahte of 
L(h, 1) it follows that L(X, 1) is positive definite forvery real hdifferent 
from - 1. Hence the sign characteristic of the igenvahre - 1 of L(X, 1) is 
+ 1. By Theorem 3.1, for E < 1 and close enough to 1 the polynomial 
L( X, E) has no real eigenvalues in a neighborhood f -1, while for E.> 1 
and close enough to 1 L (X, E) has one real eigenvalue in a neighborhood f 
- 1 which is greater than - 1 and of the second kind, and one real 
eigenvalue ess than -1 of the first kind. 
Consider now the problem of the analytic behaviour of eigenvalues and 
eigenvectors as functions f E. 
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THEOREM 3.3. Let A,, mi, q, r) and D be as in Theorem 3.1. Then there 
exists a real neighborhood Q?!of q, with the following properties: 
(a) L(h, E) has m, + a. - + m r eigenvalues (counting multiplicities ) in 
D and these are given by the fractional power series 
k=l 
E E %; j = 1,. . , r; o = 1,. . , mj, 
(3.2) 
where S,, .. . , A,,,, are the m, values of (E - E~)‘/“J. In the fractional power 
series (3.2) the coeficient ai,is non-zero. Zf mj is odd, then the coeficients 
ajk are real and the sign of ai1 coincides with Ed. Zf mj is even and ~~ = 1, 
then ajk are real and ajl > 0. Zf mj is even and ~~ = - 1, then ajk is a 
nonnegative multiple (which depends on k) of 
klr kn 
cos- + i sin-, k = 1,2,... . 
mj mj 
(b) the elementary divisors of L(X, E) corresponding to the eigenvalues 
A,,( E), where u = 1,. . , mj and E E 4V\ {q,}, are all simple and the 
dimension piof Ker L( Ajo( E) is independent of u and E. 
(c) for eachj = l,..., r there xist pi vector valued fractional power 
series 
x/!,p)( E  = f b$“(S,)k, 
k=O 
p = 1,. a, ~,,a=1 ,..., mj, j=l,..., r,eE%!, 
where bf/‘) E C”, 
J 
such that, for every EE %\ {Ed}, the vectors 
Xj;‘( E), . . . , X$“(E) 
form a basis in Ker L(hj,(~), e). 
Proof Part (a) follows from Theorem 6.1 in [8]. For the proof of parts 
(b) and (c), observe first that, byTheorem 2.4, the polynomial L(h, E) has 
all elementary divisors linear for E > E, where 
E= 
2/TK4EG 
max 
XEC”, x#O (%x) . 
Now it follows from Theorem V.7.1 in [l] and Theorem 5.11 in [S] that 
L(h, E) has all elementary divisors linear for every real (or, for this matter, 
even complex) E with the possible exception of afinite number of values of
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E. Combining this observation w ththe general result ofBaumg5rtel (Theo- 
rem 1X.3.1 in[l]), weobtain (b) and (c). 0 
The existence of the fractional power series (3.2) and the properties of the 
coefficients ajk provide the following formation about he behaviour of 
the curves { Xj,(&)]& 2 E,,} and {hi,(&)]& 5 q,}: 
(1) Assume .E~ = 1. Then the mj curves (Xi,,(&)]& 2 q,,EE %} are 
tangent a E = q, to the m, rays 
2nk 2vk 
cos- + i sin-- 
mj mi 
k=O,l,..., mj-1, 
and the curves (XJE)(E I q,, EE 4) are tangent tothe rays 
2ak + TT 2pk + T 
cos + i sin 
mi mJ 
k = O,...,mj - 1. 
(2) Assume &j = -1. Then the mj curves (AJE)IE 2 eo, E E @} are 
tangent a E = Q, to the mj rays 
2?tk + T 2mk + VT 
cos + i sin 
mj mJ )I i 
1x20, k=O,...,mj- 1, 
while the curves ( XI,,(~)\ _ E < q,, EE &} are tangent tothe rays 
2vrk 2ak 
cos- + i sin-- 
mi mi 
k=O,...,mj-1. 
Illustrations of these results will be found in Section 7.
4. THE GENERIC CASE 
We single out a certain class ofpolynomials of type 
L(h, E) = Ix2 + EBX + c, 
where B and C are positive definite andE is a nonnegative parameter 
(sometimes we shall allow E to be complex). This class is more easily 
studied than the general case, and at the same time it turns out to be 
generic na natural sense, aswe explain below. 
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Consider the scalar polynomial 
d(X, E) = det(IX’ + EBX + C). 
So d(X, E) is a polynomial n X of degree 2n whose coefficients are real 
polynomials in E. The simplest cases for analysis would be those for which 
d(h, e) has 2n distinct zeros in the complex plane for every positive E. 
However, this cannot happen. Indeed, let Ebe the supremum of all E> 0 
such that L(h, E) is weakly damped, i.e., 
E= min 
2\lb, 4(cx, x) 
XEC”,X#O (Bx,x) . 
Then d( X, E) has no real eigenvalues for 0I E < E but d( h, E) has at least 
one real eigenvalue X,.As the coefficients of d(X, E) are real and the 
eigenvalues d pend continuously on E it follows that X, is a zero f 
det(X, E)of multiplicity at least 2.So det(X, E)has at most 2n - 1 distinct 
eigenvalues. 
We consider now the next simplest case. Let Q, be the set of all pairs of 
positive definite matrices (B,C) such that, for every EE C, the polynomial 
det(lX’ + EBX + C) has at least 2n - 1 distinct zeros in the complex 
plane. Itis easy to exhibit a pair (B, C) from Qa. 
EXAMPLE 4.1. Let B = 21, and let C = diag[c,, . . . , c,] be a diagonal 
matrix with distinct positive numbers ci, .. . , c, on the main diagonal. It is 
easily seen that det(ZX* + eBX + C) has 2n distinct zeros for all complex 
numbers eother than the 2n real values f fi for j= 1,. . , n, and has 
exactly 2n- 1 distinct zeros when E takes any one of these real values. So 
(B, C) E Q. in this example. 
It will be convenient to consider Q, as a subset ofthe set Q of all pairs 
(B, C) of positive definite matrices B and C. We shall identify thepair 
(B, C) E Q with apoint in BP 2n* (here 2n2 is the number of independent 
real parameters in the entries of B and C). The following result gives the 
key to the generic property of the set Q,: 
THEOREM 4.1. The set Q, is dense in Q. More precisely, there xist 
polynomiakp,( B, C) + 0,. . , p,( B, C) f 0; ql( B, C), . . . , q,( B, C) in 2n2 
real variables (the ntries ofB and C) with integer coeficients suchthat 
Q\Qo= CJ {(B,C) E QlPi(B,C) +O, 
r=l 
pl(B,C) = ... =pi-1(B,C)=qi(B,C)=O} 
u{(B,C> E QIP~(B,C) = 0.. =p,(B,C) = 1). (4.1) 
Moreover, ql( B, C) is not identically zero. 
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The proof of Theorem 4.1 will be given in the next section. Forour 
purposes itis more convenient to restrict the range of E and consider the set 
00 of all pairs of positive d finite matrices B and C such that 
det(A*Z + X&B + C) has at least 2n- 1 distinct zeros for every E2 0. 
Since Q, c Q, c Q it follows from Theorem 4.1 that he set Q, is also 
dense in the set of all pairs of positive definite matrices. Moreover, its 
complement iscontained in aunion of a finite number of sets of dimension 
less than the number of independent real variables d cribing a pair of 
positive definite m_atrices (in the sense of algebraic geometry). So we shall 
refer to(B, C) E Q, as the generic case. 
Example 3.1 shows a pair (B, C) which is not generic, .e., does not 
belong to 0,. We shall encounter more non-generic examples inthe sequel. 
We conclude this ection with some simple properties of the generic case. 
PROPOSITION 4.2. Let (B, C) E 0,. Then for euery E2 0 every non-real 
zero of det(ZA* + EBX + C) is simple. Inparticular (when E = 0) C has n 
distinct eigenvalues. Every real zero f det(ZA* + EBX + C) is either simple 
or has multiplicity 2. 
Proof If X # x is a zero f det(ZX* + EBX + C) with multiplicity k, 
then the same is true for x. So det(ZA* + EBX + C) has at most 2n - 
2( k - 1) distinct eigenvalues, which implies (since (B, C) E 8,) that k = 1. 
The statement about real eigenvalues is evident. •I 
In connection with Proposition 4.2 observe that it can happen that 
det(ZA* + EBX + C) has non-real multiple eigenvalues: 
EXAMPLE 4.2 (taken from [14]). Let 
B= [;,2 “:‘I; C= [; i]. 
In this case there is a non-real double zero A, of det(ZA* + EBX + C) for 
E = 1. Moreover, the polynomial IA* + BX + C has an elementary divisor 
of second degree corresponding to A,. So the igenvector or esponding to 
A, is uniquely determined (upto multiplication by a non-zero scalar) and 
has a generalized eigenvector. 
PROPOSITION 4.3. Let (B, C) E 0,. Then for all EE 4=, with the excep- 
tion of a finite number of points, the polynomial det(ZA* + EBX + C) has 2n 
distinct zeros. 
Proof For E > 0 and sufficiently sma l, the polynomial IA* + eBX + C 
is weakly damped. Hence, it has no real eigenvalues. Proposition 4.2 shows 
that all the zeros of det(ZA* + EBA + C) are simple inthis case. Let r(E) be 
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the resultant de erminant of he polynomials det(ZA2 f EBX + C) and 
( J/8A)det(ZA2 + EBA + C) (see, .g., Chapter XII of [19] for resultants 
and their basic properties). By thebasic property of the resultant de ermi- 
nant, T(E) # 0 if and only if det(ZA2 + CBA + C) does not have multiple 
zeros. From the definition of T(E) it follows that r(a) is a polynomial n E, 
and we have seen above that Y(E) # 0 for E> 0 and close enough to zero. 
So there is only afinite number of points E uch that T(E) = 0. 0 
5. PROOF OF THEOREM 4.1 
The proof will be given in a slightly more general framework than that 
needed to obtain Theorem 4itself. 
Let H be the set of all pairs (B, C) with ermitian m trices B and C. We 
shall identify H with W2n2. Further, letZZ, be the set of all pairs (B, C) E H 
such that det(ZA2 + EBX + C) has at least 2n- 1 distinct ( omplex) zeros 
for every EE C. We shall establish equation (4.1) with Q and Q. replaced 
by H and Ho, respectively. 
Let (B, C) E H, and write 
2n-1 
det(ZA2 + EBX + C) = X2” + c ajXj, 
j=O 
where aj is a polynomial n E(whose coefficients d pend on B and C, of 
course). Let
R(F: R. C) 
1 u2,1 I U?,, z QI (10 0 0 
0 I U?u 1 U? *I cl,, ... 0 
(i 0 0 :. i UZ,I I u211 z U?,, 3 “. uo 
211 (211 - l)u,,, , (2t1 - 2)U?,, 2 .‘. 11, 0 0 0 
0 211 (2fI - l)U>,, , ‘.. 2uz UI 0 0 
0 0 0 :. in (2rv l)oz,gm, “’ u1 
be the resultant ma rix of det(ZA2 + EBX + C) and ( J/aX)det(ZA2 + EBX 
+ C). The size of R(E; B, C) is (4n - 1) X (4n - 1). Then (B, C) E Ho if 
and only if 
rank R(E; B, C) 2 4n - 2 
for all EE Q= (see [3]). Let R1(q B, C), . . . , R,,(E; B,C) be all the minors of 
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R(E; B, C) of order (4n - 2) X (4n - 2). Then (B, C) g H, if and only if 
R i, .. . , R, have acommon zero (as polynomials in E). As H, # 0 (Exam- 
ple 4.1) not all polynomials R,,.. . , !P are identically zero. Let R,, .. . , R, 
be the not identically zeropolynomrals mong R,, .. . , R, and, for i = 
1 9 . . . 3 q, write 
RI@; B, C) = 5 rij(B, C)d, 
j=o 
where the coefficients rij(B, C) are polynomials in the ntries of B and C 
with integer coefficients and r,,,,,(B, C) f 0. Let 
PUB, C) = i (r;,,,(B, C))‘. 
i=l 
Consider a pair (B, C) E H for which p_i( B,C) # 0 (so that at least one of 
r,, ,,( B, C) is different from zero). Let Rtl( B, C) be the resultant ma rix of 
R i, .. . , R, with trows: 
, 
where 
. . . 
i = l,...,q. 
The matrix Sj has u columns and u - M; rows, where u2 max(m,, . .. , m4 
+ 1) is an integer such that qu - Q=irni = t. For the basic properties of 
such resultant ma rices see [4] and Section 9.6 in [8]. It follows from the 
description of Ker k,,(B, C)for large t given in [4], that (B, C) $S Ho if 
and only if the columns of &,,(B, C) are linearly dependent. Let 
q#, CL.. ., qlll( B,C) be the determinants of all square submatrices in 
R,,( B, C) of maximal size, and put 
qdk C) = i (a,@, C,)“. 
j=l 
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Assume now that pl(B, C) = 0, but p2(B, C) Z 0, where 
P*CBT ‘1 = Ii (ri,m,2)2* 
i-l 
Letting R,,( B, C) be the resultant of the polynomials C7=2ri, m (B, C)Pl/, 
i=l , . . . , q, we see again that (B, C) e Q, if and only if the”columns of 
fi,,( B, C) are linearly dependent for tlarge enough. Now put 
q2(B,C) = I? (qlj(B, C))‘, 
j=l 
where q21y..  T q2,!, are the determinants of all square submatrices in 
R,,( B, C) of maximal size. Continuing in this way, we eventually obtain 
formula (7.1) (with Q and Q, replaced by H and ZZ,, respectively). In this
formula the polynomials pl,. . , pa are not identically zeroby construction. 
It remains toprove that q1 is not identically zero. Tothis end it is sufficient 
to display  pair (B,, C,) E H, such that awhole neighborhood f (B,, C,,) 
is contained in ZZ,. 
Take B, and C, with the following properties: 
(1) B, = I, C, is positive definite andthe ratio between the maximal 
eigenvalue of C, and the minimal eigenvalue of C, is less than 4; 
(2) (4, Cd E % 
Such matrices B, and C,, exist; see Example 4.1. Arguing bycontradiction, 
assume that here xists a sequence ofpairs (B,, Cm) E H\ Ho, m = 
1,2,..., such that B,,, + B,, C,,, + C, as m goes to infinity. So for each m
there exists anE, E Q: such that 
rank R(E,; B,, Cm) I 4n - 3. (5.1) 
If the sequence E,does not tend to infinity then, taking a subsequence with 
a limit ec, E Q= and letting m + cc in (5.1), we find that 
rank R(E,,; Ii,, Co) I 4n - 3, 
a contradiction w ththe hypothesis that (B,, C,) E ZZ,. So E, + cc as 
m ---) 00. 
Let X, be a (complex) eigenvalue of X21 + XE, B, + C,,,. Thus, 
(Az,Z + hme,B,,, + C,,,)x, = 0 (5 4
for some vector x,E C” with (1x,(\ = 1. Passing toa subsequence, we can 
assume that x, --, x,, as m + m for some vector x0E C” with J(xOI( = 1. 
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Taking the inner product of(5.2) with x,, we obtain 
A, = :[ -&$,,X,m X,,,) I!I‘/E;(B,X,, X )* - 4(c,,,X,, &)I.
Note that &,(B,x,,,, x ) tends to infinity, while (Cmxm, xm) is bounded. 
We have 
and, passing ifnecessary to asubsequence, we can assume that either 
A 
lim 
2Em(Bm;,, XJ = 
-2 
m+m 
or 
where . . . indicates rms containing l/&J, with j 2 4. In others words, 
either 
lim x- = -4(B,x,,x,) 
m~oo E, 
or 
holds. Incase (5.3) holds, wehave 
n - 1 2 rank[hL1+ h,e,B,,, + Cm] = rank 31-t 
m 
>B,,, + 2 
m m I 
x"B,+ c, 
EnI cl 1 
= rank l6( &x0, x,)~Z - 4( Box,, x0) B,,]  [ 
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which is equal to 12 Z because B,= Z and so we obtain the contradiction, 
rank(12 I)I n - 1. If (5.4) holds, then evidently lim,,,X, = 0, so 
n - 1 2 rank[ Ail + h,e,B,,, + c,,,] 2 rank lim ( AiZ + Xms,,J, + Cm] 
m-+m 
= rank 
-4Gx03 x0) 
@cPm x0) 
B, + c,, 
1 
= rank[ -4(C,,x,, )Z + Cc,]. 
However, because ofthe condition on C,, the matrix -4(C,,x,, )Z + C, 
is negative d finite; a contradiction again. We conclude that here is no 
sequence ( B,, C,) E H \ Zf, such that lim, ~,B,,, = B,, lim c =c,, m+com 
and the proof of Theorem 4.1 is complete. 0 
6. EXCEPTIONAL AND BRANCH POINTS 
Consider the polynomial 
L(X, E) = IA2 + EBX + C, 
where the pair (B, C) is generic. So for each E 2 0 the polynomial 
det L(X, E) has at least 2n- 1 distinct zeros and, by Proposition 4.3, for 
every EE C, with the exception of afinite number of points, det L(h, E) 
has 2n distinct zeros. The positive real numbers Esuch that det L(h, E) (as 
a polynomial in A) has exactly 2n- 1 distinct zeros will be called the 
exceptional points a sociated with the pair (B, C). 
THEOREM 6.1. The number k, of exceptional points satisjies th  inequali- 
ties n 5 k, I 2n2. 
Proof: For i = 1,. . , n let 6, be the infimum of those positive E for 
which L.( A, E) has not less than 2i real eigenvalues. Then a,, .. . ,a, are n 
distinct exceptional points, and so k, 2 n. 
To show the second inequality, notethat for every exceptional point Ed 
we have r(eO; B, C) = 0, where r(E; B, C) is the resultant de erminant of 
det L(X, E) and (a/JX)det L(X, E). We show that he degree of r(E; B, C) 
(as apolynomial in E) does not exceed 2n2. 
It will be convenient to prove alemma first. 
LEMMA 6.2. Let S,(X, E) be a polynomial n two variables X and E of the 
form 
S,(X, E)= fJ (A2 +hi + v,), 
i=l 
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where ui, vi are complex numbers. Then 
S,O, 4 = f Pk,(W, 
i=o 
where pki( E) is a polynomial (with coejicients depending onui and vi) whose 
degree does not exceed k - 1 k - i I. 
Proof We use induction on k. We have 
s,+,o, 4 = (A’ + AEUk+1 + uk+l)s,(x, E) 
and assuming our result isproved for S,(X, E), it follows that 
sk+l(& E) = (x2 + X&l.++, + U k+l)( i~oPki~~~xj~ (6.1) 
where the degree of p,Je) does not exceed k - (k - il. Writing the 
left-hand si e of (6.1) asCT$j2pk+l,i(~)Xi, where P~+~,~(E) are polynomials 
in E, (6.1) gives 
Pk+l.iCE) = Pk,i-2CE) + EUk+lPk,i-l(E) + vk+lPk,i(E)~ 
where pkj(e) is interpreted as zero if j < 0 or j > 2k. So the degree of 
P k+l,i(~) does not exceed 
max(k - (k - (i - 2)/, 1+ k - Ik - (i - l)l, k - Jk - ii), (6.2) 
Hence it remains toprove that he xpression (6.2) isequal to 
k + 1 - Ik + 1 - iI. 
This is easily verified. 0 
Let us go back to the proof of Theorem 6.1. First, we show that 
det L(X, E) = z qi(e)ki, (6.3) 
i=o 
where qi( E) is a polynomial with degree not exceeding n - (n - iI, and 
with coefficients d pending onB and C. Indeed, wecan always replace B 
and C by U *BU and U*CU, respectively, as longas U is a unitary matrix. 
Thus, making asuitable choice ofU we may assume that B is diagonal: 
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Clearly, 
det L(X, .s) = c 
VC(l,...,fl) 
aYi~v(x2 + XEbii + cii> 
for certain complex numbers (Y”. Lemma 6.2 implies that for qi(E) given by 
(6.3) we have 
qi(&) = 
k&,21pki(E)~ 
where pki( E) is a polynomial whose degree does not exceed k - 1 k - i I. So 
the degree of q;(e) does not exceed 
[(;+l;$cs,l’k - lk - i”* 
One can easily verify that 
k - (k - i( I 1- II- ij 
for all integers i provided k I 1. Hence the degree ofqi(e) does not exceed 
n - In - i(, as required. Now the resultant ma rix of det L(X, E) and 
(a/dX)det L(X, E) is 
R(F: B,C) 
= 
h,(E) 
0 
q*,,-l(E) qo(&) 0 “. 0 
en(E) 41 (&I %(F) “’ o 
0 0 
2wz.(e) w - l)q2,,-L(E) 
0 2%,,(E) 
0 0 
q*,,(E) ." %(&I 
41 (E) 0 . 0 
%(E) o... 0 
Using the fact that he degree ofqi(c) does not exceed n - (n - i), it is not 
difficult to see that he determinant of an(2n - 1) X (2n - 1) submatrix of 
R ( E; B, C) whose columns are located in the first n and last n - 1 columns 
of R(E; B, C) is a constant, i.e., does not depend on E. On the other hand, 
the degree of the determinant of any 2n X 2n submatrix ofR( E; B, C) 
whose columns are located inthe columns n + 1, n + 2,. . ,3n of 
R( e; B, C) does not exceed 2n. n = 2n2. Hence, by Laplace’s theorem, the 
degree of det R(E; B, C) does not exceed 2n2. Cl 
Example 6.1 shows that here is a pair (B, C) in the generic class for 
which the number of exceptional points exceeds n.It is not clear whether 
the upper bound 2n2 in Theorem 6.1 can be attained. 
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A positive number E is called a branch point associated with (B, C) if 
L( h, E) has a non-linear lementary divisor (in this case there is only one 
non-linear lementary divisor which must be of second degree and belongs 
to a real eigenvalue). Obviously, each point is an exceptional point, sothe 
number k, of branch points does not exceed k,. By Theorem 3.1, the 
number of real eigenvalues of L(h, E) is not constant in aneighborhood f 
a branch point, and this property is characteristic for branch points. The 
beginning of the proof of Theorem 6.1 shows that k, 2 n, and the follow- 
ing example shows that he case k, > n can occur. 
EXAMPLE 6.1. Let 
so 
L(X, E) = 1 
X2+he+i 
’ L 1 X2 + 6X& + 7 
One checks that L(X, E) has an eigenvalue X, = - 1 with one quadratic 
elementary divisor whose sign (in the sign characteristic)  - 1. Also, 
k, = 4. 
Considering diagonal matrices B and C, one can easily produce examples 
with k, = n. The following example shows that he case k, < k, can occur. 
EXAMPLE 6.2. Let 
The branch points are &I = o/2, &2 = a. Note that or < Ed. For E > Ed 
the polynomial X21 + X&B + C has a real eigenvalue hr(~) of the second 
kind which moves from the point -2fi + 1 to 0 as E + 00. Also, for 
E > Ed there is an eigenvalue X2(s) of the first kind which moves from the 
point - fi to - 00 as E --) cc. As -2&f + 1 < - a, for some Ed > s2 
we will have X~(Q) = h2(~0). Hence 0 is an exceptional point which is not 
a branch point. Once checks easily that (B, C) is generic nthis example. 
Let E,, be a branch point of the polynomial L(h, E) = A2Z + X&B + C 
with (B, C) generic, andlet h, be the real eigenvalue of L(A, E,,) towhich 
the non-linear lementary divisor of L(X, E,,) belongs. We say that e0 is of 
positiue (resp. negative) type if the sign in the sign characteristic corre- 
sponding toX ,, is + 1 (resp. - 1). Then, denoting byM(E) the number of 
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real eigenvalues of L(h, E) (counting multiplicities), we have 
rn(&o + 0) - m(q) - 0) = 1 2, if .eO is of positive type, -1 f if Ed is of negative type. 
In particular, the n branch points 
inf{ c > OIL(A, E) has 2 2i real eigenvalues}, i = l,..., n 
are all of positive type. 
Let pi < Ed < * * . < eC,(ci > 0) be all the branch points a sociated with 
(B, C), and let r, (i = 1,. . , k, + 1) be the number of real eigenvalues 
(counting multiplicities) n the open interval (~;-i, ei) (we put formally 
‘0 = 0 and E~,+~ = cc). Obviously, ri = 0 and rk,+l = 2n. It is also clear 
that he r, are even numbers, and because L(A, E) = A*I + X&B + C is 
weakly damped for every 0 5 E < E, where Eis the supremum of all E2 0 
with L(X, E) weakly damped, we conclude that r, 2 2 for i > 1. Now 
because (B, C) is generic, we also have 
(r;+1 - r,l = 2, i=l ,..., k,. (6.4) 
In particular, the difference k, - n must be an even umber. Comparing 
with Theorem 6.1 we see that k, I 2n2 - 1 for odd n. Also, Eq. (6.4) 
implies that, for a generic pair (B, C), the number of branch points of 
positive type xceeds the number of branch points of negative type by n. 
7. MORE EXAMPLES 
It is instructive o construct “phase-plane” graphs for 2 x 2 matrix 
polynomials L(X, E) = IX* + EBX + C with positive definite B and C. In 
Figs. l-3 we construct such graphs for some of the examples considered 
above. The numbers of points onthe curves indicate values ofE: 
0) II= [: ;I, c= [; ;I. 
Note that here the number of real eigenvalues (counting multiplicities) is 
not increasing monotonically: it is equal to 0 for 0I E < 1; to 4 for E= 1; 
to 2 for 1< E < $; and to 4 again for E2 :. As E approaches thevalue one 
from below, and also when E exceeds one, the asymptotic angles ofthe loci 
to the real axis are determined by Theorem 3.3. 
(4 B= [;,2 “:‘]. c= [:, o,]. 
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FIG. 1. JZigenvaIue loci for Example 3.1, a non-generic case. 
1. 
1.4 , 
-2.0 -1.0 
FIG. 2. Egenvalue loci for Example 4.2, a non-generic case, 
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FIG. 3. Eigenvalue oci for Example 6.1, a generic case. 
Recall that his case fails tobe generic because, when E = 1, there is a 
double eigenvalue in the upper half of the complex plane, asillustrated, nd 
also adouble igenvalue at the conjugate point in the lower half-plane. 
All eigenvalues are complex as E increases from zero until, at avalue of E 
(say q) close to 0.86 one pair of complex eigenvalues transforms to a pair 
of real eigenvalues; one of these increases andthe other decreases as Eis 
increased further. Thus, there is one real eigenvalue of ach kind until a 
value of E close to 0.985, say Q, when the other pair of complex eigenvalues 
reaches the real axis. Then for E* I E s + 1 all eigenvalues ar  real. 
It is perhaps surprising,that as E increases b yond the value 1 (when two 
real eigenvalues of opposite sign meet at 2 = - 1) a pair of complex 
eigenvalues occurs and persists up to a value of E, say us, which is close to 
1.79. Thereafter, for E2 .ss, all eigenvalues are real. So here also, the 
number of real eigenvalues is not increasing monotonically. 
We give two more example which both illustrate a similar physical 
phenomenon. However, the pair (B, C) is generic nthe first case and 
non-generic in the second. 
(4) B= [i .011~ c= [;y]. 
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I 
-2.0 -1.0 
t 
0.0 
FIG. 4. First example with aweakly damped oscillation. 
When E = 0 eigenvalues in the upper half-plane are at i and 2i. Let us 
describe these as the low and high frequency eigenvalues respectively. The 
low frequency eigenvalue is “damped-out” very quickly, i.e., for elatively 
low values ofE the corresponding co jugate pair is transformed to a pair of 
real roots. The behavior fthe high frequency eigenvalue is more interest- 
ing. There is an e-interval in which the real part of the eigenvalue is 
increasing u til, atabout he value E= 1, a very lightly damped eigenvalue 
is obtained. This phenomenon is described in the context ofa physical 
model by Rayleigh (Sect. 102a of [18]). 
(5) 
Here a phenomenon similar to Fig. 4occurs. However in this case the two 
loci cross (giving aneigenvalue of multiplicity 2) before the very light 
damping recurs near E= 5. 
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FIG. 5. Second example with aweakly damped oscillation. 
8. FACTORIZATION 
Consider the matrix polynomial 
L(X, E) = IA* + EBX + c, EEW 
with positive definite B and C and the corresponding fferential equ tion 
ij + EBQ + Cq = 0. (8.1) 
Solutions of(8.1) are determined by the initial conditions q(0) = q,,, 
4(O) = q1 and can be given explicitly in terms of a Jo&n triple 
(X(E), J(E), Y(E)) of L(A, E). By definition, X(E), J(E), and Y(E) are 
matrices of izes n x 2n, 2n x 2n, and 2n x n, respectively, such that J(E) 
is in the Jordon ormal form and 
L(A, s)-l = X(&)(hI - J(E))-lY(e) 
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for every Xwhich is not an eigenvalue of J(E) and for every real number E. 
So we have (see Theorems 1 and 5 in [15]; also [8]): 
(8.2) 
where c = [Y(e), J(.s)Y(e)][ Bje) i][ :y] E C “; note that he vector c is 
uniquely determined by [z; 
1, 
and vice versa. We now wish to solve the 
following problem (for simp ‘city ofdescription we assume for amoment 
that the 2n eigenvalues of L(X, E) are distinct). Findthe sets T = 
{ q4,. . * 7 )ti$r)} ofeigenvalues of L(X, E) with the property hat, for 
every given mitial condition q(0) = q,,, there exists a unique solution of 
(8.1) which is described completely in terms of the igenvalues from T. In 
terms of the general solution (8.2) this has the following terpretation: let 
J(E) = [“‘LE’ J2;EJ]. 
where the spectrum ofJ1( E) is T and the spectrum ofJ*(E) isdisjoint from 
T, and let X(E) = [Xi(e), X2(&)] and c = [I:] be the corresponding parti- 
tions of X(E) and c, respectively. Then for every given q(0) = q0 there 
exists a unique solution of the form q(t) = X,(e)exp(tJ,(e))ci. Thus, the 
eigenvalues outside T do not make any contribution o q(t). Ifwe admit he 
general case (i.e., theigenvalues ar  not necessarily d stinct), theninstead 
of (8.3) wehave to consider partitions of the form 
where * denotes a matrix that may be non-zero. 
This problem leads naturally to a factorization problem for the poly- 
nomial L(X, E): Describe the matrices Zi(e) such that he quation 
IA2 + EBA + c = (Zx - &(&))(Zh - Z1(E)) (8-4 
holds for some matrix Z*(E). In this case (assuming again for amoment 
that he eigenvalues of L(X, E) are distinct) the set T consisting of the 
eigenvalues of Z,(E) has the property described in the preceding paragraph. 
The converse isalso true: ifthe set Tof eigenvalues has this property then 
T is the set of eigenvalues of some matrix Z1(~) which satisfies (8.4). 
In this section we shall study the right diuisors IX - Z1(&) of L(h, E), for 
which (8.4) holds for some Z*(E). The right divisor IX- Z1(~) will be 
considered as alinear matrix polynomial n A, where Eis a real parameter. 
For fixed E E W, the xistence problem of a right divisor of L(X, E) was 
solved in [16]; see also reference [6]. We need one more notion before w
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can formulate this result. A set T of eigenvalues of L(X, E) is called a c-set 
if X, E T implies x04 T and T is a maximal set with this property (in 
particular, a c-set does not contain a y real eigenvalues). In connection 
with this definition recall that he set of all eigenvalues of L(X, E) is 
symmetric relative to the real axis. 
PROPOSITION 8.1. For every E E W and every c-set T of eigenualues of 
L(X, e) there xists a right divisor IA- Z1(~) of L(X, E) such that he set of 
non-real eigenvalues of Z,(E) coincides with T. 
For the proof of Proposition 8.1 see references [6 or91. 
Note that, for E = 0, the polynomial m trix IX - iC’i2 is clearly a right 
divisor fL( X, 0). We shall study the behaviour ofthis divisor asE 
increases from zero. A general result proved in [5] asserts that here exists a 
unique analytic function Zi(e) on R (except for possible poles and alge- 
braic branch points) uch that Z,(O) = iC112 and IX - Z~(E) is a right 
divisor fL( X, E) whenever E E W is not a pole of Z1(~). The following 
result provides more precise information. Observe that he main hypothesis 
of the theorem, that C has n different eigenvalues, is automatically satisfied 
for apair (B, C) in the generic class. 
THEOREM 8.2. Suppose that C has n different igenvalues. L t IX - Z1(e) 
be a right divisor fL(X, E) = IA2 + EBX + C, with the following properties: 
(1) IX - Z1(~) is the unique analytic continuation of the right divisor 
IX - Z,(O) = IX - iC’12 of L( A, 0) = IA2 + C; 
(2) every right divisor fIA2 + C can be obtained by an analytic 
continuation of Zh - Z1(.e) along some curve in the e-plane. 
Write &(E) = [Yij(E)I~jal in the orthonormal b sis of the eigenvectors of C.
Then yij(e) are analytic functions of E E W (i.e., have no branch points and 
no poles) for i # j. The functions yii(&), i = 1,. . , n are analytic on R, 
except, possibly, for a finite number of branch points at which the branch 
multiplicity of yii(t) is2 (so yii(&) have no poles). 
Proof There are exactly 2”right linear divisors XI - X of X21 + C. 
Indeed they are all given by the formula 
XI - diag[ f ici12,. . . ,+ ici”], 
where C = diag[c,, . . . , c,,] and the signs “ +” or “ - ” are chosen arbitrarily 
and independently. Let Ed E W be an algebraic branch point of Z1(&); 
choose a contour l?in the complex e-plane with initial andterminal point 0 
such that Z1(~) is analytic inside and in a neighborhood f I, except for 
the single point e0 which is inside I’. By analytic continuation fr mZ,(O) 
around one circuit of I we obtain some right divisor hl - 
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diag[i8,c~/2,. . . , ~S ,C~/~ ] of A21 + C, where Sj = k 1 for each j. We see 
that, for j# k, yjk(0) = 0at both initial andterminal points ofI’. Thus, 
for j # k, yjk(&) has no branch point at .Q. Since the function y,;(z) can 
attain o ly 2 values after continuation ar und one circuit of any closed 
contour, it follows that he branch multiplicity of yii(z) at any branch point 
is 2. 
Let us prove now that he functions y/J&) have no poles for eal E. Let 
Then the divisor Z~(E) is determined in terms of a W(z)-invariant n-dimen- 
sional subspace 9’(z) such that [I 0] ‘P/(eJ is invertible (a supporting sub- 
space), by the following formula: 
(see Chap. 3in [8]). Weclaim that, for every real Ed, there exists a branch of 
Z~(E) such that for E E (Ed, Ed + 6), and a sufficiently sma l6> 0, the 
supporting subspace a(/(~) ofZi(&) is H(E)-nonnegatiue, i.e. ( H(E)x, x) 2 0 
for all x E %(E). 
Let us verify this. Assume the interval (E,,, E,, + 6) has the property that, 
for all E E (Ed, Ed + a), the matrix polynomial L(x, E) has _2n different 
(complex) eigenvalues. PickE’ E (E,,, E , + 6) and let IX - Z be a right 
divisor of L(h, E’) whose supporting subspace is H(E’)-nonnegative (such a 
right divisor always exists; see[8]). Bya result from [5] it follows that here 
exists a family ofdivisors IA - Z(E) of L(& E) which is analytic on the set 
c of all Eoints z0 E 4= such that L(X,_E~) has 2n distinct eigenvalues, and 
Z( E’) = Z. By the assumption (2) Z(E) is in fact a branch of Zi(e). 
Furthermore, since the interval (Q,E,, + S) cont_ains no points outside G?, it 
is easily seen that he supporting subspace %(E) corresponding to the 
divisor XI- Z(E) is H(E)-nonnegative for allEE (Q, q, + 6). Indeed, for 
every E E (Q, Ed + 6) we have 
&(E) = Span{ Y1(e)} i ‘.a i Span{ Yk(E)} 
i Span{z,(&)} i a.. i Span{z,(~)}, 
where ri( E), .. . , Y,&E) are eigenvectors of W(E) corresponding to distinct 
real eigenvalues X,(E), . . ., XL(z) such that (Wan, y/(z)) > 0, j = 
1 . . 9 k, and zi(~), . . . Z,(E) are eigenvectors of W(E) corresponding to 
distinct on-real eigenvalues pl( E), ... , P,(E) such that pi(e) # sj(e) for 
i # j. (Of course, k + I = n). As Xj(~) and pi(~) are continuous f nctions 
of E, the assertion about H(E)-nonnegativeness of &(E) follows from the 
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general result onperturbations of matrices which are selfadjoint in an
indefinite scalar p oduct [7]; Theorem 111.1.1 in [lo]. 
As the set of subspaces in C2” is compact inthe gap topology (see Chap. 
S.4 in [8], e.g., for the basic facts about he gap topology), there exists a 
sequence E, + cO, E, E (E,,, s0+ 6) for which the limit GY,, = 
lim _ ,&( em) exists. It is easily seen that e0 is an H(e,)-nonnegative 
W(c,)-invariant subspace ofdimension n.By Theorem 11.2.5 in [lo], %!. is 
a supporting subspace for some right divisor IX - 2, of L(h, ~a). Then it 
follows from the results of [5] that Z, = lim,,,Z(E,). So E,, is not a pole 
of Zi(&). 0 
An argument used in this proof can also be applied todivisors of 
selfadjoint ma ic matrix polynomials of general degree. This concerns the 
nonexistence of poles for analytic r ght divisors. 
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