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Химикотехнологические объекты управления
(ОУ) часто характеризуются транспортным запаз
дыванием и изменчивостью свойств во времени.
Причем, в некоторых из них свойства объекта ме
няются значительно быстрее, чем проходит пере
ходный процесс по управлению, что препятствует
построению адаптивных систем управления тради
ционными методами.
В [1] теоретически обоснована возможность
управления объектами со скрытыми свойствами с
использованием информации об ОУ, характери
зующейся значительной погрешностью. Рассмо
трим применение данного метода к управлению
следующим технологическим объектом. Пусть
имеется емкость (рис. 1), уровень двухфазной жид
кости H (м) в которой надо стабилизировать. Жид
кость подается по лотку, ее расход регулируется
шиберным затвором, отстоящим на L (м) от емко
сти, что вызывает транспортное запаздывание
t=L/v, где v (м/с) – скорость течения жидкости.
Следовательно, величину запаздывания будем счи
тать известной.
Рис. 1. Исследуемый объект
Обозначив v1(t)=v(t–t), построим математиче
скую модель объекта регулирования. Пусть Q1, Q2 –
объемный расход на входе и выходе из емкости, f1,
f2; F – площади входного лотка, выходной трубы и
сечения емкости, м2;  – плотность жидкости,
кг/м3; C – гидравлическое сопротивление на входе
в выходную трубу, м2с/кг. Тогда из закона сохране
ния вещества:
Переходя к изображениям по Лапласу, получим
Жидкость содержит твердые примеси, от чего
сетка A то забивается, то осадок сносится напором
жидкости. Это вызывает изменение внутренних
свойств ОУ C=C(t), которое невозможно наблюдать
или контролировать. Допустим, что объем емкости
значителен, следовательно, его постоянная време
ни значительно больше, чем период изменения ги
дравлического сопротивления сетки A. Проведем
синтез системы управления классом подобных
объектов.
Данный объект описывается передаточной
функцией первого порядка
,
где T1=T1*±T1 – постоянная времени объекта, 
– математическое ожидание по
стоянной времени, T1 – пределы ее изменения
вследствие изменения гидравлических характери
стик сетки; K=K*±K – коэффициент усиления 
объекта, – математическое
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его изменения вследствие изменения гидравличе
ских характеристик сетки. Построим сначала си
стему управления объектом без учета изменчиво
сти свойств, представив модель объекта и системы
автоматического регулирования в виде рис. 2.
Здесь блок взят из [2] и позволяет во
время моделирования менять настройки объекта. 
Числитель передаточной функции 
а знаменатель Den(s)=(35+)s+1, где  – случайное
число с заданными в блоке «Uniform Random Num
ber» параметрами: интервалом изменения от 1 до
–1 и дискретизацией 20 с.
Для управления объектом выберем однопара
метрический Ирегулятор, исключающий статиче
скую ошибку регулирования. Экспериментально
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Рис. 2. Модель объекта и системы автоматического регулирования со стохастическим изменением свойств для подбора пара'
метров регулятора
Рис. 3. Интегральная квадратичная ошибка регулирования R(k1,T) в зависимости от коэффициента k1	[0,1;10], с
–1, И'регулятора и
запаздывания t	[0;2,5], с, в объекте
R
k1
определим оптимальный коэффициент усиления
k1, проведя серию имитационных экспериментов
(рис. 3).
Отчетливо наблюдаются как минимум квадра
тичного критерия оптимальности 
в зависимости от коэффициента усиления, так и
его смещение в зависимости от запаздывания в
объекте.
Исследуем настройки регуляторов других типов
в этой ситуации. Например, оптимальной настрой
кой ПИрегулятора при использовании с объектом
1 порядка, теоретически, должен быть максималь
но возможный коэффициент усиления пропорцио
нальной части. Вычислительный эксперимент это
подтверждает: оптимизация по параметру R приме
нительно к схеме с ПИрегулятором любой метод
приводит к неограниченному увеличению Пкоэф
фициента регулятора k2. Установив значение
k2=20 с–1 в пропорциональной части регулятора, ре
ализуемое на всех типах регуляторов, получим сле
дующие зависимости интегральной квадратичной
ошибки регулирования R(k1,T) от коэффициента
k1	[0,1;10] с–1 ПИрегулятора и запаздывания
t	[0;2,5] с в объекте при k2=20 с–1 (рис. 4). Видно,
что при увеличении запаздывания появляется оп
тимальная настройка (соответствующая минимуму
интегральной квадратичной ошибки R), смещаю
щаяся к оси ординат по мере роста запаздывания в
объекте.
График переходного процесса для объекта с
Ирегулятором с настройкой, близкой к оптималь
ной, k1=1 с–1 и запаздывании в объекте t=2 с при
веден на рис. 5. Отметим на нем два участка, пер
2
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Рис. 4. Интегральная квадратичная ошибка регулирования R(k1,T) в зависимости от коэффициента k1	[0,1;10], c
–1, ПИ'регу'
лятора и запаздывания t	[0;2,5], с, объекта при k2=20, c
–1





вый из которых при t	[0,230] с относится к пере
ходному процессу, второй при t>230 с к участку ста
билизации, зашумленному вследствие изменения
параметров объекта. Для исследования именно
этого участка изменим схему так, как показано на
рис. 6. Для элемента «Transport Delay2» установим
задержку в 230 с, значительно превышающую
t=2 с. Это позволяет интегрировать ошибку толь
ко на участке, где t>230 с, называемом далее в этой
работе участком стабилизации, отбросив переход
ный процесс.
Произведен поиск оптимальных настроек
Ирегулятора по критерию минимальной инте
гральной квадратичной ошибки регулирования на
участке стабилизации (рис. 7). Очевидно, что суще
ствует некоторое значение k10,2, почти не завися
щее от запаздывания объекта, на котором достига
ется наилучшее качество регулирования при запаз
дывании в объекте t0,5 с. Данная настройка неу
стойчива при уменьшении и существенно отлича
ется от оптимальных настроек, полученных с уче
том переходного процесса. Например, при исполь
зовании Ирегулятора для объекта с запаздывани
ем t=2 с минимальная интегральная квадратич
ная ошибка регулирования на интервале t	[0,1000]
(с) достигается при k11 (с–1), а при t=1 с – при
k12,5 (с–1). Следовательно, для практической реа
лизации можно рекомендовать адаптивную систе
му, в которой по окончании переходного процесса
происходит перенастройка регулятора на значе
ния, оптимальные для участка стабилизации.
Исследуем улучшение качества регулирования
при замене Ирегулятора ПИрегулятором. Зави
симость интегральной квадратичной ошибки регу
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Рис. 6. Фрагмент схемы с интегрированием ошибки только на участке стабилизации
Рис. 7. Интегральная квадратичная ошибка регулирования R(k1,T) на участке стабилизации в зависимости от коэффициента
k1	[0,1;10] (с
–1) И'регулятора и запаздывания t	[0;2,5] (с) объекта
R
k1
лирования от k1 и k2 на участке стабилизации при
ведена на рис. 8. Видно, что точка оптимальных на
строек с ростом k2 смещается
в область бо' льших значений k1. При аппроксима
ции квадратичной зависимостью получим уравне
ние для оптимальных настроек
k1(k2)=0,0009k22–0,003k2+0,2023. При изменении
настроек с {k1=0,2;k2=0} на {k1=0,5;k2=20} получили
изменение R(k1,k2) с 14,704 до 4,069, то есть на 72,3 %.
Используем для дальнейшего повышения каче
ства регулирования какойлибо «слепой» фильтра
ционный алгоритм, не требующий подачи на вход
фильтра образцового сигнала. Это вызвано тем,
что, в отличие от задач фильтрации шумов или пе
редачи данных, в данном случае невозможно полу
чить образцовый сигнал, на основе которого на
страивается адаптивный фильтр.
Попробуем применить компенсатор шума, по
строенный на основе предикатора Смита [2]. Однако
его реализация в полной мере невозможна, посколь
ку невозможно определить текущее значение по
стоянной времени объекта (хотя идентифицировать
запаздывание вполне возможно). Поместим в ме
стную обратную связь идеализированную модель
объекта с постоянной времени, равной математиче
скому ожиданию стохастически изменяющейся по
стоянной времени реального объекта. Реализация
такой схемы в Simulink представлена на рис. 9. Здесь
звено «Gain2», реализующее коэффициент усиления
k3, первоначально было добавлено для возможности
включения и выключения предикатора, а затем про
явился интересный эффект, описанный ниже.
Проверим работу компенсатора сначала на
объекте с некоторой настройкой Ирегулятора
(близкой к оптимальной, например, k1=1 с–1 при
t=2 с). Эта настройка не приводит к неустойчиво
сти системы при отключенном компенсаторе
(см. рис. 5). Результат моделирования приведен на
рис. 10. Очевидно, что выигрыш от включения пре
дикатора по сравнению с «чистым» Ирегулятором
невелик: уменьшение интегральной квадратичной
ошибки на участке стабилизации составляет при
мерно 5,2 %. Включение предикатора по сравне
нию с «чистым» ПИрегулятором даже ухудшает
интегральную квадратичную ошибку на участке
стабилизации, при оптимальных настройках
k1=2 с–1 и k2=20 с–1 (рис. 4) на 5,11 %.
Проведена попытка совместного подбора опти
мальных настроек ПИрегулятора и предикатора.
Получен интересный результат: если не ограничи
вать коэффициент усиления звена Gain2 (k3) моде
ли, приведенной на рис. 9, положительными чи
слами, то существуют оптимальные настройки
{k1=0,5; k2=20; k3=–6,1}, позволяющие повысить
качество регулирования примерно на 40 % (рис. 11)
по сравнению с ПИрегулятором. Интересно, что
k3<0. Действительно, предикатор Смита рекомен
дуется применять на объекте 1го порядка с такими
запаздыванием t и постоянной времени T1, что 
В данном случае
поэтому при k3=1 положительный эффект незначи
телен. Однако применение предикатора с k3<0 дает
хороший эффект и на других системах, описание
которых выходит за рамки этой работы. На началь
ном (t	[0,230] с) этапе переходного процесса по
управлению применение «отрицательного предика
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Рис. 8. Интегральная квадратичная ошибка регулирования R(k1,k2) на участке стабилизации в зависимости от коэффициентов
ПИ'регулятора k1	[0,2] c–1 и k2	[0,20] c–1 регулятора при запаздывании в объекте t=2 с
R
k1
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Рис. 9. Реализация в Simulink предикатора Смита для компенсации шума
Рис. 10. Переходные процессы на участке стабилизации при использовании предикатора Смита в качестве компенсатора шума
и И'регулятора с k1=1 с–1
( ) , ?H t
, ct
Известно, что к результатам имитационного
моделирования стохастических систем необходимо
относиться осторожно. При малых изменениях
случайных параметров (например, другой псевдос
лучайной последовательности изменения постоян
ной времени объекта) возможны существенные из
менения результатов моделирования. Так, несколь
ко раз смещая последовательность, генерируемую
звеном «Uniform Random Number» по времени, по
лучим семейство кривых подбора оптимальных на
строек регулятора (рис. 13), которые также имеют
четко выраженный минимум в окрестности k10,5.
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Рис. 11. Переходные процессы на участке стабилизации при использовании и без использования предикатора Смита в качестве
компенсатора шума и ПИ'регулятора с совместными оптимальными настройками k1=0,5 с–1, k2=20 с–1 и k3=–6,1
Рис. 12. Переходные процессы по управлению при включенном и выключенном предикаторе и разных регуляторах
( ),?H t
, ?t
( ), ?H t
, ct
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Рис. 13. Зависимость интегральной ошибки регулирования на этапе стабилизации при k1	[0,2;0,75] в семи различных реализа'
циях имитационной схемы
Рис. 14. Иллюстрация устойчивости системы на фазовой плоскости
R
k1
Несмотря на некоторый разброс, область опти
мальных настроек достаточно мало зависит от но
мера реализации.
Устойчивость системы в рассматриваемых ди
апазонах изменения настроек подтверждается на
личием выраженного аттрактора на фазовой пло
скости (рис. 14) H(t)–(d/dt)H(t).
На практике, в регуляторе должно быть устано
влено максимально возможное значение k2, после
чего следует совместно подбирать значения k1 и k3.
При этом следует отметить низкую чувствитель
ность системы к изменению последних. Рис. 13 ил
люстрирует, что при изменении k1	[0,35;0,75] с, т. е.
на 53 %, качество регулирования изменилось в пре
делах R(k1,k2=20; k3=–6,1)	[1,11;1,46], т. е. на 24 %.
Это важно с той точки зрения, что, поскольку систе
ма является стохастической, значения оптимальных
настроек регулятора будут меняться от реализации к
реализации (подобно рис. 13). Низкая чувствитель
ность системы к настройкам регулятора, следова
тельно, является положительным фактором.
Таким образом, применение предикатора Сми
та в качестве фильтра в системе с объектом со сто
хастически меняющимися свойствами позволило
существенно (на 40 %) улучшить в данном кон
кретном случае качество регулирования и сформу
лировать простые правила оптимальной настройки
ПИрегулятора и усилителя при предикаторе.
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В настоящее время полное изучение многомер
ного и многопараметрического динамического
объекта (в общем случае, нелинейного и зашумлен
ного, то есть, сложного) – достаточно трудная задача
[1–8], часто успешно аналитически решаемая при
размерности системы не более двух; при размерно
сти, равной трем реальные результаты возможны
благодаря новым вычислительным технологиям (в
частности, нейросетевым [3]); при размерности, рав
ной или большей четырех, возникают непреодоли
мые трудности даже при современных вычислитель
ных технологиях. В настоящее время практически не
существует какоголибо единого формализованного
подхода в этом направлении [3, 4].
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Рассматривается подход к сглаживанию (фильтрации) и реконструкции тренда фрагментов временных рядов как модели со'
стояний стохастических динамических систем. Подход реализуется в виде алгоритмов формирования обобщенных эталонов со'
стояний многомерного временного ряда, сглаживания временного ряда на их основе, формирования признаков состояний как
формы функциональной зависимости на основе совмещения методов прямой экстраполяции, разностных схем и обобщенных
эталонов состояний ряда. Приводятся данные численного моделирования.
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