1974. Nevertheless, manufacturing employment has experienced a secular decline at least since the mid-1970s. The average has declined almost every year, and by 2001, no country had even 30 percent manufacturing employment.
What caused this dramatic social change? In debates on deindustrialization, one of the most controversial explanations has been the impact of economic globalization. While early researchers called attention to economic globalization and even suggested it was a central cause, subsequent empirical research was more skeptical. Following a substantial body of research, most analysts have converged on what can be called the Rowthorn model. This model emphasizes that deindustrialization is mainly caused by rising economic development and productivity. By contrast, economic globalization is not very influential and may actually augment manufacturing employment. Hence, the scholarly consensus has been that economic globalization has not had a very substantial influence on deindustrialization.
In this study, we revisit this controversial debate, providing new evidence and scrutinizing the relationship between economic globalization and deindustrialization. While controlling for the Rowthorn model, we comprehensively test economic globalization's potential effects by considering 12 indicators. We examine whether economic globalization has linear effects and provide the first test of whether economic globalization has curvilinear effects. We now review past research and then propose a theoretical model suggesting that economic globalization may have curvilinear effects on manufacturing employment.
Past Research
The concept globalization has been deployed for wide-ranging purposes (Guillén 2001a; Sklair 1999 Sklair , 2001 ). We make no claim to capture all dimensions of the 1960 1963 1966 1969 1972 1975 1978 1981 1984 1987 1990 1993 1996 1999 Maximum Mean Minimum diverse globalization literature. It is beyond our study to examine cultural, political and legal globalization, the longer history of international economic integration that marks the rise of the modern capitalist system in the 16th century or developing countries. Rather, we strictly concentrate on globalization as it has been discussed in the literature on deindustrialization in the latter half of the 20th century in affluent democracies. Solely for the purposes of studying deindustrialization, we conceptually define economic globalization as international economic exchange and the flow of goods, services and capital across international boundaries. We operationalize economic globalization as international trade and investment. Henceforth, we simply refer to "globalization." Bluestone and Harrison (1982:6) coined the term "deindustrialization" and defined it as the "systematic disinvestment in a nation's core manufacturing industries." They were concerned with the wave of plant closings and the decline of manufacturing that was occurring in the United States in the late 1970s and early 1980s (Wallace and Rothschild 1988) . Though they offered a broad explanation for deindustrialization -including declining profits, anti-union management, the avoidance of taxation and welfare responsibilities, and shifting power relations between capital and labor (Grant and Wallace 1994, Schwartz and Zukin 1988 ) -Bluestone and Harrison argued that one cause was a "globalization gambit." The globalization of production was undertaken partly to replace domestic manufacturing (Harrison and Bluestone 1988) . Early research was supportive, illustrating how globalization undermined manufacturing in affluent democracies (Bluestone 1984) . For example, Stopford and Turner (1985) showed that the outward FDI of British firms contributed to the loss of manufacturing jobs in the United Kingdom. Wood (1994) provides one of the more persuasive accounts of the globalization-deindustrialization link. Wood contends that trade with developing countries and the associated rise in demand for unskilled labor contributes to deindustrialization. Along with greater free trade, enhanced transportation and communication facilitate the movement of production to developing countries (Dicken 2003, Wallace and Brady 2001) . Mixing new evidence with the argument that developing countries have capitalized on their comparative advantage in less-skilled, cheap labor, Wood concludes that trade with developing countries contributes to deindustrialization. In the most sophisticated test of these matters, Alderson (1999:718) concludes that, "Globalization [manufactured exports +, outward foreign direct investment -, and manufacturing imports from developing countries -] has played an important, independent role in the deindustrialization of advanced industrial countries." (See also Alderson 1997.) Despite these contributions, several compelling critiques have emerged. First, globalization has probably been too small to be the main cause of deindustrialization. Though globalization has increased in all affluent democracies, globalization remains small relative to the size of the economy in countries like the United States (Bairoch 1996 , Gordon 1994 , Krugman 1996 , Wade 1996 . Second, the image of globalization that motivated these earlier studies was an unrepresentative portrait of international economic exchange. Imports from or investment fleeing to developing countries is a relatively small part of total globalization, and most international economic exchange occurs among and between the developed democracies (Dicken 2003 , Gilpin 2001 , Guillén 2001a , Hirst and Thompson 1996 . Third, studies emphasizing globalization's impact on deindustrialization often failed to acknowledge the role of rising economic development (except Alderson 1997 Alderson , 1999 . Without considering rising economic development, it is unclear whether the relationship between globalization and deindustrialization is spurious or causal.
These critiques contributed to the formation of an alternative general explanation for the rise and decline of industrialization in affluent democracies -the Rowthorn model (Rowthorn and Wells 1987; Ramaswamy 1997, 1998) . In this model, deindustrialization is principally caused by rising productivity as measured by an inverted U-shaped relationship between GDP per capita and manufacturing employment. As a country develops economically, agricultural employment is replaced by industrial employment (Bluestone and Harrison 2000:72, 227) . This occurs until a country reaches a point of industrial maturity, after which service jobs replace manufacturing jobs and service sector growth outpaces that of the industrial sector. Wolf (2004:178) explains: "If growth of labour productivity is higher than the growth of output, employment must shrink. If growth of productivity is sufficiently higher in manufacturing than in the rest of the economy, the employment share of manufacturing will fall, even if the employment level does not." Hence, deindustrialization mainly occurs because fewer manufacturing workers are needed to produce manufacturing goods (Baumol 1989, Bluestone and Harrison 2000:227-29) . Rowthorn and Ramaswamy (1997) explain, "Deindustrialization is not a negative phenomenon, but is the natural consequence of the industrial dynamism in an already developed economy." This account offers a parsimonious and powerful explanation focusing on internal factors instead of globalization.
Recent research supports the Rowthorn model (Dewatripont et al. 1999 , Feinstein 1999 , Rowthorn and Ramaswamy 1998 . Rowthorn and Ramaswamy (1997) show that the declining share of manufacturing employment has mirrored the decline in the share of manufacturing value added in the economy. After controlling for development and rising productivity, globalization has, at most, very small effects on manufacturing (Dewatripont et al. 1999 , Golub 1999 , Wolf 2004 . Burtless and colleagues (1998) show that had the United States never experienced a trade deficit from 1964-1992, manufacturing trends would have been almost identical. Though they acknowledge that North-South trade may explain slightly less than one-fifth of deindustrialization in advanced economies, Rowthorn and Ramaswamy (1998) contend that internal factors like rising productivity are the paramount causes. While finding that globalization does matter, Alderson (1999) concludes that deindustrialization is mainly caused by the Rowthorn model and would have occurred without globalization. At this point, the Rowthorn model probably represents the consensus explanation in studies of deindustrialization.
The Differentiation-Saturation Model
Despite the value of the Rowthorn model, we suggest three unexplored limitations. First, we question the naturalistic imagery of rising worker productivity mechanically leading to firms and countries evolving away from manufacturing jobs. While firms often respond to increasing productivity by adjusting work forces, we are skeptical that economic phenomena function so simply and mechanistically as to preclude other influences. Second, while the Rowthorn model concentrates on the internal dynamics of firms -e.g., technology and rising productivity -economic sociologists have demonstrated that external factors drive much firm behavior (Fligstein 2001) . We advocate for a sharper focus on the relations among manufacturing firms, through competition and isomorphism, for example. Third, the Rowthorn model presumes a linear relationship between globalization and manufacturing across all countries and historical periods. To our knowledge, no study has tested a curvilinear relationship. In every study we could locate, only the linear effect of globalization was considered. This is an important omission, and there are good reasons to expect a non-linear relationship, such as qualitative changes in how globalization operates as it grows.
Theoretically, we propose that globalization should be modeled with a curvilinear relationship. Initially, globalization will cause a growth of manufacturing employment's share of the labor force. The globalization of a domestic economy at low levels will foster a differentiation of manufacturing industries that actually cultivates an increasing specialization of manufacturing employment across different countries. Subsequently, greater levels of globalization will cause a decline of manufacturing employment. As economies move from moderately to highly globalized, saturation will undermine manufacturing employment. While rising productivity may contribute to deindustrialization, we argue that globalization has played a role as well. We present a conceptual model of this causal relationship in Figure 2 .
Differentiation
At lower or initial levels, globalization has the potential to cause increased manufacturing employment (Gordon et al. 1982) . Obviously, this can occur if we are referring to globalization as exports and inward investment. For example, Alderson (1999) finds that net manufactured exports significantly increase manufacturing's share of the labor force. Rowthorn and Ramaswamy (1997) find that total exports and exports to developing countries boost manufacturing employment. If countries are selling their manufactured goods to other countries, it is clear that globalization can boost manufacturing employment (e.g., Japan, Gao 2001) . Beyond this, globalization can boost manufacturing employment if globalization entails the total flows of goods, services and investment across national boundaries and enhances the capacity of domestic manufacturers to specialize in certain products. The idea of specialization has been longstanding in the economics of trade. The Heckscher-Ohlin (or H-O) model of trade postulates that countries specialize in different products based on their comparative costs and advantages relative to other countries (Gilpin 2001:206) . Indeed, Rowthorn and Ramaswamy (1998:11) acknowledge, "The pattern of trade specialization in manufacturing among the advanced countries is an important factor that accounts for the variation in the structure of employment from one advanced country to another."
For example, the United States might be able to increase manufacturing employment in durable goods if manufacturing firms can acquire parts and components for cheaper prices from other countries. With the extra revenue and stable profits from such transactions, U.S. manufacturers may be able to retain current manufacturing employees and invest in personnel, equipment and facilities. In turn, manufacturing employment could remain stable or actually increase while worker productivity increases, albeit in a specialized area.
The other countries supplying parts and components need not be developing countries. While much of the research on the H-O model presumed a comparative advantage in manufacturing would result from a surplus of cheap labor, a comparative advantage can come from a variety of sources. Countries can have a comparative or competitive advantage in manufacturing because of state policies, public investments and institutionalized traditions (Porter 1990) . Many countries maintain a specialization in certain manufactured products even after their labor has become more expensive and productive. In part, this reflects countries' distinct, historical trajectories of economic development (Berger and Dore 1996) . Guillén (2001a:246) explains, "German, French, Japanese, and American firms are competitive in the global economy, but rarely in the same industry and market segment." Guillén elaborates that Germany specializes in high-quality engineering intensive industries such as machinery, luxury automobiles and chemicals (Streeck 1991) ; France specializes in large-scale technical industries including high-speed trains, satellites, rockets and nuclear power (Storper and Salais 1997) ; and Japan specializes in assembled goods, i.e., household appliances, electronics and automobiles (Gerlach 1992) . Economic sociologists have demonstrated that a country's comparative advantage reflects institutional histories (Orru et al. 1997 ). Biggart and Guillén (1999) and Guillén (2001b) show that countries specialize in certain manufacturing industries as a result of matching their institutionalized patterns of authority and organization to global markets. Because of these sociological comparative advantages, countries at many levels of development can sustain a manufacturing presence through globalization (Guillén 2001b ).
As stated above, most of the goods and services that flow into the United States do not come from developing countries (Gilpin 2001:207) . Rather, countries supplying parts to U.S. manufacturers simply need to be countries that can specialize in cheaply producing those parts because of a comparative or competitive advantage. Those advantages need not emerge solely from cheap labor, but can emerge from a host of alternative sources. As Gilpin (2001:208) explains, "Most trade has taken place, contrary to H-O theory, between countries with similar factor endowments; most exports of industrialized economies go to other industrialized countries."
Another reason specialization characterizes the relationship between globalization and manufacturing is because much of the international exchange we observe involves transfers within multinational corporations. As Gilpin (2001:210) explains, "A substantial proportion of world trade now takes place as intra-firm transfers at prices set by the firms and as part of global corporate strategies. . .In the late 1990s, over 50 percent of American and Japanese trade was intrafirm trade." Gilpin (2001:297) even reports, "One-half of all imports and exports in the world economy are estimated to be transactions between parent corporations and subsidiaries." Following the prior example, a multinational corporation might import components from Mexico into the United States, where U.S. manufacturing workers might perform the final assembly. If this firm is behaving efficiently, the cheaper components from the Mexican division might lead to manufacturing job retention in the United States.
1 Regardless of the specific transactions, this process involves a division of labor between countries, as each uses comparative and competitive advantages to specialize in different manufacturing products. At the same time, globalization can enhance countries' capacities to sell their products in other countries by using those advantages (Doner 1991) .
2 If this differentiation characterizes the relationship between earlier or lower levels of globalization and manufacturing employment, we can expect a positive linear effect of globalization on manufacturing employment.
Saturation
As affluent democracies move to higher levels of globalization, we expect manufacturing employment will decline. At these subsequent, higher levels of globalization, saturation characterizes the relationship between globalization and manufacturing. Three complementary and interrelated processes are involved in saturation: competition, mimetic isomorphism and spatialization. These processes only take hold at higher levels of globalization; competition, mimetic isomorphism and spatialization are less likely to occur at modest levels.
First, when globalization exceeds a certain threshold, domestic manufacturers begin to face heightened international competition. In recent decades, more countries generated the institutional infrastructure to facilitate the development of manufacturing firms that can compete internationally (Dicken 2003 :44, McMichael 2000 . As a result, domestic manufacturers faced a greater density of competitors and found it more difficult to maintain the same employment levels (Carroll and Hannan 2000:Ch.19) .
3 With higher levels of globalization, developing countries have further expanded their manufacturing workforces. These younger firms in industrializing countries can produce manufacturing goods more efficiently partly because of lower labor costs. Just as important, however, are modern facilities and technology. Rather than upgrading or refurbishing older facilities, industrializing countries can expand manufacturing with more recent investments in modern technology (e.g., South Korean steel). For example, in the boom of Japan's peak globalization, cheaper imports and parts from Southeast Asia -fueled by Japanese financial investment and speculation -undercut smalland medium-sized Japanese manufacturing firms (Gao 2001) . Moreover, this competition from greater globalization facilitates exchange between developed countries, which can further undermine the manufacturing sector.
Our view of this competition is consistent with earlier research that suggested that globalization reduces manufacturing's share of the labor force (Wood 1994) . However, we expect that this competition only undermines manufacturing employment when globalization reaches higher levels (Rodrik 1997) . Lower levels of globalization have little potential to reduce manufacturing employment substantially. Competition will be reflected in traditional measures of globalization's "threat" to developed countries: imports and outward investment (direct and portfolio), for example. As imports and outward investment reach higher levels, domestic manufacturing firms will have more difficulty competing and will likely experience deindustrialization.
Second, when globalization reaches higher levels, a process of mimetic isomorphism may contribute to a decline of manufacturing employment (DiMaggio and Powell 1983) . Mimetic isomorphism occurs when firms in an industry copy each other's practices (Han 1994 , Haveman 1993 . Globalization creates an environment of greater uncertainty for manufacturing firms: the breakdown of traditional Fordist production regimes, volatile costs and revenue with currency fluctuation and speculative investment, higher rates of business failure, and an increased velocity of transactions. In this uncertain context, manufacturing firms may mimic the practices of other firms in their fields (Guillén 2001b , Guler et al. 2002 , Martin et al. 1998 . 4 For example, the adoption in the United States of Japanese just-in-time production practices highlights the wider observable field a U.S. firm has in a highly globalized context (Womack et al. 1991) . When a few leading manufacturing firms reduce employees or outsource production to other (not necessarily developing) countries, others may copy this strategy. When some manufacturers shift to more technologically intensive production that utilizes fewer employees, other firms can pay close attention and at least consider doing the same.
This mimetic isomorphism can occur with or without heightened competition for all manufacturing firms. As Haunschild and Miner (1997:474) explain, "It is precisely the larger number of other organizations enacting a practice that enhances legitimacy or endows a practice with a taken-for-granted status." In a highly globalized environment, if some manufacturers face greater competition or greater uncertainty and reduce their workforces, other firms, confronting that same uncertainty, may follow suit, and a broader process of deindustrialization can result (Haunschild and Miner 1997:491) . Measures of trade (exports + imports) and investment openness (inward + outward) or what we term "total globalization" below should gauge this notion of a highly globalized environment. When these measures of economic openness reach a higher level, manufacturing firms will be operating in an environment where most firms are engaging in higher levels of international economic exchange. These manufacturing firms are likely to be exposed not just to competition, but also to a cross-fertilization of ideas, technology and management strategies. We suggest this highly globalized environment will result in the mimetic isomorphism of manufacturing decline. Gordon et al. (1982) call a social structure of accumulation. Spatialization centers on employers' quest for the optimal spatial or global arrangement of their operations and the use of relocation or threats of relocation to control workers and limit their demands (Grant and Wallace 1994) . In a highly globalized economy, the use and threats of relocation enhance managerial power relative to that of labor Wallace 2000, Harrison 1994 ). In such a globalized context, these threats of relocation and relocation by other manufacturing firms have greater credibility, and in turn, influence (Wallace and Brady 2001) . As a result, management can force labor (and especially organized labor) to accept downsizings and flexible work arrangements, limit workforce expansions, and compel the fewer remaining workers to increase hours and productivity (Sallaz 2004) .
The core manifestation of spatialization is outward investment (direct and portfolio) (Grant and Wallace 1994) . Brady and Wallace (2000) also find that inward investment undermines labor, and this might leverage managers' power in reducing manufacturing jobs. As firms close facilities in a home country and invest in new facilities in a host country, manufacturing obviously declines in the home country. The sheer economic openness also involves spatialization as it reflects the optimal efficient strategy of managers and owners to maximize production while cutting back employment. Hence, as trade and investment openness increase, deindustrialization is likely to occur because of the weaker position of labor in protecting manufacturing jobs. Ultimately, a highly globalized economy allows managers and capitalists to force through contractions in manufacturing employment. Along with competition and mimetic isomorphism, spatialization should lead to deindustrialization.
Methods
Our analysis includes 18 affluent democracies from 1960-2001 (Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Ireland, Italy, Japan, Netherlands, Norway, New Zealand, Sweden, Switzerland, United Kingdom and United States). The unit of analysis is the country-year. Because of missing data, the models with several of the globalization variables include less than the maximum number of cases. Thus, we note the number of cases for every model below. As a more temporally balanced sensitivity test, we re-estimated all models with the years 1975-2001 only, and the results and conclusions were consistent. Our study has the largest, longest and most up-to-date sample for any study of this kind. 6 OLS regression is inappropriate for this data because of unmeasured timeinvariant heteroscedasticity across countries and serial correlation between years. Directly following similar studies (Alderson 1999; Ramaswamy 1997, 1998) , we estimate fixed effects models with a first-order autocorrelation correction (FE-AR1). In addition, we present a second technique. Since most of the time series of the variables are non-stationary, we detrend all variables by taking the first differences (Xt-Xt-1). After first differencing, we use Beck and Katz's (1995, also Beck 2001) technique of OLS with panel corrected standard errors (OLS-PCSE). After first differencing, these models do not contain serial autocorrelation, so we do not need to correct for it in the OLS-PCSE models. OLS-PCSE is increasingly popular in political science and sociology, even though, to our knowledge, it has not been used to estimate models of manufacturing employment.
7 All analyses were conducted in Stata. The descriptive statistics, number of cases and sources for all variables are presented in the Appendix. Because our time-period and number of cases sometimes varies across models, we present the descriptive statistics for all possible cases 1960-2001 and for the 1975-2001 sub-sample. The proximate source for many of our variables was Huber et al. (2004) .
The dependent variable is manufacturing employment as a percent of the total labor force. This is the same dependent variable from the same source as other recent studies (Alderson 1999) . This consistently collected and standardized variable provides cross-nationally and historically comparable data on the share of the labor force employed in industry.
Our independent variables begin with a basic set of controls reflecting the Rowthorn model. All independent variables are measured in the current year. Our first three variables replicate Alderson's (1999) model. First, we include gross domestic product (GDP) per capita and GDP per capita squared. Measured in real purchasing power parity dollars, this variable assess the level of economic development and productivity. According to past research, the main GDP per capita term should have a positive effect, while its square should have a negative effect. Second, we include unemployment measured as the percent of the labor force unemployed. Unemployment should have a negative effect.
We also innovate beyond past studies by supplementing the Rowthorn model with two variables. As discussed above, these variables were discussed within the Rowthorn model, but past analyses have not included them. Our third control variable is agricultural employment as a percent of the total labor force. Manufacturing grew as a percent of the labor force as a function of the decline of agriculture's share. 8 In turn, we expect agricultural employment to be negatively related to manufacturing employment. Finally, we control for inflation measured as the annual rate of change in the cost of living index.
9 Along with unemployment, inflation controls for the business cycle.
Our study aims to improve upon existing studies of globalization and manufacturing employment. Hence, three concerns guide our operationalization of globalization (Brady et al. 2005) . First, we only examine actual economic exchange and are not interested in just the political or legal possibility of economic exchange.
10 Like past research (Alderson 1999) , we concentrate on the actual flows of finance, goods and services across international boundaries.
Second, we focus on the largest dimensions of international economic exchange. Thus, we do not limit our focus to exchange with developing countries. Sometimes, analysts do so in order to test precise hypotheses concerning investment fleeing to or imports from developing countries (Alderson 1999; Ramaswamy 1997, 1998) . Unfortunately, doing so omits the vast majority of globalization experienced by affluent democracies. Most international economic exchange occurs among affluent democracies, so it is essential to incorporate investment in and trade with all countries (Gilpin 2001, Hirst and Thompson 1996) .
Third, we attempt to provide a comprehensive analysis of the multiple facets of globalization. Often, globalization has been measured with only a few convenient indicators like trade openness. We embrace the reality that the measurement of globalization is contested, and the literature has yet to converge on a single measure (Guillén 2001a , Sklair 1999 . Thus, our analysis features a wide variety of globalization indicators. This is essential because we are interested in both globalization that might directly influence manufacturing as competition (e.g., imports and outward FDI) and a highly globalized economy that might indirectly influence manufacturing through mimetic isomorphism and spatialization. We do not think it is possible (or advisable) to select only a few indicators as perfect tests of globalization's effects (Guillén 2001) .
Concretely, we examine 12 indicators of international investment and trade as measures of globalization. Each is a measure of the amount of globalization in a country (i) in a year (t). (12) sums net investment and net trade, and represents the extent to which countries export more than they import and receive more investment than they send out.
We use two-tailed tests of significance for all variables. The 12 globalization indicators collectively represent our differentiation-saturation model. Reflecting differentiation, we anticipate that all 12 will have positive effects in the linear term. The different indicators should also capture the various dimensions of saturation -competition, isomorphism and spatialization -through negative effects in the squared term. Outward (portfolio and direct) investment, imports, negative net investment, negative net trade and negative net globalization reflect the concepts of competition and spatialization. Though positive manifestations of globalization and hence reflecting differentiation, inward investment, exports, positive net investment, positive net trade and positive net globalization also reflect a highly globalized environment where mimetic isomorphism of manufacturing decline may occur. Finally, investment openness, trade openness and total globalization are measures of the extent of globalization of a nation's economy and hence are direct measures of the mimetic isomorphism element of our differentiationsaturation model.
Results
We first present the basic model with the two techniques in the two periods (1960-2001 and 1975-2001) . Second, we examine the linear effects of the 12 globalization indicators net of the basic model -including one globalization measure at a time. Third, we examine the curvilinear relationship between globalization and manufacturing employment net of the basic model. Finally, we analyze subsamples to explore the conditional effects of globalization in different contexts. For all variables, we present the unstandardized coefficient, the standardized coefficient in bold and italics, and the t-score in parentheses.
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Basic Models
In Table 1 , we present models with all five control variables for two techniques (FE-AR1 and first difference OLS-PCSE) and two periods (1960-2001 and 1975-2001) . Consistent with past research, our analysis provides evidence that there is an inverted U-Shaped relationship between per capita GDP and manufacturing employment. With FE-AR1, GDP per capita has a significant positive effect and the squared term has a significant negative effect for both 1960-2001 and 1975-2001 . This finding, however, is less robust in the OLS-PCSE models. In the 1960-2001 period, the squared term is only near statistical significance. In the period, both the linear and squared GDP measures are near, but not statistically, significant. After detrending the data and using OLS-PCSE, our study provides only limited evidence of a curvilinear relationship between GDP per capita and manufacturing employment. The other three variables are significant in every model. Unemployment significantly decreases manufacturing employment, and inflation has significant positive effects. Also, we find that agricultural employment has a significant negative effect. As a share of the total labor force, the decline of agricultural employment coincided with an expansion of manufacturing employment. Some countries experienced slower or delayed industrialization because of the persistence of agriculture, and the rise of manufacturing was partly influenced by the decline of agricultural employment. In turn, it is valuable to control for agricultural employment.
One can interpret the magnitude of these effects with the standardized coefficients. Unlike past research, our analysis does not clearly provide evidence that economic development and rising productivity (GDP and GDP2) are the most powerful influences on manufacturing employment. In terms of standardized coefficients, the main differences across models appear across the two historical eras. In the 1960-2001 period, manufacturing employment is principally accounted for by the decline in agricultural employment and unemployment. Economic development has a sizable influence, but it is secondary to those variables. Inflation has a smaller effect. In the 1975-2001 period, economic development and unemployment appear to be the most influential causes, followed by agricultural employment and inflation.
In contrast to past research (Alderson 1999; Ramaswamy 1997, 1998) , the fit of our models is considerably weaker. This is partly because different statistical packages generate different estimates of conventional statistics like R2 (e.g., Alderson used LIMDEP; we use Stata). This also could be due to the fact that others logarithmically transform the independent variables in order to minimize the effect of outlying values. Finally, this could be due to the longer time-period we analyze and the resultant increased heterogeneity. Regardless, the FE-AR1 1960-2001 model has a surprisingly weak fit. The FE-AR1 1975 model fits the data much better, but is still relatively weak. The OLS-PCSE models fit the data dramatically better than the FE-AR1 models -regardless if one is comparing the 1960-2001 or 1975-2001 models. Plausibly, the better fit of the OLS-PCSE models might suggest that these models are at least as valuable as the conventional FE-AR1 models for understanding variation in manufacturing employment.
Linear Globalization Effects Models
In Table 2 , we display the FE-AR1 results from 12 different models. In each of these models, we include one of the 12 globalization measures and the five control variables. In Table 2 , five of the coefficients reach statistical significance, while seven -including the total globalization summary measure -are insignificant. The significant coefficients are not in a direction that suggests that globalization is causing deindustrialization. Outward PI, imports and trade openness all significantly increase manufacturing employment. As domestic firms increase their portfolio investment abroad, as more imports flow into an economy, and as an economy experiences more total trade, manufacturing increases. Unlike earlier claims that globalization had linear negative effects on manufacturing, this suggests that globalization increases manufacturing. Even the negative effects for net trade and net globalization suggest that globalization is not initially causing deindustrialization. The more countries export relative to importing and receive rather than send out globalization, the less manufacturing employment exists. These results are consistent with our argument that globalization augments manufacturing through differentiation.
All five significant globalization variables have noticeably small standardized coefficients. With a standard deviation increase in outward PI, manufacturing employment is expected to increase by about .01 standard deviations, holding all other variables constant at their means. With a standard deviation increase in imports, manufacturing is expected to increase by .06 standard deviations. With a standard deviation increase in trade openness, manufacturing employment is expected to increase by .04 standard deviations. With a standard deviation increase in net trade and net globalization, manufacturing employment is expected to decline by .02 and .01 standard deviations. The only control variable that has a smaller effect than these globalization coefficients is inflation, and this is only for two of the significant globalization coefficients. By contrast, GDP per capita and its square, unemployment and agricultural employment as a percent of the labor force (occasionally insignificant) have far larger effects than the significant globalization effects. Thus, even where globalization is significant, its effect is relatively small in comparison with other predictors of manufacturing employment. At the same time, it is noteworthy that GDP per capita and/or its square are insignificant in some models. In the models featuring inward PI, investment openness, net investment, total globalization and net globalization, GDP per capita is near but does not reach statistical significance. In the models featuring investment openness, net investment, total globalization and net globalization, neither GDP per capita nor its square is statistically significant. Since the curvilinear relationship between GDP per capita and its square is probably the dominant explanation for deindustrialization, these non-significant results are quite surprising. Controlling for some globalization variables, GDP per capita and its square lose significance and the evidence for the Rowthorn model is weaker.
In Table 3 , we analyze the linear globalization effects using OLS-PCSE. These results are remarkably consistent with the FE-AR1 results in Table 2 . Again, the same five globalization variables have significant effects, while seven are insignificant. Though their t-scores are slightly different from the FE-AR1 models, outward PI, imports, and trade openness significantly increase manufacturing employment, while net trade and net globalization significantly reduce it. Again, the globalization coefficients do not show that globalization causes deindustrialization. Rather, the evidence suggests globalization entails differentiation and increased manufacturing. In the OLS-PCSE models, the significant globalization coefficients have slightly larger effects than under FE-AR1 estimation. Still, like the FE-AR1 models, the significant globalization variables are comparable with the effects of inflation and are considerably smaller than unemployment and agricultural employment. Similarly, the globalization coefficients have smaller effects than the significant GDP per capita effects.
The GDP per capita variables have even more surprising results in the OLS-PCSE models than in the FE-AR1 models. GDP per capita has a significant effect in only two of the models. In those models (featuring exports and net trade), the GDP per capita is only significant at the .10 level. GDP per capita squared does not have a significant effect in any of the models. The GDP per capita variables are only significant in two of the four models featuring trade variables with the full 738 cases. As demonstrated in Table 1 , the GDP per capita variables are simply not as significant under OLS-PCSE estimation. This provides further evidence that the Rowthorn model is less robust with this alternative estimation technique.
Curvilinear Globalization Effects Models
In Table 4 , we display the FE-AR1 results from the 12 different models. In each model, we include one of the globalization measures, its square and the five controls. For seven of the globalization measures, either the globalization measure Globalization and Deindustrialization • 313 Notes: For each independent variable, the unstandardized coeffi cient, standardized coeffi cient in bold, and t-score in parentheses are displayed. Notes: For each independent variable, the unstandardized coeffi cient, standardized coeffi cient in bold, and t-score in parentheses are displayed.
Globalization and Deindustrialization • 315
or its square is significant. In three models -featuring investment openness, net trade and net globalization -the main globalization effect is significantly positive while the squared term is insignificant. In the models for investment openness and net trade, the squared term is nearly significantly negative. Nevertheless, for these three measures, globalization appears to have a linear effect. These three findings are generally consistent with Table 2 . With a standard deviation increase in investment openness, manufacturing employment is expected to increase by .03 standard deviations. With a standard deviation increase in net trade, manufacturing is expected to decline by .02 standard deviations. With a standard deviation increase in net globalization, manufacturing is expected to decrease by .01 standard deviations. All three of these linear effects are small -only comparable with inflation, and smaller than the other independent variables. More importantly, in four models, globalization has a curvilinear effect on manufacturing employment. Exports, imports, trade openness and total globalization have a significant positive effect in the main term and a significant negative effect in the squared term. The main effect of exports has a standardized coefficient (beta) of .11 and its square has a beta of -.09. The main effect of imports has a beta of .20 and its square has a beta of -.13. The main term for trade openness has a beta of .20 and its square has a beta of -.13. The main effect of total globalization has a beta of .08 and its square has a beta of -.04. These curvilinear effects are larger than the significant linear effects above. In these models, the significant curvilinear effects are larger than inflation, but smaller than unemployment and agricultural employment. Notably, the effects for imports and trade openness are similar in size to the GDP per capita variables. Thus, imports and trade openness have similar effects to economic development and productivity. Exports and total globalization have smaller effects than the GDP per capita variables.
The analyses of curvilinear effects of globalization in Table 4 provide further scrutiny of the Rowthorn model. Consistent with Tables 2 and 3, unemployment and agricultural employment principally influence manufacturing employment. Those two have the largest standardized coefficients in most models, and are the most robustly significant. Interestingly, the GDP per capita variables have nearly identical significance levels as in Table 2 . The only departure is that GDP per capita squared is not quite significant in the investment openness model. As in Table 2 , either GDP per capita or its square fails to reach significance in five of the twelve models. Thus, these analyses provide further evidence that GDP per capita and its square do not have completely robust effects on manufacturing employment.
In Table 5 , we display the OLS-PCSE results featuring each globalization variable and its square. The results with OLS-PCSE are very consistent with the FE-AR1 results. Again, seven of the globalization indicators have significant effects. The only difference is that both investment openness and its square are statistically significant, while the square of investment openness was previously only near significant. In addition, a curvilinear relationship between globalization and manufacturing employment is observed for exports, imports, trade openness, and total globalization. Consistent with every other table, net trade and net globalization have significant negative effects in the main term. For those two, globalization has a relatively small effect on manufacturing (betas of -.03 and -.05). Though globalization has a curvilinear effect in five models, its various effects are only larger than inflation and occasionally agricultural employment and the GDP variables. The main term for investment openness has a beta of .10 and its square has a beta of -.09. Exports has standardized coefficients of .12 and -.10; imports has standardized coefficients of .28 and -.20; trade openness has standardized coefficients of .23 and -.17; and, total globalization has standardized coefficients of .20 and -.17.
As with the earlier tables, unemployment consistently has the most powerful effect. The beta for agricultural employment fluctuates, but is generally the second largest significant effect. GDP per capita is only significant in two models. Though occasionally near significant, GDP per capita squared is never significant. After controlling for the globalization variables and their squares in OLS-PCSE models, GDP per capita has little relevance to explaining manufacturing employment. Hence, these results challenge the Rowthorn account. Ultimately, manufacturing is shaped principally by unemployment and agricultural employment and secondarily by globalization and inflation.
Conditional Effects Across Subsamples
In Table 6 , we decompose our sample into liberal/uncoordinated (LME) and coordinated market economies (CME), Europe and non-Europe countries, and 1960 -1975 and 1976 13 These analyses explore whether globalization has similar effects in each of these different contexts. While the effects of all 12 globalization indicators and the FE-AR1 models are consistent, we confine our presentation to total globalization in OLS-PCSE. All models control for the same variables as above (not shown).
The first rows of the first two columns show that total globalization had a positive linear effect in LMEs but did not have a significant linear effect in CMEs and the model fit is much better for LMEs. The second set of rows reveals that total globalization has a positive and negative curvilinear effect in LMEs. In CMEs, total globalization has a nearly significant positive linear term and a significantly negative squared term. In both contexts, globalization reduces manufacturing when globalization reaches higher levels. Despite many fewer LME cases, globalization appears to have more powerful effects in LMEs than CMEs.
The next two columns display the decomposition of European and nonEuropean countries. Total globalization has a linear positive effect in European countries, and does not have a significant linear effect in non-European countries. Total globalization has positive and negative significant curvilinear effects in European countries, but does not have significant curvilinear effects in nonEuropean countries. Interestingly, however, the model fit is much better in both sets for non-European countries.
On one hand, these results show a pattern where our differentiationsaturation model better explains the deindustrialization of LMEs and European countries. Plausibly, the Rowthorn model better explains the deindustrialization of CMEs and non-European countries. On the other hand, 1960-1975 and 1976-2001 periods. Total globalization has a significant positive effect in the earlier period, but not in the later period. In the second set of rows, total globalization has a significant positive effect in the linear term in the earlier period but is not significant in the squared term. Even at higher levels, globalization does not cause any deindustrialization in the earlier period. Consistent with our differentiation-saturation model, when globalization first expanded from 1960 through 1975, international investment and trade (at lower levels) contributed to industrialization, not deindustrialization. After 1975, total globalization has significant (positive and negative) curvilinear effects. Our evidence suggests that globalization triggered deindustrialization in the latter period when globalization reached higher levels.
Discussion
This study aims to provide an improved analysis of the relationship between globalization, industrialization and deindustrialization. The study is based on the largest, longest and most recent sample of its kind and incorporates the most comprehensive set of globalization measures. Moreover, this study uniquely incorporates agricultural employment and inflation. To our knowledge, our study is the first to model a curvilinear relationship between globalization and manufacturing employment. As well, we are the first to propose a theory -the differentiation-saturation model -for why globalization should have such curvilinear effects. Ultimately, we provide a more rigorous examination of the causes of variation in manufacturing employment.
Our baseline models confirm but innovate beyond recent studies. We provide some evidence that GDP per capita has a curvilinear relationship with manufacturing employment. As others contend, this reflects the long-term trends in economic development and worker productivity. Nevertheless, some of the main models fail to support the Rowthorn model. GDP per capita and its square are less influential in the OLS-PCSE than in the FE-AR1 models. The evidence for the Rowthorn model is weaker in the longer time period than in the most recent period . Though previous studies did not include measures of agricultural employment, we find it has a powerful impact. Much of the variation observed in manufacturing can be explained by the extent and trends in declining agricultural employment. Unemployment also has powerful effects, while inflation has a lesser influence. While previous research has converged on the Rowthorn model, our empirical analysis provides only partial support.
Our analysis shows that some aspects of globalization significantly affect manufacturing employment, though several measures of globalization fail to reach significance. Five globalization measures have significant linear effects in both FE-AR1 and OLS-PCSE models. Interestingly, none of these coefficients suggest that globalization causes deindustrialization. Rather, these effects consistently Globalization and Deindustrialization • 319 show that globalization increased manufacturing employment. We theorized that globalization cultivates differentiation and specialization, which contributes to manufacturing's share of the labor force. Outward PI, imports and trade openness have positive effects, while net trade and net globalization have negative effects. As countries send out PI, import goods and services, and engage in international trade, manufacturing increases. As countries export more than they import, and receive more than they send out international flows, manufacturing declines. These results support our differentiation-saturation model, reflecting our expectation that globalization initially breeds specialization and increased manufacturing. Though the effects are small, including the globalization measures generally weakens the influence of GDP per capita and its square. The effects of agricultural employment and unemployment remain significant. Our analysis of the curvilinear relationship between globalization and manufacturing yields several interesting and novel findings. While a few globalization measures continue to have significant linear effects, both the main term and the square are significant for several globalization measures. Exports, imports, trade openness, investment openness (in OLS-PCSE only) and total globalization have significant positive and negative effects. These effects are larger than the aforementioned linear effects and comparable to the effects of GDP per capita and its square. These results provide evidence that low levels of globalization result in differentiation and specialization, increasing manufacturing. At higher levels, globalization subsequently results in saturation, reducing manufacturing's share of the labor force.
Our analyses of subsamples provide suggestive evidence that globalization's effects slightly differ across national and historical contexts. Globalization has significant effects in LMEs and European countries, but not CMEs and non-European countries. Globalization had positive effects on manufacturing employment in the earlier period from 1960 to 1975. In the initial stages of globalization, manufacturing expanded as international trade and investment grew. In the later period from 1976 to 2001, however, globalization and manufacturing employment had the curvilinear relationship expected by our differentiationsaturation model. Of course, these analyses of subsamples should be read with caution given the varying samples across models.
Our study partially supports the Rowthorn model and partially supports our differentiation-saturation model. As countries shifted away from agricultural employment, and worker productivity and development rose, manufacturing's share of the labor force increased. As worker productivity and development continued to rise even further, manufacturing declined. At the same time, globalization does have significant effects and the evidence for the Rowthorn model is weaker upon considering globalization. Initially, at lower levels, globalization leads to differentiation and specialization and increases manufacturing's share of the labor force. Subsequently, at higher levels, globalization results in saturation, which undermines manufacturing employment. At higher levels, globalization generates competition for domestic manufacturers, who find it more difficult to maintain their workforces. Globalization breeds mimetic isomorphism as manufacturing firms follow other globalizing firms and contract their workforces some third party. However, we also believe mimetic isomorphism can involve the copying of practices (e.g., downsizing) under conditions of uncertainty (e.g., rising globalization). Firms may copy others in order to behave "strategically" in order to impress shareholders, competitors, creditors and suppliers, or simply to follow the leaders. To be clear, we do not observe firm behavior as that is beyond the scope of this paper.
5. Within a highly globalized environment, there is likely to be a shift in practices, such as global outsourcing and a focus on core competencies, and a growing attention to how firms in other countries manufacture (e.g., the implementation of just-in-time manufacturing, etc.), all of which should be reflected in manufacturing decline.
6. Our analysis includes a maximum of 738 cases and a minimum of 499. At our minimum, the number of cases is comparable to Rowthorn and Ramaswamy's (1998) 510 cases, dwarfs Rowthorn and Ramaswamy's (1997) 145 cases and is greater than Alderson's (1999) roughly 400 cases. Most previous studies include 18 affluent democracies (Alderson 1999, Rowthorn and Ramaswamy 1998) while Rowthorn and Ramaswamy (1997) analyzed 21 countries. Previous studies had a shorter time-period and none included data after the early 1990s.
7. Because the sample includes more years (42) than countries (18), Beck (2001) would argue that the dataset should be considered a pooled time series rather than a panel. This is the main reason we supplement the panel analysis technique (FE AR1) with this pooled time series technique (OLS-PCSE).
8. Rowthorn and Ramaswamy (1998:11) acknowledge, "The rising share of employment in manufacturing in the industrialization stage of development represents to a large degree the movement of employment from agriculture to industry."
9. In analyses available upon request, we estimated all models while excluding agricultural employment and inflation. Doing so does not change our findings for the globalization variables. At the same time, however, GDP per capita and its square would actually have less robustly significant and smaller effects.
10. We do not analyze legal measures of investment or trade openness. We experimented with a dummy for fixed exchange rates (available upon request). If added to the models in Tables 2-5 , this dummy is never significant in the FE-AR1 models but is occasionally significantly positive in the OLS-PCSE models. This variable did not substantially improve the model fit, and most of its effect is captured by our globalization indicators.
11. Our delineation between types of investment distinguishes between controlling interest (direct) versus investment that is more likely to be speculative, shortterm and without an ownership stake (portfolio) (Brady and Wallace 2000) .
12. We calculate standardized coefficients by multiplying the coefficient by the standard deviation of the independent variable and dividing by the standard deviation of the dependent variable.
