




第 1章 問題および目的 1
1.1 構造方程式モデリング概説 : : : : : : : : : : : : : : : : : : : : : 1
1.2 構造方程式モデリングで利用される推定法 : : : : : : : : : : : : 7
1.3 構造方程式モデリングで利用される適合度指標 : : : : : : : : : 21
1.4 構造方程式モデリングにおける 3次積率の利用 : : : : : : : : : 24
1.5 研究の目的および本稿の構成 : : : : : : : : : : : : : : : : : : : 29
第 2章 少変数モデルにおける応用可能性 (研究 I) 31
2.1 共分散構造モデルの問題 : : : : : : : : : : : : : : : : : : : : : : 31
2.2 3次積率を利用したパス解析モデル : : : : : : : : : : : : : : : : 39
2.3 実データ分析による検討 : : : : : : : : : : : : : : : : : : : : : : 43
2.4 研究 I結論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 52
第 3章 多変数モデルにおける応用可能性 (研究 II) 54
3.1 3次積率 SEMにおける多変数モデル分析の問題 : : : : : : : : : 54
3.2 選択的ADF3推定法 : : : : : : : : : : : : : : : : : : : : : : : : 57
3.3 シミュレーションデータ分析による検討 : : : : : : : : : : : : : 63
3.4 実データ分析による検討 : : : : : : : : : : : : : : : : : : : : : : 80
3.5 研究 II結論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 84
第 4章 既存モデルとの融合からの応用可能性 (研究 III) 87
4.1 シェッフェの一対比較モデルと嗜好度間相関の問題 : : : : : : : 87
4.2 共分散構造分析による嗜好度間相関推定モデル : : : : : : : : : 93
4.3 独立成分を導入した一対比較モデル : : : : : : : : : : : : : : : : 96
4.4 実データ分析による検討 : : : : : : : : : : : : : : : : : : : : : : 98
4.5 研究 III結論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 104
i
第 5章 総合考察 106
5.1 研究全体の考察 : : : : : : : : : : : : : : : : : : : : : : : : : : : 106
5.2 展望 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 107
付録 110
付録A一対比較調査票およびデータ : : : : : : : : : : : : : : : : : : 110














理学に関するここ 2年ほどの学術雑誌を見ても，林 (2009)，幸田・菅原 (2009)，
浦上・小島・沢宮・坂野 (2009)，山崎・吉川 (2010)，藤・吉田 (2010)，西田・大
















EQS(Bentler & Wu, 2002)，LISREL(Jo¨reskog & So¨rbom, 1996)，M-plus(Muthe´n






























structural relations)表現 (Jo¨reskog & So¨rbom, 1976)，EQS(equations model)表現
(Bentler & Weeks, 1980)，COSAN(covariance structural analysis)表現 (MacDon-

























t;uは含まれる要素の種類から，それぞれ t = (f 0;x0)0，u = (d0; e0)0のよう
に分割形式で表現することができる。ここで，f は構成概念を表わす変数から
成る l  1ベクトルであり，xは観測変数から成る p 1べクトルである。よっ

















































































0 aa12 0 0 0 0 0 0
0 0 0 0 0 0 0 0
ab11 0 0 0 0 0 0 0
ab21 0 0 0 0 0 0 0
ab31 0 0 0 0 0 0 0
0 ab42 0 0 0 0 0 0
0 ab52 0 0 0 0 0 0






























が含まれている。そして，f1; x1; x2; x3; x4; x5; x6は内生変数であるので，残差
ベクトルの対応する要素は d1; e1; e2; e3; e4; e5; e6となる。一方，f2は外生変数で
あるから，残差ベクトルの対応する要素は f2そのものとなる。
1次積率 (平均)構造と 2次積率 (共分散)構造の導出 ここでは，第 2章以降に





t = 0 +At+ u
t At = 0 + u
(I  A)t = 0 + u (1.4)
ここで，h  h正方行列 (I  A)に逆行列が存在すると仮定し，(1.4)式の両辺
に (I  A) 1を前から乗じることで，
t = (I  A) 1(0 + u)
= T (0 + u)




G = [(0) I]
を用いる。Gは p lゼロ行列 (0)と p p単位行列 Iを部分行列としてもつ分
割行列形式で表現される p (p+ l)矩形行列である。Gを tに前から乗じると
x = Gt




E[x] = GT (0 + E[u]) (1.6)
となる。0と E[u]は数理的に区別不可能なので E[u] = 0とすることで








0G0 = () (1.7)
のように導出される。ここで，u = E[uu0]と定めた。
なお，構造化された観測変数の積率の独自要素の数と自由母数の数の差はモ
デルの自由度 (degrees of freedom，df)として定められる。観測変数が p個の共
分散構造分析においてはモデルの自由度は一般に p(p+ 1)=2  qとなり，平均・
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を意味する。そして，Xの列に注目して，xr = (x1r; x2r; : : : ; xpr)0; r = 1; : : : ; n
としたとき，多くの統計解析手法と同様，構造方程式モデリングにおいても，






















f(Ajn  1; p; 1
n  1) =


































































4 j()jn 12 Qpi=1   (n 1) i+12 
となる。そして，上式の自然対数を取った対数尤度 logL()は




















 1Su)  log j() 1Suj   p (1.9)
が導かれる。そして，(1.9)式を最小化することで，最尤推定値 ^MLを得ること
ができる。なお，1次積率の構造も 2次構造と同時に扱う場合には，
f ML() = tr(()












や信頼区間を容易に構成したり，(n   1)fML(^ML)が 2分布に漸近的に従う統
9
計量の実現値と考えられることを利用して適合度検定の構成をしたりすること
も可能である (詳しくは Bollen, 1989)。
ADF推定法
構造方程式モデリングにおいて母数推定に利用されることの多い最尤推定法
では，r番目の観測対象に関する p  1観測変数ベクトル xr(r = 1; : : : ; n)が，
p1母平均ベクトル0と pp母共分散行列0を持った同じ p次元多変量正規










定法 (Asymptotically Distribution-Free method)を提案した。本項では，本論文の
主眼となるADF3推定法の基礎であるADF推定法とその性質について，証明と
ともに説明する。
共分散行列のベクトル化 ここでは xr(r = 1; : : : ; n)は特定の分布に従うこと
は仮定されていないが，有限な 4次の積率は存在する p 1観測変数確率ベクト
ルとする。また，は当該共分散構造モデルに含まれる自由母数を集めた q 1
の母数ベクトルであり，Rq内の部分集合である母数空間Gに含まれるとする。













ただし，p = p(p+ 1)=2である。
目的関数の構成 一般に，共分散構造モデルにおける母数 の推定値 ^はある
目的関数を最小化することによって得られる。目的関数 f(Su;())は p p対
称行列Suと()から成るスカラー関数であり4，以下の性質を有する。
(i) f(Su;())  0




f(Su;()jU) = (su   ())0U 1(su   ()) (1.10)
ここで，Uは対称なpp確率行列でありその確率的極限が正定値となるような











の (i; j)要素を表し，0 = v(0)とする。また，[Su]ijによってSuの (i; j)要素を
表す。su =
p
n  1(su 0)を定義すると，その共分散行列Y = cov(su ; 0su)
の特定の要素は





= (n  1)cov([Su  0]ij; [Su  0]kl)
= [0]ik[0]jl + [0]il[0]jk + (n=(n+ 1))ijkl (1.11)
と表わされる (Kendall, Stuart, & Ord, 2005)。ここで，ijklは 4次のキュムラン
トであり，具体的には
ijkl = ijkl   [0]ij[0]kl   [0]ik[0]jl   [0]il[0]jk
ijkl = E[(xi   E[xi])(xj   E[xj])(xk   E[xk])(xl   E[xl])]
である。有限標本下での suの厳密な標本分布を知ることは困難であるが，標本
サイズについて (n  1)!1としたときの漸近分布については平均ベクトル 0
と共分散行列Y = lim(n 1)!1 cov(su ; 0su)をもつ多変量正規分布となることが
知られている。なお，(n  1)!1のとき (1.11)式における最終項の n=(n+1)
は限りなく 1に近付くからY の特定の要素は
[Y ]ij;kl =[0]ik[0]jl + [0]il[0]jk + ijkl (1.12)
=[0]ik[0]jl + [0]il[0]jk
+ ijkl   [0]ij[0]kl   [0]ik[0]jl   [0]il[0]jk
=ijkl   [0]ij[0]kl (1.13)
と表現できる。
(n  1) ! 1でのU の確率的極限をU としたとき，U = Y ならば，(1.10)
式の目的関数を最小化して得られる推定量は後で述べるような望ましい性質を





[W ]ij;kl = wijkl   wijwkl (1.14)
を要素としてもつ行列W を採用した
f(Su;()jW ) = fADF() = (su   ())0W 1(su   ()) (1.15)
がADF推定法の目的関数となる。そして，この関数を最小化することで ADF
推定値 ^ADF を得る。ただし，実際の最適化計算では，r番目の観測対象に関
する p個の変数の実現値を要素として持つ観測変数の実現値ベクトルを xr =
(x1r; x

2r; : : : ; x

ir; : : : ; x

pr)



































いて(0) = 0が成り立ち，それ故 f(0;(0)) = 0となる場合を除き，こ
の定義による真値は採用される目的関数に依存する。そして，0を用いた0




(R2) f(0;())は，G上の  = 0において，唯一の最小値を取る。
(R3) 0はGの内点である。
(R4) 0 =(0)は列最大階数 qを持つ。























性質 2 ^が (1.10)式で与えられる目的関数を最小化するようなある推定量であ
るならば，^ =
p

















証明 g(jSu;U)を 12f(Su;()jU )に関する q  1勾配ベクトルの 1倍であ
るとする。すなわち



























である。f(Su;()jU )を最小化する ^は，もちろん 12f(Su;()jU)を最








U 1fsu   0 + (0   ^0)  (^   ^0)g (1.19)
ここで，0 = v(0)，^0 = v((0))，^ = v((^))，^ =(^)である。
15
しかしながら，正則条件 (R3)，(R7)のもとで平均値の定理を利用すると
^   ^0 = ~(^   0) (1.20)
となるような ~の存在が保証される。ただし，~は()の についての
導関数を ^と 0を結ぶ線分上のある点で評価することで得られる p  q
行列である。そして，(1.19)式に (1.20)式を代入すると
g(^jSu;U) =^0U 1fsu   0 + (0   ^0)  ~(^   0)g
p
n  1^0U 1 ~(^   0) =
p
n  1^0U 1fsu   0 + (0   ^0)g
  pn  1g(^jSu;U )
p
n  1(^   0) =
p
n  1(^0U 1 ~) 1^0U 1fsu   0














(1.21)式から (1.22)式への変形においては，正則条件 (R7)より0  ^0が






そして最後に，正則条件 (R3)および，(1.17)式から g(0j0;U ) = 0が成
立するので
p









性質 2は ^の分布が平均ベクトル と (1.18)式の (n  1) 1倍の共分散行列を
もつ多変量正規分布に漸近的に従うことを意味する。さらに，ADF推定法の目






























n  1(^ADF   0)の漸近共分散行列である。さらに，
(1.10)式におけるU の正しい特定は ^の漸近共分散行列に関する簡易表現を導
くだけでなく，以下の性質を成り立たせる。
















た，c =c()を，rank(0c) = p  qで， =()として0c = (0)
となるような p  (p   q)のある行列関数とする。
さらに，e^ = su  ^，e0 = 0  ^0，^c =c(^)，0c =c(0)とする
と，Y^ がY の一致推定量となる正定値行列ならば，二次形式統計量
T = (n  1) (su   ^)0Y^ (su   ^)
= (n  1)e^0^c(^0cY^ ^c) 1^
0
ce^ (1.24)
の漸近分布は自由度 p   q，非心度






n  1^0c(su   ^)
=
p
n  1^0cfsu   0 + (0   ^0)  (^   ^0)g
=
p
n  1^0c(su   0) +
p
n  1^0c(0   ^0)





n  1e0)  ^0c ~^ (1.26)
と表せる。(1.26)式最終項については，(n  1)!1のとき，^は確率的











は (n  1) ! 1のとき有界のままであるので，正則条件 (R5)より (1.26)
式について
p















と (p   q) (p   q)の共分散行列00cY0cをもつ多変量正規分布に漸
近的に従うことが分かる。ただし，正則条件 (R1)から00cY0cは非特
異となる。すると，以下となる。



































非心度 (n  1)f(0;(0)jY )の 2分布に従う。
6x  Nm(;
)のとき，A





T = (n  1)e^0^c(^0cY^ ^c) 1^
0
ce^
= (n  1)e^0fY^  1   Y^  1^(^0Y^  1^) 1^0Y^  1ge^
= (n  1)(e^0Y^  1e^  g^0(^0Y^  1^) 1g^) (1.27)
 = (n  1)e000c(00cY0c) 100ce0
= (n  1)e00fY











と変形できる (Khatri, 1966)。ただし，g^ = g(^jSu; Y^ )，g0 = g(0j0;Y )
である。U が適切に特定されたとき，Y^ = U とすることができ，正則条
件 (R3)，(R6)，(1.16)式より g^ = g(^jSu; Y^ ) = g(^jSu;U) = 0であるか
ら，(1.27)式について，
(n  1)(e^0Y^  1e^  g^0(^0Y^  1^) 1g^) = (n  1)(e^0U 1e^  0)
= (n  1)(su   ^)0U 1(su   ^)
= (n  1)f(Su;(^)jU)







 1g0) = (n  1)(e00U
 1
e0   0)
= (n  1)(0   ^0)0U 1(0   ^0)
= (n  1)f(0;(0)jU)
が成り立つ。以上より nf(Su;(^)jU)は自由度が p  q，非心度が (n 
1)f(0;(0)jY )の 2分布に従うことが示された。
なお，統計量Tに基づく統計的仮説検定において帰無仮説H0 : 0 = (0)(す
なわち，H0 : 0 = (0))を扱う場合には，0  (0) = (0)(すなわち，0  
(0) = 0)を考慮して，性質 4や性質 4.1における非心度は 0となり，自由度







[Y ]ij;kl = [0]ik[0]jl + [0]il[0]jk
が成立する。なお，多変量正規分布は上式の関係を満たす。このとき，推定量
に関する望ましい性質を得るためには，(1.10)におけるU の特定の要素は
[U ]ij;kl = [V ]ik[V ]jl + [V ]il[V ]jk (1.29)
となることが求められる。ここでV は (n  1)!1のとき正定値行列0に確
率収束するような，p pの正定値確率行列である。
(1.29)式が成り立つならば，(1.10)式の目的関数は
f(Su;()jV ) = 1
2
tr[(Su  ())V  1]2



























帰無仮説 (H0) : 構成されたモデルは正しい




























n  1 ; 0
!
と定められる7。ここで，max(A;B)はA;Bのうち大きいほうを採用するとい















n  1 ; 0

と変形できる。2分布の平均は理論的には自由度に一致するので，2値=df は


















AIC = 2値  2df








































最近では，Kano & Shimizu (2003)および Shimizu & Kano (2008)において，2
次から 4次の積率の構造化によって単回帰分析における影響関係の方向性を決





ADF3推定法 (Asymptotically Distribution-Free method up to 3rd-order moment)





積率の扱い 観測変数に関する p  1確率ベクトルを xと表記し，その 1次積
率であるところの平均を = E[x]とする。ただし，xには有限な 6次積率が存
在するものとする。すると，平均を用いると共分散行列は

























という 4  4行列が得られるような行列演算である。このクロネッカー積を用
いると 3次積率 (3)は
(3) = E[(x  E[x])
 (x  E[x])
 (x  E[x])]
のような形式で得られる。xが p 1ベクトルであるから，(3)は p3 1ベクト
ルである。なお，クロネッカー積を用いることで任意の次数の積率を統一的に
扱うことが可能となる。例えば，先の共分散行列は p2  1ベクトルの形では以
下のように表現される。
(2) = E[(x  E[x])
 (x  E[x])]
26






(2)() = F (2) (2)()
(3)() = F (3) (3)()
のようにして独自要素からなる 2次積率構造ベクトルと 3次積率構造ベクトル
を得ることができる。(2)()は p  1ベクトル，(3)()は p  1ベクトルで
ある。ただし，p = p(p+ 1)=2，p = p(p+ 1)(p+ 2)=6と定める。なお，選択
行列F (2)，F (3)の具体的な表現についても第 2章以降で示す。
目的関数および重み行列 そして，目的関数の構成においては，(2)()と(3)()












f(s;()jW ) = fADF3() = (s  ())0W 1(s  ()) (1.32)
27





[W ]i;j = nAcov(si; sj) = ij
[W ]ij;k = nAcov(sij; sk) = ijk
[W ]ijk;l = nAcov(sijk; sl) = ijkl   jkil   ikjl   ijkl
[W ]ij;kl = nAcov(sij; skl) = ijkl   ijkl
[W ]ijk;lm = nAcov(sijk; slm)
= ijklm   ijklm   jkilm   ikjlm   ijklm
[W ]ijk;lmn = nAcov(sijk; slmn)
= ijklmn   mnijkl   lnijkm   lmijkn   ijklmn
  jkilmn + jkmnil + jklnim + jklmin
  ikjlmn + ikmnjl + iklnjm + iklmjn
  ijklmn + ijmnkl + ijlnkm + ijlmkn
となる。ここで，si; sij; sijkはそれぞれ，sに含まれる，特定の標本 1次積率，
標本 2次積率，標本 3次積率を意味している。例えば，W を上記の各式の右辺





性質 1 推定量 ^ADF3は真値 0の一致推定量である。
性質 2 ^ADF3 =
p












性質 3 ADF3推定量は BGLS推定量である。
性質 4 nfADF3(s;(^ADF3)jW )は自由度 p  q，非心度 nfADF3(s0;(0)jW )の
2分布に従う。
これらの性質は，ADF推定法の項において扱った正則条件のわずかな修正と，






































究 Iから研究 IIIでの研究成果から，3次積率 SEMの応用場面における可能性を




































図 2.1 逐次型モデル (例 1)
y1 y4e1
y2e2 y3 e3
図 2.2 逐次型モデル (例 2)
y1 y4e1
y2e2 y3 e3
図 2.3 非逐次型モデル (例 1)
y1 y4e1
y2e2 y3 e3
図 2.4 非逐次型モデル (例 2)
y1 y4e1
y2e2 y3 e3






率の数は方程式 (5 = 2x+ 3y; 4 = y + z; 1 = 5z   xなど)の数，母数の数は方
程式に含まれる変数 (x; y; zなど)の数に相当する。そして，各等式の左辺であ
る 5; 4; 1が Sに含まれる独自要素2，右辺の 2x + 3y; y + z; 5z   xが()に




















































モデル Bで得られた推定値 ^B があるときに，それらから復元される共分散行
列について，A(^A) = B(^B)となるようなモデルのことである (MacCallum,
















適用可能な “Replacing Rule”がLee & Hershberger (1990)によって作り出された。
また，この規則を学術雑誌に掲載されていた共分散構造モデルに適用して，論文
中で主張されたモデルと同値なモデルの存在を検討したMacCallum et al. (1993)
によって，心理学の三つの領域の学術雑誌に掲載されたモデルを調査した結果，
各雑誌で取り上げられたモデルのうち 70%以上が一つ以上の同値モデルが存在
















規則 1 xから yへの単方向パスが引かれているとき，xに単方向パスが引かれた
preceding block内の変数の集合Vxと yに単方向パスが引かれた preceding

















図 2.8 Replacing Rule適用例 1
















図 2.9 Replacing Rule適用例 2




るから，focal block内の逐次性も成り立っている。preceding blockから x3へと
単方向パスを刺しているのは fx2gである，一方 x4へと単方向パスを刺してい
るのは fx1; x2gである。Vx3  Vx4が満たされるから，x3から x4への単方向パ
スは x3の誤差 e3と x4への誤差 e4の間の両方向パスと置き換えることが可能で
ある (図 2.8(下))。続いて，規則 1の特別ケースとして以下の規則 2が成り立つ。
規則 2 xから yへの単方向パスが引かれているとき，xに単方向パスが引かれた
preceding block内の変数の集合Vxと yに単方向パスが引かれた preceding





これにより，preceding blockから x3へと単方向パスを刺しているのは fx1; x2g
37
となるから，Vx3 = Vx4が成立する。以上より，x3から x4への単方向パスを x3













































































である。ここで，xは各変数の平均について偏差化された p  1の観測変数ベ
クトルであり，構造変数ベクトルは p1  1内生的観測変数ベクトル yと p2  1
外生的観測変数ベクトル zに分割することができるとする。Aは p pのパス
係数行列であり，分割行列として含まれるAは xの yへの影響の強さを表す
p1 p行列であり，ゼロ行列 (0)は外生的観測変数ベクトル zが他の構造変数か
らの影響を受けていないことを表している。また，は p 1の残差ベクトルで




(I  A)x =  (2.2)
と変形でき，p p正方行列 (I  A)に逆行列が存在すると仮定すると (2.2)式
に左から (I  A) 1 = T を乗じることによって

















= (11(); 12(); 13(); 21(); 22(); 23(); 31(); 32(); 33())
0
のように 9  1ベクトルで表現される。これらの要素は xの共分散行列の要素
であるから，12()と 21()，13()と 31()，23()と 32()はそれぞれ同
一の 2次積率を表しており，各ペアの一方は重複する要素として捉えることが
できる。このような重複要素は p  p2の選択行列 F (2)を用いて排除すること
ができる。ここで，p = p(p + 1)=2である。そして，F (2)を (2)()に前から
乗じることで，重複要素を除き，独自要素のみから構成される 2次積率の構造
が以下のような p  1ベクトルとして定められる。




1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
3777777775
のような 6 9行列となる。また，(2)()は
















(3)() = F (3) (3)()
(3)()は xに関する構造化されたすべての 3次積率を要素としてもつ p3  1
ベクトルであり，(3)()はそこから重複要素を除いた p 1ベクトルである。
ただし，p = p(p + 1)(p + 2)=6とする。なお，観測変数が三つの場合には，
(3)()，(3)()，F (3)はそれぞれ以下のように表現される。
(3)()
= (111(); 112(); 113(); 121(); 122(); 123(); 131(); 132(); 133();
211(); 212(); 213(); 221(); 222(); 223(); 231(); 232(); 233();
311(); 312(); 313(); 321(); 322(); 323(); 331(); 332(); 333())
0
(3) = (111(); 211(); 221(); 222(); 311();




1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0















素に対応する順で並べた p  1ベクトルである。そして，()と sを用いて
次のようにADF3推定法の目的関数を構成することができる。
f()ADF3 = (s  ())0W 1(s  ()) (2.4)
なお，(2.4)式におけるW は母積率の一致推定量 sの漸近的共分散行列の一致


















y1 = 12y2 + e1







y1 = 13z3 + e1








y1 = 13z3 + e1












y1 = 12y2 + 13z3 + e1






y1 = 12y2 + e1
y2 = 23y3 + e2
















24個，分岐型 12個，偏相関型 12個，合流型 6個，順次型 24個，回転型 16個
である。例えば，x; y; zの三つの変数から成る直線型のモデルの場合，変数間
の関係性から 6つのパス図が描ける (x ! y ! z，x ! z ! y，y ! x ! z，





に三つの変数を x; y; zと表すとすると，直線型のモデル x ! y ! zは x ! y
を just-identified blockと見なせば，Replacing Ruleの規則 3より分岐型のモデル
x  y ! zと同値であることが分かる。また，今度は x  y ! zの y ! zを
just-identified blockと見なせば，x  y  zもそれらと同値モデルである。そ
のほかにも順次型のモデル x ! y，y ! z，x ! zは y ! zを focal blockと見
れば，Replacing Ruleの規則 2より yと zの間の単方向パスは yと zの誤差間相





















表 2.1から表 2.6には各タイプに属するモデルの自由度 (df )と適合度指標であ
る RMSEAと 2値を掲載した。表 2.1には，直線型の全 24個のモデルに関す
















A!B!C AGE!PRI!PTAX PTAX!PRI!AGE PRI!AGE!PTAX
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .108 290.99 8 .111 310.60 8 .183 826.16 8
A1 Be0 Ce1 .103 298.32 9 .108 329.05 9 .173 832.26 9
A1 Be1 Ce0 .120 402.88 9 .121 410.92 9 .182 919.43 9
A1 Be0 Ce0 .115 409.69 10 .118 430.32 10 .172 908.32 10
A!B!C PTAX!AGE!PRI AGE!PTAX!PRI PRI!PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .176 760.56 8 .135 448.61 8 .138 471.88 8
A1 Be0 Ce1 .176 858.15 9 .139 536.29 9 .133 491.63 9
A1 Be1 Ce0 .170 801.29 9 .131 476.95 9 .141 555.62 9
A1 Be0 Ce0 .172 909.34 10 .135 565.01 10 .138 587.81 10














A!B, A!C PRI!AGE, PRI!PTAX AGE!PRI, AGE!PTAX PTAX!PRI, PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .102 262.02 8 .176 759.01 8 .129 415.39 8
A1 Be0 Ce1 .113 360.24 9 .170 798.38 9 .127 448.05 9
A1 Be1 Ce0 .116 380.57 9 .171 810.67 9 .135 506.03 9
A1 Be0 Ce0 .125 486.88 10 .167 858.00 10 .131 533.15 10
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表 2.3 偏相関型のモデル適合度
A!B, A!C PRI!AGE, PRI!PTAX AGE!PRI, AGE!PTAX PTAX!PRI, PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .090 127.59 5 .130 260.68 5 .128 255.99 5
A1 Be0 Ce1 .118 261.58 6 .125 292.60 6 .126 295.12 6
A1 Be1 Ce0 .120 268.94 6 .139 359.41 6 .141 370.43 6
A1 Be0 Ce0 .137 407.14 7 .134 390.69 7 .137 404.86 7
表 2.4 合流型のモデル適合度
AGE!RTAX, PRI!PTAX PRI!AGE, PTAX!AGE AGE!PRI, PTAX!PRI
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
skewness .129 257.57 5 .129 258.78 5 .058 55.40 5
non-skewness .141 368.96 6 .138 355.29 6 .068 89.70 6
表 2.5 順次型のモデル適合度
A!B, AGE!PRI, PTAX!PRI, PRI!AGE,
B!C, PRI!PTAX, PRI!AGE, AGE!PTAX,
A!C AGE!PTAX PTAX!AGE PRI!PTAX
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .115 290.90 7 .116 295.33 7 .109 261.11 7
A1 Be0 Ce1 .109 298.22 8 .113 318.02 8 .118 348.25 8
A1 Be1 Ce0 .127 400.31 8 .126 393.85 8 .123 375.12 8
A1 Be0 Ce0 .121 407.05 9 .122 417.14 9 .129 463.58 9
A!B, PTAX!AGE, AGE!PTAX, PRI! PTAX,
B!C, AGE!PRI, PTAX!PRI, PTAX!AGE,
A!C PTAX!PRI AGE!PRI PRI!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .111 271.10 7 .114 283.19 7 .109 262.02 7
A1 Be0 Ce1 .123 374.90 8 .121 366.21 8 .119 355.39 8
A1 Be1 Ce0 .111 309.49 8 .114 322.73 8 .120 360.16 8








A!B, B!C, PRI!AGE, AGE!PTAX, PTAX!AGE, AGE!PRI,
C!A PTAX!PRI RPI!PTAX
RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .108 290.99 8 .111 310.60 8
A1 Be0 Ce1 .103 298.32 9 .108 329.05 9
A1 Be1 Ce0 .120 402.88 9 .121 410.92 9
A1 Be0 Ce0 .115 409.69 10 .118 430.32 10























変数名 推定値 SE z値
係数 AGE!PRI  .242 .011  21.146
PTAX!PRI  .351 .009  38.327
分散 PRI .785 .018 42.915
AGE .956 .021 45.876
PTAX .986 .020 48.382
共分散 PTAX・AGE .132 .011 12.407
^y31 PRI .423 .051 8.283
^z32 AGE .818 .045 18.235
^z33 PTAX .449 .030 15.137
^z22z3 AGE
2・PTAX  .104 .013  8.081
^z2z23 AGE・PTAX
2  .299 .018  16.944
表 2.7に掲載した。
推定結果を見ると，パス係数については「PTAXES」の「PRICE」への影響


















3変数 x，y，zに関して，x ! y ! z，x ! z ! y，y ! x ! z，y ! z ! x，













真の構造を y1 = 12y2 + e1，y2 = 23z3 + e2，(e1?? e2)と表した場合，最初
に.2，.5，1の中から選ばれた特定の歪度を持ったすべての外生変数 z3; e1; e2を
それぞれ独立したガンマ分布から発生させ，事前に定めた 23の値 (.3，.5，.7)














N = 100 N = 200 N = 400
パス係数 .3 .5 .7 .3 .5 .7 .3 .5 .7
.2 .44 .54 .60 .65 .72 .68 .74 .82 .84
歪み .5 .61 .86 .86 .87 .96 .98 .97 .99 1




































































デル (フルパスモデル)の推定を 3次積率 SEMを用いて行い，そこから適合度や
パス係数の検定統計量を利用したモデル選択をするという方法も提案されてい




























れに対して，2次と 3次の積率を利用する ADF3推定法では 3次の積率におけ
る独自要素の数が劇的に増えることになる。一般に，3次の積率は p個の観測
変数に対して p(p+ 1)(p+ 2)=6個生じる。したがって，15個の観測変数をモデ








観測変数 2次 3次 2次+3次
2 3 4 7
3 6 10 16
4 10 20 30
5 15 35 50
6 21 56 77
7 28 84 112
8 36 120 156
9 45 165 210
10 55 220 275
11 66 286 352
12 78 364 442
13 91 455 546
14 105 560 665








列はサイズ 800 800，かつ 800 (800 + 1)=2 = 320400個の独自要素を持つ非
常にサイズの大きなものとなる。
上述の説明からも明白なように，共分散構造分析と比較して，ADF3推定法































た p1観測変数ベクトルxを縦につないだh1構造変数ベクトル t = (f 0;x0)0
は
t = At+ u; (3.2)
58
のようにモデル化される。ここで，f は l 1，xは p 1ベクトルとする。(3.2)
式中のAは構造変数間の影響関係を表す h  h係数行列である。また，uは t
の要素に対応させた h  1残差ベクトルであり，u = (d0; e0)0のように分割形
式で表現される。dと eは，対応する f と xに含まれる要素が内生変数であれ
ば誤差を，外生変数であればその変数自身を配されたベクトルである。ここで，
(I  A) 1 = T が存在するならば，
t = Tu
として，構造変数ベクトルを表現することができる。さらに，tから xを取り
出すために，p lゼロ行列と p p単位行列から成る p h選択行列G = [O I]
を用いれば，
x = Gt = GTu: (3.3)
として，観測変数ベクトルxの誘導形を表現することができる。(3.3)式を用い


















(2)() = F (2) (2)()
(3)() = F (3) (3)()
として表わされる。(2)()は p(p+ 1)=2 1ベクトルであり，(3)()は p(p+




本積率を並べた s = (s0(2); s0(3))0を用いることで，目的関数は





W 22 W 23




















ijk(i  j  k)に関して





観測変数 ADF3 SADF3 ADF3 SADF3
2 7 6 28 21
3 16 12 136 78
4 30 20 465 210
5 50 30 1275 465
6 77 42 3003 903
7 112 56 6328 1596
8 156 72 12246 2628
9 210 90 22155 4095
10 275 110 37950 6105
11 352 132 62128 8778
12 442 156 97903 12246
13 546 182 149331 16653
14 665 210 221445 22155
15 800 240 320400 28920
(2) i = j = kの積率は利用する
(3) (1),(2)以外の積率に関して
[i] j = kの積率について
(1)j; kが偶数の場合には iが奇数の積率を利用する
(2)j; kが奇数の場合には iが偶数の積率を利用する
[ii] i = jの積率について
(1)i; jが奇数の場合には kも奇数の積率を利用する
(2)i; jが偶数の場合には kも偶数の積率を利用する
これらの規則を利用すると，(2)より p個の積率，(3)より p(p   1)=2個の積
率，合わせて p(p+1)=2個の積率を重複のない 3次積率 s(3)および(3)()から




















= (111 112 113 121 122 123 131 132 133
211 212 213 221 222 223 231 232 233






1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
377777777777777777777777777775
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を用いて (3)から独自要素のみを取り出す。F (3)はサイズ 10 27の行列であ
り，その要素としては 0と 1のみを持つ。そして，独自要素のみから構成され
る積率構造べクトルは以下のように表現される。





1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
3777777777777775
のようにサイズ 6 27の行列で表現される。そして，




ことが分かる。添え字の 1によって示された変数 1については 1の添え字が一つ
付いた 3次積率 331が一つ，1の添え字が二つ付いた 3次積率 211も一つ，全






を用いる。この積率ベクトルはサイズ p(p + 1)  1であり，これに対応した標








W 22 ~W 23




















モデル シミュレーションデータを発生させるためのモデルには，X ! Y，




要因と水準 観測変数数（10変数, 11変数, 12変数の 3水準）および誤差変数




























計解析環境 Rによって記述し，目的関数の最適化には R内の関数 “nlm”を利用
した。推定結果を評価する指標として，平均推定時間と平均推定値 (パス係数と
誤差分散と誤差の歪度に関する推定値の平均値)と平均 SE(各推定値の標準誤差











なお，上式において rは繰り返しの数であり，今回の場合は 20である。また ^ai
は母数 aに関する i回目の推定値を，a0は母数 aに関する真値を意味している。
結果と考察
表 3.4 推定時間 (秒)の比較
変数 歪み ADF3 SADF3 SADF3/ADF3
.2 282.736 45.648 .161
10 .5 274.730 47.688 .174
1 286.791 54.860 .191
.2 464.664 72.627 .156
11 .5 458.774 78.767 .172
1 482.790 91.718 .190
.2 739.855 118.749 .161
12 .5 735.701 128.183 .174


































































平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .699 .694 .010 .011 .017 .017
.7 .699 .696 .010 .011 .013 .014
.7 .705 .701 .010 .011 .015 .013
.7 .700 .699 .010 .011 .016 .017
.7 .711 .704 .010 .011 .021 .019
.7 .708 .699 .010 .011 .019 .015
.7 .693 .692 .010 .011 .019 .016
.7 .697 .695 .010 .011 .016 .012
.7 .711 .706 .010 .011 .022 .018
.7 .699 .693 .010 .011 .016 .017
1 .927 .970 .020 .022 .081 .047
1 .946 .989 .020 .022 .066 .039
1 .944 .992 .020 .022 .065 .030
1 .935 .977 .020 .022 .074 .039
1 .935 .976 .020 .022 .075 .042
1 .923 .974 .020 .022 .084 .041
1 .933 .978 .020 .022 .080 .044
1 .937 .980 .020 .022 .070 .039
1 .932 .975 .020 .022 .076 .041
1 .924 .971 .020 .022 .084 .043
.2 .170 .186 .034 .045 .072 .067
.2 .180 .199 .036 .068 .063 .092
.2 .168 .195 .034 .063 .057 .072
.2 .143 .187 .036 .062 .084 .101
.2 .170 .175 .034 .062 .063 .112
.2 .134 .173 .033 .060 .090 .108
.2 .156 .191 .034 .063 .084 .113
.2 .166 .171 .035 .063 .063 .089
.2 .146 .196 .033 .062 .074 .069
.2 .163 .166 .033 .062 .065 .118
69
表 3.6 10変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .703 .703 .010 .011 .015 .013
.7 .706 .700 .010 .011 .014 .013
.7 .697 .694 .010 .011 .012 .013
.7 .699 .697 .010 .011 .016 .016
.7 .702 .699 .010 .011 .014 .014
.7 .701 .695 .010 .011 .018 .017
.7 .700 .698 .010 .011 .016 .015
.7 .697 .694 .010 .011 .017 .015
.7 .697 .693 .010 .011 .024 .020
.7 .700 .696 .010 .011 .015 .017
1 .928 .974 .021 .023 .082 .045
1 .931 .981 .021 .023 .079 .040
1 .935 .982 .021 .023 .071 .037
1 .930 .983 .021 .024 .084 .052
1 .924 .970 .021 .023 .083 .042
1 .933 .980 .021 .023 .075 .038
1 .922 .965 .020 .023 .086 .050
1 .925 .975 .020 .023 .082 .050
1 .912 .966 .020 .023 .100 .058
1 .926 .979 .021 .023 .083 .041
.5 .406 .469 .041 .055 .138 .097
.5 .405 .444 .043 .075 .118 .122
.5 .392 .471 .042 .071 .124 .079
.5 .427 .473 .042 .071 .098 .122
.5 .399 .478 .042 .070 .119 .071
.5 .408 .430 .042 .068 .106 .089
.5 .396 .457 .039 .068 .123 .112
.5 .400 .471 .040 .068 .117 .125
.5 .380 .420 .040 .066 .145 .149
.5 .395 .450 .041 .073 .129 .097
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表 3.7 10変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .700 .699 .009 .010 .013 .013
.7 .697 .695 .009 .010 .019 .018
.7 .699 .694 .009 .010 .012 .013
.7 .702 .695 .009 .010 .016 .017
.7 .702 .699 .009 .010 .013 .016
.7 .698 .694 .009 .010 .019 .018
.7 .699 .700 .009 .010 .013 .015
.7 .699 .696 .009 .010 .012 .012
.7 .693 .692 .009 .010 .018 .020
.7 .701 .696 .009 .011 .014 .017
1 .906 .964 .022 .026 .101 .056
1 .898 .959 .022 .026 .112 .059
1 .888 .951 .022 .026 .118 .071
1 .900 .958 .023 .026 .108 .062
1 .903 .965 .023 .027 .104 .052
1 .895 .954 .023 .027 .119 .068
1 .889 .952 .022 .026 .116 .062
1 .915 .962 .023 .027 .101 .061
1 .930 .984 .024 .028 .082 .041
1 .902 .971 .023 .027 .107 .054
1 .759 .883 .058 .079 .258 .178
1 .735 .857 .056 .091 .277 .163
1 .733 .856 .057 .095 .292 .234
1 .753 .824 .056 .089 .273 .230
1 .782 .919 .059 .093 .233 .152
1 .773 .859 .059 .090 .257 .197
1 .742 .895 .059 .091 .269 .149
1 .798 .876 .062 .099 .245 .183
1 .844 .955 .066 .103 .195 .193
1 .776 .917 .060 .097 .255 .209
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表 3.8 11変数・誤差の歪度.2の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .702 .695 .010 .011 .013 .015
.7 .702 .700 .010 .011 .016 .018
.7 .697 .691 .010 .011 .015 .018
.7 .703 .700 .010 .011 .020 .019
.7 .697 .693 .010 .011 .015 .015
.7 .705 .698 .010 .011 .014 .012
.7 .703 .699 .010 .011 .022 .017
.7 .705 .699 .010 .011 .020 .018
.7 .707 .702 .010 .011 .018 .015
.7 .702 .695 .010 .011 .019 .014
.7 .705 .702 .010 .011 .017 .013
1 .932 .985 .019 .022 .074 .034
1 .925 .976 .019 .022 .083 .040
1 .911 .964 .019 .021 .094 .044
1 .911 .960 .019 .022 .093 .050
1 .927 .977 .019 .022 .082 .044
1 .916 .974 .019 .021 .091 .042
1 .933 .988 .020 .022 .075 .038
1 .931 .985 .019 .022 .079 .037
1 .918 .966 .019 .021 .090 .054
1 .925 .978 .019 .022 .082 .040
1 .928 .980 .019 .022 .079 .040
.2 .158 .187 .033 .061 .070 .097
.2 .172 .206 .033 .063 .058 .076
.2 .151 .174 .032 .060 .082 .105
.2 .154 .178 .034 .062 .069 .096
.2 .157 .175 .033 .061 .067 .057
.2 .126 .138 .032 .061 .104 .111
.2 .165 .233 .034 .063 .061 .097
.2 .172 .200 .034 .064 .055 .072
.2 .141 .147 .032 .062 .080 .103
.2 .158 .178 .032 .061 .074 .101
.2 .174 .183 .032 .061 .077 .108
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表 3.9 11変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .697 .693 .010 .011 .013 .014
.7 .699 .697 .010 .011 .013 .014
.7 .693 .693 .010 .011 .017 .016
.7 .699 .696 .010 .011 .020 .016
.7 .698 .694 .010 .011 .018 .017
.7 .703 .697 .010 .011 .015 .015
.7 .701 .695 .010 .011 .018 .016
.7 .695 .691 .010 .011 .018 .017
.7 .703 .698 .010 .011 .013 .009
.7 .702 .696 .010 .011 .015 .013
.7 .695 .693 .010 .011 .016 .016
1 .913 .962 .020 .022 .094 .048
1 .906 .970 .020 .023 .104 .054
1 .902 .959 .019 .023 .107 .055
1 .912 .970 .020 .023 .096 .052
1 .938 .989 .020 .023 .072 .039
1 .922 .975 .020 .023 .086 .035
1 .900 .964 .020 .023 .108 .051
1 .915 .975 .020 .023 .090 .038
1 .914 .974 .020 .023 .094 .051
1 .922 .978 .020 .023 .087 .040
1 .920 .974 .020 .023 .087 .039
.5 .372 .448 .038 .067 .142 .102
.5 .386 .448 .040 .068 .149 .120
.5 .349 .433 .039 .073 .174 .148
.5 .398 .428 .039 .067 .124 .129
.5 .433 .499 .040 .069 .098 .101
.5 .386 .429 .039 .069 .129 .102
.5 .358 .423 .039 .069 .169 .130
.5 .391 .449 .039 .070 .125 .101
.5 .382 .421 .039 .068 .132 .130
.5 .401 .473 .040 .069 .135 .109
.5 .395 .450 .039 .071 .121 .110
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表 3.10 11変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .696 .694 .009 .010 .013 .018
.7 .712 .709 .009 .010 .023 .021
.7 .700 .698 .009 .010 .010 .017
.7 .700 .694 .009 .010 .014 .016
.7 .699 .695 .009 .010 .012 .011
.7 .696 .694 .009 .010 .015 .018
.7 .699 .697 .009 .010 .015 .015
.7 .698 .693 .009 .010 .013 .017
.7 .702 .700 .009 .010 .017 .019
.7 .697 .695 .009 .010 .018 .017
.7 .700 .694 .009 .010 .013 .016
1 .881 .952 .021 .026 .124 .059
1 .900 .970 .022 .027 .107 .052
1 .903 .962 .022 .027 .106 .057
1 .876 .947 .022 .027 .136 .075
1 .888 .964 .022 .027 .121 .056
1 .894 .968 .022 .027 .118 .056
1 .881 .953 .021 .026 .134 .077
1 .890 .959 .022 .027 .120 .061
1 .881 .942 .021 .026 .124 .067
1 .879 .957 .021 .026 .127 .062
1 .888 .964 .022 .027 .120 .058
1 .727 .860 .053 .090 .286 .207
1 .748 .900 .056 .094 .275 .184
1 .784 .898 .058 .096 .246 .217
1 .739 .840 .058 .097 .303 .244
1 .724 .874 .055 .090 .293 .188
1 .757 .934 .058 .098 .284 .191
1 .722 .896 .055 .095 .314 .230
1 .763 .875 .059 .093 .259 .197
1 .743 .879 .055 .094 .272 .167
1 .697 .837 .055 .089 .319 .211
1 .760 .911 .058 .096 .270 .202
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表 3.11 12変数・誤差の歪度.2の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .703 .700 .010 .011 .019 .018
.7 .707 .700 .010 .011 .021 .021
.7 .706 .701 .010 .011 .020 .017
.7 .701 .698 .010 .011 .014 .012
.7 .703 .695 .010 .011 .015 .013
.7 .703 .699 .010 .011 .017 .014
.7 .703 .700 .010 .011 .023 .016
.7 .705 .699 .010 .011 .021 .016
.7 .698 .693 .010 .011 .018 .018
.7 .707 .699 .010 .011 .018 .015
.7 .707 .701 .010 .011 .022 .017
.7 .700 .698 .010 .011 .015 .014
1 .899 .957 .018 .021 .109 .056
1 .915 .973 .018 .021 .093 .043
1 .904 .967 .018 .021 .100 .045
1 .919 .977 .019 .022 .089 .044
1 .904 .965 .018 .021 .102 .045
1 .914 .978 .019 .022 .093 .039
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表 3.12 12変数・誤差の歪度.2の場合の推定結果 (表 3.11つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .932 .992 .019 .022 .076 .029
1 .910 .971 .018 .021 .095 .042
1 .909 .968 .018 .021 .098 .047
1 .898 .962 .018 .021 .110 .048
1 .924 .989 .019 .022 .086 .037
1 .914 .977 .018 .022 .092 .036
.2 .146 .175 .030 .044 .078 .072
.2 .139 .174 .031 .063 .081 .108
.2 .143 .214 .031 .064 .087 .096
.2 .147 .155 .032 .062 .082 .101
.2 .164 .169 .031 .060 .066 .099
.2 .125 .157 .032 .064 .095 .103
.2 .153 .176 .033 .065 .076 .088
.2 .158 .184 .032 .062 .080 .115
.2 .139 .171 .031 .061 .075 .082
.2 .154 .177 .031 .060 .067 .103
.2 .183 .206 .032 .062 .067 .087
.2 .160 .191 .032 .063 .063 .101
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表 3.13 12変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .701 .697 .010 .011 .019 .019
.7 .697 .694 .010 .011 .022 .017
.7 .691 .688 .010 .011 .018 .020
.7 .699 .694 .010 .011 .018 .016
.7 .700 .695 .010 .011 .017 .018
.7 .700 .692 .010 .011 .016 .016
.7 .703 .699 .010 .011 .019 .016
.7 .698 .693 .010 .011 .016 .018
.7 .706 .698 .010 .011 .017 .016
.7 .704 .698 .010 .011 .016 .016
.7 .699 .695 .010 .011 .017 .014
.7 .693 .689 .010 .011 .020 .021
1 .894 .960 .019 .022 .112 .051
1 .914 .975 .019 .023 .099 .046
1 .907 .974 .019 .023 .098 .039
1 .904 .967 .019 .023 .105 .054
1 .898 .963 .019 .023 .110 .052
1 .912 .974 .019 .023 .096 .043
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表 3.14 12変数・誤差の歪度.5の場合の推定結果 (表 3.13つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .895 .959 .019 .022 .111 .054
1 .890 .961 .019 .022 .115 .050
1 .901 .976 .019 .023 .103 .043
1 .902 .968 .019 .023 .103 .047
1 .897 .957 .019 .022 .110 .058
1 .906 .975 .019 .022 .101 .047
.5 .345 .421 .035 .051 .174 .117
.5 .393 .437 .038 .070 .123 .108
.5 .358 .446 .039 .073 .163 .133
.5 .388 .449 .038 .072 .137 .126
.5 .371 .447 .037 .068 .156 .115
.5 .385 .443 .038 .068 .142 .135
.5 .360 .435 .036 .069 .159 .101
.5 .358 .411 .036 .067 .152 .106
.5 .383 .444 .037 .067 .132 .102
.5 .386 .459 .039 .072 .130 .111
.5 .380 .438 .037 .066 .131 .116
.5 .373 .421 .036 .070 .152 .135
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表 3.15 12変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .696 .693 .009 .010 .014 .016
.7 .702 .699 .009 .011 .021 .019
.7 .696 .692 .009 .010 .017 .015
.7 .698 .694 .009 .010 .015 .016
.7 .705 .698 .009 .010 .015 .013
.7 .698 .697 .009 .010 .013 .016
.7 .703 .700 .009 .010 .015 .021
.7 .702 .696 .009 .010 .015 .016
.7 .699 .695 .009 .010 .013 .017
.7 .699 .694 .009 .010 .016 .021
.7 .695 .696 .009 .010 .017 .016
.7 .700 .697 .009 .010 .016 .013
1 .894 .964 .021 .027 .117 .063
1 .886 .966 .021 .027 .130 .066
1 .880 .962 .021 .026 .124 .056
1 .884 .973 .021 .028 .128 .060
1 .862 .951 .020 .026 .145 .064
1 .877 .958 .020 .026 .130 .058
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表 3.16 12変数・誤差の歪度 1の場合の推定結果 (表 3.15つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .872 .956 .021 .026 .133 .058
1 .874 .946 .020 .026 .130 .061
1 .871 .957 .021 .026 .135 .052
1 .864 .945 .020 .026 .146 .073
1 .882 .960 .021 .026 .125 .054
1 .868 .952 .020 .026 .137 .064
1 .770 .907 .054 .082 .266 .204
1 .757 .889 .054 .099 .282 .197
1 .726 .883 .052 .095 .284 .196
1 .751 .928 .059 .097 .289 .171
1 .684 .866 .052 .093 .336 .188
1 .705 .884 .051 .089 .313 .183
1 .726 .877 .052 .090 .287 .191
1 .717 .825 .052 .090 .302 .203
1 .693 .844 .052 .089 .325 .196
1 .697 .849 .050 .088 .323 .222
1 .740 .912 .052 .091 .290 .151




















分析には統計ソフトウェアR(Ihaka & Gentleman, 1996)のパッケージ psych内
のデータセット bfiの一部を使用した。bfiは Synthetic Aperture Personality As-
sessment(Revelle, 2006)に含まれる項目のうち 25項目に対する 1000人分の回答
データである。今回の分析ではそのうち同調性 (Agreeableness)，誠実さ (Con-











A1 0.879 C1  .709 N1 .473
A2  1.035 C2  .656 N2 .013
A3  1.000 C3  .672 N3 .233
A4  1.070 C4 .527 N4 .333
A5  0.765 C5  .123 N5 .386
結果と考察
モデルに含まれる観測変数の数が 15個であるので，通常の ADF3推定法に







各母数に関する推定の結果を表 3.18から表 3.22に示した。表 3.18から表 3.20
は因子負荷量の推定結果であり，推定値，SE(標準誤差)，検定統計量の値 (z値)









母数 推定値 SE ｚ値
A1 F1  .112 .039  2.847
A2 F1 .052 .035 1.497
A3 F1 .013 .041 0.310
A4 F1  .043 .023  1.880
A5 F1  .011 .042  0.256
C1 F1  .124 .028  4.473
C2 F1  .033 .026  1.279
C3 F1  .004 .026  0.157
C4 F1  .436 .046  9.573
C5 F1  .369 .024  15.209
N1 F1 .671 .033 20.525
N2 F1 .564 .031 18.319
N3 F1 .732 .023 31.488
N4 F1 .599 .021 27.902
N5 F1 .521 .022 24.029
表 3.19 F2からの因子負荷量の推定値
母数 推定値 SE ｚ値
A1 F2  .113 .023  4.906
A2 F2  .161 .032  5.053
A3 F2  .200 .035  5.639
A4 F2  .098 .022  4.431
A5 F2  .156 .033  4.784
C1 F2  .609 .024  25.270
C2 F2  .610 .022  28.279
C3 F2  .618 .023  27.311
C4 F2  .560 .023  24.455
C5 F2  .373 .020  18.564
N1 F2  .169 .024  6.959
N2 F2  .188 .027  7.025
N3 F2  .127 .030  4.306
N4 F2 .055 .026 2.111
N5 F2  .116 .024  4.860
表 3.20 F3からの因子負荷量の推定値
母数 推定値 SE ｚ値
A1 F3  .206 .069  2.984
A2 F3  .369 .037  10.018
A3 F3  .416 .046  9.122
A4 F3  .258 .031  8.352
A5 F3  .500 .033  15.198
C1 F3  .051 .031  1.677
C2 F3  .051 .036  1.394
C3 F3  .118 .035  3.363
C4 F3 .037 .065 0.567
C5 F3  .008 .030  0.248
N1 F3 .492 .039 12.491
N2 F3 .452 .035 12.814
N3 F3 .181 .051 3.528
N4 F3 .178 .044 4.055
N5 F3 .046 .041 1.109
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表 3.21 2次積率の推定値
母数 推定値 SE ｚ値
2A1 .638 .025 25.653
2A2 .446 .021 21.024
2A3 .443 .027 16.587
2A4 .684 .027 25.326
2A5 .460 .024 19.287
2C1 .448 .023 19.144
2C2 .464 .022 21.344
2C3 .456 .024 18.624
2C4 .350 .034 10.163
2C5 .598 .019 32.172
2N1 .142 .015 9.460
2N2 .343 .016 21.527
2N3 .350 .018 18.938
2N4 .491 .019 25.574
2N5 .616 .020 30.265
表 3.22 3次積率の推定値
母数 推定値 SE ｚ値
3A1  .555 ( 1.089) .036  15.348
3A2  .385 ( 1.292) .037  10.410
3A3  .485 ( 1.647) .047  10.242
3A4  .794 ( 1.405) .044  18.126
3A5  .285 ( 0.912) .035  8.076
3C1  .365 ( 1.217) .032  11.337
3C2  .331 ( 1.048) .033  10.109
3C3  .400 ( 1.300) .031  12.766
3C4  .251 ( 1.210) .022  11.328
3C5  .009 ( 0.019) .023  0.393
3N1 .078 ( 1.455) .014 5.627
3N2  .098 ( 0.489) .021  4.654
3N3 .007 ( 0.034) .019 0.362
3N4 .187 ( 0.544) .023 7.996
3N5 .288 ( 0.596) .026 11.058
3F1 0.666 .061 10.946
3F2 0.927 .068 13.613
3F3 1.422 .202 7.031
そして，それらの推定結果を検討すると，推定値の解釈という点から，推定
された値が妥当なものであることが認められ，選択的ADF3推定法を用いた分
析が有効であることが示唆された。表 3.18から表 3.20を見ると，因子 1は神経






































































































リーテリーモデル (Bradley & Terry, 1952)，シェッフェモデル (Scheffe´, 1952)な
どがある。それぞれで扱う評価値の形式や得られる情報が異なっており，近年
でも各一対比較モデルに関する発展的な研究がなされている (Maydeu-Olivares


















i! jの順の一対比較に対して，評定は “対象 jより対象 iを強く好む (3)”，“対
象 jより対象 iをまあまあ好む (2)”，“対象 jより対象 iをわずかに好む (1)”，“
同程度である (0)”，“対象 iより対象 jをわずかに好む ( 1)”，“対象 iより対象
jをまあまあ好む ( 2)”，“対象 iより対象 jを強く好む ( 3)”のような 7件法で
行われる。そして，そのような状況を想定したシェッフェの原法のモデルは
xijk = (i   j) + ij + ij + eijk (4.1)
と表現される。(4.1)式において，xijkは対象 iと対象 jの i! jの順番での比較
に関して，k番目の評価者が対象 jより対象 iを好む程度を答えた評定結果を意
味する。なお，kは ijの順序対にネストしており，例えば，xijkと xjikの kは異










j ij = 0; ij =  jiという制約が置かれる。さらに，ijは対象 iと












xijk = fik   fjk + ij + k + eijk (4.2)
= (i + ik)  (j + jk) + ij + k + eijk (4.3)
のように表現される (佐藤, 1985)。(4.2)式の xijk は評価者 kが対象 iと対象 j
をこの順で一対比較した際に対象 iを対象 jよりどの程度好むかについての評
価値を表わす。このモデルにおいては kは ijによらず同一の評価者 kを意味す
る。評価値はモデル上では連続変数だが，実際にはシェッフェの原法と同様に
原点を 0とした 5,7,9件法などにより多値の形で得られる。そして，fikと fjkは
それぞれ対象 iと対象 jに対する評価者 kの嗜好度である。(4.3)式に示される




i=1 i = 0という制約が置かれる場合が多い。また，個人差には，Pr
k=1 ik = 0という制約が置かれる。ただし，nは対象の数，rは評価者の数を



















1  1 0 1
1 0  1 1
0 1  1 1
 1 1 0 1
 1 0 1 1




























式の iは i = E[fi]として得られる。これは，制約の課された因子分析モデル
(確認的因子分析モデル)として構造方程式モデリングの枠組みから捉えること














効果の項も考慮しない状況を想定する。そのとき，評価値に関して xijk =  xjik
の関係が成り立つとすることにより，i < jである xijkのみが得られていると考
えることができる。すると，(4.2)式に上記の事柄を反映することで，n個の対
象に関するm = n(n  1)=2個の評価値を
xk = Afk + ek (4.5)
と行列形式で表現できる。Aはm n計画行列，xk;fk; ekはそれぞれ評価者 k
についての，m 1評価値ベクトル，n 1嗜好度ベクトル，m 1誤差ベクト
ルである。
対象が四つの場合を例にとると n = 4，m = 6となり，(4.5)式におけるxk =
(x12k; x13k; x14k; x23k; x24k; x34k)
0は，評価者 kの各比較対における評価値が要素
として含まれる 6  1ベクトルとなる。なお，x12k の添え字の 12は対象 1と
対象 2の比較であることを示している。また，fk = (f1k; f2k; f3k; f4k)0は 4 1
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ベクトルであり，評価者 kの各対象への嗜好度が要素として含まれる。そして，
ek = (e12k; e13k; e14k; e23k; e24k; e34k)





1 1 1 0 0 0
 1 0 0 1 1 0
0  1 0  1 0 1




さらに，先と同様，確率ベクトルx;f ; eの実現値として評価者 kに関するベ
クトルxk;fk; ekが得られていると捉え直すと， (4.5)式から kを省略した確率
ベクトルによる表現
x = Af + e (4.7)
を得る。このとき，E[e] = 0，および f と eは独立であると仮定すると観測変
数に関する平均構造と共分散構造は
() = A (4.8)
() = AfA
0 +e (4.9)
となる。ここで，はこれまで同様，母数ベクトルを表す。そして，E[f ] = は
各対象の平均的嗜好度を表わすn1母数ベクトルであり，01n = 0を満たすと
















































f = f 1 (4.10)
という嗜好度に関するイプサティブスコアの制約を設ける。ここで，f 1は f
から任意の一つの要素を除いた (n  1) 1ベクトルであり，本研究では最後の
要素を除いたベクトルとして定める。また，はイプサティブスコアの制約を




に，(4.10)式を実現値レベルで考えるとPni=1 i = 0; Pni=1 ik =Prk=1 ik = 0
を表現していることに相当する。この仮定はシェッフェの原法を拡張した，浦の
変法 (浦, 1956)や中屋の変法 (中屋, 1970)において採用されており，イプサティ
ブスコアの制約は無理のないものと思われる。具体的に，四つの対象の場合に








となる。その結果 f = (f1; f2; f3; f1   f2   f3)0と表わされ，四つの対象に関
する嗜好度の和が 0となることが確認できる。(4.10)式を (4.7)式に代入すると





264 1 1 2 0 1 1 1 0 1 1 2 1







0A0 +e = Gf 1G
0 +e (4.12)
となる。ただし，f 1は f 1に関する (n  1) (n  1)共分散行列である。こ
のモデルに関しては，まず因子分析モデルであるからeは識別される。次に
A = A 10と表わすことができる点に注意する。ここで，A 1はAから最後の
1列を除いたm (n 1)の列フルランクな行列である。rank(0) = rank() =
n  1であるので0は非特異であり，rank(G) = rank(A 10) = n  1とな
るからGは列フルランクであり，f 1 は識別される。続いて平均構造を考え
ると
() = A 1 = G 1 (4.13)
となり， 1については制約を入れることなく識別されることが分かる。
ここで (4.8)式と (4.13)式，(4.9)式と (4.12)式とを比較すると =  1お
よび f = f 10 が導かれる。したがって，まずは (4.11)式のモデルに基
づいて n   1個の対象に関する ^ 1; ^f 1 を得て，そのあとで^ 1;^f 10
と変換することで，n個の対象についての平均的嗜好度，嗜好度間共分散行列
の推定値 ^; ^f を得ることが可能となる。1段階目の母数推定には，組み合わ
せ効果や順序効果を伴うならば EQS(Bentler & Wu, 2002)やMplus(Muthe´n &


















計算方法について述べる。まず，嗜好度間共分散行列の n行目を (^f )nと表わ
すと，(^f )n =  10n 1(^f 1)0が成立し，






vec(^f )n = (
 10n 1)vec(^f 1 )(
 10n 1)0 (4.15)














f 1 =  1 +B 1g (4.16)
の構造を考える。独立成分の数を l個とするとB 1は (n  1) l独立成分負荷
行列であり，l個の独立成分から n  1個の対象の嗜好度への影響を表わす。ま
た，gは l  1独立成分ベクトルである。gに関しては，E[g] = 0および，gに





=  1 +B 1g (4.17)
の関係に注目すると，B^ 1についてを前から乗じることで独立成分と fとの










() =HH 0 +e
となる。ただし，H = AB 1であり，eは先に定めたものと同様である。ま




= E[(Hg + e)
 (Hg + e)














次積率，すなわち 3gi(i = 1; : : : ; l)と 
3
eij
(i = 1; : : : ; (m  1); j = (i+1); : : : ;m)
以外の要素は 0となる。
そして，複製行列のムーアペンローズ形逆行列D+p と 3重複製行列 (Meijer,
2005)のムーアペンローズ形逆行列 T+p を用いると3，2次および 3次の積率構造




(2)();(3)()はそれぞれ，m(m+1)=2 1; m(m+1)(m+2)=6 1のベクト
ルである。
(1)() = ()とし，() = ((1)()0;(2)()0;(3)()0)0によって 1次から
3次までの重複のない積率構造ベクトルを作り，()に対応する標本積率ベク
トルを s = (s0(1); s0(2); s0(3))0と表わすと，




3D+p と T+p は，F (2)，F (3) と同様の役割を果たす。
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B^のn行目である (B^)nの標準誤差を求める方法を述べる。(B^)n =  10n 1B^ 1
の等式に関して vec作用素を適用すると
vecf(B^)ng = fI l 
 ( 10n 1)gvec(B^ 1)
となる。これを用いると vecf(B^)ngの共分散行列は
vecf(B^)ng = (I l 















で提示し，回答形式は “左のネーミングが非常に好き (3)”から “どちらでもない
















緑茶飲料のネーミング ネーミング候補は (a)滅茶哉培 (めちゃヤバイ)，(b)茶，
destination，(c)粗茶ですが   ，(d)飲め！の四つであり，対象に対する嗜好度
の確率変数が順に f1; f2; f3; f4で表される。緑茶飲料のネーミングデータの分析





示した。一番左の列のf 1(i;j)(i = 1; : : : ; 4; j = 1; : : : ; 4)はf 1 の (i; j)要素
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表 4.1 緑茶飲料データに関する適合度の要約
成分数 df 2値 RMSEA AIC BIC
無相関 62 267.257 .141 143.257  49.686
0 52 85.861 .062  18.139  179.962
1 64 284.237 .144 156.237  42.930
2 60 174.973 .107 54.973  131.746
3 56 116.087 .080 4.087  170.184
4 — — — — —
5 — — — — —
表 4.2 緑茶飲料データに関する 1とf 1の推定値
母数 推定値 標準誤差 ｚ値
1  .020 .037  0.530
2  .392 .039  10.105
3 .554 .040 14.018
f 1(1;1) .523 .044 12.016
f 1(2;1)  .258 .035  7.379
f 1(3;1)  .231 .036  6.394
f 1(2;2) .475 .047 10.080
f 1(3;2)  .037 .032  1.146
f 1(3;3) .500 .046 10.933
を表している。^ 1を用いると ^ = ( :020; :392; :554; :142)0と計算され，各
推定値の標準誤差は :037, :039, :040, :041であった。また，嗜好度間共分散行列
f と嗜好度間相関行列Rf の推定値は以下のように算出された。^f の 4行目
に関する標準誤差は :038, :035, :036, :040であった。
^f =
26664
:523  :258  :231  :034
 :258 :475  :037  :180
 :231  :037 :500  :232





1:000  :518  :451  :070
 :518 1:000  :076  :391
 :451  :076 1:000  :492
 :070  :391  :492 1:000
37775 (4.20)
推定値の解釈をすると，平均的嗜好度は “粗茶ですが    ”が最も高く，大き
く離れて “滅茶哉培 (めちゃヤバイ)”，“飲め！”，そして最後に “茶，destination”
の順であった。ただし，標準誤差を利用して，推定値1:96標準誤差によっ
て 95%信頼区間を計算すると，1の信頼区間が ( :093; :053)，4の信頼区間
が ( :223; :060)となるから “滅茶哉培 (めちゃヤバイ)”と “飲め！”の平均的嗜
好度の間には統計的な差があるとはいえないことになる。また，個人差の分散
については信頼区間の点から四つの対象の間に差があるとはいえない。
嗜好度間相関行列に関しては “滅茶哉培 (めちゃヤバイ)”と “飲め！”，“茶，
destination”と “粗茶ですが    ”の間には相関が認められなかったが，それ以外
の部分に中程度の相関があった。最も相関が強いのは “滅茶哉培 (めちゃヤバイ)”
と “茶，destination”の間で，推定値は :518であった。“滅茶哉培 (めちゃヤバ
イ)”は “粗茶ですが    ”との間にも :451の負の相関があり，“滅茶哉培 (めちゃ

















成分数 df 2値 RMSEA AIC BIC
無相関 62 223.551 .128 99.551  90.330
0 52 124.082 .093 20.082  139.173
1 64 308.990 .156 180.990  15.016
2 60 201.748 .122 81.748  102.008
3 56 130.143 .091 18.143  153.362
4 52 124.082 .093 20.082  139.173
5 — — — — —
表 4.4 シャンプーデータに関する 1とB 1の推定値
母数 推定値 標準誤差 ｚ値
1 .528 .033 15.916
2  .050 .029  1.758
3 .195 .035 5.561
B 1(1;1)  .316 .051  6.205
B 1(2;1)  .167 .036  4.642
B 1(3;1)  .213 .054  3.924
B 1(1;2)  .117 .063  1.855
B 1(2;2) .464 .036 13.042
B 1(3;2)  .242 .057  4.280
B 1(1;3) .478 .044 10.820
B 1(2;3)  .126 .049  2.546
B 1(3;3)  .521 .037  13.984
独立成分三つのモデルについて，四つの対象のうち最後の一つを除いた三つ
に関する平均的嗜好度と独立成分負荷量の推定値を表 4.4として掲載した。表
4.4の最も左の列のB 1(i;j)(i = 1; : : : ; 3; j = 1; : : : ; 3)はB 1の (i; j)要素を表
している。なお，独立成分と誤差に関する 2次と 3次の積率の推定値も適切な値
で推定されたが，ここでは興味の対象外であることから割愛した。推定値を利
用して四つの対象に関する平均的嗜好度は ^ = (:528; :050; :195; :672)0，標
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準誤差は :033, :029, :035, :038と算出された。また，嗜好度の個人差の分散推定
値は順に，:335, :255, :396, :548であった。そして，四つの対象に関する独立成
分負荷行列 B^と標準化された独立成分負荷行列 B^stは以下のように求められ，




























































































































































































































































































































































































































































































Milky Beans 美白豆乳　　　　　 　　　　
一豆乳魂　 Milky Beans　 　 　　　　
まめに飲めよ☆ Milky Beans　 　 　　　　
Milky Beans まイめンテナンス　　　　　



















1 1 -2 -2 -2 -2 -3 84 2 2 2 -2 -1 1
2 0 2 -3 0 -3 -3 85 -1 -1 -1 1 0 0
3 -1 -1 0 -1 1 2 86 1 -3 1 -3 0 3
4 1 1 0 -1 -2 -2 87 1 1 -1 -2 -2 -2
5 -1 -1 1 0 1 0 88 -1 -1 -1 0 0 0
6 1 1 1 0 0 -1 89 -2 -1 -2 1 2 1
7 0 -2 -1 -2 1 2 90 1 -3 -3 -3 -2 1
8 0 2 -2 -3 -2 1 91 -1 -1 0 1 1 1
9 1 0 1 -1 0 2 92 -1 -2 -2 -1 -1 -1
10 0 2 -2 -1 -2 -2 93 1 1 1 -1 0 0
11 -1 -3 1 2 -1 1 94 2 -1 2 -2 0 1
12 1 -1 -2 -2 -2 -2 95 3 2 2 -2 -2 -1
13 3 -1 2 -3 -1 3 96 -1 0 0 0 0 0
14 2 -1 -2 -3 -2 1 97 0 0 0 -1 0 1
15 1 -2 0 -2 -2 3 98 0 0 0 0 0 1
16 3 -2 -2 -2 -2 0 99 1 1 1 0 0 1
17 2 0 1 -2 0 0 100 -1 -1 -1 2 -1 1
18 3 0 0 -1 -3 3 101 0 -1 0 -2 -1 1
19 -2 -2 -1 -1 0 3 102 1 -3 -1 -3 -1 -1
20 2 2 1 -1 -2 0 103 -2 -1 0 2 1 -2
21 2 2 1 -2 -1 1 104 1 -2 1 -2 1 3
22 0 2 -1 -1 -1 1 105 1 0 0 -1 -1 1
23 0 -1 0 -1 0 0 106 2 -2 1 -3 1 2
24 2 2 2 -1 0 2 107 1 -1 1 -1 2 2
25 -1 -1 1 -1 2 2 108 3 1 2 -1 -1 -1
26 0 -1 -1 -2 -2 -2 109 -2 -2 -1 1 1 1
27 0 -2 0 -1 2 3 110 0 -1 0 -1 0 1
28 0 -2 1 -2 0 2 111 0 -1 -2 0 -1 -2
29 1 -1 2 -2 0 2 112 -2 1 2 2 1 1
30 -2 0 2 -2 -3 0 113 -2 -2 -2 -1 1 0
31 2 -1 2 -2 0 2 114 -1 -1 1 1 2 1
32 -2 2 0 1 2 -1 115 -1 -1 0 0 1 1
33 1 1 3 -1 0 2 116 -2 1 1 1 2 1
34 2 2 1 -2 1 2 117 2 -1 1 -2 0 3
35 -3 1 -3 3 3 0 118 2 1 1 -2 -1 2
36 2 2 2 2 1 2 119 1 1 1 1 -1 -1
37 1 1 -1 1 0 0 120 2 1 2 1 1 -1
38 0 -1 -1 0 0 1 121 -1 1 1 1 1 1
39 2 1 -1 -2 -1 -2 122 -2 -2 -1 1 1 -1
40 0 0 3 -1 0 2 123 1 -3 1 -3 0 3
41 2 2 0 0 -3 -2 124 0 0 0 0 0 0
42 0 -2 -2 -2 -2 0 125 -1 -1 0 1 1 1
43 3 2 1 0 -3 -2 126 -2 -1 -1 1 3 2
44 3 0 1 -2 -3 -2 127 1 1 2 2 2 2
45 0 -2 -2 -1 0 0 128 1 -1 1 -2 0 2
46 3 3 2 -1 -2 0 129 -1 -2 2 2 2 1
47 1 0 0 0 0 0 130 2 2 3 2 2 1
48 3 1 -1 -1 -3 -2 131 3 3 0 0 -2 -3
49 2 -2 2 -3 0 3 132 0 -2 -1 -2 -1 2
50 0 -2 -1 -1 -1 2 133 1 1 1 -1 0 1
51 1 -2 -1 -2 -2 3 134 1 -3 -2 -3 -3 3
52 2 -2 1 -3 2 2 135 -1 -2 -1 -2 -1 1
53 0 0 1 -2 -2 -2 136 -3 -3 -3 -2 -1 -1
54 -3 -2 0 2 2 2 137 -1 -2 0 -2 2 2
55 -1 -1 0 -1 1 2 138 1 -1 1 -2 -1 1
56 1 0 -2 -2 -2 -2 139 1 2 2 2 1 1
57 1 -1 -1 -2 -2 1 140 0 -1 -1 -1 -2 -1
58 2 -2 -2 -2 0 3 141 -1 -1 0 0 1 1
59 0 -2 0 -2 0 2 142 -1 1 1 1 1 1
60 0 -3 -1 -3 -1 -2 143 0 0 0 0 0 0
61 -2 -1 -2 0 0 0 144 0 2 -1 0 0 -1
62 0 -3 -1 -1 -1 -1 145 0 -1 0 -1 0 1
63 0 1 0 -1 -1 0 146 3 2 3 -2 1 2
64 -2 -3 0 -3 2 3 147 0 -3 0 -3 0 3
65 3 -2 2 -2 2 3 148 -1 -2 -1 -1 -1 1
66 -2 -3 -3 -1 2 3 149 1 -1 1 -1 0 1
67 -1 -2 -1 -3 -1 3 150 1 0 1 0 0 1
68 -1 -2 0 -1 2 2 151 1 1 1 1 -2 -3
69 2 -2 -2 -1 0 0 152 1 -1 1 -1 1 1
70 0 -3 0 -3 1 1 153 0 -1 0 -1 0 1
71 1 -2 -1 -2 -2 -2 154 2 -1 1 -3 -1 1
72 -2 -3 0 -2 2 3 155 0 -1 -1 -1 -1 1
73 1 -2 -2 -2 -2 1 156 1 1 1 -1 1 2
74 0 -2 0 -2 0 1 157 1 -2 1 -2 1 2
75 -2 -2 -2 -2 0 1 158 2 1 2 0 0 0
76 0 -2 0 0 0 2 159 0 -3 -1 -2 -2 -1
77 2 3 2 -1 0 1 160 2 2 2 2 3 1
78 -1 -2 -1 -3 -1 1 161 0 -1 -1 -2 -2 1
79 -2 -1 2 2 3 2 162 0 -2 -1 -2 -1 1
80 -1 0 0 1 1 1 163 0 -1 0 -1 0 1
81 3 2 -3 -1 -3 -2 164 1 -2 2 -2 0 2
82 -1 -3 1 -1 1 2 165 1 -1 0 -1 1 0




1 0 2 1 -2 0 2 80 1 1 1 1 -1 -1
2 2 2 3 0 -1 1 81 2 2 1 1 -3 -2
3 0 0 1 0 -1 0 82 1 1 3 0 1 2
4 -1 1 2 0 2 0 83 0 0 -2 0 -2 -2
5 1 0 2 -1 1 3 84 1 1 3 -1 2 2
6 1 -1 3 -1 2 2 85 2 2 2 0 -1 -1
7 1 0 1 -1 1 1 86 1 -1 1 0 2 1
8 -1 -1 1 -1 0 2 87 2 1 1 -1 -1 -1
9 0 1 1 0 0 -1 88 1 1 -1 1 -1 -2
10 1 0 2 0 2 2 89 -2 -3 -1 -2 1 3
11 1 0 1 -1 0 2 90 1 1 1 -1 1 1
12 2 2 1 -2 1 0 91 1 -2 2 -1 1 3
13 1 1 2 -1 0 0 92 1 -1 2 -2 1 2
14 -1 -2 0 -1 1 1 93 -1 2 2 -2 1 1
15 1 -1 2 -1 0 1 94 1 1 1 1 1 1
16 2 2 3 -2 1 2 95 0 -2 1 -1 1 3
17 1 1 1 0 0 0 96 2 -1 1 -2 1 2
18 -1 0 1 0 1 2 97 2 3 3 1 2 2
19 -3 0 3 3 3 3 98 -1 1 1 1 1 0
20 0 2 3 1 2 2 99 1 1 0 0 -2 -1
21 2 2 3 -1 0 0 100 1 2 1 2 1 -2
22 2 1 1 2 -1 -1 101 -1 -2 2 -1 2 2
23 -2 0 -1 2 3 0 102 1 -1 2 -1 2 3
24 2 1 2 -1 0 0 103 1 1 -1 1 -1 -1
25 0 -2 3 -2 2 2 104 0 -1 -2 -1 -2 -2
26 0 -2 -1 -2 -1 2 105 1 -1 2 1 1 1
27 3 2 3 -2 -1 1 106 2 2 -1 -2 -2 -2
28 1 0 2 -1 1 2 107 1 1 2 1 1 1
29 -1 2 3 -1 2 2 108 0 0 1 0 1 1
30 1 1 2 -1 1 1 109 -2 -2 1 -2 2 3
31 1 1 1 0 0 0 110 1 0 -1 -1 -2 0
32 0 1 1 2 2 0 111 2 1 2 -1 0 1
33 0 -2 1 1 -3 -3 112 2 2 1 0 -2 -2
34 1 1 1 1 -1 -1 113 1 0 2 -2 0 2
35 1 0 2 -1 2 2 114 1 0 2 -1 1 2
36 2 2 2 0 1 1 115 1 2 2 1 1 -1
37 1 0 0 -1 -1 0 116 0 1 -1 1 2 2
38 0 0 1 0 0 0 117 1 2 2 -2 2 2
39 0 -1 2 0 1 3 118 1 1 1 -1 -1 1
40 0 1 1 -1 0 -1 119 -1 -2 2 -1 2 2
41 -1 2 1 1 -1 -2 120 -2 -1 1 1 2 2
42 1 0 -1 -1 -1 1 121 1 -3 1 -3 1 3
43 0 -2 0 -2 0 1 122 2 0 2 -2 -2 1
44 0 1 0 0 -1 -1 123 1 1 2 1 2 1
45 0 1 2 1 1 2 124 3 2 3 -2 -1 1
46 0 -2 -1 -1 -1 1 125 -1 0 0 1 1 0
47 -2 0 1 0 -1 0 126 1 2 2 2 2 -1
48 0 3 3 0 0 0 127 2 3 3 2 1 1
49 1 -1 -2 -2 -1 0 128 3 3 3 -1 1 1
50 0 1 0 1 -1 -1 129 2 2 3 -2 2 3
51 -1 -2 0 0 0 2 130 -1 -1 1 0 1 2
52 -1 0 2 0 0 3 131 1 2 3 2 2 1
53 2 1 0 0 -1 -2 132 -1 1 2 1 2 1
54 0 0 2 0 2 2 133 -2 -2 0 -2 1 2
55 1 1 2 -1 0 0 134 0 -1 1 0 0 1
56 0 -2 -1 1 -1 1 135 2 -2 1 -2 1 2
57 3 0 3 -3 0 3 136 2 2 2 -2 1 1
58 2 1 2 0 0 1 137 2 2 2 2 2 -1
59 0 -2 0 -1 0 3 138 1 -1 2 -2 1 3
60 1 2 2 -1 2 2 139 -2 -1 -1 2 2 1
61 1 0 1 0 0 1 140 1 1 -1 -1 -1 -1
62 3 2 3 -2 1 2 141 1 0 2 -1 2 2
63 2 2 2 -1 0 1 142 1 1 1 0 -1 0
64 1 1 2 0 0 0 143 1 0 1 -1 1 1
65 1 2 2 -1 -1 1 144 0 0 -1 0 -1 -2
66 1 1 -2 0 -2 -2 145 2 2 2 -2 1 2
67 -1 -1 1 0 1 2 146 1 1 -1 -1 -1 -1
68 2 -1 2 -2 0 2 147 1 1 0 0 -1 -1
69 2 1 1 0 -1 -1 148 1 2 2 1 1 0
70 2 -2 3 -1 -1 1 149 3 3 3 2 2 2
71 2 1 2 -1 1 0 150 1 2 3 2 2 0
72 2 1 2 -1 1 1 151 1 1 -1 1 -2 -1
73 2 2 -1 0 -3 -3 152 -2 -2 -2 -2 2 2
74 -1 -1 2 0 2 1 153 0 -1 3 -1 3 3
75 3 3 3 -2 -1 2 154 1 1 0 -1 -1 0
76 2 1 1 1 2 1 155 3 2 3 -2 1 2
77 0 0 2 0 1 2 156 1 1 3 2 2 0
78 1 -2 -2 -2 -1 -1 157 1 1 -1 -1 -2 -2
79 -1 -1 2 1 3 2 158 3 -3 3 -3 0 3
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一対比較データの分析に利用したスクリプト



















path<-解読結果$path; cova<-解読結果$cova; mome<-解読結果$mome #受け取り





t<-length(全変名); t2<-t*(t+1)/2; t3<-t*(t+1)*(t+2)/6 #全変数の積率の数
全変名 <-c(観測名, 潜在名); #順番並べ替え
X<-X[, 観測名] #使う変数だけ残す (順番が入れ替わる可能性あり！)
観測平均<-apply(X,2,mean)
X<-t(t(X)-colMeans(X)) #列に関する平均偏差行列
ram<-ram 作成 (解読結果,X, 全変名,free.mu,free.x, 観測平均)
#平均構造を伴うモデルなのか否か




p<-length(観測名); p2<-p*(p+1)/2; p3<-p*(p+1)*(p+2)/6; #観測変数の積率の数
if (平均構造){pt<-p+p2+p3
}else {pt<-p2+p3} #観測変数の積率の合計数
S<-(t(X) %*% X)/N #観測変数の共分散行列
vecS<-as.vector(S) #観測変数の 2 次の積率の重複ありベクトル
## 重複ある 2 次積率ベクトルから選択するための指標作成 ######################
uni2 <- as.logical(lower.tri(diag(p), diag=TRUE))










SSS <- matrix(SSSar, pˆ3,1);rm(SSSar) #観測変数の 3 次の積率重複ありベクトル
#### 3 次積率ベクトルからの選択行列作成 #######################################
uni3 <- array(0,c(p,p,p))
uni3[, , 1][lower.tri(uni3[,,1], diag=TRUE)]<-1
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for(i in 2:p ){
uni3[i:p, i:p, i] <- uni3[1:((p+1)-i), 1:((p+1)-i),1]
}
uni <- as.logical(uni3)
SSSnd <- SSS[uni,,drop=FALSE] #観測変数の 3 次の積率重複なしベクトル




par.posn <- sapply(1:nop, function(i) which(ram[,2] == i)[1])
#ram サイズの論理ベクトル（ ram の操作に利用する）
one.head <- ram[,1] == 1
two.head <- ram[,1] == 2
three.head <- ram[,1] == 3




A.pat <-matrix(FALSE, t, t)











道具 se<-attr(start,’ 道具 se’)
識別情報<-attr(start,’ 識別情報’)
if (onlyin){
固定パタン<- ram[,2] == 0
temp<-ram[,’2 固自’];temp[temp==0]<-1
初期値<-ifelse (固定パタン, ram[,’3 初固’], start[temp])
初期 se<-ifelse (固定パタン, NA, 道具 se[temp])
temp<-ifelse (ram[,6]==0, NA, ram[,6])
推定<-data.frame(head=ram[,1],母数=ram[,2],初期 es=round(初期値,3),初期 se=round(初













係数位置 <- ram[one.head, c(4,5), drop=FALSE]
共分位置 <- ram[two.head, c(4,5), drop=FALSE]
共分位置 t <- ram[two.head, c(5,4), drop=FALSE]
mo1 <- ram[three.head, c(4,5,6), drop=FALSE]
mo2 <- ram[three.head, c(4,6,5), drop=FALSE]
mo3 <- ram[three.head, c(5,6,4), drop=FALSE]
mo4 <- ram[three.head, c(5,4,6), drop=FALSE]
mo5 <- ram[three.head, c(6,4,5), drop=FALSE]
mo6 <- ram[three.head, c(6,5,4), drop=FALSE]
sel.free <- ram[,2] #自由母数の番号
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sel.free[固定パタン] <- 1 #固定母数には取りあえず 1 を振った 5 列目







A <- P <- matrix(0, t, t)
P3ar<-array(0,dim=c(t,t,t))
diagt <- diag(t)
t_3 <- tˆ3; t_2 <-tˆ2
tJ <-t(J)
sig3indexarr <- array(0,c(t,t,t))







固自母数 <- ifelse (固定パタン, ram[,3], start[sel.free])
A[係数位置] <- 固自母数 [one.head]
P[共分位置 t] <- P[共分位置] <- 固自母数 [two.head]
P3ar[mo1]<-P3ar[mo2]<-P3ar[mo3]<-P3ar[mo4]<-P3ar[mo5]<-P3ar[mo6]<-固自母数[three.head]
P3ve<-as.vector(P3ar) #P3ve<-matrix(P3ar,t_3,1)#重複ある 3 次積率縦ベクトル
#シグマシータの計算
#誘導形
I.Ainv <- ginv(diagt - A)
###共分散構造
CC <- I.Ainv %*% P %*% t(I.Ainv)
C <- J %*% CC %*% tJ #共分散行列
sig2 <- as.vector(C)[uni2]#重複なし 2 次積率縦ベクトル
###3 次の積率構造
## 行列形式から (一番早くて変数が多い時にも有効)
sig3vec <-as.vector(t(((I.Ainv %x% I.Ainv)) %*% matrix(P3ve, t_2, t,byrow=TRUE) %*% t(I.Ainv)))
sig3<-sig3vec[sig3index]




zero.head <- ram[,1] == 0
切片位置 <- ram[zero.head, 4, drop=FALSE]
Alpha[切片位置]<-固自母数 [zero.head]

























qa1<-NULL; qa2<-NULL; qa3<-NULL #積率ラベル
for (k in 1:p) {
qa1<-c(qa1,paste(eval(k)))
for (j in k:p) {
qa2<-c(qa2,paste(eval(j),eval(k)))
for (i in j:p) {
qa3<-c(qa3,paste(eval(i),eval(j),eval(k)))
} } }





if (平均構造&(!free.mu)) {df <- df-nexob}
if (!free.x) {df <- df - (nexob*(nexob+1)/2) - (nexob*(nexob+1)*(nexob+2)/6)}
ppp1 <-matrix(0,1,11)
if (df<1) {ppp1[,1]<-0
}else {ppp1[,1]<-sqrt(max( ((kkk$minimum /(df*N) )-(1/(N-1))) ,0))} #dfに掛かっ




















#### 数値微分によるヤコビアン行列の計算のための関数 (ここから) ####
momvec<-function(start){
#母数ベクトルからの母数配置 (固定も自由も)
固自母数 <- ifelse (固定パタン, ram[,3], start[sel.free])
A[係数位置] <- 固自母数 [one.head]
P[共分位置 t] <- P[共分位置] <- 固自母数 [two.head]
P3ar[mo1]<-P3ar[mo2]<-P3ar[mo3]<-P3ar[mo4]<-P3ar[mo5]<-P3ar[mo6]<-固自母数[three.head]
P3ve<-as.vector(P3ar) #P3ve<-matrix(P3ar,t_3,1)#重複ある 3 次積率縦ベクトル
#シグマシータの計算
#誘導形
I.Ainv <- ginv(diagt - A)
###共分散構造
CC <- I.Ainv %*% P %*% t(I.Ainv)
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C <- J %*% CC %*% tJ #共分散行列
sig2 <- as.vector(C)[uni2]#重複なし 2 次積率縦ベクトル
###3 次の積率構造






zero.head <- ram[,1] == 0
切片位置 <- ram[zero.head, 4, drop=FALSE]
Alpha[切片位置]<-固自母数 [zero.head]

















ppp7<-diag(1/sqrt(diag(ppp6))) %*% ppp6 %*% diag(1/sqrt(diag(ppp6)))
#推定値（ppp2 の要素となる）
種別<-母数名<-No.1<-No.2<-No.3<-matrix(NA,tt,1)
固自<-推定値<-初期値<- ｚ<- 標準解<- matrix(0,tt,1)
固自<- ifelse (固定パタン,’ 固定’,’ 自由’)
temp<-ram[,’2 固自’];temp[temp==0]<-1
初期値<-ifelse (固定パタン, ram[,’3 初固’], start[temp])
初期 se<-ifelse (固定パタン, NA, 道具 se[temp])
推定値<-ifelse (固定パタン, NA , kkk$estimate[temp])
s.e.<-ifelse (固定パタン, NA, sqrt(diag(ppp6)[temp]))









for (i in 1:tt){
if (ram[,’1 母型’][i]==0){
標準解 [i]<-NA
if (is.element(全変名 [ram[,’4to 切’][i]], 外生名)) {種別 [i,1]<-’2. 平均’
} else {種別 [i,1]<-’1. 切片’}
}else if (ram[,’1 母型’][i]==1){
標準解 [i]<- 推定値 [i] * sqrt(CC[ram[i, 5],ram[i, 5]]/CC[ram[i, 4],ram[i, 4]])
種別 [i,1]<-’3. 係数’
}else if (ram[,’1 母型’][i]==2){








}else if (ram[,’1 母型’][i]==3){
if ((ram[,’4to切’][i]==ram[,’5from’][i])&(ram[,’4to切’][i]==ram[,’6 3rd’][i])) {









for (i in 1:tt){
if (ram[,’1 母型’][i]==0){
No.1[i]<-全変名 [ram[,’4to 切’][i]]






if (length(temp)==0) {母数名 [i]<-NA} else {母数名 [i]<-temp}




if (length(temp)==0) {母数名 [i]<-NA} else {母数名 [i]<-temp}










ppp2<-data.frame(種別=種別, 固自=固自, 母数名=母数名, 推定値=推定値,s.e.=s.e., ｚ=ｚ,
初期値=初期値,初期se=初期se,初期z=初期値/初期se,標準解=標準解,No.1=No.1,No.2=No.2,No.3=No.3)
ppp2<-ppp2[order(ppp2[,’ 種別’]),];rownames(ppp2)<-1:nrow(ppp2)
ppp3<-list(全変名, 観測名, 潜在名, 外生名, 内生名)
#出力用ラベル
qq12<-c(’RMSEA’,’ 適合’,’ 標本’,’df’,’p’,’ 繰返’,’Max 勾配’,’Code’,’free.mu’,’free.x’,’
切片’)
qq42<-c(’ 標本積率’,’ 制約積率’,’ 単純残差’,’ 標準誤差’,’ 標準残差’,’ 誤差分散’,’ 重み対角’)
#出力用ラベル貼り付け
colnames(ppp1) <-qq12; rownames(ppp1) <-’ 基本情報’
colnames(ppp4) <-qq42; rownames(ppp4) <-qaa
colnames(ppp5) <-母数名 [par.posn]; rownames(ppp5) <-母数名 [par.posn]
colnames(ppp6) <-母数名 [par.posn]; rownames(ppp6) <-母数名 [par.posn]
colnames(ppp7) <-母数名 [par.posn]; rownames(ppp7) <-母数名 [par.posn]
rownames(iw) <-qaa; colnames(iw) <-qaa;
colnames(CC) <-全変名; rownames(CC) <-全変名
colnames(C) <-観測名; rownames(C) <-観測名
colnames(P) <-全変名; rownames(P) <-全変名
colnames(A) <-全変名; rownames(A) <-全変名
colnames(J) <-全変名; rownames(J) <-観測名
if (平均構造) { rownames(Alpha)<-c(観測名, 潜在名)}
colnames(X) <-観測名

























結果$観測３積<- SSSnd #観測変数の 3 次の積率重複なし縦ベクトル
結果$X <- X
結果$IAPIA <- CC
結果$C <- C #推定値から復元された共分散行列

















for (i in 4:10)
{if (mode(temp2[,i])=="numeric") {temp2[,i]<-round(temp2[,i],15)}} #推定値情報の有
効数字
for (i in 11:13)
{temp2[,i]<-substring(temp2[,i],1,8)} #観測変数名の長さを整える






































####################### w22 と w33 #########################










# w33 をすべて計算 (モジャ方式)
uni3 <- array(0,c(p,p,p))
uni3[, , 1][lower.tri(uni3[,,1], diag=TRUE)]<-1
for(i in 2:p ){
uni3[i:p, i:p, i] <- uni3[1:((p+1)-i), 1:((p+1)-i),1]
}








































data:file is ochadata.txt; !シャンプーの場合は shampoodata.txt
variable:names are x12 x13 x14 x23 x24 x34;
!analysis:type=nomeanstructure;
model:
f1 by x12@1 x13@1 x14@2 x24@1 x34@1;
f2 by x12@-1 x14@1 x23@1 x24@2 x34@1;






















### 一対比較データの読み込み (おわり) ###






















### 推定値変換用の行列の用意 (おわり) ###
#**********************************************************************
########## 分析 (はじめ) ##########
#分析ツールの読み込み
source("nn.sem0.R")






















































### 独立成分 g なし (おわり) ###
#***************************************************************************















































### 独立成分 g1 つ (おわり) ###
#***************************************************************************





















































### 独立成分 g2 つ (おわり) ###
128
#***************************************************************************

































































### 独立成分 g3 つ (おわり) ###
#***************************************************************************



























































### 独立成分 g4 つ (おわり) ###
#***************************************************************************






























































### 独立成分 g5 つ (おわり) ###










### 適合度比較 (はじめ) ###



















































### 適合度比較 (終わり) ###
### 最適モデルにおける推定値の変換 (はじめ) ###
#推定された 3 因子平均













































### 一対比較データの読み込み (おわり) ###





















### 推定値変換用の行列の用意 (おわり) ###
#**********************************************************************
########## 分析 (はじめ) ##########
#分析ツールの読み込み
source("nn.sem0.R")
















































### 独立成分 g なし (おわり) ###
#***************************************************************************















































### 独立成分 g1 つ (おわり) ###
#***************************************************************************






















































### 独立成分 g2 つ (おわり) ###
#***************************************************************************

































































### 独立成分 g3 つ (おわり) ###
#***************************************************************************



























































### 独立成分 g4 つ (おわり) ###
#***************************************************************************






























































### 独立成分 g5 つ (おわり) ###










### 適合度比較 (はじめ) ###



















































### 適合度比較 (終わり) ###
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