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Most research on human visual recognition focuses on solid objects, whose identity is deﬁned primarily
by shape. In daily life, however, we often encounter materials that have no speciﬁc form, including liquids
whose shape changes dynamically over time. Here we show that human observers can recognize liquids
and their viscosities solely from image motion information. Using a two-dimensional array of noise
patches, we presented observers with motion vector ﬁelds derived from diverse computer rendered
scenes of liquid ﬂow. Our observers perceived liquid-like materials in the noise-based motion ﬁelds,
and could judge the simulated viscosity with surprising accuracy, given total absence of non-motion
information including form. We ﬁnd that the critical feature for apparent liquid viscosity is local motion
speed, whereas for the impression of liquidness, image statistics related to spatial smoothness—including
the mean discrete Laplacian of motion vectors—is important. Our results show the brain exploits a wide
range of motion statistics to identify non-solid materials.
 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction mation process (Marr, 1975). For many problems of materialHumans can visually recognize not only ‘‘things’’ (objects) that
have speciﬁc forms, but also ‘‘stuff’’ (materials) that often have no
speciﬁc form (Adelson, 2001). Over the last decade, the question of
how humans perceive materials has received increasing attention
(Adelson, 2001; Fleming, 2014; Fleming, Dror, & Adelson, 2003;
Fleming, Jäkel, & Maloney, 2011; Kim, Marlow, & Anderson,
2012; Motoyoshi et al., 2007; Nishida & Shinya, 1998; Zaidi,
2011). While previous study of material perception has mainly
considered solid materials, many materials around us are in the
form of a liquid. For instance, water, the most common liquid, cov-
ers 71% of the Earth’s surface, and is vital for all known forms of life
(CIA, The world fact book). While visual material perception
depends on the mechanical properties of a material’s body as well
as optical properties of a material’s surface (Adelson, 2001), past
material research has completely ignored how mechanical proper-
ties are processed. Liquid viscosity is a critical mechanical property
for discriminating water from other liquids. To explore this new
direction of material perception research, we examined how
human observers recognize liquids and their viscosity from visual
information (Kersten, 2011).
One computational scheme for understanding visual processing
is physics-based inverse-optics in which relevant physical param-
eters of visual images are estimated by backtracking the image for-perception, however, correct inverse computation seems to be
impossibly difﬁcult. This is particularly true for the present case,
since the movements of liquid particles are not directly observable,
and ﬂuid dynamics is chaotically complex. Despite this, in every-
day life, we seem to be quite good at perceiving and distinguishing
a wide variety of liquids and gels, suggesting the human visual sys-
tem somehow manages to extract diagnostic information from the
retinal images. We reason that complex material properties such as
liquidness and viscosity are likely to be estimated from numerous
visual cues that correlate with the physical properties of interest.
The recognition of liquids, and estimation of their properties, pre-
sumably draws on mechanisms involved in several visual attri-
butes such as motion, form, and depth, as well as in non-visual
attributes including touch sensation. Although these correlations
may be imperfect, they may nonetheless provide the brain with a
sufﬁciently reliable source of information to support everyday rec-
ognition and interaction. To understand how those cues are com-
bined into a ﬁnal percept, one should analyse the characteristics
of each cue. Here, we focus on the role of motion ﬂow information
in liquid and viscosity perception (and report on the role of form
information elsewhere; Paulun et al., submitted for publication).
As compared to other visual attributes such as form and color,
motion has been believed to play relatively minor roles in ‘‘what’’
processing (visual recognition). Motion information can contribute
to recognition of some dynamic objects, but this has been shown
only under conditions where object form information is also avail-
able (e.g., Chuang, Vuong, & Bülthoff, 2012; Giese & Poggio, 2003;
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Stone, 1998; Troje, 2008; Vuong & Tarr, 2006). Here we show that
liquid perception is a particularly acute case in which motion anal-
ysis can be a central process for visual recognition.
By combining computer graphics, image processing and psy-
chophysics, we have examined whether human observers can per-
ceive liquids and their viscosity solely from optical motion ﬂow.
We presented pure motion ﬂow using an array of noise patches,
each of which signalled a speciﬁc localized motion. This pattern
contained no static form information, yet when it reproduced
image motion ﬂow corresponding to a dynamic liquid, observers
could judge the liquid’s viscosity with reasonable accuracy. In this
situation, the critical feature for liquid viscosity was found to be
local motion speed—the faster the local motion, the less viscous
the ﬂow appeared. In addition, spatial smoothness of motion vec-
tors, which can be computationally characterized using the mean
discrete Laplacian of motion vectors (see Section 7.2.5 for details),
was found to be a critical parameter for creating an impression of a
liquid per se (i.e., as opposed to some other, non-liquid, source of
motion). Our results demonstrate how the visual system exploits
image motion statistics for visual understanding of liquids and
their viscosity.2. Experiment 1: liquid viscosity from motion ﬂow
2.1. Purpose
The ﬁrst experiment examined how well human observers
could judge liquid viscosity from dynamic scenes, and from pure
motion ﬁelds extracted from the same scenes. First, we created
50 computer graphics (CG) movies that simulated ten scenes of
opaque liquid ﬂows with ﬁve levels of kinematic viscosity for each
scene (left panel of Fig. 1A).
Next, we extracted optical ﬂow ﬁelds from the simulated mov-
ies of liquid motion. Note that the extracted optical ﬂows did not
correspond to the physical motion ﬂows of liquid particles—we
did not use the ﬂows of liquid particles for visual stimuli, since
they were invisible to the observer. We were interested in the
image ﬂows visible to the observer. The optical ﬁelds were spa-
tially sampled with a 15  15 matrix, and were applied to a two-
dimensional array of local noise motion patches, which we called
the simulated motion ﬁeld (right panel in Fig. 1A, see also Movie
2). For each noise patch within the simulated motion ﬁeld, the car-
rier (noise) moved at the sampled direction and speed, while the
circular envelope remained stationary. Since there was no static
form information, this allowed us to isolate the contribution of
image motion in estimating liquid viscosity. We asked observers
to rate the apparent viscosity both of the original CG movies and
of the simulated motion ﬁelds with a 5-point scale.
2.2. Methods
Unless otherwise noted, the same methods were used in the
subsequent experiments.
2.2.1. Observers
Twenty-eight naive observers (i.e., two groups of fourteen
observers) participated in Experiment 1. Half of them participated
in the session with CGmovies and the other half participated in the
session with the simulated motion ﬁeld. All observers in this study,
except the two authors who participated in experiments 3 and 4,
were unaware of the speciﬁc purpose of experiments. They
reported having normal or corrected-to-normal visual acuity.
Apart from the authors, participants were paid for the participa-
tion. Ethical approval for this study was obtained from the ethicalcommittee at Nippon Telegraph and Telephone Corporation (NTT
Communication Science Laboratories Ethical Committee). The
experiments were conducted according to the principles laid down
in the Helsinki Declaration. Written informed consent was
obtained from all participants except the authors.
2.2.2. Apparatus
Stimuli were presented on a 21-in. CRT monitor (GDM-F500R,
Sony) with a resolution of 1024  768 pixels and a refresh rate of
60 Hz. We linearized the luminance emitted from the monitor in
a range from 0 to 132 cd/m2 using a photometer (OP200-E, Cam-
bridge Research Systems). A computer (Mac pro, Apple) controlled
stimulus presentation and data collection with MATLAB and its
extension (PsychToolBox 3, Brainard, 1997; Pelli, 1997).
2.2.3. Stimuli
2.2.3.1. Simulation of ﬂuid dynamics. We used a physics engine
implemented in Blender (http://www.blender.org/) to simulate
ﬂuid dynamics. The resolution of simulation mesh (i.e., the granu-
larity at which the actual ﬂuid simulation is performed; see http://
wiki.blender.org/index.php/Doc:2.4/Manual/Physics/Fluid for
details) was set to 150. We set gravity to 9.81 m/s2 along the Z-
axis. The degree of liquid viscosity was manipulated by changing
the kinematic viscosity in ﬁve levels (104, 103, 102, 101, and
100 m2/s). The surfaces of the simulated liquids were a gray Lam-
bertian material with specular highlights (all three RGB channels
were set to 0.8 and surface diffuse reﬂectivity was set to 0.5) that
were calculated using the Cook–Torrance model with intensity of
1.0 and hardness of 150. These surfaces were lit using environmen-
tal lighting (Energy: 0.400 with sky color), which is predeﬁned in
Blender as a kind of global illumination; we also applied ambient
occlusion (Factor: 1.00) and indirect lighting (Factor: 6.00). Based
on the simulation, we created movies 2 s long (i.e. 33.3 ms  60
frames) of the ten different scenes. The movies subtended
13.6  13.6 deg of visual angle (i.e. 384  384 pixels in the dis-
play). In total, ten different scenes were created (see Movie 1). In
scene 1, ﬂuids were emitted downward from two sources with a
10 cm  10 cm  10 cm cubic shape that were located 20 cm left
and right of, and 25 cm above, the center of the ﬂoor of a 50 cm
(x dimension)  50 cm (y dimension)  100 cm (z dimension) con-
tainer. The inﬂow velocity was 5 m/s. The location of the camera
viewing the scene was X: 0 cm, Y: 0 cm, and Z: 55 cm, and the rota-
tion of the camera was X: 0, Y: 0 and Z: 0. The camera had a focal
length of 35 mm (the focal length is constant across scenes). Scene
2 consisted of an open vessel initially containing 34 cm  34 cm 
16 cm of ﬂuid, which tilted by 90 deg causing the ﬂuid to cascade
onto the ﬂoor of another container of 100 cm  100 cm  60 cm.
The location of the camera was X: 0 cm, Y: 80 cm, and Z: 55 cm,
and the rotation of the camera was X: 60, Y: 0 and Z: 0. In scene
3, ﬂuid was emitted from a 100 cm  100 cm  4 cm source onto a
45 slanted ﬂoor, and ﬂowed along the ﬂoor surface naturally. The
inﬂow velocity was 4 m/s. The location of the camera was X:
100 cm, Y: 0 cm, and Z: 50 cm, and the rotation of the camera
was X: 90, Y: 0 and Z: 90. In scene 4, a sphere of ﬂuid with a
40 cm diameter was thrown toward the wall of a 100 cm 
100 cm  100 cm container. The location of the camera was X:
0 cm, Y: 80 cm, and Z: 100 cm, and the rotation of the camera
was X: 55, Y: 0 and Z: 180. In scene 5, two sources with a
10 cm  10 cm  10 cm cubic shape moved inside a 50 cm 
50 cm  100 cm container, and emit ﬂuids onto the ﬂoor of the
container. The inﬂow velocity was 5 m/s. The location of the cam-
era was X: 0 cm, Y: 25 cm, and Z: 20 cm, and the rotation of the
camera was X: 50, Y: 0 and Z: 0. In scene 6, ﬂuid was emitted
from a source with a 10 cm  10 cm  10 cm cubic shape toward
the wall of a 100 cm  100 cm  100 cm container. The location
of the camera was X: 50 cm, Y: 50 cm, and Z: 20 cm, and the
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Fig. 1. (A) The creation of pure motion stimuli (‘simulated motion ﬁelds’). We calculated optical ﬂow ﬁelds between consecutive pairs of frames within each simulation movie
by means of an iterated pyramidal Lucas–Kanade method (Bouguet, 1999). The optical ﬂow ﬁelds were applied to a 2D array of local noise motion patches (i.e. simulated
motion ﬁelds, right panel). (B) Rated viscosity as a function of kinematic viscosity in the simulated motion ﬁelds (green) and full CG movie (red) conditions (N = 14, bars are
SEM). (C) Correlational plots for rated viscosities between the full CG movie condition and SMF condition.
T. Kawabe et al. / Vision Research 109 (2015) 125–138 127rotation of the camera was X: 90, Y: 0 and Z: 135. In scene 7, a
spherical source with a 5 cm diameter emitted ﬂuids downward
onto the ﬂoor of a 100 cm  100 cm  100 cm container. The ﬂuid
source was located 70 cm above the ﬂoor of the container. The
inﬂow velocity was 5 m/s. The location of the camera was X:
0 cm, Y: 80 cm, and Z: 40 cm, and the rotation of the camera was
X: 75, Y: 0 and Z: 180. In scene 8, a monkey-head shaped ﬂuid
with approximate dimensions of 50 cm  50 cm  50 cm was
dropped from 25 cm above the ﬂoor of a 200 cm  200 cm 
200 cm container. The location of the camera was X: 0 cm, Y:
0 cm, and Z: 90 cm, and the rotation of the camera was X: 0, Y:
0 and Z: 0. In scene 9, a 10 cm  100 cm  5 cm source emitted
ﬂuid leftward in a 200 cm  200 cm  200 cm container. A
monkey-head shaped obstacle (approximate dimensions:
15 cm  15 cm  15 cm) was located at the center of the container
ﬂoor. The inﬂow velocity was 2 m/s. The location of the camerawas X: 0 cm, Y: 0 cm, and Z: 100 cm, and the rotation of the camera
was X: 0, Y: 0 and Z: 0. In scene 10, a spherical source with 5 cm
diameter, which was located 95 cm above the ﬂoor of a
100 cm  100 cm  100 cm container, emitted ﬂuid downward
onto a cone with a base diameter of 60 cm and a height of
60 cm. The inﬂow velocity was 5 m/s. The location of the camera
was X: 0 cm, Y: 80 cm, and Z: 40 cm, and the rotation of the camera
was X: 90, Y: 0 and Z: 180.
2.2.3.2. Simulated motion ﬁelds. To extract optical ﬂow ﬁelds from
two successive frames of the simulation movies, we used an itera-
tive pyramidal Lucas–Kanade method (Bouguet, 1999; Lucas &
Kanade, 1981) with three successive pyramid levels, single itera-
tion of calculation, and 15 pixels (0.5 deg of visual angle) window
size. We employed the Lucas–Kanade method assuming that
within the narrow temporal range we used (33.3 ms), motion sig-
128 T. Kawabe et al. / Vision Research 109 (2015) 125–138nals are approximately rigid with constant image intensity (i.e.
luminance and contrast). An extracted optical ﬁeld with a
192  192 resolution was sampled at every 12 pixels to create an
equally spaced 15  15 matrix, and used to specify noise motion
at each location within a 15  15 patch matrix. We call the succes-
sive two-dimensional array of noise motion patches ‘simulated
motion ﬁelds’. Each patch consisted of a Gaussian-windowed (r:
0.25 deg) noise pattern with a Michelson contrast of 0.2. The noise
pattern was randomly and independently created for each patch,
and low-pass ﬁltered with a cut-off frequency of 4.7 cpd. The pat-
tern moved behind the stationary Gaussian-window, at the vertical
and horizontal velocities estimated by the Lucas–Kanade method,
without dot lifetime control and pattern repetition over time.2.2.4. Procedure
The experiments were carried out in a dark room. Observers sat
60 cm from the CRT display. Before performing the pre-experiment
presentation and the main trials, each observer ﬁrst viewed all
stimulus movies once. In order to help observers conﬁrm the
notion of liquid viscosity, we instructed them that representative
high viscosity liquids included custard, honey, and lava, while a
representative low-viscosity liquid was water. However, we did
not suggest to them potential relationships between liquid viscos-
ity and image cues such as motion speed. During the preliminary
observation, participants were given instructions about the proce-
dure in the main trials. Speciﬁcally, they were asked to rate to what
extent they felt the pattern of motion appeared as being viscous.
They were asked to use a 5-point scale ranging from 1 (weak vis-
cous impression) to 5 (strong viscous impression) where interme-
diate values corresponded to the subjective strength of viscosity.
The pre-experiment presentations were continued until the obser-
ver reported that they had established a criterion for the rating (at
least 20 trials were conducted). In the main trials, the observer
pressed a space bar to initiate each trial. After 500 ms, each stimu-
lus movie was presented for 2 s at the center of display, and after
this the digits for the rating scale appeared at the bottom of the
display. The observer entered the viscosity rating digit on the
screen by pressing assigned keys. Data for each kinematic viscosity
condition was gathered from 10 scenes, each scene was tested
once. The observers rating the CG movies did not view the simu-
lated motion ﬁeld, and vice versa.2.3. Results and discussion
For CG movies, rated viscosity steadily increased as simulated
kinematic viscosity increased (red symbols in Fig. 1B). Rated vis-
cosity for the simulated motion ﬁelds (green symbols in Fig. 1B)
also increased as the simulated kinematic viscosity increased,
despite the slope being slightly shallower than that for the full
CG movies. This implies that humans can judge liquid viscosity
from image motion information alone.
To see the difference in rated viscosity between CG movies and
simulated motion ﬁelds, we submitted rated viscosity to a two-
way repeated measures ANOVA with the type of stimuli (simulated
motion ﬁeld or full frames of a movie; a between-subject factor)
and kinematic viscosity (a within-subject factor) (Fig. 1B). The
main effect of the type of stimuli was not signiﬁcant
[F(1,26) = 2.438, p > .1, gp2 = .09]. The main effect of kinematic vis-
cosity was signiﬁcant [F(4,104) = 241.073, p < .0001, gp2 = .90].
Interaction between two factors was signiﬁcant [F(4,104) =
32.601, p < .0001, gp2 = .56]. Simple main effects showed that rated
viscosity was signiﬁcantly different between two types of stimuli
when kinematic viscosity was 104 (p < .001, gp2 = .92), 103
(p < .05, gp2 = .84), 101 (p < .001, gp2 = .95), and 100 (p < .001,
gp2 = .98), but not when it was 102 (p > .56, gp2 = .25).To quantitatively compare the performance between the simu-
lated motion ﬁelds and full CG movie conditions, we calculated the
slope of a best-ﬁt linear function of rated viscosity in the simulated
motion ﬁeld condition as a function of rated viscosity in the full
movie condition (Fig. 1C). The slope, which indicates the gain or
efﬁciency, was 0.47. The slope was signiﬁcantly lower than 1
[t(13) = 17.050, p < .0001, d = .94], and signiﬁcantly larger than 0
[t(13) = 14.851, p < .0001, d = .93]. One reason the efﬁciency halved
for the simulated motion ﬁeld may be exclusion of static form
information, which in other experiments we ﬁnd is also a powerful
cue of liquid viscosity (Fleming & Paulun, 2012; Paulun et al.,
submitted for publication). In addition, the noise array of the sim-
ulated motion ﬁeld had a form cue indicating a stationary ﬂat
structure. Therefore, a cue conﬂict betweenmotion and formmight
also impair the viscosity judgment. Another reason for the reduced
performance may be relatively sparse sampling of motion vectors,
which was however necessary for us to accurately reproduce high
speeds with the simulated motion ﬁelds.
Thanks to the CG technology, we could generate a series of well-
controlled liquid movies that would be difﬁcult to make with real
liquids. Although the software does not simulate ﬂuid dynamics
with perfect physical accuracy, our observers reported experienc-
ing vivid impressions of liquids and could quite accurately esti-
mate their viscosities. This implies that the simulated liquids
must share with real liquids essential visual cues that are sufﬁcient
for human observers to perceive liquids and their viscosity. Fur-
thermore, the ﬁnding that simulated motion ﬁelds also yield strong
percepts of liquids indicates that a signiﬁcant portion of the infor-
mation used to judge viscosity is carried by the pure motion vector
ﬁeld. The purpose of the following experiments was to identify
which speciﬁc motion cues were involved.3. Experiment 2: viscosity and local motion speed
3.1. Purpose
Viscosity is the resistance of a ﬂuid to ﬂow or movement (Bar-
Meier, 2011). This implies that—all other things being equal—liq-
uids with higher viscosity tend to move more slowly than runnier
liquids. Indeed, the local motion speed (the vector length) of our
stimuli averaged across patches, frames and movies systematically
decreased as kinematic viscosity increased (r2 = 0.96) (Fig. 2A). This
experiment was designed to test whether the human visual system
uses the local motion speeds in liquid viscosity estimation.
3.2. Methods
Fourteen naive observers participated in this experiment. Two
of them, who had participated in Experiment 1, were still unaware
of the speciﬁc purpose of the study. We halved or doubled the local
motion speeds in the simulated motion ﬁelds used in the ﬁrst
experiment, and again asked the observers to rate the liquid vis-
cosity. It should be noted that our manipulation did not change
other aspects of the simulated motion ﬁelds, including the speed
of propagation of the liquid boundary over a stationary background
(see Movie 3).
3.3. Results
As shown in Fig. 2B, rated viscosity consistently decreased as
the local speeds of image motion increased. A two-way repeated
measures ANOVA with local speed manipulation and kinematic
viscosity as factors (the left panel of Fig. 2B) indicates that the main
effect of speed manipulation [F(2,26) = 209.193, p < .0001,
gp2 = .94], the main effect of kinematic viscosity [F(4,52) = 99.544,
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[F(8,104) = 2.172, p < .04, gp2 = .14] were all signiﬁcant. When plot-
ted against the log average speed, the same data could be well
described as a linear function (r2 = 0.93) This suggest that local
image motion speeds are a critical cue for liquid viscosity percep-
tion, although a systematic small deviation from the linear regres-
sion suggests additional minor contributions of other cues, which
may include the propagation speed of liquid boundary.
4. Experiment 3: form and motion interaction underlying liquid
viscosity perception
4.1. Purpose
Sometimes, a single static picture is sufﬁcient to tell whether
the liquid is water or honey. While the present study emphasizes
the importance of image motion speed in perception of liquid vis-
cosity, another study by our group indicates that static form infor-
mation alone is also sufﬁcient to judge liquid viscosity with certain
accuracy (Fleming & Paulun, 2012; Paulun et al., submitted for
publication). That is, human observers can judge liquid viscosity
even when there is only motion information, or when there is only
form information, although the performance is not as good as
when both motion and form are available. In this experiment, we
manipulated frame duration of movies to see whether image
motion speed was a critical factor for estimating the liquid viscos-
ity in original CG and SMF movies. In CG movies, form as well as
motion signals were available. By comparing viscosity rating
between CG and SMF movies, we examined the relative contribu-
tion of form and motion signals to the perception of liquid
viscosity.
4.2. Methods
Different sets of 9 and 8 observers participated in the sessions
with the original CG and SMF movie conditions, respectively. We
both doubled (66.7 ms) and halved (16.7 ms) the frame duration,
which resulted in halved and doubled image motion speeds. The
task of the observers was to rate to what extent the liquid (and
motion ﬂow) appeared viscous in a 5 point scale.
4.3. Results and discussion
Fig. 3A and B shows the rated viscosity with original CG and
SMF movies, respectively. For each condition, we separately con-ducted a two-way repeat measures ANOVA with viscosity and
frame duration as factors. In the original CG condition, the main
effects of viscosity and frame duration were both signiﬁcant
[F(4,32) = 129.674, p < .0001, and F(2,16) = 34.161, p < .001,
respectively]. In the SMF condition, the main effects of viscosity
and frame duration were both signiﬁcant [F(4,28) = 10.929,
p < .0001, and F(2,14) = 35.347, p < .0001, respectively]. In both
conditions, frame duration signiﬁcantly affected the rated viscos-
ity, consistent with the prediction on the basis of the change in
image motion speed due to frame duration manipulation. On the
other hand, whereas the rated viscosity for simulated motion ﬁelds
had a strong reliance on the variation of average image motion
speed due to the frame duration manipulation (r2 = 0.83, see
Fig. 3B), the rated viscosity for the original CG movies had only a
weak reliance on the average speed (r2 = 0.38, Fig. 3A). In the CG
movies, in addition to image motion speed, form information
strongly constrains the estimation of liquid viscosity. Consistent
with Paulun et al. (submitted for publication), these results indi-
cate that, in addition to image motion speed, static form informa-
tion can affect the viscosity rating. The results imply robust visual
computation of natural scenes, which draws on many parallel
sources of information, following the principle of ‘‘graceful degra-
dation’’ (Marr, 1975). How good human observers are at seeing vis-
cosity in the real world is, of course, an interesting question, but in
our opinion, it can be addressed only when we isolate all the
potential cues we encounter in natural scenes, and the manner
they are combined for ﬁnal judgments. In the following experi-
ments, we would like to further pursue the role of motion signals
in the perception of liquid and its viscosity.
5. Experiment 4: liquidness and structural relationships among
local motions
5.1. Purpose
Broadly speaking, motion ﬂow statistics can be divided into two
categories – ﬁrst-order (marginal) statistics of local motions, and
higher-order (joint) statistics of the relationship among local
motions. The previous experiment showed how ﬁrst-order statis-
tics (average local motion speed) contributes to liquid viscosity
perception. In this experiment we examined whether higher-order
statistics also contribute to liquid viscosity perception, albeit in a
somewhat different way. We sought to identify which motion cues
make a complex ﬁeld of motion appear to have been created by a
liquid per se, as not all motion ﬁeld patterns appear equally plausi-
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ﬂow in SFM movies comes from a liquid ﬂow as the perceived ‘liq-
uidness’ of the stimuli. We measured the change in perceived liq-
uidness when various motion statistics were manipulated.5.2. Methods
5.2.1. Observers
In the session investigating liquid viscosity perception, fourteen
naive observers participated. Seven out of them had participated in
previous experiments. In the session investigating perceived liq-
uidness, another set of fourteen observers was employed. Five
out of them also participated in the session investigating liquid vis-
cosity. One of the authors (TK) participated in both sessions.5.2.2. Stimuli
We compared the following three conditions (Fig. 4A and see
also Movie 4). In the intact condition, we presented the original
simulated motion ﬁelds with intact higher-order and marginal sta-
tistics. In the direction scramble condition, we randomly rotated the
direction of each motion vector within each patch of the simulated
motion ﬁelds. This preserves all marginal statistics such as mean,
standard deviation, skew, and kurtosis, as well as higher-order sta-
tistics of motion speed, but alters the higher-order statistics of
motion direction. Speciﬁcally, we ﬁrst calculated the scalar of the
motion vector for each patch of the ﬂow ﬁeld. Second, we assigned
random motion directions to each patch. Motion direction within
each patch was constant throughout a single movie. Third, we cal-
culated horizontal and vertical vectors within each patch using the
scalar values and randomly assigned motion directions. The newly
assigned motion direction within each patch was ﬁxed throughout
the entire sequence of simulated motion ﬁelds. In the position
scramble condition, we randomly shufﬂed the positions of noise
patches across space. The newly assigned position of each patch
was ﬁxed throughout the temporal sequence. The position of the
patches was scrambled across the entire image, including station-
ary areas in the intact image. This manipulation preserves all mar-
ginal statistics, but alters higher-orders statistics of both speed and
motion direction.5.2.3. Procedure
In the session investigating viscosity perception, we asked
observers to rate the viscosity of liquids in each type of simulated
motion ﬁeld with a 5-point scale. In the session investigating liq-
uidness, the observers rated the subjective impression of a liquid
with a 5-point scale ranging from 1 (weak liquid impression) to
5 (strong liquid motion impression).5.3. Results and discussion
We plotted rated viscosity for the simulated motion ﬁeld stim-
uli as a function of rated viscosity for the full CG movies (Fig. 4B),
and calculated the slope of the best-ﬁt linear regression line. The
average slope was 0.53, 0.35 and 0.20 for the intact, direction
scramble and position scramble conditions, respectively (Fig. 4C).
We analyzed the effect of motion-deﬁned structure elimination
on the slope shown in Fig. 4C by a one-way ANOVA with elimina-
tion of a factor. The main effect of destruction was signiﬁcant
[F(2,26) = 8.332, p < .002, gp2 = .39]. Multiple comparison tests
(Ryan’s method) showed that the slope of the intact motion struc-
ture condition was signiﬁcantly larger than the slopes of the direc-
tion scramble (p < .05, d = .69) and position scramble (p < .002,
d = 1.14) conditions. The signiﬁcant differences between the intact
and the direction-scramble and position-scramble conditions
imply the importance of spatial relationships between local motion
vectors (higher-order statistics) in liquid viscosity perception,
since the position scramble did not alter the histogram of local
motion vectors, and thus did not alter any ﬁrst-order statistics.
When we observed the position and direction-scramble stimuli,
we noticed that these manipulations not only changed apparent
liquid viscosity, but also impaired the impression of a liquid per
se. In other words, they undermined the impression that the
motion patterns originated from a liquid as opposed to some other
cause. To measure this effect, using the same set of stimuli, we also
asked the same observers to rate how much the stimulus looked
like liquid. Rated liquidness impression was submitted to a two-
way repeated measures ANOVA with motion-deﬁned structure
manipulation (i.e. elimination) and kinematic viscosity as factors.
The main effect of structure manipulation was signiﬁcant
[F(2,26) = 36.151, p < .0001, gp2 = .73]. Multiple comparison tests
Fig. 4. (A) Elimination of motion-deﬁned structure. In the direction-scramble condition, motion direction in each patch was randomized while keeping speed intact. In this
condition, scalar-deﬁned structure was kept intact while vector-deﬁned structure was lost. In the position-scramble condition, patch positions were shufﬂed across space. In
this condition, spatial structure was randomized. (B) Rated viscosity for each condition of motion-deﬁned structure destruction as a function of rated viscosity for CG stimuli
(N = 14, bars are SEM across observers). (C) Averaged slope of each linear function shown in Fig. 2C (N = 14, bars are SEM across observers). (D) Liquid impression for each
condition of motion-deﬁned structure destruction (N = 14, bars are SEM across observers).
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intact condition than in the direction-scramble and position-
scramble conditions (ps < .0001, ds = 1.23, and 1.42). Moreover,
perceived liquidness was also signiﬁcantly higher in the direc-
tion-scramble condition than in the position-scramble condition
(p < .002). The main effect of kinematic viscosity was not signiﬁ-
cant [F(4,52) = 1.114, p = .35, gp2 = .08]. Interaction between the
two factors was marginally signiﬁcant [F(8,104) = 1.816, p = .08,
gp2 = .12]. In sum, regardless of simulated viscosity of the original
movies, the liquidness rating was the highest for the intact condi-
tion, and the lowest for the position scramble condition (Fig. 4D).
In addition, the slope of rated viscosity shown in Fig. 4C was
strongly correlated with the liquid impression in Fig. 4D
(r2 = 0.98). These results suggest that spatial relationships of local
motion vectors convey information about the ‘liquidness’ of the
motion display, which is presumably a prerequisite for liquid vis-
cosity estimation.6. Experiment 5: extracting pure spatial and temporal
structures
6.1. Purpose
Although the experiment shown in Fig. 4 indicated the impor-
tance of spatial structure of local motion vectors in liquid viscosity
perception, the stimulus movies also contained temporal changes
of the local vectors. To separate the effects of spatial structure from
those of temporal structure, we made pure spatial stimuli that had
no temporal variations, and pure temporal stimuli that had no spa-
tial variations (Fig. 5A and B, Movie 5).
6.2. Methods
6.2.1. Observers
Seven observers were employed. One of them was the author
(KM). The rest were naive observers, who had participated in pre-
vious experiments.
6.2.2. Stimuli
We created a set of 3-s simulation movies where kinematic vis-
cosity was controlled in the range from 106 to 102, m2/s. From
the movies, we computed optical ﬂow ﬁelds, and extracted spatial
and temporal structure in the following ways. To extract spatial
structure, we selected a single optical ﬂow ﬁeld (i.e. any of theoptical ﬂow ﬁelds calculated between 10 and 11th, 20 and 21st,
30 and 31st, 40 and 41st, 50 and 51st, 60 and 61st, 70 and 71st,
or 80 and 81st frames), and applied the extracted optical ﬂow ﬁeld
to the simulated motion ﬁelds so that each patch of the simulated
motion ﬁelds had a constant motion vector throughout the 3 s
movie. That is, each noise patch was given an identical motion vec-
tor for the entire duration of the movie. To extract temporal struc-
ture, we pulled out a single motion vector from a ﬁxed location of
the optical ﬂow ﬁeld of each frame, and applied the motion vector
to all patches in the simulated motion ﬁelds on each frame. Motion
vectors were extracted from one of nine predetermined locations.
6.2.3. Procedure
We asked observers to rate both perceived liquidness and vis-
cosity, as in Experiment 4.
6.3. Results and discussion
The intact motion structure gave the highest liquidness impres-
sion, followed by the spatial structure, and then the temporal
structure (Fig. 5C). We submitted the data of perceived liquidness
to a one-way repeated measures ANOVA with the type of motion-
deﬁned structure (i.e. isolation) as a factor. The main effect of the
type of motion-deﬁned structure [F(2,12) = 5.549, p < .02,
gp2 = .95] and the main effect of viscosity [F(2,12) = 5.549, p < .02,
gp2 = .44] were both signiﬁcant. Multiple comparison tests showed
that the difference in perceived liquidness was statistically signif-
icant between the intact and temporal structures (p < .02, Cohen’s
d = 1.01), and marginally signiﬁcant between the intact and spatial
structures (p = .08, Cohen’s d = 0.61), and between the spatial and
temporal structures (p = .08, Cohen’s d = 0.68). In addition, rated
viscosity was highly correlated with average image motion speed
for the spatial stimuli (Fig. 5D, r2 = 0.71) while the correlation
was lower for the temporal stimuli (Fig. 5E, r2 = 0.38). These results
indicate that the spatial variation of local motions provided our
observers with sufﬁcient information to produce the subjective
impression of a liquid, and to cause a clear dependence of viscosity
estimation on the average speed of image motion. In the next sec-
tion, we consider which image features in the spatial variation are
important. On the other hand, the temporal variation of local
motion seems to contribute less to liquid perception. Indeed, there
were individual differences—a small number of participants gave
high liquidness ratings to the temporal variation, which suggests
an interpretational ambiguity of the stimuli we used. In addition,
the disadvantage of the temporal variation, relative to the spatial
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Fig. 5. (A) Extraction of spatial structure of motion signals. (B) Extraction of temporal structure of motion signals. (C) Liquid impression for each structure of motion signals.
(D and E) Rated viscosity as a function of image motion speed for (D) spatial and (E) temporal structures. Each dot represents each stimulus used.
132 T. Kawabe et al. / Vision Research 109 (2015) 125–138variation, might come from a difference in the number of sam-
ples—225 (spatial) vs. 90 (temporal). Therefore, what we can con-
clude from the present results is that temporal variation may be
helpful, but not always necessary for ﬂow-based liquid perception.7. What are the critical motion statistics for perceived
liquidness?
7.1. Purpose
The outstanding question then is which are the critical optical
ﬂow statistics for liquidness perception. In order to broadly search
for the critical motion statistics, we assessed the following 20
motion statistics – four moments (mean, standard deviation (SD),
skewness, and kurtosis averaged over space and time of each
movie) of ﬁve image features (image speed, divergence, curl, gradi-
ent, and discrete Laplacian; see Methods for computational
details). We took logarithmic values for mean speed because we
found the viscosity rating was highly correlated with logarithmic
image motion speed (Fig. 2C). Divergence and curl are representa-
tive optical ﬁeld components that were typically used for describ-
ing ﬂuid dynamics, and were thought to be important for other
optical ﬂow computations, including specular ﬂow (Doerschner
et al., 2011). Since these components are signed, the SD rather than
the mean is a better index of how much curl or divergence is
included in the movie. The gradient and discrete Laplacians are
indices of the rate of spatial change—gradient is the ﬁrst-order
derivative, and discrete Laplacian is a measure of the second-order
derivative. These four image features were normalized by the
mean absolute speed of each momentary ﬂow ﬁeld, for the purpose
of excluding the effect of absolute speed on each statistics.
7.2. Methods
We conducted ﬁve types of vector analysis using functions
implemented in Matlab. For the vector analyses other than average
motion speed, we analyzed normalized motion vector ﬁelds
wherein the norm of vectors was normalized by dividing all of
the vectors in a given vector ﬁeld by the average norm for that
ﬁeld. For motion ﬁelds with direction and position scrambles
(Fig. 4A), we did not store the information about how they werescrambled in creating the noise motion stimuli. Thus, we could
not know the exact motion statistics of each stimulus. To overcome
this, we calculated the 20 motion statistics for 100 randomly cre-
ated patterns of direction and position scrambles (100 patterns
of 10 scenes  5 viscosities  59 ﬁelds variations), and averaged
the calculated statistics across all patterns. The averaged values
were treated as estimated motion statistics for each stimulus.
7.2.1. Average motion speed
For each vector ﬁeld that was extracted from successive frame
pairs in a movie, we computed the scalar of motion vectors, and
calculated the moments of the scalar correspondingly across space
and time.
7.2.2. Absolute divergence
Divergence is the sum of differences in the values of the vector
ﬁeld along the coordinate axis parallel to vector components. The
divergence of the two-dimensional vector ﬁeld A (Ax for horizontal
vector and Ay for vertical vector) in Cartesian coordinates is calcu-
lated by a following formula
r  A ¼ @Ax
@x
þ @Ay
@y
: ð1Þ
A discrete form of above formula is
div A i; j; tð Þ ¼ Ax iþ 1; j; tð Þ  Axði 1; j; tÞ
2
þ Ay i; jþ 1; tð Þ  Ayði; j 1; tÞ
2
; ð2Þ
where i and j denote spatial coordinates, and t denotes temporal
coordinates. Divergence is a signed scalar: i.e. positive and negative
for expansion and contraction vector ﬁelds, respectively. To mea-
sure the statistics both types of divergence, we calculated the
moments of the absolute (unsigned) divergence across space and
time.
7.2.3. Absolute curl
Curl is the sum of differences in the values of the vector ﬁeld
along the coordinate axis orthogonal to vector components. The
curl of the two-dimensional vector ﬁeld A in Cartesian coordinates
is calculated by a following formula
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@x
 @Ax
@y
: ð3Þ
A discrete form of above formula is
Curl A i; j; tð Þ ¼ Ay iþ 1; j; tð Þ  Ayði 1; j; tÞ
2
 Ax i; jþ 1; tð Þ  Ax i; j 1; tð Þ
2
: ð4Þ
Curl has signed scalar values (i.e. positive and negative values
for counter-clockwise and clockwise curls, respectively). To extract
the power of curl, we calculated the absolute values of signed curl,
and then calculated the moments of the absolute curl across space
and time.
7.2.4. Gradient
Gradient is the slope of the variation in scalar of motion vector
components along the coordinate axis parallel or orthogonal to the
vector components. The gradient of the two-dimensional vector
ﬁeld A in Cartesian coordinates is calculated by the following
formula
rA ¼ @A
@A
I þ @A
@y
J; ð5Þ
where I and J are the standard unit vectors. The ﬁrst and second
terms of the right-hand side of the above formula is expressed in
a discrete form as the following; the gradient of horizontal vectors
(Ax) was calculated independently of the gradient of vertical vectors
(Ay) by the following formulagrad Ax i; j; tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ax iþ 1; j; tð Þ þ Axði 1; j; tÞ
2
 2
þ Ax i; jþ 1; tð Þ þ Axði; j 1; tÞ
2
 2s
; ð6Þ
and
grad Ay i; j; tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ay iþ 1; j; tð Þ þ Ayði 1; j; tÞ
2
 2
þ Ay i; jþ 1; tð Þ þ Ayði; j 1; tÞ
2
 2s
: ð7ÞWe further took the root sum of squares of Ax and Ay, and cal-
culated the moments of the value across space and time. Our cal-
culation of the smoothness of motion vectors is the same as that
used by Horn and Schunck (1981) except that our calculation takes
the square root of the sum of squares of gradients. Unlike our case,
it was reasonable for Horn and Schunck not to take the square toot,
since their purpose of computing the gradients was to sensitively
‘punish’ sharp ﬂow changes, whereas we sought to characterize
these transitions as well.
7.2.5. Discrete Laplacian
The discrete Laplacian is an approximation of the Laplacian
operator. The discrete Laplacians of two-dimensional vector ﬁelds
A(x, y) in Cartesian coordinates is calculated with the following
formula
r2A ¼ @
2A
@x2
þ @
2A
@y2
: ð8Þ
A discrete form of above formula is
DAx i; j; tð Þ ¼ 4Ax i; j; tð Þ þ Ax iþ 1; j; tð Þ þ Ax i 1; j; tð Þ
þ Ax i; jþ 1; tð Þ þ Ax i; j 1; tð Þ; ð9Þ
andDAy i; j; tð Þ ¼ 4Ay i; j; tð Þ þ Ay iþ 1; j; tð Þ þ Ay i 1; j; tð Þ
þ Ay i; jþ 1; tð Þ þ Ay i; j 1; tð Þ: ð10Þ
Because the discrete Laplacian of horizontal vectors was calcu-
lated independently of the one of vertical vectors, we calculated
the root sum of squares of the discrete Laplacians of horizontal
and vertical vectors as the discrete Laplacian at each location,
and then calculated the moments of the values across space and
time.
7.2.6. Lasso regression
We conducted the Lasso (least absolute shrinkage and selection
operator) regression for 20 motion statistics that were calculated
for each of 195 samples of motion vector ﬁelds by employing sta-
tistical software R (R Development Core Team, 2008) and its pack-
age ‘‘glmnet’’ (Tibshiran, 1996).
7.3. Results and discussion
We calculated the motion statistics for the SMF stimuli we used
for liquidness rating in the previous experiments (195 types in
total, purely temporal stimuli were excluded). We ﬁrst conducted
simple linear regression of the liquidness ratings for each of
motion statistics. We calculated the adjusted r2 for the regression
(Fig. 6A), and found that the discrete Laplacian mean was the best
predictor for perceived liquidness (r2 = .68), followed by gradient
mean (r2 = .49), curl SD (r2 = .37), and discrete Laplacian SD
(r2 = .35). Next, to clarify the combined contribution of motion sta-
tistics to perceived liquidness, we conducted a multiple regressionanalysis of the liquidness ratings. To avoid overﬁtting and to nar-
row down the number of relevant variables, we used Lasso regres-
sion (Tibshiran, 1996). When all 20 motion statistics were
considered, the best solution with 11 of 20 statistics explained a
large proportion of the response variance (r2 = .76, ‘all statistics’
in Fig. 6B). The discrete Laplacian mean showed the largest abso-
lute coefﬁcient (b = 1.16), followed by the speed SD (b = 0.49),
the divergence SD (b = 0.39), and the curl SD (b = 0.24) (Fig. 6C).
In comparison with the simple regression analysis (Fig. 5A), the
contribution of the motion statistics other than the discrete Lapla-
cian mean was reduced, since the discrete Laplacian mean had
strong positive correlations with other contributing statistics, such
as gradient mean (r2 = 0.69), curl SD (r2 = 0.53), divergence SD
(r2 = 0.44), and speed SD (r2 = 0.10).
In sum, the discrete Laplacian alone can explain a signiﬁcant
proportion of the variance of liquidness judgments (68%). (See also
Fig. 6D for how well this statistics correlated with the rated liquid-
ness.) Addition of other statistics does improve the explanatory
power, but only slightly (76%). This suggests that the perception
of liquids from motion information is largely dependent on image
statistics related to the spatial smoothness of motion vectors,
which can be characterized by the discrete Laplacian much better
than by raw gradients. Additional contributions of speed, diver-
gence and curl are minor.
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8.1. Purpose
We also examined the contribution of the 20 motion statistics
to ratings of viscosity. As in the analysis reported in Fig. 6, we ana-
lyzed the relation between the rated viscosity and 20 motion
statistics.8.2. Methods
We used 150 types of SMF stimuli whose spatial structures
were intact (i.e., the stimuli used in the experiment shown in
Fig. 2). Whereas the analysis shown in Fig. 2 averaged out the
effects of scene type, 15 data points (5 viscosity levels  3 levels
of speed manipulation) were too small to evaluate the contribution
of 20 variables. Given signiﬁcant variations in motion statistics
among different scenes, this analysis used 150 points (5 viscosity
levels  3 levels of speed manipulation  10 scenes).8.3. Results and discussion
We ﬁrst conducted simple linear regression of the viscosity rat-
ing for each of 20 motion statistics. We calculated the adjusted r2
for the regression (Fig. 7A), and found that the mean log speed
was the best predictor for the viscosity impression (r2 = .82), fol-
lowed by speed SD (r2 = .12), gradient SD (r2 = .10), and discrete
Laplacian SD (r2 = .06). Although we now included the response
variation across scenes, the speed mean still explains 82% of theresponse variance, suggesting that overall speed is a key source
of information about viscosity.
Next, to clarify the combined contribution of motion statistics
to the rated viscosity, we conducted a Lasso regression
(Tibshiran, 1996). When all 20 motion statistics were considered,
the best solution with 9 of 20 statistics explained 87% of the
response variance. Note that the increment of r2 from the simple
regression by the mean log speed was only .05. Mean speed
showed the largest absolute coefﬁcient (b = 0.98), followed by
the divergence SD (b = 0.15), and the Laplacian SD (b = 0.08)
(Fig. 7B). The regression results are plotted in Fig. 7C.
The results of these regression analyses show that the mean
speed is almost the sole determinant of the rated viscosity, sup-
porting the idea that viscosity judgments rely on image motion
speed as long as a percept of a ﬂowing liquid can be obtained from
the motion vector information.
9. Experiment 6: liquid motion ﬂow synthesis
9.1. Purpose
Our analysis indicates that the spatial smoothness of vector
ﬂow is a critical higher-order statistic of liquid motion ﬂow. To
see whether this speciﬁc higher-order statistic, together with
ﬁrst-order statistics, is sufﬁcient to determine liquidness percep-
tion, we synthesized motion vector ﬁelds (see Movie 6) with the
same ﬁrst-order statistics (local vector histogram) as the original
liquid motion ﬁelds and a range of values of the discrete Laplacian
of motion vectors. These stimuli allowed us to test a pure effect of
the discrete Laplacian, without changing any ﬁrst-order statistics.
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interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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9.2.1. Observers
Ten observers participated in this experiment. Three of them
had participated in the previous experiments. One of the others
was an author (TK).
9.2.2. Stimuli
The synthesis of motion vector ﬁelds with a speciﬁc magnitude
of the discrete Laplacians had the following three computational
stages. In the ﬁrst stage, we randomly extracted 225 motion vec-
tors from optical ﬂow ﬁelds of liquid motion areas between
the15th and 45th frames in a movie, and arbitrarily arranged the
motion vectors into a 15  15 array. In the second stage, we ran-
domly swapped the positions of motion vectors between two cells.
If the discrete Laplacian of motion vectors decreased after the
swap, the motion vector ﬁelds with the swap were preserved,
and otherwise the original motion vector ﬁelds were retained.
Here, the calculation of the discrete Laplacian of motion vectors
was performed in a torus space; the top and left sides of the motion
vector ﬁelds were connected to the bottom and right sides of the
motion vector ﬁelds, respectively. The second stage was iterated
100,000 times, and the motion vectors at the 1st, 10th, 100th,
1000th, 10,000th, and 100,000th iterations were saved. The dis-
crete Laplacian values for these motion vectors were 7.37, 7.23,
6.46, 4.71, 3.06 and 2.22, respectively. In the third stage, the saved
motion vectors were assigned to the simulated motion ﬁelds. Thiscomplete three-stage synthesis pipeline was conducted for each of
the 10 scenes and 5 viscosity levels. Hence, in total 300 motion
vectors ﬁelds were synthesized and tested.
9.2.3. Procedure
We asked observers to rate the impression of a liquid for the
synthesized optical ﬂow ﬁelds. The duration of each movie was
2 s though the movie was repeatedly presented without interval
through a trial.
9.3. Results and discussion
The results showed a clear linear relationship between the dis-
crete Laplacian and the perceived liquidness of the stimuli (Fig. 6D,
r2 = .44, F = 234.6, p < .0001). Furthermore, motion ﬁelds with the
lowest discrete Laplacian values were given high liquidness ratings
comparable to those for the original liquid motion ﬁelds. The
results suggest that the spatial smoothness of motion vectors of
motion ﬂow is a sufﬁcient spatial condition for human observers
to perceive liquid-like ﬂow.
10. Experiment 7: perceptual scale for perceived liquidness
10.1. Purpose
So far, we employed numerical ratings—arguably the most
straightforward method to qualitatively evaluate subjective per-
136 T. Kawabe et al. / Vision Research 109 (2015) 125–138ceptual experience—to examine liquid perception from image
motion. One might however consider this method to be susceptible
to the inﬂuence of response bias arising from incomplete/inappro-
priate instructions or prior knowledge of the participants for the
stimuli or task. To compensate for this potential problem, in the
last experiment, we used the maximum likelihood difference scal-
ing method (MLDS: Maloney & Yang, 2003), which has been used
as a rigorous psychophysical scaling method in many recent stud-
ies (Charrier et al., 2007; Devinck et al., 2014; Emrith et al., 2010;
Fleming, Jäkel, & Maloney, 2011; Obein, Knoblauch, & Viénot,
2004). Here we estimated a psychophysical scale for perceived liq-
uidness as a function of the discrete Laplacians of image motion
vectors. See also Paulun et al. (submitted for publication) for psy-
chophysical scales of liquid viscosity from static form information.
10.2. Methods
10.2.1. Observers
Seven observers participated in this experiment. One of the oth-
ers was an author (TK, Observer 5 in Fig. 8A).
10.2.2. Stimuli
We used the synthesized motion vector ﬁelds that were created
in Experiment 6. In MLDS, it is preferable that stimuli change along
a single dimension. For this reason, we focused on the motion vec-
tor ﬁelds of liquids with the kinematic viscosity of 102 m2/s
because the optical ﬂow ﬁelds of liquids with different kinematic
viscosities have different average speeds of motion vectors. We
binned the discrete Laplacians of motion vectors into 5 levels based
on the number of iteration in the synthesis (which controls the
resulting smoothness of the vector ﬁeld). At the 10th, 100th,
1000th, and 10,000th, and 100,000th iterations, the mean discrete
Laplacians of motion vectors were 7.69, 6.81, 5.03, 3.32, and 2.38,
respectively. We did not use the motion vectors at the 1st iteration
because the discrete Laplacians (7.82) of motion vectors at the 1st
iteration was almost identical to those (7.69) at the 10th iteration.
Thus, in total 50 motion vector ﬁelds (10 original scenes  5 levels
of mean discrete Laplacians of motion vectors) were tested.
10.2.3. Procedure
On each trial, three movies were presented on the left side, cen-
ter, and the right side of the display. The horizontal level of the
movies was aligned. The movies were repeatedly played without
intervals. The task of the observers was to determine which of
two pairs of movies—the left-center movie pair or the center-right
movie pair—had a larger difference in the apparent liquidness than
the other. For each of the ten scenes, all possible combination of0
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Fig. 8. (A) Difference scale for the discrete Laplacians of motion vectors. Each data point d
observers. (B) A correlation plot between median scale values in this experiment and listimulus movies was presented, i.e. 5C3 = 10. Note that this means
that the physical differences between the movie pairs (in terms of
the mean discrete Laplacian of the motion vectors) varied consid-
erably across trials: on some trials the differences were small,
whereas on other trials the differences were larger. In all cases,
however, the differences were above threshold, as our goal was
to measure super-threshold appearance differences, rather than
discrimination performance. Each combination was tested 3 times.
Thus, each observer performed 300 trials in a randomized order.
10.3. Results and discussion
The obtained data were analyzed by using the Palamedes tool-
box (Prins & Kingdom, 2009). The calculated difference scale is
plotted in Fig. 8A as a function of the level of the discrete Lapla-
cians of motion vectors. All observers showed a psychophysical dif-
ference scale of liquid impression that monotonically increased
with the discrete Laplacians of motion vectors, except for Observer
4 who exhibited a small drop between the highest two levels. A
high consistency of the obtained psychophysical difference scale
with the liquid impression ratings obtained in Experiment 6 was
indicated by a high Pearson’s correlation coefﬁcient between the
median scale values and the mean ratings at the corresponding lev-
els of the discrete Laplacians (r2 = .95, Fig. 8B). This suggests sub-
jective numerical ratings and MLDS yield comparable results for
this task, and in both cases, vector ﬁeld smoothness, as character-
ized by the discrete Laplacian, played an important role in deter-
mining perceived liquidness.
11. Discussion
The present study showed that the human visual system is able
to perceive liquid and its viscosity solely from image motion ﬂow,
and identiﬁed several image motion statistics that could be utilized
by the human visual system—local motion speed for viscosity, and
motion statistics related to spatial smoothness of motion vectors
for apparent liquidness.
Liquid perception from motion ﬂow is related to physical ﬂuid
dynamics, but only in an indirect way. To estimate liquid motion
ﬂow, we did not consider the physical movements of individual
particles, but instead focused on the resulting image movements
extracted by a motion detection algorithm. The image motion cre-
ated by moving liquids depends primarily on dynamic changes of
the liquid’s surface geometry, which produces changes in shading,
highlights, and the boundary. Optical ﬂow is also affected by pho-
tometric factors such as surface reﬂectance, opaqueness, and illu-
mination. Given that the liquid image motion is a result of suchy = -1.3071x + 4.1086 
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visual system to infer the underlying physical movements of parti-
cles from observed movements using inverse optics computations.
The present study is therefore based on an assumption that the
visual system directly and heuristically associates visual appear-
ance with liquids, by utilizing simple motion ﬂow statistics that
characterize the behavior of different liquids. For our purposes, it
is not critical whether we use simulated or real movies, as long
as the stimuli look convincingly liquid-like to human observers,
although it is worthwhile to test in the future whether additional
image motion statistics than the ones we identiﬁed in this study
are used for the perception of real liquids.
We suggest that mean speed across the image of a ﬂuid is an
important determinant of perceived viscosity. However, neural
computation of average speed is not a trivial problem. Whereas
extensive study has been carried out on spatial pooling of local
motion signals (see Nishida (2011) for review), the average speed
of local motions cannot be computed by the standard spatial
motion pooling based either on the intersection-of-constraint rule,
or on the vector average rule, since direction components should
be discarded. Recent studies however show that the visual system
can compute the ensemble average of a variety of higher-order fea-
tures, including size of objects and gender of faces (see Alvarez
(2011) for review). Such an ensemble averaging mechanism may
contribute to computation of average speed and estimation of
liquid viscosity.
We found that the critical parameter for invoking a compelling
impression of liquid (i.e., ‘perceived liquidness’) is the spatial
smoothness of motion vectors. On the other hand, we do not pro-
pose that all smooth motion ﬂows give rise to a strong impression
of liquidness. For example, the smoothest possible ﬂow is rigid
translation with no variation in local vectors, which obviously does
not lead to a strong impression of liquidness. Our liquid ﬂow syn-
thesis kept the local vector distribution the same as the original
liquid ﬂow. That is, we did not change any ﬁrst-order statistics,
including not only the mean speed, but also the variance of the dis-
tribution of speed and direction (and higher-order moments, such
as skewness and kurtosis). We conjecture that the critical property
of perceptual liquid ﬂow is smooth relationships between local
motion vectors that vary signiﬁcantly over a large spatial scale.
Liquid motion ﬂow is locally smooth, while globally variable, hav-
ing low-pass modulations in spatial frequency. The human visual
system is sensitive to low-spatial frequency spatial modulation of
motion presented in a wide range of visual ﬁeld (Nakayama &
Tyler, 1981; Nakayama et al., 1985; central vision is also sensitive
to high-frequency modulations of motion, Sachtler & Zaidi, 1995),
which makes the system effectively detect smooth and wide spa-
tial modulations as found in liquid ﬂow. On the other hand, liquid
is not the only class of non-rigid materials that produce smooth
motion ﬂows. Having being asked to rate liquid properties, our
observers naturally had a psychological set to see our ﬂow stimuli
as liquid ﬂows rather than as some other physical process. Our pro-
cedure therefore did not exclude a possibility that the motion ﬂow
with a high liquidness rating also allows alternative interpreta-
tions, such as a dynamic crowd, gas ﬂow, or a ﬂapping ﬂag.
Whether our ﬁndings are speciﬁc to liquid perception, or general-
izable to the perception of a certain class of natural ﬂow, will be a
matter of future study.
A neural mechanism that possibly contributes to the estimation
of smoothness deﬁned by the discrete Laplacian is center–sur-
round inhibitory interaction, which is found in many cortical areas
including V1, MT and MST (Moutsiana, Field, & Harris, 2011). This
mechanism suppresses the neural response of the center of the
receptive ﬁeld when the surrounding area moves in the same
direction as the center area. This structure has been considered
to make the visual system more sensitive to spatially modulatedmotion ﬂow than to uniform ﬂow, but it can also be regarded as
a mechanism that computes spatial changes somewhat like the
Laplacian operator. In addition, our recent study suggests that
the visual system is very good at judging the spatiotemporal rela-
tionship between remote motion signal pairs (Maruya, Holcombe,
& Nishida, 2013). This suggests the presence of a neural mecha-
nism, more elaborate than center–surround opponency, which
explicitly encodes the spatial relationships between local motion
vectors. We suspect that this mechanism may be also a fundamen-
tal component of liquid viscosity perception.
As far as we are aware, no study has directly addressed the neu-
ral correlates of liquid perception from motion. It is, however,
likely that the spatial map of local motion vectors computed by
the V1-MT network is analyzed in areas downstream of MT, just
as global optic ﬂow (rotation, expansion, contraction) is analyzed
in MST (Duffy & Wurtz, 1991; Heuer & Britten, 2004), and biolog-
ical motion is analyzed in STS (Vaina et al., 2001). The stimuli
developed in the current study will be a good probe to isolate
the cortical mechanisms for perception of liquid ﬂow, and other
natural events, in electrophysiology and brain imaging.12. Concluding remark
The present study opened up new directions for visual recogni-
tion research, as well as for motion perception research. Past stud-
ies, in particular those about biological motion perception, have
shown that human brain effectively uses motion information for
visual recognition. It remains controversial however whether
motion information per se, or the dynamic form change induced
by motion, is critical for biological motion perception. For example,
using a multiple element motion display similar to our simulated
motion ﬁeld, a previous study (Lu, 2010) showed that motion ﬁeld
alone is insufﬁcient for the identiﬁcation of walking direction in
human biological movement. In contrast, the present study shows
that motion ﬂow plays a more central role in visual recognition of
liquid. This makes intuitive sense given the highly mutable struc-
ture of liquids, compared to articulated bodies.
Motion perception research has mainly focused on rigid
motions. Most of the studies of complex optic ﬂow were about
rotation or expansion/contraction produced by the observer’s
motion (Koenderink & van Doorn, 1976). Although there were a
small numbers of studies on non-rigid motion, they were either
about articulated motion (e.g., human walking) (Beintema &
Lappe, 2002; Johansson, 1973) or about elastic motion (e.g., rubber
bending) (Chuang, Vuong, & Bülthoff, 2012; Jain & Zaidi, 2011;
Norman et al., 2007), according to the three categories of non-rigid
motion (Aggawal et al., 1998). Very little was known about the
visual mechanisms for recognizing the category of highly non-rigid
motion, like ﬂuid motion including liquid ﬂow. The present ﬁnd-
ings indicate that the visual system has a remarkable capacity for
analysing complex ﬂuid motion ﬂow as well as complex specular
ﬂow (Doerschner et al., 2011).
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