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Abstract 
The minimum spanning tree problem is a classical and well-known combinatorial optimization problem. There exist 
many efficient algorithms such as the Kruskal algorithm and Prim algorithm to solve it. But in a real network, the 
vertices as well as the edges may have weights, and there are many cases of the vertex weights according to the 
degrees of the vertices. In this paper, we consider the computational complexity of the minimum expense spanning 
tree problem, which is to find a spanning tree in a network with minimum total expenses. We show that this problem 
is NP-hard in some general situations. And we propose a polynomial time algorithm when computing all the weights 
of the vertices in a spanning tree.  
© 2012 Published by Elsevier Ltd.  
Keywords:Minimum expense spanning tree; Computational complexity; Polynomial time algorithm; Combinatorial optimization; 
NP-hard 
1. Introduction 
Compared with transmission networks, distribution networks has bigger scale and more possible 
compages of net configuration, so designing the configuration of  distribution networks with computer aids 
is of great importance. This network must meet design planning requirements and minimum cost. Kruskal 
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algorithm and Prim algorithm are effective for the classic minimum spanning tree problems[1]. The 
minimum expense spanning tree problem can be widely used in the configuration of networks.  
The theory of minimum expense spanning trees is developed from the cost of degree, distance, delay 
and so on. Usually, the cost of vertex exists independently. In this paper, we consider both of the edge 
weights and the vertex expenses in the minimum expense spinning tree problems. 
Now we introduce the minimum expense spanning tree problem. We are given an undirected connected 
graph ( , )G V E= . +:w E R→ is a function of edge lengths. +:f E R→ is a function of vertex 
expenses. Let T be any spanning tree of G . Denote the set of leaves by a finite set 1V , and the set of the 
intermediate vertices by 2V . Let ( , )d T v  stand for the degree of vertex v  in T. 
In practice, the expenses of the vertices are closely related to the degrees of the vertices in T . So, we 
can obtain the total expenses ( )C T of a spanning tree T  of G .
( , )
( ) ( , ) ( , ) ( ).
i j k
i j k k
v v T v V
C T w v v d T v f v
∈ ∈
= +∑ ∑                                        (1) 
Because the degree of a leaf is 1, we can change (1) as follows. 
1 2( , )
( ) ( , ) ( ) ( , ) ( ).
i j k l
i j k l l
v v T v V v V
C T w v v f v d T v f v
∈ ∈ ∈
= + +∑ ∑ ∑                      (2) 
Therefore the problem is to find a spanning tree in a network with minimum total expenses. 
2. Complexity Analysis and Algorithm Design  
In this paper, we mainly consider the different cases of the expenses of vertices. We distinguish the 
following three situations.   
2.1. We only consider the expenses of the leaves 
We can change (2) as follows. 
1( , )
( ) ( , ) ( ).
i j k
i j k
v v T v V
C T w v v f v
∈ ∈
= +∑ ∑                                           (3) 
We have the following Theorem 2.1. 
Theorem 2.1 The minimum expense spanning tree problem is NP-hard, when we only consider the 
expenses of the leaves and the edge weights. 
Proof: Because the problem to find a spanning tree in an undirected connected graph with maximum 
number of leaves is NP-hard[3]. We can polynomially reduct this problem to the minimum expense 
spanning tree problem.
      For a given undirected connected graph ( , )G V E= , V n= . We can construct the edge weight and 
vertex expense functions as follows. ( ) 1,w e e E= ∀ ∈ ; ( ) 1,f v v V= ∀ ∈ .
     Suppose T  is a spanning tree with m  leaves in G . That is 1V m= , 2V n m= − . So we can get: 
1( , )
( ) ( , ) ( ) 1
i j k
i j k
v v T v V
C T w v v f v m n
∈ ∈
= + = + −∑ ∑                                 (4) 
      We can get the conclusion that there is a spanning tree T  with m  leaves in G , if and only if there 
exists a minimum expense spanning tree with ( ) 1C T m n= + − . Because the problem of the most leaves 
spanning tree is NP-hard, this completes the proof of Theorem 2.1.  
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2.2. We don’t consider  the expenses of  the leaves 
We can change (2) as follows. 
2( , )
( ) ( , ) ( , ) ( ).
i j l
i j l l
v v T v V
C T w v v d T v f v
∈ ∈
= +∑ ∑                        (5) 
We distinguish the following two cases.  
1. We ignore the degrees of the intermediate vertices. Then we can change (5) as follows. 
2( , )
( ) ( , ) ( ).
i j l
i j l
v v T v V
C T w v v f v
∈ ∈
= +∑ ∑                                         (6) 
We have 
Theorem 2.2 The minimum expense spanning tree problem is NP-hard, when we only consider the 
expenses of the intermediate vertices (with no degree) and the edge weights. 
Proof: For any given undirected connected graph ( , )G V E= , V n= . We can construct the edge 
weight and vertex expense functions as follows. ( ) 1,w e e E= ∀ ∈ ; ( ) 1,f v v V= ∀ ∈ .
  Suppose T  is a spanning tree with m  leaves in G . That is 1V m= , 2V n m= − . We have 
2( , )
( ) ( , ) ( )
i j l
i j l
v v T v V
C T w v v f v
∈ ∈
= +∑ ∑
1n n m= − + −
2 1.n m= − −                                                                             (7) 
We can get the conclusion that there is a spanning tree T  with at least m  leaves in G , if and only if 
there exists a minimum expense spanning tree with ( ) 2 1C T n m≤ − − . Because the problem of the most 
leaves spanning tree is NP-hard, Theorem 2.2 is proved. 
2. We consider the degrees of the intermediate vertices. We can change (5) as follows. 
2( , )
( ) ( , ) ( , ) ( ).
i j l
i j l l
v v T v V
C T w v v d T v f v
∈ ∈
= +∑ ∑                                  (8)  
We have 
Theorem 2.3 The minimum expense spanning tree problem is NP-hard, when we only consider the 
expenses of the intermediate vertices (with degrees) and the edge weights. 
Proof: Given any undirected connected graph ( , )G V E= , V n= . We can construct the edge weight 
and vertex expense functions as follows. ( ) 1,w e e E= ∀ ∈ ; ( ) 1,f v v V= ∀ ∈ .
  Suppose T  is a spanning tree with m  leaves in G . That is 1V m= , 2V n m= − . Because 
( , )d T v m≤ , v T∀ ∈ . We have 
2( , )
( ) ( , ) ( , ) ( )
i j l
i j l l
v v T v V
C T w v v d T v f v
∈ ∈
= +∑ ∑
1 ( )n m n m≤ − + −
2 1.n mn m= + − −                                                                              
(9)
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We can get the conclusion that there is a spanning tree T  with m  leaves in G , if and only if there 
exists a minimum expense spanning tree with 2( ) 1C T n mn m≤ + − − . Because the problem of the most 
leaves spanning tree is NP-hard, the proof of Theorem 2.3 is completed. 
2.3. We consider the expenses of all the vertices 
We can distinguish the following two cases. 
1. ( )if v k= ( k Z +∈  is a constant, 1 i n≤ ≤ ), we can change (1) as follows. 
( , )
( ) ( , ) ( , ) .
i j k
i j k
v v T v V
C T w v v d T v k
∈ ∈
= +∑ ∑                             (10) 





d v E= =∑ . For a 
spanning tree 1( , )T V E= , we have 1 1 1E V n= − = − . So we can get  
( , )




C T w v v k n
∈
= + −∑                                      (11) 
Then we can use Kruskal algorithm or Prim algorithm to solve it. We can obtain the minimum 
spanning tree only with the edge weights. Suppose the optimal value is OPT . So we can obtain the 
optimal value ( )OPTC T of the minimum expense spanning tree problem. 
( ) 2 ( 1).OPTC T OPT k n= + −                                                  (12) 
2. If ( )if v  (1 i n≤ ≤ ) is not a constant. Then we can change (1) as follows. 
( , )
( ) ( ( , ) ( ) ( )).
i j
i j i j
v v T
C T w v v f v f v
∈
= + +∑                             (13) 
For this kind of optimization problem, we can let ' ( , ) ( , ) ( ) ( )i j i j i jw v v w v v f v f v= + +  for each 
edge ( , )i je v v E= ∈ , then  by using  Kruskal  or Prim algorithm,  we can obtain the minimum spanning 
tree with edge weight ' ( , )i jw v v . The optimal value is ( )OPTC T . We present the algorithm as follows: 
Algorithm 2.1 ( , )G w′
1 A←∅
2 for each vertex v V∈
3     do create a new set whose only member is v
4 sort the edges of E  into nondecreasing order by weight w′
5 for each edge ( , )u v E∈ , taken in nondecreasing order by weight 
6     do if Find-Set ( )u ≠  Find-Set ( )v
7              then  {( , )}A A u v← ∪
8                     unite the dynamic sets that contain u  and v  into a new set that is the union of these two sets 
9 return A
where Find-Set ( )x  returns a pointer to the representative of the unique set containing x .
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3. Conclusion 
In this paper, we analysis several kinds of the minimum expense spanning tree problems and obtain 
many properties. Finally, we present the polynomial time algorithm for the minimum expense spanning 
tree problem. These properties and algorithms may apply to network planning and construction[2,4,5,6].
Moreover, for NP-hard problems, we can further research the design of approximation algorithms.   
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