
























国荣 ( 1998) 归纳了 4 种基本的逻辑平衡
审核评估的方 法 , ( 1) 差 额 平 衡 法 , 即 观
察各种增减关系的数据 , 看运算结果是
否相互平衡 ; ( 2) 同 项 相 等 的 方 法 , 指 观
察同一项指标在不同表种上出现的数据
是否相等一致 ; ( 3) 相 关 平 衡 方 法 , 指 对
于那些存在必定大于 ( 或 小 于 、等 于 ) 关
系的指标进行检查 , 如果出现反常 , 则数




















中 , 根据指标之间的这种关系 , 从已知正
确 的 指 标 来 对 被 评 估 指 标 作 出 评 估 意








估时 , 需要 注 意 以 下 几 个 方 面 : ( 1) 相 关
指标间的关系并非永远稳定 ; ( 2) 与被评
估指标相关联的统计数据也必须是可靠








等 , 是指在数据集中与众不同的数据 , 使
人怀疑这些数据并非随机偏差 , 而是产
生于完全不同的机制( 总体或分布) 。异
常数据的产 生 主 要 有 两 方 面 的 原 因 , 一
是由客观的因素造成 , 如总体条件突然
变化或人们未知的某个因素的突然出现
等等 ; 二是由主观的因素造成 , 即人为的
因素如被调查人员虚报、瞒报数据 , 调查
人员算错或抄错数据等等 , 由这种原因
产 生 的 异 常 点 是 有 质 量 问 题 的 统 计 数
据。因此从异常值角度对数据质量进行








从 一 个 随 机 分 布 ( 如 正 态 分 布 、Γ分 布
等) , 并用不一致性测试来识别异常点。
成 邦 文 等 ( 2001) 的 研 究 表 明 , 反 映
现象规模大小的“社会经济规模指标”如
产量、产值、人员等 , 近 似 服 从 对 数 正 态
分布 , 基于此 , 他们提出了统计数据质量
检查和异常点识别的对数正态分布检验
法 , 并将这种方法用于我国研究与开发
机构年报调查( 成邦文等 , 2000) 。成邦文
等( 2000) 的分析思路是 , 采用 K—S 检验
法、检验法或其它方法对作对数处理后
的数据进行正态分布检验 ; 如果数据不
符合正态分布 , 则用法识别出异常点 ; 最
后将识别出的异常点与上年对比 , 如果
数据没有剧烈变化 , 则认为该数据是正
常的 , 否则 , 则认为是不正常的。成邦文






两个问题 , 一是在许多情况下 , 数据使用
者并不知道这个数据的分布 , 而且现实
数据也往往不符合任何一种理想状态的
数学分布 ; 二是即使在低维 ( 一维或二
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据的某些指标正常 , 而个别指标表现极
端 , 则列为有质量问题组 , 需要进一步调
查和核实。
探索性数据分析方法具有不受极端
值影响 , 展示数据具有包含信息量大 , 且
能简单、直观的显示出极端值 , 以及不需











用 的 分 类 还 是 加 性 的 异 常 值 ( Additive
outlier, 简称 AO) 和更新的异常值 ( Inno-
vation outlier, 简称 IO) 。AO 仅影响一个
观察值 , 它在序列中或者偏大或者偏小 ,
经过这一点后 , 时间序列又恢复到正常
的 路 径 ; IO 则 会 连 续 影 响 若 干 个 数 据
点。如果某个时刻发生异常以后导致时
间序列的永久性变化 , 这个异常值被称
为均值漂移异常值 ( Level shift outlier,
简称 LS) ; 介 于 LS 与 IO 和 AO 之 间 的
是暂时性变更异常值 ( Temporary change





在 对时间序 列 进 行 异 常 分 析 时 , 最
困难的是如何决定异常值的类型以及异





( 2005) 主要采用这种方法对我国 36 个宏
观经济时间序列的结构变化进行了全面
的分析, 研究表明我国的宏观经济统计数
据中存在 10%以上的异常点 ; 大部分异
常点或多或少都是以聚集成堆的形式出
























数据 , 就可以认为是准确的统计数据 , 而
精确度的高低又取决于统计误差 ( 即统

















杂的 ; 杨清( 2000) 提出了另一种思路 , 即
首先直接判断原始资料中是否存在失真
资料 , 然后设法找出这些失真资料 , 再对
其进行修正或剔除 , 消除这些误差的影
响 , 进而得到一个较好的估计 , 从而保证
统计数据的质量。屈耀辉、曾五一(2004)





否存在偏差效应 , 如果存在 , 再采 Tukey
检 验 法 或 Scheffe 检 验 法 判 定 哪 位 调 查
员偏差效应最明显。另一种方法是贝叶
斯估计 3σ图甄别法 , 该方法首先找出获
得亩产“真值”的贝叶斯估计 μ' , 然后画






始数据质量进行评估 , 显得非常重要 , 但
是如何对各种非抽样误差 , 尤其是各种
各样原因引起的计量误差进行检测和度




不同 , 从核算角度对数据进行评估 , 是根
据被评估指标所要求的核算方法 , 通过
探究指标核算中存在的问题 , 分析其存




估算 , 也存在不少问 题 , 例 如 , 采 用 不 同
的估计方法对同一数据的估计结果可能
相差很大 , 例如 Wu (1993) 和 SSB and
Hitosubashi(1997)的研究 , 而 如 果 没 有 必
要的信息 , 则难以解释这种差距 ; 由于所
需要的基础 数 据 有 关 信 息 难 以 获 得 , 因
而估算时不得不建立很强的假设 ( 如上





















统计数据质 量 评 估 方 法 有 不 同 的 特 点 、
应用前提以及适用场合 , 因此在实际对
统计数据质量进行评估时 , 应该根据统
计数据的类型 , 统计数据的使用者 , 以及
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