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Zusammenfassung XV
Zusammenfassung
Für die Analyse der Infrarotmessungen von mehreren Weltraumexperimenten benötigt man die
Berechnung der molekularen Infrarotstrahlung unter Berücksichtigung des nichtlokalen thermo-
dynamischen Gleichgewichts (non–LTE). In dieser Dissertation wird die allgemeine Formulie-
rung des non-LTE-Problems für die Mischung molekularer Gase in einer Planetenatmosphäre
gegeben. Die hier vorgeschlagene Methode für die Lösung dieses Problems verwendet die ”Ac-
celerated Lambda Iteration (ALI)”, die in der Astrophysik für die non-LTE Modellierung der
Sternatmosphären entwickelt worden ist. Diese für die Atmosphärenforschung neue Technik ist
frei von den Beschränkungen derMatrix- und Lambda-Iterationsmethoden, mit denenman tradi-
tionell die non-LTE Probleme in den Planetenatmosphären behandelt. Mit der Lösung des CO2 -
non-LTE Problems in der Erd- und Marsatmosphäre wird demonstriert, dass die ALI-Methode
den anderen Algorithmen in Rechenzeit und Arbeitsspeicherverbrauch weit überlegen ist. Wäh-
rend sich die Atmosphärengruppen auf die Lösung einiger ausgewählter non-LTE-Probleme be-
schränkten, erlaubt das im Rahmen dieser Studie entwickelte Computerprogramm ALI-ARMS
(für “Accelerated Lambda Iteration for Atmospheric Radiation and Molecular Spectra”) die non-
LTE-Modellierung einer beliebigen Anzahl von Molekülen, die durch den Stoß- und Strahlungs-
austausch von Energie gekoppelt sind. ALI-ARMS wurde angewandt für die Datenauswertung
der Infrarotspektren, die von dem “CRyogene Infrarot-Spektrometer und Teleskope für die Atmo-
sphäre (CRISTA)”-Experiment an Bord des deutschen ASTRO-SPAS-Satelliten gemessen wurden,
und für die Analyse der 10 µm Laser Banden, die von dem Thermal Emission Spectrometer (TES)
an Bord von Mars Global Surveyor (MGS) aufgenommen wurden. Im Fall der Erdatmosphäre
wurden die ersten detaillierten Karten der Temperatur sowie der Spurengaskonzentrationen in
der oberen Mesosphäre und untereren Thermosphäre erzeugt. Die Ergebnisse dieser Arbeit sind
ein wesentlicher Beitrag zu Studien der Mesosphäre, die heute als Indikator der globalen Klima-
veränderungen betrachtet wird.
Abstract
The analysis of the infrared measurements of a number of sophisticated space experiments re-
quires modeling of molecular infrared radiation with accounting for the nonlocal thermodyna-
mic equilibrium (non–LTE). In this dissertation a general formulation is given of the multilevel
vibrational-rotational non-LTE problem for a mixture of radiating molecular gases in a planetary
atmosphere. The approach for the solution of this problem suggested here utilizes the Accelerated
Lambda Iteration (ALI) technique developed in stellar astrophysics for spectrum formation calcu-
lations and for the computation of non-LTE model stellar atmospheres. This new for atmospheric
science technique is not subject to the limitations of the traditional matrix and conventional lamb-
da iterationmethodswhich dominate the studies dealingwith non-LTE in planetary atmospheres.
In the case of the CO2 non-LTE problems in the atmospheres of Earth and Mars it is demonstra-
ted that ALI approach is far superior to the other algorithms in minimizing computer time and
storage and in converging much more rapidly. While “atmospheric” groups concentrated on the
development of codes suitable for treatment of limited number of selected non-LTE problems the
computer code package ALI–ARMS (for “Accelerated Lambda Iteration for Atmospheric Radia-
tion and Molecular Spectra”) compiled in framework of this study allows non-LTE treatment of
arbitrary number of molecules interacting by collisionally induced exchange of energy and by
the band overlaps. It was applied to the analysis of large amount of the infrared limb radiance
data obtained both in the CRyogenic Infrared Spectrometers and Telescopes for the Atmosphere
(CRISTA) experiments on board of the german ASTRO-SPAS satellite and by the Thermal Emis-
sion Spectrometer (TES) instrument orbiting Mars on board of the NASA Mars Global Surveyor
(MGS) satellite. In case of the Earth’s atmosphere first detailed distributions of temperature and
trace gas concentrations in the upper mesosphere and lower thermosphere were obtained. The
retrieved temperature data confirmed the “two-level” structure of the Earth’s mesopause which
was recently discovered in the lidar and rocket experiments. These results contribute to the stu-
dies of the mesosphere, which is considered today to be the tracer of the global climate changes.
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1. Introduction
Adequate interpretation of the infrared space observations of the Earth’s and planetary atmos-
pheres plays an important role in the comparative analysis of the planetary atmospheres which is
aimed at understanding of possible evolution ways of the Earth’s ecosystem.
In recent years the observations of infraredmolecular emissions from themiddle and upper layers
of the Earth’s atmosphere have attracted particular attention since trends in this altitude region
are significant for understanding of global changes of the atmosphere. Simultaneously a number
of sophisticated ground based and space infrared experiments provided unique data about the
upper planetary atmospheres. However, an essential problem here is that in many cases the in-
terpretation of these data requires accounting for deviations from the local thermodynamic equi-
librium (non-LTE). The non-LTE effects are crucial in the middle and upper Earth’s atmosphere
for the majority of infrared molecular bands and influence strongly the radiation emerging from
these layers. In some cases the observations of these emissions from space are influenced by the
non-LTE effects down to the lower stratosphere.
The non-LTE problems for the infrared ro-vibrational molecular bands are studied in atmospheric
science since 1950s. Any of these problems has two primary constituents: (1) the statistical equi-
librium equations (SEE), which express the equality of the total population and de-population
rates for each molecular level; (2) the radiative transfer equation (RTE), which relates the radia-
tion field at a given hight to the level populations at all altitudes in the atmosphere. Hence the
system of equations for the level populations is nonlocal (and nonlinear).
The most obvious way of dealing with this situation is to iterate between the SEE and RTE (see
Wintersteiner et al.(219), López-Puertas and Taylor (121)). This process, traditionally called “lambda
iteration”, has been investigated in detail in the astronomical context in the 1920’s (c.f. Unsöld(206)).
It involves matrices no larger than L× L, where L is the total number of molecular levels, but in
some cases (if the optical depths are large) it converges very slowly.
An alternative way of dealing with this non-LTE problem is the simultaneous treatment of the
SEE and RTE, in which the RTE is discretized with respect to the optical depth or pressure grid
to get a matrix representation of the radiative terms in the SEE. This requires the inversion of a
matrix of dimension (L× D)× (L× D), where D is the number of altitude (or pressure) points
in the atmospheric model. This approach is known in atmospheric science as the Curtis-matrix
technique (see Curtis and Goody(34), Goody(63)). It has been employed in a series of papers
beginning with López-Puertas et al.(109) (see also López-Puertas and Taylor (121) ).
However, in order to construct adequate models, one must consider a large number of exited le-
vels of different molecular species coupled by a variety of collisional energy exchange processes
and by band overlapping, together with a detailed model of atmospheric stratification; thus both
L and D can become large. The dimensions of the primary matrices were consequently reduced
by introducing approximations; these, however, need careful investigation, since in many cases
they lead to unrealistic results. Typical of these are: 1) the assumption of rotational LTE for rota-
tional substructures of vibrational levels, which reduces L to the number of vibrational levels; 2)
the assumption of vibrational LTE for groups of vibrational levels closely spaced in energy and
interacting by intensive inter- or intra-molecular collisional V-V energy exchange; 3) the neglect
of certain vibrational levels or exclusion from the model of certain molecules. Moreover, in many
cases a large number of weak bands are omitted or treated approximately, the total number of
molecules is not conserved, etc.
The importance of treating IR band radiation accurately by non-LTE techniques for a variety of
applications in atmospheric modeling has motivated the search for a newmethod of solving these
transfer problems which is not subject to the limitations of the traditional matrix or conventional
lambda iteration methods. While in atmospheric science these methods since 1950s continue do-
minating studies dealing with non-LTE López-Puertas and Taylor (121)) stellar astrophysicists have
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developed (see Hubený et al.(80) ) a family of powerful techniques, which utilize iteration with an
approximate (or accelerated) lambda operator; these are now the standard techniques for spec-
trum formation calculations and for the computation of non-LTE model stellar atmospheres. In
these so-called ALI techniques (for Accelerated Lambda Iteration) the lambda operator, which
express the radiation intensity at a point in terms of the level populations at all points, is appro-
ximated by a local (or nearly local) operator and the difference is treated iteratively. Again, the
largest matrix has dimension L× L, but the convergence is now rapid.
The Chapter 2 of this dissertation gives general formulation of themultilevel vibrational-rotational
non-LTE problem for a mixture of radiating molecular gases in a planetary atmosphere. Chapter
3 contains description and comparative analysis of conventional lambda iteration-, matrix- and
ALI techniques. The ALI-ARMS (for “Accelerated Lambda Iteration for Atmospheric Radiation
and Molecular Spectra”) code developed in framework of this study utilizes newest results of the
ALI techniques obtained in the stellar astrophysics. Chapter 4 gives the convergence rates and
timing of various computational schemes based on accelerated lambda iteration which are incor-
porated in the code, as well as compares the code with other codes currently used in atmospheric
non-LTE studies. In the last three Chapters the application of ALI-ARMS are discussed. Chapter
5 outlines results of the non-LTE diagnostics of the limb radiance data obtained in the CRyoge-
nic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA) experiments on board
of the german ASTRO-SPAS satellite. Chapter 6 deals with the analysis of the limb radiance da-
ta of the Thermal Emission Spectrometer (TES) instrument orbiting Mars on board of the NASA
Mars Global Surveyor (MGS) satellite. Chapter 7 presents analysis of the rovibrational non-LTE
in CO2 in the Earth’s middle atmosphere. In the conclusion the main results and implications of
the dissertation are summarized. Appendices A-H contain spectroscopic and collisional rate data,
mathematical algorithms and atmospheric models used in this study, as well as reference non-LTE
results for a number of molecules and technical details of the CRISTA experiments which support
the discussion presented in the main body of the dissertation.
2. The non-LTE problem for molecular gas in the planetary
atmosphere
2.1 Formulation of the problem
Let us consider a Maxwellian gas mixture in a planetary atmosphere consisting of molecular and
atomic gases whose energy levels are enumerated by the index l throughout the entire mixture.
Each energy level is characterized by its statistical weight gl and energy El .
We consider only the steady state of this gas mixture, in which its temperature and the degree of
excitation do not change with time. The statistical equilibrium (or steady-state) equation (SEE)
which expresses the balance between various elementary processes can be written as
nl
(
∑
l′
Rll′ + C→l
)
= ∑
l′
nl′Rl′ l + C←l +Yl . (2.1)
Here nl are the populations of electronic–vibration–rotational (EVR) levels of the molecules or
the electronic (E) levels of atoms, Rll′ are the radiative rate coefficients for transitions from level
l to l′, nlC→l and C
←
l are the total rates of de-population and population of level l, respectively,
due to the variety of energy exchange processes by atomic and molecular collisions. Yl in Eq. 2.1,
(p. 3) is a source term prescribing the net production rate of level l through processes other than
collisions and absorption of radiation emitted within the atmosphere, such as the absorption of
radiation from external sources (“sun” and/or “ground”), production of excited constituents in
various chemical reactions, etc.
For the sake of simplicity we confine ourselves to the case of a plane-parallel atmosphere for
which the transfer equation is
µ
dIµν
dz
= −χµ(ν)Iµν + ηµ(ν), (2.2)
where Iµν is the specific intensity of atmospheric radiation, and χµ(ν) and ηµ(ν) are the total
opacity and emissivity, respectively, at frequency ν and direction cosine µ.
The radiative properties of the gas being considered are completely characterized by the emissi-
vity ηll′ and the opacity χll′ for each pair of levels connected by a line transition1. If the macros-
copic velocity field can be neglected, which is obviously a good approximation for any molecular
radiative transfer problem in planetary atmospheres, these quantities do not depend on µ. Abbre-
viating the energy relations El < El′ and El > El′ by l ≺ l′ and l  l′, respectively, we obtain for
l  l′
ηll′(ν) =
hνll′
4pi
nlAll′ϕll′(ν),
χll′(ν) =
hνll′
4pi
(nl′Bl′ l − nlBll′)ϕll′(ν),
(2.3)
where νll′ is the line center frequency, All′ , Bll′ and Bl′ l are the Einstein coefficients andϕll′(ν) is
the line profile function normalized such that
∫
dνϕll′(ν) = 1. The line source function for the
transition is defined by
Sll′ =
ηll′(ν)
χll′(ν)
=
nlAll′
nl′Bl′ l − nlBll′ . (2.4)
It is frequency and angle independent as a result of assuming in Eq. 2.3, (p. 3) the equality of
emission and absorption profiles (the assumption of complete frequency redistribution within
1This is not true in case of line mixing which will not be discussed here
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a line) and isotropic scattering. Generalizations to include angle and frequency variations are
available, but will not be considered here.
The total emissivity and opacity are given in terms of above line quantities by
η(ν) = ∑
ll′
ηll′(ν) + ηc(ν),
χ(ν) = ∑
ll′
χll′(ν) + χc(ν),
(2.5)
where ηc(ν) and χc(ν) are the emissivity and opacity of the background continuum which is
slowly varying across the line; these quantities are assumed to be prescribed and do not change
from iteration to iteration. In writing Eq. 2.3, (p. 3) we ignored the processes of monochromatic
scattering of photons such as Rayleigh scattering or scattering due to aerosol particles which can
be important for certain atomic transitions and some molecular near-infrared bands in planetary
atmospheres. Finally, the total source function is then
Sν =
η(ν)
χ(ν)
. (2.6)
The radiative rate coefficients in SEE Eq. 2.1, (p. 3) are given by
Rll′ = All′ + Bll′ J¯ll′ (2.7)
for both l  l′ and l ≺ l′ (since in latter case All′ ≡ 0), where J¯ll′(= J¯l′ l) is the integrated mean
intensity, defined by
J¯ll′ =
1
4pi
∫
dΩ
∫
dνϕll′(ν)Iµν . (2.8)
C→l in Eq. 2.1, (p. 3)describes the total loss rate for the level l (per its unit population) due to
collisionally induced energy transfer processes. It is written as
C→l = ∑
l′
Cll′ + ∑
l′ ,`,`′
n`Cll′ ,``′ . (2.9)
The first term here defines the rate of electronic–vibration–rotational energy transfer to the trans-
lational energy (EVR–T). In it
Cll′ = ∑
β
nβkβll′ , (2.10)
where kβll′ are rate constants for EVR–T transition l → l′ by the collisions with molecules or atoms
of β-constituent of gas mixture with total density nβ.
The second term in Eq. 2.9, (p. 4) describes the loss rate of level l via the processes of EVR–EVR
energy exchange. There Cll′ ,``′ are rate coefficients for the transitions l → l′ in one and the transi-
tions `→ `′ in another of two colliding molecules and/or atoms.
Accounting for Eq. 2.9, (p. 4), we can write the term C←l in the right–hand side of Eq. 2.1, (p. 3) as
C←l = ∑
l′
nl′Cl′ ,l + ∑
l′ ,`,`′
nl′n`′Cl′ l,`′`. (2.11)
The collisional rate coefficients in Eq. 2.9, (p. 4)-Eq. 2.11, (p. 4) are related by the obvious detailed
balance expressions
n∗l Cll′ = n
∗
l′Cl′ l and n
∗
l n
∗
`Cll′ ,``′ = n
∗
l′n
∗
`′Cl′ l,`′`, (2.12)
where n∗l are the LTE populations.
Since the RTE Eq. 2.2, (p. 3)relates the radiation field at a given hight to the level populations at
all altitudes in the atmosphere, the SEE system Eq. 2.1, (p. 3)for the level populations is nonlocal
(and nonlinear). While the total densities nβ of all constituents are assumed to be known, the
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coefficients Eq. 2.10, (p. 4)do not introduce non-linearity in SEE. However, the additional (local)
non–linearity enters SEE through the second terms in C→l and C
←
l which deal with the processes
of EVR–EVR energy exchange.
The non–LTE problem for the gas in the planetary atmosphere formulated above is aimed at
utmost detailed description of molecular bands. In the majority of applications those are infra-red
or near-infrared bands related to vibrational levels of electronic ground states of molecules. Also
some electronically excited atoms produced in the photo-chemical reaction are usually involved
due to the importance of collisional transfer of electronic energy to molecular vibrations. The
number of these atomic states is limited. However, the total number of levels in the problem
can be very large (up to a few thousands) because of the large number of rotational sublevels of
vibrational levels required to be accounted for the adequate description of bands.
Now let us look in more detail at several special steady states of the gas. We will follow here
the discussions by Ivanov (84) and Mihalas (139) of similar situations for an atomic gas in the
astrophysical context.
2.2 Complete thermodynamic equilibrium (CTE)
In this state the velocity distribution of molecules is Maxwellian, the level populations obey the
Boltzmann law
nl′
nl
=
gl′
gl
exp
(
− El′ − El
kT
)
(2.13)
and the radiation intensity is isotropic, unpolarised, homogenous and is given by the Planck func-
tion. Only one parameter - the temperature T - completely determines this state. Moreover, in CTE
all processes obey the principle of detailed balance: each process is exactly compensated by its in-
verse. In particular, the number of radiative transitions from an upper level l to a lower level l′
then is equal to the number of l′ → l radiative excitations
nl(All′ + Bl,l′ J¯ll′) = nl′Bl′ l J¯ll′ . (2.14)
Here J¯ll′ is the radiative mean intensity at the line center frequency νll′
hνll′ = El′ − El . (2.15)
It follows from Eq. 2.13, (p. 5) and Eq. 2.14, (p. 5) that
J¯ll′ = Bνll′ (T) = 2hcν
3
ll′
[
exp
(hνll′
kT
)
− 1
]−1
(2.16)
is also the Planck function.
For collisional transitions the detailed balance relation has the form
nl′Cl′ l = nlCll′ , (2.17)
or with the accounting for Eq. 2.13, (p. 5)
Cl′ l = Cll′
gl
gl′
exp
(
− El − El′
kT
)
. (2.18)
2.3 Local thermodynamic equilibrium (LTE)
We now assume the gas considered consists of molecules and will limit our discussion to only
rotational and vibrational excitation. The generalization to electronic excitation as well as to other
types of molecules is straightforward.
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We now assume that the index l corresponds to the pair of indices v j, which specify the ro-
vibrational state of molecule; here v and j are the indices of a vibrational level and its rotational
sub-level, respectively. For a triatomic linear molecule, for instance, v represents the combination
of four indices v1vl2v3 specifying the vibrational state, therefore the sums over this index in our
treatment imply summation over all available combinations of these four indices.
LTE is the state of the gas in which the velocity distribution of molecules is Maxwellian, popu-
lations follow the Boltzmann distribution, while the radiation intensity is not, in general, given
by Planck function. Such a state can exist when both radiative and external source terms in the
SEE are small in comparison to the collisional terms. If the velocity distribution of all molecules
is Maxwellian then the detailed balance relations Eq. 2.17, (p. 5) are still valid. If one now neglects
all radiative terms as well as the source terms in the SEE, these equations reduce to the Boltz-
mann law. Since these equations are linear in the quantities nv j, the equilibrium populations are
in fact the only solution. The temperature in the Boltzmann relation may now change from point
to point. A Maxwellian gas is also in LTE in those layers where the external source terms in the
SEE are small compapred to collisional terms and the radiative terms dominate the collisional
terms but cancel each other according to the relations (Eq. 2.14, (p. 5)). This occurs, for instance,
for optically thick transitions in deep atmospheric layers.
Let us now introduce the population probabilityWv j of a ro-vibrational level v j of a specific mo-
lecular specieα, such that
Wv j =
nv j
nα
, (2.19)
where nα is the number density of specie in question. All the LTE values later on will be marked
with the star symbol (∗) . Accounting for the Boltzmann relation (Eq. 2.13, (p. 5)) one can easily
derive that
W∗v j =
gv j
Q∗(T)
exp
(
− Ev j
kT
)
, (2.20)
where
Q∗(T) = ∑
v j
gv j exp
(
− Ev j
kT
)
(2.21)
is the total ro-vibrational internal sum, so that
∑
v j
W∗v j = 1. (2.22)
One can also introduce the probabilityWv that the molecule is in the vibrational state v
nv = ∑
j
nv j = nαWv, (2.23)
where nv is the population of vibrational level v. Deriving the expression forWv two facts should
be considered
1. the energy of the ro-vibrational level may be expressed as the sum
Ev j = Ev + E j,v (2.24)
of the vibrational energy Ev of state v and the rotational energy E j,v,
2. the statistical weight of the ro-vibrational level is the product
gv j = gvgv( j) (2.25)
of the statistical weight gv of vibrational level v and the degeneracy gv( j) of its rotational
sublevel j.
2.4 Partial LTE 7
Accounting for Eq. 2.20, (p. 6), Eq. 2.21, (p. 6), Eq. 2.24, (p. 6) and Eq. 2.25, (p. 6) one can derive that
W∗v = gv
Q∗v(T)
Q∗(T)
exp
(
− Ev
kT
)
, (2.26)
where
Q∗v(T) = ∑
j
gv( j) exp
(
− E j,v
kT
)
(2.27)
is the rotational partition sum for the vibrational level v. Finally, introducing the population pro-
bability
W∗v ( j) =
gv( j)
Q∗v(T)
exp
(
− E j,v
kT
)
(2.28)
of the rotational sublevel j of level v, one may rewrite Eq. 2.20, (p. 6) as
W∗v j = W
∗
vW
∗
v ( j). (2.29)
It follows from Eq. 2.23, (p. 6) and Eq. 2.26, (p. 7) that the LTE populations of two vibrational levels
v and v′ are related as
n∗v′
n∗v
=
W∗v′
W∗v
=
gv′
gv
exp
(
− Ev′ − Ev
kT
)Q∗v′(T)
Q∗v(T)
. (2.30)
2.4 Partial LTE
The gas is said to be in a non-LTE state when the level populations do deviate from the Boltzmann
law while the molecular velocity distribution remains Maxwellian. One may describe this state
with the same probability formalism as was used above for the case of LTE by introducing at each
point a set of excitation temperatures instead of the one parameter T.
The complete LTE or non-LTE are hardly ever encountered in planetary atmospheres. In reality
the gas is mainly in a state that might be called partial LTE in which the velocity distribution of
molecules is Maxwellian but only some groups of levels obey the Boltzmann relation (Eq. 2.13,
(p. 5)). If one considers a certain volume of gas and traces its state as the density decreases, then
generally one will observe a series of the partial LTE states, in which ever fewer levels follow the
Boltzmann relation. Two such states are discussed, which are of special importance.
2.4.1 Rotational LTE
If the gas density is relatively high, the collisional processes dominate the excitation of molecules
and the level populations are in LTE. As the density decreases the most highly excited vibrati-
onal levels are the first to depart from the Boltzmann law. This occurs since V − T and V − V
collisional processes are no longer able to maintain the coupling of these levels with the therma-
lized levels against the influence of non-Planckian radiative transitions. As the density decreases
further, departures occur for ever lower vibrational levels. However, within a wide range of den-
sities the collisional processes between the rotational levels (R − T) can still keep the rotational
substructure of all vibrational levels thermalized. This state of the gas may be described by means
of probabilities as follows
Wv j = WvW∗v ( j). (2.31)
HereW∗v ( j) is still given by Eq. 2.28, (p. 7), whileWv has now the form
Wv = gv
Q∗v(T)
Q
exp
(
− Ev
kTv
)
(2.32)
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with Tv = T for vibrational levels which remain in the equilibrium and with Tv 6= T for those
which do not. Q, which replaces Q∗ in Eq. 2.32, (p. 7), is the total internal sum
Q = ∑
v
gv exp
(
− Ev
kTv
)
Q∗v(T) (2.33)
and is no longer a function of a single parameter T.
The state of the gas described above is a typical example of a partial LTE state and is usually
called vibrational non-LTE with an assumption that the rotational substructure of all vibrational
levels is thermalized, i.e. is in rotational LTE. Since theW∗v ( j) are known for each vibrational level
v, then only the populations nv are to be found, thus reducing greatly the number of unknown
variables. The corresponding SEE is the sum over j of the Eq. 2.1, (p. 3). Since transitions between
the sublevels j of vibrational level v can not change the total population of this level nv, the sums
of corresponding terms in Eq. 2.1, (p. 3) cancel. Then, accounting for Eq. 2.31, (p. 7), instead of the
system Eq. 2.1, (p. 3), one obtains
nv
(
∑
v′
Rvv′ + C→v
)
= ∑
v′
nv′Rv′v + C←v +Yv. (2.34)
Here
Rvv′ = ∑
j, j′
W∗v ( j)Rv j,v′ j′ = Avv′(T) + Bvv′(T) J¯vv′ , (2.35)
Avv′(T) = ∑
j, j′
W∗v ( j)Av j,v′ j′ (2.36)
is the de-excitation rate per molecule in the vibrational state v for spontaneous emission in the
ro-vibrational band v → v′ (for v < v′ Avv′ ≡ 0); Bvv′(T) and Bv′v(T) are related to Avv′(T) by
expressions
Avv′ = 2hcν3vv′Bvv′ , gvBvv′ = gv′Bv′v; (2.37)
where νvv′ , defined as
hνvv′ = Ev − Ev′ (2.38)
is the frequency of vibrational transition; Bvv′ J¯vv′ is the de-excitation (stimulated emission) or ex-
citation (absorption) rate for the ro-vibrational band v→ v′ per molecule in state v; the terms C→v
and C←v have the same structure as the corresponding terms in Eq. 2.1, (p. 3), however involve
vibrational populations and collisional rate coefficients for V–T transitions between vibrational
levels
Cvv′(T) = ∑
j, j′
W∗v ( j)Cv j,v′ j′ (2.39)
and rates of V–V transitions (see detailed discussion of these terms in Section 3.5 (p. 15))
J¯vv′ in Eq. 2.35, (p. 8) has the form
J¯vv′ =
1
Bvv′ ∑j, j′W
∗
v ( j)Bv j,v′ j′ J¯v j,v′ j′ . (2.40)
It replaces J¯ll′ in similar expression (Eq. 2.7, (p. 4)) for the radiative rate coefficients for a single
line and has, therefore, the meaning of the integrated mean intensity in the ro-vibrational band.
Note that Eq. 2.34, (p. 8) for vibrational level populations have the same form as Eq. 2.1, (p. 3) for
the ro-vibrational populations in which the integrated mean intensities for single lines J¯ll′ , Eq. 2.8,
(p. 4) are replaced by J¯vv′ for bands and where Avv′(T) and Bvv′(T) enter as the effective (tempe-
rature dependent) Einstein coefficients for vibrational transitions. This temperature dependence
results from summation the temperature independent coefficients Av j,v′ j′ for ro-vibrational tran-
sitions with the temperature dependent weighting functionW∗v ( j), Eq. 2.28, (p. 7).
The detailed balance relation for Cvv′ is now
Cvv′
Cv′v
=
gv′
gv
exp
(
− Ev′ − Ev
kT
)Q∗v′(T)
Q∗v(T)
, (2.41)
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which one obtains by summing the detailed balance relation Eq. 2.12, (p. 4) for ro-vibrational tran-
sitions and accounting for Eq. 2.29, (p. 7).
Rotational LTE for vibrational levels of a ro-vibrational band is rather similar to the case of com-
plete frequency redistribution in a single line. In the latter case the frequency of the emitted pho-
ton is not correlated with that of the absorbed photon. As a result, the line absorption and emissi-
on profiles coincide. Similarly, in the case of rotational LTE, the molecule “forgets” the rotational
level to which it was excited, so there is no correlation between the lines in which the photon was
absorbed and subsequently emitted. This “forgetting” is caused by collisions which the molecule
undergoes during its radiative lifetime; in rotational LTE these are frequent enough to keep the ro-
tational structure of the vibrational levels thermalized. In other words, rotational LTE provides an
efficient additional large scale (compared to redistribution in a single line) frequency redistribu-
tion mechanism, in which photons absorbed in optically thick lines in the cores of band branches
may be emitted in weak lines in the band wings.
It is worth noticing here that assumption of rotational LTE is the standard one in the majority
of applications since rotation–translational (R–T) collisional processes keep the rotational sub-
structure of all vibrational levels thermalized within a wide range of densities in the planetary
atmospheres. Moreover, the temperature dependences of Avv′(T) and gl(T)/gl′(T), which are rat-
her weak for the atmospheric temperature range, are usually ignored. Nevertheless, the Einstein
coefficients of ro-vibrational lines, energies of ro-vibrational levels, etc, required for an exact treat-
ment are available (see, for instance HITRAN and other databases). This is not true for collisional
rate coefficients. The majority of the data available from experimental and theoretical studies
are rate coefficients for transitions between vibrational levels or vibrational and electronic levels
which were obtained neglecting the initial and final rotational states. Therefore, only a few publi-
cations dealt with the rotational non-LTE at selected vibrational levels of certain molecules (see,
for instance the paper by Kutepov et al.(99)).
2.4.2 Vibrational LTE in groups of levels
Another typical state of partial LTE occurs when vibrational levels are closely spaced in energy
and, although out of equilibrium ensemble, are however in equilibrium with each other. It hap-
pens since the rate coefficients of the intramolecular V −V energy exchange between these levels
are usually a few orders of magnitude larger than those for V− T exchange, so even if the density
is low, collisional processes are able to keep these levels in equilibrium at the local temperature.
For a pair of such levels one may write a Boltzmann ratio
nv′
nv
=
Wv′
Wv
=
gv′
gv
exp
[
−
( Ev′
kTv′
− Ev
kTv
)]Q∗v′(T)
Q∗v(T)
=
gv′
gv
exp
[
−
(Ev′ − Ev
kT
)]Q∗v′(T)
Q∗v(T)
(2.42)
which also establishes a relation between Tv, Tv′ and T.
One can proceed further and describe a group of such levels in the framework of a probability for-
malism as a complex vibrational level V having a few sublevels s. One can assign to this complex
level some value of vibrational energy EV (for instance, equal to the energy of the lower vibration-
al level or to some average value) and some statistical weight gV . Each vibrational level v in this
group now acquires a pair of indices Vs. As in our consideration of the rotational substructure
of a single vibrational level one can express within this complex vibrational level the vibrational
energy EVs and the statistical weight gVs of each sublevel as
EVs = EV + Es,V ; gVs = gVgV(s) (2.43)
Then the probability W(V) of vibrational population for such a complex level will be still given
by Eq. 2.32, (p. 7),
W(V) = gV
Q∗V(T)
Q
exp
(
− EV
kTV
)
(2.44)
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with Q∗v(T) replaced by the ro-vibrational partition function
Q∗V(T) = ∑
s
gV(s) exp
(
− Es,V
kT
)
Q∗Vs(T) (2.45)
for the complex level V, where Q∗Vs(T) are the rotational partition functions (Eq. 2.27, (p. 7)) for
the vibrational sublevels. TV in Eq. 2.44, (p. 9) is now the vibrational temperature associated with
the complex level V. It will coincide with T if all sublevels of the complex level belong to the
equilibrium ensemble of vibrational levels and will differ from it if some (at least one) of sublevels
are out of this ensemble. Subsequently the probability W∗V(s) of population of the vibrational
sublevel s is expressed by
W∗V(s) =
gV(s)
Q∗V
exp
(
− Es,V
kT
)
. (2.46)
Consequently the population probability of the ro-vibrational level v j, where v denotes the vibra-
tional level which is considered as a sublevel s of a complex thermalized vibrational level V, (i.e.
Vs is equivalent to v), could be expressed as
Wv j = WvW∗v ( j) = W(V)W
∗
V(s)W
∗
Vs( j). (2.47)
BecauseW∗v ( j) = W∗Vs( j), the relation between Tv, TV and T follows from equatingWv toWVW
∗
V(v).
Since for each of these LTE groups of vibrational levels one needs to find only its total population
nV = ∑
s
nVs, (2.48)
the dimension of the SEE system (Eq. 2.34, (p. 8)) may be reduced once more as in a the case of
rotational LTE by summing equations (Eq. 2.34, (p. 8)) over v within each group. Again, as radia-
tive and collisional transitions between levels of the group do not effect its total population, the
corresponding terms cancel. The new system of equations for the populations of level groups (the
group may obviously consist of a single level as well) will look identical to the system (Eq. 2.34,
(p. 8)). However its dimension L′ = L−M+G is smaller : here L is the total number of vibration-
al levels considered, M is the number of vibrational levels in the LTE groups and G is the number
of these groups.
2.5 Ro-vibrational non-LTE
At still lower densities rotational LTE breaks down. This occurs first for the higher vibrational
levels whose radiative lifetimes are too short for collisions to thermalize their rotational structure.
Rotational LTE for a given vibrational level fails first for rotational sublevels with large j since
they become easily uncoupled from the ensemble of thermalized sublevels. As the density decre-
ases further, more and more sublevels down to small values of j and more and more vibrational
levels down to lower vibrational energies depart from equilibrium. The gas is approaching a state
which may be called total ro-vibrational non-LTE. In order to describe it one may use the relation
(Eq. 2.31, (p. 7)), whereW∗v ( j) is replaced by
wv( j) =
gv( j)
Qv
exp
(
− E j,v
kTj,v
)
. (2.49)
Here Tj,v is the rotational temperature of the rotational sublevel j of vibrational level v; Tj,v is
equal to T for thermalized sublevels and differs from T for those which are out of the thermalized
ensemble. The rotational partition function Qv in Eq. 2.49, (p. 10) is given now by the sum
Qv = ∑
j
gv( j) exp
(
− E j,v
kTj,v
)
(2.50)
which no longer depends on the single parameter T.
3. Methods of solution of the non-LTE problem (current status)
The radiative rate coefficients in the SEE (Eq. 2.1, (p. 3)) or (Eq. 2.34, (p. 8)) make them not only
nonlinear but also nonlocal, as the integrated mean intensities J¯ll′ are determined by the level
populations at all altitudes in the atmosphere. In addition, molecular collisions introduce a local
nonlinearity as their rates often depend on certain level populations. These features appear to
demand an iterative solution.
In this section wewill consider in detail three approaches which handle the nonlocality and nonli-
nearity arising from the radiative rate coefficients, namely lambda iteration, the matrix technique
and accelerated (or approximate) lambda iteration. Later wewill discuss ways of treating the local
nonlinearity coming from the collisional and chemical rate coefficients. The techniques described
below avoid linearizing the problem in small variations of populations and iterating.
3.1 Lambda iteration
The most obvious way of solving the problem specified by Eq. 2.1, (p. 3) or Eq. 2.34, (p. 8) is to
iterate between the SEE and the RTE. This process is traditionally called “lambda iteration”.
The integrated mean intensity (Eq. 2.8, (p. 4)) is defined with the help of lambda operator as
J¯ll′ =
∫
Ω
dΩ
∫ +∞
0
ΛµνSνϕll′(ν)dν. (3.1)
In “lambda iteration” the new populations are found from the solution of the SEE
nl ∑
l′
(R†ll′ + Cll′) = ∑
l′
nl′(R
†
l′ l + Cl′ l) +Yl , (3.2)
in which the radiative rate coefficients are evaluated from the populations given by the previous
iteration,
R†ll′ = All′ + Bll′ J¯
†
ll′ (3.3)
where
J¯†ll′ =
∫
Ω
dΩ
∫ +∞
0
Λ†µνS
†
νϕll′(ν)dν. (3.4)
In these expressions a dagger (†) denotes quantities evaluated using “old” variables, from the
previous iteration. We assume for the time being that the collisional rate coefficients and source
terms do not vary in the course of iteration. In this way the nonlinearity from the collisional rate
coefficients is avoided.
“Lambda iteration” has been investigated in detail in the astronomical context since the 1920’s
(see Unsöld (206)). It is attractive as it involves matrices no larger than L× L, where L is the total
number of molecular levels, and is actually a numerical simulation of the process of multiple
scattering of photons in lines and bands. Unfortunately, if for some transitions the atmosphere
is optically thick, the photons can be effectively trapped in cores of optically thick lines. Thus
the number of scattering and correspondingly the number of iterations before the final state is
reached may be very large. Convergence rate can be so slow that false solutions appear to be
stable, or the accumulation of numerical errors will cause the process to diverge.
3.2 Matrix method
An alternative way of solving non-LTE problems is to treat the SEE and RTE simultaneously, dis-
cretizing the RTEwith respect to an optical depth or pressure grid to get a matrix representation of
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the radiative terms in the SEE. Here, we consider only the case in which the lines do not overlap.
A generalization including line overlap will be outlined below.
If a single line does not overlap other lines or continua the RTE is
µ
dIµν
dz
= −χll′(ν)Iµν + ηll′(ν) = −χll′(ν)(Iµν − Sll′), (3.5)
where η, χ and S are defined by Eq. 2.3, (p. 3) and Eq. 2.4, (p. 3), respectively. The formal solution
of this equation takes the form
Iµν = Λµν [Sll′ ], (3.6)
and the integrated mean intensity may be written as
J¯ll = Λll′ [Sll′ ] = Λll′
[ nlAll′
nl′Bl′ l − nlBll′
]
= Λ˜ll′ [nl ], (3.7)
where Λll′ is obtained from Λµν by the operator
∫
dΩ
∫
dνϕll′(ν) . . . . The relation between Λll′
and Λ˜ll′ is obvious.
In lambda iteration the non-local radiative terms at each iteration step are calculated using the po-
pulations obtained in previous step. This makes the equations at each step linear, so the non-local
problem is solved as a sequence of local linear problems for each altitude point in the atmosphe-
re. From this point of view matrix methods utilize the opposite strategy: the non-local radiative
terms are considered as unknown and expressed in terms of populations. The problem is then
solved iteratively as a sequence of non-local linear problems.
In any matrix method the integral operators Λll′ or Λ˜ll′ are discretized on some depth or pressure
grid and replaced by matrices using one or another standard technique. For instance, S or n in the
integrals (Eq. 3.7, (p. 12)) are replaced by a step-functions for some set of layers in the atmosphere.
The integrals are replaced by thematrix expressions J¯ll′ = Λ˜ll′nl, where nl is a vector of dimension
D and Λ˜ll′ is a matrix of dimension D×D. In order to make the SEE (Eq. 2.1, (p. 3)) linear at each
iteration step, the terms nl J¯ll′ which represent stimulated emission are replaced by nl J¯
†
ll′ , whereas
the absorption terms are replaced by n†l′Λ˜
†
ll′nl. In the latter case n
†
l′ is a diagonal matrix acting on
the vector J¯ll′ . Instead of D systems of equations (Eq. 2.1, (p. 3)) of dimension L× Lwe now obtain
a large system of equations of dimension (L× D)× (L× D)
∑
l′
R˜†ll′nl′ = Yl, (3.8)
where
R˜†ll′ =
{ −(R†l′l + Cl′l) + Bll′n†l Λ˜†ll′ l′ > l−Cl′l l′ < l
R˜†ll = −(∑l′ 6=l R˜†l′l).
(3.9)
In these expressions R†ll′ are the diagonal matrices with elements R
†
ll′ = All′ + Bll′ J¯
†
ll′ , Cll′ are the
diagonal matrices of collisional rate coefficients, Pl is the vector of sources and a dagger as usual
denotes quantities evaluated using variables from the previous iteration.
In the matrix algorithm outlined here the level populations are the unknown variables. In order to
construct the systemmatrix we used a discrete matrix representation of the lambda operators Λll′
(or Λ˜ll′ ). In the so called Curtis-matrix method (see Goody (63)), the lambda matrices are replaced
by the Curtis-matrices which relate the radiative flux divergences Hll′ in lines or bands to the
source functions. The relation between the Curtis and lambda matrices is found by writingHll′ in
terms of both Λll′ and C ll′
Hll′ =
∫
Ω
dΩ
∫
µ
dIµν
dz
dν =
= χ¯ll′( J¯ll′ − Sll′) = χ¯ll′(Λll′ [Sll′ ]− Sll′) = Cll′ [Sll′ ], (3.10)
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where
χ¯ll′ =
hνll′
4pi
(nl′Bl′ l − nlBll′) (3.11)
is the frequency integrated opacity χll′(ν), Eq. 2.3, (p. 3). Therefore, the SEE (Eq. 3.8, (p. 12)) may
be rewritten in terms of Curtis matrices C ll′ .
Thematrix approach described here for non-overlapping lines can be easily generalized to include
overlapping. It is only necessary to write the total source function Sν , Eq. 2.6, (p. 4) as
Sν = ∑
l>l′
ϑll′(ν)
χ(ν)
nl + Sc(ν), (3.12)
where the sum includes all combinations l < l′ which are active at frequency ν. Here
ϑll′(ν) =
hνll′All′ϕll′(ν)
4piχll′(ν)
and Sc(ν) = ηc(ν)/χ(ν) is the continuum source function. It follows from Eq. 3.1, (p. 11) that
J¯ll′ = ∑
`>`′
Λ˜ll′ ,``′ [n`] + J¯ll′ ,c, (3.13)
where Λll′ ,``′ are obtained from Λµν by the operator
∫
dΩ
∫
dνϕll′(ν) . . .ϑ``′(ν) and J¯ll′ ,c is the con-
tribution of the continuum emission to the total integrated mean intensity. The latter is obtained
by replacing in Eq. 3.1, (p. 11) the total source function Sν by the continuum source function Sν,c.
If one now replaces the absorption terms nl J¯ll′ in the SEE (Eq. 2.1, (p. 3)) by the sums
∑
`>`′
Λ˜
†
ll′ ,``′n` + J¯
†
ll′ ,c, (3.14)
one again obtains the system (Eq. 3.8, (p. 12)), where the matrices (Eq. 3.9, (p. 12)) now have a
somewhat different structure.
3.3 Comparison of lambda iteration and matrix method
Let us now compare lambda iteration with an iterative process which utilizes the matrix equation
(Eq. 3.8, (p. 12)). In the first case the iteration proceed as following:
1. The initial populations n†l are chosen, for instance, LTE populations.
2. The RTE is solved, the mean intensities J¯†ll′ at all D altitude grid points are calculated and
the radiative rate coefficients Rll′ are determined.
3. The sequence of D system of equations (Eq. 3.2, (p. 11)) is solved and new populations nl at
all grid points are obtained. As each iteration requires inversion of D matrices with dimen-
sion L× L, the number of operations, and consequently the computer time are proportional
to DL2.
In the case of iteration using the matrix equations (Eq. 3.8, (p. 12)) steps (1) and (2) remain the
same while step (3) is different. At this step a matrix of dimension (L × D) × (L × D) must be
inverted, which requires time ∼ D2L2, i.e. a factor D larger than in the previous case. Therefore,
from the point of view of time required, one “matrix iteration” is equivalent to about D lamb-
da iterations. The advantage of the matrix method lies in the simultaneous determination of all
populations at all altitudes instead of the sequential evaluation of the populations at using the
radiative field from the previous iteration. Therefore, as a rule, “matrix iteration” converges very
rapidly. However, if both L and D are large, each iteration is very expensive in computer time and
memory; the same result is more quickly achieved with lambda iteration using significantly less
storage. Nevertheless, for optically thick transitions lambda iterationmay converge so slowly that
the solution requires significantly more time than “matrix iteration”. This difficulty is overcome
in the accelerated lambda iteration techniques.
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3.4 Accelerated lambda iteration
The family of accelerated lambda iteration (ALI) methods utilize iteration with an approximate
(or accelerated) lambda operators (see for more details Rybicki and Hummer (181; 182)).
ALI methods are based on operator splitting of the form
Λ = Λ∗ + (Λ−Λ∗), (3.15)
where the choice of the approximate lambda operator Λ∗ is discussed below. This approach leads
to the iteration scheme
Iµν = Λ∗†µν [Sν ] + (Λ
†
µν −Λ∗†µν)[S†µ ] = Λ∗†µν [Sν ] + Ieff†µν , (3.16)
where
Ieff†µν = (Λ
†
µν −Λ∗†µν)[S†ν ]. (3.17)
Although this equation is only approximate at each stage of the iteration, it becomes exact for the
converged solution, where S†ν = Sν , Λ
∗†
µν = Λ∗µν and Λ
†
µν = Λµν .
The Eq. 3.16, (p. 14) describes a whole class of methods, each specified by the choice of a particu-
lar approximate lambda operator. One of the simplest choices is to use the diagonal part of the
matrix representation of exact lambda operator. The principal advantage of the diagonal appro-
ximation is that SEE remain completely local, whereas more sophisticated approximations, such
as the tridiagonal, make the equations non-local, which become harder to solve and may be more
unstable. Nevertheless, tridiagonal operators may offer much faster convergence, and have been
used successfully in a number of applications.
Eq. 3.16, (p. 14) gives Iµν in terms of populations. It is important to note that S
†
ν as well as the ope-
rators Λ∗†µν and Λ†µν are constructed from the “old” populations. However the “new” populations
are still present here through the source function Sν . The direct implementation of this expression
for the intensity in the radiative rate coefficients of the SEE will cause these equations to become
nonlinear. The distinguishing feature of the ALI approach is that the linearity of the SEE is easily
restored by “preconditioning”. Rybicki and Hummer (181; 182) described several strategies for this
procedure. For instance, “preconditioning within the same transition only”, is designed to handle
the case when lines do not overlap or the overlap is “weak” i.e. the cores of a few lines overlap,
while for the remainder at most only wing overlap occurs. This leaves the form of the SEE (Eq. 2.1,
(p. 3)) unchanged, while the radiative rate coefficients Rll′ are replaced by
Reffll′ = All′(1− Λ¯∗†ll′ ) + Bll′ J¯eff†ll′ . (3.18)
Here Λ¯∗†ll′ and J¯
eff†
ll′ are obtained from Λ
∗†
µν and Ieff†µν by the operator
intdΩ
∫
dνϕll′(ν) . . . . The conditioning of the SEE is improved because much of the transfer in
the “core” of the line (described by the local part of the lambda operator) is canceled analytically.
These preconditioned equations are still linear in the populations, notwithstanding the presence
of stimulated emission terms. These modified equations automatically guarantee non-negative
solutions for the new populations (see Rybicki and Hummer (181; 182) for details) and thus a stable
iteration process.
It is worth noticing here that the SEE are linearly dependent. Therefore to solve the system (Eq. 2.1,
(p. 3)) one of its equations for each specie replaced by the particle conservation equation. Thus the
conservation law is built into the method and is enforced at every iteration.
This formalism has been presented as a method of solution for the general non-LTE problem, in
which the system of equation (Eq. 2.1, (p. 3)) is solved for all molecular level populations. If only
ro-vibrational excitation is involved, populations of all ro-vibrational levels are found. Additio-
nally, if rotational LTE is valid, the radiative rate coefficients Rvv′ in the SEE (Eq. 2.34, (p. 8)) will
be replaced by Reffvv′ . These are obtained by summing R
eff
v j,v′ j′ , Eq. 3.18, (p. 14) over j and j
′, as was
done in deriving Rvv′ , Eq. 2.35, (p. 8).
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3.5 Treating the nonlinearity arising from collisions
Here we consider the nonlinearity due to V −V energy transfer, limiting our attention to the case
of rotational LTE, which corresponds to the SEE (Eq. 2.34, (p. 8)).
In the SEE (Eq. 2.34, (p. 8)) nv are the vibrational level populations of one of the gases in the
mixture. In a mixture consisting of several vibrationally excited molecular constituents coupled
by V −V energy exchange, the SEE (Eq. 2.34, (p. 8)) should have the form
nαv ∑
v′
(
Rαvv′ + C
α(V−T)
vv′ + ∑
β,v′ ,vβ ,v′β
nβvC
α,β(V−V)
vαv′α ,vβv′β
+ ∑
β,v′ ,vβ ,v′β
nβvC
α,β(C−V)
vαv′α ,vβv′β
+
)
=
∑
v′
nαv′
(
Rαv′v + C
α(V−T)
v′v + ∑
β,v′α ,vβ ,v′β
nβv′C
α,β(V−V)
v′αvα ,v′βvβ
+ ∑
β,v′α ,vβ ,v′β
nβv′C
α,β(C−V)
v′αvα ,v′βvβ
+
)
+Yαv , (3.19)
where the greek letters denote molecular species. Here Cα(V−T)vαv′α are the total collisional rate coeffi-
cients for V − T energy transfer forα-molecules
Cα(V−T)vαv′α = ∑
β
nβkα,βvαv′α , (3.20)
where kα,βvαv′α are rate constants for V − T transition vα → v′α in the α-molecule by the collisions
with β-molecules and nβ is total number density of β-molecules.
Since here the total number densities of all molecules is assumed to be known, the terms (Eq. 3.20,
(p. 15)) do not cause nonlinearity, which enters only through the third terms on the left and right
sides of Eq. 3.19, (p. 15) representing V −V energy exchange. In these terms Cα,β(V−V)vαv′α ,vβv′β are the rate
coefficients for the transitions vα → v′α in the α-molecules and the transitions vβ → v′β in the
β-molecules. These coefficients are related by the detailed balance expressions
W∗αvα W
∗β
vβ C
α,β(V−V)
vαv′α ,vβv′β
= W∗αv′α W
∗β
v′β
Cα,β(V−V)v′αvα ,v′βvβ (3.21)
or
Cα,β(V−V)vαv′α ,vβv′β
Cα,β(V−V)v′αvα ,v′βvβ
=
gv′α gv′β
gvα gvβ
Q∗v′α (T)
Q∗vα (T)
Q∗v′β(T)
Q∗vβ(T)
× exp
(
− Ev′α − Evα
kT
)
× exp
(
− Ev
′
β
− Evβ
kT
)
.
The dimension L× L of the system (Eq. 3.19, (p. 15)), where L = ∑α Lα is now the total number of
vibrational levels of M molecules considered, may be very large.
3.5.1 Straightforward iteration and “decoupling”
The first idea which usually comes to mind in attempting to solve the SEE Eq. 3.19, (p. 15) is that of
iterating between different molecules. At each iteration one will solve for each molecule the SEE
in which the V − V collisional terms are estimated using the previous values of the vibrational
level populations of all other molecules. By considering at each step a single molecular species
one needs to invert only matrices of dimension Lα × Lα (instead of dimension L× L). However,
further thought shows that this strategy is ineffective, especially if quasi-resonant V − V energy
exchange occurs. This is easily seen in the simple case of two two-level molecules. In this case the
SEE forα-molecule at the current iteration step has the form
nα2 (R
α†
21 + C
α(V−T)
21 + n
β†
1 C
α,β(V−V)
21,12 )
= nα1 (R
α†
12 + C
α(V−T)
12 + n
β†
2 C
α,β(V−V)
12,21 ) (3.22)
or
Sα =
Rα†12 + C
α(V−T)
12 + n
β†
1 S
β†Cα,β(V−V)12,21
Rα†21 + C
α(V−T)
21 + n
β†
1 C
α,β(V−V)
21,12
. (3.23)
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In the latter equationwe have introduced Sα = nα2/n
α
1 and S
β = nβ2 /n
β
1 and dropped for simplicity
the source terms. The corresponding equations for the β-molecule are obtained by interchanging
α  β.
In the case of quasi-resonant V − V energy exchange Cα,β(V−V)21,12 ,Cα,β(V−V)12,21  1. We may as-
sume that Cα,β(V−V)21,12 ≈ Cα,β(V−V)12,21 , which follows from the balance relation (Eq. 3.22, (p. 15)) if
Eα2 − Eα1 ≈ Eβ2 − Eβ1 (quasi-resonance) and gv′α gv′βQ∗v′αQ∗vα/gvα gvβQ∗v′βQ
∗
vβ ≈ 1. Since the correspon-
ding terms dominate both the numerator and denominator of Eq. 3.23, (p. 15) and its analog for
the β-molecule, both equations reduce to
Sα ≈ Sβ†, Sβ ≈ Sα†. (3.24)
As a result iteration between the α- and β-molecules often diverge or is instable. If convergence
is still possible its rate will be extremely low.
The expression Sα ≈ Sβ which follows from Eq. 3.23, (p. 15) describes the case of source function
equality for two bands whose levels are strongly collisionally coupled. A similar case of source
function equality in atomic line doublets was investigated by Avrett (10). An efficient way to
overcome the convergence problem outlined above is obvious: the populations nα2 and n
β
2 (or
source functions Sα and Sβ) should be found simultaneously. In doing this one assumes in both
equations (Eq. 3.22, (p. 15)) that nα1 and n
β
1 are known from the previous iteration and solve this
system for nα2 and n
β
2 . Both equation remain linear, however one may easily check that the loop
(Eq. 3.24, (p. 16)) causing the transfer of errors from one iteration to another is broken. Although
at each iteration one needs to solve the system of two equations, convergence is significantly
improved.
This way of dealing with two two-level molecules remains valid for the problem (Eq. 3.19, (p. 15))
with an arbitrary number of multilevel molecules. Rather than iterating between molecules one
should solve the entire system of equations for all molecules simultaneously: in the case of lambda
iteration or the ALI approach, the system will have dimension L× L and must be solved at each
depth grid level in the atmosphere. In the matrix method the complete system of equations for all
altitude points having the very large dimension (L×D)× (L×D)must be solved. In both cases,
the following recommendation for treating the nonlinear terms ∼ nαvαnβvβ (α may also be equal to
β) arising from V −V coupling is suggested:
1. For the first iteration the population is taken as known of the level with smaller vibrational
excitation.
2. For subsequent iterations the population which varied least rapidly during previous itera-
tions should be selected.
In this case the matrix A† of the SEE to be solved
A†n = Y (3.25)
is no longer the block–diagonal and, therefore, populations of all species need to be found si-
multaneously. However, the convergence is significantly improved and the total time required to
solve the problem is reduced.
3.5.2 Newton–Raphson method
Another way of dealing with the local non-linearity of collisional terms tested was the standard
Newton–Raphson method for the solution of system of non-linear equations.
In our case when non-linear terms of SEE include only products of two populations the Jacobi
matrix A†J is formed easily. We applied this method both at each iteration and allowing a few inner
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iterations for populations to adjust to the radiative field. In both cases, however, this approach
gives no convergence advantage compared to the “decoupling”: the convergence curves for it
nearly overlap with those for “decoupling” algorithm except of a few first iterations.
We found the following explanation of this behavior of the Newton–Raphson algorithm. It solves
SEE iteratively as
A†J(n− n†) + A†n† = Y (3.26)
or
(A† + R†)n = Y+ R†n†, (3.27)
where the matrix R = AJ − A.
One can easily check that components of vectors Rn in Eq. 3.27, (p. 17) are the differences
nln`Cll′ ,``′ − nl′n`′Cl′ l,`′`. (3.28)
These differences are obviously small for lower altitudes where the situation is close to LTE (see
detailed balances Eq. 2.12, (p. 4)). However, they remain small also for higher altitudes where
the LTE is broken: due to the exponential decrease of density with the altitude collisional terms
vanish compared to radiative terms. Taking this into account one may see that equations Eq. 3.25,
(p. 16) and Eq. 3.27, (p. 17) are nearly identical, which results in the equal convergence rates of
both iterative processes.
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4. Comparison of methods used to solve non-LTE problem in
atmospheric science
4.1 Comparison of the ALI and lambda iteration techniques
We investigated the convergence of a number of these schemes in solving the vibrational non-
LTE problem for CO2 in the Earth atmosphere for a few atmospheric models under both day
and night conditions. For nighttime we confined ourself mostly to a model in which CO2 was
represented with 9 vibrational levels and N2 and O2 each had two levels. The problem included
therefore 13 vibrational levels of 3 molecules and 16 ro-vibrational bands. For the daytime we
used a model similar to those applied by López-Puertas et al.(110; 112) and Nebel et al.(153). This
model included NL = 64 vibrational levels of 5 CO2 isotopes, two levels for each of N2 and
O2 and 144 ro-vibrational bands. The absorption of solar radiation by the CO2 bands in the 1–
15 µm spectral region was taken into account. Rotational LTE was assumed. The spectroscopic
parameters were taken from the HITRAN-96 database. The system of collisional reactions as well
as the volume mixing ratio profile of CO2 are those of Shved et al.(188). We used D=61 grid points
with a constant step in the logarithm of the CO2 column density, with the first point located at
180 km and the last one at the surface level (0 km). For the lower boundary a black body with the
planet surface temperature was assumed. We used NA = 4 and NF = 32 points for integration
over angle and frequency within a line, respectively.
The following iteration schemes were investigated:
1. Lambda iteration but without removing (as described in Section 3.5 (p. 15)) the local non-
linearity caused by the V −V exchange. This case is denoted as LI.
2. Lambda iteration including the local non-linearity due to the V − V exchange but with an
inner iteration loop to allow the populations to adjust to the radiative rates at a given itera-
tion. We denote this case as LI+V (see Vollmann (210)). This scheme works as following:
(a) for given populations the radiative mean intensities are calculated and rate coefficients
in the SEE (Eq. 3.2, (p. 11)) are determined and held fixed throughout the inner iteration
cycle;
(b) at each pressure point the inner iteration proceeds as following:
i. for each molecule the collisional rate coefficients for V − V exchange with other
molecules (or with other levels of the same molecule) are fixed by setting all popu-
lations required equal to those from previous outside iteration
ii. the SEE are solved for one molecule after another and a new set of populations is
obtained
iii. the collisional V − V coefficients are updated using populations from step b and
the SEE are solved again: the process is repeated to convergence
(c) a new outer iteration begins: populations obtained at all pressure points are used to
update the radiative rate coefficients and so on.
3. Lambda iteration with the V −V non-linearity treated according to Section 3.5 (p. 15). This
case is denoted as LI+K, see Kutepov et al.(99) who suggested this treatment of the non-
linearity.
4. As in case LI+V but replacing lambda iteration by the ALI approach. Now a rather different
algorithm for the inner iteration is used to handle the local V − V non-linearity, in that it
uses Reffll′ rather than Rll′ . We denote this case as ALI+O, see Ogibalov et al.(160), who used
this approach.
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Fig. 4.1 Convergence plots for the 9-level CO2 model of a spring equinox atmosphere at night. Logarithms of the ma-
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iteration schemes (LI, LI+V, etc); use of Ng’s acceleration method indicated by (+NG).
5. ALI with theV−V non-linearity treated according to Section 3.5 (p. 15). This case is denoted
as ALI+K.
6. As in the previous case but using the convergence accelerating technique suggested by Ng
(154) in a version described in Section E.1 (p. 107). We denote this case as ALI+K+NG.
7. As in case ALI+O but using Ng-acceleration for the outer iteration. The case is denoted as
ALI+O+NG.
In Fig. 4.1 (p. 20) the logarithms of the maximum absolute relative change (MARC) in the CO2
populations at all altitudes for successive iterations are plotted for the 9-level CO2 model at night,
for each iteration scheme considered. The spring equinox model of the atmosphere at latitude 40◦
generated by the MSISE-90 model was used. In all cases LTE populations were taken as the initial
populations.
It is clear that both the LI and LI+V processes converge very slowly; in both cases at the 200th step
a relative error of only about 10−3 is reached. There are two reasons for this slow convergence,
namely trapping of photons in cores of the optically thick lines which is not eliminated in the
ordinary LI algorithm and the strong local non-linearity due to V −V coupling, which causes the
errors to be propagated. Analyzing these cases we found that the maximum relative change in
populations was always that for level 00011, which is the upper level of the most optically thick
4.3 µm fundamental transition and which simultaneously is efficiently coupled with the N2 (1)-
level by the near-resonant V−V energy exchange (see Section 3.5 (p. 15)). We note that as a result
of this coupling the corresponding population change for N2 (1) had approximately the same
value as that for 00011 at all iterations.
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One might hope to accelerate convergence by removing the transfer in the line cores when LI
is replaced by ALI or by breaking the error transfer loop caused by the collisional coupling as
described in Section 3.5 (p. 15). Surprisingly, the “decoupling” alone gives nearly no improvement
(see the curve LI+K). On the other hand replacing LI by ALI without “decoupling” significantly
destabilizes the iteration process (ALI). Allowing the populations to adjust to the radiative field
by means of inner iterations restores smooth convergence (ALI+O) and also slightly improves
it, but at the cost of the required time for the inner iterations. We observed about that 300 to 400
inner iterations (for the criteria 10−4) were required between radiative iterations for both the LI+V
and ALI+O processes. Although for the 9-level model the inner iterations did not significantly
increase the total time, for 60 levels of CO2 the inner iterations increase the time required to obtain
a relative error of about 10−3 by a factor of 3.
However the real “breakthrough” in the convergence appears when ALI and “decoupling” are
introduced simultaneously. The curve ALI+K demonstrates this dramatic acceleration of conver-
gence in comparison with previous approaches. A relative error of 10−3 is now obtained after
about 40 iterations in comparison with 200 iterations for the ALI process.
We applied the Ng acceleration algorithm (see Section E.1 (p. 107)) to all cases (except the unstable
ALI case) discussed above and found that for both the LI and LI+K schemes theNg procedure fails
and causes both calculations to collapse. This failure is independent of the iteration step at which
acceleration is first applied: we tested it beginning at steps from 10 to 30 with the same negative
effect. Nevertheless, despite the appreciable initial jump in the relative change, Ng-acceleration
gives good results in the ALI+O case when applied to the outer radiative iterations: see the cur-
ve ALI+O+NG in Fig. 4.1 (p. 20), where the Ng-procedure is first applied at the 10th radiative
iteration and 3 previous iterations are used. However it appears to be the most effective for the
ALI+K scheme (see the curve ALI+K+NG), doubling the convergence rate. This is not surprising:
the fast and stable convergence of the ALI iterations provides optimal conditions for applying
Ng-acceleration.
As was already mentioned, the maximum relative change between the results of successive ite-
rations presented in Fig. 4.1 (p. 20) occurs for the level 00011 of CO2 . It is always observed at
altitudes around 100 km where the temperature profile has its minimum and where therefore the
collisional excitation of 00011 level is least effective. As a result, the population of levels 00011 in
this layer is very sensitive to radiation in the 4.3 µm band coming from the other layers of the
atmosphere and absorbed by ground state CO2 .
We recorded each iteration the relative population changes for all levels included in themodel. For
the CO2 vibrational levels other than level 00011 the maximum relative changes decrease when
the optical thickness of the transitions from these levels are reduced. For instance, the population
of the 01101 level, which gives rise to the 15 µm fundamental transition, converges much faster
than that of level 00011. We display the results for this level in Fig. 4.2 (p. 22) (dash-dotted curves)
in comparison with those for 00011 level (thick solid curves) both for LI and ALI+K+NG schemes.
This figure shows that a relative change 10−3 in population is reached for the 01101 level in 15 and
7 steps for the LI and ALI+K+NG algorithms, respectively.
The results of our convergence study for the 64-level CO2 model during day and night for the
spring equinox atmospheric model appear in Fig. 4.3 (p. 23). The convergence rates of the various
iteration schemes for night conditionswere similar to those found for the 9-level CO2 model (com-
pare the thick solid curves in Fig. 4.3 (p. 23) with those in Fig. 4.3 (p. 23)). However the absorption
of solar radiation had different effects on LI and ALI+K(+NG) algorithms. We found that the LI
scheme converged much more slowly, requiring about 50 more iterations before the same MARC
is reached. In contrast, the ALI+K and ALI+K+NG algorithms reacted to the solar pumping by
converging still more rapidly: the numbers of iterations decreased by 20 and 5–10 for ALI+K and
ALI+K+NG algorithms, respectively.
It should be noted that the solution using the ALI+K+NG algorithm of an extended non-LTE
model in CO2 in the Earth’s atmosphere (see Shved et al.(188)), which includes 328 vibrational
levels of 7 CO2 isotopic species and about 800 bands with a total of about 105000 ro-vibrational
lines, converged in the same way as the calculations just reported.
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An additional sensitivity study was performed for the ALI+K+NG scheme, which showed that
its convergence is uniquely insensitive to changes of the input parameters. As it was mentioned
above, this algorithm converges at the same rate for CO2 models with 9, 60 or 328 vibrational
levels. We have also increased the number of the angle-frequency quadrature grid points and
find that successive doublings of D = 61 (up to 481) had no influence on the convergence of the
ALI+K+NG scheme. The atmospheric models used had also very little influence: the number of
iterations required to get a MARC of 10−4 for various models altered by not more than 5. This
algorithm is only very slightly sensitive to the starting values of the populations. If the starting
values are close to the final solution (for instance, the populations from a previous incomplete
calculation or a similar model), the number of iterations can be strongly reduced. In our sensitivity
study we chose initial populations which always differed significantly from the final ones. Thus,
we used instead of the LTE values for a given model temperature profile those for profiles very
different from the one being considered (e.g. constant temperatures or temperature profiles from
another atmospheric model): again the number of iterations changed by only 3 to 5.
Rybicki and Hummer (181) performed a convergence study similar to that presented here for the
ALI-algorithm they developed, using two non-LTE atomic line formation problems. Their con-
vergence patterns are very similar to ours, both with and without the Ng procedure. In addition
to MARC these authors also calculated the “true” relative error at each iteration using the conver-
ged solution from a previous calculation. They found that the MARC closely followed the “true”
relative error, but was, in general, somewhat smaller.
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Fig. 4.3 Convergence plots for a 64-level CO2 model of a spring equinox atmosphere for night and for day conditions (at
solar zenith angle 0◦).
4.2 Comparison of ALI algorithms utilising various radiative transfer techni-
ques
In the previous section the convergence of a number of iteration schemes based both on lambda
iteration and ALI in solving the non–LTE problem for CO2 in the Earth’s atmosphere for day and
night conditions was investigated. Only the Feautrier algorithm in its modification described by
Rybicki and Hummer (181) was applied to the solution of RTE. The acceleration procedure of Ng
as described by Rybicki and Hummer (182). was applied for predicting populations of all species at
each altitude and at each iteration beginning with the specified iteration step. These schemes were
applied to the standard CO2 non-LTE problem in the Earth’s atmosphere and to that in which the
CO2 volume mixing ratio was increased by a factor of 104. This artificial problem was extremely
optically thick providing a severe challenge for iterative techniques.
It was demonstrated that ALI+Ng+“decoupling” provided the fastest convergence for both day
and night for various atmospheric models and starting populations. The convergence for both
normal and optically thick problemwas nearly identical. In later application of the code to the op-
tically thick CO2 problem in the Martian atmosphere we observed, however, substantially slower
convergence than that for the artificial optically thick case described above. There are two obvious
reasons for this difference:
− the low pressure in the Martian atmosphere (the surface value is about 6 mb compared to
1000 mb at the Earth’s surface) and, consequently, low frequency of collisions and
− very large optical depth of Martian atmosphere (about 500 times larger than that for the
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Earth’s).
The case of CO2 in the Martian atmosphere was selected as a core one for the convergence study
presented here, however we discuss also the case of Earth’s atmosphere for the the sake of com-
parison. Both day and night conditions were tested. Only vibrational non-LTE was considered as-
suming rotational LTE for all vibrational levels. Both the “decoupling” and the Newton–Raphson
algorithms (see Section 3.5 (p. 15) for the solution of SEE were tested. Since convergence curves
for these two algorithms nearly completely overlap only those for “decoupling” are displayed
below. Various radiative transfer algorithms were utilized.
The molecular model used included 56 vibrational levels of 5 CO2 isotopes and 149 ro-vibrational
bands. For the Earth’s atmosphere N2 and O2 molecules were added with two levels for each.
The spectroscopic parameters were taken from the HITRAN–2000 database. The absorption of
solar radiation by the CO2 bands in the 1–15 µm spectral region was taken into account. The
system of collisional reactions and corresponding rate coefficients for the Earth’s are those of
Shved et al.(188). For the Martian atmosphere we applied the system of reactions as described by
López-Valverde et al.(207; 208). Corresponding rate coefficients were generated using data of these
authors for the lowest vibrational transitions and scaling them to higher ones by means of the
first-order perturbation rules suggested by Shved et al.(188). 1km–step altitude grids starting from
the ground with D=200 points for Martian- and 180 point for Earth’s atmospheres, respectively,
were applied.
For the lower boundary a black body at the surface atmospheric temperature was assumed.
The input atmospheric models are those used for non–LTE diagnostics of the CRISTA/ASTRO-
SPAS (Earth) and TES/MGS (Mars) infra-red limb radiance data.
In the discussion below we use the following abbreviations: Long– and Short–0 and 1 – for the
long and short characteristic radiative transfer algorithms (see Appendix D (p. 99) ), respectively
of zero- and first order (in the case of zero order the source function for a layer is equal to themean
of its values at layer boundaries); MF – for modified Feautrier algorithm; DFE – for discontinuous
finite element algorithm; NG – for Ng subroutine. Together with Ng acceleration we tested also
simple linear prediction of populations for n steps ahead which we abbreviate as LE.
In Fig. 4.2 (p. 25) the maximum absolute relative change (MARC) in the CO2 populations at all al-
titudes for successive iterations are plotted for night and day condition in theMartian atmosphere
for each iteration scheme considered.
One can see in Fig. 4.2 (p. 25) that processes when Long–0 and Short–0 are used (convergence cur-
ves overlap and marked in figure as “Short–0”) have slowest convergence rate. The application of
Long/Short–1 slightly (curve “Short–1” for both) improves convergence, however the significant
acceleration is reached only when MF and DFE algorithms are utilized. Further acceleration can
be reached by applying LE. The “DFE+LE” curves in Fig. 4.2 (p. 25) correspond to the case when
LEwas “switched on” at 20th step extrapolating in 3 steps after two successive radiative iterations
(extrapolation in a number of steps more than 3 led to de-stabilization of process).
However the most efficient acceleration is provided by NG (curves “DFE+ NG”). Being activated
at 20th step it reduces the number of iterations compared to the non-accelerated process by factors
of 3 and 4 for MARC 10−3 and 10−7, respectively .
As it was mentioned in the previous section MARC displayed in Fig. 4.2 (p. 25) occurs nearly
exclusively for the level 00011 of the main isotope C12O162 which is the upper level of the most
optically thick 4.3 µm fundamental transition1. It is always observed at altitudes where the tem-
perature profiles have their minima and, therefore, the collisional excitation of 00011 level is least
effective. The maximum relative change decreases when the optical thickness of transitions from
the level is reduced. For instance, the population of the 01101 level of C12O162 , which gives rise to
the main 15 µm fundamental transition (whose optical depth is about 3 times smaller than that of
the 4.3 µm band), converges much rapidly than that of level 00011: for the “DFE+NG” algorithm
1The optical depth in the center of strongest line of this band is about 3x108 for entire Martian atmosphere and about
3x106 for the non–LTE layer.
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the relative change 10−7 in population is reached for the 01101 level in about 37 and 23 steps for
night and day, respectively.
Fig. 4.2 (p. 26) illustrates for the Earth’s atmosphere the performance of the same algorithmswhich
were discussed above for the Martian atmosphere. Two reasons for difference between conver-
gence rates for the atmospheres of Mars and Earth’s were given at the beginning of this section.
Again, as in the case of the Martian atmosphere the “DFE+ NG” algorithm provides the most
rapid convergence for both day and night conditions.
We also compared the time performance of different RTE solving methods. The results appeared
to be dependent on the hardware configuration, especially on the mathematical co-processor in-
volvement. However, for a number of computers with Intel processors of different generations
(Intel Pentium-II, III and IV) used in the test the following inequality is true:
TRTEShort ≤ TRTEDFE < TRTEFeautrier < TRTELong. (4.1)
This relation is defined mainly by the number and the type of exponent calculations. It is worth
noticing here that all standard soft- and hardware subroutines for exponential evaluations in the
computers tested fail in case of small arguments. This causes wrong formal solution for frequency
grid points where opacities are low. In order to avoid this problemwe replaced these exponentials
by series which are also evaluated extremely rapidly. Since in the problems we solve the majo-
rity of optical depths increments are small this provides a substantial time reduction when the
short characteristic method (SCM) is used, since it involves the evaluation of many exponenti-
als. SCM appeared to be even more efficient then the DFE and Feautrier methods which do not
use exponential calculations at all, but involve more iteration cycles than the SCM. Finally, the
long characteristic method (LCM) requires calculation of exponentials of large arguments which
makes this method the slowest of all.
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Taking into account for each method of solving the RTE both time performance and the conver-
gence rate we obtained for the total time the following relation:
TtotalDFE < T
total
Short < T
total
Feautrier < T
total
Long. (4.2)
The dashed curve in Fig. 4.2 (p. 26) marked as “DFE+LI” demonstrate the convergence of lambda
iterations (LI) for the daytime problem. This is obviously the slowest process among those stu-
died, notwithstanding that we apply here the “decoupling” approach instead of “straightforward
iterations” used byWintersteiner et al.(219) who solved by lambda iterations similar CO2 problem
in the Earth’s atmosphere.
The problems considered here include most important radiative and collisional process which
govern non–LTE in CO2 in both atmospheres. The solution of an extended non-LTE model in
CO2 in both atmospheres, which includes about 300 vibrational levels and about 800 bands, using
the “DFE+NG” algorithm converged in the same way as the calculations discussed above.
We applied our code also to the solution of the non–LTE CO2 problem in the Venusian atmos-
phere above the cloud layer and obtained the convergence rates very close to those for Martian
atmosphere. The optical depth of this problem in Venusian atmosphere exceeds that for Martian
atmosphere by a factor of 100. This could cause significantly slower convergence, however the
higher pressure (about 200 mb at the upper cloud boundary) of Venusian atmosphere increases
the impact of collisions and restores convergence making it comparable to that for the Martian
atmosphere.
The results described above were obtained neglecting line overlapping. However, the code de-
veloped in framework of this study allows explicit treatment of line overlapping, both within
each band and between bands of different species. None of the other codes available in planetary
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studies have this capability. This is possible primarily because of the high efficiency and the flexi-
ble nature of the ALI procedure which easily deals with the additional non-linearities introduced
by the overlapping lines. This is a major advance in the ability to treat more realistic models, in
addition of being able to deal with a very large number of transitions and levels.
We utilize in our code “preconditioning within the same transition only” as described by Rybicki
and Hummer (181; 182)). This approach leaves the form of the SEE unchanged. It is designed to
handle the case when lines do not overlap or the overlap is relatively “weak” i.e. the cores of some
lines overlap, while for the remainder at most only wing overlap occurs. The latter is typical for
the non–LTE layers in planetary atmospheres. In this case all neighboring lines whose opacity ex-
ceeds certain threshold (usually about 10−15 – 10−14 of the opacity in the center of treated line) are
taken into account. In order to accurately calculate their contributions along the entire line profile
including the far wings (up to 300 Doppler halfwidths) we integrate on a very fine frequency grid
with 10 points for each Doppler halfwidth.
It is obvious that accounting for overlapping significantly increases the computing time required
for each iteration. We, therefore, tested the convergence in this case only for the most efficient
process “DFE+NG”. The calculations showed that for both atmospheres considered overlapping
caused moderate increase of total number of iterations by about 20–30%.
The code studied here can solve the non–LTE problem for a number of molecules and atoms in
the atmospheres of Earth (CO2, O3, H2O, N2O, CH4, CO, NO, N2, O2, O, OH) and Mars ( CO2,
CO, N2, O2, O), which can emit in the infra-red spectral region and interact by inter-molecular
collisional energy exchange and by line overlapping. We run the code with the “DFE+NG” algo-
rithm for both atmospheres in order to find simultaneously populations of vibrational levels of
all molecules. Since the 4.3 µm CO2 fundamental band is the most optically thick one among all
infra-red bands in both atmospheres it was not surprising that we observed convergence rates
very similar to those discussed above for pure CO2 problems.
4.3 ALI–ARMS, MCM and ARC codes
A computer code based on the ALI approach described in Section 3.4 (p. 14) was developed in
framework of this study. Its capacity and performance by the soltion of various problems was
described in previous sections ( Section G (p. 115) for its technical description). In recent app-
lications the code was called ALI–ARMS (for “Accelerated Lambda Iteration for Atmospheric
Radiation and Molecular Spectra”).
We now compare the ALI-ARMS with two other codes 2 used currently to solve non-LTE band
problems in planetary atmospheres, namely those of López-Puertas et al.(109) and ofWintersteiner
et al.(219). The first is a matrix inversion technique and the other uses lambda iteration. The main
implications of this section are also relevant to other algorithms of both types which appear in the
literature on atmospheric radiation (see the above-mentioned papers for references). We concen-
trate only on the algorithms and their convergence features. The various approximations used in
other studies were discussed by Kutepov et al.(100) using results of a very elaborate CO2 non-LTE
calculations with 328 vibrational levels of 7 isotopes in the Earth’s atmosphere.
Groups at the Instituto de Astrofísica de Andalucía in Granada and the University of Oxford have
applied the Curtis-matrix (see Curtis and Goody (34)) technique for the multilevel case (see López-
Puertas et al.(109)). 3 They also used the Curtis-Godson approximation, replaced the exact angle
integration by the diffusion approximation, simplified the band model by grouping the lines with
respect to their intensities, used the “narrow band” approximation (all lines in the band have a
common source function) and ignored the conservation equations , assuming the populations of
2The preliminary version of the ALI code described here which us suitable for treatment of the non-LTE only in CO2
is used currently at the Department of Atmospheric science of the University of St. Petersburg, Russia. Its peformance
corresponds to that desribed in Section 4.1 (p. 19)
3Unfortunately, the very short subsection of this paper devoted to the multilevel model (and referred to in all other
publications of these authors) provides little information, outlining only a special case in which the number of bands
equals the number of vibrational levels.
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the groundmolecular levels to be equal to their total number densities. The techniquewas applied
to a number of non-LTE problems in the Earth’s atmosphere (see López-Puertas et al.(109; 110; 112;
113; 114; 115; 116), Edwards et al.(43; 44) and Rinsland et al.(172)).
Later, certain simplifications were dropped, such as the diffusivity approximation, and the tech-
nique was called Modified Curtis-Matrix method (MCM). A crucial test of this method was pro-
vided by the solution of the CO2 non-LTE problem in the Martian atmosphere (see López-Valverde
(207; 208)). The scientists give little information about computational features. They were, howe-
ver, unable to solve the entire system of equations (similar to that given by Eq. 3.8, (p. 12)), even
for quite modest numbers of vibrational levels L '100 and grid points D=45. The entire system
was broken into four fragments corresponding to four groups of levels and solved iteratively.
The code (named ARC for “Atmospheric Radiance Code”) was used for the CO2 non-LTE pro-
blem in the Earth’s atmosphere by Wintersteiner et al.(219), Dodd et al.(37), Nebel et al.(153) and
Ratkowski et al.(168). This scheme is labeled in the previous section as LI. Wintersteiner et al.(219)
discussed at length the algorithm and its computational features. Their discussion in Section 5.1
refers to separate runs for single bands. This suggests that the “equivalent two-level atom” ap-
proach was used. The authors reported only the convergence for the level 01101 of the main isoto-
pe, which agrees with our results for the LI scheme (i ' 25 for coupled by V−V energy exchange
MARC of 10−4), but give no information about the convergence for the 00011 level, which, as we
have shown, exhibits the slowest convergence rate (i ' 500 for MARC of 10−4) in this problem.
Wintersteiner et al.(219) searched for some procedure to accelerate the iteration process, which
would not have been necessary if the total scheme converged as fast as the population of the
01101 level. The “acceleration” procedure they mention is not intended to reduce the number
of iterations, but is aimed at reducing the time per iteration. This is achieved by using a ma-
trix representation of the lambda operators for all bands (in our notation the matrices Λll′ , see
Eq. 3.9, (p. 12)) obtained at one iteration for a number of subsequent iterations. The time, the-
refore, is saved at the expense of a significant increase in computer storage: B matrices of the
D × D-dimension are stored, where B is the number of bands treated which, for their elaborate
molecular model, is presumably large (unfortunately the value of B is not given).
A comparison with identical input data of the MCM and ARC codes, developed by the Granada-
Oxford group and in Phillips laboratory, respectively, was given by López-Puertas et al.(116). The
results were in fairly good quantitative agreement.
We note that both of these algorithms in their current versions have a number of common features.
Leaving apart several approximations used in both techniques we will concentrate on a few basic
features.
Both the ARC and MCM techniques use the integral equation approach since they use the ana-
lytical form of the RTE J¯ = Λ[S]. The matrix representation of Λ is generated by an analytical
integration of the kernel function over a set of layers in the atmosphere in which S is represented
by a set of step-function in altitude. This is a very inflexible and time consuming way of compu-
ting the matrix elements in contrast to ALI algorithm, which uses a fast numerical solution of the
RTE (see Section 2.1 (p. 3)).
The ARC-algorithm incorporates iteration as a basic element. Moreover, theMCM-technique now
appears not to depend solely on matrix inversion and requires at least a few iterations (see Sec-
tion 3.2 (p. 11)). In the application of this technique to CO2 in the atmosphere of Mars described
by López-Valverde and López-Puertas (207) additional iterations related to the procedure of level
grouping were required. If the solution requires a large number of iterations it may be computa-
tionally more expensive than direct inversion of a large matrix. This is true especially for slowly
converging lambda iterations. If in addition large amounts of intermediate data for the Λ ma-
trices are stored, from the point of view of the computer resources, lambda iteration may have
little or no advantage in comparison with direct matrix inversion. Wintersteiner et al.(219) have
perhaps found themselves in a similar situation when, in treating large number of bands and cal-
culating the matrices Λ¯, they have been forced to store these matrices and to renew them every
few iteration steps.
5. Applications of ALI-ARMS: non-LTE retrievals of the
atmospheric parameters from CRISTA-1 and CRISTA-2 radiance
data
The CRyogenic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA) is a limb
scanning experiment that measured the thermal emissions of trace gases in the 4 - 71 µm spec-
tral region with high spatial resolution (see Offermann et al.(158), Riese et al.(171) and Grossmann et
al.(70)). The instrument was designed in order to resolve dynamical structures with small horizon-
tal and vertical scales in the 15–150 km altitude region of the atmosphere. The CRISTA instrument
was mounted on the ASTRO-SPAS platform which is released from the Shuttle and operates at a
distance of 20 - 100 km behind the Shuttle. For improved horizontal resolution CRISTA used three
telescopes that sense the atmosphere simultaneously at angles 18◦ apart. To achieve high measu-
ring speed and, consequently, high spatial resolution along the track, the detectors and the optics
of the instrument were cooled by cryogenic helium. The incoming limb radiance is analyzed by
four Ebert-Fastie grating spectrometers: SL for Left, SCL for Central Longwave, SCS for Central
Shortwave and SR for Right, respectively.
CRISTA-1 was launched in November 1994 as a part of the STS-66 shuttle mission and measured
more than 1000000 limb radiance spectra in a number of different measurement modes. CRISTA-
2 was launched in August 1997 as part of the STS-85 mission. In comparison to CRISTA-1 the
wavelength coverage was increased by using extended spectral channels, the latitude coverage
was extended to 72◦S–72◦N vs. 58◦S–64◦N and detectors with higher radiometric sensitivity were
used, aimed at measuring temperature, CO2 , CO and NO number densities. During CRISTA-2
more spectra were measured in the mesosphere and thermosphere modes.
satellite orbit
Earth
TH
1
2
3
CRISTA
H=300 km
Fig. 5.1 The geometry of limb scanning (CRISTA flight parameters used)
Fig. 5.1 (p. 29) shows the details of limb scanning by CRISTA telescopes. The satellite flew at an
orbit with an altitude of about 300km and measured the spectra at tangent heights (TH) with the
vertical resolution in the order of 2–3km, in downward (1→ 2→ 3) direction.
The CRISTA wavelength range is covered by 26 (CRISTA-1) or 29 (CRISTA-2) spectral channels
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Detector Trace gases Wavelength range (µm )
SL 1/E CH4 , N2O , N2O5 7.5 - 8.6/ 9.72
SL 3/E O3 8.91 - 10.22/ 11.322
SL 4/E HNO3 , F-12 10.43 - 11.78/ 12.882
SL 5/E T, O3 , F-11, HNO3 , ClONO2, (CCl4) 11.55 - 12.88/ 13.982
SL 6/E H2O , NO2 6.07 - 6.73/ 7.282
SL 8/E T, p 12.79 - 14.1/ 15.22
SCS 1/E CH4 , N2O , N2O5 7.5 - 8.6/ 9.72
SCS 2/E CO2 , CO , O3 4.18 - 4.81/ 5.362
SCS 3/E O3 8.91 - 10.22/ 11.322
SCS 4/E NO , H2O 4.92 - 5.58/ 6.132
SCS 5/E HNO3 , F-12 10.43 - 11.78/ 12.882
SCS 6/E T, O3 , F-11, HNO3 , ClONO2, (CCl4) 11.55 - 12.88/ 13.982
SCS 7/E H2O , NO2 6.07 - 6.73/ 7.282
SCS 8/E T, p 12.79 - 14.1/ 15.22
SR 1/E CH4 , N2O , N2O5 7.5 - 8.6/ 9.72
SR 3/E O3 8.91 - 10.22/ 11.322
SR 4/E NO , H2O 4.92 - 5.58/ 6.132
SR 5/E HNO3 , F-12 10.43 - 11.78/ 12.882
SR 6/E T, O3 , F-11, HNO3 , ClONO2, (CCl4) 11.55 - 12.88/ 13.982
SR 7/E H2O , NO2 6.07 - 6.73/ 7.282
SR 8/E T, p 12.79 - 14.1/ 15.22
SCL1 O3 9.29 - 10.30
SCL2 T, p 14.431 - 15.58
SCL3 O(3PJ) , HF, H2O 59.0 - 65.0
SCL6 O(3PJ) , HF, H2O 60.1 - 66.1
SCL4 N2O , CO2 16.211 - 17.42
SCL5 H2O , HCl 65.0 - 70.91
Tab. 5.1 Spectral channels of CRISTA-1 and -2. The /E denotes the CRISTA-2 extended channels.
given in Tab. 5.1 (p. 30). The radiative transfer calculations, required to retrieve atmospheric tem-
peratures and trace gas mixing ratios, are very extensive due to the large wavelength and altitude
ranges of the measurements. Therefore, the quality of the obtained data depends on the accuracy
of these calculations.
For the LTE retrieval the “onion peeling” scheme was used. The radiative transfer code was ba-
sed on the BANDPAK library (Marshall et al.(134)). This approach utilizes transmissivity tables
(see Gordley and Russell (65) that were generated by means of the LINEPAK algorithms (Gordley et
al.(66)). The results of the LTE temperature and trace gas number density retrievals were publis-
hed by a number of authors and were used to test 3D chemical-dynamical model predictions.
The retrieval under non-LTE conditions in the middle and upper atmosphere is more complex
and is discussed in next sections.
5.1 CRISTA-1 and -2 spectral channels with non-LTE emissions
The channels with CO2 and O3 emissions that were used for the retrieval of the number densities
of these two trace gases are given in Tab. 5.2 (p. 31). Other spectral channels affected by non-LTE
and measured by CRISTA, including nitric oxide at 5.3 µm and water vapour at 6.3 µm , will not
be discussed.
A spectrum measured by CRISTA in the SCL2 channel around 80 km is given in Fig. 5.2 (p. 31).
This channel covers the ν2 fundamental and hot 15 µm bands of various CO2 isotopic species
and partially the ν2 14 µm O3 bands. In the upper mesosphere and lower thermosphere one
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Spectral Resolution Step Most important non-LTE
Name window(cm−1) λ/∆λ (cm−1) bands
SCS2 2079-2392 415 1.4 4.3 µm CO2 , 4.7µm CO , 4.8 µm O3
SCS3 978-1120 391 0.67 9.6 µm O3 , 9.43 µm CO2
SCS8 709- 782 625 0.3 13.9 µm CO2
SCL2 632- 697 486 0.25 15 µm CO2
SCS8E 661- 721 625 0.25 CRISTA-2, 15 µm CO2
Tab. 5.2 CRISTA-1 and -2 spectral channels with the non-LTE emissions.
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Fig. 5.2 The measured limb spectra in the SCL2 CRISTA channel
can neglect the contribution of ozone to the spectral intensity, since it exhibits low vibrational
population. Fig. 5.3 (p. 32) shows that at the altitude of 80 km the spectra are mainly composed
of the CO2 (626) 01101 → 00001 fundamental band at 667.38 cm−1 (14.98 µm ) the CO2 (628)
01101 → 00001 fundamental band at 662.37 cm−1 (15.10 µm ), the CO2 (636) 01101 → 00001
fundamental band at 648.48 cm−1 (15.42 µm ), the CO2 (627) 01101 → 00001 fundamental band
at 664.73 cm−1 (15.04 µm ), and CO2 (626,636) 02201 → 00001 first hot bands. At 100km only
the fundamental bands of the CO2 (626,636,628) are above the noise level and at 120km the only
visible feature is the Q-branch (selection rule ∆ j = 0) of the CO2 (626) fundamental band.
The CO2 vibrational levels 01101 and 02201 do not deviate from LTE up to approximately 75–85
km. Therefore, in this altitude region the SCL2 emissions were used for pressure and temperature
retrieval under LTE conditions, assuming a constant CO2 volume mixing ratio. The results of
the retrieval for CRISTA-1 were published by Riese et al.(171). As it is shown in Appendix H.1
(p. 119) at higher altitudes the populations deviate from the LTE. The main factor that controls
that process is the collisional V − T process with O(3PJ) .
Therefore, if the number densities of CO2 and O(3PJ) are known then the temperature can be re-
trieved under non-LTE conditions. Also, if the temperature is obtained using a validated different
technique (fromUV ormicrowavemeasurements, method of falling spheres, lidar measurements)
one can validate the O(3PJ) number density or the rate constant of the CO2 (ν2) + O(3PJ) reaction,
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Fig. 5.3 The simulated spectra in the SCL2 CRISTA channel at different tangent heights
as it was done by Vollmann and Grossmann (211).
The spectra in SCS8E/SL8E/SR8E channels were measured only during the CRISTA-2 flight. The-
se channels cover part of the SCL2 channel (only CO2 (626) 01101 → 00001 fundamental band is
measured) and the spectra were obtained by the shortwave (SCS/SL/SR) instead of the longwave
(SCL) detectors. The radiance data was used for temperature retrieval in the same way as for the
SCL2.
In the SCS8 mesospheric spectra (see Fig. 5.4 (p. 33) and Fig. 5.5 (p. 34)) one can easily identify the
Q-branch of CO2 (626) 12.6µmband (Appendix B.2 (p. 72)). This signal is used for the temperature
retrieval together with the main SCL2 channel, because everything written above about SCL2 can
be applied here too.
Another channel of interest is SCS2, with the measured spectra given in Fig. 5.6 (p. 39). The major
contributors to spectral intensity are the CO2 4.3 µm bands of various isotopic species, the 4.7
µm CO fundamental and first hot band and the 4.8 µm O3 bands. For the daytime conditions the
ozone signal is very weak above 60km due to the low O3 number density (see Fig. F.2c (p. 110).
Opposite to that, the CO signal begins to increase starting from this altitude due to the increase in
CO number density. During nighttime the ozone signal increases, because the nighttime O3 VMR
is up to about an order of magnitude higher than for daytime. At the same time the CO and
CO2 signals strongly decrease, because the emitting vibrational levels are not pumped by the ab-
sorption of the solar radiation anymore (see Appendix H.1 (p. 119)). Since the spectral signatures
of O3 , CO and CO2 do not overlap, it is possible to analyze them independently. One can see
from Fig. 5.7 (p. 40) and Fig. 5.8 (p. 40) that many CO2 4.3 µm transitions provide significant con-
tribution to the signal both for daytime and nighttime conditions. Detailed analysis shows that at
daytime
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Fig. 5.4 The simulated spectra in the SCS8 CRISTA channel at different tangent heights (daytime)
1. for tangent heights above 110 km the fundamental band CO2 (626) 00001→00000 dominates
the signal,
2. in the tangent height region 60-95 km the sum of second hot bands CO2 (626) 10011→10001,
10012→10002 and 02211→02201 contribute most strongly to the signal,
3. for the tangent heights below 65 km a number of weaker bands provides non-negligible
contribution, among them the third hot bands of main isotope and second hot bands of the
isotope CO2 (636),
4. the remaining bands of main isotope CO2 (626) as well as those of the minor isotopes have
negligible contribution to the signal throughout the considered tangent height region.
The last spectral channel to be considered is SCS3. The experimental spectra measured by CRI-
STA is given in Fig. 5.9 (p. 41). The signal in the SCS3 channel in the mesosphere at nighttime
(Fig. 5.10 (p. 42)) is completely dominated by the O3 fundamental ν3 9.6 µm band. The ozone hot
9.6 µm bands (see Appendix B.3 (p. 73)), located in the long wavelength part of the channel con-
tribute less than 5% to the total integrated intensity. Another minor contribution is due to the
O3 fundamental ν1 band. For daytime conditions (Fig. 5.11 (p. 42)) the situation for this channel
is different. First, the photodissociation of ozone by UV solar radiation decreases the O3 number
density and therefore the signal by an order of magnitude. Second, due to the daytime enhance-
ment in CO2 (626) 00011 vibrational level population the CO2 (626) 10 µm laser bands (Appendix
B.2 (p. 72)) 00011→ 10001 and 00011→ 10002 provide up to 25% to the total radiance.
Below 60km both for the daytime and nighttime the major part of the limb radiance comes from
fundamental vibrational levels of ozone that have LTE populations. It makes the non-LTE mode-
ling unnecessary.
5.2 Method of retrieval
The majority of the methods used for the inversion of the infrared radiation data for the limb
viewing geometry are based on the assumption of LTE (Gille and Russell (62), Barnet (14)). There-
fore, the temperature and trace gas densities they yield usually are adequate in the altitude range
up to 75–80 km. Accounting for the non-LTE effects complicates significantly the inversion of the
measurements. The forward fit retrieval approach applied in this dissertation for the inversion of
the limb radiance data is described below.
One starts with an initial atmospheric model, i.e. with model values of pressure, temperature and
number densities of the gases. If the assumption of LTE is valid, the populations of molecular
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Fig. 5.5 The simulated spectra in the SCS8 CRISTA channel at different tangent heights (nighttime)
and atomic energy levels are given by the Boltzmann law (see Section 2.3 (p. 5)). Otherwise, the
non-LTE populations are calculated for the given atmospheric model. After the populations are
obtained, the monochromatic limb radiances are calculated and convolved with the spectral in-
strument function. The resulting simulated spectra are compared with the measured experimental
spectra, and the corrections to the initial atmospheric model are applied, resulting in a corrected
atmospheric model. This process is repeated until the difference between simulated and measured
spectra satisfies some chosen criteria. With this technique the atmospheric parameters are correc-
ted simultaneously on the whole set of tangent heights (and therefore in all atmospheric layers)
and a complete new iteration is performed. Such an approach is appropriate and well founded,
when the relative populations of energy levels strongly depend on the changes in the atmospheric
model (for example, the temperature retrieval).
To increase the signal to noise ratio (S/N), which substantially decreases in the upper atmosphe-
re, the individual measured spectra were integrated over the frequency. The convolved simulated
spectra are integrated in the same way, and the retrieval procedure uses the integrated intensi-
ties for calculating the corrections to the atmospheric model. The fitting of spectra can still be
compared, however only as a way of the retrieval validation.
The computer code ALI-ARMS used in this dissertation implements the forward fit technique and
the differential DFE radiative transfer algorithm (see Appendix D.4.2 (p. 103)). The trace gas num-
ber densities retrievedwith ALI-ARMS are comparedwith those obtained by using theWuppertal
non-LTE limb code “LIRA-II”. The latter utilizes the integral approach to solve the equation of ra-
diative transfer (MLC in Appendix D.3.1 (p. 101)) and the “onion peeling” technique. The results
of CO2 and O3 number density retrieval show very good agreement between these two different
methods.
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5.3 Non-LTE retrieval of CO2 densities
Tab. 5.2 (p. 31) identifies two spectral channels with CO2 spectral signatures in the upper mesos-
phere and lower thermosphere, namely SCS2 and SCL2. A sensitivity study was performed to
decide which channel to use for the retrieval of CO2 number density.
The CO2 volumemixing ratio profiles used in this study are given in Fig. 5.12 (p. 43). The reference
profile (thick black solid curve) corresponds to that used by Shved et al.(188) and by Fomichev et
al.(56) (see the latter paper for the details of its derivation). It is close to the profile used by Nebel
et al.(153), which is based on the same experimental data (seeWintersteiner et al.(219)). This profile
was additionally rescaled from the constant value of 330 ppmv for altitudes lower than 85 km
to 360 ppmv. Two profiles in Fig. 5.12 (p. 43) are labeled as “ATMOS-mean” and “ATMOS-min”.
The former was obtained by averaging the complete envelope of Atmospheric Trace Molecule
Spectroscopy (ATMOS) data for March-April 1992 (Gunson et al.(72)), whereas the latter gives the
lower boundary of this envelope. These two profiles were selected for the tests as they represent
the maximum deviation from the reference one.
The pressure and temperature data taken from the CRISTA LTE retrieval below the altitude of 80
km were combined with the MSISE-90 climatology for the same day and time, and the resulting
model was used for all calculated signals. One can see from Fig. 5.13 (p. 43) that down to tangent
heights of about 75 km the simulated signal at a given tangent height exhibits high sensitivity to
the input CO2 number density. This reflects the fact that the 4.3 µm transitions which dominate
the signal in this height region remain optically thin: above 95 km it is the CO2 (626) fundamental
band transition, below this altitude these are CO2 (626) second hot transitions (see Appendix
H.1 (p. 119)). One may also see in Fig. 5.13 (p. 43) that both reference profile and the “ATMOS-
mean” profile produce signals which are significantly higher than the measured one, although
the “ATMOS-mean” CO2 volume mixing ratio is much lower than the reference one below 90
km. Only the “ATMOS-min” distribution which has significantly lower values in the altitude
region 70–130 km produces a signal which is lower than the experimental one for tangent heights
between 80 and 100 km. However it is still higher than the latter outside of this region.
The variation of other model paramaters confirmed that at daytime the asymmetric stretch vi-
brational mode (ν3) of CO2 is excited above 110 km predominantly by absorption of the solar
photons. The emitted radiation in the 4.3 µm band from an atmospheric volume is primarily a
function of the local solar zenith angle, intensity of the incoming infrared solar radiation and the
CO2 number densities. Therefore, one can use the signal in the SCS2 channel for the CO2 number
density retrieval.
The retrieved CO2 volumemixing ratios for three selected CRISTA-1 profiles are shown in Fig. 5.14
(p. 44). Compared to the reference profile in Fig. 5.12 (p. 43), they provide significantly decreased
CO2 volumemixing ratio in the altitude regions of 75–90 and 105–125 km. López-Puertas et al.(120)
found that a similar decrease of the CO2 number density in the altitude region 70–100 km allowed
better fitting of the daytime wideband channel radiances measured by Improved Stratospehric
and Mesospheric Sounder (ISAMS) on the Upper Atmospheric Research Satellite (UARS).
CO2 number densities obtained fromCRISTA-1 datawere used later for the calibration of CRISTA-
2 radiances in the SCS2 channel. The profiles retrieved using a “forward fit” were compared with
the data produced by “onion peeling” method. The excellent agreement made it possible to pro-
cess all daytime CRISTA-1 and CRISTA-2 spectra using the “onion peeling” technique, which re-
quires less computer time. The global CO2 number density maps for further use by atmospheric
models and other analyses were published by Kaufmann et al.(87).
The reduced CO2 number density in the upper mesosphere and lower thermosphere has a very
important geophysical impact. It requires reconsideration of the current models of turbulent mi-
xing and critical reevaluation of the energy budget of this atmospheric region, since CO2 is the
main cooling source (see Appendix H.1 (p. 119)).
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5.4 Non-LTE retrieval of O3 densities
Ozone in the mesopause region is the key substance that controls the atmospheric oxygen and
hydrogen chemistry at this altitudes and acts as an important UV absorber and IR cooler. There-
fore, it is very important to be able to measure its number density both at daytime and nighttime.
CRISTA is very well suited for this task, and there are two possible ways to retrieve ozone number
densities from its limb spectral data:
1. to use the 9.6 µm emission from the fundamental ν3 band 001–000 in the SCS3 channel,
2. to use the 4.8 µm emission from the ν1 + ν3 band 101–000 in the SCS2 channel.
Both approaches have their strong and weak sides, but the first way is the preferred one for two
following reasons:
1. the signal and S/N ratio are higher for SCS3,
2. the collisional kinetics is better understood for the levels with lower vibrational energy.
Since the ozone spectra overlap with the 9.4 µmCO2 laser band 00011–10002 in the SCS3 channel,
the latter must be modeled simultaneosly with the 9.6 µm O3 bands. The same applies to the 4.7
µm CO 1–0 fundamental band in the SCS2 channel.
The sensitivity study to the variations of atmospheric input model parameters as well as to the
variations of non-LTEmodel parameters was made for the SCS3 channel. It has shown, that down
to the altitude of 70–65 km the signal is affected by non-LTE, and
1. strongly depends on the chemical-vibrational reactions of ozone production and loss (see
Appendix C.4 (p. 95))
O2 +O(3P) + M→ O3(v1, v2, v3) + M,
O3(v1, v2, v3) +O(3P)→ 2O2(v),
2. depends weakly on the temperature,
3. does not depend on the absorption of the solar radiation in the infrared bands,
4. does not depend on the variation of V −V energy exchange rates with N2 and O2 (at night-
time).
Themajor difference in the kinetic models described in Appendix B.3 (p. 73), namely themodels of
Manuilova and the Simple Single Model (SSM) model of Mlynczak is due to the way they account
for chemical processes with atomic oxygen. Therefore, depending on the usedmodel of collisional
kinetics, the retrieved ozone number densities can differ by a factor of 2 above 80km, as can be
seen in Fig. 5.15 (p. 45). At the same time the differences between the O3 profiles, retrieved using
different models of Manuilova is about 5%. The influence of the temperature on the retrieved O3 ,
simulated by the reduction of mesospheric temperature by 20K above 80 km at polar latitudes
(see Lübken (122)) was also considered in this study. It has resulted in a 10% lower retrieved ozone
number volume mixing ratio. Both datasets for reference and reduced temperature profile are
plotted in Fig. 5.15 (p. 45).
The results of the ozone number density retrieval have been compared with the measurements
made by the Millimeter wave Atmospheric Sounder (MAS) and are given in Fig. 5.16 (p. 45). The
MAS experiment measured the emission from the O3 pure rotational bands, and therefore its
data are not affected by the non-LTE. The validation with MAS was possible since it was a simul-
taneous measurement of ozone by the instrument flying on the same Space Shuttle as CRISTA.
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The ozone profiles presented in Fig. 5.16 (p. 45) show good agreement between the results of these
two experiments.
Kaufmann et al.(88) has published the results of the O3 number density retrieval, the comparison
with ozone measurements by High Resolution Doppler Imager (HRDI) on UARS and simulations
with the NCAR ROSE CTM. See the latter paper for the detailed discussion of the vertical and
horizontal distribution of O3 number densities in the uppermesosphere and lower thermosphere.
5.5 Non-LTE retrieval of temperature
The algorithm described in Section 5.2 (p. 33) for the retrieval of temperature in the mesosphere
and lower thermosphere was applied to CRISTA-1 and CRISTA-2 limbmeasurements in the SCL2
channel.
Three parameters are necessary to process the data: (1) the CO2 number density or volumemixing
ratio, (2) the O(3PJ) number density and (3) the rate constant of CO2 V− T quenching by O(3PJ) .
If they are known, temperature is the only unknown parameter. Let us consider these parameters
more closely. Through its flight geometry CRISTA-1 allows global coverage at daytime, while
CRISTA-2 daytime scans are limited mainly to the northern hemisphere. To derive the nighttime
temperatures a reference average daytime CO2 number density profile was used and the atomic
oxygen O(3PJ) number densities were taken from the GRAM-95 model. For daytime the CO2 and
O(3PJ) number densities are retrieved from CRISTA measurements: the former directly from the
SCS2 channel (Section 5.3 (p. 35)) and the latter indirectly through the O3 from SCS3 channel
(Section 5.4 (p. 36)), since it is assumed that O3 and O(3PJ) are in photochemical equilibrium.
The rate constant of the CO2 (ν2) + O(3PJ) collisional deactivation at thermospheric temperatures
was taken from Sharma and Wintersteiner (184) and lies at the upper boundary of the published
values (see Appendix C.2.2 (p. 84) for details).
The altitude profiles of zonally averaged temperatures retrieved for CRISTA-1 and CRISTA-2 are
shown in Fig. 5.17 (p. 46) and the respective altitude-latitude cross-sections are given in Fig. 5.18
(p. 47). From these figures one can see that during the CRISTA-1 flight (November 1994) the up-
per mesosphere was warm (above 180 K) and the mesopause lies at altitude around 100 km for
all latitudes. At high southern latitudes the mesopause lies below 85 km. For CRISTA-2 (August
1997) the situation is similar: while the mesopause lies around 100 km between 72◦S and 55◦N it
sharply drops to 85 km at higher northern latitudes. This behaviour is called “two-level mesopau-
se”. It was recently observed by She and von Zahn (185) and the theoretical explanation is found in
modeling results of Berger and von Zahn (18). Under polar summer conditions the mesopause was
not only found at a lower altitude, but its temperature was as low as 120 K for some CRISTA-2
altitude scans. However, such values are not the absolute minimum that can be reached. Lübken
(122) reported even lower values for July, which are based on his rocket and lidar soundings.
While the retrieved averaged temperatures are in a good agreement with the climatological mo-
dels, the following differences are of particular interest:
1. At high northern latitudes in summer the mesopause temperatures are lower than the pre-
dictions of both MSISE-90 and GRAM-95 models.
2. The temperatures in the thermosphere for both CRISTA-1 and CRISTA-2 flights are in a
good agreement with the MSISE-90 predictions, which are significantly warmer than those
from GRAM-95.
In the vicinity of the high latitude summer mesopause, where the deviation from LTE happens at
lower altitudes than usual, a good agreement is found with the climatology of Lübken (122), based
on the rocket measurements with the falling spheres.
Further data processing will increase the spatial density of the available retrieved data and al-
low to investigate not only latitudinal but also the longitudinal temperature variations and wave
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activity in the mesosphere and lower thermosphere.
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Fig. 5.6 The measured daytime limb spectra in the SCS2 CRISTA channel at different tangent heights
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Fig. 5.7 The simulated spectra in the SCS2 CRISTA channel at different tangent heights (daytime)
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Fig. 5.8 The simulated spectra in the SCS2 CRISTA channel at different tangent heights (nighttime)
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Fig. 5.10 The simulated spectra in the SCS3 CRISTA channel at different tangent heights (nighttime)
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Fig. 5.11 The simulated spectra in the SCS3 CRISTA channel at different tangent heights (daytime)
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Fig. 5.18 The zonal temperature cross-section (bottom: CRISTA-1, top: CRISTA-2).
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6. Applications of ALI-ARMS: analysis of the TES/MGS
observations of the Martian atmosphere
Mars Global Surveyor (MGS) launched on 7 November 1996 was successfully put into an eccen-
tric orbit around Mars on 11 September 1997. After completion of the aerobraking phase of the
mission, MGS began the mapping phase in a sun-synchronous, polar circular orbit. During this
phase, MGS instruments perform the measurements of the Mars surface and atmosphere.
The Thermal Emission Spectrometer (TES) on MGS is a Michelson interferometer covering the
spectral range 200-1650 cm−1 (see Christensen et al.(30)). A rotating pointing mirror allows limb
scans of the atmosphere from the surface to altitudes about 120 km.
Betz (19) and Betz et al.(20) first reported non-thermal 10 µm CO2 emission in the atmospheres
of Mars and Venus. Deming and Mumma (35) created a theoretical model for the 9.4 and 10.4 µm
bands and made the observations of these bands in the Mars and Venus atmospheres. López-
Valverde et al.(207; 208) have developed amore detailed non-LTEmodel, including a large number
of CO2 bands. However these authors were using several approximations in radiative transfer
calculations that were discussed in Section 4 (p. 19).
To model the populations of the vibrational states with ALI-ARMS the CO2 and N2 volume mi-
xing ratios were taken from López-Valverde et al.(207) and are given in Appendix F.2 (p. 111).
The temperature altitude profiles up to 65 km were derived under LTE assumption from TES
CO2 15 µm limb radiances using k-correlated approach (Conrath et al.(33)). The retrieval results
for 24.01.2000 are shown in Fig. 6.3 (p. 50) together with the daytime and nightime surface tempe-
ratures. The temperature profiles retrieved by TES were extended above 65 km by smooth linking
with model temperature profiles of Rodrigo et al.(175).
The vibrational temperatures of CO2 (626) are provided in Fig. 6.2 (p. 49) and Fig. 6.1 (p. 49) for
nighttime and daytime respectively. It can be seen that the CO2 (626) 01101, 02201 and 03301
vibrational levels and therefore the 15 µm limb radiation stemming from them are thermalized
up to about 100 km. Above this altitude the diurnal variation in the populations of these levels is
small. These figures also demonstrate the strong diurnal change in the populations of CO2 (626)
00011 vibrational level, from which the major part of 10 µm emissions originate.
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The 10 µm emission is generally visible in the TES spectrum over ≈ ±60◦ of latitude North and
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Fig. 6.3 The temperatures in Mars atmopshere and on its surface, measured by MGS/TES.
South of this point in each of the four seasons.Maguire et al.(126) have made the ALI-ARMS simu-
lations of 10 µm emission to account for the global, seasonal, diurnal dependence of this emission
between 40 and 120 km and compared them to the observed averaged limb radiances. Fig. 6.4
(p. 51) provides the measured 10 µm integrated intensities, which are represented by the back-
ground colour. The simulated values are given in the same picture by contour lines. The modeling
showed that the ratio of non-LTE to LTE radiances in the TES spectrum reaches a maximum of
more than 200 at 70 km altitude, decreasing to 20 within a few scale heights at higher and lower
altitudes. It was shown that the centroid of the excited daytime (2 p.m.) region always follows the
subsolar latitude. Excitation is absent at night (2 a.m.) except during summer solstice conditions
when the summer polar region is illuminated throughout the day. In addition, band intensities are
considerably stronger in the (260<Ls<280) southern summer/northern-winter season than in the
corresponding northern-summer/southern-winter (104<Ls<124) season, due to the eccentricity
of the martian orbit, which results in 40% more solar flux in the former season than in the latter.
Here Ls is the heliocentric longitude as seen fromMars, and Ls=0 is the northern vernal equinox.
The comparison between measured and modelled limb radiances in 10 µm bands, provided in
Fig. 6.4 (p. 51), shows good quantitative agreement that confirms the high quality of non-LTE mo-
deling with ALI-ARMS. Therefore, the application of ALI-ARMS retrieval algorithm is planned
in the near future for the derivation of temperature under non-LTE conditions from the TES 15
µm emissions.
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7. Applications of ALI-ARMS: vibration-rotational non-LTE in
CO2 in the Earth atmosphere
Rotational non-LTE have been demonstrated by the observation of pure rotational emission in
OH , NO and CO in the Earth’s upper mesosphere/lower thermosphere by a number of satellite
and Earth-based experiments. The theoretical studies of this effect were done by Kutepov et al.(99)
for CO and later by Funke and López-Puertas (57) for NO . The breakdown of rotational LTE in the
Earth atmosphere for CO2 was investigated with ALI-ARMS code and the results of this study
are discussed below.
The analysis of the rotational distribution functionsWv( j), introduced in Section 2.3 (p. 5) for the
considered vibrational levels shows that for the ground level CO2 (00001), rotational LTE is valid
throughout the atmosphere both for day and night conditions. This results from the relatively low
degree of vibrational excitation of CO2 when the majority of molecules remains in the ground
state and therefore have enough time to be rotationally thermalized. The same is also true for
the CO2 (01101) first excited vibrational level, due to its low vibrational energy. However, the
rotational distribution functions for the CO2 (00011) level that are given in Fig. 7.1 (p. 55), show
that for the molecules in the first ν3 excited vibrational state in the upper atmosphere rotational
LTE is broken above certain altitude.
At nighttime three sources determine the population of CO2 (00011) in the upper atmosphere,
namely the absorption of the upwelling radiation from the stratosphere, the absorption of atmo-
spheric radiation and the excitation by the V − T and V − V collisions. At the altitudes of 180
and 150 km the R − T processes are rather inefficient and cause only minor transformations of
these sources. As a result the rotational non-LTE distribution Wv( j) exhibits significant departu-
res from the rotational LTE distribution. Its well developed primary maximum is related to the
maximum of the source of radiative excitation by absorption of radiation from the lower bounda-
ry. The secondary maximum at these altitudes for j = 80− 90 can be explained by the relatively
small optical thickness of these lines in comparison with those at the LTE maximum. The up-
welling radiation coming from the lower atmospheric layers in these thinner lines causes their
higher population in comparison with the lower j. At 100 km the nighttime radiative excitation
by absorption of atmospheric radiation from the troposphere and the stratosphere prevails over
all other excitation sources. The rotational structure of this source is very close to the LTE distri-
bution. As a result, the CO2 (00011) level appears to be completely thermalized and has the LTE
rotational distribution.
Comparing the daytime distribution functions with those for the nighttime conditions one can
conclude that the absorption of the solar radiation from the rotationally thermalized vibrational
ground state CO2 (00001) significantly dominates the initial excitation for all j. Thus the rota-
tionally thermalized fraction of the CO2 (00011) molecules increases. This weakens the effects of
rotational non-LTE: if at 180 and 150 km the rotational non-LTE distribution still differs from the
equilibrium one, then already at the altitude of 120 km one may observe only minor differences
between the two distributions. At daytime the CO2 (00011) level may be considered as completely
thermalized already below 140 km.
In order to estimate the effect of the rotational non-LTE on the spectral distribution of the limb
radiances the monochromatic limb radiances in each individual line were integrated over its fre-
quency profile and the resulting values were assigned to the corresponding line center frequen-
cies. The spectra are also presented for the complete rotational LTE.
Due to the nonequilibrium distribution of the rotational sublevels of the CO2 (00011) vibrational
level, the limb radiances at corresponding tangent heights look very different from rotational
LTE radiances (see Fig. 7.2 (p. 56)). One can see that even for the tangent heights, where the LTE
distribution function is restored due to increased probability of collisions (for example, 80 km),
the contribution of the higher atmospheric layers with nonequilibrium rotational distribution is
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still significant.
For the daytime conditions the rotational non-LTE effects in limb spectra are weaker, reflecting a
much stronger degree of thermalization of CO2 (00011) molecules. Although they are visible in
spectra at tangent heights of 140 and 120 km, they completely vanish at 90 km.
It was shown in Fig. 7.2 (p. 56) that the spectral distributions of line radiances for the tangent
heights above 120 km closely reproduce the nonequilibrium rotational distributions of emitting
molecules at the tangent point. On the other hand, above 140 km the R− T processes are rather
inefficient and the nonequilibrium rotational distribution closely follows that of the total source
of excitation. Therefore, if one derives the rotational distribution from spectral limb measure-
ments, one also obtains a good estimate of the source of excitation. If adequate information on
the atmospheric temperature profile and the volume mixing ratios is available, one could model
the radiative components of the total source. In such a way one can extract the contribution of
the collisional sources of excitation and make certain conclusions about the collisional relaxation
rates.
This analysis shows that the retrieval of temperature from the limb spectra in the 4.3 µm spectral
region for both CO2 and CO at nighttime will be seriously distorted at the altitudes above 110 km
as a result of the breakdown of rotational LTE.
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Fig. 7.1 The rotational distribution functions for the vibrational level 00011 of CO2 (626) at different altitudes
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Fig. 7.2 The nighttime limb radiances for the CO2 (626) 00011 → 00001 band at different tangent heights. Effects of the
rotational LTE breakdown.
8. Conclusions
The computer code package ALI–ARMS compiled in framework of this study allows non-LTE
treatment of arbitrary number of molecules interacting by collisionally induced exchange of ener-
gy and by the band overlaps. None of the other codes available in planetary studies have this
capability. This is possible primarily because of the high efficiency and the flexible nature of the
ALI approach adopted from the stellar astrophysics which easily deals with the nonlinearities in-
troduced by collisions and by the overlapping lines. This is a major advance in the ability to treat
more realistic models, in addition of being able to deal with a very large number of transitions
and levels.
The ALI-ARMS is a line-by-line code for the general multilevel and multimolecular rovibrational
non-LTE problem. It is free from many approximations used in MCM (matrix) and ARC (conven-
tional lambda iteration) techniques and is far superior to both of them in minimizing computer
time and storage and in converging much more rapidly; moreover, the convergence rate was in-
sensitive to the initial population estimates and to a wide range of variation in the model input
parameters.
The current ALI–ARMS code version is suitable for simultaneous self-consistent solution of the
the non–LTE problem for a number of molecules and atoms in the atmospheres of Earth (CO2,
O3, H2O, N2O, CH4, CO, NO, N2, O2, O, OH) and Mars ( CO2, CO, N2, O2, O), which emit in the
infrared spectral region and interact by intermolecular collisional energy exchange and by line
overlapping. It was successfully applied to the non–LTE diagnostics of the infrared limb radiance
data obtained in the CRISTA experiments on the Earth’s orbit and in the Martian orbit TES/MGS.
In the case of the CRISTA experiment first detailed distributions of the temperature, CO2 , CO and
O3 concentrations in the upper mesosphere and lower thermosphere were obtained, which inclu-
de but not limited to
− the experimental evidence of significantly decreased CO2 volume mixing ratio in the altitu-
de regions of 75–90 and 105–125 km,
− the first space observation of the “two-level” structure of the Earth’s mesopause which was
recently discovered in the lidar and rocket experiments.
These results provide an important contribution to the study of the mesosphere, which is consi-
dered today to be the tracer of the global climate changes.
In the case of the Martian atmosphere the ALI–ARMS modeling of the daytime 10 µm CO2 emis-
sion provided excellent agreement with the latitude–altitude–seasonal variation of this emission
observed by the TES/MGS instrument.
All these results allow the conclusion that ALI-ARMS code is a powerful non–LTE diagnostics
tool which can be used for the infrared limb radiance data interpretation of the currently opera-
tional NASA SABER (for “Sounding of the Atmosphere using Broadband Emission Radiometry”)
and ESA MIPAS (for “Michelson Interferometer for Passive Atmospheric Sounding”) Earth’s at-
mosphere experiments. In the latter case the first study of the rotational non-LTE effects on the
limb radiance distribution in the CO2 4.3 µm fundamental and hot bands, which is presented in
the Chapter 7 can be of particular importance due to the high spectral resolution of the MIPAS
instrument.
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A. Using spectral line databases for non-LTE studies
To apply the theory described in Section 2.1 (p. 3) to the actual calculations, one needs a database
of the molecular vibrational levels, rovibrational levels and rovibrational lines with their spec-
troscopic parameters. The two currently available and most advanced databases are the HITRAN
family (HITRAN-2000 and HITEMP) and GEISA.
The HITRAN-2000 database (Rothman et al.(177; 179)) is a long-running project started by the
Air Force Cambridge Research Laboratories (AFCRL) in the late 1960’s in response to the need
for detailed knowledge of the infrared properties of the atmosphere. The HITRAN compilation,
and its analogous database HITEMP (high-temperature spectroscopic absorption parameters),
are now being developed at the Atomic and Molecular Physics Division, Harvard-Smithsonian
Center for Astrophysics. The HITEMP database (see Esplin and Hoke (48)) provides extended in-
formation with very low intensity cutoff for H2O , CO2 and CO . Because of that, much more line
data is included for weak wings of the vibrational bands and more weak bands that are not in
HITRAN-2000 are included. That makes possible very detailed studies for the instruments with
high spectral resolution.
The GEISA-97 spectral database is similar to HITRAN, but developed in Europe. GEISA-97 con-
tains line parameters for 42 molecules (96 isotopic species) with 1,346,266 entries between 0 and
22,656 cm−1. The data format is different from HITRAN, therefore it was not used in this disser-
tation.
A.1 Using HITRAN for non-LTE applications
HITRAN provides the wavenumber νll′ , the LTE linestrength at 296K s∗ll′(296), the Lorentzian
halfwidth at 296K γll′(296) in cm−1/atm, and the lower state energy El′ in cm−1 of each ro-
vibrational transition.
Unfortunately, the HITRAN database does not provide the sets of rovibrational levels. To accom-
plish this task, a special programwas written, which extracts this data by averaging the combined
sets of energies for the lower state El′ and for the upper state El = El′ + νll′ for H2O , CO2 , O3 ,
N2O , CO , O2 , NO , OH , N2 and other molecules.
The HITRAN-96 database additionally provides the following information about the 36 molecu-
les: isotopic abundances, molar masses, and the values of the total partition sum at 296K Q∗(296)
(see Tab.A.1 (p. 69)).
In the text below the following terms and units would be used:
All′ - in s−1,
s∗ll′(296) - in cm/molec (taken from HITRAN),
νll′ - in cm−1,
El′ - the energy of the lower rovibrational level,
g j′ - the degeneracy of the lower rovibrational level,
g j - the degeneracy of the upper rovibrational level,
αiso - isotopic abundance,
Q∗(296) - total partition sum at 296K. (see Tab.A.1 (p. 69)).
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The linestrength sll′ is the integral from line opacity per unit number density
sll′ =
1
Nα
∫ +∞
0
χll′(ν, z)dν. (A.1)
Taking into account the Eq. 2.3, (p. 3) we get
sll′ =
1
Nα
∫ +∞
0
hνll′
4pi
(nl′(z)Bl′ l − nl(z)Bll′)ϕll′(ν, z)dν =
=
hνll′
4pi
(Wl′(z)Bl′ l −Wl(z)Bll′) 1
αiso
.
(A.2)
It was shown in Section 2.4.1 (p. 7), that in the case of rotational LTE the probability Wl can be
represented as a multiple of vibrational probabilityWv and rotational probabilityW∗v ( j) (l ≡ v j)
Wl = Wv j = Wvw∗v( j). (A.3)
Using the definition from Eq.A.40, (p. 67) we get
Wl = Wv j = Wv
gv( j)
Q∗v(T)
exp(−E j,v
kT
) =
gv
g0
Q∗v(T)
Q∗0(T)
exp(− Ev
kTv
)
gv( j)
Q∗v(T)
exp(−E j,v
kT
)W0 =
=
gv
g0
gv( j)
Q∗0(T)
exp(− Ev
kTv
) exp(−E j,v
kT
)W0.
(A.4)
As a result, the LTE linestrenth at 296K s∗ll′(296) has the form
s∗ll′(296) =
hνll′
4pi
(W∗l′ (296)Bl′ l −W∗l (296)Bll′)
1
αiso
=
=
1
8picν2ll′
All′g j
Q∗(296)
exp(− Ev′ j′
k · 296 )
(
1− exp(− hνll′
k · 296 )
) 1
αiso
.
(A.5)
The ratio sv j,v′ j′(T)/s∗v j,v′ j′(296) can be represented as
sll′(T)
s∗ll′(296)
=
gv( j)Wv′ j′ − gv′( j′)Wv j
gv( j)W∗v′ j′(296)− gv′( j′)W∗v j(296)
=
=
W0
W∗0 (296)
Q∗0(296)
Q∗0(T)
exp(− Ev′kTv′ ) exp(−
E j′ ,v′
kT )− exp(− EvkTv ) exp(−
E j,v
kT )
exp(− Ev′ j′k·296 )− exp(−
Ev j
k·296 )
,
(A.6)
or, using Q∗0(296) = g0W
∗
0 (296)Q
∗(296) (Eq. 2.26, (p. 7) with Ev = 0) as
sll′(T)
s∗ll′(296)
= W0
Q∗(296)
Q∗0(T)
exp(− Ev′kTv′ ) exp(−
E j′ ,v′
kT )− exp(− EvkTv ) exp(−
E j,v
kT )
exp(− Ev′ j′k·296 )− exp(−
Ev j
k·296 )
. (A.7)
Substituting Q∗0(296)/Q
∗
0(T) ≈ (296/T)m, Q(T) = Q0(T)Qvib(T)in Eq.A.6, (p. 62) the approxi-
mate formula for scaling linestrengths can be written (see also Vollmann (210))
sll′(T)
s∗ll′(296)
=
Q∗vib(T)
Q∗vib(296)
(296
T
)m exp(− Ev′kTv′ ) exp(− E j′ ,v′kT )− exp(− EvkTv ) exp(− E j,vkT )
exp(− Ev′ j′k·296 )− exp(−
Ev j
k·296 )
. (A.8)
Nevertheless, the accurate formula Eq.A.7, (p. 62) requires the knowledge of the ground vibrati-
onal state probabilityW0 in addition to the vibrational temperatures. That fact makes the usage of
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Fig. A.1 Dependence of Einstein coefficient of spontaneous emission for the vibrational band on temperature (in case of
rotational LTE).
vibrational temperatures questionable in comparison with direct calculation by the formula given
in Eq.A.2, (p. 62).
The HITRAN database does not provide the Einstein coefficient of spontaneous emission Ai j, so it
should be calculated either from transition moment squared (|Rll′ |2) or LTE linestrength s∗ll′ (296)
both given in HITRAN (see Gamache et al.(61)). From Eq.A.5, (p. 62) it follows that
All′ =
64pi4
3h
ν3ll′ ·
gl′
gl
|Rll′ |2 · 10−36, (A.9)
and
All′ = s∗ll′(296) · 8picν2ll′
exp( El′k·296 )
1− exp(− hνll′k·296 )
· 1
gl
·Q∗(296) ·αiso. (A.10)
The Einstein coefficient of stimulated emission Bll′ and absorption Bl′ l can be obtained from All′
using the standard expressions.
The total partition sum for each molecule (see Eq. 2.21, (p. 6)) and the rotational partition sum for
each vibrational level (see Eq. 2.27, (p. 7)) can be directly calculated for each required temperature
if the information about rovibrational levels (energy and degeneracy for the given set of quantum
numbers) is available (see Gamache et al.(60)). This data can then be stored for later processing.
The vibrational partition sum is usually used by the conventional radiative transfer algorithms
for scaling the LTE linestrengths. If necessary, it is possible to calculate the vibrational partition
sum by direct summation knowing the energies and degeneracies of vibrational levels. The reader
should have already noticed, that Qvib(T) is used in the algorithm presented in Section 2.1 (p. 3).
The Eq. 2.36, (p. 8) in Section 2.4.1 (p. 7) defined the Einstein coefficient Avv′(T) for the vibrational
band in case of rotational LTE as
Avv′(T) = ∑
j j′∈vv′
g j
Q∗v(T)
exp
(
− E j,v
kT
)
Av j,v′ j′ . (A.11)
Effectively, Avv′ is an average of individual Av j,v′ j′ with the rotational weights of the upper state
(which are dependent on T), so the resulting Avv′ is also dependent on T. It should be noted that
this dependence is not very strong for the temperatures found in the Earth or Mars atmospheres,
which can be seen from Fig.A.1 (p. 63) for 6.3 µm H2O , 4.3 µm CO2 , 15 µm CO2 and 9.6 µm
O3 fundamental bands.
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A.1.1 Line profiles and frequency quadrature scheme
In the upper atmosphere the line profile can be with high accuracy described by the Doppler
shape function
ϕDll′(ν) =
1√
pi∆νD
exp
[
− (ν − νll′)
2
(∆νD)2
]
. (A.12)
The Doppler halfwidth ∆νD for the line centered at νll′ is given by
∆νD = νll′
√
2kT
mαc2
, (A.13)
where
mα is the mass of the molecule Mα .
In the lower atmosphere the line profile is better described by the Lorentz shape function
ϕLll′(ν) =
1
pi
∆νL
(ν − νll′)2 + (∆νL)2 . (A.14)
The HITRAN includes the two following Lorentz parameters: γll′(296) and n, so the Lorentz (air-
broadened) halfwidth ∆νL is given by the following expression
∆νL = γll′(296)p
(296
T
)n
, (A.15)
where
γll′(296) - Lorentz halfwidth at T = 296K, p0 = 1 bar,
n - coefficient of temperature dependence,
p - pressure in bar.
Convolving Doppler and Lorentz line shapes we come to the Voigt line shape function ϕVll′(ν).
Defining dimensionless frequency x as the offset from the line center in Doppler halfwidths and
the parameter a as the ratio of the Lorentz halfwidth ∆νL to the Doppler halfwidth ∆νD
x =
ν − νll′
∆νD
, a =
∆νL
∆νD
, (A.16)
the Voigt line shape function is given by
ϕVll′(ν) =
1
∆νD
U(x, a). (A.17)
Here U(x, a) is the Voigt probability density function
U(x, a) =
a
pi
√
pi
∫ +∞
−∞
e−t2
(x− t)2 + a2 dt. (A.18)
The same probability formalism can be applied to the Doppler (Gauss distribution Φ(x)) and
Lorentz (Cauchy distribution K(x, a)) line shapes
Φ(x) =
1√
pi
exp(−x2) (A.19)
K(x, a) =
1
pi
a
x2 + a2
, (A.20)
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so that
ϕDll′(ν) =
1
∆νD
Φ(x), (A.21)
ϕLll′(ν) =
1
∆νD
K(x, a). (A.22)
The fast algorithm for the calculation of the Voigt function was developed by Humlicek (81). The
more accurate implementation is given byWells (213).
For integration over frequency the following quadrature scheme was suggested by Hummer (82)
and implemented in the MALI code (see Rybicki and Hummer (181; 182)). The algorithm is also
used in the ALI-ARMS code used in this dissertation.
Wewant to apply the quadrature scheme for Voigt profiles under the conditionwhere the Doppler
and Lorentz widths can change with depth. It is known that the uniformly spaced grid with equal
weights (“trapezoidal rule”) works very well for Doppler profiles, so it seems reasonable to use
such a grid for the Doppler core of the profile. Such a grid would presumably also work for
the Lorentz wings, but would be inefficient owing to the large bandwidth required. Thus it is
necessary to alter the grid outside the Doppler core to increase the spacing for larger frequencies.
Sinceϕ(x) = U(x, a) ≈ 1/x2 for x 1 the wing integral can be written∫ +∞
x∗
I(x)ϕ(x)dx ≈
∫ +∞
x∗
I(x)
1
x2
dx =
∫ 1/x∗
0
I(1/y)dy, (A.23)
where y = 1/x.
Instead of making a sharp distinction between core and wing frequencies at x = x∗, we can
introduce an analytic transformation that roughly accomplishes the same thing, namely,
x = x∗ tan
(piy
2
)
. (A.24)
For x  x∗ this gives a linear relation between x and y while for x  x∗ we find x ≈ 11−y , as
desired. The distinction between 1− y here and y is of no importance, being only a linear change
of scale. Now∫ +∞
0
I(x)ϕ(x)dx =
∫ 1
0
I(x∗ tan
(piy
2
)
)ϕ(x∗ tan(
piy
2
))
pix∗
2
sec2(
piy
2
)dy. (A.25)
Note that as x→ +∞, y→ 1 and the quantity
ϕ
(
x∗ tan
(piy
2
))pix∗
2
sec2(
piy
2
)→ a
2x∗
, (A.26)
that is, it remains bounded. Let us define the points and weights of the quadrature scheme so that
∫ +∞
0
F(x)dx =
∫ 1
0
F
(
x∗ tan
(piy
2
))pix∗
2
sec2(
piy
2
)dy =
=
NF−1
∑
i=0
pix∗
2
sec2(
piyi
2
)F
(
x∗ tan
(piyi
2
))
=
NF−1
∑
i=0
wiFi .
(A.27)
The yi and bi given by the trapezoidal rule with offset grid are
yi = (i− 12 )/NF,
bi = 1/NF.
(A.28)
This formulas Eq.A.27, (p. 65) and Eq.A.28, (p. 65) is also known as Gauss-Chebyshev quadrature
scheme.
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Since the integrand will not, in general, vanish near y = 1 (x = +∞) we should use end correcti-
ons to the formula near y = 1. For cubic accuracy we note the formulas
yi = (i− 12 )/NF
bi = 1/NF, i = 0, ...,NF− 5
bNF−4 = (375/384)/NF
bNF−3 = (427/384)/NF
bNF−2 = (309/384)/NF
bNF−1 = (425/384)/NF.
(A.29)
The proof of this statement is outside the scope of the dissertation.
The above quadrature scheme has the disadvantage of a fixed ratio of number of points in core
and wing, namely, equal numbers in y ≶ 1/2 or x ≶ x∗. Since there are cases where the core
dominates, we would like to be able to vary this ratio, making it approach an equal spacing
within x∗ as one limit. One way to do this is to define a parameterα, 0 ≤ α ≤ 1 and let
x = x∗
(
α2 tan
(piy
2
)
+ (1−α2)y
)
. (A.30)
In this case we still take Eq.A.29, (p. 66) to define the y−quadrature, but now
xi = x∗
(
α2 tan
(piyi
2
)
+ (1−α2)yi
)
,
wi = bix∗
(
α2
pi
2
sec2(
piyi
2
) + (1−α2)
)
.
(A.31)
When α = 0 this formula reduces to an equally spaced grid in x from 0 to x∗, while for α = 1
it gives scheme Eq.A.27, (p. 65). To determine the relation of the number of wing points NW vs.
core points NC as a function of α, we first note that the ratio NW/NC = (1− yc)/yc where yc is
the value of y such that x = x∗, that is,
α2 tan
(piyc
2
)
+ (1−α2)yc = 1. (A.32)
For the limiting casesα = 0 andα = 1 we see
NW
NC =
{
0, for α = 0,
1, for α = 1. (A.33)
To find the intermediate behaviour let us look at the core where α  1, so we expect yc = 1−,
where  1. Then Eq.A.32, (p. 66) becomes
α2 cot
(pi
2
)
+ (1−α2)(1−) = 1
 = α2(cot
(pi
2
)− 1+) ≈ α2 2
pi
NW
NC
≈  ≈
√
2
pi
α ≈ 0.8α.
(A.34)
Thus as a rough approximation we may take
NW
NC
= α, (A.35)
which is consistent with Eq.A.33, (p. 66) and not too inconsistent with Eq.A.34, (p. 66). Since the
distinction between “wing” and “core” is somewhat fuzzy, this formula should be perfectly sa-
tisfactory. A question of some interest is the value of the maximum frequency xNF−1 which corre-
sponds to yNF−1 = 1− 12NF . Thus
xNF−1 = x∗
[
α2 cot
( pi
4NF
)
+ (1−α2)
(
1− 1
2NF
)]
. (A.36)
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Forα = 1
xNF−1 ≈ x∗ 4
pi
NF. (A.37)
Forα = 0
xNF−1 ≈ x∗. (A.38)
A good rough approximation for arbitraryα is
xNF−1 ≈ x∗(NF ·α2 + 1). (A.39)
We should note that the frequency interval beyond xNF−1 is still estimated by the quadrature
formula, basically by extrapolating I(x) as a polynomial in 1/x, so one should not be concerned if
the mean intensity has not yet reached its asymptotic value at x = xNF−1, as long as it has reached
its asymptotic form as a polynomial in 1/x.
A.2 Definitions of vibrational temperature
The solution of the SEE (Eq. 2.1, (p. 3)) gives us the populations of the vibrational and/or rovibra-
tional states.
Using the expression for vibrational temperature given in Eq. 2.32, (p. 7), in the case of vibrational
non-LTE, the vibrational temperature is given by
Tv =
Ev
k log
(
gvn0
g0nv
· Q∗v(T)Q∗0(T)
) . (A.40)
The usual definition of the vibrational temperature Tv as
Tv =
Ev
k log
(
gvn0
g0nv
) , (A.41)
equals to the one given above, only if the rotational partition sums of vibrational levels are consi-
dered to be equal to the rotational partition sum of the ground state.
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Fig. A.2 The populations of the ground vibrational state
Ignoring the dependence of the vibrational temperature on the temperature through the ratio
of Q∗v(T)/Q∗0(T) is a widely used approximation in atmospheric science (see López-Puertas et
al.(120)).
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Another common approximation is the assumption that the population of the ground state in
Eq.A.41, (p. 67) equals the total number density of the molecule. It can introduce an error of a
several percent, depending on the molecule under consideration, which can be easily seen from
Fig.A.2 (p. 67): for N2O molecule more than 9% of molecules can leave the ground state in the
Earth atmosphere.
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Index Isotope Short name Abundance Q∗(296K) g j Molar mass ∆H0(298K)
1 H2O
1 1 161 .997317e+00 .174626e+03 1 18.010565 -241.826
1 2 181 .199983e-02 .176141e+03 1 20.014811 -241.826
1 3 171 .371884e-03 .105306e+04 6 19.014780 -241.826
1 4 162 .310693e-03 .865122e+03 6 19.016740 -241.826
2 CO2
2 1 626 .984204e+00 .286219e+03 1 43.989830 -393.51
2 2 636 .110574e-01 .576928e+03 2 44.993185 -393.51
2 3 628 .394707e-02 .607978e+03 1 45.994076 -393.51
2 4 627 .733989e-03 .354389e+04 6 44.994045 -393.51
2 5 638 .443446e-04 .123528e+04 2 46.997431 -393.51
2 6 637 .824623e-05 .714432e+04 12 45.997400 -393.51
2 7 828 .395734e-05 .323407e+03 1 47.998322 -393.51
2 8 728 .147180e-05 .376700e+04 6 46.998291 -393.51
3 O3
3 1 666 .992901e+00 .348186e+04 1 47.984745 142.7
3 2 668 .398194e-02 .746207e+04 1 49.988991 142.7
3 3 686 .199097e-02 .364563e+04 1 49.988991 142.7
3 4 667 .740475e-03 .430647e+05 6 48.988960 142.7
3 5 676 .370237e-03 .212791e+05 6 48.988960 142.7
4 N2O
4 1 446 .990333e+00 .499183e+04 9 44.001062 82.05
4 2 456 .364093e-02 .334938e+04 6 44.998096 82.05
4 3 546 .364093e-02 .344940e+04 6 44.998096 82.05
4 4 448 .198582e-02 .526595e+04 9 46.005308 82.05
4 5 447 .369280e-03 .307008e+05 54 45.005278 82.05
5 CO
5 1 26 .986544e+00 .107428e+03 1 27.994915 -110.53
5 2 36 .110836e-01 .224704e+03 2 28.998270 -110.53
5 3 28 .197822e-02 .112781e+03 1 29.999161 -110.53
5 4 27 .367867e-03 .661209e+03 6 28.999130 -110.53
5 5 38 .222250e-04 .236447e+03 2 31.002516 -110.53
5 6 37 .413292e-05 .138071e+04 12 30.002485 -110.53
7 O2
7 1 66 .995262e+00 .215726e+03 1 31.989830 0.0
7 2 68 .399141e-02 .452188e+03 1 33.994076 0.0
7 3 67 .742235e-03 .263998e+04 6 32.994045 0.0
22 N2
22 1 44 .992687e+00 .467136e+03 1 28.006147 0.0
34 O(3PJ)
34 1 6 .997628e+00 .672173e+01 1 15.994915 249.18
Tab. A.1 Molecular parameters (source - HITRAN-2000)
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B. Electronic-vibrational-rotational levels and bands of
molecules used in this study
From the point of view of molecular spectroscopy the molecules that are discussed in this dis-
sertation belong to two major groups: linear molecules CO2 , N2O , CO , NO , O2 , N2 , OH and
asymmetric top molecules H2O , O3 .
The molecules will be referred to by the number of nuclei forming the molecule modulo 10. The
carbon dioxide molecule isotopic specie 16O12C16O is then called CO2 (626) or simply 626. This
nomenclature is sometimes ambiguous, for example, 16O12C16O and 16O12S16O will have the sa-
me designation 626, but for the molecules presented in this dissertation, no such “overlapping”
occurs.
The detailed discussion of molecular parameters relevant for non-LTE modeling is presented be-
low.
B.1 H2O
Water vapour H2O is an asymmetric top molecule (see Herzberg (77)). The vibrational level v of
H2O molecule is described by quantum numbers v1 (symmetric stretching mode), v2 (bending
mode), v3 (asymmetric stretching mode), so v = v1v2v3. The diagram showing the set of 14 lower
excited vibrational states is presented in Fig. B.1 (p. 72). The values of the vibrational energies (in
cm−1 ) are given in Tab. B.2 (p. 72).
The vibrational-rotational state of H2O is defined by 3 vibrational and 3 rotational quantum num-
bers: (v1, v2, v3, j,Ka,Kc).
Rotational quantum numbers j,Ka and Kc follow the rule
Ka ≤ j,
Kc ≤ j,
Ka + Kc =
{
j
j+ 1,
(B.1)
for each nonnegative integer j.
For the asymmetric H2O isotopes (which have nonidentical H nuclei, for example, H2O (162)),
the rotational degeneracy factor is given by the usual expression
gv( j) = 2 j+ 1. (B.2)
For the symmetric H2O isotopes (which have identical H nuclei, i.e. 161, 171, 181) the rotational
degeneracy factor has to be multiplied by factor 3, depending on the relationship between Ka and
Kc quantum numbers
gv( j) =
{
3 · (2 j+ 1), if Ka − Kc mod 2 6= 0,
2 j+ 1, if Ka − Kc mod 2 = 0. (B.3)
The HITRAN-96 spectroscopic database provides 85 vibrational bands for 72 vibrational levels of
H2O (161). The presented model with 14 vibrational levels includes 22 of these bands from 1.38
µm to 6.60 µm .
The fundamental and hot ν2 bands (6.3 µm ) and fundamental ν1 and ν3 bands (2.7 µm ) are
shown in Fig. B.1 (p. 72).
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Fig. B.1 The vibrational levels and most important 6.3 µm
(solid lines) and 2.7 µm (dashed lines) bands of H2O
Isotope Vibrational level Energy (in cm−1)
161 000 0.000000
161 010 1594.745589
161 020 3151.629967
161 100 3657.053500
161 001 3755.929050
161 030 4666.793333
161 110 5234.975500
161 011 5331.269000
161 040 6134.014680
161 120 6775.092880
161 021 6871.520520
161 200 7201.540080
161 101 7249.818020
161 002 7445.045180
Fig. B.2 Energies of H2O vibrational levels, cm−1
B.2 CO2
The CO2 is a linear triatomic molecule which has the structure O–C–O and can be symmetric or
asymmetric depending on whether the O nuclei are identical. The vibrational level of symmetric
CO2 isotopic species (626,636,828,727,828) is described by four quantum numbers- v1vl2v3, attri-
buted to the ν1 stretching mode, ν2 bending mode, angular momentum l and ν3 stretching mode,
respectively. For asymmetric CO2 isotopic species (627,637,628,638) the fifth quantum number s
must be added to account for l-doubling (see Herzberg (77) for details).
Since the v1 and 2v2 states are very close in their energies, that leads to accidental degeneration, also
known as Fermi resonance (see Fermi (51)). The families of levels with the same values of
n = 2v1 + v2, (B.4)
which are in Fermi resonance were used by Shved et al.(188) in the description of collisional V −
T and V − V selection rules. This nomenclature also makes the radiative selection rules more
compact and will be used below, namely, instead of using the (v1vl2v3) notation for vibrational
levels, we will be using (nlv3,m). Here n is given by Eq. B.4, (p. 72), l and v3 are the same and
m enumerates the levels in Fermi-family. The AFGL notation (v1v2lv3m) used by the HITRAN
database can be easily converted to the Shved’s (nlv3,m) notation, using the Eq. B.4, (p. 72).
Shved et al.(188) described very detailed CO2 model with 321 vibrational levels of 7 isotopic spe-
cies, which is shown in Fig. B.3 (p. 78). Comparing the results with the reduced model of 60 levels
for 5 isotopes in Fig. B.4 (p. 79) Ogibalov et al.(160) have found the latter reasonably accurate for
the vibrational populations.
The energies of the CO2 vibrational-rotational levels Ev j can be calculated using effective spec-
troscopic constants as
Ev j = Gv + Bv j( j+ 1)− Dv[ j( j+ 1)]2 + Hv[ j( j+ 1)]3. (B.5)
where the spectroscopic constants Gv, Bv, Dv and Hv for the vibrational states were taken from
Rothman et al.(178; 179).
The rotational degeneracy factor is given by the usual expression
gv( j) = 2 j+ 1. (B.6)
The radiative transitions that satisfy the selection rule
nlv3 → (n− 1)l′v3,
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are called 15 µm bands. The strongest of them is the 01101 → 00001 band of CO2 (626), which is
centered at 667.38 cm−1(14.9 µm ). The hot transitions 10001 → 01101 (13.9 µm ) and 10002 →
01101 (16.2 µm ), belonging to the 15 µm bands, are also of the interest in this dissertation. The
hot transition 03301→ 10002 is called 12.6 µm band.
The 10 µm bands that are described by the selection rule
nlv3 → (n+ 2)l(v3 − 1),
and are often also refered to as “laser bands” (see also Appendix D.5 (p. 104)). As it was discussed
in Appendix D.5 (p. 104) the solution of the radiative transfer equation for these bands can be
very challenging task, if one uses “conventional” methods.
The 4.3 µm bands, which are ν3 transitions, are described by the selection rule
nlv3 → nl(v3 − 1).
The fundamental 4.3 µm band 00011 → 00001 of CO2 (626) is one of the most optically thick in
the planetary atmospheres: the optical depth in the strongest lines reaches several million in the
Earth atmosphere and some tens of millions in the Mars atmosphere.
The 2.7 µm and 2.0 µm bands are described by the selection rules
nlv3 → (n− 2)l(v3 − 1)
and
nlv3 → (n− 4)l(v3 − 1),
respectively.
B.3 O3
Manuilova et al.(132) have suggested themodel where 23 lower vibrational states of the O3 molecule
were considered. It was used as a “standard” model in this dissertation. The special attention in
comparison with other models was paid to the quenching and chemical loss processes of the
ozone vibrational states in nonelastic collisions with atomic oxygen.
Themodels ofKoutoulaki (92), which has 245 vibrational levels (see Fig. B.5 (p. 80)) and twomodels
byMlynczak and Drayson (143; 144) (14 and 62 levels) are also described below.
Ozone, like H2O , is an asymmetric top molecule and even the O3 (666) isotopic specie composed
of identical O nuclei is asymmetric. Therefore, the vibrational level v of O3 molecule is described
by three quantum numbers v1 (symmetric stretching mode), v2 (bending mode), v3 (asymmetric
stretching mode), so v = v1v2v3. The diagram showing the set of 23 lower excited vibrational
states can be found in Fig. B.6 (p. 80). The states whose energies are close and which have equal
values of v1 + v3 and the same v2, have been grouped in Fig. B.6 (p. 80) and are represented by
roman numbers. Group VI is an exception, because along with the four states 003, 102, 201, 300 it
includes also states 031 and 130 whose energies are close to the energies of the four lower states.
This grouping was introduced to simplify the comparisons with the model ofManuilova and Shved
(129), and serves only the demonstration purposes.
Fig. B.5 (p. 80) gives the extended diagram of the O3 vibrational levels (taken from Koutoulaki
(92)). The energies of the lower 23 vibrational levels were taken from Manuilova et al.(132). For
the higher levels, where possible, the measured values of energy were used. The remaining levels
were calculated using the formula of Barbe et al.(13)
Ev = Ev1v2v3 =
3
∑
i=1
ωi(vi +
1
2
) +
3
∑
i=1
i
∑
j=1
xi j(vi +
1
2
)(v j +
1
2
), (B.7)
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Isotope Vibrational level Energy (in cm−1)
666 000 0.000000
666 010 700.931092
666 001 1042.912937
666 100 1103.137037
666 020 1399.272825
666 011 1726.522500
666 110 1796.261925
666 002 2057.890967
666 030 2095.000000
666 101 2110.784200
666 200 2201.155250
666 021 2408.756188
666 120 2486.576650
666 012 2726.106633
666 111 2786.060567
666 040 2788.000000
666 210 2886.178000
666 003 3046.087900
666 102 3083.702867
666 031 3086.000000
666 130 3171.000000
666 201 3186.409700
666 300 3289.930100
Tab. B.1 Energies of O3 vibrational levels
with the modifications suggested by Koutoulaki (92). The details concerning ωi and xi j could be
found in Koutoulaki (92). The values of the vibrational energies (in cm−1 ) are given in Tab. B.1
(p. 74).
The vibrational levels included in models published by Mlynczak and Drayson (143; 144) are des-
cribed in Appendix C.4 (p. 95).
The vibrational-rotational state of ozone is represented by 6 quantumnumbers: (v1, v2, v3, j,Ka,Kc).
j,Ka and Kc follow the rule (Flaud and Bacis (55))
Ka ≤ j
Kc ≤ j
Ka + Kc =
{
j
j+ 1,
(B.8)
for each nonnegative integer j. The rotational degeneracy factor is always by the usual expression
gv( j) = 2 j+ 1. (B.9)
The strongest atmospheric infrared O3 bands are located around 9.6 (ν3 and ν1), 4.8 (mainly ν3 +
ν1) and 14.3 (ν2) µm and are shown in Fig. B.7 (p. 81).
The following ν1 and ν2 transitions, which are not present in the HITRAN-96 database, were
added to the model: 201-101, 300-200; 031-030, 031-021, 130-030, 130-120; 012-002, 111-101, 210-
200; 030-020, 040-030,
For these transitions the Einstein coefficients of spontaneous emission for vibrational transitions
Avv′ have been estimated in accordance with the harmonic oscillator model as a multiples of the
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values Avv′ of the fundamental transitions 010–000,100–000
A(v1 ,v2 ,v3)→(v1−1,v2 ,v3) = v1A100→000, A(v1 ,v2 ,v3)→(v1 ,v2−1,v3) = v2A010→000, (B.10)
or by an anharmonic oscillator scaling law for the ν3 mode
Av,v−1 = vA001,000
(
Ev − Ev−1
ν001,000
)3
, (B.11)
as suggested by Rawlins et al.(170).
B.4 N2O
The N2O is a linear triatomic molecule which has the form O–N–N and therefore is asymme-
tric, even if the N nuclei are identical. This is the same type of the molecule as the asymmetric
CO2 isotopic species. The vibrational level of N2O isotopic species is defined by quantum num-
bers v1vl2v3. The fifth quantum number s must be added to account for l-doubling (see Herzberg
(77) for details). The four vibrational quantum numbers v1vl2v3 correspond respectively to the ν1
stretching mode, ν2 bending mode, angular momentum l, and ν3 stretching mode. The set of 16
vibrational populations is shown in Fig. B.8 (p. 81) and the numerical values (in cm−1) are given
in Tab. B.9 (p. 81).
B.5 CO
CO is a linear molecule and its vibrational levels are nearly equally spaced in energy. For this
study three lower levels v = 0, 1, 2 of main isotope CO (26) were included, like in similar models
by López-Puertas et al.(115) and Kutepov et al.(99). The energy levels are shown in Fig. B.10 (p. 75).
0
1
2
Fig. B.10 The vibrational levels and bands of CO
Isotope Vibrational level Energy (in cm−1)
26 0 0.0000
26 1 2143.2713
26 2 4260.0621
Fig. B.11 Energies of CO vibrational levels, cm−1
The energies of the rovibrational levels were obtained from the HITRAN-2000 spectroscopic da-
tabase, using the program described in Appendix A (p. 61). The rotational degeneracy factor is
given by the usual expression
gv( j) = 2 j+ 1. (B.12)
The fundamental 1− 0 and first hot 2− 1 4.6 µm bands and the 2− 0 2.3 µm band that were taken
into account in this study are shown in Fig. B.10 (p. 75).
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B.6 O2
Three electronic states of O2 are included in the model: the ground state O2(X3Σ−g ) , the first
excited state O2(a1∆g) and the second excited state O2(b1Σ+g ) . Their energies are given in Tab. B.2
(p. 76).
O2(X3Σ−g ) O2(a1∆g) O2(b1Σ+g )
Ee 0.0000 7882.4238 13120.9
Tab. B.2 Energies of O2 electronic states. The values are in cm−1.
For calculating the vibrational energies of O2 excited levels the following expression was used
(Svanberg et al.(199))
E˜(v) = ωe(v+
1
2
) +ωexe(v+
1
2
)2 +ωeye(v+
1
2
)3 +ωeze(v+
1
2
)4+
+ωeae(v+
1
2
)5 +ωebe(v+
1
2
)6,
Ev = E˜(v)− E˜(0).
(B.13)
The constants used in the expression Eq. B.13, (p. 76) are given in Tab. B.3 (p. 76).
O2(X3Σ−g ) O2(a1∆g) O2(b1Σ+g )
ωe 1580.39 1509.0 1432.687
ωexe −12.212 -12 -13.95
ωeye 7.54× 10−2 0 −1.075× 10−2
ωeze −4.09× 10−3 0 0
ωeae 1.30× 10−4 0 0
ωebe −2.21× 10−6 0 0
Tab. B.3 Constants used for the calculation of vibrational energies of O2 . The values are taken from Laher and Gilmore
(105) and Herzberg (77).
The energies of the rotational sublevels were calculated using the formula given by Herzberg (77)
for diatomic molecules
E j,v = Bv j( j+ 1)− Dv j2( j+ 1)2,
Bv = Be −αe(v+ 12 ),
Dv = De −βe(v+ 12 ).
(B.14)
The constants used in the equation Eq. B.14, (p. 76) are given in Tab. B.4 (p. 77).
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O2(X3Σ−g ) O2(a1∆g) O2(b1Σ+g )
Be 1.44566 1.4264 1.40041
αe 1.579× 10−2 1.71× 10−2 1.817× 10−2
De 4.95× 10−6 0 0
βe 8.00× 10−8 0 0
K 1,3,5,... 2,3,4,... 0,2,4,...
J K− 1,K,K+ 1 K K
Tab. B.4 Constants used for calculation of rotational energies of O2 . The values are taken from Herzberg (77) in cm−1.
The ground electronic state O2(X3Σ−g ) is a triplet, while the O2(a1∆g) and O2(b1Σ+g ) are singlets.
One should also keep in mind that for O2(X3Σ−g ) the rotational levels with even K are forbidden,
and for O2(b1Σ+g ) - the odd levels. The summary is given in Tab. B.4 (p. 77).
B.7 N2
For calculating the vibrational energies of N2 excited levels the following expression was used in
this dissertation
E˜(v) = ωe(v+
1
2
) +ωexe(v+
1
2
)2,
Ev = E˜(v)− E˜(0).
(B.15)
The constants used in the expression Eq. B.15, (p. 77) are given in Tab. B.5 (p. 77).
ωe 2329.91 Herzberg (77)
ωexe −14.456
Tab. B.5 Constants used for the calculation of vibrational energies of N2 . The energies are in cm−1
The energies of the rotational sublevels were calculated using the formula given by Herzberg (77)
for diatomic molecules (rigid rotator)
E j,v = Bv j( j+ 1). (B.16)
The constants used the in expression Eq. B.16, (p. 77) are given in Tab. B.6 (p. 77).
Bv 1.44566 Herzberg (77)
Tab. B.6 Constants used for calculation of rotational energies of N2 . The values are in cm−1
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Fig. B.3 The vibrational levels of CO2 (extended model).
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Fig. B.4 Vibrational bands of CO2 : black - 15µm , red - 10µm , blue - 4.3 µm , magenta - 2.0 µm .
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Fig. B.5 The vibrational levels of O3 (taken from Koutoulaki (92)).
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Fig. B.6 The vibrational levels of O3 included in the model ofManuilova et al.(132).
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Fig. B.7 Most important 4.8 µm (left) and 9.6 µm (right) bands of O3
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Fig. B.8 The vibrational levels and bands of N2O .
Isotope Vibrational level Energy (in cm−1)
446 0000 0.000000
446 0110 588.767800
446 0200 1168.132314
446 0220 1177.744600
446 1000 1284.904040
446 0310 1749.058000
446 0330 1766.900000
446 1110 1880.268000
446 0001 2223.756700
446 1200 2461.996400
446 1220 2474.785000
446 2000 2563.339400
446 0111 2789.292600
446 0201 3363.976620
446 0221 3373.138000
446 1001 3480.819139
Fig. B.9 Energies of N2O vibrational levels
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C. Collisional rates
C.1 R− T collisional processes
C.1.1 Rate coefficients for the CO2 R− T energy exchange
The rotational relaxation of CO2 in collisions with other molecular species remains poorly explo-
red both in experiment and theory. Therefore, in order to obtain the required R− T rate constants
kv j,v j′ , it was necessary to model these quantities. Following Kutepov et al.(99), the model of kv j,v j′
is based on two assumptions:
1. The change in angular momentum is more important for the R − T transitions than the
change in energy (Steinfeld et al.(195)). That leads to the following expression for kv j,v j′
kv j,v j′ = k j j′ = k0j [∆ j(∆ j+ 1)]
−a, ∆ j = j− j′, j > j′. (C.1)
The value of a was taken equal 0.85. For j < j′, k j j′ is calculated from the detailed balance
relation (see Eq. 2.12, (p. 4)).
2. The total rate constant kR−T for the rotational relaxation of level j
kR−T = ∑
j′ 6= j
k j j′ , (C.2)
is related to the Lorentz halfwidths ∆νL of rovibrational line, originating from level j, (see
Pack et al.(163)), namely
∆νL = γ(296)
p
p0
(296
T
)n
=
1
2pic
p
kT
kR−T . (C.3)
Therefore
kR−T =
2pickT
p0
γ(296)
(296
T
)n
, (C.4)
where γ(296) is the Lorentz halfwidth at 296K and normal pressure (1 bar). This approach was
used by Kutepov et al.(99) for their study of rotational non-LTE for CO . The similar study was
performed for NO by Funke and López-Puertas (57), who also used a different model for R − T
relaxation. As it is shown by Funke (58; 59) these two approaches did not have any significant
influence on the resulting rotational distribution. So, the approach of Kutepov et al.(99) described
above was used in this work. See Section 7 (p. 53) for the rotational distribution functions for
CO2 (626) 00011 level in the Earth’s atmosphere.
C.2 V − T collisional processes
C.2.1 V − T collisional transitions in H2O
López-Puertas et al.(117) has included the following V− T processes in his model, which are given
in generalized form here together with their rate constants:
1. ν2 transitions
H2O(v1, v2, v3) + M H2O(v1, v2 − 1, v3) + M. (C.5)
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M Collisional rate constant (cm3s−1) Reference
N2 kV−T = v2 · 4.1× 10−14(T/300)1/2 Bass et al.(16)
O2 kV−T = v2 · 4.1× 10−14(T/300)1/2
O(3PJ) kV−T = 1.0× 10−12(T/300)1/2 López-Puertas et al.(117)
Tab. C.1 V − T rate constants for H2O ν2 transitions.
2. ν1 ↔ ν3 exchange
H2O(v1, v2, v3) + M H2O(v1 + 1, v2, v3 − 1) + M. (C.6)
M Collisional rate constant (cm3s−1) Reference
N2 kV−T = 1.2× 10−11
√
T López-Puertas et al.(117)
O2 kV−T = 1.1× 10−11
√
T
Tab. C.2 V − T rate constants for H2O ν1 ↔ ν3 exchange.
3. ν1,ν3 ↔ 2ν2 transitions
H2O(v1, v2, v3) + M  H2O(v1 − 1, v2 + 2, v3) + M
H2O(v1, v2, v3) + M  H2O(v1, v2 + 2, v3 − 1) + M. (C.7)
M Collisional rate constant (cm3s−1) Reference
N2 kV−T = 4.6× 10−13(T/300)1/2 Finzi et al.(53)
O2 kV−T = 3.3× 10−13(T/300)1/2
O(3PJ) kV−T = 3.0× 10−12(T/300)1/2 Zittel and Masturzo et al.(222)
Tab. C.3 V − T rate constants for H2O ν1 ,ν3 ↔ 2ν2 exchange.
C.2.2 V − T collisional transitions in CO2
There are two modern kinetic models, namely that of López-Puertas et al.(120) and that of Shved et
al.(188), which are described below.
The kinetic model of López-Puertas was first presented in López-Puertas et al.(109; 110) and then
extended and improved in López-Puertas et al.(120). The values of the rate constants and the
groups of the transitions of this model are very close to those used by Shved et al.(188). The main
differences lie in the used scaling rules and branching ratios for v3 → v2 processes. Therefore
the model of Shved et al.(188) will be described together with its differences to López-Puertas et
al.(120). The Shved’s model was extended in this work by including the V − T processes with
CO2 as a collisional partners and the V −V processes with CO , to make it applicable both to the
atmospheres of Earth and Mars. For this extension the set of the rate constants of López-Valverde
et al.(207; 208) was used.
All the V − T transitions in this model are divided in four groups:
1. Splitting a ν3-quantum into ν2-quanta
COα2 (n
lv3,m) + M COα2 ((n+ ∆n)l
′(v3 − 1),m′) + M,
kV−T = n′ l′ p∆nv3 · K. (C.8)
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M Collisional rate constant (cm3s−1) Reference
CO2 , ∆n = 2, 3 K = 7.3× 10−14 exp(−850.3/T+ 86523/T2) Bauer et al.(17),
p2 = 0.18, p3 = 0.82 Lepoutre et al.(106)
N2 , ∆n = 1, 2, 3 K = 4.3× 10−16 exp(7.0× 10−3T) Shved et al.(188)
T ≤ 190 p1 = 0 p2 = 0 p3 = 1
190 < T ≤ 250 p1 = 0 p2 = T−19060 p3 = 250−T60
250 < T ≤ 350 p1 = T−250100 p2 = 350−T100 p3 = 0
T > 350 p1 = 1 p2 = 0 p3 = 0
O2 , ∆n = 2, 3 K = 1.2× 10−15 exp(2.2× 10−3T+ 7.0× 10−6T2) Shved et al.(188)
p2 = 12 , p3 =
1
2
CO , ∆n = 3 K = 1.7× 10−14 exp(−448.3/T+ 53636/T2) Starr
p3 = 1 and Hancock (193)
O(3PJ) , ∆n = 2, 3 K = 2.0× 10−13(T/300)1/2 Buchwald
and Wolga (24)
T ≤ 190 p2 = 0.1 p3 = 0.9
190 < T ≤ 250 p2 = T−19075 +0.1 p3 = 190−T75 + 0.9
T > 250 p2 = 0.9 p3 = 0.1
López-Valverde
et al.(207; 208)
Tab. C.4 Rate constants for the V − T processes, which lead to splitting of the v3 quantum of CO2 molecules.
M Collisional rate constant (cm3s−1) Reference
CO2 K =
{
7.3× 10−14 exp(−850.3/T+ 86523/T2), if T ≥ 175
3.3× 10−15, if T < 175 Lunt et al.(123)
N2 K = 5.5× 10−17
√
T+ 6.7× 10−10 exp(−83.8T−1/3) Shved et al.(188)
O2 K = 1.0× 10−15 exp(23.37− 230.9T−1/3 + 564.0T−2/3) Shved et al.(188)
CO K =
{
2.1× 10−12 exp(−2659/T+ 223052/T2), if T ≥ 175
7.6× 10−16, if T < 175 Lunt et al.(123)
O(3PJ) K = 3.0× 10−12(300/T)1/2, López-Puertas
et al.(114)
Sharma and
K = 3.5× 10−13 · √T+ 2.32× 10−9 · exp(−76.75/T1/3) Wintersteiner
(184)
Tab. C.5 V − T rate constants for CO2 v2 quenching.
The constants K for this group for different collisional partners and ∆n are given in Tab. C.4
(p. 85).
2. ν2-mode quenching
COα2 (n
lv3,m) + M COα2 ((n− 1)lv3,m) + M, |l − l′| = 1 (C.9)
kV−T =
 4
R(nl0,m→(n−1)l′ 0,m′)2
R(02201→01101)2 · K, for M 6= O(3P)
R(nl0,m→(n−1)l′ 0,m′)2
R(01101→00001)2 · K, for M = O(3P).
The constants K for this group are given in Tab. C.5 (p. 85).
3. ν3-mode quenching by O(3PJ) :
COα2 (n
lv3,m) +O(3P) COα2 (nl
′
(v3 − 1),m′) +O(3P). (C.10)
The rate constant for this group is kV−T = nl′v3 · 1.15× 10−14
√
T, was taken from Nebel et
al.(153).
86 C. Collisional rates
M Collisional rate constant (cm3s−1) Reference
CO2 kV−T = gl′ · 5.76× 10−12 exp(−1.312× 10−2∆E) López-Valverde et al.(207; 208)
N2 ,O2 ,
CO ,O(3PJ) kV−T = gl′5.76 · ×10−13 exp(−1.312× 10−2∆E) Shved et al.(188)
∆E = |Ev − Ev′ |, cm−1
Tab. C.6 V − T rate constants for CO2 transitions inside the n-family.
l = 0 l 6= 0
n = 2k nl = 1(k+1)2 nl =
2
(k+1)2
n = 2k+ 1 nl = 2(k+1)(k+2)
Tab. C.7 Branching ratios nl for CO2 v3 splitting.
4. Transitions between the states of the n-family
COα2 (n
lv3,m) + M COα2 (nl
′
v3,m′) + M. (C.11)
The rate constants for this group are given in Tab. C.6 (p. 86).
The expressions for the branching ratios nl where not given by Shved et al.(188). The correct ex-
pressions for these ratios are derived below.
Each Fermi group nlv3 includes n−l2 + 1 vibrational levels. Therefore, the number of splitting chan-
nels 1/nl is:
for n = 2k, l = 0, 2, 4, ..., n = 2k, l1 = n/2 = 0, 1, 2, ..., k
1
nl
=
(n
2
+ 1
)
+ 2
k
∑
l1=1
((k+ 1)− l1) = (k+ 1) + 2k(k+ 1)− 2
k
∑
l1=1
l1 =
= k+ 1+ k(k+ 1) = (k+ 1)2,
(C.12)
and for n = 2k+ 1, l = 1, 3, 5, ..., n = 2k+ 1, l1 = (l − 1)/2
1
nl
= 2
k
∑
l1=0
(n− l
2
+ 1
)
= 2
k
∑
l1=0
(2k+ 1− (2l1 + 1)
2
+ 1
)
= 2
k
∑
l1=0
(k+ 1− l1) =
= 2(k+ 1) + 2k(k+ 1)− 2 k(k+ 1)
2
= 2(k+ 1) + k(k+ 1) = (k+ 1)(k+ 2).
(C.13)
Taking into account the vibrational degeneracy factor 2 for groups with l 6= 0, we get the values
of branching ratios nl(see Tab. C.7 (p. 86)).
C.2.3 V − T collisional transitions in O3
There are two different methods of considering the V − T kinetics of O3 molecules: energy gap
(EG) models, which use a single expression for the rate constants for most or all transitions, and
the more detailed models trying to use the available experimental data for each measured rate
and scaling techniques for the rest.
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C.2.3.1 Kinetic model of Manuilova
The model of Manuilova (Manuilova and Shved (129) andManuilova et al.(132)) is an example of the
non-EG model. In kinetics of the O3 vibrational states the following groups of inelastic collisions
were taken into account (the corresponding rate coefficients are given in the tables below):
1. ν1 ↔ ν3 transitions
O3(v1, v2, v3) + M O3(v1 − 1, v2, v3 + 1) + M. (C.14)
M Collisional rate constant (cm3s−1) Reference
N2 kV−T = (v1 + v3) · 1.18× 10−11(300/T)0.8 Doyennette et al.(40)
O2 kV−T = (v1 + v3) · 0.97× 10−11(300/T)0.7
O(3PJ) see Appendix C.4.2 (p. 96) West et al.(215; 216)
Tab. C.8 V − T rate constants for O3 ν1 ↔ ν3 transitions.
2. ν1 ↔ ν2 and ν3 ↔ ν2 transitions
O3(v1, v2, v3) + M  O3(v1 − 1, v2 + 1, v3) + M
O3(v1, v2, v3) + M  O3(v1, v2 + 1, v3 − 1) + M. (C.15)
M Collisional rate constant (cm3s−1) Reference
N2 kV−T = (v2 + 1)(v1 + v3) · 0.5× 10−13
√
T exp(−22.8/T1/3) Menard et al.(136)
O2 kV−T = (v2 + 1)(v1 + v3) · 1.2× 10−13
√
T exp(−26.8/T1/3)
O(3PJ) see Appendix C.4.2 (p. 96) West et al.(215; 216)
Tab. C.9 V − T rate constants for O3 ν1 ↔ ν2 and ν3 ↔ ν2 transitions.
3. ν2 transitions
O3(v1, v2, v3) + M O3(v1, v2 − 1, v3) + M. (C.16)
M Collisional rate constant (cm3s−1) Reference
N2 kV−T = v2 · 59× 10−13
√
T exp(−53.8/T1/3) Menard et al.(136)
O2 kV−T = v2 · 7× 10−13
√
T exp(−40.0/T1/3)
O(3PJ) see Appendix C.4.2 (p. 96) West et al.(215; 216)
Tab. C.10 V − T rate constants for O3 ν2 transitions.
4. Transition to the closest (by energy) state by O(3PJ) quenching (only for MODEL 2, see
Appendix C.4.2 (p. 96))
O3(v1, v2, v3) +O(3P) O3(v′1, v′2, v′3) +O(3P), Ev1v2v3 > E100. (C.17)
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M Collisional rate constant (cm3s−1) Reference
O(3PJ) kV−T = 1.0× 10−10 Manuilova et al.(132)
Tab. C.11 V − T rate constants for O3 O(3PJ) quenching.
The recent experiments ofMenard-Bourcin et al.(137) show good agreement with this kinetic sche-
me: it was confirmed that the harmonic oscillator rule gives values of rate constants for processes
Eq. C.15, (p. 87) and Eq.C.16, (p. 87) which are within the experiment uncertainty of 30%.
C.2.3.2 Kinetic models of Mlynczak
Mlynczak and Drayson (143; 144) and other authors (see Fichet et al.(52),Vollmann (210)) have used
two kinetic models:
1. Energy Gap (EG) model.
The authors consider 62 vibrational levels (up to v = 203 with E = 5058cm−1). Collisional
V − T rate constants use a single expression for all transitions
kV−Tvv′ = 10
−12 × exp
(
− ∆E
200
)
cm3s−1,
where the energy difference between upper and lower state ∆E = Ev − Ev′ is given in cm−1.
2. Simple Single Mode (SSM) model.
The 14 vibrational levels (010), (00v3), v3 = 0, ..., 7 and (10v3), v3 = 1, 2, 3, 4 were included
in the model.
C.2.3.3 Kinetic model of Koutoulaki
This model is an extention of the EGmodel ofMlynczak and Drayson (143). The available measure-
ments of the collisional constants with N2 and O2 as a partner are fitted with a singular expression
kV−Tvv′ = A
√
T exp(−B(Ev − Ev′) 23 T− 13 ), (C.18)
where the constants A and B are given in Tab. C.12 (p. 88). This represents the approach known as
the Landau-Teller elementary theory of the vibrational energy transfer.
Parameters A B
Minimal 2.24× 10−13 0.62
Default 6.10× 10−13 0.58
Maximal 2.73× 10−12 0.64
Tab. C.12 Parameters A and B used by Koutoulaki (92).
It was suggested that this formula applies to all other possible collisional transitions, excluding
six transitions in Tab. C.13 (p. 89), for which the averaged experimental values are used.
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Upper state Lower state Collisional rate constant (cm3s−1)
010 000 3.02× 10−14
100 010 3.77× 10−14
001 010 3.77× 10−14
100 000 3.09× 10−15
001 000 3.09× 10−15
100 001 1.07× 10−11
Tab. C.13 Averaged collisional rates used by Koutoulaki (92)
The rate constants for the collisions with atomic oxygen are higher than those for N2 and O2 .
Because of the small number of experimental measurements of these transitions, Koutoulaki (92)
decided to introduce only one “representative” transition 001 → 000 with the rate constant
kV−TO(3P) = 1.05× 10−11, based on the measurements ofWest et al.(215; 216).
C.2.4 V − T collisional transitions in N2O
The following collisional processes for calculating the population of the N2O vibrational states
were included
1. V − T process changing only the angular momentum l
N2O(v1, vl2, v3) + M N2O(v1, vl
′
2 , v3) + M. (C.19)
It was supposed that this process is infinitely fast. This approximation is justified, since the
energy gap between the states is small (9-18 cm−1). Kutepov and Shved (96) andWintersteiner
et al.(219) show that the approximation of the infinitely fast V − T energy exchange may be
used even for the 50 cm−1 gap.
2. ν2-mode quenching
N2O(v1, vl2, v3) + M N2O(v1, (v2 − 1)l
′
), v3) + M. (C.20)
It was assumed that these vibrational transitions obey the selection rule |l− l′| = 1, followi-
ng Shved and Gusev (187). Themeasurements of the rate constant for the 0110 - 0000 transition
were made for T > 300K (see Zuev (227)). This value was rescaled to lower temperature and
taken equal to kV−T = 0.87 × 10−14cm3s−1. As a result, the following rate constants were
used:
Transitions Rate constant (cm3s−1)
0310− 0220
1110− 1000 kV−T =0.87 × 10−14
0111− 0001
Tab. C.14 V − T processes for N2O ν2 bending mode.
3. Splitting ν3-quantum into ν2-quanta.
This process occurs through two pathways (see Zuev (226))
N2O(0001) + N2  N2O(1110) + N2,
N2O(0001) + N2  N2O(0310, 0330) + N2. (C.21)
90 C. Collisional rates
Siddles et al.(190) have measured the total rate constant of the splitting for T = 150 - 295K.
The value 4.3× 10−15 cm3s−1 at 200K was taken for this group.
4. Exchange between the ν1 and ν2 modes
N2O(v1, vl2, v3) + M N2O(v1 − 1, (v2 + 2)l
′
, v3) + M (C.22)
The energy defect for the processes Eq. C.22, (p. 90) is in the 88 - 132 cm−1 range. Kung
(94) estimated the rate constant for the N2O (1000) - N2 quenching as being equal to 1.0 ×
10−13cm3s−1 at room temperature. This value is also taken at 200K. The equal probability of
the ν1 quantum energy transfer to each of two ν2 states was assumed. Taking into account
the degeneracy of the final state, the rate constants for all other processes Eq. C.22, (p. 90)
were scaled from the value given above.
C.2.5 V − T collisional transitions in CO
López-Puertas et al.(115) have shown that the CO quenching process by O(3PJ)
CO(v) +O(3P) CO(v− 1) +O(3P) (C.23)
is the most important V − T process for the formation of the non-LTE CO populations.
The measurements of this rate constant for different temperatures were reported by Lewittes et
al.(108). Fitting the data by the Landau-Teller exponential law and using the harmonic oscillator
scaling rule, Kutepov et al.(99) give the value
kV−T = v · 1.12× 10−13T exp(−44.3T−1/3), (C.24)
where v is the number of CO vibrational quanta.
C.2.6 V − T collisional transitions in N2
The most important V − T process is the N2 (v) quenching by O(3PJ)
N2(v) +O(3P) N2(v− 1) +O(3P). (C.25)
The rate constant for the process involving N2 (1) was taken equal to 2.45× 10−22T2.87, and is the
same as used by López-Puertas et al.(109),Nebel et al.(153) and Shved et al.(188). The value for v > 1
was rescaled using the harmonic oscillator rule.
C.2.7 V − T collisional transitions in O2
O2 (3Σ, v) quenching
O2(3Σ, v) + M O2(3Σ, v− 1) + M (C.26)
is the most important V − T process.
The rate constants for different collisional partners are given in Tab. C.15 (p. 90).
M Collisional rate constant (cm3s−1) Reference
N2 ,O2 kV−T = 1.364× 10−12T exp(−137.93/T1/3) Shved et al.(188)
O(3PJ) kV−T = 1.3× 10−12(T/300) López-Puertas et al.(117)
Tab. C.15 V − T rate constants for O2 (3Σ, v) quenching.
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C.3 V −V collisional processes
The short description is presented below for the V −V energy exchange processes that are inclu-
ded in the current model (in generalized form). The most important ones are shown in Fig. C.1
(p. 91).
2
1
1
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020
00001
1
10002
101
100
__OO __NN __COO __CO __HHO __NNO
102
200
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Fig. C.1 Most important V −V processes.
− H2O and O2 .
The ν2-mode exchange with O2 -vibration
H2O(v1, v2, v3) +O2(3Σ, 0) H2O(v1, v2 − 1, v3) +O2(3Σ, 1). (C.27)
López-Puertas et al.(117) suggested the value
kV−V = v2 · (1.0× 10−12 − 1.0× 10−11).
− H2O and N2 .
The ν2-mode exchange with N2 -vibration
H2O(010) + N2(0) H2O(000) + N2(1). (C.28)
The rate constant
kV−V = 1.2× 10−14(T/300)1/2
was published byWhitson and McNeal (217).
− H2O and CO
The ν2-mode exchange with CO -vibration
H2O(010) + CO(0) H2O(000) + CO(1). (C.29)
The rate constant was measured by Stephenson and Mosburg (196).
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− CO2 and N2 .
The ν3-mode exchange with N2 -vibration
COα2 (n
lv3,m) + N2(0) COα2 (nl(v3 − 1),m) + N2(1). (C.30)
Shved et al.(188) used the rate constant
kV−V = v3 · 8.91× 10−12/
√
T. (C.31)
− CO2 and O2 .
ν1-quantum exchange
COα2 (0
00, 1) +O2(3Σ, 0) COα2 (200, 1) +O2(3Σ, 1). (C.32)
Shved et al.(188) used the following value for the rate constant
kV−V = 5.7× 10−15
√
T
[
2.2− 1.3 exp
(
− 315
T
)]
exp
(
− 56.7√
T
)
. (C.33)
− CO2 and CO2 .
1. ν3-mode exchange between the CO2 isotopes
COα2 (n
lv3,m) + COβ2 (0
00, 1) COα2 (nl(v3 − 1),m) + COβ2 (001, 1) + ∆E. (C.34)
Shved et al.(186) suggested the value
kV−V =
{
v3 · 6.8× 10−12T1/2, if ∆E ≤ 42cm−1
v3 · 3.6× 10−11T1/2 exp(−∆E/26.3), if ∆E > 42cm−1. (C.35)
2. Splitting ν3 into ν2-quanta
COα2 (n
lv3,m) + COβ2 (0
00, 1) COα2 ((n+ 2)l
′
(v3 − 1),m′) + COβ2 (110, 1). (C.36)
Using the measurements of Lepoutre et al.(106), values suggested by López-Valverde et
al.(207) and the scaling procedure proposed by Shved et al.(188) , the following expres-
sions for the rate constants are suggested
kV−V =
{
nlv3 · 3.6× 10−13 exp(−1660/T+ 176948/T2), if T > 175
nlv3 · 8.8× 10−15, if T ≤ 175.
(C.37)
See Appendix B.2 (p. 72) for the definition and numerical value of branching ratio nl .
3. ν2-quantum exchange between the CO2 isotopes
COα2 (n
lv3,m) + COβ2 (0
00) COα2 ((n− 1)l
′
v3,m′) + COβ2 (1
10) + ∆E. (C.38)
Shved et al.(188) used the rate constant
kV−V =
 1gl · 9.4× 10−11 exp(−0.024|∆E|)
R(nl0,m→(n−1)l′ 0,m′)2
R(02201→01101)2 , if ∆E > 0
1
gl
· 9.4× 10−11 exp(−0.029|∆E|)R(nl0,m→(n−1)l
′
0,m′)2
R(02201→01101)2 , if ∆E < 0,
(C.39)
where R2 is the squared moment of the considered ν2 transition.
− CO2 and CO .
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1. ν3-mode exchange with CO -vibration
COα2 (n
lv3,m) + CO(v) COα2 (nl(v3 − 1),m) + CO(v+ 1). (C.40)
Fitting the experimental data by Starr and Hancock (193) with the Landau-Teller expo-
nential law and applying the harmonic oscillator scaling rule the following expression
was derived for the rate constant
kV−V = v3(v+ 1) · 1.6× 10−12 exp(−1169/T+ 77601/T2). (C.41)
− O3 and O2 .
1. ν1-mode and ν3-mode exchange with O2 -vibration
O3(001) +O2(3Σ, 0) O3(000) +O2(3Σ, 1),
O3(100) +O2(3Σ, 0) O3(000) +O2(3Σ, 1). (C.42)
The value of the rate constant for these processes kV−V = 1.0× 10−16 cm3s−1 was taken
from Parker and Ritke (165).
2. Near-resonant process
O3(102) +O2(3Σ, 0) O3(000) +O2(3Σ, 2). (C.43)
The rate constant value for this transitionwas estimated byRawlins et al.(170), as kV−V =
1.0× 10−11cm3s−1.
− O3 and N2 .
2ν1 exchange with N2 -vibration
O3(200) + N2(0) O3(000) + N2(1). (C.44)
The value of the rate constant for this process, kV−V = 2.3× 10−14 cm3s−1 was reported by
Robertshaw and Smith (173).
− O3 and CO .
ν1 + ν3 exchange with CO -vibration
O3(101) + CO(0) O3(000) + CO(1). (C.45)
The rate constants were measured by Harding et al.(75).
− N2O and O2 .
1. Splitting a ν3-quantum by collisions with O2
N2O(v1, vl2, v3) +O2(
3Σ, 0) N2O(v1, (v2 + 1)l , v3 − 1) +O2(3Σ, 1). (C.46)
Siddles et al.(190) have measured the rate constant of N2O (0001) splitting at T = 150 -
295K. In agreement with these measurements it was taken equal to 7.0× 10−15 cm3s−1
at 200K.
2. Energy exchange between the ν1 stretch mode and O2 -vibration
N2O(v1, vl2, v3) +O2(
3Σ, 0) N2O(v1 − 1, vl2, v3) +O2(3Σ, 1). (C.47)
There are measurements of the rate constant for the process
O2(3Σ, 1) + N2O(0001) O2(3Σ, 0) + N2O(1000)
for T>380K only (see Zuev (227)). Extrapolating these measurements to lower tempe-
ratures and taking the rate constant of the process (Eq. C.47, (p. 93)) for the N2O (0001)
quenching, we get kV−V = 1.3× 10−15 cm3s−1 at 200K. The same value was also used
for other transitions of this type.
94 C. Collisional rates
− N2O and N2
The energy exchange between the ν3-mode and N2 -vibration
N2O(v1, vl2, v3) + N2(0) N2O(v1, vl2, v3 − 1) + N2(1). (C.48)
Gueguen et al.(71) have measured the rate constant of the process Eq. C.48, (p. 94) for the
N2O (0001) quenching for T = 150 - 1200K. Shved and Gusev (187) suggested the value kV−V =
1.1× 10−13cm3s−1 for 200K. This value was used for all other transitions in this group.
− CO and N2 .
Energy exchange between CO and N2 -vibration
CO(v) + N2(0) CO(v− 1) + N2(1). (C.49)
Allen and Simpson (3) have measured the rate constant of this process for different values
of temperature. Fitting the data using the Landau-Teller exponential law, Kutepov et al.(99)
gives the value of this constant
kV−V = 3.42× 10−10 exp(−54.7T−1/3).
− CO and O2 .
Energy exchange
CO(1) +O2(3Σ, 0) CO(0) +O2(3Σ, 1) (C.50)
The rate constant measured by Doyennette et al.(39)
kV−V = 9.79× 10−17 exp(8.02× 10−3(T− 300)− 2.05× 10−5(T− 300)2)
was used for this process. This expression was suggested by López-Puertas et al.(115).
− O2 and N2 .
1. The process for v = 1
O2(3Σ, 0) + N2(1) O2(3Σ, 1) + N2(0). (C.51)
The rate constant was measured for the temperature range T = 125-295 K byMaricq et
al.(133)
kV−V = 4.43× 10−17T exp
(
− 49.32
T1/3
)
. (C.52)
2. The process for higher v
O2(3Σ, v) + N2(0) O2(3Σ, v− 2) + N2(1), v > 7. (C.53)
The rate constants for different v were taken from Slanger (191), Park and Slanger (164),
Klatt et al.(90) and Billing and Kolesnik (21) and are given in Fig. C.3 (p. 95).
− O2 and O2 .
Energy exchange
O2(3Σ, v) +O2(3Σ, 0) O2(3Σ, v− 1) +O2(3Σ, 1). (C.54)
The rate constants for different v are given in Fig. C.2 (p. 95).
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Fig. C.2 Rate constants for O2 (v)+O2 (0) process.
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Fig. C.3 V −V rate constants for O2 (v)+N2 (0) process.
− N2 and N2 .
Energy exchange
N2(v) + N2(0) N2(v− 1) + N2(1). (C.55)
The rate constants for different v suggested by Pravilov (166) are given in Tab. C.16 (p. 95).
v T=200K T=300K
2 7.0 7.5
3 7.3 8.4
4 7.5 9.3
5 6.1 8.1
6 5.4 7.6
7 4.1 6.2
Tab. C.16 Rate constants for N2 (v)+N2 (0) process
The linear extrapolation is used for all temperature values.
C.4 C−V processes
C.4.1 Production of ozone: recombination reaction
For a quiet atmosphere, the most important non-thermal source of vibrationally excited ozone is
the recombination reaction
O2 +O+ M→ O3(v1, v2, v3) + M. (C.56)
The rate constants of recombination Eq.C.56, (p. 95) for M=O2 and N2 provided by Hippler et
al.(78) are given in Tab. C.17 (p. 96). The value of the rate constant for atomic oxygen O(3PJ) was
taken from Steinfeld et al.(194).
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Rate constant (in cm6 s−1) Collisional partner M
6.9× 10−34 ·
(
T
300
)−1.25
O2
5.5× 10−34 ·
(
T
300
)−2.6
N2
2.15× 10−34 · exp
(
345
T
)
O(3PJ)
Tab. C.17 Rate constants of O3 chemical production
Three models are suggested for the vibrational excitation distribution of the ozone molecules
produced in the recombination reaction:
1. The method of Joens et al.(85).
The author assumed that the ozone is formed at the vibrational levels with highest energy
and then is relaxed by the collisions and spontaneous emission.
Following this theory,Manuilova et al.(132) suggested that the initially populated state is one
of the six states from group VI in Fig. B.6 (p. 80) (namely O3 (003)) and the vibrational LTE is
assumed between the states of group VI (6 levels: 003, 102, 201, 300, 031 and 130).Mlynczak
and Drayson (143; 144) (EG model) put the produced ozone in 8 levels (311, 005, 240, 104,
033, 132, 410, 203) with equal probability wPv = 0.125. Koutoulaki (92) has considered in one
of the models, that all excited molecules are formed at the level with highest vibrational
energy.
2. The method of Rawlins (169).
It is assumed that the nascent distribution in the v3 manifold is decreasing gradually with
the increase of v3, with the probability given by an expression Eq.C.57, (p. 96)
wPv3 =
(1− Ev3E )
3
2
∑v(1− Ev3E )
3
2
, (C.57)
where E is the dissociation energy of O3 (8468 cm−1 ).
Such distribution was used byMlynczak and Drayson (143; 144) (SSMmodel) and by Koutou-
laki (92) (“zero surprisal” distribution).
3. Any of the O3 (v1, v2, v3) levels can be produced with equal probability.
This approach was used by Koutoulaki (92) in her model with 245 vibrational levels.
C.4.2 Chemical deactivation of ozone by O(3PJ)
The modeling of the O3 (v1, v2, v3) deactivation by collisions with atomic oxygen accounts for the
chemical reaction
O3(v1, v2, v3) +O(3P)→ 2O2(v) (C.58)
with the rate constant kchemO (v1, v2, v3). The model of Manuilova et al.(132) is the only one among
the published, which accounts for these processes.
West et al.(216) estimated the upper limit of kchemO (100,001) as 4.5× 10−12 cm3s−1, and this value
does not exceed 30 percent of the whole rate constant of O3 (v1, v2, v3) quenching by collisions
with O(3PJ) .
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The direct measurements of kV−TO (v1, v2, v3) and k
chem
O (v1, v2, v3) exist only for three lower states
010, 001, 100. For all other states one has to use a scaling rule. Using the results ofWest et al.(215;
216) and Rawlins et al.(170), the following 2 models of O3 (v1, v2, v3) deactivation by collisions
with O(3PJ) based onManuilova et al.(132) were suggested:
1. MODEL 1 suggests the maximal contribution of reaction Eq.C.58, (p. 96) to the deactivation
of O3 (v1, v2, v3).
The rate constant kchemO (v1, v2, v3) is derived from the measurements of West et al.(215; 216)
and defined as
kchemO (v1, v2, v3) =
{
1.5× 10−11, if Ev1v2v3 ≤ 2100cm−1
5/7Ev1v2v3 · 10−14cm3s−1, if Ev1v2v3 > 2100cm−1. (C.59)
These values are also in a good agreement with the lower limits of kchemO (00v3) for v3 = 2-5
reported by Rawlins et al.(170).
2. MODEL 2 (“model 3” in Manuilova et al.(132)) supposes the minimal contribution of the
reaction Eq.C.58, (p. 96) to the O3 (v1, v2, v3) deactivation but adds the V − T energy ex-
change with the nearest (by energy) vibrational state for all collisional partners (see Appen-
dix C.2.3.1 (p. 87)).
C.4.3 Destruction of ozone by reactions with other minor chemical species
Mlynczak and Drayson (143; 144) have shown that at nighttime the reaction with atomic hydroxyl
Eq. C.60, (p. 97) is the second (after O ) important process of ozone loss and the production of
vibrationally excited OH in the lower thermosphere and upper mesosphere
O3(v1, v2, v3) + H → O2 +OH(v), v = 6, 7, 8, 9. (C.60)
DeMore et al.(36) give the following value for the rate constant of this process
kchemH (v1, v2, v3) = 1.4× 10−10 exp(−470/T). (C.61)
C.4.4 Chemical excitation of O2
The vibrationally excited O2 (3Σ, v) is created in the chemical reaction of ozone and atomic oxygen
O3 +O(3P)→ 2O2(3Σ, v). (C.62)
The values of rate constants for this reaction at T = 200 K for different v and based on experi-
mental measurements and theoretical predictions were taken from Balakrishnan et al.(11) and are
plotted in Fig. C.4 (p. 98).
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Fig. C.4 Chemical production rate constant of O2 (3Σ, v) from O3
D. Solution of the radiative transfer equation (RTE)
To deal with the solution of the RTE in plane-parallel atmosphere, the atmospheric radiation at
any point in the atmosphere is splitted into two parts: the radiation coming in the atmosphere
from outer space direction I−µν , which is called “incoming radiation”, and the radiation emitted
from the direction of the planetary surface (or upper boundary of clouds) I+µν , which is called
“outgoing radiation”.
For the intensity of incoming radiation I−µν(z)
I−µν(z) = Iµν(z), µ = cos(θin) < 0,
and the intensity of outgoing radiation I+µν(z)
I+µν(z) = Iµν(z), µ = cos(θout) > 0,
the boundary conditions will be
I−µν(0) = 0, I
+
µν(D) = I
surface(µ,ν). (D.1)
Taking into consideration the definitions of I+µν , I−µν , and using their symmetric average uµν(z)
(see also Appendix D.4.1 (p. 102))
uµν =
I+µν(z) + I−µν(z)
2
, (D.2)
the Eq. 2.8, (p. 4) can be rewritten as
J¯ll′(z) =
∫ 1
0
( ∫ +∞
0
uµν(z)ϕll′(ν, z)dν
)
dµ. (D.3)
If both χν(z) and ην(z) are known, then the RTE (Eq. 2.2, (p. 3)) is a nonhomogenious linear diffe-
rential equation, for which the formal solution can be written as
Iµν(z) = Iµν(z0) exp
(
− 1
µ
∫ z
z0
χν(z′)dz′
)
+
∫ z
z0
ην(z′) exp
(
− 1
µ
∫ z′
z
χν(z′′)dz′′
)
dz′. (D.4)
It should be noted that from the point of view of the computer time consumption, the simple
numerical quadrature Eq.D.4, (p. 99) will be very inefficient, because it requires to calculate a
lot of exponentials. That was the reason for the development of several numerical methods, that
minimize the number of calculated exponentials or even avoid them at all.
In general, all the methods can be divided into two groups:
− integral methods, based on the formal solution of the transfer equation Eq.D.4, (p. 99),
− differential methods.
The differential methods can be of two kinds:
− based on the first order form of the transfer equation (DFE method of Castor et al.(26))
− based on the second order form of the transfer equation (Feautrier method of Feautrier (50)).
All these methods are described below, but first the optical depth and lambda operator need to
be defined.
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D.1 Optical depth
To simplify the form of the RTE (Eq.D.4, (p. 99)), the “optical depth” is defined. If the opacity
χν(z) is positive along the ray, then the integral
τµν(z) = − 1
µ
∫ +∞
z
χν(z′)dz′ (D.5)
is a monotonously increasing function. If χν(z) is negative in some altitude regions (the stimula-
ted emission term in Eq. 2.3, (p. 3) is higher than the absorption term and there is no substantial
overlapping with other lines to compensate for that difference), then we have a situation of an in-
frared Amplification by Stimulated Emission of Radiation, or natural infrared laser. This specific
situation requires special treating, which will be presented in Appendix D.5 (p. 104). The infra-
red natural laser effect in the planetary atmospheres was observed by Mumma et al.(152) in the
CO2 bands around 10 µm and studied by many authors. The theoretical estimations showed that
the laser effect can also potentially happen for 9.6µm O3 hot bands and H2O 6.3µm hot bands in
the Earth atmosphere, though there is no experimental confirmation of that so far.
The integral in Eq.D.5, (p. 100) is called “optical depth”. Using optical depth the nonlaser RTE
(Eq. 2.2, (p. 3)) can be rewritten in the following form
dIµν(z)
dτµν
= −Iµν(z) + Sν(z), (D.6)
where Sν is the source function, introduced in Eq. 2.6, (p. 4).
D.2 Lambda and psi operators
The monochromatic lambda operator Λµν along the ray with direction µ is defined by the formal
solution of the RTE (Eq.D.6, (p. 100)) as
Iµν = ΛµνSν . (D.7)
If one assumes that the atmosphere consists of D layers enumerated from 0 to D − 1, then the
lambda operator from Eq.D.7, (p. 100) has the following matrix representation
I0
I1
...
ID−1
 =

Λ0,0 Λ0,1 . . . Λ0,D−1
Λ1,0 Λ1,1 . . . Λ1,D−1
...
... . . .
...
ΛD−1,0 ΛD−1,1 . . . ΛD−1,D−1


S0
S1
...
SD−1
 . (D.8)
The monochromatic psi operator Ψµν along the ray with direction µ defined as
Iµν = Ψµνηµν (D.9)
will have similar matrix representation. One should notice that the psi operator is linear in level
populations, which simplifies its application by accelerated methods of the form described in Sec-
tion 3.4 (p. 14) in comparison with the lambda operator. Specifically, the preconditioning strategy
becomes more straitforward and natural.
The local (diagonal) approximate operator Λ∗ has the form
Λ∗ =

Λ0,0 0 . . . 0
0 Λ1,1 . . . 0
...
... . . .
...
0 0 . . . ΛD−1,D−1
 . (D.10)
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The ALI method that was described in Section 3.4 (p. 14), in its discrete form needs to be able to
calculate the vector of intensities Id and the vector (the diagonal of the matrix) of lambda matrix
Λd,d on the depth grid d = 0, . . . ,D − 1. Obviously, they are connected with each other in a
simple way: the Λd,d is the term multiplied by Sd in the expression for Id at each grid point d =
0, . . .D− 1.
Later in this chapter we will see how the different methods reach this goal.
D.3 Integral methods
D.3.1 Method of long characteristics (MLC)
Using the definition of optical depth Eq.D.5, (p. 100) the formal solution of the radiative transfer
equation Eq.D.4, (p. 99) (τ < τ0) transforms to
I(τ) = I(τ0)e−(τ0−τ) +
∫ τ0
τ
S(t)eτ−tdt. (D.11)
Accounting for the intensities of an incoming radiation I− and outgoing radiation I+, we get
I+(τ) = I+(D)e−(D−τ) +
∫ D
τ
S(t)eτ−tdt,
I−(τ) = I−(0)e−τ +
∫ τ
0
S(t)eτ−tdt.
(D.12)
Integrating I±(τ) over the solid angle, and using the calculated value of J¯(τ) one can easily im-
plement the “lambda iteration” method (see Section 3.1 (p. 11)). The name MLC comes from the
necessity to integrate over the whole line of sight.
D.3.2 Method of short characteristics (MSC)
Using the formal solution given by Eq.D.12, (p. 101) only for the slab between τd and τd+1 (for
the intensity of outgoing radiation I+(τ)) and between τd and τd−1 (for the intensity of incoming
radiation I−(τ)) (instead of (0, τ) and (τ ,D) for MLC) we get
I+(τd) = I+(τd+1)e−∆τd +
∫ τd+1
τd
S(t)eτd−tdt = I+(τd+1)e−∆τd + ∆I+d ,
I−(τd) = I−(τd−1)e−∆τd−1 +
∫ τd
τd−1
S(t)eτd−1−tdt = I−(τd−1)e−∆τd−1 + ∆I−d ,
(D.13)
where
∆τd = τd+1 − τd, d = 0, ...,ND− 1.
If the source function S(t) is the linear function of t inside the slabs (τd−1, τd)
S(t) = S(τd)
t− τd−1
τd − τd−1 + S(τd−1)
τd − t
τd − τd−1 , (D.14)
and (τd, τd+1)
S(t) = S(τd+1)
t− τd
τd+1 − τd + S(τd)
τd+1 − t
τd+1 − τd , (D.15)
then substituting these equations in Eq.D.13, (p. 101) and then integrating over t, we get
I+(τd) = I+(τd+1)e−∆τd + S(τd)
(
1− 1−e−∆τd
∆τd
)
+ S(τd+1)
(
1−e−∆τd
∆τd
− e−∆τd
)
,
I−(τd) = I−(τd−1)e−∆τd−1 + S(τd)
(
1− 1−e−∆τd−1
∆τd−1
)
+ S(τd−1)
(
1−e−∆τd−1
∆τd−1
− e−∆τd−1
)
.
(D.16)
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From Eq.D.16, (p. 101) we can easily write the expressions for the diagonal elements of the lambda
matrixΛd,d (see Appendix D.2 (p. 100) and Section 3.4 (p. 14)) for using them in the ALI algorithm:
Λd,d =
λ+(τd) + λ−(τd)
2
, where
λ+(τd) = 1− 1− e
−∆τd
∆τd
,
λ−(τd) = 1− 1− e
−∆τd−1
∆τd−1
.
(D.17)
Olson and Kunasz (162) suggested using the parabolic interpolation in S(t). In that case the ∆I±d in
Eq.D.13, (p. 101) is given by
∆I±d = α
±
d S(τd−1) +β
±
d S(τd) +γ
±
d S(τd+1). (D.18)
It can be shown that the factorsα±d ,β
±
d and γ
±
d are given by
α−d = e0d +
e2d − (∆τd + 2∆τd−1)e1d
∆τd−1(∆τd + ∆τd−1)
,
β−d =
(∆τd + ∆τd−1)e1d − e2d
∆τd−1∆τd
,
γ−d =
e2d − ∆τde1d
∆τd(∆τd + ∆τd−1)
,
α+d =
e2d+1 − ∆τde1d+1
∆τd−1(∆τd + ∆τd−1)
,
β+d =
(∆τd + ∆τd−1)e1d+1 − e2d+1
∆τd−1∆τd
,
γ+d = e0d+1 +
e2d+1 − (∆τd−1 + 2∆τd)e1d+1
∆τd(∆τd + ∆τd−1)
,
(D.19)
where
e0d = 1− exp(−∆τd−1)
e1d = ∆τd−1 − e0d
e2d = (∆τd−1)2 − 2e1d.
(D.20)
The diagonal elements Λd,d are calculated as the halfsums of β−d and β
+
d .
D.4 Differential methods
D.4.1 Feautrier method
The symmetric average of the intensities of incoming and outgoing radiation uµν(z) was defined
in Section 2.1 (p. 3) (see Eq.D.2, (p. 99)). One can also define the antisymmetric average vµν(z)
vµν(z) =
I+µν(z)− I−µν(z)
2
. (D.21)
Using uµν(z) and vµν(z), and the independence of source function Sν on angle µ, the pair of first
order radiative transfer equations for I+ and I− can be replaced by one second order differential
equation (seeMihalas (139))
d2uµν
dτ2µν
= uµν(z)− Sν , (D.22)
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with the boundary conditions
duµν
dτµν
∣∣∣
τ=0
= uµν(0)− I−(0), duµνdτµν
∣∣∣
τ=τD−1
= I+(zD−1)− uµν(zD−1). (D.23)
After discretization on the optical depth grid, the Eq.D.22, (p. 102) is written as
−Adud−1 + Bdud − Cdud+1 = Sd, d = 1, ...,D− 2, (D.24)
where
Ad =
1
∆τd−1∆τd
,
Cd =
1
∆τd+1∆τd
,
Bd = 1+ Ad + Cd.
(D.25)
The boundary conditions for it will be
B0 = 1+ 2∆τ1 +
2
(∆τ1)2
; BD−1 = 1+ 2∆τD−2 +
2
(∆τD−2)2
C0 = 2(∆τ1)2 ; AD−1 =
2
(∆τD−2)2
.
(D.26)
This tridiagonal set of equations is easily solved by the Gaussian elimination, consisting of a
forward-backward recursive sweep. There are two variants of this procedure: original Feautrier
elimination scheme, and improved Rybicki-Hummer elimination scheme (for both see Rybicki and
Hummer (181; 182)).
As it will be shown below in Appendix D.6 (p. 105), the DFE method has the same accuracy as
Feautriemethod, while requiring less computing time. Another disadvantage of Feautriermethod
is that being applied to the laser lines, it produces erroneous results (negative monochromatic
intensities) and has high sensitivity to singularities in the source function.
D.4.2 Discontinuous finite element (DFE) method
This method was first described by Castor et al.(26) in the astrophysical context and used by Hu-
bený and Lanz (79) for stellar atmosphere modeling within their TLUSTY code.
One assumes in this method that both the source function S(τ) and intensity I(τ) are linear func-
tions of τ in an interval (τd, τd+1)
S(τ) = S(τd)
τ − τd−1
τd − τd−1 + S(τd−1)
τd − τ
τd − τd−1 ,
I(τ) = Ipd
τd+1 − τ
τd+1 − τd + I
m
d+1
τ − τd
τd+1 − τd .
(D.27)
If Ipd = I
m
d then I(τ) is continuous function of τ . The DFE method allows that I
p
d 6= Imd , so the step
discontinuities appear at boundaries τd. The derivative dIdτ is thus given by an expression
dI
dτ
=
Imd+1 − Ipd
τd+1 − τd + (I
p
d − Imd )δ(τ − τd) + (Ipd+1 − Imd+1)δ(τ − τd+1). (D.28)
Substituting all these expressions in the RTE Eq.D.6, (p. 100), multiplying them first by (τd+1 −
τ)/∆τd, then by (τ − τd)/∆τd and integrating over τ , we get the following equations
Imd+1 + I
p
d − 2Imd
∆τd
=
2
3
(Sd − Ipd ) +
1
3
(Sd+1 − Imd+1),
Imd+1 − Ipd
∆τd
=
1
3
(Sd − Ipd ) +
2
3
(Sd+1 − Imd+1).
(D.29)
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Castor et al.(26) have found that one can replace the Eq.D.29, (p. 103) by
Imd+1 + I
p
d − 2Imd
∆τd
= Sd − Ipd ,
Imd+1 − Ipd
∆τd
= Sd+1 − Imd+1.
(D.30)
The Eq.D.30, (p. 104) leads to the same final solution of non-LTE problem as Eq.D.29, (p. 103), but
proved to have better numerical robustness (see Castor et al.(26) for details). Solving the system
Eq.D.30, (p. 104) we get linear recurrence relations for Ipd and I
m
d
Imd+1 =
Sd + ∆τd(1+ ∆τd)Sd+1
1+ (1+ ∆τd)2
,
Ipd = (1+ ∆τd)I
m
d+1 − ∆τdSd+1,
(D.31)
with the boundary conditions
Im0 = 0, I
m
D−1 = ID−1. (D.32)
The intensity at τd is then a linear combination of “discontinuous” intensities I
p
d and I
m
d
Id = Imd
∆τd
∆τd + ∆τd−1
+ Ipd
∆τd−1
∆τd + ∆τd−1
. (D.33)
The “discontinuous” diagonal elements λpd and λ
m
d are given by
λmd+1 =
1+ ∆τd
1+ (1+ ∆τd)2
∆τd,
λ
p
d =
1+ ∆τd
1+ (1+ ∆τd)2
(∆τd + 2λmd ),
(D.34)
with the boundary condition
λm0 = 0. (D.35)
Finally, the diagonal element λd is the linear combination of “discontinuous” diagonal elements
λ
p
d and λ
m
d
λd = λmd
∆τd
∆τd + ∆τd−1
+ λpd
∆τd−1
∆τd + ∆τd−1
. (D.36)
Applying the described method to both incoming intensity I−d and outgoing intensity I
+
d , and
finding the symmetric averages for I+d and I
−
d , λ
+
d and λ
−
d (given by Eq.D.34, (p. 104)) we get J¯d
from Eq.D.2, (p. 99) and Λd,d
Λd,d =
λ+d + λ
−
d
2
. (D.37)
D.5 Treating laser bands
If the gas is in LTE, then both the line source functions Sll′(z) introduced in Section 2.1 (p. 3) (and
equal to Planck function, see Eq. 2.16, (p. 5)) and line opacity coefficients χll′(ν, z) are positive
and the infrared laser condition can not happen. Under non-LTE, the stimulated emission term
nl(z)Bll′ can be equal or even higher than the absorption term nl′(z)Bl′ l . That leads to χll′(ν, z) < 0
and singularity in Sll′(z). So this is strictly n non-LTE effect, which can be caused by the absorp-
tion of the external (in our case, solar) radiation and/or chemical (or any other kind of external)
pumping of upper states, which causes their overpopulation relative to the levels with lower
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energy. If the radiative transitions exist, the reemission of this absorbed radiation in a very nar-
row frequency range happens with (possibly) huge amplification. For the CO2 “laser bands” (for
definition, see Appendix B.2 (p. 72)) in the Martian atmosphere this effect was observed and de-
scribed by Mumma et al.(152). The modeling of this effect was done by Deming and Mumma (35)
and others. Unfortunately, the authors did not account for the radiative transfer in the laser bands
themselfves. This is not surprising, because the traditional methods, using “source function” and
“optical depth” do not work in such situation. The scientists facing this problem (seeMlynczak et
al.(148)) simply suggest to ignore this effect.
The suggested modification of the DFEmethod described in Appendix D.4.2 (p. 103) and working
only in terms of emissivity and opacity, produces a stable workingmethod for the negative optical
depth increments ∆τd > −1.
Replacing ∆τd and Sd in Eq.D.30, (p. 104) by χd∆hd and ηd/χd respectively, where ∆hd is the path
length increment, we rewrite it in the following form
Imd+1 + I
p
d − 2Imd = ηd∆hd − Ipd∆τd,
Imd+1 − Ipd = ηd+1∆hd − Imd+1∆τd,
(D.38)
which has no singularity when χ(z) = 0 (see Fig.D.1 (p. 106)) and transforms to the following
recurrence relations
Imd+1 =
1
1+ (1+ ∆τd)2
(
∆hdηd + ∆hd(1+ ∆τd)ηd+1
)
,
Ipd =
1
1+ (1+ ∆τd)2
(
2(1+ ∆τd)Imd + ∆hd(1+ ∆τd)ηd − ∆hdηd+1
)
.
(D.39)
The intensity at zd will be a linear combination of “discontinuous” intensities I
p
d and I
m
d
Id = Imd
∆hd
∆hd + ∆hd−1
+ Ipd
∆hd−1
∆hd + ∆hd−1
. (D.40)
These equations do not use the source function, which is singular at the altitudes where the line
opacity is equal to zero (see Fig.D.1 (p. 106)), and causes numerical instability in “traditional”
methods. Instead, they include the emissivity coefficient η(z), which is positive both for laser and
non-laser lines.
The same approach can be applied to the non-laser lines too, but is not practical because of addi-
tional memory overhead in comparison with the original DFE method.
D.6 Comparison of the methods
To decide which of the three presented methods (short characteristics, DFE and Feautrier) is the
best, the test run was made using each of them to calculate the integrated intensity J¯ll′ for one
line. The number of depth points was fixed at ND = 61, the number of angle integration points
NA = 4 (Gauss quadrature), the frequency integrationwasmadewith NF = 32 using themethod
described in Appendix A.1.1 (p. 65). The functions were implemented in C programming langua-
ge, making them portable, also there was no attempt to hand-optimize the assembler output of
the compiler. One should also keep in mind the following facts:
− The DFE method and the Feautrier method are second order accurate on the boundaries,
the short characteristics method is not.
− Because of the small values of ND,NA and NF the memory bandwidth and amount does
not play any significant role: the code and data reside in I- and D-cache on RISC processors
and in first level cache on Intel processors respectively.
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Fig. D.1 Line opacity and source function for laser line from CO2 (626) 00011→ 10002 10.4 µm band
− The DFE method and Feautrier method use only arithmetic operations, while short charac-
teristics method uses exponent function, which is calculated with hardware support on one
processors and without it on the others.
The run timings on Intel PII-400 processor are given in Tab.D.1 (p. 106)
DFE method Feautrier method Method of short characteristics
7.87 11.88 10.92
Tab. D.1 Time (in ms) required to find the integrated line intensity J¯ll′ .
The results can be summarized as follows:
1. It should be noted, that although the “short characteristics” method runs faster than the
Feautrie method in this test, it is very unstable, when applied to very optically thick lines
(for example, for CO2 (626) 00011→ 00001 4.3 µm fundamental band), so actually requires
much finer optical depth grid to get correct result and is therefore slower.
2. The DFE method and the Feautrier method are quite comparable with each other, but DFE
requires 20% less raw processor time and less memory for local data.
3. There is no alternative to modified DFEmethod for calculating radiative transfer in the lines
with negative opacity (laser lines, see Appendix D.5 (p. 104)).
So, among these three decribed methods, the Discontinuous Finite Element (DFE) method is the
clear winner. All the results presented in this dissertation were obtained using it.
E. Numerical acceleration techniques
The convergence of the iterative refinement schemes is often slow, so usually some form of ac-
celeration is used to enhance it. Rybicki and Hummer (182) described their variant of a powerful
acceleration procedure proposed by Ng (154). This is a purely numerical procedure and is not to
be confused with the much improved convergence due to the ALI technique, which it supple-
ments. The Ng algorithm predicts the solution using results obtained at previous iterations but
differs from acceleration methods which extrapolate in iteration number.
The Ng technique and similar Orthomin technique used by Klein et al.(91) are described below.
It is assumed that after the m− 1th iterations we decide to take the sets of populations for pre-
vious K steps and build from them the “accelerated” set of the populations according to some
minimization criteria.
E.1 Ng acceleration
The method was first introduced by Ng (154). In this method it is supposed that the vector of
populations at mth iteration pm is a result of the linear transformation of the vector at m − 1th
iteration pm−1 with an operator F
pm = F(pm−1). (E.1)
We are looking for such linear combination zm−1 of populations pm−i with normalized weights xi
zm−1 =
K
∑
i=1
xipm−i ,
K
∑
i=1
xi = 1,
(E.2)
that minimizes ‖F(zm−1)− zm−1‖. Of course, vector x depends on the chosen norm. Substituting
Eq. E.2, (p. 107) in Eq. E.1, (p. 107) and using the linearity of F we get
‖F(zm−1)− zm−1‖ =
=‖F(x1pm−1) + F(x2pm−2) + ...+ F(xKpm−K)− (x1pm−1 + x2pm−2 + . . .+ xm−Kpm−K)‖ =
=‖x1(pm − pm−1) + x2(pm−1 − pm−2) + ...+ xK(pm−K+1 − pm−K)‖ → min
(E.3)
If one defines the vectors di = pi − pi−1, i = m,m− 1, ...,m− K + 1, the problem can be refor-
mulated in the following way
‖x1d1 + x2d2 + ...+ xKdK‖ → min
K
∑
i=1
xi = 1.
(E.4)
Defining the Lagrange function
L = (x1d1 + x2d2 + ...+ xKdK)2 + 2λ(x1 + x2 + ...+ xK − 1), (E.5)
and equating its partial derivatives ∂L∂x and
∂L
∂λ to zero, we get the following linear system ((di , d j)
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is the scalar product of di and d j)
(d1, d1) (d1, d2) . . . (d1, dK−1) 1
(d2, d1) (d2, d2) . . . (d2, dK−1) 1
. . .
(dK−1, d1) (dK−1, d2) . . . (dK−1, dK−1) 1
1 1 . . . 1 0
×

x1
x2
...
xK−1
λ
 =

0
0
...
0
1
 . (E.6)
The vector zm−1 of the normalized populations for each molecule Mα will be taken as the set of
“accelerated” populations for this molecule. Note, that the fact of the normalization of xi makes
possible to satisfy the particle conservation law.
Several L2-type scalar products were tested by Olson et al.(161) and Klein et al.(91) as the vector
norm to be minimized. It was suggested that the weighted L2 scalar product
(pi , p j) =
NF−1
∑
k=0
ND−1
∑
d=0
1
ω2dk
pikp jk (E.7)
with carefully selected weights delivers the most robust solution of this problem.
E.2 Orthomin acceleration
This method was first introduced by Vinsome (209). The idea is very close to the Ng method de-
scribved above: namely, after mth iteration we are searching for such vector of weights xi that
minimizes the difference between the pm and the linear combination of pm−1, pm−2, ..., pm−K. The
vector zm composed with these weights for each molecule Mα will be taken as the set of the “acce-
lerated” populations for this molecule. So, if the Ng method is trying to optimize the norm of first
difference of populations between the iterative steps, the Orthomin method optimizes, operating
on the populations itself. Again, the individual weighting factors xi are normalized too, to satisfy
the particle conservation law:
‖x1pm−1 + x2pm−2 + ...+ xKpm−K − pm‖ → min,
K
∑
i=1
xi = 1.
(E.8)
The name of thismethod comes from thewell known fact, that the linear combination of pm−1, ..., pm−K,
which provides this minimum, must be orthogonal to pm.
Defining the Lagrange function
L = (x1pm−1 + x2pm−2 + ...+ xKpm−K − pm)2 + 2λ(x1 + x2 + ...+ xK − 1), (E.9)
and equating its partial derivatives ∂L∂x and
∂L
∂λ to zero, we get the following linear system ((pi , p j)
is the scalar product of pi and p j)
(pm−1, pm−1) (pm−1, pm−2) . . . (pm−1, pm−K) 1
(pm−2, pm−1) (pm−2, pm−2) . . . (pm−2, pm−K) 1
. . .
(pm−K , pm−1) (pm−K , pm−2) . . . (pm−K , pm−K) 1
1 1 . . . 1 0
×

x1
x2
...
xK
λ
 =

(pm−1, pm)
(pm−2, pm)
...
(pm−K , pm)
1
 . (E.10)
The solution of this linear system delivers us the set of xi, which allows to compute the “accelera-
ted” zm.
F. Atmospheric models used in this study
F.1 Earth atmosphere
Two Earth’s atmospheric models were used for the modeling, namely the MSISE-90 and the
GRAM-99.
The MSISE-90 model (see Hedin et al.(76)) describes the temperature and number densities of He,
O(3PJ) , N2 , O2 , Ar, H and N in Earth’s atmosphere from the ground to the thermospheric
heights. Below 72.5 km the model is primarily based on the Middle Atmosphere Program (MAP)
Handbook (see Labitzke et al.(103)) tabulation of the zonal average temperature and pressure by
Barnett and Corney, which was also used for the CIRA-86. Below 20 km these data were supple-
mented with the information from the US National Meteorological Center (NMC). In addition,
pitot tube, falling sphere, and grenade sounder rocket measurements from 1947 to 1972 were ta-
ken into consideration. Above 72.5 km MSISE-90 is essentially a revised MSIS-86 model taking
into account data derived from space shuttle flights and newer incoherent scattering results.
GRAM-99 (see Justus and Johnson (86)) provides complete geographical and altitude coverage for
each month of the year. GRAM-99 uses a specially-developed data set, also based on MAP data
for 20-120 km altitudes, and NASA’s 1999 version Marshall Engineering Thermosphere (MET-99)
model for heights above 90 km. Fairing techniques assure smooth transition in overlap height
ranges (20-27 km and 90-120 km). GRAM-99 includes 12 atmospheric constituents (H2O , CO2 ,
O3 , N2O , CO , CH4 , N2 , O2 , O , Ar, He and H).
F.1.1 Pressure and temperature
The model calculations were made using the pressure and temperature profiles produced by
MSISE-90 model (see Hedin et al.(76)) for selected near-equatorial profile from CRISTA-1 missi-
on (latitude -8◦, longitude -102◦ , solar zenith angle 42◦) and is presented in Fig. F.1 (p. 109). This
particular choice of the equatorial region was determined by specifics of CRISTA-1 flight trajec-
tory, that results in the lowest SZA values and highest signal to noise ratio (S/N) in the middle
and upper atmosphere. These profiles were considered equal for daytime and nighttime for the
purposes of this chapter.
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Fig. F.1 Altitude profiles of pressure and temperature, used for the Earth atmosphere modeling.
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F.1.2 Volume mixing ratios
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Fig. F.2 Altitude profiles of molecular VMRs used for the Earth atmosphere modeling.
Fig. F.2 (p. 110) and Fig. F.3 (p. 111) give the used volume mixing ratio data for different molecular
species combined with the data from other sources: H2O and N2O from the U.S. Standard At-
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Fig. F.3 Altitude profiles of molecular VMRs used for the Earth atmosphere modeling (cont.)
mosphere (USSA) as compiled by Anderson et al.(6), CO2 and O(1D2) were taken from Shved et
al.(188), CO was taken from Kutepov et al.(99).
F.2 Mars atmosphere
TheMars Global Reference Atmospheric Model (Mars-GRAM) was developed as an engineering-
oriented, empirical model of the Mars atmosphere. Mars-GRAM is based on surface and atmo-
spheric temperature data observed during the Mariner (orbiter) and Viking(orbiter and lander)
missions and on surface pressure data observed by the Viking landers. At the higher altitudes
(above about 120 km), Mars-GRAM was based on the model of Stewart (200) for the global-mean
thermosphere.
Mars-GRAM provides both mean atmospheric pressure and temperature for any location (height,
latitude and longtitude) and time (seasonal and diurnal).
The model calculations were made using the pressure and temperature profiles delivered by
Mars-GRAM model which is presented in Fig. F.4 (p. 112) and is very close to the model used
by López-Valverde et al.(207; 208). The profiles were considered equal for daytime and nighttime.
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Fig. F.4 Altitude profiles of pressure and temperature, used for the modeling of Mars atmosphere.
The main component of the Martian atmosphere is carbon dioxide, while the molecular nitrogen
is becoming important in the thermosphere. The VMRs of trace gases CO and O(3PJ) are given in
Fig. F.7 (p. 112) and Fig. F.8 (p. 112).
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Fig. F.8 Volume mixing ratio of O(3PJ) in Mars atmosphere.
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F.2.1 Mars and Earth atmospheres: the comparison
From Fig. F.5 (p. 112)-Fig. F.8 (p. 112) and Fig. F.2a (p. 110)-Fig. F.3c (p. 111) one can see that in the
Earth’s atmosphere the main components are N2 , O2 and O(3PJ) , while the Mars atmosphere
consists of CO2 and N2 . All other gases have only minor concentrations are therefore are called
trace gases.
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Fig. F.9 Altitude profiles of pressure and temperature, used for the Earth and Mars atmospheres
Fig. F.9 (p. 113) shows that the Martian pressure is lower than the Earth’s (surface values are ≈
6 vs. 1013 mbar) and that the typical temperature is comparable or lower. The second distinct
feature of the Martian atmosphere is the absence of the warm stratopause, which is a result of
missing oxygen and ozone, that warm this part of the atmosphere.
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Fig. F.10 Altitude profiles of CO2 number density in the Earth and Mars atmospheres
The differences in pressure,temperature and volume mixing ratio result in the overall higher
CO2 number density (see Fig. F.10 (p. 113)). On one hand that fact means higher optical thick-
ness of the atmosphere, but on the other hand it increases the efficiency of collisional processes.
Therefore, the detailed modeling of CO2 non-LTE behaviour in the respective atmospheres shows
substantially different results (see Appendix H.1 (p. 119) for details).
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G. Current status of the code package ALI-ARMS (technical
details)
Several groups solved limited number of selected and separate problems. However, the self-
consistent modeling of sophisticated experiments and the reevaluation of the energy budget of
the mesosphere-lower thermosphere (MLT) region required development of a new code free of
limitations of other codes and easy extendable for the combined treatment of non-LTE processes
and dynamics.
The ALI code developed in the Institute for Astronomy and Astrophysics of Munich University,
that has included all the features described in Section 2.1 (p. 3) is called ALI-ARMS. Within its fle-
xible framework it allowed not only the unified and consistent treatment of the non-LTE problem,
but it also includes the opportunity to simulate and compare the results of the models used by
other groups.
G.1 General features of the code
The ALI-ARMS is written in C programming language and can be easily run under any sane (i.e.
POSIX) operating system. It has the following distinct features:
− arbitrary number of arbitrary molecules in arbitrary planetary atmospheres: the following
molecules are included in ALI-ARMS code package at the time of this writing: H2O , CO2 ,
O3 , N2O , CO , O2 , NO , N2 , OH , O (CH4 , NO2 and HO2 need some work),
− vibrational and rovibrational non-LTE,
− various R− T, V − T, V −V and C−V collisional transitions,
− various external sources of excitation,
− overlapping with passive continua (aerosol).
The specifics of the problem is determined only by the given input, which includes:
1. molecules, for which one wants to calculate the populations and the limb spectra
(molecules.data),
2. vibrational levels which are included for each molecule (vl.data). It is also indicated if
their sublevels are in rotational LTE or not.
3. rotational sublevels of vibrational levels (rl.data),
4. rovibrational lines: full radiative transfer (vrt.data), absorption of the solar radiation
(vrt.sun.data) and calculation of the limb radiance (vrt.limb.data),
5. list of “thin” bands, where the radiative transfer equation is solved approximately (avt.data),
6. list of V − T processes (cvt.data),
7. list of V −V processes (cvv.data),
8. list of C−V processes (chv.data),
9. list of photodissociation processes (pho.data),
10. atmospheric model: pressure, temperature, VMRs for gases composing the atmosphere on
the altitude grid (atmospheric.data),
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11. list of spectral channels with pointers to their parameters (channels.data).
For the description of the inputs see:
− spectroscopy - Appendix A (p. 61)
− molecules, vibrational and rovibrational levels - Appendix B (p. 71)
− collisional rates (R− T, V− T, V−V and C−V): the databases of collisional reactions rates
are given in Appendix C (p. 83)
− solar spectra.
The outputs include, but are not limited to:
1. the populations of energy levels (rovibrational or vibrational),
2. vibrational temperatures,
3. cooling/heating rates, (radiative, photochemical, collisional, chemical) for each transition
and each molecule separately,
4. line-by-line limb radiances for prescribed spectral intervals,
5. convolved line spectra with the given instrument function,
6. finally, one can perform the pressure/temperature and/or number density retrieval, if the
experimental spectra for the spectral channels is provided.
G.2 Possible future extensions
ALI-ARMS solved and gave an opportunity to solve many problems, but there is also space for
improvements: 2-D and 3-D geometry, accounting for multiple scattering, opacity distribution
function/correlated k-distribution (ODF/CKD) approach, etc. This is ongoing work resulting in
the better and faster code.
G.3 Implemented models
The following models were compiled for the purposes of this dissertation and were used for the
comparisons with the results published by other authors:
1. LP95: includes H2O (161), O2 (66), N2 (44), and O(3PJ) (H2O in the Earth atmosphere, see
López-Puertas et al.(117),Mlynczak et al.(150), Zhou et al.(224))
2. MA97: includes H2O (161), O2 (66), N2 (44), and O(3PJ) (H2O in the Earth atmosphere, see
Manuilova (130))
3. LP98: includes CO2 (626), CO2 (636), CO2 (628), CO2 (638), CO2 (627), O2 (66), N2 (44), O ,
OH (CO2 in the Earth atmosphere, see López-Puertas et al.(120))
4. LV98: includes CO2 (626), CO2 (636), CO2 (628), CO (26) (CO2 and CO in the Mars atmos-
phere, see López-Valverde et al.(207; 208))
5. SH97: includes N2O (446), O2 (66), N2 (44) (N2O in the Earth atmosphere, see Shved and
Gusev (187))
6. SH98: includes CO2 (626), CO2 (636), CO2 (628), CO2 (638), CO2 (627), O2 (66), N2 (44), O ,
OH (CO2 in the Earth atmosphere, see Shved et al.(188))
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7. OG98: includes CO2 (626), CO2 (636), CO2 (628), CO2 (638), CO2 (627), O2 (66), N2 (44), O ,
OH (CO2 in the Earth atmosphere, see Ogibalov et al.(160))
8. MA98_1/2/3: includes O3 (666), O2 (66), N2 (66), O(3PJ) (3 models of Manuilova for O3 in
the Earth atmosphere, seeManuilova et al.(132))
9. KO98_1/2/3: includes O3 (666), O2 (66), N2 (66), O(3PJ) (O3 in the Earth atmosphere, see
Koutoulaki (92))
10. ML90_1: includes O3 (666), O2 (66), N2 (66), O(3PJ) (O3 SSM model, seeMlynczak and Dray-
son (143; 144), Vollmann (210)) and Zhou et al.(223))
11. ML90_2: includes O3 (666), O2 (66), N2 (66), O(3PJ) (O3 EGmodel, seeMlynczak and Drayson
(143; 144) andMlynczak et al.(149))
12. KU97: includes CO (26), O2 (66), N2 (66), O(3PJ) (CO in the Earth atmosphere, see Kutepov
et al.(99))
13. FU97: includes NO (46), O2 (66), N2 (66), O(3PJ) (NO in the Earth atmosphere, see Funke
and López-Puertas et al.(57))
14. GU99: includes H2O (161), CO2 (626), CO2 (636), CO2 (628), CO2 (638), CO2 (627), CO2 (828),
CO2 (728), O3 (666), N2O (446), CO (26), O2 (66), N2 (44), O , OH (unified non-LTE model
combined from all the previous models, i.e. composed of all gases).
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H. The non-LTE problems for various molecules in the Earth
atmosphere solved by ALI-ARMS
In the middle and upper planetary atmospheres the exited vibration-rotational energy levels of
molecules of main constituents and trace gases build the non-LTE system of levels coupled by a
variety of collisional and radiative energy exchange processes. The radiative transitions between
these levels lead to many infrared bands in wavelength region between 1 and 50 µm , (such as 15
µm , 10 µm and 4.3 µm bands of CO2 , 9.6 µm bands of O3 , 6.3 µm bands of H2O , 4.7 µm band
of CO and others) used in remote sounding and also important for the energy balance of these
atmospheric layers.
The computer code ALI-ARMS was applied to the calculations of the vibrational level populati-
ons, infrared cooling rates and limb spectral radiances of the following molecules in the Earth’s
atmosphere: H2O , CO2 , O3 , N2O , CO , O2 , N2 . The calculations with ALI-ARMS yield im-
proved values of the molecular level populations, which allow high accuracy calculations of the
spectral distribution of the emitted infrared radiation for different atmospheric models. The re-
sults and the comparisons with the similar modeling performed by other research groups are
presented below.
H.1 Vibrational non-LTE in CO2
The carbon dioxide molecule is one of the most frequently and thoroughly studied molecules.
In the last ten years, the observations of CO2 emissions in several infrared bands by rocket and
satellite-based instruments have inspired the development of the extensive models for CO2 vibra-
tional populations and limb spectra, namely López-Puertas and Taylor (111),Wintersteiner et al.(219),
Nebel et al.(153), López-Puertas et al.(120) and Shved et al.(188).
For the nighttime conditions the 15 µm vibrational levels of all CO2 isotopes do not deviate signi-
ficantly from the LTE through the stratosphere and lower mesosphere, where the collisionalV− T
and V −V processes dominate over radiative processes, and the absorption of the solar radiation
can be also neglected. In the upper mesosphere and lower thermosphere the relative value of the
upwelling radiative flux absorption to the thermal collision rate becomes much more important.
The collisional processes in the mesospheric region try to thermalize the level populations at the
local temperatures. The radiation coming from the stratosphere affects the level populations in
the mesosphere through the absorption of the upwelling radiation flux. The vibrational levels
160 180 200 220 240 260 280 300 320 340 360 380 400
Temperature, K
0
50
100
150
200
A
lti
tu
de
, k
m
Tkin
CO2, v=01101
CO2, v=10002
CO2, v=00011
CO2, v=01111
CO2, v=10012
Daytime
Fig. H.1 The vibrational temperatures for CO2 (626) levels
(daytime).
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Fig. H.3 The convolved limb radiances of CO2 15, 12.6, 9.4, 4.3 µm bands (only daytime profiles are shown)
with higher energy earlier and stronger deviate from the LTE, compared to the levels with lower
energy. For the daytime the 15 µmvibrational levels are also indirectly subject to the absorption of
solar radiation in 2.7, 4.3 and 2.0 µmCO2 bands. Strong solar absorption in 2.7 µmdirectly pumps
10011 and 10002 levels, which relax with emission of 4.3 µm quanta to 15 µm levels. The results
shown in Fig.H.1 (p. 119) and Fig.H.2 (p. 119) are consistent with the latest studies reported by
López-Puertas et al.(120), Shved et al.(188), and Ogibalov et al.(160).
The Fig.H.3 (p. 120) show the convolved limb radiances of CO2 15, 14.3, 10, 4.3 µm bands. They
appear to be in good agreement with those described by other authors.
The 15 µm CO2 bands dominate the radiative cooling throughout the middle atmosphere. This is
one of the most important radiative mechanisms providing radiative cooling in the upper mesos-
phere and lower thermosphere, where the breakdown of the LTE conditions occurs. The Fig.H.4
(p. 121) shows the cooling rate by the main CO2 (626) isotopic specie and the second most abun-
dant CO2 (636) isotope. The rate constant of CO2 -O(3PJ) V − T process was taken from López-
Puertas . et al.(120)
H.2 Vibrational non-LTE in O3
Theoretical studies of the populations of ozone vibrational states in the middle atmosphere at
the conditions of LTE breakdown were made by Rawlins (169), Mlynczak and Drayson (143; 144),
Manuilova and Shved (129), Fichet and Jevais et al.(52), Vollmann (210), Mlynczak and Zhou (149),
Manuilova et al.(132) and Koutoulaki (92).
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Fig. H.4 The cooling rates for CO2 (626) molecule
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Fig. H.5 The cooling rates for CO2 (636) molecule
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Fig. H.6 The vibrational temperatures for O3 (666) levels
(daytime).
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Fig. H.7 The vibrational temperatures for O3 (666) levels
(nighttime).
The calculations of vibrational temperatures were carried out for the daytime and nighttime re-
ference atmospheres. The results for the selected vibrational levels are shown in Fig.H.6 (p. 121)
and Fig.H.7 (p. 121). The effect of the processes Eq. C.42, (p. 93) and Eq.C.44, (p. 93) of the inter-
molecular V − V exchange between the states of O3 (200,001 and 100) and N2 (1), O2 (1) on the
populations of the states 200,001 and 100 is negligibly small. The solar radiation absorption af-
fects the populations of the states far less than the recombination reaction Eq.C.56, (p. 95). The
vibrational temperatures for the models 1 and 2 (see Appendix B.3 (p. 73)) of the deactivation of
O3 (v1 > 1, v2 > 1, v3 > 1) states with energies higher than 2100 cm−1 by collisions with atomic
oxygen are nearly the same. The differences start to be detectable only above 80 km and are less
than 1%. The effects of the quenching of O3 (v1 > 1, v2 > 1, v3 > 1) result in higher vibrational
populations for the majority of levels. This is that one should expect, since in this case the quen-
ching is smaller and the energy of the levels with higher energy is then transfered to the lower
levels mainly by the V − T processes.
As it is expected from the O3 collisional scheme, the O3 vibrational temperatures are very strongly
affected by the number density of O(3PJ) . This atmospheric constituent has very variable abun-
dance; large changes in the O3 vibrational populations are therefore expected. As a rule, higher
O(3PJ) results in higher vibrational temperatures. The quenching rate is also higher for the more
abundant O(3PJ) but its effect is much smaller than the change in the chemical production. The
variations can reach 100K for the 111 state, if the O(3PJ) number density changes by the order of
magnitude.
Usually, the vibrational levels with higher energy have higher vibrational temperatures, particu-
lary at daytime. That is an effect of the nascent distribution of the recombination reaction, which
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Fig. H.8 The convolved limb radiances of O3 9.6 µm bands
(daytime)
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Fig. H.9 The convolved limb radiances of O3 9.6 µm bands
(nighttime)
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Fig. H.10 The convolved limb radiances of O3 4.8 µm bands
(nighttime)
initially populates these higher energy levels. One can see that populations of some of these levels
deviate from the LTE even at the stratospheric altitudes, and the lower the energy of the level is,
the higher the level starts deviating from the LTE. It is also noticeable that the vibrational tem-
peratures are higher at daytime. Unlike CO2 , this is not a direct consequence of the absorption
of the solar radiation, but caused by higher O(3PJ) number density, which plays a major role in
recombination reaction. In fact, the O3 level populations depart from the LTE at night only above
70-75 km, where the presence of O(3PJ) starts being significant in the O3 kinetics.
The limb radiance calculations have been performed for both daytime and nighttime reference
models. The results are shown in Fig.H.8 (p. 122) and Fig.H.10 (p. 122). In general, the results
have good agreement with the calculations published byManuilova and Shved (129). More detailed
discussion can be found in Section 5.4 (p. 36).
The role of the 9.6 µmO3 bands in the energetics of the upper mesosphere is significant because of
the contribution these bands deliver at the mesopause, where non-LTE plays an important role.
Mlynczak (145) has shown that the conversion of chemical energy (mainly produced in ozone
recombination reaction) and infrared radiation to kinetic energy by processes involving ozone is
a significant source of heat near the mesopause, and the heating may exceed 6 K/day. However,
accurate calculation of this effect required knowledge of not very well known parameters, such
as efficiency of the excitation of the vibrational states of the O3 molecule in the recombination
reaction and rates of the kinetic processes in a vibrationally excited O3 molecule. At the altitudes
of the second ozone maximum the contribution of the hot bands exceeds the contribution of the
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Fig. H.11 The cooling rate for O3 molecule
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Fig. H.12 The vibrational temperatures for H2O (161) levels
(daytime).
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Fig. H.13 The vibrational temperatures for H2O (161) levels
(nighttime).
fundamental bands (the transformation of chemical energy results in additional cooling by hot
bands). Therefore, the accurate calculation of the infrared cooling required the detailed model not
limited to the fundamental bands. The results of this modeling are shown in Fig.H.11 (p. 123) and
confirm the results reported byMlynczak (145).
H.3 Vibrational non-LTE in H2O
Theoretical models for the populations of the water vapour vibrational states in the middle Earth
atmosphere at the conditions of the LTE breakdown were performed in recent years byManuilova
and Shved (128), Sharma and Wintersteiner (183), Kerridge and Remsberg (89), Toumi (203) and López-
Puertas et al.(117). The model presented below is the generalization of López-Puertas et al.(117). It
includes more vibrational levels (14 instead of 7), moreV− T andV−V transitions with different
set of rate constants compiled byManuilova (130), and accounts for all rovibrational lines included
in the HITRAN-2000 line database both for the radiative transfer and the absorption of solar
radiation.
The Fig.H.13 (p. 123) and Fig.H.12 (p. 123) show the vibrational temperatures of the H2O levels
for nighttime and daytime respectively. Under the nighttime conditions the V −V exchange bet-
ween H2O and O2 dominates the production of both vibrationally excited molecules up to about
80 km. Therefore, all other processes affecting one of them will also affect the other. Below 60 km
the coupled H2O (010) - O2 (1) group is held in LTE by the thermal collisions with N2 and O2 .
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Fig. H.14 Daytime convolved limb radiances of 6.3 µm
H2O bands.
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Fig. H.15 Nighttime convolved limb radiances of 6.3 µm
H2O bands.
Above 80 km the radiative absorption in the 6.3 µm band dominates over the thermal collisional
excitation populating H2O (010) and increases the populations of both H2O (010) and O2 (1). Abo-
ve 110 km the efficiency of collisional quenching is very small in comparison with spontaneous
emission and thus the vibrational temperature becomes lower than the kinetic temperature. The
vibrational temperatures of H2O (020) and H2O (001) levels are mainly controlled by the absorp-
tion of the upwelling radiation, resulting in larger populations at altitudes where the thermal
collisions lose their importance. During daytime the populations of H2O (020) and H2O (001) vi-
brational levels strongly increase in comparison with their nighttime values, as a consequence
of the absorption of the solar radiation by H2O 2.7 µm bands and its collisional relaxation. The
daytime population of H2O (010) is slightly higher partly because of direct absorption of solar ra-
diation and collisional relaxation from 2.7 µm levels. The potential enhancement from the V −V
processes with N2 (1) proved to be less important. The additional daytime excitation of H2O (010)
through the V−V coupling with O2 (1), which appears to be more excited at daytime, is also very
important.
As can be seen from the Fig.H.15 (p. 124), during the nighttime only the emission from the fun-
damental ν2 band 010-000 should be taken into consideration, while for the daytime conditions
(Fig.H.15 (p. 124)) one should also account for the contribution of the first ν2 hot band 020-010.
Combined cooling rate by the H2O vibrational and rotational bands is only about 5% of the total
infrared cooling in the middle atmosphere and is mostly produced by the rotational 000-000 band
(see Zhu et al.(225)). Given that the rotational bands are always in LTE, the non-LTE modeling is
not required to calculate the cooling rate. Nevertheless, to make the picture complete, Fig.H.16
(p. 125) provides with the contribution of vibrational-rotational bands of H2O to the total infrared
cooling rate.
H.4 Vibrational non-LTE in N2O
There are only two publications dealing with the non-LTE modeling for N2O : Gordiets et al.(64)
estimated the non-equilibriumN2O emission of the 4.5, 7.8 and 17 µmbands in the thermosphere.
Shved and Gusev (187) calculated the vibrational populations in the stratosphere and mesosphere,
but have used the approximation of the optically thin atmosphere. Such treatment was chosen
due to the small volume mixing ratio of N2O (see Brasseur and Solomon (23)).
The modeling with ALI-ARMS provides the vibrational temperatures shown in Fig.H.17 (p. 125)
and Fig.H.18 (p. 125). The N2O nighttime heights of the transition to non-LTE decrease with vi-
brational energy from about 70 km for the (0110) state to about 55 km for the states excited in the
ν3 mode. For daytime, the vibrational temperatures of the (0001) state and of the higher N2O states
far exceed those for nighttime. For the N2O (0201, 0221, 1001) states the daytime non-LTE layer
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Fig. H.16 The cooling rate for H2O molecule
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Fig. H.17 The vibrational temperatures for N2O (446) levels
(daytime).
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Fig. H.18 The vibrational temperatures for N2O (446) levels
(nighttime).
extends through the entire stratosphere. The V − V energy exchange with N2 and O2 is very
important in the mesosphere for populating the N2O states.
The higher radiative deexcitation rate for a vibrational state causes the breakdown of the LTE at
lower heights for the given state, when all other rates are the same. The N2O radiative deexcitation
rates of the states belonging to the different vibrational modes differ by an order of magnitude
or more (for example, A0110,0000 = 0.15 s−1, A1000,0000 = 12 s−1, A0001,0000 = 210 s−1). The nighttime
heights of the transition to non-LTE are about 70 km for the (0110) state, about 60 km for the states
excited in the ν1 mode, and about 55 km for the states excited in the ν3 mode.
The daytime vibrational temperature increases in comparison with nighttime both due to the ab-
sorption of the solar radiation in the N2O rovibrational bands and the V−V energy transfer from
the N2 (1) state producing much higher daytime populations than at nighttime. The vibrational
temperature increase is significant for the (0001) state and the higher states. For the (0201, 0221)
and especially the (1001) state, the daytime non-LTE layer extends throughout the stratosphere.
The smallest daytime increase of vibrational temperature is obtained for the states excited only in
the ν2 mode. It is about 1.5K and 1K for the states (0310, 0330) and (0200, 0220), respectively, and
is negligible for the N2O (0110).
The processes of the V −V energy exchange between the ν3 mode and the N2-vibration are very
important in populating the states excited in the ν3 mode. Ignoring them would extend the non-
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LTE layer for these state over the entire stratosphere even at nighttime. The daytime mesospheric
maximum of vibrational temperature for the states excited in the ν3 mode comes also from these
processes. That shows that the N2O state populations are highly sensitive to the N2 (1) non-LTE
population in the mesosphere.
The N2 (1) population, however, is controlled mainly by the interaction between CO2 and N2 vi-
brational states.
The V − V energy exchange between the ν1 mode and O2 -vibration contributes negligibly to
populating the N2O states (even for the (1000) state), if the rate constants specified in Appendix C
(p. 83) are used. However, Zuev et al.(227) noted that the measured value of the rate constant for
this process depends strongly on the kinetic model of the vibrational states. One should expect
that the rate constants of the processes will be revised when more accurate experiments will be
available.
The calculations show that for nighttime, the vibrational temperatures of the states (0200, 0220),
(0310, 0330), (1200, 1220), and (0201, 0221) are close to the vibrational temperatures of the (1000),
(1110), (2000), and (1001) states, respectively. This is caused by the intramolecular V − V energy
exchange between the ν1 and ν2 modes, which tends to equalize Tv of these states. This V − V
exchange causes the closeness of the heights of the transition to non-LTE for the states (0200,
0220) and (0310, 0330) with those for the (1000) and (1110) states, respectively. The different solar
pumping of the states involved in the V − V exchange can result in significant daytime increase
of the vibrational temperature gap between these states, even leading to such strong differences
of the Tv-profiles as have been found for the (0201, 0221) and (1001) states. The increase of the rate
constant will result in even greater closeness of the Tv for the states mentioned above.
There are no measurements of the rate constants for the collisional quenching of the N2O vibra-
tional states by O(3PJ) . One can expect that these quenching rates are significantly higher than
those for collisions with N2 and O2 , similar to the collisional quenching of the CO2 vibrational
states (e.g. Shved et al.(188)). Since the O(3PJ) mixing ratio increases strongly above 80 km, one
would expect that the vibrational temperatures of the N2O states will be different from Tv ob-
tained here, starting from this height. As in the case of the CO2 state populations, taking into
account the collisional quenching by O(3PJ)must shift the Tv of the N2O states toward the kinetic
temperature T.
The results of the calculations of the vibrational state populations can be summarized as follows:
at nighttime the transition to non-LTE occurs near 70 km for the (0110) state, near 60 km for the
states excited both in the ν2 mode more than one-fold and in the ν1 mode, and near 55 km for the
states excited in the ν3 mode. In the daytime the vibrational temperatures increase significantly
in comparison with nighttime for the (0001) state and the higher states. For the (0201), (0221), and
(1001) states the daytime non-LTE layer extends throughout the entire stratosphere. The mesos-
pheric population of the N2O states excited in the ν3 mode depends on the N2 (1) population
which mainly is determined by interaction with CO2 . Other external production mechanisms
mentioned in the literature, like electron/proton pumping were not included in the current mo-
del because of their high uncertainty, and therefore are not discussed here.
H.5 Vibrational non-LTE in CO
The non-LTE radiative transfer models for the vibrational populations of CO were published by
López-Puertas et al.(115) for the purposes of the carbon monoxide retrievals from the infrared limb
emissions measured by Improved Stratospehric andMesospheric Sounder (ISAMS) on the Upper
Atmospheric Research Satellite (UARS) and by Kutepov et al.(99) for the Michelson Interferome-
ter for Passive Atmospheric Sounding (MIPAS) on the european ENVISAT-1 (see Endemann and
Fischer(47)). Kutepov et al.(99) have also discussed the possible effects of breakdown of rotational
LTE on the measured limb radiances.
The vibrational temperatures of CO levels are shown in Fig.H.19 (p. 127) and Fig.H.20 (p. 127) for
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Fig. H.19 The vibrational temperatures for CO (26) levels
(daytime).
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Fig. H.20 The vibrational temperatures for CO (26) levels
(nighttime).
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Fig. H.21 The convolved limb radiances of CO2 4.7 µm bands
daytime and nighttime conditions. They are in good agreement with the values of López-Puertas
et al.(115) and Kutepov et al.(99). During daytime the vibrational temperature T2 above 50 km is
about 100 K higher than T1 as result of strong pumping of CO(v = 2) by the absorption of the
solar radiation in the 2.3 µm band. The solar pumping also keeps CO (v = 2) in vibrational non-
LTE down to the altitude of 5 km, while at night it is thermalized just below the stratopause. At
night T2 is up to 30 K higher than T1 above the stratopause, showing that the absorption of the 4.7
µm upwelling radiation in the hot 2–1 band contributes stronger to the excitation of CO(v = 2) in
these layers than the absorption in the 1–0 fundamental band to the excitation of CO(v = 1).
The daytime limb spectra Fig.H.21 (p. 127) is also in good agreement with Kutepov et al.(99). The
effects of possible breakdown of rotational LTE were not considered.
The cooling rate due to CO shown in Fig.H.22 (p. 128) is increasing with the altitude, but is ne-
vertheless negligible in comparison with the cooling by NO , O and CO2 .
H.6 Vibrational non-LTE in O2
The molecular oxygen molecule in ground electronic state O2(X3Σ−g ) does not have any signi-
ficant infrared bands, however due to its high volume mixing ratio in the Earth’s atmosphere
appears to be one of the most important collisional partners in V − T and V − V processes with
optically active molecules as the big reservoir of vibrational energy.
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Fig. H.22 The cooling rate for CO molecule
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Fig. H.23 The vibrational temperatures for O2 (66) levels
(daytime).
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Fig. H.24 The vibrational temperatures for O2 (66) levels
(nighttime).
Therefore, all radiative terms in SEE (see Eq. 2.1, (p. 3)) for the O2(X3Σ−g ) molecule disappear.
The vibrational populations of O2(X3Σ−g ) are controlled by the V − T collisional processes, the
V − V collisional processes with other molecules and by the production of the vibrationally ex-
cited O2(X3Σ−g ) mainly by the photodissociation of ozone. While the V − T processes (the most
strong is the collisional quenching by O(3PJ) ) try to keep O2 in the LTE, the strongV−V coupling
with the H2O (010) vibrational level causes the O2 (1) deviation from the LTE in the mesosphere
and lower thermosphere for both daytime and nighttime conditions (see Fig.H.23 (p. 128) and
Fig.H.24 (p. 128). The O2 (1) population is higher during the daytime, partly because of the pho-
todissociation of ozone by the UV solar radiation. Another important factor is the absorption of
the solar radiation by H2O and subsequent energy transfer from H2O (010) to O2 (1).
These mechanisms were published and discussed by Manuilova and Shved (128), López-Puertas et
al.(109; 110; 117), Zhou et al.(224) and other authors, and found their confirmation in the presented
model.
H.7 Vibrational non-LTE in N2
Like O2(X3Σ−g ) , the molecular nitrogen molecule does not have any significant infrared bands,
however due to its high volume mixing ratio in the Earth atmosphere appears to be the most
important collisional partner in the V − T and V −V processes with optically active molecules as
the big reservoir of vibrational quanta.
H.7 Vibrational non-LTE in N2 129
150 200 250 300 350 400 450 500 550 600 650 700 750 800
Temperature, K
0
50
100
150
200
A
lti
tu
de
, k
m
Tkin
O2, v=1
Daytime
Fig. H.25 The vibrational temperatures for N2 (44) levels
(daytime).
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Fig. H.26 The vibrational temperatures for N2 (44) levels
(nighttime).
It was already mentioned that the N2 molecule only has very weak collisionally induced infrared
spectra, so all the radiative terms in the SEE (see Eq. 2.1, (p. 3)), disappear. That means that the
vibrational populations of N2 are controlled by the V − T collisional processes, V −V collisional
processes with other molecules and by the production of vibrationally excited N2 by external
processes. While the V − T processes (the most strong from them is the collisional quenching
by O(3PJ) ) try to keep N2 in the LTE, the strong V − V coupling with CO2 (00011) vibrational
level of multiple isotopes cause the N2 (1) deviation from the LTE in the mesosphere and lower
thermosphere for both daytime and nighttime conditions. At nighttime, the pumping of N2 (1) by
the V −V exchange with OH (v) causes additional increase in N2 (1) population.
For the daytime conditions, the E − V exchange of N2 (v) states (v <=7) with O(1D2) becomes
a substantial factor forming the N2 (1) population in the mesosphere and thermosphere (see
Fig.H.25 (p. 129)). This process influences the populations of CO2 (00011) too, as was discussed
in Appendix H.1 (p. 119). See López-Puertas et al.(110; 111; 120) and Shved et al.(186; 188) for the
detailed discussion of this topic.
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