Abstract -Computing t h e capacity of a multiple antenna wireless link subject to flat Rayleigh blockfading, w i t h n o channel-state information available either to the t r a n s m i t t e r or to the receiver, is an important o p e n problem. The isotropically-random (i.r.) unitary matrix-having orthonormal columns, and a probability density that is invariant to premultiplication by a n independent unitary matrixplays a central role in the calculation of capacity a n d i n some special cases is capacity-achieving. In this paper we t a k e an important step towards computing this capacity by obtaining, i n closed-form, the probability density of the received signal w h e n transmitting i.r. unitary matrices. This enables us to evaluate the m u t u a l information for a n y case of interest, something t h a t could previously only be done for single transmit and receive antennas. Simulation results show that at high S N R the m u t u a l information is maximized for M = min(N,T/2) transmit antennas, where N is t h e n u m b e r of receive antennas and T is the length of the coherence interval, whereas at low SNR t h e m u t u a l information is maximized b y allocating all transmit power to a single antenna.
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I. SUMMARY
Consider a single-user block-fading multiple antenna link with M transmit and N receive antennas described by a propagation matrix that is constant during coherence intervals of length T symbols, after which it jumps to a new independent value. During any coherence interval, a T x M complex matrix S is transmitted, and a T x N complex matrix X, is received
where H is a M x N propagation matrix, and W is a T x N additive noise matrix. The elements of H and W are independent, zero-mean, circularly symmetric, complex Gaussian with unit variance, and are unknown to both the transmitter and the receiver. The entries of S are assumed to have, on the average, unit variance so that p is equal to the SNR.
The assumption of no CSI-as opposed to CSI available at the receiver-converts the problem of computing capacity from a straightforward problem in Shannon theory into a rather difficult, albeit more realistic, one [l, 21 . The isotropicallyrandom (i.r.) unitary matrix plays a central role in this problem and is capacity-achieving in certain limiting regimes.
The contribution of this paper is a closed-form expression for the probability density of the received signal when transmitting i.r. inputs. This allows us to compute mutual information for any case of interest. -E log det F, r ( T ) .
where (Y = K = min(T,N), and the U k are the nonzero eigenvalues of X X + .
Analytic evaluation of the expectation in the mutual information expression of Theorem 1 appears formidable. However, numerical evaluation is straightforward via Monte-Carlo integration. An example is shown in the figure below.
