With the advent of built-in spreadsheet functions and affordable dedicated statistical software packages, Analysis of Variance (ANOVA) has become relatively simple to carry out. This article will therefore concentrate on how to select the correct variant of the ANOVA method, the advantages of ANOVA, how to interpret the results and how to avoid some of the pitfalls. For those wanting more detailed theory than is given in the following section, several texts are available (2) (3) (4) (5) .
A bit of ANOVA theory Whenever we make repeated measurements there is always some variation. Sometimes this variation (known as within-group variation) makes it difficult for analysts to see if there have been significant changes between different groups of replicates. For example, in Figure 1 (which shows the results from four replicate analyses by 12 analysts), we can see that the total variation is a combination of the spread of results within groups and the spread between the mean values (betweengroup variation). The statistic that measures the within and between-group variations in ANOVA is called the sum of squares and often appears in the output tables abbreviated as SS. It can be shown that the different sums of squares calculated in ANOVA are equivalent to variances (1) . The central tenet of ANOVA is that the total SS in an experiment can be divided into the components caused by random error, given by the within-group (or sample) SS, and the components resulting from differences between means. It is these latter components that are used to test for statistical significance using a simple F-test (1).
Why not use multiple t-tests instead of ANOVA?
Why should we use ANOVA in preference to carrying out a series of t-tests? I think this is best explained by using an example; suppose we want to compare the results from 12 analysts taking part in a training exercise. If we were to use t-tests, we would need to calculate 66 t-values. Not only is this a lot of work but the chance of reaching a wrong conclusion increases. The correct way to analyse this sort of data is to use one-way ANOVA.
One-way ANOVA One-way ANOVA will answer the question: Is there a significant difference between the mean values (or levels), given that the means are calculated from a number of replicate observations? 'Significant' refers to the observed spread of means that would not normally arise from the chance variation within groups. We have already seen an example of this type of problem in the form of the data contained in Figure 1 , which shows the results from 12 different analysts analysing the same material. Using these data and a spreadsheet, the results obtained from carrying out one-way ANOVA are reported in Example 1. In this example, the ANOVA shows there are significant differences between analysts (F value > F crit at the 95% confidence level). This result is obvious from a plot of the data ( Figure 1 ) but in many situations a visual inspection of a plot will not give such a clear-cut result. Notice that the output also includes a 'p-value' (see Interpretation of the result(s) section, which follows). Statistical methods can be powerful tools for unlocking the information contained in analytical data. This second part in our statistics refresher series looks at one of the most frequently used of these tools: Analysis of Variance (ANOVA). In the previous paper we examined the initial steps in describing the structure of the data and explained a number of alternative significance tests (1). In particular, we showed that t-tests can be used to compare the results from two analytical methods or chemical processes. In this article, we will expand on the theme of significance testing by showing how ANOVA can be used to compare the results from more than two sets of data at the same time, and how it is particularly useful in analysing data from designed experiments.
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Analysis of Variance statistics and data analysis
Two-way ANOVA In a typical experiment things can be more complex than described previously. For example, in Example 2 the aim is to find out if time and/or temperature have any effect on protein yield when analysing samples of tinned ham. When analysing data from this type of experiment we use two-way ANOVA. Two-way ANOVA can test the significance of each of two experimental variables (factors or treatments) with respect to the response, such as an instrument's output. When replicate measurements are made we can also examine whether or not there are significant interactions between variables.
An interaction is said to be present when the response being measured changes more than can be explained from the change in level of an individual factor. This is illustrated in Figure 2 for a process with two factors (Y and Z) when both factors are studied at two levels (low and high). In Figure 2 (b), the changes in response caused by Y depend on Z, and vice versa.
In two-way ANOVA we ask the following questions:
• Is there a significant interaction between the two factors (variables)? • Does a change in any of the factors affect the measured result? It is important to check the answers in the right order: Figure 3 illustrates the decision process. In the case of Example 2 the questions are: • Is there an interaction between temperature and time which affects the protein yield? • Does time and/or temperature affect the protein yield? Using the built-in functions of a spreadsheet (in this case Excel's data analysis tools -two-factor analysis with replication) we see that there is a significant interaction between time and temperature and a significant effect of temperature alone (both p-value < 0.05 and F > F crit ). Following the process outlined in Figure 3 , we consider the interaction question first by comparing the mean squares (MS) for the within-group variation with the interaction MS. This is reported in the results table of Example 2. 
Example 1 An example of one-way ANOVA carried out by Excel
(Note: the data table has been split into two sections (A_1 to A_6, A_7 to A_12) for display purposes. The ANOVA is carried out on a single table.) SS = sum of squares, df = degrees of freedom, MS = mean square (SS/df).
The P-value is < 0.05 (F value is > F crit -95% confidence level for 11 and 36 degrees of freedom ) therefore it can be concluded that there is a significant difference between the analysts' results. In other words, there is no significant difference between the interaction of time and temperature with respect to either of the individual factors, and, therefore, the interaction of temperature with time is worth further investigation. If one or both of the individual factors were significant compared with the interaction, then the individual factor or factors would dominate and for all practical purposes any interaction could be ignored.
If the interaction term is not significant then it can be considered to be another small error term and can thus be pooled with the within-group (error) sums of squares term. It is the pooled value (SS 2 pooled ) that is then used as the denominator in the F-test to determine if the individual factors affect the measured results significantly. To combine the sums of squares the following formula is used:
where dof inter and dof within are the degrees of freedom for the interaction term and error term, and SS inter and SS within are the sums of squares for the interaction term and error term, respectively.
(dof pooled ϭ dof inter ϩ dof within )
Selecting the ANOVA method One-way ANOVA should be used when there is only one factor being considered and replicate data from changing the level of that factor are available. Two-way ANOVA (with or without replication) is used when there are two factors being considered. If no replicate data are collected then the interactions between the two factors cannot be calculated. Higher level ANOVAs are also available for looking at more than two factors.
Advantages of ANOVA
Compared with using multiple t-tests, one-way and two-way ANOVA require fewer measurements to discover significant effects (i.e., the tests are said to have more power). This is one reason why ANOVA is used frequently when analysing data from statistically designed experiments.
Other ANOVA and multivariate ANOVA (MANOVA) methods exist for more complex experimental situations but a description of these is beyond the scope of this introductory article. More details can be found in reference 6. Avoiding some of the pitfalls using ANOVA In ANOVA it is assumed that the data for each variable are normally distributed. Usually in ANOVA we don't have a large amount of data so it is difficult to prove any departure from normality. It has been shown, however, that even quite large deviations do not affect the decisions made on the basis of the F-test.
A more important assumption about ANOVA is that the variance (spread) between groups is homogeneous (homoscedastic). If this is not the case (this often happens in chemistry, see Figure 1 ) then the F-test can suggest a statistically problem in the data structure by transforming it, such as by taking logs (7) .
If the variability within a group is correlated with its mean value then ANOVA may not be appropriate and/or it may indicate the presence of outliers in the data (Figure 4 ). Cochran's test (5) can be used to test for variance outliers.
Conclusions
• ANOVA is a powerful tool for determining if there is a statistically significant difference between two or more sets of data.
• One-way ANOVA should be used when we are comparing several sets of observations. • Two-way ANOVA is the method used when there are two separate factors that may be influencing a result.
• Except for the smallest of data sets ANOVA is best carried out using a spreadsheet or statistical software package.
• You should always plot your data to make sure the assumptions ANOVA is based on are not violated. 
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