Abstract. Let (z, w) be the coordinates in C 2 . We construct a normal form for a class of real formal surfaces M ⊂ C 2 defined near a degenerate CR singularity p = 0 as follows
Introduction and Main Result
The study of real submanifolds in a complex space near a CR singularity goes back to Bishop [5] . A point p ∈ M is called a CR singularity if it is a jumping discontinuity point for the map M ∋ q −→ dim R T c q M defined near p. Bishop [5] considered the case when there exists coordinates (z, w) in C 2 such that near a CR singularity p = 0, the surface M ⊂ C 2 is defined locally by . If λ is non-exceptional Moser-Webster [24] proved that there exists a formal transformation that sends M into the following normal form (1.2) w = zz + (λ + ǫu q ) z 2 + z 2 , ǫ ∈ {0, −1, +1} , q ∈ N, where w = u + iv. Moser [25] constructed when λ = 0 the following partial normal form:
Here s := min {j ∈ N ⋆ ; a j = 0} is the simplest higher order invariant, known as the Moser invariant. When s < ∞ Huang-Yin [15] proved that (1.3) can be formally transformed into the following normal form In this note, we construct a normal form for a surface M ⊂ C 2 defined near p = 0 as follows (1.5) w = P (z, z) + j+l≥k 0 +1 a j,l z j z l ,
where P (z, z) is real-valued homogeneous polynomial in (z, z) of degree k 0 ≥ 3 having the coefficients of its pure terms vanishing. Our case (1.5) is different from the classical case (1.1) when λ = 0 studied intially by Moser [25] and requires a different approach using the Fischer decomposition [23] that has been applied by Zaitsev [26] , [27] , [28] in other situations. In order to develop a partial normal form we define the following Fischer-normalization space:
(1.6)
S(z, z) = S 0 (z, z) homogeneous polynomial of degree N in (z, z) such that S j (z, z) = S j+1 (z, z)P (z, z) + T j+1 (z, z) and P ⋆ (T j+1 (z, z)) = 0, where the following normalizations hold:
z N−jk 0 ⋆ (S j (z, z)) = 0, ∀j = 0, . . . ,
for all N ≥ k 0 + 1, where we have used by [23] the following notation
We observe that the Fischer normalization conditions defined by S N generalize the normalization conditions defined by the Moser partial normal form [25] . More exactly, the space S N defined by (1.6) with respect to the polynomial P (z, z) is trivial.
In order to find a normal form for the surfaces defined by (1.5), we impose firstly the following nondegeneracy condition
Here s is the simplest holomorphic invariant, similar to the classical case (1.1) when λ = 0, which was studied by Huang-Yin [15] . The nondegeneracy condition (1.8) helps us to find a normal form for the surfaces defined as in (1.5). Our case requires also the following nondegeneracy conditions
Throughout this note, in order to simplify the computations, we assume without restricting the generality of our case the following
The main result of this note is the following Theorem 1.1. Let M ⊂ C 2 be a formal surface defined near p = 0 by (1.5) satisfying the nondegeneracy conditions (1.8) and (1.9) . Then there exists a unique formal transformation of the following type
that transforms M into the following formal normal form:
where the following Fischer normalization conditions are satisfied
where S N is defined in (1.6) , and as well the following normalization conditions holds
The normalization conditions (1.12) leaves undetermined an infinite number of parameters which are acting at the higher degree levels in the local defining equations, because the group of formal automorphisms preserving the origin of the model w = P (z, z) is infinite dimensional similarly to the classical case (1.1) when λ = 0 studied by Huang-Yin [15] . The space S N defined by (1.6) helps us just to develop a partial normal form and those free parameters are determined using the normalization conditions (1.13). In order to impose these normalization conditions (1.13) we apply the methods developed by Huang-Yin [15] using the model w = P (z, z) + z s + z s instead of the previous model w = P (z, z). The only obstacle that appears here is that we can not define an system of weights for (z, z) as in the case of Huang-Yin [15] , that can make the model w = P (z, z) + z s homogeneous. In order to overcome this problem, we use a different strategy by considering a different type of weights system called here system of pseudo-weights (see Subsection 4.1), which helps us to apply the methods of Huang-Yin [15] preserving the normalization conditions defined by the space S N . These methods allow us to construct a normal form, but can not detect any set of invariants associated to the surface M defined by (1.11). We have to mention that Huang and Yin discovered a complete system of invariants for the surfaces defined by (1.1) with the vanishing Bishop invariant. They [15] proved that the set of complex numbers {a i } i≥s given by (1.4) defines a complete set of invariants for (1.4).
We would like to mention here that the real submanifolds near a CR singularity in the complex space under unimodular transformations have been studied by Gong [10] , [11] . Furthermore, the CR singular points of the real submanifolds are interesting because the CR singularities can contribute to the structure of the local hull of holomorphy as it has been shown by Kenig-Webster [18] , Huang-Krantz [13] and Huang-Yin [16] . Furthermore, Forstneric-Stout [9] proved that the surfaces defined in (1.1) with 2λ > 1 are local polynomial convex at p = 0. Problems regarding the local polynomial convexity when 2λ = 1 have been studied by Jöricke [17] . Surfaces in C 2 with degenerate CR singularities and related local polynomial convexity problems near degenerate CR singularities have been studied by Bharali [1] , [2] , [3] , [4] . In codimensions different from 2, we mention the work of Coffman [7] , [8] about CR singularities.
We do not know if the normal form (1.11) is convergent. In general, a normal form is not necessarily convergent as it has been shown recently by Kolar [20] . For cases when a normal form is convergent we would like to mention the recent work of Kossovskiy-Zaitsev [22] .
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Preliminaries
2.1. Notations. Throughout this note, we use the following notations
Transformation Equations.
Let (z, w) be the holomorphic coordinates in C 2 and let M ⊂ C 2 be the surface defined near p = 0 by the following equation
Let M ′ ⊂ C 2 be another surface defined near p ′ = 0 by the
Let (z, w) = (f (z, w), g(z, w)) be a formal transformation which sends M into M ′ and that fixes the point 0 ∈ C 2 . It follows by (2.2) that
where w is defined by (2.1)
Since our map fixes the point 0 ∈ C 2 , it follows that g 0,0 = 0 and f 0,0 = 0. Collecting the terms of bidegree (m, 0) in (z, z) in (2.4), for all m < k 0 , it follows that g m,0 = 0, for all m < k 0 . Collecting the sums of terms of bidegree (m, n) in (z, z) with m + n = k 0 in (2.4), it follows that (2.5)
Then (2.5) describes all the possible values of g 0,1 and f 1,0 and in particulary we obtain that Im g 0,1 = 0. By composing with an linear automorphism of the model manifold Re w = P (z, z), we can assume that g 0,1 = 1, f 1,0 = 1 . By a careful analysis of the terms interactions in (2.4), we conclude that in order to put suitable normalization conditions, we have to consider the following terms
Collecting the sum of terms of bidegree (m, n) in (z, z) with T = m + n in (2.4), it follows that
where we have used the following notations
and where the terms defined by ". . . ,, depend on f k,l with k + k 0 l + k 0 − 1 < T − 1 and as well on g k,l with k + k 0 l < T .
Construction of the partial normal form defined by the Fischer normalization space S N
Considering the Fischer normalization condition (1.12) on the following sum of terms
we want to determine the polynomials f T −k 0 +1 (z, w), g T (z, w) . We consider the following Fischer decompositions
where zPz(z, z) = αP (z, z) + R(z, z), with P ⋆ (R(z, z)) = 0, α = 0. Imposing the Fischer normalization conditions (1.12), we determine the formal transformation mapping (1.10) as long as T = 0, 1 mod k 0 . It is clear that the space previously introduced in (1.6) is well defined because each pure polynomial belongs to the kernel of the Fischer differential operator P ⋆ defined in (1.7). We observe that f 0,n and f 1,n remain undetermined parameters for all n ∈ N. These parameters act on the higher bidegree terms helping us to impose the normalization conditions defined in (1.13).
4. Proof of Theorem 1.1 4.1. The system of pseudo-weights. The Fischer normalization conditions (1.12) provide the formal transformation mapping (1.10), except for f 0,n+1 , f 1,n , for all n ∈ N, that are the free parameters which are acting on the higher degree levels in the local defining equations. In order to apply Huang-Yin's algorithm [15] 
In particular, we observe that wt {Pz(z, z)} = k 0 − 1 and that wt {P(z, z)} = s. When γ + β > k 0 such that 1 ≤ β ≤ k 0 − 2 we define the pseudo-weight as follows
We clearly have different ways how to define wt z γ z β for γ + β > k 0 . We introduce the following definition
We introduce the following definition of pseudo-weight in the most general situation
It is clear by the definition that wt (P (z, z)) 2 = 2s, because wt {P(z, z)} = s, but it is not true generally that wt z γ z β = wt {z γ }+wt z β and this makes our case different than the classical case (1.4) when the Bishop invariant is vanishing when the last equality holds.
We define now the set of the normal weights as follows wtnor {w} = k 0 , wtnor {z} = wtnor {z} = 1.
If h(z, w) is a formal power series with no constant term we introduce the following notations
nor (z, w).
Throughout this note, we denote by Θ Λ N (z, z) a formal power series with terms in z, z of degree at least Λ and pseudo-weight at least N , and respectively by P Λ N (z, z) a bihomogeneous polynomial with terms in z, z of degree Λ and pseudo-weight at least N .
Construction Strategy.
By Section 3 we can assume that the surface M is given by the following partial normal form
where the Fischer normalization conditions (1.12) are satisfied, for all k 0 + 1 ≤ m + n ≤ T . We make induction on T ≥ k 0 + 1 and we apply Huang-Yin's algorithm [15] in order to track and compute the parameters left undetermined by the normalization conditions (1.12). More exactly, when T + 1 ∈ {ts; t ∈ N ⋆ − {1, 2}} ∪ {ts + k 0 − 1; t ∈ N ⋆ } we impose the normalization conditions (1.12). In the case when T + 1 ∈ {ts; t ∈ N ⋆ − {1}} ∪ {ts + k 0 − 1; t ∈ N ⋆ }, we search a formal map which sends our surface M into a new surface M ′ given by
where the Fischer normalization conditions (1.12) and (1.13) are satisfied, for all k = s + 1, . . . , T with k = 0, 1 mod (s).
4.3.
Proof of Theorem 1.1-Case T + 1 = ts + k 0 − 1, t ≥ 1. Throughout this subsection we consider the case when T +1 = ts+k 0 −1, where t ≥ 1. We are looking for a biholomorphic transformation of the following type
that maps M into M ′ up to the degree T + 1 = ts + k 0 − 1. In order for the preceding mapping to be uniquely determined we assume that f 
Since f (z, w) and g(z, w) do not have components of normal weight less than 2t + 2, collecting in (4.6) the sum of terms of bidegree (m, n) in (z, z) with m+ n < k 0 t+ k 0 − 1, we obtain that a ′ m,n = am,n. Collecting the sum of terms of bidegree (m, n) in (z, z) with m+ n = k 0 t+ k 0 − 1 from (4.6), we prove the following lemma:
where α is defined by (1.9).
Proof. Considering the corresponding iterated Fischer normalization conditions defined in (1.12), the terms that contain the undetermined parameter a are the following
By the uniqueness of the Fischer decomposition we obtain that g k 0 −1,t = 0 and as well our conclusion by taking a = f k 0 ,t−k 0 and by using the Fischer decomposition zPz(z, z) = αP (z, z) + R (z, z), where P ⋆ (R(z, z)) = 0.
By (4.2) we write that f (z, w) = f
nor (z, w) + f ≥k 0 t+1 (z, w) and g(z, w) = g ≥k 0 t+k 0 (z, w), where
By Lemma 4.1 it follows that wt f ≥k 0 t+1 (z, w) ≥ min
{k + k 0 l} ≥ k 0 t + 1, and afterwards we obtain the following immediate estimates
where w satisfies (4.3). Furthermore, by (4.7) it follows that
where w satisfies (4.3) and wt Θ k 0 t+s ts+k 0 (z, z) ≥ ts + k 0 . In order to track the action of the free parameter a we need to prove the following lemmas w satisfying (4.3) , we have the following estimate
where wt Θ
Proof. By the Taylor expansion we obtain that
Analogously we obtain the following Lemma 4.3. For w satisfying (4.6) and for all k > s, we have the following estimation
nor (z, w) given by Lemma 4.1 and w satisfying (4.6) we have
Proof. Because the Fischer normalization conditions (1.12) are preserved, it follows that (4.13) 2Re P f
and because ∂z (P (z, z)) = z k 0 −1 + Q(z, z), it follows by the pseudo-weight definition that
from where we get (4.12) using some computations and the Fischer decomposition zPz(z, z) = αP (z, z) + R(z, z), where P ⋆ (R(z, z)) = 0.
Lemma 4.5. For w satisfying (4.6) we have the following estimate
Proof. Using the Taylor expansion, it follows that
where w is given by (4.6) and wt Θ
By Lemmas 4.1-4.5 and by (4.6), (4.8), we obtain the following
where wt Θ k 0 t+2 ts+k 0 (z, z) ≥ ts + k 0 , w satisfies (4.3) and α is defined by (1.9).
Assume that t = 1. Collecting the terms of total degree k ≤ s + k 0 − 1 in (z, z) in (4.16) we find the following pair of polynomials
nor (z, w) , for all k ≤ s. Collecting the terms of total degree m + n = s + k 0 − 1 in (z, z) in (4.16), we obtain (4.17) g
Imposing the normalization condition a ′ 0,s+k 0 −1 = 0 we compute the parameter a. Assuming that t ≥ 2, we prove the following lemma (this is the analogue of Lemma 3.3 of Huang-Yin's paper [15] ):
where wt Θ p Ns (z, z) ≥ Ns, w satisfies (4.3) and α is defined by (1.9) .
Proof. We organize our proof in two steps.
Step 1. When s = k 0 + 1 this step is obvious. Assume that s > k 0 + 1.
Collecting the terms of bidegree (m, n) in (z, z) in (4.18) with m + n = p, we obtain the following 
nor (z, w) , wt g
where w is given by (4.3). By (4.20) we obtain the following
and each of the preceding formal power series Θ p+1 Ns (z, z) ′ has the property wt Θ p+1
nor (z, w) + g ≥p+1 (z, w) into (4.18), it follows that
By making a simplification in (4.22) by using (4.19), it follows that
Ns (z, z), where we have used the following notation (4.24) 2Re Pz(z, z) f
nor (z, P (z, z)) − g 
