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FLOWS OF BIRATIONAL QUADRATIC TRANSFORMATIONS IN P3
MO`NICA MANJARI´N
Abstract. We study and classify up to a linear conjugation germs of flows in the space of quadratic
birational transformations of the complex projective space of dimension 3. As a consequence we show that
every quadratic flow preserves a pencil of planes through a line.
1. Introduction
Let Pm denote the complex projective space of dimension m. Consider m + 1 polynomial functions
ϕi(x0, ..., xm) ofm+1 variables with complex coefficients, homogeneous of the same degree, without common
factors and not all identically zero. They define a rational transformation ϕ ∈ Ratm by
ϕ : Pm 99K Pm; [x0, ..., xm] 99K [ϕ0(x0, ..., xm), . . . , ϕm(x0, ..., xm)].
We define the degree of ϕ, denoted by deg(ϕ), as the degree of the polynomials ϕi. We say that ϕ is a
birational transformation or a Cremona transformation if there exists a rational transformation ψ : Pm 99K
Pm such that ψ ◦ ϕ is the identity. The study of these transformations, introduced by L. Cremona, was
initiated in the 19th century by Cremona, Noether and Jonquie`res among others. The group of birational
transformations of Pm or Cremona group will be denoted by Birm.
We denote by Ind(ϕ) the indeterminacy locus of ϕ, i.e. the points where all the polynomials ϕ0, . . . , ϕm
vanish. We define the Jacobian of ϕ as the determinant of the matrix
(
∂ϕi
∂xj
)
and it is denoted by Jac(ϕ).
Finally Exc(ϕ) denotes the exceptional locus of ϕ, i.e. zero set of Jac(ϕ).
Example 1.1. The Cremona involution σ in P2 is defined by σ[x, y, z] = [yz, xz, xy]. Its indeterminacy locus
consists of three distinct points P0 = [1, 0, 0], P1 = [0, 1, 0] and P2 = [0, 0, 1] and σ blows down the three
coordinate lines x = 0, y = 0 and z = 0, i.e. Ind(ϕ) = {P0, P1, P2} and Exc(ϕ) = {[x, y, z] ∈ P
2 : x·y ·z = 0}.
In P2 birational transformations have been extensively studied, for monographs on the subject we refer
the reader to [14], [13], [1] and [9]. Among the most significant results we find the following classical theorem
proved by Noether in 1871:
Theorem 1.2 (Noether). Bir2 is generated by AutC(P
2) = PGL(3,C) and the Cremona involution σ.
Alternatively, Noether’s theorem can be stated by saying that up to an element of PGL(3,C) every
birational transformation of P2 is a composition of quadratic transformations.
In sharp contrast, in Pm for m ≥ 3, I. Pan proved the following in [17] (a similar result had also been
previously proved by H. Hudson for m = 3, see [14]):
Theorem 1.3 (Pan). Let m ≥ 3. Every set of generators of Birm must contain an uncountable number of
transformations of degree > 1.
This result gives us a hint of the reason why so little is known on Cremona transformations in higher
dimensions.
There is a certain number of classical problems regarding the Cremona group, although they have been
addressed mostly in dimension 2. We mention briefly some of them, the bibliography included is by no means
exhaustive, see the monographs mentioned above for more references. On the one hand we find the study
of special families of transformations, such as involutions (see [3] or [2]), De Jonquie`res maps, i.e. elements
of the plane Cremona group which preserve a fixed rational fibration (see [15] for a presentation of the
Cremona group with generators the De Jonquie`res maps and AutC(P
1×P1), for instance) or transformations
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that preserve a fixed curve. Castelnuovo proved in 1892 (c.f. [6]) that an element of Bir2 preserving an
irreductible curve of genus > 1 must be either conjugated to a De Jonquie`res map or of degree 2, 3 or 4 (see
also [4] for a more recent and precise version). On the other hand, Kantor began the classification of finite
subgroups up to a birrational conjugation (c.f. [16]), a history of the classification of these groups can be
found in the recent paper [10]. Demazure and Umemura studied in the 70’s and the 80’s (see [8] and [19],
[20], and [21] respectively) algebraic subgroups of Birm of maximal rank (for m = 2 and m = 3 the problem
goes back again to the end of the 19th century with the work of Enriques and Fano, see [11] and [12]). More
recently, Cerveau-De´serti have introduced a new approach to study maximal uncountable Abelian algebraic
subgroups of Bir2 (cf. [7]) by means of germs of flows.
Definition 1.4. A germ of flow in Birm is a germ of holomorphic map t 7→ ϕt ∈ Bir
m such that
ϕt+s = ϕt ◦ ϕs and ϕ0 = id.
From now on ϕt will denote a germ of flow and we will talk of flow for shortness.
We denote by 〈ϕt〉 ⊂ Bir
m the subgroup generated by {ϕt} and by 〈ϕt〉
Z
its Zariski closure in Birm.
Cerveau-De´serti have studied the maximal Abelian algebraic subgroup of Bir2 which contains 〈ϕt〉
Z
. Note
that if that G is a subgroup of Birm, then its Zariski closure in Birm is algebraic and therefore has a finite
number of connected components. Thus, if G is uncountable the identity component of its closure G
Z
must
have dimension at least 1, which implies that G contains flows.
They essentially tackle the cases where the transformations are of small degree, that is quadratic or cubic.
Although birational transformations of a given degree of Birm do not form a subgroup (note that the degree
of the composition might be bigger) they contain groups. In [7] they classify the quadratic flows up to linear
conjugation and prove that every germ of flow (of arbitrary degree) preserves a fibration by lines. Their
notation of flow (drooping the germ) is justified by the classification, that shows that the time coordinate t
can actually be taken in C.
The main tool consists roughly speaking in understanding the behavior of the familes of points obtained
taking the indeterminacy points of each quadratic transformation in the flow ϕt and the famlies of curves
obtained taking the elements of the exceptional locus of each transformation ϕt. Another crucial ingredient,
which allows to derive consequences for a flow of arbitrary degree, is a result by Cantat-Favre (see [5].
Theorem 1.2) on the group of birational transformations which preserve a foliation on P2.
In this paper we carry out a similar (although more involved) study on P3, namely we classify up to linear
conjugation germs of flows of quadratic birational transformations in P3. We recall that in P2 it is long
been known that, up to linear automorphisms (acting on the right and on the left), i.e. up to changes of
coordinates in the target and in the origin space, there are only three quadratic transformations, depending
on the number of points of Ind(ϕ) (which might be 3, as for the Cremona involution, 2 or 1). Recently, an
analogous classification was obtained for quadratic birational transformations in P3 by Pan-Ronga-Vust (c.f.
[18]). We shall use that result as a departing point to achieve a classification of flows of quadratic birational
transformations in P3. As in P2, the type of a quadratic transformations in P3 up to linear automorphisms
is detemined by its indeterminacy locus. Note that we shall not be able to make use of any result regarding
foliations on P3, for no such result is available, and hence we will restrict ourselves to the case of degree 2.
Recall that the degree of the inverse of a birational transformation ϕ of Pm is lower or equal than
(degϕ)m−1. The pair (deg(ϕ), deg(ϕ−1)) is called bidegree of a birational transformation ϕ and is denoted
by bideg(ϕ). Note that inverses of quadratic transformations in P2 are always quadratic, while in P3 if we
exclude the linear transformations we obtain three possibilities for the bidegree: (2, 2), (2, 3) and (2, 4). We
denote by Bir32 the set of quadratic birational transformations of P
3 and by lin the linear transformations in
Bir32, which can be seen in the following form: choose ℓ0, ℓ1, ℓ2, ℓ3, ℓ ∈ A1, where A1 denotes the vector space
of linear forms on C4, ℓ is not zero and ℓ0, ℓ1, ℓ2, ℓ3 are linearly independent, then (ℓℓ0, ℓℓ1, ℓℓ2, ℓℓ3) ⊂ Bir
3
2.
The subset of of Bir32 of transformations of bidegree (2, 2), which also contains lin, is denoted by Bir
3
2,2.
Note that if ϕt is a germ of flow in Bir
3
2 then ϕt ⊂ Bir
3
2,2. Indeed, given ϕt ∈ Bir
3
2 its inverse ϕ−t must
be quadratic. It follows that for our purposes we can focus our attention on the transformations of Bir32,2,
rather than on Bir32.
Definition 1.5. Let ϕt be a flow in Bir
3. We say that ϕt is quadratic if ϕt ∈ Bir
3
2,2 and it is not contained
in lin for a generic t.
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The indeterminacy locus of a Cremona transformation ϕ ∈ Bir32,2\lin is either CI ∪PI or CI , where CI is
a plane conic and PI a point. In the first case we say that ϕ is generic (and the point PI is not contained in
the plane of the conic) and in the second case that it is non-generic. Alternatively we can define PI as the
only point blown up to an hyperplane by ϕt, which determines the point PI even in the non-generic case, in
which PI ∈ CI . When ϕt is non-generic we distinguish two cases depending on whether the multiplicity of the
conic CI at PI is 1 or 2. These three possibilities (generic, non-generic with multiplicity 1, and non-generic
with multiplicity 2) determine three different behaviours of the germs of flows whose elements are of the
corresponding types. Pan-Ronga-Vust prove that there are 7 types of transformations of Bir32,2\lin up to
changes of coordinates in the origin and target spaces that they denote by gen[2](O), gen[2](×), gen[2](//),
tan[2](O), tan[2](×), tan[2](//) and osc[2](×). The symbols O, × and // make reference to the type of the
conic CI . Briefly, the first three cases correspond to the generic case, tan
[2](O) and tan[2](×) are non-generic
with conic CI of multiplicity 1 at PI and tan
[2](//) and osc[2](×) are non-generic with conic CI of multiplicity
2 at PI . We denote by H the plane containing CI which is the only hyperplane contracted to a point and
by S, if it exists, the only surface contracted to a curve by ϕ.
We devote section 2 to studying the geometrical properties of the elements of Bir32,2 which are necessary
for our purposes, namely the indeterminacy and the exceptional loci. In section 3 we consider quadratic
flows {ϕt}. Given a germ of flow we will consider the family {PI t} of points, where PI t is the only point
blown up to a plane by ϕt, and analogously for the families {CI t}, {Ht} and also, when it exists, {St}. The
behaviour of these families (whose elements belong either to the indeterminacy locus or to the exceptional
locus of the corresponding ϕt) will play a central role in our proof of the classification of germs of quadratic
transformations in Bir3. We prove the following:
Main Theorem 1. Let ϕt be a quadratic flow in Bir
3. Then one of the following possibilities hold:
a) ϕt ∈ gen
[2](//) ∪ lin, PI , S, CI are fix and Ht is mobile,
b) ϕt ∈ tan
[2](O) ∪ tan[2](×) ∪ lin, PI , S are fix and Ht, CI t are mobile,
c) ϕt ∈ tan
[2](//) ∪ lin, H, CI are fix and PI t can be either fix or mobile,
d) ϕt ∈ osc
[2](×) ∪ lin, H, PI are fix and CI can be either fix or mobile.
Moreover, if H is fix then ϕt is a polynomial flow, i.e. ϕt|P3\H : P
3\H → P3\H is polynomial for each t. In
particular there are no flows in gen[2](O) ∪ gen[2](×) ∪ lin.
This result gives us the possible configurations and will be the first step to achieve a classification.
We also prove the following higher dimensional analogous in P3 of the result in P2 that states that any
flow preserves a rational fibration (see [7]):
Main Theorem 2. Let ϕt be a quadratic flow in Bir
3. Then:
i) There exists a line L such that ϕt preserves the family of hyperplanes through L. Moreover in cases a)
and c) we can choose L = CI .
ii) If PI is fix then ϕt preserves the family of hyperplanes through PI (in particular the family of lines
through PI).
In the generic case we deduce a geometrical description of the behaviour of a flow:
Main Corollary 3. Let ϕt a quadratic generic flow in Bir
3. Then ϕt is determined by a linear flow ηt on
the P2 of the net of lines through PI and a linear flow χt on the P
1 of the pencil of planes through the line
CI . Namely
ϕt(P ) = ηt(P ∨ PI) ∩ χt(P ∨ CI).
Finally,
Main Theorem 4. Let ϕt be a quadratic flow in Bir
3. Then, up to linear conjugation, ϕt is in one (and
only one) of the lists of theorems 3.20 (generic case), 3.26 (non-generic with conic CI of multiplicity 1 at
PI) and 3.33 (non-generic with conic CI of multiplicity 2 at PI).
In particular one concludes that if ϕt is a germ of quadratic flow then ϕt is defined for every t ∈ C, which
justifies the use of the term flow.
The author is indebeted to D. Cerveau for suggesting the problem and to both him and J. De´serti for
explaining their work, for helpful discussions and hints and also for comments on this manuscript. This
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paper was written during a postdoctoral research stay at the IRMAR, the author would also like to thank
the members of Analytic Geometry team for their warm hospitality.
2. Bir32,2
In this section we discuss results on Bir32,2, mainly from [18]. We are particularly interested in which
points, curves and surfaces are contracted or exploded by a given ϕ ∈ Bir32,2. We begin by recalling an
elementary result:
Lemma 2.1. Let S = {s = 0} be a surface contracted to a point P by ϕ ∈ Bir3\lin, where s is a homogeneous
polynomial. Then deg s = 1, i.e. S is a hyperplane. Moreover there is at most one hyperplane contracted to
a point by ϕ ∈ Bir32,2.
Proof. Up to a change of coordinates we can assume that P = [0, 0, 0, 1]. Then if S is contracted to P we
have
ϕ0 = a0 · s, ϕ1 = a1 · s, ϕ2 = a2 · s,
where a0, a1, a2 are homogeneous polynomials. It follows that deg s ≤ 2. If deg s = 2 then a0, a1, a2 ∈ C and
ϕ0, ϕ1, ϕ2 are linearly dependent, which contradicts the hypothesis that ϕ is birational. Assume now that
H = (h = 0) and H ′ = (h′ = 0) are two different hyperplanes contracted to a point P . As before we can
assume that P = [0, 0, 0, 1], then
ϕ0 = a0 · h · h
′, ϕ1 = a1 · h · h
′, ϕ2 = a2 · h · h
′
where a0, a1, a2 ∈ C, so again ϕ0, ϕ1, ϕ2 would be linearly dependent, which is a contradiction. If ϕ(H) 6=
ϕ(H ′) we would proceed in a similar way. 
We recall next a result by Pan-Ronga-Vust (c.f. [18]) and we derive some consequences. We denote by
A2 the vector space of quadratic forms on C
4. Given ϕ ∈ Bir32 such that in a given set of coordinates it
is written as ϕ[x0, x1, x2, x3] = [ϕ0, ϕ1, ϕ1, ϕ2] we define Mϕ as the vector subspace of A2 of dimension 4
generated by (ϕi)
3
i=1. Then classifying elements of Bir
3
2,2 up to linear changes of coordinates at the origin
and at the target space is equivalent to studying the action of GL(4) on the subspaces M of dimension 4 of
A2 such that
ϕM : P
3
99K P(M∨), x 99K {f ∈M : f(x) = 0}
is birational, where M∨ denotes the dual space of M .
Proposition 2.2 (Pan-Ronga-Vust). Let ϕ ∈ Bir32,2\lin. Then there exist a quadric Q = {q = 0} of rank
lower or equal than 3 and a plane H = {h = 0} such that if CI denotes the conic Q ∩H then
Mϕ ⊆ {f ∈ A2 : CI ⊂ (f = 0)}.
Proof. Let q, q′ two generic elements of Mϕ. Then the intersection of the quadrics (q = 0) and (q
′ = 0) is
the strict transform B by ϕ−1 of a general line and an effective 1-cycle which depends only on M and whose
support is contained in Ind(ϕ). The curve B is rational and irreductible and as ϕ−1 is quadratic B is a
smooth conic and we can assume that B = (q(x0, x1, x2) = x3 = 0). Therefore there exist h ∈ A1 and α ∈ C
such that q′ = αq + x3h. Then B0 = (q = h = 0) and Mϕ ⊆ {f ∈ A2 : B0 ⊂ (f = 0)}. 
Proposition 2.3. Let ϕ ∈ Bir32,2\lin. With the same notation as above:
(i) We can choose coordinates such that H = (x3 = 0), Q = (q(x0, x1, x2) = 0) and ℓ0, ℓ1, ℓ2, ℓ3 ∈ A1 such
that
ϕ[x0, x1, x2, x3] = [ℓ0x3, ℓ1x3, ℓ2x3, q + ℓ3x3].
(ii) The hyperplane H is the only surface contracted to a point. We denote P = ϕ(H).
(iii) There is exactly one point PI ∈ Ind(ϕ) which is blown up to a surface, which is a hyperplane and will
be denoted by HI .
(iv) We denote by H−1 the hyperplane contracted to a point P−1 by ϕ−1 and by P−1I ∈ Ind(ϕ
−1) the point
blown up to a hyperplane H−1I . Then
H = H−1I , HI = H
−1, P = P−1I , PI = P
−1.
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(v) Either Ind(ϕ) = CI or Ind(ϕ) = CI ∪ PI . In the second case we will say that ϕ is generic.
(vi) ϕ is generic if and only if we can choose coordinates such that
ϕ[x0, x1, x2, x3] = [x0x3, x1x3, x2x3, q(x0, x1, x2)]
and ϕ is non generic if and only if we can choose coordinates such that
ϕ[x0, x1, x2, x3] = [x0x3, x1x3 + q(x0, x1, x2), x2x3, x
2
3].
(vii) With the above coordinates, if ϕ is generic then
Jac(ϕ) = −2x23q(x0, x1, x2)
and if ϕ is non-generic then
Jac(ϕ) = 2x33
(
x3 +
∂q
∂x1
)
.
(viii) If ϕ is generic then the quadric S = (q = 0) is contracted to a conic C. Moreover S is the only surface
contracted to a curve and q ∈Mϕ.
(ix) If ϕ is non-generic and ∂q∂x1 6= 0 then the hyperplane Π = (x3 +
∂q
∂x1
= 0) is contracted to a conic C.
Moreover Π is the tangent plane to the quadric x1x3 + q ∈ Mϕ at the point (0, 1, 0, 0) = PI and it is
the only surface contracted to a curve.
(x) If ϕ is non-generic and ∂q∂x1 = 0 there exist no surfaces contracted to curves.
(xi) The image by ϕ ∈ Bir32,2\lin of a hyperplane L is a hyperplane if and only if PI ∈ L or L ∩H ⊂ CI
(which implies rankCI ≤ 2).
(xii) If CI is blowed to a quadric SI 6⊃ HI then the image by ϕ of a quadric containing CI is a quadric.
(xiii) The strict transform by ϕ−1 of a line through PI is a conic through PI .
Proof. It is clear that we can choose coordinates as in (i). Using this expression we see that the hyperplane
H = (x3 = 0) is contracted to the point P = [0, 0, 0, 1], by the previous lemma, it must be the only surface
contracted to a point, which proves (ii). To prove (iii) note that a point is blown up to a surface if and
only if its inverse ϕ−1 ∈ Bir32,2 contracts the surface to the point. This implies that there is exactly one
point with this property, denoted PI , and that it is blown up to an hyperplane, which we will denote by HI .
Moreover, PI = P
−1 and HI = H
−1 and analogously for the other equalities in (iv). We have ϕ(H) = P ,
therefore H = ϕ−1(P ), which implies P−1I = P and H
−1
I = H . From ϕ
−1(H−1) = P−1 we would prove the
other equalities. The assertion that Ind(ϕ) is either the conic CI or the conic CI plus a point is clear in view
of the previous expression in coordinates, it is enough to prove that the extra point of Ind(ϕ) in the generic
case is exactly the point PI blown up to a hyperplane. As this is an easy consequence of (ix), we proceed
to prove (vi). Assume that
ϕ[x0, x1, x2, x3] = [ℓ0x3, ℓ1x3, ℓ2x3, q + ℓ3x3].
A point R belongs to Ind(ϕ)\CI if it verifies the equations:
ℓ0x3 = ℓ1x3 = ℓ2x3 = q + ℓ3x3 = 0
and x3(R) 6= 0. We now claim that if such an R exists then
x′0 = ℓ0, x
′
1 = ℓ1, x
′
2 = ℓ2, x
′
3 = x3
is a change of coordinates. Indeed, if ℓ0, ℓ1, ℓ2 were not linearly independent then ϕ would not be birational.
Moreover ℓ0(R) = ℓ1(R) = ℓ2(R) = 0. Therefore
ϕ[x′0, x
′
1, x
′
2, x
′
3] = [x
′
0x
′
3, x
′
1x
′
3, x
′
2x
′
3, q
′(x′0, x
′
1, x
′
2, x
′
3)]
and R = [0, 0, 0, 1]. As R ∈ Ind(ϕ) we conclude that q′ has no quadratic terms in x′3 so we can make a
change of coordinates at the target space so that q′ does not depend on x′3. On the other hand, ϕ is non
generic if and only if ℓ0, ℓ1, ℓ2 and x3 are linearly independent. Indeed, for ϕ to be birational ℓ0, ℓ1 and
ℓ2 must be linearly independent and the equation ℓ0 = ℓ1 = ℓ2 = 0 has a single point R as solution. Then
R ∈ CI if and only if x3(R) = q(R) = 0. Up to a change of coordinates we can assume that R = [0, 1, 0, 0]
and that
ϕ[x′0, x
′
1, x
′
2, x
′
3] = [x
′
0x
′
3, ϕ
′
1(x
′
0, x
′
1, x
′
2, x
′
3), x
′
2x
′
3, x
′2
3 ].
As ϕ′1(R) = 0 the polynomial ϕ
′
1 cannot have terms in x
′2
1 and we can also assume that the only terms
in x′3 are of the form x
′
1x
′
3. This allows us to conclude. The proof of (vi) is a computation. Then (vii)
6 MO`NICA MANJARI´N
is consequence of the expressions (v) and (vi). For (ix) note only that q(x0, x1, x2) does not contain the
monomial x21 because PI = (0, 1, 0, 0) ∈ Ind(ϕ). The last statements are clear. 
Let ϕ ∈ Bir32,2\lin generic, there are three possibilities for q(x0, x1, x2) which correspond to rank of CI
equal to 3, 2 and 1. Then one can choose:
qO = x
2
0 − x1x2, q× = x1x2, q// = x
2
2.
One checks readily that with these choices of coordinates at the origin and the target space one has ϕ = ϕ−1.
Similar arguments can be applied in the rest of the cases, yielding the following theorem:
Theorem 2.4 (Pan-Ronga-Vust). Let ϕ ∈ Bir32,2\lin. Up to a linear automorphism on the right and on the
left one has 7 possibilities for ϕ:
gen[2](α) := 〈x0x3, x1x3, x2x3, qα〉
tan[2](α) := 〈x0x3, x2x3, x
2
3, x1x3 − qα〉
osc[2](×) := 〈x0x3 − x1x2, x1x3, x2x3, x
2
3〉
where α = O,× or // with qO = x
2
0 − x1x2, q× = x1x2, q// = x
2
2.
Corollary 2.5. Let ϕ ∈ Bir32,2\lin. Then ϕ and ϕ
−1 are in the same class with respect to composition by
linear automorphisms on the right and on the left.
Corollary 2.6. Let ϕ ∈ Bir32,2\lin. Then:
i) Assume ϕ is generic. Then CI is blown up to a quadric SI . Moreover, if ϕ
−1 refers to the corresponding
element for ϕ−1, then
S = S−1I , C = C
−1
I .
ii) Assume ϕ is non generic and ∂q∂x1 6= 0, i.e. ϕ ∈ tan
[2](O) ∩ tan[2](×). Then CI is blown up to a plane
ΠI . Moreover, if
−1 refers to the corresponding element for ϕ−1 then
Π = Π−1I , C = C
−1
I .
Proof. Assume that ϕ is generic (for the other cases similar arguments apply). As ϕ and ϕ−1 are in the
same class there is a surface SI contracted to a conic C˜ by ϕ
−1. As C˜ ⊂ Ind(ϕ) we must have C˜ = CI .
Thus, CI is a conic blown up to a surface S. Moreover, S = S
−1
I and C = C
−1
I . 
In the figures of the next page we represent the main geometrical objects of each type of transformations.
See the table in page 7 for a study of the seven cases. We will write ϕ instead of ϕ[x0, x1, x2, x3] and
analogously for ϕ−1.
It will also be useful to have a geometric description of the elements of the linear system Γϕ associated
to ϕ, i.e. the linear system of inverse images of hyperplanes by ϕ. Note that if ϕ = (ϕ0, ϕ1, ϕ2, ϕ3) for some
choices of coordinates then (ϕi = 0) = ϕ
−1(xi = 0) ∈ Γϕ. Recall that we say that a quadric osculates at
a point P along a germ of curve C if it has a contact of order 2 with C at P , i.e. if the multiplicity of
intersection of the surface with C at p is 3).
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Type Definition of Γϕ
gen[2](O) Quadrics containing a smooth conic CI and a point PI 6∈ CI
gen[2](×) Quadrics containing a conic CI of rank 2 and a point PI 6∈ CI
gen[2](//) Cones containing a line CI and a point PI 6∈ CI and
tangents to a plane SI along CI
tan[2](O) Quadrics containing a smooth conic CI and
tangents to a plane S at a point PI ∈ CI
tan[2](×) Quadrics containing a conic CI of rank 2 and
tangents to a plane S at a point PI ∈ CI
tan[2](//) Cones containing a line CI , tangents to a plane H
along CI and osculating at a point PI ∈ CI
along a curve α tangent to H at PI
osc[2](×) Quadrics containing a conic CI of rank 2, CI = L1 ∪ L2,
and osculating at the point PI = L1 ∩ L2 along a curve
α tangent to the plane H = L1 ∨ L2 at PI
H = HI
PI
CI
S
b
gen[2](O)
H = HI
PI
CI
S
b
gen[2](×)
H = HI
PI
CI
Sb
gen[2](//)
PI
H
CI
b
HI = Π
Q
tan[2](O)
CI
PI
H
b
HI = Π
Q
tan[2](×)
H = HI
PI
CI
Q
b
tan[2](//)
H = HI
PICI
b
Q
osc[2](×)
8
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J
A
R
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Type, expression Ind(ϕ) Jac(ϕ), PI , HI H, S, Π, C
and inverse Jac(ϕ−1)
gen[2](O) (x3 = x
2
0 − x1x2 = 0) −2x
2
3(x
2
0 − x1x2), PI , ϕ(H) = P = PI ,
ϕ = [x0x3, x1x3, x2x3, x
2
0 − x1x2] ∪PI Idem HI = (x3 = 0) = H S = (x
2
0 − x1x2 = 0),
ϕ
−1 = ϕ with PI = [0, 0, 0, 1] ϕ(S) = S ∩H = C
gen[2](×) (x3 = x1x2 = 0) −2x
2
3x1x2, PI , ϕ(H) = P = PI ,
ϕ = [x0x3, x1x3, x2x3, x1x2] ∪PI Idem HI = (x3 = 0) = H S = (x1x2 = 0) = 0,
ϕ
−1 = ϕ with PI = [0, 0, 0, 1] ϕ(S) = S ∩H = C
gen[2](//) (x3 = x
2
2 = 0) −2x
2
3x
2
2, PI , ϕ(H) = P = PI ,
ϕ = [x0x3, x1x3, x2x3, x
2
2] ∪PI Idem HI = (x3 = 0) = H S = (x
2
2 = 0),
ϕ
−1 = ϕ with PI = [0, 0, 0, 1] ϕ(S) = S ∩H = C
tan[2](O) (x3 = x
2
0 − x1x2 = 0) 2x
3
3(x2 + x3), PI = [0, 1, 0, 0], H = (x3 = 0), ϕ(H) = P = PI ,
ϕ = [x0x3, x1x3 + x1x2 − x
2
0, x2x3, x
2
3] 2(x2 + x3)
2x3 HI = (x2 + x3 = 0) Π = (x2 + x3 = 0),
ϕ
−1 = [x0(x2 + x3), x1x3 + x
2
0, x
2
2 + x2x3, x2x3 + x
2
3] ϕ(Π) = (x2 + x3 = x
2
0 − x1x3 = 0) = C
tan[2](×) (x3 = x1x2 = 0) 2x
3
3(x3 − x2), PI = [0, 1, 0, 0], H = (x3 = 0), ϕ(H) = P = PI ,
ϕ = [x0x3, x1x3 − x1x2, x2x3, x
2
3] 2(x3 − x2)
3x3 HI = (x3 − x2 = 0) Π = (x2 − x3 = 0),
ϕ
−1 = [x0(x3 − x2), x1x3, x2x3 − x
2
2, x
2
3 − x2x3] ϕ(Π) = (x3 − x2 = x1 = 0) = C
tan[2](//) (x3 = x
2
2 = 0) 2x
4
3, PI = [0, 1, 0, 0], ϕ(H) = P = PI
ϕ = [x0x3, x1x3 − x
2
2, x2x3, x
2
3] Idem HI = (x3 = 0) = H
ϕ
−1 = [x0x3, x1x3 + x
2
2, x2x3, x
2
3]
osc[2](×) (x3 = x1x2 = 0) 2x
4
3, PI = [1, 0, 0, 0], ϕ(H) = P = PI
ϕ = [x0x3 − x1x2, x1x3, x2x3, x
2
3] Idem HI = (x3 = 0) = H
ϕ
−1 = [x0x3 + x1x2, x1x3, x2x3, x
2
3]
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Remark 2.7. In the case ϕ ∈ tan[2](//) we can take α as (x1x3−x
2
2 = x0 = 0) (with the previous expression)
and for ϕ ∈ osc[2](×) we can choose α = (x0x3 − x
2
2 = x1 − x2 = 0). Note however that these choices are
not unique, for instance for ϕ ∈ tan[2](//) we could also choose α as (x1x3 − x
2
2 = x0 + x2 = 0).
Proposition 2.8. Let ϕ be a quadratic rational map of P3. Then ϕ is birational of bidegree (2, 2) if and
only if one of the following possibilities holds:
i) Jac(ϕ) = h2 · q with h ∈ A1, q ∈ A2 of rank ≤ 3, (h, q) = 1, Sing (q = 0) 6⊆ (h = 0) and such that
ϕ(h = 0) = P is a point and ϕ(q = 0) = C a plane conic of the same rank as CI such that P 6∈ C.
Then ϕ ∈ gen[2](α) and α = O,×, // with rank α = rank q.
ii) Jac(ϕ) = h3 · l with h, l ∈ A1, (h, l) = 1 and such that ϕ(h = 0) is a point P and ϕ(l = 0) is a conic
C such that P ∈ C. Moreover there exists a point PI ∈ Ind(ϕ) such that for every q ∈ Γϕ the plane
Π = (ℓ = 0) is the tangent plane of the quadric (q = 0) at PI . Then ϕ ∈ tan
[2](O) ∪ tan[2](×).
iii) Jac(ϕ) = h4 with h ∈ A1 and such that ϕ(h = 0) is a point P and there exists a point PI ∈ Ind(ϕ)
such that the strict transform of a line in P3 by ϕ−1 is a curve by the point PI . Then ϕ ∈ tan
[2](//) ∪
osc[2](×) ∪ lin.
Proof. It is enough to prove the converse implications.
i) We can assume that h = x3, q = q(x0, x1, x2), C = (x3 = q = 0) and P = [0, 0, 0, 1]. Note that
(q = x3 = 0) ⊂ CI . If (h = 0) is contracted to a point then we can assume that there exist ℓ0, ℓ1, ℓ2 ∈ A1
such that ϕ0 = ℓ0x3, ϕ1 = ℓ1x3 and ϕ2 = ℓ2x3. On the other hand as (q = 0) is contracted to
the plane conic C we have ϕ3 = αq with α ∈ C
∗. Now, the condition Jac(ϕ) = x23q implies that
ℓ0, ℓ1, ℓ2 ∈ A1(x0, x1, x2) and that they are linearly independent. Therefore, we can choose coordinates
x′0 = ℓ0, x
′
1 = ℓ1, x
′
2 = ℓ2, x
′
3 = x3 such that
ϕ[x′0, x
′
1, x
′
2, x
′
3] = [x
′
0x
′
3, x
′
1x
′
3, x
′
2x
′
3, q
′(x′0, x
′
1, x
′
2)].
Then ϕ is clearly birational and generic.
ii) Without loss of generality we can assume that h = x3, ϕ(x3 = 0) = [0, 1, 0, 0] = P , l = x2 + x3,
ϕ(l) ⊂ (x2 + x3 = 0) and PI = P = [0, 1, 0, 0]. As Π is the tangent plane at the point PI we have
that ϕi = αix1(x2 + x3) + qi(x0, x2, x3), with αi ∈ C and qi ∈ A2(x0, x2, x3). Using that (x3 = 0) is
contracted to the point P we conclude that there exist ℓ0, ℓ2, ℓ3 ∈ A1(x0, x2, x3) such that ϕ0 = ℓ0x3,
ϕ2 = ℓ2x3 and ϕ3 = ℓ3x3. On the other hand, Jac(ϕ) = (x2 + x3)x
3
3 implies that ℓ0, ℓ2, ℓ3 are linearly
independent. Finally, Π = (x2 + x3 = 0) is contracted to a plane conic. Up to a linear change of
coordinates at the origin and target space one can assume that
ϕ[x′0, x
′
1, x
′
2, x
′
3] = [x
′
0x
′
3, x
′
1(x
′
2 + x
′
3) + ǫx
′2
0 + (1 − ǫ)x
′
0x
′
2, x
′
2x
′
3, x
′2
3],
with ǫ = 0, 1.
iii) We can assume that h = x3 and P = PI = [0, 1, 0, 0]. Then ϕ0 = ℓ0x3, ϕ1 = ℓ1x3 + q, ϕ2 = ℓ2x3,
ϕ3 = ℓ3x3 with ℓi ∈ A1(x0, x1, x2, x3) for i = 0, 1, 2, 3 and q ∈ A2(x0, x1, x2). On the other hand
(ϕi = 0) ∩ (ϕj = 0) = (x3 = q = 0) ∪ (ℓi = ℓ1x3 + q = 0)
for i = 0, 2, 3. As the strict transform by ϕ−1 of the line (x1 = xi = 0) is the curve (ℓi = ℓ1x3 + q =
0) = Ci for i = 0, 2, 3, imposing PI ∈ Ci yields ℓi ∈ A1(x0, x2, x3) for i = 0, 2, 3 and that q has no term
in x21. Therefore
Jac(ϕ) =
∣∣∣∣∣∣∣∣∣
∂ℓ0
∂x0
x3
∂ℓ1
∂x0
x3 +
∂q
∂x0
∂ℓ2
∂x0
x3
∂ℓ3
∂x0
x3
0 ∂ℓ1∂x1x3 +
∂q
∂x1
0 0
∂ℓ0
∂x2
x3
∂ℓ1
∂x2
x3 +
∂q
∂x2
∂ℓ2
∂x2
x3
∂ℓ3
∂x2
x3
∂ℓ0
∂x3
x3
∂ℓ1
∂x3
x3 +
∂q
∂x3
∂ℓ2
∂x3
x3
∂ℓ3
∂x3
x3
∣∣∣∣∣∣∣∣∣
= 2x33
(
∂ℓ1
∂x1
x3 +
∂q
∂x1
) ∣∣∣∣∣∣∣
∂ℓ0
∂x0
∂ℓ2
∂x0
∂ℓ3
∂x0
∂ℓ0
∂x2
∂ℓ2
∂x2
∂ℓ3
∂x2
∂ℓ0
∂x3
∂ℓ2
∂x3
∂ℓ3
∂x3
∣∣∣∣∣∣∣ .
It follows that ∂q∂x1 6= 0 and that {ℓi}
3
i=0 are linearly independent. Up to a linear change of coordinates
on x0, x2 at the origin we can assume that q is either −x
2
2 or −x0x2 (or 0, which yields a linear
transformation). Now, a change of coordinates at the target space allows to assume that ℓi = xi for
i = 0, 1, 2, 3. Therefore, ϕ is birational and ϕ ∈ tan[2](//) ∪ osc[2](×) ∪ lin.

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3. Flows in Bir32,2
Let ϕt be a quadratic flow.
We denote by Ht the hyperplane contracted by ϕt to a point Pt := ϕt(Ht), by CI t the plane conic
contained in Ind(ϕt) (recall that CI t ⊂ Ht) and by PI t the point blown up by ϕt to a hyperplane HI t.
We denote, if it exists, the surface St 6= Ht contracted to a plane conic Ct, and by SI t 6= Ht, if it exists
i.e if ϕt ∈ gen
[2](·) ∪ tan[2](O) ∪ tan[2](×) ∪ lin, the surface to which is blown up the conic CI t. Note that
for St 6= Ht (resp. SI t 6= HI t) we mean that there is at least one t0 such that St0 6= Ht0 (resp. SI t0 6= HI t0).
Note also that there exists a surface St 6= H contracted to a curve Ct if and only if the curve CI t is blown
up to a surface SI t 6= HI t, for a map ϕ ∈ Bir
3
2,2 and its inverse ϕ
−1 are of the same type.
Note that the set of hyperplanes contracted to a point by ϕt, i.e. {Ht}, are a germ of analytic set in P
3∨
(the dual space of P3). We can therefore consider the family of hyperplanes contracted to a point, and since
there is a unique Ht for each t we have an analytic germ of map
t 7→ Ht ∈ P
3∨.
Moreover Ht is well defined for t = 0 for one can easily see that if ϕ0[x0, x1, x2, x3] = [αx0, αx1, αx2, αx3]
then Ht → (α = 0) when t→ 0.
Analogously, we can consider the germ of map t → St where St are the surfaces contracted to a conic
by ϕt (which might be quadrics, hyperplanes or not exist) in the set of quadrics of P
3 and the family of St.
Similarly, we can consider the families of Pt, PI t, Ht, SI t and CI t.
Definition 3.1. Let ϕt be a quadratic flow and Ht as above. We say that the family Ht is fix if it does not
depend on t and that it is mobile otherwise. Analogously for the rest of the elements above.
Nevertheless, PI t and CI t might not be defined for t = 0 when the family is mobile, as we will see in the
classification of flows that we shall obtain (for PI see Theorem 3.33, case I and for CI t see Theorem 3.26,
case I).
Regarding SI t we will see, also as a consequence of the classification, that if the family exists it is fix (see
Theorem ??), in particular, it will be defined for t = 0.
Example 3.2. From the affine flow (x, y, z) 7→
(
x
1−tx , y + t, z + t, 1
)
we obtain
ϕt[x0, x1, x2, x3] = [x0x3, (x1 + tx3)(x3 − tx0), (x2 + tx3)(x3 − tx0), x3(x3 − tx0)]
with Ind(ϕt) = (x0 = x3 = 0)∪ {[1, 0, 0, 0] =: PI}, CI = (x0 = x3 = 0), Pt = ϕt(Ht) = PI , Ht = (x3+ tx0 =
0), St = (x3 = 0) and Ct = ϕt(St) = CI . In particular ϕt ∈ gen
[2](//) for t 6= 0.
Example 3.3. Let
ϕt[x0, x1, x2, x3] = [x0(x3 + tx0), e
tx1x3 + (e
t − 1)x22, x2(x3 + tx0), (x3 + tx0)
2].
Then Ind(ϕt) = (x3 + tx0 = e
tx1x3 + (e
t − 1)x22 = 0) = CI t, PI = [0, 1, 0, 0], Ht = (x3 + tx0 = 0) and
St = (x3 = 0). In particular ϕt ∈ tan
[2](O) for t 6= 0.
Example 3.4. Let
ϕt[x0, x1, x2, x3] = [x0(x3 + tx0), e
tx1x3, x2(x3 + tx0), (x3 + tx0)
2].
Then Ind(ϕt) = CI t = (x1 = x3 + tx0 = 0) ∪ (x3 = x0 = 0), Ht = (x3 + tx0 = 0), PI = [0, 1, 0, 0] and
St = (x3 = 0). In particular ϕt ∈ tan
[2](×) for t 6= 0.
Example 3.5. Let
ϕt[x0, x1, x2, x3] = [tx
2
3 + x0x2, (x1 + tx2)x2, x
2
2, x2x3].
Then Ind(ϕt) = (x2 = x
2
3 = 0), Ht = (x2 = 0), Pt = ϕt(Ht) = [1, 0, 0, 0] = PI and CI = (x2 = x
2
3 = 0). In
particular ϕt ∈ tan
[2](//) for t 6= 0.
Example 3.6. Let
ϕt[x0, x1, x2, x3] = [x0x3 − tx1x2, x1x3, x2x3, x
2
3].
Then Ind(ϕt) = (x3 = x1x2 = 0) = CI , H = HI = (x3 = 0) and PI = [1, 0, 0, 0]. In particular ϕt ∈ osc
[2](×)
for t 6= 0.
In fact we will show that there are no flows in gen[2](O) ∪ gen[2](×) ∪ lin.
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Remark 3.7. Let ϕt be a quadratic flow. Then:
i) Pt is fix if and only if PI t is fix. Moreover in this case P = PI .
ii) Ht is fix if and only if HI t is fix. Moreover in this case H = HI .
iii) Ct is fix if and only if CI t is fix. Moreover in this case C = CI .
iv) St is fix if and only if SI t is fix. Moreover in this case S = SI .
Note that the condition that Ht is fix, i.e. Ht = H , does clearly not imply that Pt = ϕt(H) is fix.
Proof. It is a consequence of corollary 2.3, since PI t = P
−1
t = P−t. One proceeds analogously to prove the
other cases. 
Lemma 3.8. Let ϕt be a quadratic flow. If PI t is a mobile point blown up by ϕt into HI t, then HI t is fix.
Proof. We have
ϕt(ϕs(PI t)) = ϕs(ϕt(PI t)) = ϕs(HI t).
Note that as PI t is mobile we can assume that ϕs(PI t) is a point. We will discuss the different possibilities:
1) ϕt(ϕs(PI t)) is a point and HI t = Hs, then H−t = Hs and we conclude that Ht is fix.
2) ϕs(PI t) = PI t and ϕs(HI t) = HI t. However if HI t is mobile then ϕs(HI t) must be generically a quadric
(note that ϕs(PI t) = HI t is a contradiction for PI t is mobile and this would imply PI t = PI s) unless
PI s ∈ HI t or CI s ⊂ HI t for every t, s. All is left to do is to exclude these two cases. Note that it is
equivalent to assume that PIs ∈ Ht or that CIs ⊂ Ht respectively for every t, s for Ht = HI−t.
• Let us begin by showing that there are no quadratic flows ϕt such that PI t, Ht are mobile, PI t ∈ Hs,
ϕs(PI t) = PI t and ϕs(Ht) = Ht.
Note that the flow ϕt must be non-generic. Moreover, we must have PI t ⊂ L line and Ht contained
in the family of hyperplanes through L. The points of the segment of L described by PI t are fixed by
ϕs and the plans through L too. Without loss of generality we can assume that L = (x0 = x1 = 0).
Then Ht = (αtx0 + βtx1 = 0) with αt, βt ∈ C and
ϕt[x0, x1, x2, x3] = [x0 · ℓt, x1 · ℓt, x2 · ℓ
′
t, x3 · ℓ
′
t]
with ℓt, ℓ
′
t ∈ A1(x0, x1, x2, x3). Moreover Ind(ϕt) = (x0 = x1 = ℓ
′
t = 0) ∪ (x2 = x3 = ℓt = 0). If
x0, x1, ℓ
′
t are linearly independent their intersection is a point which does not belong to (x2 = x3 =
ℓt = 0). We conclude that
ℓ′t = atx0 + btx1; ℓt = ctx2 + dtx3.
Therefore this would imply that Ind(ϕt) are two lines in P
3 that do not intersect, which is a contra-
diction.
• Let now see that there are no quadratic flows ϕt such that CI is a fix line, CI ⊂ Ht for every t, Ht
and PI t are mobile, ϕs(PI t) = PI t and ϕs(Ht) = Ht.
We can assume that ϕt ∈ gen
[2](//) ∪ lin and that PI t /∈ CI for any t, otherwise we are in the
previous case. The hyperplane St = CI ∨ PI t is contracted by ϕt into C = CI . Moreover, as
ϕs(PI t) = PI t and ϕs(St) must be a hyperplane through CI (by proposition 2.3 xi) we conclude
that ϕs(St) = St for every t, s. As
SI t = ϕs(SI t) = ϕs ◦ ϕt(CI) = ϕt ◦ ϕs(CI) = ϕt(SIs) = SIs
we conclude that the hyperplanes S and SI are fix, which contradicts ϕs(St) = CI .
3) ϕs(PI t) ⊂ Ind(ϕt)\PI t. In particular, ϕt is generic. Then ϕt(ϕs(PI t)) = PI t ∨ ϕs(PI t). Therefore, HI t
is contracted to the line PI t ∨ ϕs(PI t), which implies that ϕt ∈ gen
[2](//) ∪ lin and Ht = Ss for every
t, s. Again we have reached a contradiction for PI t ∈ St = Ht 6∋ PI t.

Corollary 3.9. Let ϕt be a quadratic flow. If Ht is mobile then PI t is fix.
Corollary 3.10. Let ϕt be a quadratic flow. Then either Ht or PI t are fix.
Lemma 3.11. Let ϕt be a quadratic flow in gen
[2](·) ∪ lin. If CI t is fix then rankCI ≤ 1.
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Proof. Let ϕt = [ϕ0t, ϕ1t, ϕ2t, ϕ3t], if CI has rank greater or equal than 2 one has CI = (q = ℓ = 0) where q
is a homogeneous quadratic polynomial of rank lower or equal than 3, ℓ ∈ A1, (ℓ, q) = 1 and ϕit = αitq+ ℓitℓ
where αit ∈ C, ℓit ∈ A1. As ϕ0 = Id the quadratic polynomials αi0q + ℓi0ℓ must have a common factor.
There are two possibilities. If αi0 = 0 for i = 0, 1, 2, 3 then for t small enough ℓit are linearly independent,
which implies that Ind(ϕ) = (ℓ = q = 0), i.e., ϕ is not generic. Otherwise, we use that
αjtϕit − αitϕj t = (αjtℓit − αitℓjt) · ℓ
and not all the coefficients αjtℓit −αitℓjt can be zero (recall that dim〈ℓit〉 = 3). As ϕ0 = Id we deduce that
q = ℓ · ℓ′ with ℓ′ ∈ A1. Indeed,
(αj0xi − αi0xj) · α = αj0ϕi0 − αi0ϕj0 = (αj0ℓi0 − αi0ℓj0) · ℓ
with α ∈ A1 such that ϕ0 = (αx0, αx1, αx2, αx3). It follows that α = a · ℓ with a ∈ C
∗. Therefore, ℓ must
divide q, i.e. q = ℓ · ℓ′ with ℓ′ ∈ A1, which is a contradiction. 
Lemma 3.12. Let ϕt be a quadratic flow in gen
[2](·) ∪ lin. Then either Ht or PI t are mobile.
Proof. We assume that PI = [1, 0, 0, 0] is fix and that Ht = (x0 = 0) is fix. Using the expressions of the
previous section we can assume that
ϕt[x0, x1, x2, x3] =
[
g2t(x1, x2, x3) + x0g1t(x1, x2, x3)
x0
, ℓ1t, ℓ2t, ℓ3t
]
,
where [x1, x2, x3] 7→ [ℓ1t, ℓ2t, ℓ3t] is a plane Cremona transformation, so clearly it is impossible to have
ϕ0 = Id. 
Lemma 3.13. Let ϕt be a quadratic flow. If CI t is a mobile plane conic blown up by ϕt into a surface
SI t 6= HI t, then SI t is fix.
Proof. We have
ϕt(ϕs(CI t)) = ϕs(ϕt(CI t)) = ϕs(SI t).
If Ct is mobile we can assume that ϕs(CI t) is a mobile curve. There are two possibilities:
1) ϕs(CI t) = CI t and then either CI t is a curve blown up by ϕs into a surface ϕs(SI t), which implies
CI t = CIs (a contradiction for we are assuming that CI t is mobile) or SI t = Ss = SI−s and SI t and St
are fix.
2) ϕt(ϕs(CI t)) is a curve and then SI t = Ss = SI−s and SI t and St are fix.

Corollary 3.14. Let ϕt be a quadratic flow. If there exists a mobile family of surfaces St contracted to a
curve then CI t is fix.
Corollary 3.15. Let ϕt be a quadratic flow in gen
[2](·) ∪ lin. Then either St or Ht are fix.
Proof. We have already noted that if both Ht and St are mobile then PI and CI are fix, and since PI∨CI = St
we conclude that St is fix, which contradicts the hypothesis. 
Corollary 3.16. Let ϕt be a quadratic flow in tan
[2](×) ∪ tan[2](O) ∪ lin. Then either St or Ht are fix.
Proof. Note that HI t mobile implies CI t mobile, whereas SI t mobile implies CI fix. 
Lemma 3.17. Let ϕt be a quadratic flow in gen
[2](·) ∪ lin. Then either St or Ht are mobile.
Proof. Assume now that both Ht and St are fix. Without loss of generality we can choose coordinates such
that H = (x3 = 0) and S = (q(x0, x1, x2) = 0), where q is an homogeneous polynomial of degree 2. Therefore
if ϕt = (ϕ0t, ϕ1t, ϕ2t, ϕ3t) we have
ϕit = αitq + ℓitx3 (∗)
with ℓit ∈ A1(x0, x1, x2, x3) such that dim〈ℓit〉t = 3 for every t such that ϕt is generic and αit ∈ C. As
ϕ0 = Id we have that
αi0q + ℓi0x3 = ℓxi
for i = 0, 1, 2, 3 and ℓ ∈ A1. If αi0 = 0 for i = 0, 1, 2, 3 then ℓ must be a constant multiple of x3 and ℓi0
must be linearly independent. Therefore for t small enough ℓit would be linearly independent and ϕt is not
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generic, which is a contradiction. We conclude that at least one αi0 6= 0, but then ℓ would be a constant
multiple of x3 and it is easy to see that the condition (∗) would lead to contradiction. 
3.1. Generic flows.
Theorem 3.18. Let ϕt be a quadratic flow in gen
[2](·) ∪ lin. Then
i) Ht is mobile and PI , S and CI are fix.
ii) ϕt ∈ gen
[2](//) ∪ lin.
iii) ϕt preserves the family of hyperplanes through CI , which contains {Hs}.
iv) ϕt preserves the family of hyperplanes through PI , which does not contain the family of hyperplanes
through CI .
In particular, there are no quadratic flows in gen[2](O) ∪ gen[2](×) ∪ lin.
Proof. Assume that Ht is mobile, then St and Pt are fix and P = PI (by proposition 2.3 iv). Moreover, all
the hyperplanes through the point PI are sent by ϕt to hyperplanes through the point P . As ϕt and ϕs
commute we have
ϕt(ϕs(Ht)) = ϕs(ϕt(Ht)) = ϕs(P ) = ϕs(PI) = Hs.
As Ht is mobile Ht 6= Hs and we have the following possibilities:
• Ht ⊂ Ss (in particular rank CI t ≤ 2) and ϕs(Ht) ⊂ CIs. In this case, as Ht is mobile we must have
St mobile, which is a contradiction.
• Ht 6⊂ Ss. Then ϕs(Ht) is a hyperplane sent by ϕt to the hyperplane Hs. This implies that ϕs(Ht)
contains either PI or CI t. On the other hand ϕs(Ht) is a hyperplane if and only if PI ∈ Ht
or CIs ⊂ Ht. The first option is impossible for we are in the generic case. If rank CIs ≥ 2 then
CIs ⊂ Ht implies Hs = Ht, which is also impossible for we are assuming that Ht is mobile. Therefore
rank CI t = 1. Finally, as CIs ⊂ Ht for every t and s and Ht is mobile, we conclude that CI t is fix,
and that rank CI = 1 and clearly ϕt preserves the family of hyperplanes which contain CI , which
includes the Ht. Moreover ϕt ∈ gen
[2](//) ∪ lin.
Assume now that Ht is fix. Then St is mobile and CI is fix. We have seen that a generic flow with CI fix
verifies rank CI = 1. Therefore ϕt ∈ gen
[2](//) ∪ lin. Without loss of generality we can assume that
H = (x1 = 0), CI = (x0 = x1 = 0), St = ((x0 + a(t)x1)
2 = 0).
Then if ϕ = (ϕ0, ϕ1, ϕ2, ϕ3) we have
ϕit = ℓit · x1 + αit · (x0 + a(t)x1)
2
with αit ∈ C, ℓit ∈ A1(x0, x1, x2, x3) for i = 0, 1, 2, 3. As usual we impose the condition ϕ0 = Id. For ϕ00
there are two possibilities:
• α00 = 0 and ϕ00 = αx0x1 with α ∈ C
∗,
• α0 6= 0 and ϕ00 = αx0(x0 + a(0)x1) with α ∈ C
∗.
In both cases we conclude that αi0 = 0 for i = 1, 2, 3 (because otherwise a term in x
2
0 would appear). It
is not difficult to see that then α00 = 0 and ℓi0 are linearly independent, which is a contradiction with the
hypothesis of ϕ generic.
Let us finally prove iv). We know that CI , S and PI are fix and that Ht is mobile. Without loss of
generality we can assume that PI = [1, 0, 0, 0], S = (x
2
3 = 0), CI = (x0 = x3 = 0) and Ht = (ℓt(x0, x3) =
a(t)x0 + b(t)x3 = 0). Then
ϕt[x0, x1, x2, x3] = [αt · x
2
3 + ℓt · ℓ0t, ℓt · ℓ1t, ℓt · ℓ2t, ℓt · ℓ3t]
with αt ∈ C
∗ and ℓit ∈ A1(x0, x1, x2, x3) for i = 0, 1, 2, 3. Moreover, (ℓ1t = ℓ2t = ℓ2t = 0) = [1, 0, 0, 0],
which implies that ℓit does not depend on x0 for i = 1, 2, 3. Therefore the family of hyperplanes through PI
is invariant by ϕt, i.e. if L is a hyperplane such that PI ∈ L then ϕt(L) is a hyperplane such that PI ∈ L
then ϕt(L) is a hyperplane for every t and PI ∈ ϕt(L) for every t. It is clear that the only hyperplane L
containing CI and PI is (x3 = 0). 
Remark 3.19. In the example 3.2 we have seen that there exist quadratic flows in gen[2](//) ∪ lin such that
neither the hyperplanes containing CI nor the hyperplanes containing PI are fixed one to one.
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Theorem 3.20. Let ϕt be a generic quadratic flow. Then up to a linear conjugation ϕt is of the following
types:
a) ϕt[x0, x1, x2, x3] = [x0x3, (x0t+ x3) · ℓ1t, (x0t+ x3) · ℓ2t, (x0t+ x3) · x3], or
b) ϕt[x0, x1, x2, x3] = [x0x3 + a(t)x
2
3, (a(t)x0 + x3) · ℓ1t, (a(t)x0 + x3) · ℓ2t, (a(t)x0 + x3) · x3],
where a(t) = e
αt−1
eαt+1 and α ∈ C
∗ and Ψt[x1, x2, x3] = [ℓ1t, ℓ2t, x3] is one of the following linear flows in P
2:
i) Ψt[x1, x2, x3] = [x1, x2 + tx3, x3],
ii) Ψt[x1, x2, x3] = [x1e
βt, x2 + tx3, x3],
iii) Ψt[x1, x2, x3] = [x1 + x2(e
βt − 1) + tx3, x2e
βt, x3],
iv) Ψt[x1, x2, x3] = [x1e
γ1t, x2e
γ2t, x3],
v) Ψt[x1, x2, x3] = [(x1 + tx2)e
βt, x2e
βt, x3],
vi) Ψt[x1, x2, x3] = [x1 + tx2 +
t2
2 x3, x2 + tx3, x3],
with β ∈ C∗, γ1, γ2 ∈ C. Moreover, given a pair of flows in the previous list they are linearly conjugated if
and only if they are both of type a) iv) or b) iv) with γ1 = γ2 and the conjugation switches x1 and x2.
Remark 3.21. Up to a normalisation ot the time coordinate t by an homotecy one can assume that α is 1 in
case a) and that either β = 1 or γ1 = 1 or (γ1, γ2) = (0, 1) in case b).
Proof. By theorem 3.18 we know that ϕ ∈ gen[2](//) with P = PI , CI and S fix. We can therefore assume
that PI = [1, 0, 0, 0], CI = (x0 = x3 = 0), S = (x
2
3 = 0) and Ht = (ℓt(x0, x3) = a(t)x0 + b(t)x3 = 0), where
a(t), b(t) are holomorphic on t. Therefore, there exist αt ∈ C
∗, ℓ0t ∈ A1(x0, x1, x2, x3) and ℓ1t, ℓ2t, ℓ3t ∈
A1(x1, x2, x3) such that
ϕt[x0, x1, x2, x3] = [αtx
2
3 + ℓt · ℓ0t, ℓt · ℓ1t, ℓt · ℓ2t, ℓt · ℓ3t].
We must impose that
ϕs(ϕt)(x) = [αs · ℓ
2
t · ℓ3
2
t + ℓs(ϕt) · ℓ0s(ϕt), {ℓs(ϕt) · ℓt · ℓis(ℓ1t, ℓ2t, ℓ3t)}i=1,2,3](3.1)
= [αt+sx
2
3 + ℓt+s · ℓ0t+s, {ℓit+s · ℓt+s}i=1,2,3].
Note that
(3.2) ℓs(ϕt) = a(s)αtx
2
3 + ℓt(a(s)ℓ0t + b(s)ℓ3t).
As ϕs ◦ ϕt is quadratic the components of the expression 3.1 must have a common factor ρt,s(x) of degree 2
(which might depend on t and s). There are two possibilities for ρt,s (up to a holomorphic function depending
on t and s taking values in C∗):
(a) ρt,s(x) = ℓs(ϕt),
(b) ρt,s(x) is the product of ℓt and a factor qt,s(x) of ℓs(ϕt).
In the first case we would have
ϕs(ϕt)(x) =
[
αs
ℓ2t · ℓ3
2
t
ℓs(ϕt)
,
{
ℓt · ℓis(ℓ1t, ℓ2t, ℓ3t)
}
i=1,2,3
]
.
It follows that ℓt+s is a multiple of ℓt by an element of C
∗, which implies that Ht is fix and contradicts the
hypothesis. Therefore, we can assume that ρt,s(x) is a product of ℓt and a factor qt,s(x) of ℓs(ϕt) and
(3.3) ϕs(ϕt)(x) =
[
αs · ℓt · ℓ3
2
t +
ℓs(ϕt) · ℓ0s(ϕt)
ℓt
,
{
ℓs(ϕt) · ℓis(ℓ1t, ℓ2t, ℓ3t)
}
i=1,2,3
]
.
As qt,s(x) must be a common factor of ℓs(ϕt) and ℓt · ℓ3
2
t we conclude that either ℓt or ℓ3t are factors of
ℓs(ϕt). From 3.2 we derive that ℓt cannot be a factor of ℓs(ϕt) unless a(t) = 0 (which contradicts Ht mobile)
or αt = 0 (which would imply ϕt linear). Thus ℓt is a factor of ℓ0s(ϕt) (see expression 3.3) and ℓ3t is a factor
of ℓs(ϕt). Expression 3.2 implies that if ℓ3t is a factor of ℓs(ϕt) then it is also a factor of αtx
2
3 + ℓt · ℓ0t. If
ℓ0t = A0(t)x0 +A1(t)x1 +A2(t)x2 +A3(t)x3
then
ℓ0s(ϕt) = A0(s)(αtx
2
3 + ℓt · ℓ0t) +A1(s)ℓt · ℓ1t +A2(s)ℓt · ℓ2t +A3(s)ℓt · ℓ3t.
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From the fact that ℓt is a factor of ℓ0s(ϕt) we conclude that A0(t) = 0. We impose next that the quadric
αtx
2
3 + ℓt · ℓ0t on x1, x2, x3 has rank 2 (for it admits ℓ3t as a factor). Imposing this condition and using its
expression in terms of a(t), b(t), αt and Ai(t) one concludes that A1(t) = A2(t) = 0. Thus ℓ0t = βtx3 and
(3.4) αtx
2
3 + ℓt · ℓ0t = x3 ·
(
(αt + βt · b(t))x3 + a(t) · βtx0
)
As ℓ3t ∈ A1(x1, x2, x3) is a factor of αtx
2
3 + ℓt · ℓ0t we have ℓ3t = δtx3. Note that in particular in the first
component of ϕt appear only the monomials x0x3 and x
2
3. From now on we will use a more natural notation.
Namely,
ϕt[x0, x1, x2, x3] = [A(t)x0x3 +B(t)x
2
3, ℓt · ℓ1t, ℓt · ℓ2t, ℓt · δtx3]
with A(t), B(t) depending holomorphically on t. From ϕ0 = Id we conclude that
A(0) 6= 0, B(0) = 0, a(0) = 0, b(0) 6= 0
and a normalization allows us to assume that A(0) = b(0) = 1. Moreover, for small values of t one has
A(t) 6= 0, b(t) 6= 0. Dividing all the components of ϕt by by A(t) and modifying ℓ1t, ℓ2t and δt if necessary
we can assume that A(t) = b(t) = 1 for all t so
(3.5) ϕt[x0, x1, x2, x3] = [x0x3 + B(t)x
2
3, (a(t)x0 + x3)ℓ1t, (a(t)x0 + x3)ℓ2t, (a(t)x0 + x3)δtx3]
and B(0) = a(0) = 1. Now,
ℓs(ϕt) = (a(s) + δta(t))x0x3 + (δt + a(s)B(t))x
2
3
and
(3.6) ϕs(ϕt)(x) =
[
(δt + a(t)B(s)δ
2
t )x0x3 + (δtB(t) + δ
2
tB(s))x
2
3,
ℓs(ϕt)
x3
ℓ1s(ℓit),
ℓs(ϕt)
x3
ℓ2s(ℓit),
ℓs(ϕt)
x3
δtδsx3
]
.
As ϕs(ϕt)(x) = ϕt+s(x) we have
B(t+ s) =
B(t) + δtB(s)
1 + δta(t)B(s)
a(t+ s) =
a(s) + δta(t)
δt + a(s)B(t)
δt+s = δs
δt + a(s)B(t)
1 + a(t)B(s)δt
and setting
f(t, s) = δt + a(t)B(s)δ
2
t
g(t, s) = δt + a(s)B(t)
we have
ϕs(ϕt)(x) = [f(t, s)(x0x3 +B(t+ s)x
2
3), g(t, s)ℓt+sℓ1s({ℓi}t), g(t, s)ℓt+sℓ2s({ℓi}t), g(t, s)ℓt+sδt+sx3].
In particular Ψt[x1, x2, x3] = [ℓ1t(x1, x2, x3), ℓ2t(x1, x2, x3), δtx3] is a linear flow. Using the classification of
linear flows in P2 (cf. [7]) one concludes that
δt = e
δt
and that Ψt belongs to the list given in the statement of the theorem. Therefore,
ℓs(ϕt)
x3
δtδsx3 = g(t, s)ℓt+sδt+sx3
and it follows that f(t, s) = g(t, s). This equality is equivalent to a(t)B(s)δ2t = a(s)B(t). Thus,
a(t)
B(t)
δ2t =
a(s)
B(s)
,
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which implies that a(t)/B(t) is constant and that δt = 1. Let B(t) = c · a(t) with c ∈ C. We are left to solve
the equation
(3.7) a(t+ s) =
a(t) + a(s)
1 + c · a(t) · a(s)
.
Assuming that s is a constant and differentiating with respect to t one obtains
∂
∂t
a(t, s) = a′(t)
1− c · a2(s)
1 + c · a(t) · a(s)
.
Simmetry on t and s implies that
a′(t)
1− c · a2(s)
1 + c · a(t) · a(s)
= a′(s)
1− c · a2(t)
1 + c · a(t) · a(s)
,
so
a′(s)
1− c · a2(s)
=
a′(t)
1− c · a2(t)
.
Again it follows that there is a constant D ∈ C such that
a′(t)
1− c · a2(t)
= D.
If c = 0 then as a(0) = 0 one has a(t) = Dt. If c 6= 0 then one obtains
a(t) = c˜−1
eD˜t − 1
eD˜t + 1
, B(t) = c˜
eD˜t − 1
eD˜t + 1
,
where c˜, D˜ ∈ C and c˜2 = c.
Therefore either a(t) = at and B(t) = 0 or A(t) = a e
αt−1
eαt+1 . In both cases a 6= 0 for otherwise ℓt would be
fix and we can assume α 6= 0 for the same reason.
Note that in case a) up to a good choice of ρ00 we can assume that a = 1. Moreover if ϕt and ϕ˜t were
conjugated we would have (it suffices to write the condition A ◦ ϕ˜t = ϕt ◦A for the first coordinate):
ρ00x0x3 + ρ
0
3(tx0 + x3)x3 = (ρ
0
0x0 + ρ
0
3x3)ρ
3
3x3
so ρ03 = 0 and ρ
3
3 = 1.
To end the proof we must just show that given two flows of the previous list with different choices of the
parameters they cannot be conjugated unless both flows are in case a) iv) or b) iv) and the conjugation
switches x1 and x2 or unless we are in case b) with α = α˜ and A 6= A˜ (which in particular shows that we
can assume a = 1).
Let ϕt and ϕ˜t be two flows of the previous list and A = [µ0, µ1, µ2, µ3] with µi ∈ A1(x0, x1, x2, x3) for
i = 0, 1, 2, 3 a linear conjugation such that
A ◦ ϕ˜t = ϕt ◦A.
As PI = [1, 0, 0, 0], CI = (x0 = x3 = 0) and S = (x
2
3 = 0) are fix and common for both flows we conclude
that µ1(x), µ2(x) ∈ A1(x1, x2, x3) and µ3 = µ
3
3x3. Moreover as ℓt = (a(t)x0 + x3 = 0) is conjugated to
ℓ˜t = (a˜(t)x0 + x3 = 0) one has µ0(x) = µ
0
0x0 + µ
0
3x3. In particular if we define A˜(x1, x2, x3) := [µ1, µ2, µ3]
we obtain a conjugation of the correponding flows Ψt and Ψ˜t in P
2, which implies that Ψt = Ψ˜t excepting
in the case iv) with a switch of the coordinates x1 and x2.
Therefore in case b) one has (again writing the condition A ◦ ϕ˜t = ϕt ◦A for the first coordinate)
µ00(x0x3 + a˜(t)x
2
3) + µ
0
3(a˜(t)x0 + x3)x3 = (µ
0
0x0 + µ
0
3x3)µ
3
3x3 + a(t)(µ
3
3)
2x23.
Equivalently,
µ00µ
3
3x0x3 +
(
µ03µ
3
3 + a(t)(µ
3
3)
2
)
x23 = (µ
0
0 + a˜(t)µ
0
3)x0x3 + (a˜(t)µ
0
0 + µ
0
3)x
2
3
which yields µ03 = 0 so
µ00µ
3
3x0x3 + a(t)(µ
3
3)
2x23 = µ
0
0x0x3 + a˜(t)µ
0
0x
2
3.
Using that a(t) = a e
αt−1
eαt+1 and a˜(t) = a˜
eα˜t−1
eα˜t+1 we conclude that µ
3
3 = 1 and a˜(t) = µ
0
0a(t) (with the exception
already mentioned). 
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Corollary 3.22. Let ϕt a quadratic generic flow. Then ϕt is determined by a linear flow ηt on the P
2 of
the net of lines through PI and by a linear flow χt on the P
1 of the pencil of planes through the line CI .
Namely, for a point P ∈ P3 we have
ϕt(P ) = ηt(P ∨ PI) ∩ χt(P ∨ CI).
Proof. With the coordinates of the previous theorem we have PI = [1, 0, 0, 0] and CI = (x0 = x3 = 0). If L
is a line through PI we define ηt by
ηt(L) = PI ∨Ψt(L ∩ (x0 = 0)).
As a plane π through CI is given by an equation ρx0+σx3 = 0 we check easily that the strict transformation
of π by ϕt is
(ρ− tσ)x0 + σx3 = 0 for α = 0
(ρ+ a(−t)σ)x0 + (a(−t)ρ+ σ)x3 = 0 for α ∈ C
∗
with a(t) = e
αt−1
eαt+1 . Thus we define
µt[ρ, σ] :=
{
[ρ− tσ, σ] for α = 0
[ρ+ a(−t)σ, a(−t)ρ+ σ] for α ∈ C∗
.

3.2. Flows in tan[2](O) ∪ tan[2](×) ∪ lin.
Lemma 3.23. Let ϕt be a quadratic flow in tan
[2](×) ∪ lin or tan[2](O) ∪ lin. Then either St or Ht are
mobile.
Proof. Assume that both St and Ht are fix, then L = H ∩ S is a fix line and PI t ∈ L. Without loss of
generality we can choose coordinates such that H = (x3 = 0) and S = (x0 = 0), then PI t = [0, 1, f(t), 0].
Therefore
ϕt[x0, x1, x2, x3] =
[x3 · ℓ0t, atx0x1 + rt(x0, x3, f(t)x1 − x2), btx0x1 + st(x0, x3, f(t)x1 − x2), x3 · ℓ3t]
where rt, st ∈ A2(x0, x3, f(t)x1−x2) (recall that ϕt(H) = PI−t = Pt and that the tangent plane of (ϕit = 0)
at PI t is x0 = 0). Then ϕ0 = Id implies that x3 · ℓ00 = x0 · ℓ with ℓ ∈ A1(x0, x1, x2, x3). Therefore ℓ = α · x3
with α ∈ C∗. Now it is not difficult to reach a contradiction with
a0x0x1 + r0(x0, x3, f(t)x1 − x2) = αx1x3.

Theorem 3.24. Let ϕt be a quadratic flow in tan
[2](O) ∪ lin or tan[2](×) ∪ lin. Then:
i) Ht and CI t are mobile and PI and SI are fix.
ii) LI t = S ∩Ht is a fix line through PI .
iii) ϕt preserves the family of hyperplanes through LI, which includes {Hs}.
iv) ϕt preserves the family of hyperplanes through PI , which includes the family of hyperplanes through LI .
Remark 3.25. In this case as PI is contained in the line LI we cannot determine ϕt using flows on the net of
lines through PI and the pencil of planes through LI as in Corollary 3.22. The list in Theorem 3.33 shows
that there are not other choices of a pair point/line which allows to do so either.
Proof. By corollary 3.16 and lemma 3.23 to show i) it is enough to prove that Ht is mobile and S fix. Note
that if Ht mobile and SI fix it is clear that CI t must be mobile. Assume that H is fix and SI t mobile. Then
CI is fix and
SI t+s = ϕt+s(CI) = ϕt ◦ ϕs(CI) = ϕt(SIs).
As SI t are hyperplanes we conclude that either PI t ∈ SIs for every t, s or CI ⊂ SI t for every t.
As CI is a fix plane conic of rank greater or equal than 2 the second possibility contradicts St mobile
unless CI = L1 ∪ L2, L1, L2 lines and L1 ⊂ SI t for every t.
If PI t ∈ SIs for every t, s and rank CI = 3 it is not difficult to conclude that PI must be fix, which
contradicts HI fix.
If PI t ∈ SIs for every t, s and rank CI = 2, i.e. CI = L1 ∪L2, we conclude that PI t ∈ L1 and L1 ⊂ St for
every t.
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Assume then that CI = L1 ∪L2, L1, L2 lines and L1 ⊂ SI t for every t. Without loss of generality we can
choose coordinates such that
H = (x3 = 0), L1 = (x1 = x3 = 0), L2 = (x2 = x3 = 0).
Then PI t = [f(t), 0, 1, 0] and St = (a(t)x1 + b(t)x3 = 0), where a(t), b(t) are germs of holomorphic functions
on t. If ϕt = (ϕ0t, ϕ1t, ϕ2t, ϕ3t) using Ind(ϕt) = L1 ∪ L2 and that (ϕit = 0) are quadrics tangent to St at
the point PI t we obtain
ϕt[x0, x1, x2, x3] =
[α0t · x2(a(t)x1 + b(t)x3) + x3 · ℓ0t, x3 · ℓ1t, α2t · x2(a(t)x1 + b(t)x3) + x3 · ℓ2t, x3 · ℓ3t]
with αit ∈ C and ℓit ∈ A1(x1, x3, x0 − f(t)x2).
The condition ϕ0 = Id implies that (dividing by an element of C
∗ if necessary)
ϕ0 = [x0x3, x1x3, x2x3, x
2
3]
so
x0x3 = α00x2(a(0)x1 + b(0)x3) + x3ℓ00
x1 = ℓ10
x2x3 = α20x2(a(0)x1 + b(0)x3) + x3ℓ20
x3 = ℓ30
and ℓi0 ∈ A1(x0 − f(0)x2) for i = 1, 2, 3, 4. One concludes that
ℓ00 = β0(x0 − f(0)x2), a(0) = 0, α00b(0)− β0f(0) = 0, ℓ20 = 0, ℓ10 = x1, ℓ30 = x3, α00b(0) = 1.
We can therefore assume that ℓt = a(t)x1 + x3 and the previous conditions for t = 0 translate into
α00 = f(0), ℓ00 = x0 − f(0)x2, ℓ10 = x1, α20 = 1, ℓ20 = 1, ℓ30 = x3.
On the other hand ϕt(H) = ϕt(x3 = 0) = Pt = PI−t = [f(−t), 0, 1, 0], which implies that
α0t = f(−t)α2t.
Normalizing if necessary we have
(3.8) ϕt(x) = [(f(−t)x2ℓt + x3ℓ0t, x3ℓ1t, x2ℓt + x3ℓ2t, x3ℓ3t]
and
(3.9) ℓ00 = x0 − x2, ℓ10 = x1, ℓ20 = 0, ℓ30 = x3, f(0) = 1.
Therefore
(3.10) ϕs(ϕt(x)) = [f(−s)(x2ℓt + x3ℓ2t)ℓs(ϕt) + x3ℓ3tℓ0s(ϕt),
x3ℓ3tℓ1s(ϕt), (x2ℓt + x3ℓ2t)ℓs(ϕt) + x3ℓ3tℓ2s(ϕt), x3ℓ3tℓ3s(ϕt)]
and
(3.11) ℓs ◦ ϕt(x) = x3(a(s)ℓ1t + ℓ3t).
Dividing by x3 we obtain
(3.12) ϕs ◦ ϕt(x) =
[
f(−s)(x2ℓt + x3ℓ2t)
ℓs(ϕt)
x3
+ ℓ3tℓ0s(ϕt),
ℓ3tℓ1s(ϕt), (x2ℓt + x3ℓ2t)
ℓs(ϕt)
x3
+ ℓ3tℓ2s(ϕt), ℓ3tℓ3s(ϕt)].
As ϕs ◦ ϕt = ϕt+s, which is a quadratic flow, we must have a linear form dividing all the components of
ϕs(ϕt). This form can be either (1) ℓ3t or (2) another linear form ℓ˜t.
Let us study case (1). We see that ℓ3t divides either
ℓs(ϕt)
x3
= a(s)ℓ1t+ ℓ3t or x2ℓt+x3ℓ2t. We can clearly
exclude the first possibility. On the other hand
x2ℓt + x3ℓ2t = x2(a(t)x1 + x3) + x3ℓ2t(x1, x3, x0 − f(t)x2)
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and taking into account that ℓ3t ∈ A1(x1, x3, x0 − f(t)x2) one can check that ℓ3t cannot divide this term
either.
Assume now that we are in case (2), i.e. there exists a form ℓ˜t which is not a multiple of ℓ3t which divides
all the components of ϕs ◦ ϕt. In particular ℓ˜t must divide ℓ1s(ϕt), ℓ3s(ϕt) and x3(ℓ0s(ϕt)− f(−s)ℓ2s(ϕt)).
Note that if ℓ˜t = x3 then ℓ1t, ℓ3t ∈ A1(x1, x3). But in this case
ℓs(ϕt)
x3
∈ A1(x1, x3) and we easily reach a
contradiction. Therefore ℓ˜t divides also ℓ0s(ϕt)− f(−s)ℓ2s(ϕt).
If ℓ1t = A
0
1(t)(x0 − f(t)x2) + A
1
1(t)x1 +A
3
1(t)x3 then
ℓ1s(ϕt) = A
0
1(s)
(
(f(−t)− f(s))x2ℓt + x3(ℓ0t − f(s)ℓ2t)
)
+A11(s)x3ℓ1t +A
3
1(s)x3ℓ3t.
A direct computation shows that for ℓ1s(ϕt) to have rank 2 either
(3.13) A01(s)(f(−t)− f(s))a(t) = 0 and ℓ˜t = x3
or
(3.14) A01(s)
(
(f(−t)− f(s))x2 + ℓ0t − f(s)ℓ2t
)
+A11(s)ℓ1t +A
3
1(s)ℓ3t = 0 and ℓ˜t = x1 orx2.
An analogous argument applies to ℓ3s(ϕt) and ℓ0s(ϕt) − f(−s)ℓ2s(ϕt). As we have already discussed the
possibility ℓ˜t = x3 we focus on 3.14. The linear forms ℓ1t, ℓ3t and ℓ0t − f(−t)ℓ2t are linearly independent
because
Ind(ϕt) = {ℓ1t = ℓ3t = ℓ0t − f(−t)ℓ2t = x2ℓt + x3ℓ2t = 0}
and as ϕt is not generic Ind(ϕt) = L1 ∪ L2 for every t 6= 0. Now, on 3.14 we take s = −t. Then
A01(−t)(ℓ0t − f(−t)ℓ2t) +A
1
1(−t)ℓ1t +A
3
1(−t)ℓ3t = 0
and as ℓ1t, ℓ3t and ℓ0t − f(−t)ℓ2t are linearly independent we conclude that
A01(−t) = A
1
1(−t) = A
3
1(−t) = 0
so ℓ1t = 0, which is a contradiction. We have thus proved that Ht is mobile and that P and S are fix.
Therefore we can assume that Ht and CI t are mobile and S = SI , P = PI are fix. Let us now show that
the line LI t := SI ∩Ht is fix. As LI t is a line by the point PI contained in Ht we have ϕt(LI t) = PI . Thus,
HI = ϕt(PI) = ϕs(ϕt(LIs)) = ϕt(ϕs(LIt)).
It follows that ϕt(LIs) = PI , which implies that LIs ⊂ Ht for any t, s. As Ht is mobile we have LI fix.
We are left to prove statements iii) and iv). We can assume that P = [0, 1, 0, 0] = PI , LI = (x0 = x3 = 0),
S = (x3 = 0) and Ht = (ℓt = a(t)x0 + b(t)x3 = 0), where a(t) and b(t) are germs of holomorphic functions.
Then
ϕt[x0, x1, x2, x3] = [ℓ0t · ℓt, αtx1x3 + qt(x0, x2, x3), ℓ2t · ℓt, ℓ3t · ℓt]
with ℓit ∈ A1(x0, x2, x3) (recall that all the elements of the linear system Γϕt are quadrics tangent to the
plane S at the point P ). In particular the statement in iv) is proved.
As ϕ0 = Id we conclude (dividing by an element of C
∗ if necessary) that
α0 = 1, q0 = 0, ℓ00 = x0, ℓ20 = x2, ℓ30 = x3, ℓ10 = x3, a(0) = 0, b(0) = 1.
We can therefore assume that b(t) = 1. Moreover,
(3.15) ϕs(ϕt(x)) = [ℓt · ℓ0s(ℓit)ℓs(ℓit),
αsαtx1x3ℓ3t + αsqt(x0, x2, x3)ℓ3t + ℓtqs(ℓit), ℓtℓ2s(ℓit)ℓs(ℓit), ℓtℓ3s(ℓit)ℓs(ℓit)]
where ℓt = a(t)x0 + x3 and
ℓs(ℓit) = a(t)ℓ0t + ℓ3t.
The components of ϕs ◦ ϕt must admit a common linear factor for ϕt+s is quadratic and the factor must
be either ℓt or ℓs(ℓit) (up to an element of C
∗). On the other hand from the coefficient of x1x3 one concludes
that the factor must be ℓ3t. Therefore, the possibilities are:
(I) ℓ3t = βt · ℓt,
(II) ℓ3t = βt · ℓs(ℓit).
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The second one would imply that Ht is fix so we can assume that (I) holds. Therefore,
ϕs(ϕt(x)) = [ℓ0s(ℓit)ℓs(ℓit), αsαtβtx1x3 + βtαsqt(x0, x2, x3) + qs(ℓit), ℓ2s(ℓit)ℓs(ℓit), βtℓ
2
s(ℓit)].
In particular,
ℓs(ℓit) = f(t, s) cot ℓt+s(3.16)
αt · αs · βt = f
2(t, s) · αt+s(3.17)
where f(t, s) is holomorphic on t and s. From 3.16 one concludes that ℓ0t ∈ A1(x1, x3), which proves iii). 
Theorem 3.26. Let ϕt be a quadratic flow in tan
[2](O) ∪ tan[2](×) ∪ lin. Then, up to linear conjugation
ϕt is of one of the following types:
I) ϕt[x0, x1, x2, x3] = [x0(x3 + tx0), e
αtx1x3 + qt(x0, x2, x3), e
βtx2(x3 + tx0), (x3 + tx0)
2] where:
a) α = β = 0,
qt(x0, x2, x3) =
c33
3
t3x20 + c22tx
2
2 + c33tx
2
3 +
c23
2
t2x0x2 + c33t
2x0x3 + c23tx2x3
and either c22, c23, c33 ∈ {0, 1} or c22 = c33 = 1 and c23 ∈ C
∗.
b) α = 0, β 6= 0,
qt(x0, x2, x3) =
c33
3
t3x20 + c22(1− e
2βt)x22 + c33tx
2
3 + (1 − e
βt)c02x0x2 + c33t
2x0x3
and c22, c33, c02 ∈ C.
c) α 6= 0, β = 0,
qt(x0, x2, x3) = (e
αt − 1)(c00x
2
0 + c22x
2
2 + c02x0x2)
and (c00, c22, c02) = (0, 0, 0), (1, 0, 0), (0, 0, 1) or (c00, 1, 0) with c00 ∈ C
∗.
d) α 6= 0, β 6= 0,
qt(x0, x2, x3) = c00(e
αt − 1)x20 + c22(e
αt − e2βt)x22 + c02(e
αt − eβt)x0x2
and c00, c22, c02 ∈ C.
II) ϕt[x0, x1, x2, x3] = [x0(x3+ tx0), e
αtx1x3+ qt(x0, x2, x3), (x2+ tx3+
t2
2 x0)(x3+ tx0), (x3+ tx0)
2] where
e) α = 0,
qt(x0, x2, x3) = t(c22x2 + c02x0 + c23x3)x2 +
(
c02
6
t3 +
c23
8
t4 +
c22
20
t5
)
x20
+
(
c23
2
t2 +
c22
3
t3
)
(x23 + x0x2) +
(
c02
2
t2 +
c23
2
t3 +
c22
4
t4
)
x0x3 + c22t
2x2x3
and (c02, c22, c23) = (0, 1, c23), (c02, 0, 0) or (c02, 0, 1) with c23, c02 ∈ C.
f) α 6= 0,
qt(x0, x2, x3) = (e
αt − 1)(c00x
2
0 + c22x
2
2 + c02x0x2)−
(
c22
4
t4 +
c02
2
t2
)
x20
− c22t
2(x23 + x0x2)− 2c22tx2x3 − (c02t+ c22t
3)x0x3
and (c00, c22, c02) = (0, 0, 1), (1, 0, 0) or (c00, 0, 1) with c00 ∈ C.
Moreover two such different flows ϕt and ϕ˜t are linearly conjugated if and only if we are in cases b) or d)
and there exists λ ∈ C∗ such that q˜t = λ · qt,
Proof. We will use the same notation as in theorem 3.24. Recall that we had chosen coordinates such that
P = PI = [0, 1, 0, 0], LI = (x0 = x3 = 0), S = (x3 = 0) and Ht = (a(t)x0 + x3 = 0). Moreover, we had
concluded that
ϕt[x0, x1, x2, x3] = [ℓ0tℓt, αtx1x3 + qt(x0, x2, x3), ℓ2tℓt, βtℓ
2
t ]
with ℓ0t ∈ A1(x0, x3), ℓ2t ∈ A1(x0, x2, x3) such that
α0 = 1, q0 = 0, ℓ00 = x0, ℓ20 = x2, ℓ30 = x3, ℓ10 = x3, a(0) = 0
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and
ℓs(ℓit) = f(t, s) · ℓt+s,(3.18)
αt · αs · βt = f
2(t, s) · αt+s.(3.19)
Moreover,
ϕs(ϕt(x)) = [ℓ0s(ℓit)ℓs(ℓit), αsαtβtx1x3 + βtαsqt(x0, x2, x3) + qs(ℓit), ℓ2s(ℓit)ℓs(ℓit), βtℓ
2
s(ℓit)]
and ℓt is a common factor of all the components of ϕs ◦ ϕt.
We denote now ℓ0t = A
0
0(t)x0 +A
3
0(t)x3. We can rewrite 3.18 as
(a(s)A00(t) + a(t))x0 + (a(s)A
3
0(t) + 1)x3 = f(t, s)(a(t+ s)x0 + x3)
so
a(s)A00(t) + a(t) = f(t, s)a(t+ s)
a(s)A30(t) + 1 = f(t, s).
As a(0) = 0 we have f(t, 0) = 1. On the other hand, as α0 = 1 one has
αtβt = f
2(t, 0)αt
so βt = 1. We can define ψt[x0, x2, x3] = [ℓ0t, ℓ2t, ℓt], which is a linear flow. Moreover, ℓt = a(t)x0 + x3 and
ℓ0t ∈ A1(x0, x3). From the classification of linear flows on P
2 we derive that either
a(t) = t, ℓ0s = x0, ℓ2s = x2e
βt
or
a(t) = t, ℓ0s = x0, ℓ2s = x2 + tx3 +
t2
2
x0,
which in both cases yields f(t, s) = 1 and αt = e
αt with α, β ∈ C. Thus, either
ϕt[x0, x1, x2, x3] = [x0(x3 + tx0), e
αtx1x3 + qt(x0, x2, x3), e
βtx2(x3 + tx0), (x3 + tx0)
2]
and
(3.20) ϕs(ϕt)(x) = [x0(x3 + (t+ s)x0), e
α(t+s)x1x3 + e
αsqt(x) + qt(ℓit),
eβ(t+s)x2(x3 + (t+ s)x0), (x3 + (t+ s)x0)
2]
or
ϕt[x0, x1, x2, x3] =
[
x0(x3 + tx0), e
αtx1x3 + qt(x0, x2, x3),
(
x2 + tx3 +
t2
2
x0
)
(x3 + tx0), (x3 + tx0)
2
]
and
(3.21) ϕs(ϕt)(x) =
[
x0(x3 + (t+ s)x0), e
α(t+s)x1x3 + e
αsqt(x) + qt(ℓit),(
x2 + (t+ s)x3 +
(t+ s)2
2
x0
)
(x3 + (t+ s)x0), (x3 + (t+ s)x0)
2
]
.
We must impose now that either
(3.22) eαsqt(x0, x2, x3) + qs(x0, e
βtx2, x3 + tx0) = qt+s(x0, x2, x3)
or
(3.23) eαsqt(x0, x2, x3) + qs(x0, x2 + tx3 +
t2
2
x0, x3 + tx0) = qt+s(x0, x2, x3).
We will denote
qt(x0, x2, x3) = q00(t)x
2
0 + q02(t)x0x2 + q03(t)x0x3 + q22(t)x
2
2 + q23(t)x2x3 + q33(t)x
2
3.
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From 3.22 we obtain
q00(t+ s) = e
αsq00(t) + q00(s) + t
2q33(s) + tq03(s),
q02(t+ s) = e
αsq02(t) + e
βt(q02(s) + tq23(s)),
q03(t+ s) = e
αsq03(t) + q03(s) + 2tq33(s),
q22(t+ s) = e
αsq22(t) + e
2βtq22(s),
q23(t+ s) = e
αsq23(t) + e
βtq23(s),
q33(t+ s) = e
αsq33(t) + q33(s).
Using the symmetry on t, s on the previous equations one concludes that qt[x0, x2, x3] verifies 3.22 if and
only if it is of one forms:
a) (c00t +
c03
2 t
2 + c333 t
3)x20 + c22tx
2
2 + c33tx
2
3 + (c02t +
c23
2 t
2)x0x2 + (c03t + c33t
2)x0x3 + c23tx2x3, for
α = β = 0,
b) (c00t+
c03
2 t
2+ c333 t
3)x20+ c22(1− e
2βt)x22+ c33tx
2
3+((1− e
βt)c02− c23te
βt)x0x2+(c03t+ c33t
2)x0x3+
c23(1− e
βt)x2x3, for α = 0, β 6= 0, or
c)
(
c00(e
αt−1)−c03t−c33t
2
)
x20+c22(e
αt−1)x22+c33(e
αt−1)x23+
(
c02(e
αt−1)−c23t
)
x0x2+
(
c03(e
αt−
1)− 2c33t
)
x0x3 + c23(e
αt − 1)x2x3 for α 6= 0 and β = 0,
d)
(
c00(e
αt− 1)− c03t− c33t
2
)
x20 + c22(e
αt− e2βt)x22 + c33(e
αt− 1)x23+
(
c02(e
αt− eβt)− c23te
βt
)
x0x2+(
c03(e
αt − 1)− 2c33t
)
x0x3 + c23(e
αt − eβt)x2x3 for α 6= 0, β 6= 0,
and cij are constant. Note for instance that the last equation yields
eαsq33(t) + q33(s) = e
αtq33(s) + q33(t)
which implies that q33(t)(eαt−1) is constant for α 6= 0.
A similar computation allows to conclude that qt verifies equation 3.23 if and only if qt(x0, x2, x3) is
e) tq0 +
(
c03
2 t
2 + (c33 +
c02
2 )
t3
3 +
c23
8 t
4 + c2220 t
5
)
x20 +
(
c23
2 t
2 + c223 t
3
)
x23 +
(
c23
2 t
2 + c223 t
3
)
x0x2 +
(
(c33 +
c02
2 )t
2 + c232 t
3 + c224 t
4
)
x0x3 + c22t
2x2x3, for α = 0
f) (eαt− 1)q0−
(
c22
4 t
4+ c232 t
3+(c33+
c02
2 )t
2+ c03t
)
x20− (tc23+ t
2c22)(x
2
3+ x0x2)− 2tc22x2x3−
(
tc02+
2tc33 +
3c23
2 t
2 + c22t
3
)
x0x3, for α 6= 0.
where
q0(x0, x2, x3) = c00x
2
0 + c22x
2
2 + c33x
2
3 + c02x0x2 + c03x0x3 + c23x2x3
and cij are constant.
Let now ϕt and ϕ˜t be two flows of one of the previous types: a),. . ., f), and A = [µ0, µ1, µ2, µ3] with
µi ∈ A1(x0, x1, x2, x3) for i = 0, 1, 2, 3 a linear conjugation such that
A ◦ ϕt = ϕ˜t ◦A. (∗)
Using that PI = [0, 1, 0, 0], LI = (x0 = x3 = 0) and S = (x
2
3 = 0) are fix and common for both flows,
Ht = (tx0 + x3 = 0) and imposing (∗) on the last component we conclude that
µ0 = x0; µ1 = µ
0
1x0 + µ
1
1x1 + µ
2
1x2 + µ
3
1x3; µ2 = µ
0
2x0 + µ
2
2x2 + µ
3
2x3; µ3 = x3,
up to product by an element of C∗.
If ϕt and ϕ˜t are both of type I) then imposing now (∗) on the third component of the flows one obtains
µ02e
β˜tx0 + µ
2
2e
β˜tx2 + µ
3
2e
β˜tx3 = µ
0
2x0 + µ
2
2e
βtx2 + µ
3
2(x3 + tx0).
As µ22 6= 0 we conclude that β = β˜ and µ
3
2 = 0. Moreover either β or µ
0
2 are zero and if µ
0
2 = 0 then
µ22 = 1.
If both flows are of type II) analogously one obtains µ32 = 0 and µ
2
2 = 1.
Finally, it also implies that one flow of type I) and one flow of type II) cannot be conjugated.
Imposing condition (∗) on the second component for two linearly conjugated flows of either type I) or two
flows of type II) one concludes easily that in both cases α = α˜. Moreover, writing explicitely this condition
for the six cases a) to f) one obtains the list of the statement. Let us assume for instance that α = β = 0,
one obtains:
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(µ01x0 + µ
1
1x1 + µ
2
1x2 + µ
3
1x3)x3 + (c˜00t+
c˜03
2
t2 +
c˜33
3
t3)x20 + (c˜02t+
c˜23
2
t2)x0(µ
0
2x0 + µ
2
2x2)+
c˜22t(µ
0
2x0 + µ
2
2x2)
2 + c˜23t(µ
0
2x0 + µ
2
2x2)x3 + c˜33tx
2
3 + (c˜03t+ c˜33t
2)x0x3 =
µ01x0(x3 + tx0) + µ
1
1
(
x1x3 + (c00t+
c03
2
t2 +
c33
3
t3)x20 + (c02t+
c23
2
t2)x0x2 + c22tx
2
2 + c23tx2x3 + c33tx
2
3+
(c03t+ c33t
2)x0x3
)
+ µ21x2(x3 + tx0) + µ
3
1(x3 + tx0)
2,
which implies
c˜00 = µ
1
1c00 − µ
0
2µ
1
1(µ
2
2)
−1c02 + µ
0
2(µ
2
2)
−2µ11c22 − µ
0
2µ
2
1(µ
2
2)
−1 + µ01
c˜22 = (µ
2
2)
−2µ11c22
c˜33 = µ
1
1c33
c˜02 = (µ
2
2)
−1µ11c02 − 2µ
0
2(µ
2
2)
−2µ11c22 + µ
2
1(µ
2
2)
−1
c˜03 = µ
1
1c03 − µ
0
2(µ
2
2)
−1µ11c23 + 2µ
3
1
c˜23 = (µ
2
2)
−1µ11c23.
It is not difficult to see that up to a linear conjugation one can choose the parameters cij as in the statement.
And analogous computation gives the rest of the flows. 
Remark 3.27. Computing Ind(ϕt) it is not difficult to verify that the flows in 3.26 belong indeed to tan
[2](O)∪
tan[2](×) ∪ lin
Remark 3.28. As in the generic case, up to a normalisation ot the time coordinate t by an homotecy one
can assume that α is either 0 or 1.
3.3. Flows in tan[2](//) ∪ osc[2](×) ∪ lin.
Definition 3.29. Let ϕt be a quadratic flow. We say that ϕt is a polynomial flow if there is an invariant
chart C3 such that ϕt|C3 : C
3 → C3 is polynomial for each t.
The following result was proved by D. Cerveau and J. Deserti for quadratic flows in P2. The proof for P3
is almost identical, we include it for the sake of clarity.
Proposition 3.30. Let ϕt be a quadratic flow such that Ht is fix. Then ϕt is a polynomial flow.
Proof. We can assume that ϕt is not linear and that H = (x3 = 0). Therefore for every t such that ϕt is
quadratic we can write the flow as
At(x0x3, x1x3 − x
2
2, x2x3, x
2
3)Bt
or
At(x0x3 − x1x2, x1x2, x2x3, x
2
3)Bt
where At, Bt ∈ PGL4(C) and Bt preserves the hyperplan x3 = 0. As Ind(ϕt) is contained in H , i.e. at the
infinity of the affine chart x3 = 1 for almost every t and thus for every t, we have that ϕt is polynomial. 
Lemma 3.31. Let ϕt a quadratic flow in osc
[2](×) ∪ lin. Then PI is fix.
Proof. Assume that ϕt ∈ tan
[2](//) ∪ osc[2](×) ∪ lin and that PI t is mobile. We will show that ϕt ∈
tan[2](//) ∪ lin. By lemma 3.8 we have that Ht is fix. Without loss of generality we can assume that
H = (x3 = 0) and Pt = PI−t = [αt, βt, γt, 0] (because PI t ∈ H). Therefore
ϕt(x) = [αtqt + ℓ0tx3, βtqt + ℓ1tx3, γtqt + ℓ2tx3, ℓ3tx3]
with ℓit ∈ A1(x0, x1, x2, x3) for i = 0, 1, 2, 3, qt ∈ A2(x0, x1, x2), rank qt ≤ 2 and Jac(ϕt) = f(t)x
4
3 with
f(t) ∈ C∗. Moreover, by the previous lemma ϕt is a polynomial flow. In the affine coordinates x =
x0
x3
,
y = x1x3 and z =
x2
x3
, the flow ϕt has the expression:
ϕ˜t(x) =
(αt qtx2
3
+ ℓ0tx3
ℓ3t
x3
,
βt
qt
x2
3
+ ℓ1tx3
ℓ3t
x3
,
γt
qt
x2
3
+ ℓ2tx3
ℓ3t
x3
)
.
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As ϕ˜t is a polynomial we must have ℓ3t = δtx3 so (dividing by δt if necessary) we have ℓ3t = x3. Thus, in
affine coordinates
ϕ˜t = (αtq˜t + ℓ˜0t , βtq˜t + ℓ˜1t , γtq˜t + ℓ˜2t),
where ℓ˜it = A
i
tx+B
i
ty+C
i
tz+D
i
t with A
i
t, B
i
t , C
i
t , D
i
t ∈ C for i = 0, 1, 2 and q˜t is a homogeneous polynomial
of degree 2 in x, y, z. On the other hand ϕ˜s ◦ ϕ˜t must still be a quadratic flow. Let Aq˜t be the bilinear form
associated to q˜t, then denoting L˜t = (ℓ˜0t , ℓ˜1t , ℓ˜2t) one has
q˜s
(
ϕ˜t(x, y, z)
)
= (q˜tPt + L˜t) · Aq˜s · (q˜tPt + L˜t)
t = q˜2t (Pt ·Aq˜s · P
T
t ) + 2q˜t(Pt · Aq˜s · L˜
T
t ) + L˜t · Aq˜s · L˜
T
t .
As the two first terms have degrees 4 and 3 respectively they must be zero. We conclude that
Pt ·Aq˜s · P
T
t = q˜s(Pt) = 0(3.24)
Pt ·Aq˜s · L˜
T
t = 0(3.25)
As Pt is mobile condition 3.24 implies that q˜s has a fixed component. We can assume that qt = x1 ·mt where
mt ∈ A1(x0, x1, x2) and βt = 0, i.e. Pt = (αt, 0, γt). Thus
ϕ˜t(x, y, z) =
(
αt · y · m˜t + ℓ˜0t , ℓ˜1t , γt · y · m˜t + ℓ˜2t
)
,
where m˜t is the homogeneous polynomial of degree 1 on x, y, z obtained from mt. Now, condition 3.25 says
that either ℓ˜1t = 0 or
1
2m˜s(Pt) = Pt · Aq˜s = 0. In the first case ϕ˜t wouldn’t be an automorphism, which
contradicts the hypothesis. In the second case, as Pt is mobile, m˜s must be fix and in fact a multiple of y.
Thus, one can assume
ϕ˜t(x, y, z) = (αty
2 + ℓ˜0t , ℓ˜1t , γty
2 + ℓ˜2t)
and ϕt ∈ tan
[2](//) ∪ lin, which ends the proof. 
Lemma 3.32. Let ϕt be a quadratic flow in tan
[2](//) ∪ osc[2](×) ∪ lin. Then Ht is fix.
Proof. As PI t mobile implies that H is fix it is enough to consider the case PI fix. Assume that Ht = (ℓt = 0)
is mobile and PI = [1, 0, 0, 0]. Therefore
ϕt(x) = [ℓ0tℓt + qt, ℓ1tℓt, ℓ2tℓt, ℓ3tℓt],
with ℓ0t, ℓ1t, ℓ2t, ℓ3t ∈ A1(x0, x1, x2, x3). Note also that PI ∈ (ℓt = 0) and that the strict transform of a line
through PI is a conic through PI , so in fact ℓ0t, ℓ1t, ℓ2t, ℓ3t ∈ A1(x1, x2, x3). Moreover PI ∈ Ind(ϕt) implies
that qt has no term in x
2
0. Note that for ϕt to be birational we must have ℓ1t, ℓ2t, ℓ3t linearly independent
and note also that we can assume that ℓ0t = δtx0 (modifying qt if necessary). Then
ϕt[x0, x1, x2, x3] = [δtx0 +
qt(x1, x2, x3)
ℓt(x1, x2, x3)
, ℓ1t, ℓ2t, ℓ3t].
As ϕ0 = Id we have q0 = 0, δ0 = 1 and ℓi0 = xi for i = 1, 2, 3. We impose now the condition ϕs ◦ϕt = ϕt+s.
We have
ϕs ◦ ϕt(x) =
[
δsδtx0 + δs
qt(x)
ℓt(x)
+
qs(ℓit)
ℓs(ℓit)
, ℓ1s(ℓit), ℓ2s(ℓit), ℓ3s(ℓit)
]
.
In particular Ψt[x1, x2, x3] = [ℓ1t, ℓ2t, ℓ3t] is a linear flow in P
2. Thus we can assume that δt · δs = δt+s and
δs
qt(x1, x2, x3)
ℓt(x1, x2, x3)
+
qs(ℓit)
ℓs(ℓit)
=
qt+s(x)
ℓt+s(x)
so
(3.26) (δs · qt · ℓs(ℓit) + qs(ℓit) · ℓt) · ℓt+s = qt+s · ℓs(ℓit) · ℓt.
AsHt is mobile ℓt cannot divide ℓt+s so it divides the first factor of the left part of equation 3.26, which implies
that ℓt divides the product qt · ℓs(ℓit). If ℓt divides qt for all t the flow is linear, which is a contradiction so
we conclude that ℓt is a non-zero scalar multiple of ℓs(ℓit). A similar argument shows that ℓt+s is a non-zero
scalar multiple of ℓs(ℓit). Again this would imply that Ht is fix. 
Theorem 3.33. Let ϕt be a quadratic flow in tan
[2](//) ∪ osc[2](×) ∪ lin. Then:
i) H is fix.
ii) ϕt is a polynomial flow.
iii) If ϕt ∈ tan
[2](//) ∪ lin then CI is fix.
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iv) If ϕt ∈ osc
[2](×) ∪ lin then PI is fix.
v) If PI is fix then ϕt preserves the family of hyperplanes through PI .
vi) If CI is fix then ϕt preserves the family of hyperplanes through a line L contained in CI .
Moreover, up to linear conjugation, ϕt belongs to the following list:
I) If PI t is mobile and ϕt ∈ tan
[2](//) ∪ lin.
a) ϕt(x) = [a(e
2µt − eαt)x21 + e
αtx0x3, e
µtx1x3, b(e
2µt − eβt)x21 + e
βtx2x3, x
2
3],
b) ϕt(x) = [a(e
2µt − eµt)x21 + e
µt(x0 + tx1)x3, e
µtx1x3, b(e
2µt − eβt)x21 + e
βtx2x3, x
2
3],
c) ϕt(x) = [a(e
2µt − eαt)x21 + e
αtx0x3, e
µtx1x3, b(e
2µt − 1)x21 + x2x3 + tx
2
3, x
2
3],
d) ϕt(x) = [a(e
2µt − eµt)x21 + e
µt(x0 + tx1)x3, e
µtx1x3, b(e
2µt − 1)x21 + x2x3 + tx
2
3, x
2
3].
with a, b 6= 0.
II) If PI is fix then:
1) ϕt(x) = [e
δtx0x3 + 2tBe
αtx1x3 +2tCx2x3 + t
2Cx23 +A(e
2αt − eδt)x21 + 2B(e
αt − eδt)x1x2 +C(1−
eδt)x22, e
αtx1x3, x2x3 + tx
2
3, x
2
3] with δ 6= 0, δ 6= α, δ 6= 2α,
2) ϕt(x) = [x0x3 + 2tBe
αtx1x3 + (bt + Ct
2)x2x3 + (
b
2 t
2 + C3 t
3)x23 + A(e
2αt − 1)x21 + 2B(e
αt −
1)x1x2, e
αtx1x3, x2x3 + tx
2
3, x
2
3] with α 6= 0, ,
3) ϕt(x) = [x0x3+(at+Bt
2)x1x3+(bt+Ct
2)x2x3+(
b
2 t
2+C3 t
3)x23+Atx
2
1+2Btx1x2+Ctx
2
2, x1x3, x2x3+
tx23, x
2
3],
4) ϕt(x) = [e
δtx0x3 + (at+Bt
2)eδtx1x3 + 2Ctx2x3 + Ct
2x23 +A(e
2δt − eδt)x21 + 2Bte
δtx1x2 + C(1−
eδt)x22, e
δtx1x3, x2x3 + tx
2
3, x
2
3] with δ 6= 0,
5) ϕt(x) = [e
δtx0x3 + 2tBe
δt
2 x1x3 + 2Ctx2x3 +Ct
2x23 +Ate
δtx21 + 2B(e
δt
2 − eδt)x1x2 +C(1− e
δt)x22,
e
δt
2 x1x3, x2x3 + tx
2
3, x
2
3] with δ 6= 0,
6) ϕt(x) = [e
δtx0x1 + A(e
−αt − eδt)x22 + 2(B(e
−αt − eδt) + Ate−αt)x2x3 +
(
C(e−αt − eδt) + (At2 +
2tB)e−αt
)
x23, e
αtx21, (x2 + tx3)x1, x3x1] with δ 6= 0,
7) ϕt(x) = [e
δtx0x1+Ate
δtx22+(2Bt+At
2)eδtx2x3+(Ct+Bt
2+ A3 t
3)eδtx23, e
−δtx21, (x2+tx3)x1, x3x1]
with δ 6= 0,
8) ϕt(x) = [e
δtx0x1 + ate
δtx21 +A(e
−δt − eδt)x22 + 2(B(e
−δt − eδt) +Ate−δt)x2x3 +
(
C(e−δt − eδt) +
(At2 + 2tB)e−δt
)
x23, e
δtx21, (x2 + tx3)x1, x3x1] with δ 6= 0,
9) ϕt(x) = [x0x1+ btx1x2+
bt2
2 x1x3+A(e
−αt− 1)x22+2(B(e
−αt− 1)+Ate−αt)x2x3+
(
C(e−αt− 1)+
(At2 + 2tB)e−αt
)
x23, e
αtx21, (x2 + tx3)x1, x3x1] with α 6= 0,
10) ϕt(x) = [x0x1+atx
2
1+ btx1x2+
bt2
2 x1x3+Atx
2
2+2
(
Bt+ A2 t
2
)
x2x3+
(
Ct+Bt2+ A3 t
3
)
x23, x
2
1, (x2+
tx3)x1, x3x1],
11) ϕt(x) = [e
δtx0x3 +A(e
2αt− eδt)x21+2B(e
(α+β)t− eδt)x1x2+C(e
2βt− eδt)x22, e
αtx1x3, e
βtx2x3, x
2
3]
with δ 6= 0, δ 6= α, β, α+ β, 2α, 2β,
12) ϕt(x) = [x0x3 + ctx
2
3 +A(e
2αt − 1)x21 + 2B(e
(α+β)t − 1)x1x2 +C(e
2βt − 1)x22, e
αtx1x3, e
βtx2x3, x
2
3]
with α 6= 0 and β 6= 0,
13) ϕt(x) = [e
δtx0x3 + ate
δtx1x3 +A(e
2δt − eδt)x21 + 2B(e
(δ+β)t− eδt)x1x2 +C(e
2βt − eδt)x22, e
δtx1x3,
eβtx2x3, x
2
3] with δ 6= 0, δ 6= β, 2β,
14) ϕt(x) = [e
2αtx0x3 + Ate
2αtx21 + 2B(e
(α+β)t − e2αt)x1x2 + C(e
2βt − e2αt)x22, e
αtx1x3, e
βtx2x3, x
2
3]
with α 6= 0, β 6= 0, α 6= β,
15) ϕt(x) = [e
δtx0x3 + ate
δtx1x3 + bte
δtx2x3 + A(e
2δt − eδt)x21 + 2B(e
2δt − eδt)x1x2 + C(e
2δt −
eδt)x22, e
δtx1x3, e
δtx2x3, x
2
3] with δ 6= 0,
16) ϕt(x) = [e
2αt(x0x3 +Atx
2
1 + 2Btx1x2 + Ctx
2
2), e
αtx1x3, e
αtx2x3, x
2
3] with α 6= 0,
17) ϕt(x) = [e
(α+β)tx0x3+A(e
2αt−e(α+β)t)x21+2Bte
(α+β)tx1x2+C(e
2βt−e(α+β)t)x22, e
αtx1x3, e
βtx2x3,
x23] with α 6= 0, β 6= 0, α 6= β,
18) ϕt(x) = [e
δtx0x3 + ate
δtx1x3+A(e
2δt − eδt)x21+2Bte
δtx1x2 +C(1− e
δt)x22, e
δtx1x3, x2x3, x
2
3] with
δ 6= 0,
19) ϕt(x) = [x0x3 + atx1x3 + ctx
2
3 + Atx
2
1 + 2B(e
βt − 1)x1x2 + C(e
2βt − 1)x22, x1x3, e
βtx2x3, x
2
3] with
β 6= 0,
20) ϕt(x) = [x0x3 + t(cx
2
3 + ǫ1x
2
1 + ǫ2x
2
2), x1x3, x2x3, x
2
3], with ǫi = 0 or 1 for i = 1, 2,
21) ϕt(x) = [e
δtx0x3+2Atx1x3+
(
2Bteαt− 2At
)
x2x3+At
2x23+A(1− e
δt)x21+2
(
B(eαt− eδt)−A(1−
eδt)
)
x1x2 +
(
C(e2αt− eδt)− 2B(eαt− eδt) +A(1− eδt)
)
x22, x1x3+ (e
αt− 1)x2x3 + tx
2
3, e
αtx2x3, x
2
3]
with δ 6= 0, α, 2α, α 6= 0,
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22) ϕt(x) = [e
δtx0x3 +2Atx1x3+
(
(Bt2+ bt)eδt− 2At
)
x2x3+At
2x23+A(1− e
δt)x21+2
(
Bteδt−A(1−
eδt)
)
x1x2 +
(
C(e2δt − eδt) − 2Bteδt + A(1 − eδt)
)
x22, x1x3 + (e
δt − 1)x2x3 + tx
2
3, e
δtx2x3, x
2
3] with
δ 6= 0,
23) ϕt(x) = [e
2αx0x3 + 2tAx1x3 +
(
2teαtB − 2tA
)
x2x3 + At
2x23 + A(1 − e
2αt)x21 + 2
(
B(eαt − e2αt)−
A(1−e2αt)
)
x1x2+
(
Cte2αt−2B(eαt−e2αt)+A(1−e2αt)
)
x22, x1x3+(e
αt−1)x2x3+tx
2
3, e
αtx2x3, x
2
3]
with α 6= 0,
24) ϕt(x) = [x0x3 + (at + At
2)x1x3 +
(
2teαtB − At2 − at)x2x3 +
(
A
3 t
3 + a2 t
2
)
x23 + Atx
2
1 + 2
(
B(eαt −
1)− At
)
x1x2 +
(
C(e2αt − 1)− 2B(eαt − 1) + At
)
x22, x1x3 + (e
αt − 1)x2x3 + tx
2
3, e
αtx2x3, x
2
3] with
α 6= 0,
25) ϕt(x) = [e
δtx0x2 − 2A(e
−αt − eδt)x1x2 + A(e
−αt − eδt)x22 +
(
− 2Ate−αt + 2B(1 − e−αt)
)
x2x3 +
A(e−αt − eδt)x21 +2
(
B(e−αt− eδt) +Ate−αt
)
x1x3+
(
C(e−αt− eδt) +At2e−αt+2Bte−αt
)
x23, (x1+
(eαt − 1)x2 + tx3)x2, e
αtx22, x2x3] with δ 6= 0, α 6= 0,
26) ϕt(x) = [x0x2 +
(
at − 2A(e−αt − 1)
)
x1x2 +
(
− at + A(e−αt − 1)
)
x22 +
(
a
2 t
2 − 2Ate−αt + 2(1 −
e−αt)B
)
x2x3 + A(e
−αt − eδt)x21 + 2
(
B(e−αt − 1) + Ate−αt
)
x1x3 +
(
C(e−αt − 1) + At2e−αt +
2Bte−αt
)
x23, (x1 + (e
αt − 1)x2 + tx3)x2, e
αtx22, x2x3] with α 6= 0,
27) ϕt(x) = [e
δtx0x2 − 2Ate
δtx1x2 +Ate
δtx22 − (2Bt+At
2)eδtx2x3 +Ate
δtx21 +
(
2Bt+At2
)
eδtx1x3 +
(Ct+Bt2 + A3 t
3)eδtx23, (x1 + (e
−δt − 1)x2 + tx3)x2, e
−δtx22, x2x3] with δ 6= 0,
28) ϕt(x) = [e
δtx0x2−2A(e
−δt−eδt)x1x2+
(
bteδt+A(e−δt−eδt)
)
x22+
(
−2Ate−δt+2B(1−e−δt)
)
x2x3+
A(e−δt − eδt)x21 + 2
(
B(e−δt − eδt) + Ate−δt
)
x1x3 +
(
C(e−δt − eδt) + At2e−δt + 2Bte−δt
)
x23, (x1 +
(eδt − 1)x2 + tx3)x2, e
δtx22, x2x3] with δ 6= 0,
29) ϕt(x) = [e
δtx0x3 + A(e
2αt − eδt)x21 + 2
(
B(e2αt − eδt) + Ate2αt
)
x1x2 +
(
C(e2αt − eδt) + (At2 +
2Bt)e2αt
)
x22, e
αt(x1 + tx2)x3, e
αtx2x3, x
2
3] with δ 6= 0,
30) ϕt(x) = [x0x3 + ctx
3
3 + A(e
2αt − 1)x21 + 2
(
B(e2αt − 1) + Ate2αt
)
x1x2 +
(
C(e2αt − 1) + (At2 +
2Bt)e2αt
)
x22, e
αt(x1 + tx2)x3, e
αtx2x3, x
2
3] with α 6= 0,
31) ϕt(x) = [e
δtx0x3 + ate
δtx1x3 +
a
2 t
2eδtx2x3 + A(e
2δt − eδt)x21 + 2
(
B(e2δt − eδt) + Ate2δt
)
x1x2 +(
C(e2δt − eδt) + (At2 + 2Bt)e2δt
)
x22, e
δt(x1 + tx2)x3, e
δtx2x3, x
2
3] with δ 6= 0,
32) ϕt(x) = [e
2αtx0x3+Ate
2αtx21+(2Bt+At
2)e2αtx1x2+
(
Ct+Bt2+A3 t
3)e2αt
)
x22, e
αt(x1+tx2)x3, e
αtx2x3,
x23] with δ 6= 0.
33) ϕt(x) = [e
δtx0x2+2Ate
αtx1x2+At
2eαtx22+2tBx2x3+A(e
αt−eδt)x21+2B(1−e
δt)x1x3+C(e
−αt−
eδt)x23, e
αt(x1 + tx2)x2, e
αtx22, x2x3] with δ 6= 0,
34) ϕt(x) = [x0x2 + 2Ate
αtx1x2 + At
2eαtx22 + (ct + Bt
2)x2x3 + A(e
αt − 1)x21 + 2Btx1x3 + C(e
−αt −
1)x23, e
αt(x1 + tx2)x2, e
αtx22, x2x3] with α 6= 0,
35) ϕt(x) = [e
δtx0x2 +(at+At
2)eδtx1x2 +(
a
2 t
2+ A3 t
3)eδtx22 +2tBx2x3 +Ate
δtx21 +2B(1− e
δt)x1x3+
C(e−δt − eδt)x23, e
δt(x1 + tx2)x2, e
δtx22, x2x3] with δ 6= 0,
36) ϕt(x) = [e
δtx0x2 + 2Ate
−δtx1x2 + At
2e−δtx22 + 2Btx2x3 + A(e
−δt − eδt)x21 + 2B(1 − e
δt)x1x3 +
Cteδtx23, e
−δt(x1 + tx2)x2, e
−δtx22, x2x3] with δ 6= 0.
37) ϕt(x) = [e
δtx0x3 +
(
At2 + 2tB
)
x1x3 +
(
At3 + 3Bt2 + 2Ct
)
x2x3 +
(
A
4 t
4 + Bt3 + Ct2
)
x23 + A(1 −
eδt)x21+2
(
B(1− eδt)+At
)
x1x2+
(
C(1− eδt)+2Bt+At2
)
x22,
(
x1+ tx2+
t2
2 x3
)
x3, (x2+ tx3)x3, x
2
3]
with δ 6= 0.
where all the parameters are constant complex numbers. Moreover, two such flows ϕ1t and ϕ
2
t are linearly
conjugated if and only if they are of the same type with the same δ, α, β and there exists λ ∈ C∗ such that
(A1, B1, C1, a1, b1, c1) = λ(A2, B2, C2, a2, b2, c2) unless ϕ
1
t and ϕ
2
t are both in the cases II11 or II14 and the
linear conjugation switches x1 and x2.
Remark 3.34. As in the previous cases up to a normalization ot the time coordinate t we can assume that:
in case I) either α, β o µ are 1 (if not vanishing) and in case II) that either δ = 1 or we have δ = 0 and α or
β are 1 (if not vanishing).
Example 3.35. Note that in case II12 for A = B = C = 1 we have CI t =
{(
(eαt−1)x1+(e
βt−1)x2
)
·
(
(eαt+
1)x1 + (e
βt + 1)x2
)
= x3 = 0
}
. Therefore ϕt ∈ osc
[2](×) for all t 6= 0 and there is no line L ⊂ CI t which is
fix. However ϕt preserves the families of hyperplanes through x1 = x3 = 0 or x2 = x3 = 0.
Indeed we have:
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Corollary 3.36. Let ϕt be a quadratic flow in tan
[2](//)∪osc[2](×)∪ lin. Then there is (at least) a line LI
such that ϕt preserves the family of hyperplanes through LI .
Proof. It is enough to take LI = {x1 = x3 = 0} for flows in case I) and for flows II6 and II9 in case II) and
LI = {x2 = x3 = 0} for the rest of flows. 
Remark 3.37. Even in the case when PI is fix one cannot obtain a result in the spirit of Corollary 3.22 for
PI ∈ LI for every possible choice of LI as in the previous Corollary.
Proof. (of theorem 3.33) We have already seen that H is fix and that ϕt is a polynomial flow. We will start
considering the case PI mobile. We resume the notation and computations of lemma 3.31. As ϕ˜0 = Id we
have α0 = γ0 = 0 and ℓ˜00 = x, ℓ˜10 = y and ℓ˜20 = z. Let us impose now ϕ˜t+s = ϕ˜s ◦ ϕ˜t. Using again that
Pt is mobile one concludes that ℓ˜1t = µt · y (note that otherwise the second component of the composition
ϕ˜s ◦ ϕ˜t would have a quadratic term) and, as ϕt is a flow, µt = e
µt. The first component of ϕ˜s ◦ ϕ˜t is
αse
2µty2 +A0sαty
2 +A0s ℓ˜0t +B
0
se
µtℓ˜1t + C
0
sγty
2 + C0s ℓ˜2t +D
0
s =
(αse
2µt +A0sαt + C
0
sγt)y
2 + ℓ˜0s(ℓ˜it),
which yields
(3.27) αt+s = e
2µtαs +A
0
sαt + C
0
sγt
and ℓ˜0s(ℓ˜it) = ℓ˜0t+s . Analogously, for the third component one obtains
(3.28) γt+s = e
2µtγs +A
2
sαt + C
2
sγt
and ℓ˜2s(ℓ˜it) = ℓ˜2t+s . In particular Ψ˜t = (ℓ˜0t , e
µty, ℓ˜2t) is a linear flow in C
3. A direct computation shows
that there are the following possibilities for Ψ˜t:
(i) Ψ˜t = (e
αtx, eµty, eβtz),
(ii) Ψ˜t = (e
µtx+ teµty, eµty, eβtz),
(iii) Ψ˜t = (e
αtx, eµty, z + t),
(iv) Ψ˜t = (e
µtx+ teµty, eµty, z + t).
Therefore one can assume C0t = A
2
t = 0 and equations 3.27 and 3.28 yield
αt = a(e
2µt −A0t ), γt = b(e
2µt − C2t )
and note that A0t is equal to e
αt or eµt and γt is equal to e
βt or 1. We can assume A0t = e
αt and γt = e
βt,
we obtain then the list of flows in I) and the statement in vii).
Let us tackle now the case PI fix. Note that we can use the same arguments as in lemma 3.32 to conclude
that one can assume PI = [1, 0, 0, 0] and
ϕt[x0, x1, x2, x3] =
[
δtx0 +
qt
ℓt
, ℓ1t, ℓ2t, ℓ3t
]
with ℓ1t, ℓ2t, ℓ3t, ℓt ∈ A1(x1, x2, x3), qt ∈ A2(x1, x2, x3), q0 = 0, δt = e
δt and ℓi0 = xi for i = 1, 2, 3. Moreover
as Ψt(x) = [ℓ1t, ℓ2t, ℓ3t] is a linear flow on P
2 it belongs to the following list:
(i) Ψt(x) = [e
αtx1, x2 + tx3, x3],
(ii) Ψt(x) = [e
αtx1, e
βtx2, x3],
(iii) Ψt(x) = [x1 + (e
αt − 1)x2 + tx3, e
αtx2, x3],
(iv) Ψt(x) = [e
αt(x1 + tx2), e
αtx2, x3],
(v) Ψt(x) = [x1 + tx2 +
t2
2 x3, x2 + tx3, x3].
The statements in v) and vi) follow immediately. The condition ϕt+s = ϕs ◦ ϕt translates into
ℓ(ℓit) · qt+s = e
δs · qt · ℓ(ℓit) + ℓ · qs(ℓit)
or equivalently
(3.29) ℓ(ℓit) · (qt+s − e
δsqt) = ℓ · qs(ℓit).
If (ℓ(ℓit)) = 0) were mobile then qt+s − e
δsqt has ℓ as a factor, which implies (taking t = 0) that qs has ℓ as
a fixed factor. However this would yield ϕt linear for every t, which is a contradiction. Therefore
(3.30) ℓ(ℓit) = λ(t)ℓ
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and
(3.31) λ(t)(qt+s − e
δsqt) = qs(ℓit).
When we impose the condition 3.30 we conclude that we have the following possibilities:
1) ℓ = x3, λ(t) = 1 and Ψt is either of the previous flows,
2) ℓ = x2 and Ψt is of types iii) or iv) and λ(t) = e
αt,
3) or ℓ = x1, λ(t) = e
αt and Ψt is of type i).
Indeed, notice that in case ii) up to a change of coordinates one can assume that ℓ = x3, which is the reason
why we have excluded the other possibilities of the previous list. We proceed now to determine qt in each
case.
1) ℓ = x3, λ(t) = 1 and Ψt of the following type:
i) We can assume qt(x) = x3vt + q˜t where q˜t ∈ A2(x1, x2) and vt ∈ A1(x1, x2, x3). Equation 3.31 is
rewritten as
(3.32) x3(vt+s − e
δsvt) + q˜t+s − e
δs q˜t = x3vs(ℓit) + q˜s(ℓit).
We denote q˜t = A(t)x
2
1 +2B(t)x1x2+C(t)x
2
2 and vt = a(t)x1+ b(t)x2+ c(t)x3. Then equation 3.32
is equivalent to
A(t+ s)− eδsA(t) = e2αtA(s)
B(t+ s)− eδsB(t) = eαtB(s)
C(t+ s)− eδsC(t) = C(s)
a(t+ s)− eδsa(t) = eαta(s) + 2teαtB(s)
b(t+ s)− eδsb(t) = b(s) + 2tC(s)
c(t+ s)− eδsc(t) = c(s) + t2C(s) + tb(s)
yielding solutions
A(t) = A(e2αt − eδt) (or Ateδt for δ = 2α)
B(t) = B(eαt − eδt) (or Bteδt for δ = α)
C(t) = C(1− eδt) (or Ct for δ = 0)
a(t) = a(eαt − eδt) + 2teαtB (or ateδt +Bt2eδt for δ = α)
b(t) = b(1− eδt) + 2tC (or bt+ Ct2 for δ = 0)
c(t) = c(1− eδt) + tb+ t2C (or ct+
b
2
t2 + Ct3 for δ = 0)
and the flows
• ϕt(x) = [e
δtx0x3+
(
a(eαt− eδt) + 2tBeαt
)
x1x3 +
(
b(1− eδt) + 2tC
)
x2x3+
(
c(1− eδt) + t2C +
tb
)
x23+A(e
2αt−eδt)x21+2B(e
αt−eδt)x1x2+C(1−e
δt)x22, e
αtx1x3, x2x3+ tx
2
3, x
2
3] with δ 6= 0,
δ 6= α, δ 6= 2α.
• ϕt(x) = [x0x3 + (a(e
αt − 1) + 2tBeαt)x1x3 + (bt+ Ct
2)x2x3 + (ct+
b
2 t
2 + C3 t
3)x23 +A(e
2αt −
1)x21 + 2B(e
αt − 1)x1x2 + Ctx
2
2, e
αtx1x3, x2x3 + tx
2
3, x
2
3] with α 6= 0,
• ϕt(x) = [x0x3 + (at + Bt
2)x1x3 + (bt + Ct
2)x2x3 + (ct +
b
2 t
2 + C3 t
3)x23 + Atx
2
1 + 2Btx1x2 +
Ctx22, x1x3, x2x3 + tx
2
3, x
2
3],
• ϕt(x) = [e
δtx0x3 + (at+Bt
2)eδtx1x3 +
(
b(1− eδt) + 2tC
)
x2x3 +
(
c(1− eδt) + t2C + tb
)
x23 +
A(e2δt − eδt)x21 + 2Bte
δtx1x2 + C(1 − e
δt)x22, e
δtx1x3, x2x3 + tx
2
3, x
2
3] with δ 6= 0,
• ϕt(x) = [e
δtx0x3+
(
a(e
δt
2 − eδt) + 2tBe
δt
2
)
x1x3+
(
b(1− eδt) + 2tC
)
x2x3+
(
c(1− eδt)+ t2C +
tb
)
x23 +Ate
δtx21 + 2B(e
δt
2 − eδt)x1x2 + C(1 − e
δt)x22, e
δt
2 x1x3, x2x3 + tx
2
3, x
2
3] with δ 6= 0.
For the rest of the cases see the analogous computations in the Appendix A.
We will discuss now when two flows of the previous list are linearly conjugated. Let ϕ1t and ϕ
2
t be two flows
of the previous lists such that there is a linear conjugation A = [µ0, µ1, µ2, µ3] with µi ∈ A1(x0, x1, x2, x3)
such that
ϕ2t = A
−1 ◦ ϕ1t ◦A.
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It is not difficult to convince oneself that in order to be linearly conjugated ϕ1t and ϕ
2
t must be both of type
I) or II).
Assume that they are of type I). As H = (x3 = 0) is fix we can assume that µ3 = x3 and that A induces
a linear conjugation between the induced polynomial flows ϕ˜1t and ϕ˜
2
t in C
3. One can check that the only
possibilities of conjugation are between flows of the same type (a), b), c) or d)) with α1 = α2 and β1 = β2.
In this case the only conjugations are those which allow to assume that the pair (a, b) is of the form (a, 1)
with a ∈ C∗.
We assume now that ϕ1t , ϕ
2
t are two flows of type II) and A = [µ0, µ1, µ2, µ3] with µi ∈ A1(x0, x1, x2, x3)
such that
ϕ2t = A
−1 ◦ ϕ1t ◦A.
As PI = [1, 0, 0, 0] and the planes H
1 and H2 corresponding to the flows ϕ1t and ϕ
2
t respectively are of
the form H1 = (xi1 = 0) or H
2 = (xi2 = 0), we have µi ∈ Ai(x1, x2, x3) for i = 1, 2, 3 and µi2 = µ
i1
i2
xi1 .
Moreover we can choose µi1i2 = 1. This implies that the linear flows in Ψ
1
t , Ψ
2
t in P
2 corresponding to ϕ1t , ϕ
2
t
(same notation as before) are linearly conjugated by A˜ = [µ1, µ2, µ3]. One concludes that A˜ = [x1, x2, x3]
and Ψ1t = Ψ
2
t . In particular i1 = i2 so H
1 = H2. We denote now
µ0(x) = µ
0
0x0 + µ
1
0x1 + µ
2
0x2 + µ
3
0x3
and impose A ◦ ϕ2t = ϕ
1
t ◦ A on the first component for each of the previous cases. Let us make the
computations for the first case (which corresponds to the flow 1):
µ00
(
eδ2tx0x3+(a2(e
α2t− eδ2t)+ 2tB2e
α2t)x1x3+(b2(1− e
δ2t)+ 2tC2)x2x3+(c2(1− e
δ2t)+ t2C2+ tb2)x
2
3+
A2(e
2α2t − eδ2t)x21 + 2B2(e
α2t − eδ2t)x1x2 + C2(1 − e
δ2t)x22
)
+ µ10e
α2tx1x3 + µ
2
0x2x3 + µ
2
0tx
2
3 + µ
3
0x
2
3 =
eδ1t(µ00x0 + µ
1
0x1 + µ
2
0x2 + µ
3
0)x3 +
(
a1(e
α1t − eδ1t) + 2tB1e
α1t
)
x1x3 +
(
b1(1 − e
δ1t) + 2tC1
)
x2x3+(
c1(1 − e
δ1t) + t2C1 + tb1
)
x23 +A1(e
2α1t − eδ1t)x21 + 2B1(e
α1t − eδ1t)x1x2 + C1(1− e
δ1t)x22.
If follows that δ1 = δ2 and
A1 = µ
0
0A2
B1 = µ
0
0B2
C1 = µ
0
0C2
a1 = µ
0
0a2 + µ
1
0
b1 = µ
0
0b2 + µ
2
0
c1 = µ
0
0c2 + µ
3
0.
As µ00 ∈ C
∗ and µ10, µ
2
0, µ
3
0 ∈ C we can assume that a1 = b1 = c1 = 0 and A1, B1, C1 are defined
modulo a C∗ action. Therefore we obtain the flow in II1 and we conclude that two flows of this type are
linearly conjugated if and only if there exists µ00 ∈ C
∗ such that (A1, B1, C1) = µ
0
0(A2, B2, C2). Analogous
calculations yield the flows II2, II3, II4 and II5.
Analogously we obtain the following flows for each of the cases: 1) ii) from II11 to II20, 1) iii) from II21
to II24, 1) iv) from II29 to II32, 1) v) II37, 2) iii) from II25 to II28, 2) iv) from II33 to II36 and 3) iii)
from II6 to II10. Note that in some cases due to simmetry some extra considerations are necessary.

3.4. Conclusions. We can sum up the results of this section in the following results:
Theorem 3.38. Let ϕt be a quadratic flow in Bir
3. Then one of the following possibilities hold:
a) ϕt ∈ gen
[2](//) ∪ lin, PI , S, CI are fix and Ht is mobile,
b) ϕt ∈ tan
[2](O) ∪ tan[2](×) ∪ lin, PI , S are fix and Ht, CI t are mobile,
c) ϕt ∈ tan
[2](//) ∪ lin, H, CI are fix and PI t can be either fix or mobile,
d) ϕt ∈ osc
[2](×) ∪ lin, H, PI are fix and CI can be either fix or mobile.
Moreover, if H is fix then ϕt is a polynomial flow, i.e. ϕt|P3\H : P
3\H → P3\H is polynomial for each t. In
particular there are no flows in gen[2](O) ∪ gen[2](×) ∪ lin.
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Theorem 3.39. Let ϕt be a quadratic flow in Bir
3. Then:
i) There exists a line L such that ϕt preserves the family of hyperplanes through L. Moreover in cases a)
and c) we can choose L = CI .
ii) If PI is fix then ϕt preserves the family of hyperplanes through PI (in particular the family of lines
through PI).
Corollary 3.40. Let ϕt a quadratic generic flow in Bir
3. Then ϕt is determined by a linear flow ηt on the
P2 of the net of lines through PI and a linear flow χt on the P
1 of the pencil of planes through the line CI .
Namely
ϕt(P ) = ηt(P ∨ PI) ∩ χt(P ∨ CI).
Theorem 3.41. Let ϕt be a quadratic flow in Bir
3. Then, up to linear conjugation, ϕt is in one (and only
one) of the lists of theorems 3.20 (generic case), 3.26 (non-generic with conic CI of multiplicity 1 at PI)
and 3.33 (non-generic with conic CI of multiplicity 2 at PI).
Remark 3.42. As in P2 using the classification one verifies that if ϕt is a germ of quadratic flow then ϕt is
defined for every t ∈ C.
Appendix A. The computations of Theorem 3.26
We resume here the computations where we left them, using the same notation.
1) ℓ = x3, λ(t) = 1 and Ψt of the following type:
ii) One obtains the equations
A(t+ s)− eδsA(t) = e2αtA(s)
B(t+ s)− eδsB(t) = eαteβtB(s)
C(t+ s)− eδsC(t) = e2βtC(s)
a(t+ s)− eδsa(t) = eαta(s)
b(t+ s)− eδsb(t) = eβtb(s)
c(t+ s)− eδsc(t) = c(s)
and the solutions
A(t) = A(e2αt − eδt) (or Ateδt for δ = 2α)
B(t) = B(e(α+β)t − eδt) (or Bteδt for δ = α+ β)
C(t) = C(e2βt − eδt) (or Cteδt for δ = 2β)
a(t) = a(eαt − eδt) (or ateδt for δ = α)
b(t) = b(eβt − eδt) (or bteδt for δ = β)
c(t) = c(1− eδt) (or ct for δ = 0)
Up to a linear conjugation switching x1 and x2 we obtain the following list of flows from the previous
solutions:
• ϕt(x) = [e
δtx0x3 + a(e
αt − eδt)x1x3 + b(e
βt − eδt)x2x3 + c(1 − e
δt)x23 + A(e
2αt − eδt)x21 +
2B(e(α+β)t−eδt)x1x2+C(e
2βt−eδt)x22, e
αtx1x3, e
βtx2x3, x
2
3] with δ 6= 0, δ 6= α, β, α+β, 2α, 2β,
• ϕt(x) = [x0x3+a(e
αt−1)x1x3+b(e
βt−1)x2x3+ctx
2
3+A(e
2αt−1)x21+2B(e
(α+β)t−1)x1x2+
C(e2βt − 1)x22, e
αtx1x3, e
βtx2x3, x
2
3] with α 6= 0 and β 6= 0,
• ϕt(x) = [e
δtx0x3+ ate
δtx1x3+ b(e
βt− eδt)x2x3+ c(1− e
δt)x23+A(e
2δt− eδt)x21+2B(e
(δ+β)t−
eδt)x1x2 + C(e
2βt − eδt)x22, e
δtx1x3, e
βtx2x3, x
2
3] with δ 6= 0, δ = α, δ 6= β, 2β,
• ϕt(x) = [e
2αtx0x3+a(e
αt−e2αt)x1x3+b(e
βt−e2αt)x2x3+c(1−e
2αt)x23+Ate
2αtx21+2B(e
(α+β)t−
e2αt)x1x2 + C(e
2βt − e2αt)x22, e
αtx1x3, e
βtx2x3, x
2
3] with α 6= 0, β 6= 0, α 6= β,
• ϕt(x) = [e
δtx0x3+ate
δtx1x3+bte
δtx2x3+c(1−e
δt)x23+A(e
2δt−eδt)x21+2B(e
2δt−eδt)x1x2+
C(e2δt − eδt)x22, e
δtx1x3, e
δtx2x3, x
2
3] with δ 6= 0,
• ϕt(x) = [e
2αtx0x3 + a(e
αt − e2αt)x1x3 + b(e
αt − e2αt)x2x3 + c(1 − e
2αt)x23 + Ate
2αtx21 +
2Bte2αtx1x2 + Cte
2αtx22, e
αtx1x3, e
αtx2x3, x
2
3] with α 6= 0,
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• ϕt(x) = [e
(α+β)tx0x3+a(e
αt−e(α+β)t)x1x3+b(e
βt−e(α+β)t)x2x3+c(1−e
(α+β)t)x23+A(e
2αt−
e(α+β)t)x21 + 2Bte
(α+β)tx1x2 + C(e
2βt − e(α+β)t)x22, e
αtx1x3, e
βtx2x3, x
2
3] with α 6= 0, β 6= 0,
α 6= β,
• ϕt(x) = [e
δtx0x3 + ate
δtx1x3 + b(1− e
δt)x2x3 + c(1− e
δt)x23 +A(e
2δt − eδt)x21 +2Bte
δtx1x2 +
C(1− eδt)x22, e
δtx1x3, x2x3, x
2
3] with δ 6= 0,
• ϕt(x) = [x0x3+atx1x3+b(e
βt−1)x2x3+ctx
2
3+Atx
2
1+2B(e
βt−1)x1x2+C(e
2βt−1)x22, x1x3,
eβtx2x3, x
2
3] with β 6= 0,
• ϕt(x) = [x0x3 + t
(
(ax1 + bx2 + cx3)x3 + (Ax
2
1 + 2Bx1x2 + Cx
2
2)
)
, x1x3, x2x3, x
2
3],
iii) Again with the same notation we obtain:
A(t+ s)− eδsA(t) = A(s)
B(t+ s)− eδsB(t) = eαtB(s) + A(s)(eαt − 1)
C(t+ s)− eδsC(t) = C(s)e2αt + (eαt − 1)2A(s) + 2B(s)eαt(eαt − 1)
a(t+ s)− eδsa(t) = a(s) + 2tA(s)
b(t+ s)− eδsb(t) = eαtb(s) + (eαt − 1)a(s) + 2t(eαt − 1)A(s) + 2teαtB(s)
c(t+ s)− eδsc(t) = c(s) + t2A(s) + ta(s)
yielding solutions
A(t) = A(1− eδt) (or At for δ = 0)
B(t) = B(eαt − eδt)−A(1− eδt)
(or B(eδt − 1)−At for δ = 0, α 6= 0,
or Bteδt −A(1− eδt) for α = δ 6= 0),
C(t) = C(e2αt − eδt)− 2B(eαt − eδt) +A(1 − eδt)
(or C(e2αt − 1)− 2B(eαt − 1) +At for δ = 0, α 6= 0,
or C(e2δt − eδt)− 2Bteδt +A(1 − eδt) for δ = α 6= 0,
or Cte2αt − 2B(eαt − e2αt) +A(1 − e2αt) for δ = 2α, α 6= 0),
a(t) = a(1− eδt) + 2tA (or at+At2 for δ = 0)
b(t) = b(eαt − eδt) + 2teαtB − a(1− eδt)− 2tA
(or b(eαt − 1) + 2teαtB −At2 − at for δ = 0, α 6= 0,
or (Bt2 + bt+ a)eδt − 2At− a for α = δ 6= 0),
c(t) = c(1− eδt) + at+At2 (or ct+
a
2
t2 +
A
3
t3 for δ = 0).
Note that we can assume α 6= 0 (otherwise we obtain one of the flows in i) and that the equations
obtained for A(t) +B(t),C(t) + 2B(t)+A(t) and a(t)+ b(t) are easy to solve. We obtain the flows:
• ϕt(x) = [e
δtx0x3 +
(
a(1− eδt) + 2tA
)
x1x3 +
(
b(eαt − eδt) + 2teαtB − a(1− eδt)− 2tA
)
x2x3 +(
c(1− eδt) + at+At2
)
x23+A(1− e
δt)x21 +2
(
B(eαt− eδt)−A(1− eδt)
)
x1x2+
(
C(e2αt− eδt)−
2B(eαt− eδt)+A(1− eδt)
)
x22, x1x3+(e
αt− 1)x2x3+ tx
2
3, e
αtx2x3, x
2
3] with δ 6= 0, α, 2α, α 6= 0,
• ϕt(x) = [e
δtx0x3 +
(
a(1− eδt) + 2tA
)
x1x3 +
(
(Bt2 + bt+ a)eδt − 2At− a
)
x2x3 +
(
c(1− eδt) +
at + At2
)
x23 + A(1 − e
δt)x21 + 2
(
Bteδt − A(1 − eδt)
)
x1x2 +
(
C(e2δt − eδt) − 2Bteδt + A(1 −
eδt)
)
x22, x1x3 + (e
δt − 1)x2x3 + tx
2
3, e
δtx2x3, x
2
3] with δ 6= 0,
• ϕt(x) = [e
2αtx0x3+
(
a(1−e2αt)+2tA
)
x1x3+
(
b(eαt−e2αt)+2teαtB−a(1−e2αt)−2tA
)
x2x3+(
c(1− e2αt) + at+At2
)
x23 +A(1− e
2αt)x21 + 2
(
B(eαt − e2αt)−A(1− e2αt)
)
x1x2 +
(
Cte2αt −
2B(eαt − e2αt) +A(1 − e2αt)
)
x22, x1x3 + (e
αt − 1)x2x3 + tx
2
3, e
αtx2x3, x
2
3] with α 6= 0,
• ϕt(x) = [x0x3+(at+At
2)x1x3+
(
b(eαt−1)+2Bteαt−At2−at)x2x3+
(
A
3 t
3+ a2 t
2+ct
)
x23+Atx
2
1+
2
(
B(eαt−1)−At
)
x1x2+
(
C(e2αt−1)−2B(eαt−1)+At
)
x22, x1x3+(e
αt−1)x2x3+tx
2
3, e
αtx2x3, x
2
3]
with α 6= 0,
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iv) One has the equations:
A(t+ s)− eδsA(t) = e2αtA(s)
B(t+ s)− eδsB(t) = e2αtB(s) + te2αtA(s)
C(t+ s)− eδsC(t) = e2αt(C(s) + 2tB(s) + t2A(s))
a(t+ s)− eδsa(t) = eαta(s)
b(t+ s)− eδsb(t) = eαtb(s) + teαta(s)
c(t+ s)− eδsc(t) = c(s)
yielding solutions
A(t) = A(e2αt − eδt) (or Ateδt for δ = 2α)
B(t) = B(e2αt − eδt) +Ate2αt (or (Bt+
A
2
t2)eδt for δ = 2α)
C(t) = C(e2αt − eδt) + (At2 + 2tB)e2αt (or (Ct+Bt2 +
A
3
t3)eδt δ = 2α)
a(t) = a(eαt − eδt) (or ateδt for δ = α)
b(t) = b(eαt − eδt) + ateαt (or (bt+
a
2
t2)eδt for δ = α)
c(t) = c(1 − eδt) (or ct for δ = 0).
As before we can assume α 6= 0. We obtain the flows:
• ϕt(x) = [e
δtx0x3+a(e
αt−eδt)x1x3+
(
b(eαt−eδt)+ateδt
)
x2x3+c(1−e
δt)x23+A(e
2αt−eδt)x21+
2
(
B(e2αt−eδt)+Ate2αt
)
x1x2+
(
C(e2αt−eδt)+(At2+2Bt)e2αt
)
x22, e
αt(x1+tx2)x3, e
αtx2x3, x
2
3]
with δ 6= 0,
• ϕt(x) = [x0x3+a(e
αt−1)x1x3+
(
b(eαt−1)+at
)
x2x3+ ctx
3
3+A(e
2αt−1)x21+2
(
B(e2αt−1)+
Ate2αt
)
x1x2 +
(
C(e2αt − 1) + (At2 + 2Bt)e2αt
)
x22, e
αt(x1 + tx2)x3, e
αtx2x3, x
2
3]] with α 6= 0,
• ϕt(x) = [e
δtx0x3+ ate
δtx1x3+
(
bt+ a t
2
2
)
eδtx2x3+ c(1− e
δt)x23+A(e
2δt− eδt)x21+2
(
B(e2δt−
eδt)+Ate2δt
)
x1x2+
(
C(e2δt−eδt)+(At2+2Bt)e2δt
)
x22, e
δt(x1+tx2)x3, e
δtx2x3, x
2
3] with δ 6= 0,
• ϕt(x) = [e
2αtx0x3+a(e
αt−e2αt)x1x3+
(
b(eαt−e2αt)+ate2αt
)
x2x3+c(1−e
2αt)x23+Ate
2αtx21+
2
(
Bt+A t
2
2
)
e2αtx1x2 +
(
Ct+Bt2 +A t
3
3 )e
2αt
)
x22, e
αt(x1 + tx2)x3, e
αtx2x3, x
2
3] with δ 6= 0.
v) Finally one has:
A(t+ s)− eδsA(t) = A(s)
B(t+ s)− eδsB(t) = B(s) + tA(s)
C(t+ s)− eδsC(t) = C(s) + 2tB(s) + t2A(s)
a(t+ s)− eδsa(t) = a(s) + t2A(s) + 2tB(s)
b(t+ s)− eδsb(t) = b(s) + ta(s) + t3A(s) + 3t2B(s) + 2tC(s)
c(t+ s)− eδsc(t) = c(s) + tb(s) +
t2
2
a(s) +
t4
4
A(s) + t3B(s) + t2C(s).
One verifies that if δ = 0 the only solutions correspond to linear flows, therefore we can assume
δ 6= 0 and we obtain the following solutions:
A(t) = A(1 − eδt)
B(t) = B(1 − eδt) +At
C(t) = C(1 − eδt)− 2tB +At2
a(t) = a(1− eδt) +At2 + 2tB
b(t) = b(1− eδt) + at+At3 + 3Bt2 + 2Ct
c(t) = c(1− eδt) + bt+
(a
2
+ C
)
t2 +Bt3 +
A
4
t4,
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which yield the flow
ϕt(x) = [e
δtx0x3 +
(
a(1 − eδt) + At2 + 2tB
)
x1x2 +
(
b(1− eδt) + at+At3 + 3Bt2 + 2Ct
)
x2x3+(
c(1− eδt) + bt+
a
2
t2 +
A
4
t4 +Bt3 + Ct2
)
x23 +A(1− e
δt)x21 + 2
(
B(1− eδt) +At
)
x1x2+
(
C(1− eδt) + 2Bt+At2
)
x32,
(
x1 + tx2 +
t2
2
x3
)
x3, (x2 + tx3)x3, x
2
3]
with δ 6= 0.
2) ℓ = x2 and Ψt of the following type:
iii) Then λ(t) = eαt and we can assume α 6= 0. Then
qt(x) = x2vt + q˜t(x)
where q˜t ∈ A2(x2, x3) and vt ∈ A1(x1, x2, x3). Then equation 3.31 is written as
(A.1) eαt
(
(vt+s − e
δsvt)x2 + (q˜t+s − e
δsq˜t)
)
= eαtx2vs(ℓit) + q˜s(ℓit).
We denote q˜t = A(t)x
2
1 + 2B(t)x1x3 + C(t)x
2
3 and vt(x) = a(t)x1 + b(t)x2 + c(t)x3. Then equation
A.1 is written as
A(t+ s)− eδsA(t) = e−αtA(s)
B(t+ s)− eδsB(t) = e−αt(B(s) + tA(s))
C(t+ s)− eδsC(t) = e−αt(C(s) + 2tB(s) + t2A(s))
a(t+ s)− eδsa(t) = a(s) + 2(1− e−αt)A(s)
b(t+ s)− eδsb(t) = eαtb(s) + (eαt − 1)a(s) + (eαt − 1)(1− e−αt)A(s)
c(t+ s)− eδsc(t) = c(s) + ta(s) + 2t(1− e−αt)A(s) + 2(1− e−αt)B(s),
yielding (solving the equations corresponding to a(t) + 2A(t), a(t) + b(t) +A(t) and c(t) + 2B(t):
A(t) = A(e−αt − eδt) (or Ateδt δ = −α)
B(t) = B(e−αt − eδt) +Ate−αt (or (Bt+
A
2
t2)eδt δ = −α)
C(t) = C(e−αt − eδt) + 2Bte−αt +At2e−αt (or (Ct+Bt2 +
A
3
t3)eδt δ = −α)
a(t) = a(1− eδt)− 2A(e−αt − eδt)
(or at− 2A(e−αt − 1) for δ = 0,
(or a(1− eδt)− 2Ateδt for δ = −α)
b(t) = b(eαt − eδt)− a(1− eδt) +A(e−αt − eδt)
(or b(eαt − 1)− at+A(e−αt − 1) for δ = 0,
or b(e−δt − eδt)− a(1− eδt) +Ateδt for δ = −α,
or bteδt − a(1− eδt) +Ateδt for δ = α)
c(t) = c(1− eδt) + at− 2Ate−αt + 2B(1− e−αt)
(or ct+
a
2
t2 − 2Ate−αt + 2B(1− e−αt) for δ = 0,
or c(1− eδt) + at− (2Bt+At2)eδt for δ = −α),
which yields flows
• ϕt(x) = [e
δtx0x2 +
(
a(1− eδt)− 2A(e−αt − eδt)
)
x1x2 +
(
b(eαt − eδt)− a(1 − eδt) +A(e−αt −
eδt)
)
x22+
(
c(1−eδt)+at−2Ate−αt+2B(1−e−αt)
)
x2x3+A(e
−αt−eδt)x21+2
(
B(e−αt−eδt)+
Ate−αt
)
x1x3+
(
C(e−αt− eδt)+At2e−αt+2Bte−αt
)
x23, (x1+(e
αt− 1)x2+ tx3)x2, e
αtx22, x2x3]
with δ 6= 0, α 6= 0,
• ϕt(x) = [x0x2 +
(
at − 2A(e−αt − 1)
)
x1x2 +
(
b(eαt − 1) − at + A(e−αt − 1)
)
x22 +
(
ct + a2 t
2 −
2tAe−αt+2(1− e−αt)B
)
x2x3 +A(e
−αt − eδt)x21 +2
(
B(e−αt − 1) +Ate−αt
)
x1x3 +
(
C(e−αt −
1) +At2e−αt + 2Bte−αt
)
x23, (x1 + (e
αt − 1)x2 + tx3)x2, e
αtx22, x2x3] with α 6= 0,
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• ϕt(x) = [e
δtx0x2 − 2Ate
δtx1x2 +
(
b(e−δt − eδt) − a(1 − eδt) + Ateδt
)
x22 +
(
c(1 − eδt) + at −
2Ate−δt+(2Bt+At2)eδt
)
x2x3+Ate
δtx21+
(
2Bt+At2
)
eδtx1x3+(Ct+Bt
2+ A3 t
3)eδtx23, (x1+
(eδt − 1)x2 + tx3)x2, e
δtx22, x2x3] with δ 6= 0,
• ϕt(x) = [e
δtx0x2+
(
a(1− eδt)− 2A(e−δt− eδt)
)
x1x2+
(
bteδt− a(1− eδt)+A(e−δt− eδt)
)
x22+(
c(1−eδt)+at−2Ate−δt+2B(1−e−δt)
)
x2x3+A(e
−δt−eδt)x21+2
(
B(e−δt−eδt)+Ate−δt
)
x1x3+(
C(e−δt − eδt) +At2e−δt + 2Bte−δt
)
x23, (x1 + (e
δt − 1)x2 + tx3)x2, e
δtx22, x2x3] with δ 6= 0.
iv) One can assume that α 6= 0 for otherwise we are in case i) for ℓ = x3. We obtain the equations:
A(t+ s)− eδsA(t) = eαtA(s)
B(t+ s)− eδsB(t) = B(s)
C(t+ s)− eδsC(t) = e−αtC(s)
a(t+ s)− eδsa(t) = eαta(s) + 2teαtA(s)
b(t+ s)− eδsb(t) = eαtb(s) + teαta(s) + t2eαtA(s)
c(t+ s)− eδsc(t) = c(s) + 2tB(s).
Therefore:
A(t) = A(eαt − eδt) (or Ateδt for δ = α)
B(t) = B(1− eδt) (or Bt for δ = 0)
C(t) = C(e−αt − eδt) (or Cteδt for δ = −α)
a(t) = a(eαt − eδt) + 2Ateαt (or (at+At2)eδt for δ = α)
b(t) = b(eαt − eδt) + ateαt +At2eαt (or (bt+
a
2
t2 +
A
3
t3)eδt for δ = α)
c(t) = c(1− eδt) + 2tB (or ct+Bt2 for δ = 0),
which yield the flows
• ϕt(x) = [e
δtx0x2+
(
a(eαt−eδt)+2Ateαt
)
x1x2+
(
b(eαt−eδt)+ateαt+At2eαt
)
x22+
(
c(1−eδt)+
2tB
)
x2x3 +A(e
αt − eδt)x21 + 2B(1− e
δt)x1x3 +C(e
−αt − eδt)x23, e
αt(x1 + tx2)x2, e
αtx22, x2x3]
with δ 6= 0,
• ϕt(x) = [x0x2+
(
a(eαt−1)+2Ateαt
)
x1x2+
(
b(eαt−1)+ateαt+At2eαt
)
x22+(ct+Bt
2)x2x3+
A(eαt − 1)x21 + 2Btx1x3 + C(e
−αt − 1)x23, e
αt(x1 + tx2)x2, e
αtx22, x2x3] with α 6= 0,
• ϕt(x) = [e
δtx0x2 + (at + At
2)eδtx1x2 +
(
bt + a2 t
2 + A3 t
3
)
eδtx22 +
(
c(1 − eδt) + 2tB
)
x2x3 +
Ateδtx21 + 2B(1− e
δt)x1x3 + C(e
−δt − eδt)x23, e
δt(x1 + tx2)x2, e
δtx22, x2x3] with δ 6= 0,
• ϕt(x) = [e
δtx0x2+
(
a(e−δt−eδt)+2Ate−δt
)
x1x2+
(
b(e−δt−eδt)+ate−δt+At2e−δt
)
x22+
(
c(1−
eδt)+ 2tB
)
x2x3+A(e
−δt− eδt)x21+2B(1− e
δt)x1x3+Cte
δtx23, e
−δt(x1+ tx2)x2, e
−δtx22, x2x3]
with δ 6= 0.
3) ℓ = x1 and Ψt of type:
i) Then λ(t) = eαt and
qt(x) = x1vt + q˜t(x)
where q˜t ∈ A2(x2, x3) and vt ∈ A1(x1, x2, x3). Equation 3.31 is written as
(A.2) x1(vt+s − e
δsvt) + (q˜t+s − e
δsq˜t) = x1vs(ℓit) + e
−αtq˜s(ℓit).
We denote q˜t = A(t)x
2
2 + 2B(t)x2x3 + C(t)x
2
3 and vt(x) = a(t)x1 + b(t)x2 + c(t)x3. Then equation
A.1 is written as
A(t+ s)− eδsA(t) = e−αtA(s)
B(t+ s)− eδsB(t) = e−αt(B(s) + tA(s))
C(t+ s)− eδsC(t) = e−αt(C(s) + 2tB(s) + t2A(s))
a(t+ s)− eδsa(t) = eαta(s)
b(t+ s)− eδsb(t) = b(s)
c(t+ s)− eδsc(t) = c(s) + tb(s).
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with solutions:
A(t) = A(e−αt − eδt) (or Ateδt for δ = −α)
B(t) = B(e−αt − eδt) +Ate−αt (or (Bt+
A
2
t2)eδt for δ = −α)
C(t) = C(e−αt − eδt) + 2Bte−αt +At2e−αt (or (Ct+Bt2 +
A
3
t3)eδt for δ = −α)
a(t) = a(eαt − eδt) (or ateδt for α = δ)
b(t) = b(1− eδt) (or bt for δ = 0)
c(t) = c(1− eδt) + bt (or ct+
b
2
t2 for δ = 0),
which yield the flows
• ϕt(x) = [e
δtx0x1 + a(e
αt − eδt)x21 + b(1− e
δt)x1x2 + (c(1− e
δt) + tb)x1x3 +A(e
−αt − eδt)x22 +
2(B(e−αt−eδt)+Ate−αt)x2x3+
(
C(e−αt−eδt)+(At2+2tB)e−αt
)
x23, e
αtx21, (x2+tx3)x1, x3x1]
with δ 6= 0,
• ϕt(x) = [e
δtx0x1 + a(e
−δt− eδt)x21 + b(1− e
δt)x1x2 + (c(1− e
δt) + tb)x1x3 +Ate
δtx22 +2(Bt+
A
2 t
2)eδtx2x3 + (Ct+Bt
2 + A3 t
3)eδtx23, e
−δtx21, (x2 + tx3)x1, x3x1] with δ 6= 0,
• ϕt(x) = [e
δtx0x1+ate
δtx21+b(1−e
δt)x1x2+(c(1−e
δt)+tb)x1x3+A(e
−δt−eδt)x22+2(B(e
−δt−
eδt) +Ateδt)x2x3+
(
C(e−δt− eδt) + (At2+2tB)e−δt
)
x23, e
δtx21, (x2+ tx3)x1, x3x1] with δ 6= 0,
• ϕt(x) = [x0x1 + a(e
αt − 1)x21 + btx1x2 + (ct +
b
2 t
2)x1x3 + A(e
−αt − 1)x22 + 2(B(e
−αt − 1) +
Ate−αt)x2x3 +
(
C(e−αt − 1) + (At2 + 2tB)e−αt
)
x23, e
αtx21, (x2 + tx3)x1, x3x1] with α 6= 0,
• ϕt(x) = [x0x1 + atx
2
1 + btx1x2 + (ct +
bt2
2 )x1x3 + Atx
2
2 +
(
2Bt + At2
)
x2x3 +
(
Ct + Bt2 +
A
3 t
3
)
x23, e
αtx21, (x2 + tx3)x1, x3x1].
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