In this paper, we present results of the 3-D tomographic modelling of the crustal structure and Moho topography applied to data recorded in SE Poland during the CELEBRATION 2000 seismic experiment. The target area covers ca. 500 km × 500 km and represents a complex geological setting from old Precambrian platform (East European Craton, EEC), through the crustal blocks (terranes) that form the Trans-European Suture Zone, to the young Alpine orogen-the Carpathians. We test two different inversion strategies using two different algorithms: (i) coupled inversion of P g and P m P arrivals to constrain both the crustal velocities and the Moho depths; (ii) decoupled inversion of P m P arrivals only using previously obtained smooth 3-D crustal velocity model. The coupled inversion of 11 700 P g and 3100 P m P arrivals results in a much smoother crustal velocity field than the one previously obtained by inversion of first arrivals only. Also, the obtained Moho structure is much smoother than the Moho map compiled from the existing 2-D models. Decoupled inversion of the P m P reflections provides Moho structure comparable in resolution to the compiled map. Synthetic tests indicate that with our data set we are able to resolve larger than 100-km-size Moho structures. The modelled Moho is shallowest in the area of the Upper Silesian Block (ca. 32 km), then it is deepening by ca. 10 km over 100-km-wide zone along the margin of the EEC and finally it reaches up to 48 km depth in the area of the EEC. Our favoured strategy for modelling large refraction/wide-angle reflection data set consists of derivation of a smooth crustal velocity model by a first-arrival tomography and then complementing this model by a decoupled inversion of P m P reflections in order to constrain minimum-structure Moho topography.
I N T RO D U C T I O N
The typical workflow of interpreting a 2-D refraction/wide-angle reflection data set incorporates application of first-arrival tomography (e.g. Hole 1992; Zelt & Barton 1998) and then either subsequent trial-end-error modelling with a ray tracing code (e.g. Červený & Pšenčík 1983; Zelt & Smith 1992) or refraction/reflection tomography (e.g. McCaughey & Singh 1997; Korenaga et al. 2000; Hobro et al. 2003; Trinks et al. 2005) . In case of a 3-D survey, the latter approach seems to be the only viable way to proceed in order to utilize more of the recorded wavefield. However, such an approach also faces several limitations, the most serious being the proper association of seismic phases with particular model interfaces, which becomes difficult as the medium complexity increases. A good starting point, as noted by Zelt et al. (2003) , would be to use the least subjective portion of the wide-angle data set, which are the firstarrivals and the Moho reflections (P m P waves), usually the strongest reflected phases. These data can be inverted simultaneously for velocity and interface depth (e.g. Rawlinson et al. 2001; Hobro et al. 2003; Menke 2005) or inverted sequentially, that is, inversion for interface depth uses background model derived from first-arrivals (e.g. Zelt et al. 1996 Zelt et al. , 1999 .
We adopt both strategies to model data recorded in SE Poland during CELEBRATION 2000 seismic experiment (Guterch et al. 2001 . The results of the 3-D first-arrival tomography have been already presented in our companion paper (Malinowski et al. 2008) . In this study, we use crustal refracted waves (P g ) and P m P reflections in order to perform coupled tomographic inversion both for crustal velocity and Moho topography. We also test the decoupled inversion of P m P arrivals only using the previously derived 3-D crustal velocity model of Malinowski et al. (2008) . Finally, we compare our results with Moho depths compiled from interpretation of 2-D profiles (Guterch & Grad 2006; Grad et al. 2009 ).
F R A M E W O R K O F T H E S T U DY A R E A
For a detailed description of the CELEBRATION 2000 data used in this study, including examples of seismic record sections and a tectonic background, the reader is referred to Malinowski et al. (2008) . Here we only recapitulate the key facts.
The study covers ca. 500 km × 500 km area of SE Poland (Fig. 1) , which was characterized by the densest CELEBRATION 2000 recording system. It stretches from East European Craton (EEC) to the Trans-European Suture Zone (TESZ) and its southern part is covered with the Carpathian nappes. The TESZ sensu lato constitutes a collage of crustal blocks which are usually interpreted to form three terranes: Łysogóry Unit (LU), Małopolska Block (MB) and Upper Silesian Block (USB) (Fig. 1) . From the seismic properties perspective only the USB deserves to be called a terrane. It is distinct in terms of seismic velocities and its eastern edge (Kraków-Lubliniec Fault) is clearly visible and continues beneath the Carpathian nappes. The differences between the overall crustal structure of the MB and the LU are minor. The overall picture of the transition from the EEC to the TESZ resembles an Atlantictype passive margin, with several high velocity bodies occurring along the EEC edge (namely the Teisseyre-Tornquist Lineament) and relatively low velocities (V P < 6 km s −1 ) extending down to ca. 20 km. Moho depth determined along the main CELEBRA-TION 2000 profiles Malinowski et al. 2005; Grad et al. 2006; Środa et al. 2006) varies in SE Poland from 32 to 50 km. The shallowest Moho occurs between the USB and the MB, the deepest-in the eastern part of the TESZ and the EEC. The largest depth change (ca. 10 km vertical difference over 50-70 km wide zone) is observed for the central part of the MB. EEC Moho is typically at 42-45 km depth.
M O D E L L I N G
3.1 Coupled (joint) inversion of P g and P m P arrivals
Algorithm description
In order to perform a coupled (joint) inversion of P g and P m P traveltimes we used Jive3D software (Hobro 1999; Hobro et al. 2003) . It has been successfully used to invert wide-angle data sets in different acquisition configurations in order to obtain multilayer models in 2-D (Majdański et al. 2006) , 2.5-D (Czuba 2007 ) and 3-D (Evangelidis et al. 2004; Majdański et al. 2007) .
Jive3D is based on a 2-D algorithm of McCaughey & Singh (1997) . It allows simultaneous inversion of refracted and reflected waves in layer-interface formalism. Models are parametrized using Malinowski et al. (2008) . regular grids of velocity values and depth nodes at which splineinterpolated interface surfaces and layer velocity fields are derived from. An important property of this method is that the value of a velocity or depth function at the location of a parameter node is not generally equal to the parameter value, which makes input of, for example, a priori geological information difficult. Forward modelling is solved by the ray-perturbation theory (Farra & Madariaga 1987 ) and a two-point ray tracing method. Hence it is significantly slower than the finite difference solver (e.g. Vidale 1990 ). The solution of the inverse problem is obtained in a least-square sense by minimizing the following objective function:
where m represents model parameters, d are the traveltime residuals, C d is data covariance matrix containing a priori data uncertainties, λ is the trade-off parameter between data misfit and model roughness terms (regularization strength), S T S is a sparse matrix defined as follows:
where (S T S)
are the summation matrices composed of differential measures of velocity (V ) and interface depth (I) roughness in ith layer (Hobro 1999) . Hence the degree of smoothing can vary between different layers or interfaces (so-called individual smoothing levels). In addition, a general smoothing level can be setup for the whole model favouring, for example, model perturbations in particular spatial direction. Inversion is performed in steps characterized by constant regularization strength. In each step the user defines the number of iterations in which conjugate gradient method is used to optimize the objective function (stepping from partial to full optimization as iterations proceed, Hobro 1999).
Traveltime data
The input to the inversion was ca. 11 700 hand-picked traveltimes of first-arrivals and 3107 traveltimes of the P m P reflection. Due to the difficulties in distinguishing between P g and P n (Moho refraction) waves near their crossover distance for fan-records, we selected first-arrival traveltimes up to 30 s of unreduced time. This should assure that we have only crustal (P g ) phases in the inversion. The Moho reflections were picked with the help of the traveltime curves calculated for 2-D models along main CELEBRATION 2000 profiles Malinowski et al. 2005; Grad et al. 2006; and simple 1-D velocity model. Picking uncertainties were set to 0.1 s for P g waves and 0.2 s for P m P reflections, respectively. Fig. 2 presents plot of all traveltimes used in the inversion.
Starting model and model parametrization
Our model was characterized by the same lateral dimensions (450 km × 468 km) as the model obtained from the first-arrival tomography in the previous paper (Malinowski et al. 2008 ). Since we were not modelling the mantle, its depth extent was reduced to 60 km. Model consists of three layers: 'sedimentary cover', 'crust' and 'mantle', divided by two interfaces: 'refracting basement' (not necessarily equal to consolidated basement in a geological sense) and the Moho. Taking into account computational means and Bspline interpolation of model parameters, the grids for each layers were close to the inverse-cell sizes used in the first-arrival tomography (Malinowski et al. 2008) and were equal to: 10 km× 10 km × 1 km for 'sediments' and 10 km × 10 km × 2 km for 'crust', respectively. The 'basement' interface was parametrized on a 10 km × 10 km grid, whereas for the Moho we used 25 km × 25 km grid. In order to prepare 1-D initial model we fitted a fifth-order polynomial to our traveltimes and subsequently we calculated traveltime curves using program LAUFZEIT (Kaminski & Müller 1979) . By means of a trial-and-error procedure we derived the starting model presented in the inset of Fig. 2 . The uppermost gradient zone represents the sedimentary layer with velocities between 3.5 and 5 km s −1 . It remained fixed during subsequent inversion steps.
Inversion strategy
From the practical point of view, using Jive3D needs much care and detailed selection of several smoothing parameters as well as the modelling strategy. Hobro (1999) suggests that instead of inverting all the arrivals simultaneously, one can use 'layer stripping' approach in which layers/interfaces are inverted sequentially from top to the bottom by allowing gradually more data in the inversion. Taking this into consideration, our modelling strategy tested in case of 2-D data (Malinowski et al. 2005) follows.
(1) Inversion of P g waves. Updated parameters: crustal velocities and 'basement' depths.
(2) Inversion of P g and P m P waves. Updated parameters: crustal velocities and Moho depths.
In the first stage the Moho interface was set at 59 km depth in order to allow maximum penetration of P g rays. Final model from P g inversion was taken as the starting one for the joint inversion with the Moho set at 35 km depth. For all inversions the 'general' smoothing level favoured vertical velocity changes over lateral ones. Individual smoothing levels during P g inversion were set to −3 (logarithmic scale) for 'basement' depths and −2 for crustal velocities, that is, we favoured 'basement' depth perturbations over velocity changes. In case of joint P g and P m P inversion smoothing levels for the Moho depths and crustal velocity were equal (−2). All these values were determined by running number of test inversions. In both cases we started the inversion from intermediate value of regularization strength (−4.5 in logarithmic scale), relaxing it to a value of −5 in final step. Tables 1 and 2 summarize performance of the inversion for both the P g and joint P g and P m P data set. Two-point ray tracing hit-rates of 95 per cent in case of P g data and 86 per cent in case of P g and P m P data are typical for the forward modelling in Jive3D. Final χ 2 values are high, however we obtained significant rms misfit reduction. In order to quantify whether observed high χ 2 can be attributed to Jive3D behaviour, we performed forward modelling test in which Jive3D was used to trace rays through the final model from the first-arrival tomography derived using FAST package (Zelt & Barton 1998) . In this case, we obtained χ 2 of ca. 20 and hit-rate of 77 per cent, whereas FAST produces almost 100 per cent hit-rate and χ 2 of ca. 6 (Malinowski et al. 2008) . Hobro (1999) suggests that the high χ 2 values might be also indicative of anisotropy. Indeed, anisotropy in the crust of the studied area was detected byŚroda (2006). As described by Malinowski et al. (2008) anisotropy affects the results of the first-arrival tomography, so it is likely that it would also affect our inversion in Jive3D. Obtained crustal velocity models (Figs 3 and 4) are much smoother than the model presented by Malinowski et al. (2008) ; however, main features (e.g. some high velocity bodies) are resolved by both methods (compare Figs 3 and 5) .
Results of the inversion
The depths of the 'refracting basement' vary from 0 to 8 km (Fig. 8a) . They are well correlated with the main tectonic units.
The deepest 'basement' is observed for the area of the Carpathian Foredeep and the Carpathians. The shallow 'basement' is occurring in the USB and EEC (ca. 2 km depth) as well as in the central part of the MB (up to 0 km depth). The elongated 'basement' elevation characteristic for the MB is in alignment with the overall mega-and mesotectonic strike of the area, parallel to the TESZ axis. It also follows the fast P-wave propagation axis determined by anisotropic inversion ofŚroda (2006) . This would suggest that the part of the observed azimuthal dependence of P g arrivals could be explained by a structural factor.
Inverted Moho interface (Fig. 8b) resembles the smoothed version of the compiled Moho depths map (Fig. 8d) . The deepest Moho (51 km) occurs in the area of the EEC, the shallowest (31 km)-beneath the USB. Consistently with the compiled map, the largest gradient of the inverted Moho depths (ca. 10 km) is observed over the central part of the MB; however, it is stretched over larger distance (ca. 100 km).
Indirect model assessment
The extremely long time of solving the forward part in Jive3D was prohibitive for performing synthetic modelling like checkerboard tests. In order to asses qualitatively which parts of the model are reliable we used the 'derivative weight sum' (DWS) measure, defined as (Thurber 1983; Toomey & Foulger 1989) 
where m i denotes ith model parameter, d k is the kth traveltime and N stands for the number of traveltime data. By summing the rows of the Fréchet derivative matrix for each column, we account for the ray path lengths crossing each model cell. In this sense the DWS measure is superior over a simple ray-hit count. We calculate the DWS measure by implementing some minor changes to the Jive3D source code suggested by Tong (2000) . The plot of log 10 (DWS) for P g waves is presented in Fig. 6 . The DWS reaches its maximum values at 5-10 and 20 km depths, which suggest that the model parameters are the most reliable at those depths. The DWS calculated for the joint inversion of P g and P m P arrivals (Fig. 7) shows the areas of the lower crust and the Moho boundary which were determined with greater confidence. It is worth to note that in some places (e.g. cross-section at Y = 250 km) the DWS values in the lower crust are similar to the ones observed in the upper crust.
Decoupled inversion of P m P arrivals

Algorithm description
The decoupled inversion for the Moho discontinuity structure was done with the package for the 3-D tomography of a reflecting interface by J. Hole (Zelt et al. 1996) . The algorithm allows modelling of a reflecting interface in a previously obtained velocity field. The velocity model is parametrized on a equidistant cubic grid and the reflector depth model is defined on a 2-D grid of the same cell size. The velocity model does not change during the inversion. The inversion procedure is two-step and consists of calculation of reflected traveltimes and ray tracing for each source and the calculation of the perturbations of the reflector depth based on obtained traveltime residuals. The traveltime computation method is described by Hole & Zelt (1995) . First, the downgoing traveltime field is determined at all grid nodes using finite-difference method (Vidale 1990 ). The traveltimes incident at the reflector are used to compute analytically the reflected traveltimes at nodes immediately above and below the reflector. The reflected traveltimes are propagated upwards to receivers by finite-difference method again. The upward traveltime field is used to trace rays from the receivers down to the reflector in order to determine the reflection point. In the inversion step, the reflector depth perturbation z k at each reflection point is calculated from small difference of the traveltime Figure 7 . Plots of log 10 (DWS) for joint P g and P m P inversion. Vertical cross-sections for Y = 100-350 km.
where the derivative
where V is velocity above the reflector, α is the dip of the reflector and θ is the angle between the ray and interface normal (Zelt et al. 1996) . The depth perturbations, determined at the reflection points, are then gridded by Laplace interpolation and added to the initial depth grid which is smoothed by a moving average filter. As the inversion is non-linear, process is repeated iteratively, using updated depth grid as the new initial model, usually until satisfactory rms traveltime residuals are reached or until rms stops decreasing in subsequent iterations.
Inversion procedure and model parametrization
As a background velocity model for inversion, we used 3-D crustal model derived by first-arrival tomography (Malinowski et al. 2008) using FAST package (Zelt & Barton 1998) . The size of the model area was 450 km × 468 km × 80 km. We retained the original grid spacing of 1 km to assure precise traveltime calculations. The same grid size was used for the 2-D reflector grid. This resulted in 210 600 parameters for the reflector model. Taking into account the number of data points (ca. 3100 traveltimes of the P m P phase) this makes the inversion problem highly underdetermined. The usual way to deal with it is to regularize the inversion by smoothing the model during each inversion iteration. The inversion with grid spacing 2 km was also tested, but during synthetic checkerboard tests, it showed that the recovery of the reference anomalies is worse than for 1 km model grid with the same inversion parameters and smoothing. Since the velocity grid was obtained by inversion of the firstarrivals (P g and P n phase) using continuous parametrization of the velocity model, which does not allow for velocity discontinuities, the velocity contrast between crust and mantle is represented in the model by a broad zone of higher velocity gradient-transition from crustal to mantle velocity-centred at the Moho depth. This results in overestimating the velocities in the lower crust. In order to overcome the likely bias in the calculated Moho depth, lower crustal velocities that exceeded 7 km s −1 were clipped at this value, following Zelt et al. (2003) . The chosen maximum bound value was equal to the mean lower crustal velocity observed in the 2-D modelling results along main CELEBRATION 2000 profiles Malinowski et al. 2005; Grad et al. 2006; Środa et al. 2006) which is in the range of 6.8-7.2 km s −1 . Such an arbitrary assignment of the lower crustal velocity is not a perfect solution, but it is usually impossible to obtain precise information about the lower crustal velocity from first arrivals: on one hand using P g phase alone would avoid smearing the mantle velocities over the lower crust, but on the other hand it would limit the ray coverage to upper/middle crust since for typical crustal velocity gradient the P g penetration depth does not exceed ca. 15-20 km. Using both the P g and P n phase results in obviously incorrect velocity in the lowermost crust, as explained above, and therefore in any case it is necessary to set the lower crustal velocity in an arbitrary way.
The initial depth model of the Moho discontinuity was set at a constant depth of 35 km. The data set for inversion was initially the same as for the coupled inversion (3107 P m P picks), but first runs of the inversion produced two depth anomalies with significant amplitude (about 10 km) in the NW and SE, located just at the edge of the ray-covered area and constrained only by 10-20 data points each. In our opinion these pronounced anomalies were not reliably documented, taking into account very low data density in this location, and were likely to originate from interpolating effects at the edge of the constrained area. Therefore, we removed these 30 data points, limiting the data to 3077 traveltimes, despite the fact that the S/N ratio for excluded picks was high. This resulted in significant reduction of the 'suspected' anomalies. After each iteration, the reflector was smoothed with a moving average filter Figure 8 . (a) Map of the 'refracting basement' depths from the inversion of the P g arrivals using Jive3D. Black dots mark P g piercing points; (b) Moho depths map from the joint P g and P m P inversion in Jive3D; (c) Moho depths map from the decoupled P m P arrivals inversion using Zelt et al. (1996) method (the preferred model) and (d) Moho map compiled from 2-D models along refraction/wide-angle reflection profiles (Guterch & Grad 2006; Grad et al. 2009 ). Only those profiles used to create this map are indicated. Contour interval 1 km. Black dots in (b) and (c) mark P m P reflection points. Green squares, CELEBRATION 2000 receivers; red circles, shot points. TTL, Teisseyre-Tornquist Lineament; CF, Carpathian Front. of 41 × 41 cells size in order to eliminate short-length anomalies and to stabilize the inversion. The size of the filter was chosen by trying various filter sizes for real and synthetic data inversions (see Section 3.2.3). We chose the smallest possible filter size which did not produce anomalies that seemed to result from uneven ray coverage. Moreover, this size of the smoothing operator provided model smoothness comparable to Jive3D results (compare Figs 8b and c). After four iterations the rms residual reached value of 0.38 (equivalent to χ 2 = 4 considering picking uncertainty of 0.2 s) and did not decrease in subsequent iterations, therefore the result of the fourth iteration was considered to be the final model. Such a relatively large rms residual value was probably mainly due to strong smoothing, imperfect velocity field used as the background crustal/upper mantle model and to the influence of the considerable azimuthal anisotropy of the upper crust in the MB area, documented byŚroda (2006).
Resolution tests
Synthetic checkerboard test is a frequently used method of evaluating the capability of the given data set to resolve model anomalies of a specified wavelength. In order to check which size of the depth anomalies can be reliably resolved by the available P m P data for given geometry of the experiment and to estimate the optimal size of the smoothing filter, we designed reference models with a discontinuity at 35 km depth (close to average Moho depth in this area), perturbed by 2-D sinusoidal depth anomalies with the amplitude of ±5 km (Fig. 9) . Synthetic traveltimes were generated by forward calculation for anomalies size of 48, 96 and 192 km, using the same source and receiver geometry as in the experiment. The traveltimes Figure 9 . Results of the synthetic checkerboard test: (a) reference models, (b) recovered models for moving average smoothing filter of 11 km size and (c) recovered models for smoothing filter of 41 km size. The size of the reference depth anomalies is 48 km (top), 96 km (middle) and 192 km (bottom). Depth isolines are plotted every 1 km. Grey dots: reflection points at the modelled interface.
were then perturbed with a Gaussian noise with standard deviation of 0.2 s-comparable to the estimated uncertainty of the P m P phase determination-in order to simulate data errors. Synthetic data were then inverted in the same way as the experimental data, using average (unperturbed) model as initial model, with different sizes of the smoothing filter-11, 21 and 41 km. The similarity of the recovered and the reference models was a measure of resolving capability for given anomaly size and smoothing length. The results of the tests are presented in Fig. 9 . The 11-km-smoothing filter allows to recover most of the anomalies of 48 km size and larger (except the areas with poor ray density), but the amplitude of some anomalies is overestimated (Fig. 9, X = 370 km, Y = 150 km) , moreover, for 96-and 192-km-anomaly size the shape of the recovered anomalies is in some places distorted due to the superposition of small scale artificial anomalies. This is best visible for 192 km model (Fig. 9 , X = 300 km, Y = 100 km) and is most likely due to the inhomogeneous ray coverage. This would mean that such smoothing filter allows to recover small scale anomalies, but at the same time it may introduce artificial anomalies of similar size, so reliability of the model features at this wavelength is questionable. The results for the 21 km filter are worse for the 48-km-anomaly size-only a small part of the anomalies is resolved-but it recovers well the 96 and 192 km anomalies, both in terms of their shape and of the amplitude (up to 100 per cent of the original, but sometimes the amplitude is overestimated-it exceeds 100 per cent of the original). For the 41-km-smoothing filter (Fig. 9) , the 48 km anomalies are not resolved at all. The shape of the 96 and 192 km anomalies is well resolved, except for the edges of the ray-covered part of the model. The percentage of the recovered amplitude (ca. 80 per cent) is worse than for 21 km filter. From synthetic tests it follows that the optimal smoothing length would be 21 km, as it allows to recover anomalies of 192, 96 and (partially) 48 km size, and at the same time it does not introduce excessive artificial anomalies in the recovered model. However, this smoothing length tested for the real data created anomalies characterized by wavelengths of up to 70 km, which were most likely artificial due to the fact that they seemed to occur in the areas of poor ray density adjacent to well resolved areas. Therefore, we finally chose the 41-km-moving average filter as the optimal one, decreasing the resolution in favour of the stability and confidence of the solution.
Inversion results
In the final model (Fig. 8c) , similarly to the results of the coupled inversion (Fig. 8b) , the modelled Moho is shallowest beneath the USB (32 km), then it deepens towards the EEC, reaching ca. 40 km depth in the MB, at some 50 km to 100 km distance from the EEC margin (Teisseyre-Tornquist Line). In the LU crustal thickness is 42-44 km, and maximum depth of 47 km occurs near the EEC margin. Again, the largest gradient is occurring approximately along the strike of the TESZ in the central part of the MB (10-km-depth difference in 50-70-km-distance interval, Fig. 8c ). This trend of Moho dipping is well visible in the vertical W-E oriented crosssections (Fig. 10) .
D I S C U S S I O N
Comparison of Moho depths derived by different methods
In order to compare directly Moho depths derived by different methods, we plotted cross-sections along the two inverted Moho models and the Moho map interpolated from 2-D surveys (Fig. 10) . The best agreement between all three Moho models is obtained for slices at Y = 150, 200 and 250 km. In general, the decoupled inversion produces Moho depths which are closer to the Moho depths compiled from 2-D profiles than the Moho depths derived by the joint inversion do. This might be explained by the differences in lower crustal velocities, which are an important factor controlling P m P traveltimes. Interestingly, as a rule we observe that in case of the shallowest Moho occurrence (in the USB), the joint inversion Moho is shallower than the decoupled inversion Moho. It becomes opposite in case of the deepest Moho (in the EEC) where the joint inversion results in greater Moho depths. This phenomenon could be explained as the effect of differences in lower crustal velocities. Joint inversion in Jive3D produced too high lower crustal velocities in the area of the EEC (up to 7.5 km s −1 , Fig. 4 ) when compared to the velocities from 2-D models (typically ca. 6.8-7 km s −1 ). In case of the USB lower crust, characterized by relatively high lower crustal velocities of 7.2 km s −1 (Malinowski et al. 2005) , the joint inversion clearly shows underestimated values (ca. 6.8 km s −1 ). Slow lower crustal velocity results in long P m P traveltime during forward calculation. As the inversion procedure attempts to fit P m P traveltime to data, it compensates this misfit and decreases the traveltime by positioning the reflecting interface shallower than it would be in the case of correct lower crustal velocity. In the same way, excessive crustal velocity beneath the EEC causes the inversion to overestimate crustal thickness.
Decoupled inversion produces almost the same minimal and maximal crustal thicknesses as observed for the interpolated Moho map (ca. 32 and 47 km), although for decoupled inversion the maximum is more diffuse and more elongated in SE-NW direction. The location and trend of the zone of crustal shallowing is also similar. For most of the model area, the discrepancies between the Moho depth from the decoupled inversion and the interpolated Moho are not exceeding ±2 km (typical error of modelled wide-angle Moho). There is, however, a significant difference in lack of the crustal thickening beneath central part of the Carpathians (at X = 150 and Y = 60), visible in interpolated map and deduced from gravity modelling (Bojdys & Lemberger 1986) , which is missing in the inversion results (Fig. 8c ). Since this 'keel' is located at the edge of the ray-covered area, inversion methods might not be able to resolve it, while interpolated model is based also on the data from the outside of the presented area, and therefore better constrained at the edges. Generally, the differences are most likely due to different data distribution and modelling method: 2-D modelling uses all available arrivals which allows for better determination of the velocity model, particularly in the lower crust. On the other hand, 3-D inversion uses off-line (fan) data, unavailable for 2-D trial-and-error modelling method.
Practical considerations of using Jive3D
We would like to summarize here some key issues related to overall performance of Jive3D, as well as to provide some comments for perspective users. One of the potential drawback of this software is related to the fact that the basis functions used to construct continuous interface and velocity functions from regular grids are B-splines, which makes it difficult to obtain one-to-one correspondence between a priori information we want to introduce and the actual Jive3D model. We also need to stress that the two-point ray tracing based on ray-perturbation theory is relatively slow and it is difficult to obtain full hit-rate. In case of a large 3D survey like our data, the slowness of the forward part was prohibitive for performing any synthetic modelling like checkerboard tests. It is interesting to note that in case of a P g wave the hit-rates are higher if we define it as a wave refracted at an interface rather than a simply diving wave. For both the refracted and reflected waves, interface should be initially placed shallower than expected in order to obtain stable hit-rates. Based on our experience we may conclude that the overall inversion convergence is very low if the regularization strength is in the range from 0 to −4. Hobro (1999) states that high regularization strength in first steps should guarantee good performance of the two-point ray tracing, but we do not observe such a dependence, except that the models are very smooth.
C O N C L U S I O N S
We have applied two different methods of modelling of the 3-D Moho topography in the area of SE Poland based on CELEBRA-TION 2000 refraction/wide-angle reflection data. Both methods produced consistent results, revealing similar large-scale Moho structure, although there are visible differences in the recovery of the shorter wavelengths. Our preferred model resulted from the decoupled inversion of P m P arrivals using already available crustal velocity model. The modelled Moho is shallowest in the area of the Upper Silesian Block (ca. 32 km), then it is deepening by ca. 10 km over 100-km-wide zone along the margin of the EEC and finally it reaches up to 48 km depth in the area of the EEC. The obtained Moho depth distribution is much smoother than the Moho map compiled from the existing 2-D models; however, due to the incorporation of the cross-line records and the use of truly 3-D crustal model of Malinowski et al. (2008) , it is much more reliable than the interpolated map.
Synthetic tests indicate that with our data set we are able to resolve the Moho structures larger than 100 km size. In addition to Moho topography, as a product of the coupled inversion of the P g and P m P phases, we obtained a 3-D distribution of crustal velocities, which is a smoother version of Malinowski et al. (2008) model, but with additional model interface, that is, the boundary between the sedimentary cover and the crystalline crust ('basement').
Our favoured strategy for the tomographic modelling of a large 3-D survey is a two-step procedure: (i) derivation of a crustal model by inverting first-arrivals only and then (ii) decoupled inversion of P m P arrivals in order to obtain minimum-structure Moho.
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