Abstract-In an IaaS cloud, virtual machines (VMs), also called instances, may be classified as reserved instances and on-demand instances. The reserved instances having long-term commitments and one-time payment are appropriate for the steady or predictable workloads, while for short-term, spiky or unpredictable workloads, the on-demand instances having flexible hourly payment and no long-term commitments may be more suitable for reducing the cost. In this paper, we consider the economical provisioning of reserved and/or on-demand instances for meeting time-varying computing workload of compute-intensive applications. In order to achieve this, we conceive a strategy for determining the amount of the purchased instances dynamically in order to minimize the total computing cost while keeping quality-of-service (QoS). By mapping QoS as the overload probability, we propose a dynamic instance provisioning strategy based on the large deviation principle, which is capable of calculating the minimum number of instances for the upcoming demands subject to the overload probability below a desired threshold. In addition, a reserved instance provisioning strategy for further reducing the total cost is also proposed by applying the autoregressive (AR) model to calculate the number of reserved instances for the average computation requirements. Finally, the simulations are performed based on real workload traces to show the attainable performance of the proposed instance provisioning strategy for the computing service in an IaaS cloud.
INTRODUCTION
C LOUD computing is an emerging commercial infrastructure paradigm and computing paradigm, which provides various computing and storage services to cloud consumers via the Internet [1] . Generally, it offers Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). Via employing cloud computing as an application provisioning environment, the cloud consumers are no longer required to make large capital outlays in the hardware infrastructures for deploying their services. Furthermore, by selecting and adjusting the configuration of VMs (also called Instances), the cloud consumers can flexibly design and optimize the resource provisioning strategies according to their own workload characteristics for achieving a cost-effective resource configuration as well as guaranteeing the performance of applications.
Generally, the IaaS cloud platforms (e.g., Amazon EC2 [2] and GoGrid [3]) offer two major types of instances, i.e., Reserved Instance and On-demand Instance. The reserved instance may have several different reservation terms (called commitment term). Each commitment term has a specific duration of reserving the instance. For example, one-year term and three-year term are offered by Amazon EC2. An one-time and upfront fee of the reserved instances has to be paid for one-year or threeyear term, which incurs a significant low hourly rate of these instances. In contrast, on-demand instances allow the cloud consumers to hourly pay for the compute capacity with no long-term commitments.
Motivation
Reserved instances are appropriate for deploying the applications with steady or predictable workloads. However, the practical workloads may be fluctuant and uncertain, which is hard to predict accurately. Hence, only using reservation instances may not be a cost-effective solution for timevariant workloads. In contrast, the on-demand instances allow the cloud consumers to hourly purchase the computing capacity, and may be applied to achieve a lower cost for the short-term, spiky or unpredictable workloads. However, initializing a new instance is not instantaneous, because the cloud hosting platforms may introduce several minutes of delay [2] , [4] in the hardware resource allocation, the transfer of the VM Image and the boot of the guest Operating System, etc. Hence, if reactively purchasing the on-demand instances after the new tasks arrived may result in the compute tasks backlogged due to no reservation for the newly arrived workload, thus violating the QoS level.
Methods
In our previous work [5] , we proposed an SLA-driven resource reconfiguring algorithm based on large deviation principle only considering on-demand instances. In this paper, the dynamic resource provisioning problem for compute-intensive tasks in an IaaS Cloud is considered, and two basic instance-purchasing schemes for cloud consumers are proposed to save the total cost and guarantee the desired QoS, i.e., All On-demand Scheme and Combining Scheme.
In All On-demand Scheme, only on-demand instances are purchased dynamically, while Combining Scheme purchases reserved instances in advance to meet the average computation requirements and purchases on-demand instances when the compute demands rise above that amount. In Combining Scheme, it is necessary for cost saving to calculate the optimal amount of reserved instances according to the workload characteristic because excessive reserved instances would lead to a high upfront cost and a low utilization ratio, while insufficient reserved instances would incur more on-demand instances needed for meeting the time-varying workload. According to Section 3.2, the hourly fee of an on-demand instance is higher than that of a reserved instance, so insufficient reserved instances may increase the total cost.
Over-provisioned instances may result in a low utilization ratio and an unnecessary cost, while activating insufficient instances results in a high waiting time and waiting ratio, and leads to the QoS degradation. Accordingly, we formulate the dynamic instance provisioning problem during runtime as calculating the optimum amount of active instances subject to a QoS requirement. The QoS measure is the overload probability that the overall computation workload exceeds the capacity provided by the active instances. The goal of the dynamic instance provisioning is to keep this overload probability below a desired threshold while reducing the total cost. The optimum number of active instances includes the number of purchased on-demand instances and the number of the reserved instances switched on for the next hour. In order to calculate the optimum number of reserved instances for the Combining Scheme, a reserved instance purchasing strategy based on an autoregressive (AR) model [6] is proposed.
Contributions
Specifically, the main contributions of this paper are:
In order to reduce the total cost, the dynamic instance provisioning problem for IaaS clouds is formulated as minimizing the number of active instances subject to a QoS requirement in terms of the desired overload probability. An online overload probability estimation model based on the large deviation principle [7] , [8] is proposed, which avoids requiring any priori knowledge of the workload and triggers a prompt response to the variations of the instantaneous workload. In order to minimize the total cost further by adopting the Combining Scheme, a reserved instance provisioning strategy based on AR model and breakeven point is proposed to estimate the optimum amount of reserved instances purchased for meeting the average compute demand. Finally, experiments are carried out on CloudSim [9] and Amazon EC2 [2] to verify the performance and feasibility of the proposed algorithm. The rest of this paper is organized as follows. Section 2 is dedicated to the related work. Section 3 describes the system model for instances provisioning in an IaaS cloud. In Section 4, the dynamic instance provisioning strategy based on the large deviation principle (DIPLDP) is designed. The reserved instance provisioning strategy based on AR model is further presented in Section 5. Section 6 illustrates the experimental evaluation of the proposed strategies. Finally, Section 7 concludes this paper.
RELATED WORK
In this section, we discuss the related work including cost optimization, SLA or QoS aware, and other work about resource allocation in cloud computing.
Cost Optimization
Several important approaches [10] , [11] , [12] , [13] have been proposed to achieve cost optimization in cloud system. Hong et al. [10] developed a ShrinkWrap algorithm to train an offline table for looking up the optimum number of instances for a special workload and a ShrinkWrap-opt algorithm based on dynamic programming to achieve the maximum margin cost saving. These algorithms assumed that the statistical behavior of workloads are known, but it may be inappropriate to the scenario with an unknown workload or a workload having inconstant statistical properties. Chaisiri et al. [11] proposed an optimal cloud resource provisioning (OCRP) algorithm to allocate resources offered by multiple cloud providers. The optimal solution is obtained by formulating and solving stochastic integer programming with the assumption that the distribution of workload demand and price model were known a priori. However, it has a high computation complexity and its application is limited by its assumption. Some other studies [12] , [13] also investigated the leasing strategies that minimize rental cost.
In contrast to their work, we focus on the dynamic resource provisioning for compute-intensive tasks with cost optimization and QoS guaranteeing. An online resource provisioning strategy based on the large deviation principle is proposed, which avoids requiring any priori knowledge of the workload and triggers a prompt response when the overload probability violates the desired QoS.
SLA or QoS Aware
Recently, many works studied how to meet the Service Level Agreement (SLA) requirements by the proper resource provisioning. Zhao et al. [14] presented an end-to-end framework that facilitates adaptive and dynamic provisioning in the database tier by applying consumer-centric policies to satisfy the SLA requirements and control the monetary cost. Feng et al. [15] relied on the performance-aware pricing model in SLAs for maximizing providers' revenues through Lagrange multiplier method based resource allocation among the customers. Kouki Ledoux [16] presented an SLAdriven approach for improving capacity planning for cloud computing by following a queuing network proposal.
In previous work, QoS usually specifies a common understanding about responsibilities, guarantees, warranties, performance levels in terms of availability, response time, etc. In this paper, we consider the overload probability of the service as a metric of QoS between the service provider and end-users.
Other Work
Other related work focusing on the elasticity of cloud computing were addressed in [17] , [18] , [19] , [20] . Hwang et al. [17] presented a two-phase algorithm, long-term reservation and on-demand subscription, for service operators to minimize the cost of provisioning their service, but QoS has not been considered well. Dustdar et al. [18] proposed a novel concept of elastic processes (EPs) which are based on explicitly modeling resources, cost and quality. Similar to the concept of EPs, the goal of our paper is to achieve dynamic computing resource provisioning for cloud users with cost saving and QoS guaranteeing. Following EPs, [19] , [20] also studied the elasticity of cloud services.
In addition, there exists a few work about scheduling in hybrid cloud. Sturrus and Kulikova [21] firstly analyzed the key issues concerned by enterprises when deciding whether to involve multiple Cloud Service Providers or to keep data in their private cloud, and then proposed a cloud orchestration framework from an enterprise standpoint. Bicer et al. [22] focused on cost and time sensitive data processing in hybrid cloud settings, where both computational resources and data might be distributed across remote clusters. Zhang et al. [23] presented the design of a hybrid cloud computing model where a dedicated resource platform runs for hosting base service workload, and a separate and shared resource platform serves flash crowd peak load. Cloud bursting [24] , [25] , [26] is sometimes used synonymously with the term hybrid cloud. It offers a further, mixed strategy that can offload some workload onto public clouds and thus obtain IaaS when internal resources are not sufficient.
SYSTEM MODEL
In this section, the system architecture, instance pricing model and problem formulation are presented for the dynamic resource provisioning.
System Architecture
A conceptual system architecture for the cloud resource provisioning is depicted in Fig. 1 , which mainly consists of IaaS Provider(s), Service Provider and Customers. IaaS Providers provide processing, storage, networks, and other fundamental computing resources in the form of various kinds of instances. Service Provider is able to selectively purchase/rent appropriate instances from one or more commercial IaaS Providers to deploy various applications or services according to the time-varying demands from the Customers.
In order to support the proposed model and algorithms in the following sections, a Service Provisioning Engine (SPE) can be designed for service provider here. In SPE, the Request Queue Unit (RQU) manages the newly arrived (A n ) and finished (F n ) tasks, while the Workload Analysis Unit (WAU) observes the status of RQU to analyze the workload characteristic and estimates the overload probability (i.e. E-QoS P n over ). Then, the Instance Management Unit (IMaU) decides (start or stop VMs) the optimal amount of active instances by comparing the E-QoS with N-QoS (a prenegotiated QoS requirement "), and decides the optimal amount of reserved instances according to the workload characteristic, as well as manages the purchased instances. The Instance Monitoring Unit (IMoU) is to collect status information (IDLE, BUSY) of the purchased instances. The Service Request Scheduler Unit (SRSU) is to schedule the queued jobs to the activated and idle instances for executing.
Instance Pricing Model
Here we only introduce High-CPU Instances of Amazon EC2, which are well suitable for compute-intensive applications concerned by this paper. In order to meet cloud consumers 0 different compute demands, there are two different resource configurations for the High-CPU Instances as shown in Table 1 . Generally, IaaS cloud computing vendors (such as Amazon EC2) offer two High-CPU Instance types to the cloud consumers-reserved instance and on-demand instance. Furthermore, there are three subtypes for Reserved Instance, i.e., Light, Medium, and Heavy Utilization Reserved Instances, which facilitate the consumer to balance the amount of upfront payment with the effective hourly price.
Without loss of generality, the default Reserved Instance type that we used in this paper is Medium Utilization Reserved Instance and the selected resource configuration of the High-CPU Instances is Medium. According to the table above, an on-demand instance can be denoted by hp o ; r o i, where p o is the hourly fee of an active on-demand instance, and r o specifies the available resource in terms of amount of CPUs, and a triple hr r ; u r ; U r i can be used for characterizing a reserved instance, where r r specifies the available resource in terms of amount of CPUs and equals to r o , u r indicates the usage fee of an active reserved instance, U r is the one-time, upfront fee of a reserved instance which varies for different subtypes and different commitment terms. Thus, the equivalent hourly fee p r of a reserved instance is composed of two parts-the upfront part f r (per hour) which generates only once when the instances are purchased and the usage fee u r which is charged when the instances are activated to serve. The equivalent hourly upfront fee f r can be computed by f r ¼ U r =h, where h specifies the commitment term (e.g., one year term, h ¼ 365 Â 24). So the equivalent total hourly cost of a reserved instance is p r ¼ f r þ u r . Unlike p r , p o is charged only when the on-demand instances are purchased. It should be noted that using reserved instances results in an upfront investment, while the hourly cost of an on-demand instance is higher than the equivalent total hourly cost of a reserved instance.
Problem Formulation
Since the bottleneck of the compute-intensive tasks is the CPU resource, we consider the required amount of CPUs of the task as the workload. According to the data format of real workload traces [27] , we use T request i ¼ ha i ; e i ; c i i to describe a historical task i, where a i , e i , c i respectively specify task arrival time, task end time and computation complexity of the task i in terms of amount of CPUs. For facilitating statistics, we divide the time into slots with equal duration of m minutes, and define R n as the computation resource demand in terms of amount of CPUs at the beginning of the nth slot. Thus the dynamic resource demand in the nth slot is described as:
where A n 2 f0; 1; . . . ; s A g specifies the required amount of CPUs for the arriving tasks and F n 2 f0; 1; . . . ; s F g specifies the released CPUs because of the tasks finished during the nth slot. Here we assume that the process A n and F n are both i.i.d sequences. Let T 0 denote the start time, then the interval of the nth slot can be expressed as I n ¼ ½T 0 þ ðnÀ 1Þm; T 0 þ nm. Thus A n and F n can be defined as below:
where the indicator function 1 I n ðtÞ is assigned with 1 if t 2 I n , otherwise with 0. These equations are defined for counting the task arrivals and departures during the nth slot. In order to guarantee the QoS demand and minimize the total cost, the exact future demand information is necessary to calculate the optimum number of active instances in advance. However, the perfect and accurate workload prediction is unlikely by using existing techniques (e.g., pattern recognition and Kalman filtering). In this paper, we derive the optimum number of active instances via the overload probability which indicates the degree of mismatch between the workload and the computation resource provided by the instances. The overload probability is defined as follows:
where R n is a random variable, specifying the resource demand, and C n denotes the capacity provided by the activated instances during the nth slot. Let us define k n as the number of active instances, and Cðk n Þ ¼ k n r o as the total capacity of k n instances in terms of amount of CPUs during the nth slot. Based on the overload probability defined in (3), the dynamic instance provisioning problem for cost saving with a QoS requirement can be defined as:
where " is a predefined QoS requirement in the form of the overload probability and O cost ðk n Þ specifies the total hourly cost of k n instances. k n ¼ k n o for All On-demand Scheme and (4) is to dynamically find the minimum number of active instances for keeping the overload probability lower than ". Actually, the problem (4) falls into the framework of chance constrained programming [28] . However, the conventional method for solving the chance constrained programming relies on some priori knowledge or assumptions of the workload, while our proposed large deviation based method is an online measurement method without any priori knowledge of the workload.
Although the model (4) considers only one cloud provider and a single class of instance, it can be extended to a more complicated case of multiple cloud providers and multiple classes of instances (e.g., hybrid cloud). Meanwhile, given that the explosive growth of demands on big data or data-intensive processing may impose a burden on the other resources (I/O, storage, communication, etc.), more resource constraints can be added into the proposed model as the same as the CPU resource. Specially, for the I/ O performance, jointing an I/O operation scheduling algorithm among multiple VMs like in [29] can obtain a better cost-efficiency. Once the optimal total capacity of instances is determined by using the proposed algorithm, the model will be transformed into an Integer Linear Programming (ILP) problem, and then the optimal number of instances with different classes from the different providers can be calculated by solving this ILP problem.
Remark: The resource procurement from an IaaS cloud mainly depends on the total resource demand, thus the proposed model would not be affected by the execution way (parallel, sequential or others) of a task. Here we assume that a compute-intensive task can be executed on multiple instances in a parallel way like a message passing interface job [30] .
QOS-CONSTRAINED DYNAMIC INSTANCE PROVISIONING STRATEGY
In order to reduce the total cost while guaranteeing QoS, a Dynamic Instance Provisioning strategy based on the Large Deviation Principle is derived in this section.
Overload Probability Estimation Model
According to the description of Section 3.3, the overload probability P n over ¼ P ðR n > Cðk n ÞÞ is required for deciding whether to increase or decrease the purchased instances at the beginning of the nth slot. Specifically, if the overload probability is large, more instances need to be activated. In contrast, if the overload probability is low, some instances should be shut down for reducing the cost. Since it is a challenge to calculate P n over directly because the probability distribution of R n is unknown, we consider applying an online measurement based method to predict the overload probability at the ðn þ NÞth slot by using the available historical observations at the nth slot, where N is the prediction intervals.
Assuming that the k n instances are kept active at the ðn þ NÞth slot, then the overload probability during the ðn þ NÞth slot can be defined as:
where R nþN is the workload at the ðn þ NÞth slot and Cðk n Þ specifies the total capacity of the k n instances. Let D i ¼ A nþi À F nþi ði ¼ 0; 1; 2; . . . ; N À 1Þ denote the variation of the computation resource requirement during the ðn þ iÞth slot, and the value space of D i is fÀs F ; . . . ; 0; 1; . . . ; s A g. D i > 0 implies that the resource demand increases, while D i < 0 indicates the decrease of the demand. According to the formula (1), R nþN can be rewritten as:
Thus, according to (5) and (6), we can obtain:
where a 0 ¼ ðCðk n Þ À R n Þ=N means the acceptable average growth of resource demand, and P NÀ1 i¼0 D i =N indicates the average variation of workload in each of the future N slots.
Owing to the assumption that A n and F n ðn ¼ 1; 2; . . .Þ are both i:i:d, the random variables D i ði ¼ 1; 2; . . . ; pÞ are also i:i:d with a finite moment generating function
By applying Cram er 0 s Theorem in the context of the large deviation approximation [7] , [8] to estimate the overload probability, we can obtain
where lða 0 Þ ¼ sup u > 0 fua 0 À log MðuÞg is called rate function having a natural logarithm. If the probability distribution of D i is 
Thus, according to (9) , for sufficiently large N, the overload probability can be approximated as [31] :
Owing to the rapid exponential decay of the overload probability estimate with N, we can set N to a moderate value for the sake of acquiring an accurate overload probability estimate instead of an excessively large N. The experimental results in Section 6.3.5 demonstrate that N ! 60 is appropriate.
Then based on (14), we can determine whether the current capacity of k n active instances satisfies the forthcoming workload with the QoS demand " by using the following criterion:P nþN over < ":
Below, an online estimation method is proposed in Section 4.2 for estimating p j , for the sake of calculating the value of MðuÞ, when estimating P nþN over .
Online Estimation of Overload Probability
The key step for estimating p j ðj 2 fÀs F ; . . . ; 0; 1; . . . ; s A gÞ is using a sliding window which contains the most recent N s samples and updates the parameters when new observations are available. Assume that the index of the current slot is n, then we can use the recent N s observations S n ¼ fD n ; D nÀ1 ; . . . ; D nÀN s þ1 g to estimate p j ðnÞ. Let N j denote the number of the occurrence where D k ¼ j, where D k 2 S n ; j 2 fÀs F ; . . . ; 0; 1; . . . ; s A g. Then, the distribution p j can be estimated according top j ðnÞ ¼ N j =N s . By using the estimated distribution p j ðnÞ, the overload probability can be calculated according to (14) . It should be noted that too small N s may result in a nontrivial estimate error ofp j , while too large values may reduce the sensitivity to workload variations. Hence, N s should be set to a moderate value according to the timescale. The effect of N s is analyzed in Section 6.3.5.
Dynamic Instance Provisioning Strategy
In this section, we will solve the problem described in (4) by using the overload probability estimation model. Suppose that the current slot of the system is n and let k n denote the current active instances with the total capacity Cðk n Þ in terms of amount of CPUs. Here the aim of the dynamic instance provisioning strategy is to adjust the active instances to provide QoS, ", guarantee for the forthcoming workload. The proposed strategy applies the criterion (13) to check whether the current number, k n , of active instances satisfies the QoS parameter ". The two scenarios of the strategy are described as follows:
IfP nþN over ! ", this implies that the current k n instances cannot provide enough computation resource to guarantee the overload probability lower than " for the forthcoming workload. Thus more instances should be turned on to increase the computation capacity. In each iteration, we only increase d C capacity. The iteration will not end until the criterion (13) is satisfied. Assume that the iteration is stopped after m steps, then the capacity of the system becomes
where md C is the increased computation resource in terms of amount of CPUs. The corresponding number of newly increased instances can be calculated as (r o ¼ r r for the same subtype as described in Section 3.2):
Then (13) is not satisfied. Assume that the iteration is stopped after m steps, then the capacity of the system should be:
where ðm À 1Þd C is the decreased computation resource. The corresponding number of newly decreased instances d k n can be derived by using the formula (15) . Finally, we can turn off d k n instances for reducing the cost and have k nþN ¼ k n À d k n . Since turning on/off an instance increases/releases r o CPU resource, the value of d C is set to r o , e.g., d C ¼ 5 for the Medium High-CPU instance with five compute units in this paper. It should be noted that the value of d C may affect the number of iteration steps, and the dichotomy can be used to accelerate the procedure.
By applying the proposed strategy, we can dynamically configure the optimum number of active instances to guarantee the desired QoS, ", for the forthcoming workload while reducing the cost. The more detailed procedures of the strategy are presented in Algorithm 1.
For All On-demand Scheme, the number of active instances only refers to the number of on-demand instances purchased dynamically according to the Algorithm 1, while for the Combining Scheme, we firstly calculate the optimum number of reserved instances to be purchased in advance as shown in Section 5, and then dynamically adjust the number of active instances (including reserved instances and on-demand instances) by employing Algorithm 1.
AR MODEL BASED COMBINING SCHEME
It is noted that the hourly cost of an on-demand instance is higher than that of a reserved instance as shown in Section 3.2. Hence, reserved instances can be used for meeting a relatively steady part of the workload for further reducing the total cost. In order to implement the Combining Scheme, the first step is to determine the optimum number of reserved instances, and then dynamic adjustment of active instances (including reserved instances and on-demand instances) is conducted according to Algorithm 1. Below, we present a Reserved Instance Provisioning strategy based on Autoregressive Model (RIPAM).
Algorithm 1. Dynamic Instances Provisioning Algorithm
Begin at nth slot: Input: k n ; Cðk n Þ; "; m ¼ 0 
Assume that we employ an on-demand instance and a reserved instance (the commitment term is h), respectively, to implement the same given task. According to the pricing model described in Section 3.2, there exists an operation duration h 0 which makes that the cost of using the reserved instance and using the on-demand instance is identical. It can be described as:
Obviously,
Then the break-even utilization ratio f 0 , which was proposed in [10] , [32] , can be defined as:
where the value of f 0 varies for different commitment terms. For the utilization ratio higher than f 0 , it is cheaper to use a reserved instance. For the Amazon EC2 pricing model, if the commitment term is 1-year, f 0 is about 0:464 and f 0 is 0:221 for three-years term. That is to say, for 1-year term, if an instance runs more than 5:6 (0:464 Â 12) months, it is more cost-effective to purchase the reserved instance compared to the on-demand instance. Therefore, in order to reduce the cost, the utilization ratio of the reserved instances should be no less than f 0 . Definition 1. Let T total denote the total runtime of the system and T c ðR ! R 0 Þ denote the cumulative time that the system workload R equals or exceeds a specific value R 0 . Then the cumulative probability of the workload R 0 can be defined as a ratio of the cumulative time to the total runtime:
Assume that the optimum number of reserved instances is k Ã r . It should be noted that k Ã r instances are not necessarily activated all the time, which means that the reserved instances can be turned on/off dynamically according to the timevarying workload. The dynamic instances provisioning strategy discussed in Section 4 can be applied to determine the number of active instances. Let Cðk 
where R ¼ Cðk Ã r Þ for the convenience. Hence, if the cumulative probability distribution is known, we can reversely obtain R corresponding to f 0 and then calculate k Ã r . In order to get the cumulative probability distribution, we can plot the time versus workload curve by analyzing the historical workload firstly, and then convert it to a workload versus time ratio (i.e., the cumulative probability) curve as shown in Fig. 2 . The solid-line curve depicted in Fig. 2 is extracted from the first month data of the LLNL Thunder trace described in Section 6.3, where any point (x; y) of the curve means P ðR ! xÞ ¼ y. Consequently, we can find R from the curve according to y ¼ f 0 (or according to (17) and (18)) for satisfying P ðR ! RÞ ¼ f 0 .
As mentioned before, there are different commitment terms for reserved instances (e.g., one-year, three-year). Here we assume that only one commitment term is chosen and all the reserved instances have the same term. We denote the average load of the next term as R t . It is challenging to calculate the optimum number of reserved instances for the next term directly because the workload data of the next term is unknown. Therefore, we firstly calculate R tÀi ði ¼ 1; . . . ; pÞ according to formula (20) for the last several terms using the historical data, and then use autoregressive model [6] to predict R t . We outline two steps for calculating R t below:
Using the historical data to construct the load probability distribution of the last p terms, then calculate R tÀi ði ¼ 1; . . . ; pÞ for the last p terms respectively according to formula (20) . To predict the average workload of the next term R t , an autoregressive model is applied:
where g i ði ¼ 1; . . . ; pÞ are autoregressive coefficients, and v t is a noise process consisting of i.i.d normal variables with a mean of zero and a variance of s 2 v . For training the AR model, Akaike Information Criterion (AIC) [33] is used for determining the order p, and Least Squares method [34] is used to estimate the parameters in formula (21) . It should be noted that R t estimated by (21) has a prediction error. In order to compensate this error, we further introduce a margin factor to extend the above prediction algorithm as:
where a 2 ð0; 1Þ is a margin factor. Choosing the proper a needs careful evaluation of the prediction accuracy. The optimum number of reserved instances for the next term can be calculated as k 
PERFORMANCE EVALUATION
In this section, the performance of the proposed strategies is presented. We design a series of experiments on the simulator CloudSim [9] and Amazon EC2 [2], respectively.
Experiment Setup
To simplify the experiments, we assume that one instance only serves a single process of task, which means no more than one process per instance, and the default capacity of other resources (memory, I/O, disk, etc.) of the purchased instances can satisfy the demand of the computational tasks. Furthermore, it is assumed that the delay of starting an instance is uniformly distributed in [2, 10] minutes, and the I/O time and the task migration time would be negligible for compute-intensive tasks. The parameters for all evaluated strategies are set as: the slot size d ¼ 1=6 minutes, the prediction interval N ¼ 60d and the length of the sliding window N s ¼ 240d, the QoS demand " ¼ 0:01, the purchasing granularity of the on-demand instance N g ¼ 60 minutes, the computation capacity increment (Section 4.3) d C ¼ 5 CPUs.
Performance Metrics
In order to evaluate the performance of the proposed strategy, we define four performance metrics as: 
Assuming that the total runtime is N 0 slots, the total cost can be defined as
2) Average utilization ratio ('): The utilization of the purchased instances at time t is described as 'ðtÞ ¼ KðtÞ=K o ðtÞ, where KðtÞ and K o ðtÞ denote the used instances and the total instances at time t respectively. Thus, the average utilization ratio ' is calculated by '
'ðtÞdt. 3) Job waiting ratio (c): Generally, a higher overload probability may lead to more waiting jobs. Therefore, we define the job waiting ratio to evaluate the performance of the proposed method, i.e., c ¼ N w =N t , where N w is the number of waiting jobs and N t is the total number of submitted jobs. Job waiting ratio unnecessarily has a same value as that of the overload probability. But they have identical variation tendency, and we can use the job waiting ratio to qualitatively characterize the overload probability. 4) Average waiting time (t): The average waiting time is another metric for the quality of service. Assuming that the waiting time of the ith job is T i and N t denotes the total number of submitted jobs. Then the average waiting time can be calculated as t ¼
Experiments on CloudSim
In this paper, CloudSim [9] is used to simulate the cloud computing environment, with two real computing task traces from [27] used as input workload of the simulated system. The first trace is extracted from LLNL Thunder workload log, and there are 128,662 job arrivals covering the period from Jan. through Jun. in 2007. The second trace is extracted from Blue Gene/P (Intrepid) at Argonne National Laboratory (ANL), containing 8 months 0 workload from January 2009 to September 2009 with 68,936 job arrivals.
Performance Comparison
In order to verify the performance improvement of the proposed DIPLDP, we compared DIPLDP against the ARMAbased (Autoregressive Moving Average model, ARMA) Strategy [10] , the Reactive Strategy, the ARMA-based strategy with Margins (ARMA-M) and the Reactive Strategy with Margins (Reactive-M).
The ARMA-based strategy applies ARMA to predict the upcoming workload as where x tÀi ði ¼ 1; . . . ; pÞ are previous output data, " tÀj ðj ¼ 1; . . . ; qÞ are white noise disturbance values, ' i and f j are obtained by training the model with the traces. p and q are the order of autoregression and the order of moving average terms. According to the AIC [33] results of the traces, we set p ¼ 3 and q ¼ 2. Then, the model parameters are trained by using the Least Squares [34] . The ARMA-M may have better capability of accommodating prediction errors, and we also implemented ARMA-M for performance comparison. In the experiments, we used 5 percent margins for the two traces, i.e., a ¼ 0:05, and b x 0 t ¼ ð1 þ aÞb x t . The Reactive Strategy was used as the simplest instance management method without any prediction in the experiments, which simply sets the capacity of the active instances to equal the instantaneous workload demands at the decision moment. The Reactive-M is able to absorb the workload surge, and was also used as a comparing algorithm. The Reactive-M keeps 8 percent extra amount at every decision moment for the first trace and 10 percent for the second trace. The reason for using these values (8 and 10 percent) is that it is convenient to compare the other metrics if their total cost is close to that of our proposed algorithm.
In order to demonstrate the effectiveness of the Combining Scheme in cost saving, we employ both the All On-demand Scheme and the Combining Scheme for all aforementioned strategies. "*-A" stands for using the All On-demand Scheme and "*-C" means the Combining Scheme.
In Fig. 3 , the simulation results were given in terms of total cost, average utilization ratio, job waiting ratio and average waiting time for DIPLDP and the comparing algorithms. From Fig. 3 , we can observe that, for a given strategy and a given workload trace, the total cost corresponding to the Combining Scheme is less than that of the All Ondemand Scheme, while the average utilization ratio, job waiting ratio and average waiting time of these two purchasing schemes are the same due to using the same adjustment strategy. Therefore, the Combining Scheme can achieve a better cost saving, but it is worth noting that there is an upfront investment for this purchasing scheme.
For the Reactive and Reactive-M strategy, the results in Fig. 3 show that the Reactive Scheme can achieve a lower total cost and a higher average utilization ratio compared to our proposed algorithm, but a higher job waiting ratio and longer average waiting time. The Reactive-M keeps some extra instances to absorb the surge, which makes the Reactive-M able to achieve a better QoS guaranteeing compared to the Reactive Scheme, but results in a higher total cost and lower average utilization ratio at the same time. The underlying reason for this situation is that the fixed percentage margins cannot capture the workload fluctuation well. Comparing these two strategy (Reactive and Reactive-M) with our proposed DIPLDP, it is shown that the predictionbased DIPLDP adaptively reserves a little extra capacity to meet the fluctuation of the future workload. While Reactive and Reactive-M Strategy just use the current workload information to adjust the active instances, which cannot guarantee optimum capacity (excessive or insufficient) for the future workload requirement due to lacking prediction.
From Fig. 3 , it can be observed that our proposed DIPLDP and the ARMA-based Strategy can achieve almost the same total cost and average utilization ratio, but the job waiting ratio and average waiting time of DIPLDP is much lower than that of the ARMA-based Strategy. Similarly, ARMA-M obtained a better job waiting ratio and average waiting time compared to the ARMA-based Strategy by introducing margins, but incurred the total cost increasing and average utilization ratio decreasing. The experimental results illustrate that the proposed DIPLDP can predict the future workload better and adaptively reserve extra instances for the upcoming workload, and it can make a better trade-off between the cost and QoS. In the experiments, the running time of the proposed algorithm is very short (about several hundred milliseconds), while the interval time of the decisions is one hour, thus the running time of the proposed algorithm will not affect the timing when the prediction must be made.
It is noted that virtualization in cloud computing can lead to performance fluctuations (for CPU in this paper) due to the sharing of physical resources among users [35] . Although it is difficult for the service provider to identify these fluctuations and design a host or hypervisor level scheduling algorithm because of the black-box resource provisioning from cloud, the interference-aware task scheduler based on machine learning [29] can be deployed to get a better performance. In this paper, we simply assumed that the cloud provider can guarantee a steady performance for the infrastructure services.
Performance of RIPAM for Combining Scheme
In order to reduce the total cost further by using the Combining Scheme, a Reserved Instance Provisioning strategy based on Autoregressive Model is proposed in this paper. This experiment is carried out to show the effect of RIPAM for Combining Scheme. According to the values of AIC(p), the order of AR model is set to p ¼ 4. The margin factor a was set to 0:02 for the first trace and 0:04 for the second trace. Due to the limited length of the traces, we set the commitment term h ¼ 1 week (i.e., calculating a breakeven point per week). By applying AR Model, the average prediction errors are 0.51 percent for LLNL Thunder Trace and 1.08 percent for ANL Intrepid Trace. It illustrates that AR Model is applicable for predicting the steady part of the practical workload.
In order to verify that RIPAM may improve the cost saving, we compared it with the algorithm using the Breakeven Point of the Last (BPL) term. For the BPL algorithm, if the breakeven point of the last term (t À 1) is R tÀ1 , R tÀ1 reserved instances will be purchased in the next term t. While for RIPAM, R 0 t reserved instances will be purchased. Fig. 4 shows the total cost of RIPAM and BPL for the last 16 terms respectively. It can be observed that RIPAM can achieve a better cost saving than BPL at most of the terms. RIPAM can yield about 5 $ 8 percent average cost-reduction of the total 16 terms. These results based on two real workload traces imply that RIPAM is applicable for accurately estimating the Breakeven Point in practice, and it is beneficial for reducing the cost. 
Sensitivity to Overload Probability Threshold "
This experiment was conducted for investigating the effect of the overload probability threshold, ", in formula (13) on the performance of the proposed DIPLDP. The values of " cover {10 À5 ; 10 À4 ; 10 À3 ; 10 À2 ; 10 À1 }, and the setting of the other parameters was the same as that in Section 6.1. Fig. 5a shows that as " increases, the total cost decreases. The reason is that as " increases, the number of instances for the future increased workload reduces according to the large deviation principle. This means less extra instances for larger overload probability threshold, in turn causing the decrease of the total cost. As shown in Figs. 5b, 5c, and 5d, the average utilization ratio, job waiting ratio and average waiting time all increase as " increases. It is because that increasing " leads to a reduced number of extra instances for the future workload, and thus for the same workload, less instances leads to a higher average utilization ratio, job waiting ratio and average waiting time. From these results, we can conclude that when applying the proposed method, different QoS may be achieved by controlling the threshold " while keeping the cost as low as possible.
Sensitivity to Slot Size d
In this section, we carried out an experiment to investigate the effect of slot size (d) by setting d to 1, 5, 10, 20, 50 seconds. The other parameters and the simulation settings were the same as in Section 6.1.
From Fig. 6a , it can be observed that the total cost increases upon increasing d. The reason is that the slot size d is the measurement period of the workload, and a larger d leads to the sparse measurements which cannot characterize the workload variations in a small time scale, and thus the accuracy of calculating the minimum number of active instances may be reduced. At the same time, from Fig. 6 , it can be observed that a larger slot size d (especially when d > 10) makes the total cost increase large, but makes the job waiting ratio and average waiting time decrease small. From this result, we learn that when applying the proposed method, selecting a larger d (especially d > 10 for the two used workload traces) may not be beneficial for making a good tradeoff between the cost and QoS.
Effect of Prediction Interval (N) and Sliding
Window Length (N s )
This experiment was conducted to investigate the effect of the parameters N and N s on the proposed DIPLDP. The values of N cover {10d; 30d; 60d; 120d; 240d; 480d} and N s cover {30d; 60d; 120d; 240d; 480d; 960d}. The setting of the other parameters was the same as that in Section 6.1. The results were given in Fig. 6 . From Fig. 6 , it can be observed that as the prediction interval duration (N) increases, the total cost also increases, while the values of the other three metrics decrease. This is because that as N increases the overload probability estimate becomes more accurate, which results in more computation resource allocated for the future workload to achieve a lower waiting job ratio. Although the prediction interval, N, should be sufficiently large according to the large deviation approximation in Eq. (12) , the simulation results show that a choice N ! 60 allows DIPLDP to achieve an improved performance. Figs. 6c and 6d also show that when N ! 60, a larger N makes the job waiting ratio and average waiting time slightly decreases. Hence, we can conclude that N ! 60 is applicable when applying the proposed method. In the other experiments, we set N to 60.
For the sliding window length N s , Fig. 6 shows that too small N s cannot achieve a good QoS guaranteeing. Overlarge value of N s increases the total cost, thus reducing the average utilization, but it slightly decreases the job waiting ratio and average waiting time. Since large sliding window length may make the proposed method insensitive to the workload variations, selecting a moderate value for the window length is beneficial for the proposed method. In other experiments, we set N s to 240d. 
Experiments on Amazon EC2
In order to verify the validity and feasibility of our proposed strategies in a real cloud platform, we conducted several experiments for the algorithm DIPLDP and ARMA-M on Amazon EC2. The selected instance type was "t2.micro" and the maximal number of available instances was 40. In addition, two applications were used as the computing tasks for a realistic evaluation: an instance of the N-queens problem and a face detection program, and the Poisson model (with rate lambda ¼ 1/15) was employed to get synthetic requests to drive the experiments. For each algorithm, there are 1,000 tasks to execute. The setting of the other parameters was the same as that in Section 6.1. The source code can be found at GitHub [36] . The experiment results were given in Fig. 7 . Fig. 7a shows the number of the activated/purchased instances (VMs) at each slot. For DIPLDP, the cumulative number of activated VMs over all slots is 505 and that is 527 for ARMA-M. From Fig. 7b , the average utilization ratio can be calculated. It is 60.17 percent for ARMA-M and 62.59 percent for DIPLDP. Fig. 7c illustrates the waiting time of task n (n ¼ 1; ::; 1;000). Then we can obtain that the average waiting time of ARMA-M is 42.7983957 and DIPLDP is 22.75979271. It can be found that the proposed DIPLDP can predict the future workload better and adaptively reserve extra instances for the upcoming workload, and it can make a better trade-off between the cost and QoS, which is similar to the results on CloudSim.
However, in a real environment, it is noted that the instruction-executing, message delivery, and I/O operation may introduce extra delays for each task, while those are ignored in the CloudSim based simulation. 
CONCLUSION AND FUTURE WORK
In this paper, the problem of dynamic resource provisioning for cost saving with a statistical QoS guarantee in an IaaS cloud environment was studied. A Dynamic Instance Provisioning strategy based on the Large Deviation Principle was designed to adjust the active instances during the runtime for cost saving and to provide QoS guarantee in terms of the overload probability without any priori knowledge of the future workload. According to the types of instance, two basic purchasing schemes (All On-demand Scheme and Combining Scheme) are employed in this paper. The experiments using two real workload traces illustrated that the proposed strategy could adaptively provide instances for dynamic compute demands with a good trade-off between the cost saving and the QoS requirement.
Starting from this work, our future work will focus on the auto-scaling mechanism of computing and network resource provisioning in the cloud and software-defined networking environment. 
