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Abstract
Within this thesis, the mutual interaction between the flame and cooling air within an
effusion cooled single sector model gas turbine combustor is investigated at elevated pres-
sure. Although effusion cooling has been widely studied in the last decades with respect
to heat transfer and total film cooling effectiveness, fundamental aspects of the interaction
mechanisms with the reacting main flow are not yet well understood.
Typically, experimental investigations are conducted either by reducing the complexity by
placing an effusion cooling plate in a test section downstream of a hot gas source, which
allows a good experimental accessibility and well controlled boundary conditions, or by
reducing the complexity on the diagnostics side, e.g. by using sampling probe measure-
ments at the exhaust of a close-to-reality test rig. The first approach does not facilitate
investigations of the interaction mechanisms between the reacting main flow and effusion
cooling air, as they are spatially separated. The second approach on the other hand in-
cludes all mechanisms, but measurements are not conducted spatially resolved within the
test section. Within this work, an effusion cooling plate is mounted within a generic test
rig which features a swirl-stabilized turbulent flame at elevated inlet temperature and
pressure to fully capture the influence of unsteady heat release, convection, radiation and
chemical reactions in the vicinity of the liner.
Quantitative and semi-quantitative advanced laser diagnostics with high temporal and
spatial resolution are employed to identify sensitivities of flame-cooling air interaction
with respect to important boundary conditions that affect the flow and temperature field
and cooling performance. Mixing between the reacting main flow and effusion cooling
air is investigated by a combination of quantitative planar laser-induced fluorescence of
the hydroxyl radical (OH) and nitric oxide, seeded to the effusion cooling air. This data
allows to identify the relative occurrence of mixing processes before, during and after
reaction. Furthermore, measurements of the thermochemical state, as represented by the
carbon monoxide (CO) mole fraction and the gas phase temperature, were conducted using
combined quantitative CO laser induced fluorescence (LIF) and ro-vibrational coherent
anti-Stokes Raman spectroscopy with nitrogen as a resonant species. Simultaneous LIF
measurements of OH, CO and formaldehyde (CH2O) were executed to investigate the
sensitivity of CO production and oxidation near reaction zones to the boundary conditions.
The acquired data shows that interaction processes between the flame and cooling air
locally influence the structure of the premixed flame across the preheating zone, main
reaction zone and the exhaust. Spatially, these interaction processes are not limited to
the area close to the effusion cooled liner but extend into the primary zone by recirculation.
IV
Kurzfassung
Im Rahmen der vorliegenden Arbeit wird die gegenseitige Beeinflussung von Flamme
und Kühlluft in einem effusionsgekühlten Eindüsensektor-Brennkammerprüfstand unter
erhöhtem Druck untersucht. Obwohl Effusionskühlung in den vergangenen Jahrzehnten
hinsichtlich Wandwärmeübergängen und totaler Filmkühleffektivität intensiv untersucht
wurde, sind fundamentelle Aspekte der Interaktionsmechanismen der Kühlluft mit der
reagierenden Hauptströmung noch weitgehend unverstanden.
Typischerweise werden experimentelle Untersuchungen bei reduzierter Komplexität im
Vergleich zu realen Anlagen durchgeführt. Entweder wird eine Effusionskühlplatte
stromab einer Heißgasquelle platziert, was eine gute experimentelle Zugänglichkeit und
eine hohe Reproduzierbarkeit der Randbedingungen erwirkt. Interaktionsmechanismen
zwischen Kühlluft und reagierender Hauptströmungen können in diesen Konfigurationen
konzeptbedingt nicht untersucht werden. Alternative Ansätze reduzieren die Komplexität
auf messtechnischer Seite, z.B. indem Abgasuntersuchungen an realitätsnahen Anlagen
durchgeführt werden. Bei diesen Ansätzen sind Rückschlüsse auf die zugrundeliegenden
Mechanismen nicht möglich, da Messungen weder räumlich noch zeitlich aufgelöst inner-
halb der Brennkammer erfolgen. In dieser Arbeit wird eine Effusionskühlplatte als Wand-
segment in einem generischen Verbrennungsprüfstand eingesetzt, welcher sich durch eine
Drall-stabilisierte turbulente Flamme bei erhöhter Einlasstemperatur und erhöhtem Druck
auszeichnet. Hierduch werden Einflüsse durch instationäre Wärmefreisetzung, Konvektion
und Strahlung sowie chemische Reaktionen vollständig abgebildet.
Quantitative und semi-quantitative Laser-basierte Messtechniken mit hoher räumlicher
und zeitlicher Auflösung werden eingesetzt, um eine Sensitivität der zu untersuchenden
Flamme-Kühlluft Interaktion hinsichtlich wichtiger Randbedingungen zu identifizieren,
die das Strömungs- und Temperaturfeld sowie die Kühlung an sich betreffen. Mischungs-
prozesse zwischen der reagierenden Hauptströmung und der Effusionskühlluft werden mit
Hilfe einer Kombination aus quantitativer Laser induzierter Fluoreszenz des Hydroxyl Ra-
dikals (OH) und Stickstoffmonoxid, mit welchem die Kühlluft dotiert wird, untersucht. Die
erhobenen Daten lassen Rückschlüsse darauf zu, wie häufig eine Mischung der Stoffströme
vor, während oder nach dem chemischen Umsatz des Brennstoffs vorliegt. Messungen des
thermochemischen Zustandes, representiert durch den lokalen Kohlenstoffmonoxid (CO)
Molenbruch und die Temperatur der Gasphase, werden mittels Kombination von CO La-
ser induzierter Fluoreszenz (LIF) und rotations-vibrations kohärenter anti-Stokes Raman
Spektroskopie mit Stickstoff als resonanter Spezies durchgeführt. Simultane Messungen
von OH-, CO- und Formaldehyd-LIF erlauben die Untersuchung von Sensitivitäten auf
den CO Produktions- und Oxidationsablauf in Bezug auf die untersuchten parametrischen
Variationen der Randbedingungen.
Die gewonnenen Daten zeigen, dass Interaktionen zwischen der Flamme und der Effusions-
kühlluft lokal die Struktur der Vormischflamme innerhalb der Vorwärmzone, der Haupt-
reaktionszone und im Abgas beeinflussen. Räumlich sind diese Beeinflussungen nicht nur
auf den Bereich nahe der effusionsgekühlten Wand beschränkt, sondern erstrecken sich
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Ĩ Photon flux s−1
A Line-of-sight integrated absorption -
A Pre-exponential factor -
Aij Einstein A-coefficient for transition ij s−1
Bij Einstein B-coefficient for transition ij m3 J−1 s−2
Ci Image-side contrast -
Co Object-side contrast -
D Diffusion coefficient m2 s−1
Di Degeneracy of initial state i -
E Energy reference -
Ea Activation energy J
F Rotational energy levels cm−1
XVII
Nomenclature
Fα,γ Hermann-Wallis Factors -
G Vibrational energy levels cm−1
G(2) Second-order intensity correlation factor -
Gi Apparatus function for CARS measurements cm−1
I Momentum ratio -
IL Laser intensity GW cm−2
J Rotational quantum number -
L Absorption path length cm
M Blowing ratio -
Mk Molar mass of species k g mol−1
Nk Number density of species k cm−3
Q Quenching rate s−1
Qe,v,r Electronic, vibrational and rotational partition function -
R Density ratio -
R Residual -
Ri Photoionization rate s−1
Re Reynolds number -
RR Normalized reaction rate -
S Swirl number -
Sk Simulated LIF intensity of species k s−1
SJ ′J ′′ Hönl-London-Factors -
SR Staging ratio -
T Temperature K
Tν Fractional transmission at frequency ν -
Tm Fractional transmission at pixel m -
Xk Mole fraction of species k -
Yk Mass fraction of species k -
Lower-case Greek letters Unit
χ(3) Third order susceptibility cm3 erg−1 amagat−1
δF Flame front thickness m
δij Kronecker symbol -
ω̇k Source term of species k kg m−3 s−1
εN,T Relative uncertainty for OH number density and temperature -
η Fluorescence quantum yield -
σ̂(2) Two-photon absorption cross-section cm4
ν Kinematic viscosity -
νL Laser center frequency -
νij Center frequency of transition ij cm−1
XVIII
Nomenclature
ω Angular frequency s−1
ρ Density kg m−3
σJ
′
i Ionization cross-section cm2
σQ,i Quenching cross-section for collision with species i cm2
τij Stress tensor kg m−2 s−1
ξ LIF detection efficiency -
Upper-case Greek letters Unit
∆νL Laser line width cm−1
∆σC Collisional broadening cm−1
∆σD Doppler broadening cm−1
∆σS Collisional shift cm−1
∆q Differential Boltzmann fraction for transition q -
Γq Line width of transition q cm−1
Φ Equivalence ratio -
Φij Normalized line shape of transition ij -





h, c Hot and cold side of effusion cooled liner
i,j,k Integer index
ij Transition j ← i
ref Reference
u Unburnt
Operators and Mathematical symbols
∗ Convolution
= Imaginary part of complex number
H Heaviside function





c Speed of light 299 792 458 m s−1
h Planck’s constant 6.626× 10−34 J s
kB Boltzmann’s constant 1.3806× 10−23 J K−1
R Ideal gas constant 8.3145 J mol−1 K
Abbreviations
CARS Coherent anti-Stokes Raman spectroscopy
CCD Charge Coupled Device
CMOS Complementary Metal–Oxide–Semiconductor
CTF Contrast Transfer Function
FCAI Flame-Cooling Air Interaction
FOV Field of View
FWHM Full-width Half Maximum
HR High Resolution
HRR Heat Release Rate
IRZ Inner Recirculation Zone
ISL Inner Shear Layer
LDV Laser Doppler Velocimetry
LIF Laser Induced Fluorescence
LR Low Resolution
MFC Mass Flow Controller
MI-GA Mixed Integer Genetic Algorithm
MTF Modulation Transfer Function
OPO Optical Parametric Oscillator
ORZ Outer Recirculation Zone
OSL Outer Shear Layer
PAH Polycyclic Aromatic Hydrocarbons
PIV Particle Image Velocimetry
PLIF Planar Laser Induced Fluorescence
PMT Photomultiplier Tube
PSF Point Spread Function
RET Rotational Energy Transfer




RSM Reaktive Strömungen und Messtechnik
SNR Signal-to-Noise Ratio
SSC Single Sector Combustor
TBC Thermal Barrier Coating
VET Vibrational Energy Transfer
VUV Vacuum Ultra Violet
YAG Yttrium Aluminium Garnet





Although the COVID-19 pandemic, which has shocked the societies and economies across
the globe since the beginning of 2020, has led to a drastic reduction in passenger air
traffic, it is assumed that the aviation sector will recover on its original track in the years
ahead. The German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt;
DLR) forecasted a rise in passenger number from 4 Billion per year in 2016 to more
than 9.4 Billion per year in 2040, or equivalently, 3.7% annually [43]. Quite obviously,
this has severe environmental ramifications. Consequently, future development of aero
engine propulsion systems is strongly influenced by reaching stringent emission goals to
make a step towards more sustainable aviation. Although most companies with a major
market share for civil aero engines, such as Airbus [3], Rolls-Royce [131], Safran [136] and
GE [88], have visions for electric propulsion systems, there are numerous technological
challenges that are yet to be overcome. While the power density of modern electrical
propulsion systems compares well with their combustion counterpart, the energy storage
density poses significant issues. In 2019, Rolls-Royce started the project Accelerating
the Electrification of Flight (ACCEL) with the goal to set a new record with a target
speed of 480 km h−1, previously set by Siemens with their Extra 330LE which reached a
top speed of approximately 342 km h−1 in 2017 [67]. This goal is to be reached using an
electrical propulsion system with 750 kW peak power, supplied from 6000 battery cells,
enough to fly 200 nautical miles or supply 250 homes with electricity [131]. Comparing
these numbers to an Airbus A340-300, which flies 295 passengers across 6700 nautical
miles with a top speed of approximately 900 km h−1, demonstrates - keeping in mind that
the aforementioned electric planes feature only one seat - how dramatic the difference in
technology readiness level is.
Even though electrification may begin to play a role in aviation in the years ahead, es-
pecially in smaller vessels, it remains a long-term perspective. Short- and mid-term,
traditional combustion propulsion systems need considerable attention and development
to improve their emission performance in terms of green house gas emissions as well as
pollutants and noise. Flightpath 2050 demands to reduce emissions of CO2 by 75%, nitric
oxides (NOx) by 90% and perceived noise by 65% per passenger kilometer relative to a typ-
ical aircraft in 2020 [40]. Assuming a high degree of burnout, CO2 emissions are directly
linked to the total cycle efficiency which may be increased with higher overall pressure
ratios or by minimizing losses within the engine e.g. due to excessive cooling. A reduction
of NOx emissions to this extent is impossible with traditional Rich-Quench-Lean (RQL)
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combustors due to the high peak temperatures in the primary zone which result in a high
thermal NOx formation due to the Zeldovich mechanism [169]. A promising approach is
the development of lean combustion concepts in order to lower the global temperature
level which consequently reduces NOx formation. However, as more compressed air is
supplied via the injector, an increased demand for efficient cooling techniques is evident
as less air is available [14, 101, 139]. This is further aggravated by increased compressor
outlet temperatures at higher overall pressure ratios for improved cycle efficiency. Ad-
ditionally, reduced temperature in the combustion chamber may have an adverse effect
on CO emission performance [96]. One possible approach for efficient liner cooling is
the concept of effusion cooling, where air is supplied via a perforated plate featuring an
array of slanted holes with diameters typically in the sub-millimeter range. The focus of
this work is the investigation of the mutual interaction between the flame and cooling air
within the combustion chamber itself. The following section summarizes the current state
of research on this topic from which the aim and structure of this thesis is derived.
1.1 Current State of Research
This section summarizes the current state of research concerning experimental studies of
effusion cooling for gas turbine combustors.1 The gas-phase temperatures occurring in
the combustor core of an aeroengine by far exceed the allowed operating limits of metallic
materials used for combustor liner design [100]. For this reason, combustor liner cooling
has been subject to scientific research for over 60 years. Due to the limited experimen-
tal and numerical accessibility of real geometries, investigations are typically conducted
in generic configurations to gain insight on the underlying phenomena. Behrendt and
Hassa classify test rigs used for cooling related states in three categories based on their
complexity and the closeness to a real combustor [14].
Rigs of the first category are characterized by non-reactive flows at ambient pressure with
a comparably small temperature difference between main and cooling flow. The low level
of complexity allows an excellent experimental and numerical accessibility with reduced
uncertainties arising from well-controllable boundary conditions. By keeping the govern-
ing similarity parameters, such as blowing ratio, as well as the Reynolds, Nusselt and Biot
numbers comparable to a real combustor, the findings are considered representative and
may be used for improved liner design. Due to the limited availability of experimental
methods, most of the early publications in the second half of the 20th century fall into
this category, such as publications by Weighardt in 1946 [164] and Goldstein et al. [62],
Metzger et al. [116] and Le Brocq et al. [102] in the early 1970s, in which the influence of
blowing ratio, momentum ratio and the way cooling air is supplied to the test section on
the total film cooling effectiveness was investigated. Starting in the late 1990s, Gritsch
et al. investigated the influence of cooling air inflow and hole geometry on the wall heat
flux within the holes in wind tunnel experiments [65,66,154].
1This literature survey is taken in part from previous publications with permission from the respective
journals [E4,E5,E8,E9].
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Test rigs of the second category are similar in nature, but approach more realistic temper-
ature levels and associated density ratios for the main flow by using either an electrically
heated main flow or the exhaust of a flame located upstream of the test section. Within
this category, the vast majority of publications, such as by Leger [105], Behrendt [14]
and Huang [87], investigate the dependence of total film cooling effectiveness on vari-
ous parameters, such as blowing ratios, momentum ratios or hole pattern and geometry.
Jackowski et al. published investigations on adiabatic effectiveness with innovative bent
cooling holes, manufactured by direct metal laser sintering [89]. Investigations presented
by Wurm et al. [166, 167] and the group around Andreini [7, 9] include swirling flows, al-
beit under non-reacting conditions. In some of the studies, advanced laser diagnostics to
provide a high spatial and temporal resolution, are used in conjunction with more tradi-
tional techniques such as exhaust sampling probes, thermocouples, infrared thermography
and temperature sensitive paints. One prominent example is a study bei Schreivogel et
al., who conducted thermographic particle image velocimetry measurements of the flow
emerging from a single effusion hole in a heated wind tunnel [138]. Compared to test
rigs of the first category, the more realistic temperature and flow fields lead to a better
comparability to a real configuration. However, interaction between flame and cooling air
as well as the influence of unsteady heat release is not accounted for.
Within test rigs of the third category, an effusion cooled plate is used as a liner inside
a pressurized combustor in the vicinity of a swirl-stabilized flame to capture the full
complexity by unsteady heat release from turbulent combustion, convection, mixing and
radiation in realistic flow and temperature fields. As the experimental and numerical
complexity is drastically increased, the literature on this topic is yet very sparse. Wall
temperature measurements in a category three test rig using thermographic phosphor
thermometry were demonstrated by Feist et al. [56]. Combined measurements of flow
field and hydroxyl (OH) distributions by means of particle image velocimetry (PIV) and
planar laser induced fluorescence (PLIF) were conducted by Lange et al. [101]. In their
publication, the importance of high spatial and temporal resolution was highlighted as
they encountered a strong intermittency in the observed phenomena such as local rupture
of the cooling air film. Unfortunately, no parametric variations were reported within their
study, such that sensitivities of observed phenomena with respect to boundary conditions
are unclear. Ji et al. demonstrated measurements of wall temperature in an atmospheric
combustor by means of infrared thermography with varying equivalence ratios. A signifi-
cantly lower total film cooling effectiveness, also reported by Andreini [8], was encountered
in the area where the flame impinges on the effusion cooled liner, highlighting the impor-
tance of investigations in test rigs of the third category. Färber et al. investigated the
stability limits of an atmospheric swirl-stabilized flame in the presence of cooling air and
impingement cooling [55] by means of Laser Doppler Velocimetry (LDV). Quantitative
CO emissions using exhaust sampling probes under varying mass flows through discrete
cooling holes in the liner were performed by Smith et al. [149] and Andrews et al. [10].
While both observed an increase in CO mole fraction at the exhaust with increasing
amounts of cooling air, they proposed quite different explanations for the cause. While
Smith et al. suspected that injection of compressor discharge air causes increased CO
emissions due to chemical quenching, Andrews et al. argued, that this change is simply
explained by the fact that more air flow through the liner results in less air flow through
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the fuel injector, consequently increasing the equivalence ratio which leads to increased
CO concentrations. Within their test rigs, it was impossible to separately condition the air
flows through the injector and the cooling holes, such that both arguments seem plausible.
As only measurements in the exhaust - as opposed to spatially and temporally resolved
measurements within the test section - are presented, this conflict of statements cannot be
resolved. First demonstrations of quantitative CO concentration measurements by means
of CO-LIF in an effusion cooled single sector gas turbine combustor were reported by
Voigt et al. [158, 159]. However, as their publication is at its core only a demonstration
of the applicability of the method, only results far from the effusion cooled liner were re-
ported and no systematic variation of boundary conditions was conducted. Consequently,
no information on the interaction mechanisms between main flow and cooling air can be
extracted. Extensive studies were conducted by Hermann [84] [E8,E9]. In a single sector
model gas turbine combustor, which has also been used for the investigations presented
in this thesis, parametric variations of swirl number, effusion cooling air mass flow and
fuel staging were conducted. Non-reacting and reacting flow fields were measured using
PIV. Additionally, qualitative OH-PLIF measurements were conducted to visualize the
instantaneous location of the flame brush. Wall- and gas-phase temperatures were mea-
sured using thermographic phosphor thermometry and ro-vibrational coherent anti-Stokes
Raman spectroscopy (CARS) using N2 as resonant species. From the acquired data, the
dependence of the total film cooling effectiveness on swirl, staging and effusion cooling
air mass flow was derived. As all measurements were conducted in separate experiments,
findings may only be combined using statistical approaches.
Summarizing the current state of research, most effusion cooling related studies in gas
turbine combustors are conducted with a focus on wall heat transfer and film cooling
effectiveness in test rigs with significant reduction of complexity. Studies that include the
full complexity under reacting conditions are sparse, consequently, interaction mechanisms
between flame and cooling air are yet not well understood. Against the background of
stringent goals on lowering pollutant emissions in aviation and at the same time predicted
rising passenger numbers and freight volumes, the urgent need for intensive research and
development in this sector becomes apparent.
1.2 Aim and Structure of this Work
The current state of research on combustor cooling does not yet include the influence of
relevant boundary conditions on the local thermochemical state, important reaction rates
and pollutant formation. This work provides experimental investigations using advanced
laser diagnostics in a category three test rig to help filling this research gap. The exper-
iments carried out are intended, on the one hand, to deepen the understanding of the
underlying processes and, on the other hand, to provide urgently needed validation data
for the development of numerical models that are essential for the design of future gas
turbine combustors. The aim of this thesis is to test the validity of the following working
hypotheses, which result from the summary of the current state of research:
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1. The interaction of effusion cooling air and main flow locally influences the structure
of premixed flames across the preheating zone, reaction zone and post-flame zone.
2. Spatially, the interaction is not limited to an area close to the effusion cooled liner,
but extends into the primary zone through recirculation.
These working hypotheses are to be tested experimentally. For this purpose, minimally
invasive advanced laser diagnostics are used to (a) examine the mixture of effusion cooling
air and main flow, (b) investigate the local thermochemical state, represented by CO mole
fraction and gas-phase temperature and (c) infer the dependence of the CO chemistry
on relevant boundary conditions within the primary zone and in the flame-cooling air
interaction (FCAI) area, where the flame impinges on the effusion cooled liner. The choice
of CO as an important pollutant over other species like NO or NO2 was made based on
the better experimental accessibility using advanced laser diagnostics. Furthermore, CO
is not only to be seen as a pollutant with regulated emissions, but is also an important
intermediate species within the reaction zone with mole fractions up to 4% as is later
discussed in the fundamentals section. For every investigation, a systematic variation of
boundary conditions relevant for cooling, flow field and combustion mode is conducted by
varying the cooling air mass flow, swirl number and fuel staging.
Within Chapt. 2, fundamental aspects concerning fluid dynamics, basic principles of
combustion and specifics important for gas turbine combustion and cooling are outlined,
followed by a presentation of the principles of the employed diagnostics.
The test rig and the investigated operating conditions are described in Chapt. 3.
In Chapt. 4, mixing between effusion cooling air and main flow is investigated. For
this purpose, nitric oxide (NO) is seeded to the effusion cooling air and visualized using
planar laser induced fluorescence (NO-PLIF). Simultaneously, the instantaneous location
of the flame front is inferred from quantitative OH-PLIF measurements. From the spatial
superposition of the acquired data, it can be concluded in which areas of the combustor
an influence of effusion cooling air is expected. Furthermore, it allows to estimate the
relative occurrence of mixing events before, during or after chemical reaction.
In Chapt. 5, a combined approach of N2 ro-vibrational coherent anti-Stokes Raman
spectroscopy (CARS) and two-photon laser induced fluorescence of carbon monoxide (CO-
LIF) is used to infer the local CO mole fraction and gas phase temperature, representing
the local thermochemical state.
Influence on reaction rates are presented in Chapt. 6, where three scalar measurements
are combined to gain a deeper understanding on the influence of the chosen boundary
conditions on CO chemistry. In this investigation, measurements of OH-PLIF and CO-
LIF are used in conjunction with formaldehyde (CH2O) LIF which serves as a marker for
low temperature chemistry, allowing to separate the CO production and oxidation phases.
Chapt. 7 summarizes the presented results and a discussion on the transferability of the
findings to real combustor cores is included. Additionally, the author’s perspective on






This section covers fundamental aspects relating to the research object, i.e. turbulent
combustion within an effusion cooled model single sector gas turbine combustor. The
first two subsections addresses the dynamics of turbulent flows and basic principles of
combustion that are relevant for this work. The discussion of these is kept brief, as it
presents knowledge readily available in various textbooks, such as Turbulent Flows by S.
Pope [125] and Combustion by J. Warnatz [162]. Furthermore, specifics for low emission
gas turbine combustors, such as the design of flow field and lean premixed combustion is
discussed. In a last subsection, the basic idea behind effusion cooling is outlined.
2.1.1 Fluid Dynamics
The set of governing equations for describing non-reactive turbulent flows, commonly
referred to as the Navier-Stokes equations, consists of the conservation of mass and mo-
mentum given in Eq. (2.1) with the expression for the stress tensor τij for a Newtonian































In these equations, the Einstein notation is used and δij describes the Kronecker delta,
i.e. δij = 1 for i = j. Tor a turbulent flow field in three spatial dimensions xi, Eq. (2.1)
describes a set of four equations for the six independent variables density ρ, pressure p,
kinematic viscosity ν and velocities vi. For isothermal flows, the kinematic viscosity is a
material constant. Furthermore, with the low-Mach number approximation (Ma ≤ 0.3)
and negligible acoustic effects, the density of the fluid may be assumed to be constant.
Under these conditions, the set of equations (2.1) is determined.
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In chemically reactive flows, such as combustion systems, temperature - and thus density
and viscosity - are not constant. Consequently, the set of equations becomes under deter-
mined. Additionally, chemical reactions within the fluid domain have to be accounted for.
This is realized by introducing transport equations for the mass fraction Y of a chemical















This type of transport equation consists of an unsteady term and a convection term on
the left hand side and a diffusion term and source term on the right hand side. Diffusion
processes are described by Fick’s law, where the diffusive flux is proportional to the
spatial gradient of the species concentration and the corresponding diffusion coefficientDk.
While reacting flows still obey conservation of mass, chemical reactions cause conversions
between molecules, i.e. chemical species may be either produced or consumed, described
by the source term ω̇k. In addition to the transport equations for chemical species, a
transport equation for energy has to be introduced. In principle, various thermodynamic
parameters that represent energy may be used, such as temperature, internal energy or













+ ω̇T + Q̇ (2.4)
Here, cp describes the heat capacity at constant pressure, Dα the thermal diffusion coeffi-
cient, ω̇T the net heat release due to chemical reactions and Q̇ external enthalpy gain or
loss.
An important notion of the described set of equations is its strong sensitivity to boundary
conditions and the associated susceptibility to instabilities leading to the phenomenon of
turbulence. The onset of turbulence is commonly described by the Reynolds number given




The Reynolds number may be interpreted as the ratio between inertial and viscous forces
within the fluid flow. Below a critical Reynolds number Recrit, viscous forces dominate,
which dampen instabilities and maintain a laminar flow. Above Recrit, the flow becomes
turbulent due to increased inertial forces. As turbulence strongly increases convective
transport and mixing within a flow, it is of high importance for practical applications
such as gas turbines.
2.1.2 Basic Principles of Combustion
Combustion describes a self-sustaining energy conversion process where a selected fuel
is oxidized in an exothermic reaction. During this process, chemically bound energy is
released to the surrounding fluid in form of heat. Within this work, natural gas with
a methane (CH4) content of ≥ 90% is oxidized using air. For the discussion of the
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fundamentals and laminar flame simulations used during the investigations in Sections
4-6, it is assumed that the chemistry is adequately described by replacing natural gas
with methane.
2.1.2.1 Equivalence Ratio
The global reaction describing stoichiometric methane-air combustion is given in Eq.
(2.6).
CH4 + 2 O2 −→ CO2 + 2 H2O (2.6)
In this one-step reaction mechanism, the ratio between fuel and oxidizer is chosen to
exactly convert the entire amount of fuel with the necessary amount of oxidizer to form
the main products CO2 and H2O.
For mixtures that deviate from that composition, one of the most important concepts for
combustion applications, namely the equivalence ratio Φ as defined by Eq. (2.7), is intro-
duced. The equivalence ratio is defined by the air-to-fuel mass fraction for stoichiometric




By definition, Φ = 1 corresponds to stoichiometric mixtures. For Φ < 1, the mixture
contains more oxidizer than necessary for stoichiometric combustion and is designated as
lean. Conversely, a mixture is called rich for equivalence ratios Φ > 1, i.e. there is a
surplus of fuel after reaction.
2.1.2.2 Reaction Kinetics
While the one-step reaction in Eq. (2.6) describes the global reaction from educts to major
product species, the entire mechanism is more complex and consists of many elementary
reactions to describe the production and consumption of intermediate species within the
reaction zone.
Within this work, the GRI-MECH 3.0 mechanism [148] is used to describe elementary
reactions of methane-air combustion. This mechanism contains 325 reactions and 53
species. Forward reaction rates RR are modeled using Eq. (2.8).




Here, k(T ) denotes the rate constant calculated by the Arrhenius equation given in Eq.
(2.9) and Ni denotes the number density of species i that are involved in the reaction.





Within the Arrhenius equation, Ea denotes the activation energy and A the pre-




2.1.2.3 Structure of Premixed Flames
Premixed flames are characterized by complete mixing of oxidizer and fuel prior to the
onset of chemical reactions. In a steady flow with v = 0, the flame propagates with
the laminar flame speed sL into the mixture. For a one-dimensional laminar flame with
v = −sL, i.e. the flow has a velocity with magnitude sL with opposite direction, a
stationary flame front is observed. This flame front may be separated in three zones [61]:
Preheating zone: This zone is characterized by low temperature chemistry. Heat and
intermediate species from the reaction zone diffuse into the preheating zone.
Reaction zone: This zone is driven by high temperature chemistry and is characterized
by the peak heat release rate.
Post flame zone: In this region, the chemical composition approaches its equilibrium
concentration and temperature gradients decline until the adiabatic flame temper-
ature is reached.
Different definitions of the flame front thickness are available in the literature. Hasse et al.
define the flame front thickness δF by the ratio of the temperature increase from unburnt
temperature TU to the adiabatic temperature Tad to the maximum spatial temperature




Throughout this work, laminar adiabatic flame simulations are - unless otherwise noted -
conducted using CANTERA [63]. As described later in Sect. 3, the operating conditions
used in this work include an elevated unburnt gas temperature Tu to mimic increased
combustor inlet temperature due to isentropic compression in a real engine. Due to the
temperature sensitivity of the reaction rate constant k(T ), see Eq. (2.9), reaction rates are
increased for higher temperatures. Additionally, reactions take place at elevated pressure,
which, due to the number density dependence of Eq. (2.8), also increases reaction rates.
Consequently, these factors have a strong influence on the structure of premixed flames.
Fig. 2.1 shows the temperature and mole fraction profiles as well as the mole fractions
in state-space, i.e. against temperature, of selected species relevant for this work. These
are formaldehyde (CH2O), carbon monoxide (CO) and the hydroxyl radical (OH). Shown
are simulations of a Φ = 0.75 laminar adiabatic flame with Tu = 300 K at atmospheric
pressure in comparison to a case with Tu = 623 K at p = 2.5 bar.
As can be seen from Fig. 2.1, the increase in Tu and p leads to a narrower structure
in spatial domain. Consequently, gradients in species mole fractions and temperature
are increased. The flame thickness δF as calculated using Eq. (2.10) is reduced from
≈ 600 µm to ≈ 200 µm for the high pressure and high inlet temperature case, posing
stringent requirements on the spatial resolution of the employed diagnostics. With respect
to temperature, profiles are slightly compressed and shifted towards higher temperatures
at increased mole fraction values.
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Figure 2.1: Comparison of laminar flame simulations with different inlet temperatures
and pressure levels. Left column: Tu = 300 K at atmospheric pressure. Right column:
Tu = 623 K at 2.5 bar. Mole fractions are plotted against spatial dimension (z ≡ 0 at
peak heat release rate, top row) and temperature (bottom row). OH and CH2O have
been scaled to fit on the same axis as CO.
2.1.3 Gas Turbine Combustion
Main design goals for the development of aero engine combustor cores are a high degree of
burnout, low pollutant emission, stable operation in a wide range of operating conditions,
compact geometry and safe (re-)ignition [25]. Nearly all modern gas turbine combustors
use swirl stabilization to achieve these design goals. The topic of swirl-stabilized flames
has been subject to scientific research for decades and numerous articles are available that
cover the fundamentals, e.g. by Huang et al. [86] or the review article on Dynamics of
Swirling Flames by Candel et al. [30].
The principal idea is to impress an axial flow with a tangential component to produce
a swirling flow. To achieve this, a component referred to as swirler is placed into the
inlet duct to the combustor to partially deflect the flow in tangential direction. The swirl
number, defined as the ratio of axial flux of tangential momentum Gθ to the axial flux of
axial momentum Gz times a characteristic length R, most commonly the outer radius of
11
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0 [ρu2 + (p− p∞)] rdr
(2.11)
A priori, the actual swirl number is unknown due to the fact that the flow field is typically
unavailable at this design stage. Instead, a geometric swirl number may be defined based
on the geometry of the swirler. This approach is also followed in the present work, see
Sect. 3.
Figure 2.2: Sketch of a typical swirl induced flow field within a gas turbine combustor.
Black dashed lines represent inner (IRZ) and outer (ORZ) recirculation zones. Thick
black lines show expanding main flow. SP: Stagnation point. Figure adapted from [84].
Fig. 2.2 schematically shows the typical flow field within a swirl-stabilized combustor. The
rotational movement around the central axis causes a centrifugal force on fluid elements
within the swirling flow. This centrifugal force causes a positive radial and axial pressure
gradient. For a critical swirl number S > 0.6, the axial momentum of the main flow is no
longer capable to overcome the increase in axial pressure gradient [68]. Consequently, this
results in a local flow reversal that establishes an inner recirculation zone (IRZ). The IRZ
expands radially with increasing axial distance, which leads to a reduction of the axial
pressure gradient. As a result, the pressure gradient has a zero-crossing at the stagnation
point (SP), which limits the axial length of the IRZ. This length is strongly dependent
on the geometry of the inlet duct [53]. Additionally, in a confined combustor, an outer
recirculation zone (ORZ) is formed near the shear layer between the combustor liner and
the main inflow. In the shear layers of the IRZ and ORZ, flow velocities are significantly





This section covers fundamental aspects regarding liner design and heat transfer processes
occurring within the combustor. The necessity of wall cooling is outlined, followed by a
brief description of the concept of effusion cooling.
Typically, high temperature alloys such as Hastelloy X, Nimonic 75 or Inconel are used for
the liner which resist temperatures up to 1100 K. These materials are usually coated with
a thin layer of ceramic thermal barrier coating (TBC), consisting of e.g. yttrium stabilized
zirconium, which leads to a reduction of the metal temperature by approximately 40 −
70 K. As the gas phase temperatures exceed this limit by far, the combustor liner has
to be cooled. Considering that for a modern engine, up to 40% of the air flow from
the compressor is used for cooling [25], the need for efficient cooling techniques becomes
obvious. Increasing the pressure ratio to achieve higher cycle efficiency aggravates this
need due to the increased temperature of the air flow due to compression, which leads
both to higher adiabatic flame temperatures, see Sect. 2.1.2.3, and increased cooling air
temperature which drastically lowers the cooling efficiency [25].
One of the most promising approaches is the use of effusion cooling using angled holes as
shown in Fig. 2.3. Within this approach, the combustor liner features a regular pattern
of closely spaced holes with diameters in the sub-mm range. Compressor bleed air is
injected trough this hole array which provides two dominant cooling mechanisms: (I)
Heat is removed from the effusion cooled liner due to forced convection within the holes.
Using angled holes greatly increases the surface area within the holes, maximizing the
amount of heat that can be extracted. E.g. a hole drilled at 20◦ has almost threefold
surface area compared to a hole drilled perpendicular to the wall [104]. (II) Providing
the spacing between holes is close enough and the emerging jets from the holes do not
penetrate too far into the combustor, a film is formed along the surface of the wall which
isolates the wall from the hot products of the flame [104].
Figure 2.3: Sketch of a flow through angled effusion cooling holes (blue). Hot and cold
gas side indicated by h and c.
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Typically, effusion cooling is described using dimensionless similarity parameters. These
are the blowing ratio M , momentum ratio I and density ratio R given in Eq. (2.12),
where ρ and v denote the density and the velocity on the hot (h) and cold (c) side of the












The blowing ratio describes the ratio of the mass flux between the hot and cold side of the
effusion cooled liner. The momentum ratio is a measure for the tendency of the cooling
air jets to lift off the wall. Tab. 2.1 summarizes the investigated ranges of blowing,
momentum and density ratios obtained from selected publications in the literature to
provide a guideline of typical values. Unfortunately, typical ranges for these parameters
from commercial combustors are not readily available due to intellectual property rights
(IPR) issues. One notable exception is the dissertation of Martiny [113], whereM = 0.5−3
and I = 0− 3.83 is reported for the BR-715 by Rolls-Royce.
Table 2.1: Investigated range of blowing and momentum ratios for selected publications.
Asterisks denote values that have been calculated using Eq. (2.12) based on the reported
parameters.
Author M I R
Andreini et al. [9] 0.5-5 0.16-25* 1-1.5
Behrendt et al. [14] 0.5-4.2 0.03-9.38* 1.88*
Huang et al. [87] 0.5-2.5 0.187-4.7 1.33*
Kakade et al. [95] 0.48-2 0.23-4* 0.97-1.47
Scrittore et al. [141] 3.2-5.0 10.2-25* 1-1.08
Martin et al. [112] 0.3-1.5 0.06-2.1* 1.065-1.4
2.2 Diagnostics
Within this work, minimally intrusive advanced laser diagnostics are used to investigate
the phenomena involved in flame-cooling air interaction. This section summarizes funda-
mental principles of the employed methods. These are laser induced fluorescence (LIF)
of carbon monoxide (CO), nitric oxide (NO), hydroxyl radical (OH) and formaldehyde
(CH2O), and ro-vibrational coherent anti-Stokes Raman spectroscopy (CARS) with N2
as a resonant species. Additionally, the influence of optical resolution of the used imag-
ing systems on spatial gradients is discussed. The description focuses on aspects that
are relevant for the understanding of the experimental investigations performed in this
thesis rather than providing information about the underlying fundamental physics, such
as quantum mechanics and electrodynamics, which are described in great detail in the
literature, e.g. in the fundamental textbooks [41,42,74,85,115].
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2.2.1 Laser Induced Fluorescence
This section describes the fundamentals of laser induced fluorescence (LIF) and addresses
important notions regarding the molecules of interest for this work, which are carbon
monoxide (CO), nitric oxide (NO), formaldehyde (CH2O) and the hydroxyl radical (OH),
respectively. As the investigations presented in Sections 4, 5 and 6 partially rely on
simulation of LIF signals and excitation spectra, these aspects are discussed in detail.
2.2.1.1 General Description
For all molecules of interest, an electronic transition is excited by resonant absorption
of an incident laser photon. This absorption process defines the high selectivity of LIF
measurements, as transitions may be selected that have no to little influence on other
molecules within the measurement volume. The excitation to an electronically higher
eigenstate causes a change in the Boltzmann distribution which does no longer correspond
to the distribution for thermal equilibrium. Population distributions outside thermal
equilibrium have a short lifetime and relaxation processes start to re-establish thermal
equilibrium. These processes have to obey conservation of energy, i.e. the excess energy
has to be transferred. The most dominant relaxation processes are collisional quenching,
rotational and vibrational energy transfer (RET, VET) and spontaneous emission, the
latter being the LIF signal that is to be measured. This is summarized in the definition of
the fluorescence quantum yield, which is described by the ratio of spontaneous emission
rate to the sum of rates of the concurring processes. Precise knowledge of this parameter
is usually inaccessible experimentally, as it involves measuring the local temperature and
species mole fractions of all major colliders. Spectroscopically, molecular transitions are
not infinitely sharp but are - in addition to their natural line width - subject to broadening
mechanisms such as Doppler or collisional broadening. Additionally, the lasers used for
excitation also have a finite bandwidth which has to be accounted for as it impacts the
efficiency with which a transition is excited. Spontaneous emission is an isotropic process
and as such the detected signal intensity depends on the collection angle and efficiency of
the detector which imposes the constraint, that LIF measurements are never calibration-
free [74].
2.2.1.2 CO-LIF
In Sect. 5, quantitative CO mole fraction measurements by means of CO-LIF are pre-
sented to investigate the influence of effusion cooling air mass flow on the thermochemical
state within various regions of the combustor. Due to the low number densities expected
at the given conditions, see Sect. 2.1.2.3, stringent requirements on sensitivity as well
as precision and accuracy are imposed onto the measurements. To achieve acquisition of
high quality data, detailed knowledge of the spectroscopy of CO is required, as discussed
in the following. The calibration procedure and a discussion on the resulting uncertainties
is presented in Sect. 5.
Fig. 2.4 shows the energy levels of the first three electronic eigenstates of the CO molecule
and two different excitation/detection schemes. Exciting the transition A1Π← X2Σ+ by
15
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Figure 2.4: Electronic and vibrational energy levels of the CO molecule. Solid lines:
Excitation; Dashed lines: Emission. Red: single-photon excitation A1Π← X2Σ+, Blue:
two-photon excitation B1Σ+ ←← X1Σ+.
absorption of a single photon would require a wavelength of ≈ 154 nm, i.e. in the vacuum-
UV (VUV) region. This is impractical for several reasons: VUV radiation is absorbed
nearly immediately in the optically dense medium within a gas turbine combustor [159].
Additionally, the transmission efficiency of the quartz glass windows surrounding the
measurement volume, see Sect. 3, is significantly reduced for wavelengths shorter than
220 nm [84]. Furthermore, subsequent fluorescence from the A state to the vibrational
bands in the electronic ground state is also in the VUV regime, which poses problems
with common imaging systems.
As an alternative, a scheme may be employed that excites the B1Σ+ ←← X1Σ+ transition
in the Hopfield-Birge system by simultaneous absorption of two photons around 230.1 nm
with subsequent detection of fluorescence in the Ångström band, i.e. from the excited B
state to the vibrational levels of the electronic A state. This approach is widely used in
combustion research, e.g. in [13, 54, 59, 79, 114, 142], and has also been successfully used
for atmospheric investigations on flame-wall interaction at RSM2, e.g. in [90,97,110,146].
Unlike for other molecules such as OH and NO, there is no spectroscopic simulation code
publicly available for CO. For this reason, a code has been developed that closely follows
the procedures described in the dissertation of Carrivain [31] and a publication by Voigt
et al. [159] which have been validated within the required temperature and pressure range
relevant to this work. Individual parts of the code as well as resulting excitation and
emission spectra are verified against available data from these references.
Spectral simulation The CO-LIF signal intensity in s−1 can be expressed using Eq.
2.13, where ξ characterizes the net detection efficiency due to transmission losses and
limited collection angle. NCO, σ̂(2), IL, νL and η(T,p) denote the CO number density, the
two-photon absorption cross-section, the laser intensity, the laser center frequency and
the fluorescence quantum yield, respectively [31, p. 44]. Note that the equation does not
2Reaktive Strömungen und Messtechnik / Reactive Flows and Diagnostics.
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The fluorescence quantum yield η is computed using the Stern-Volmer equation given
in Eq. (2.14) and includes contributions from the Einstein-A coefficient, quenching rate
Q and the photoionization rate Ri [159]. The latter describes the concurring process of
resonance enhanced multi-photon ionization (REMPI), a process that involves ionization
within the B-state by absorption of an additional photon [47]. Influence from predissocia-
tion and stimulated emission is neglected as the quenching and ionization rates dominate
at pressures above 100 mbar. Unfortunately, VET and RET rates for CO are insuffi-
ciently studied for the B-state. Comes et al. report a cross section of 6.1Å2 for VET
from A2Π(v′ = 1) to A2Π(v′ = 0) induced by collisions with N2 [35]. Sun et al. report
a RET cross section of 3.13Å2 for energy transfer from J ′ = 2 to J ′ = 1 within the
A1Π(v′ = 3) state from collisions with Ar [151]. It is assumed that the VET and RET





For the calculation of the quenching rate, quenching cross-sections and their temperature
dependence for collisions with Ar, Kr, Xe, H2, N2, O2, CO, H2O, CO2 and CH4 are taken
from Settersten et al. [143]. The quenching rate is calculated using Eq. (2.15), where Ni
is the number density of the collider with the temperature dependent quenching cross-
section σQ,i at a mean relative intramolecular velocity of v̄i, where Mi denotes the molar














Fig. 2.5 shows the temperature dependent quenching cross-sections for the included
species and resulting total quenching rates at 1800 K in the pressure range 1− 10 bar. In
comparison to the data from Carrivain, no difference in the calculated quenching cross-
sections is observed. Total quenching rates calculated using Eq. (2.15) are slightly below
the values reported by Carrivain, which might be an artifact arising from digitizing Fig.
2.24 in [31].
The photoionization rate is expressed by the product of the ionization cross section σJ ′i
and the photon flux Ĩ = IL/hν, see Eq. (2.16).
R = σJ ′i · Ĩ (2.16)
Within this work, the ionization cross-section is assumed to be J ′′-independent. A con-
stant value of 1× 10−17 cm−2 is used, which corresponds to the J ′′-averaged value for
J ′′ = 0 − 8 and J ′′ = 12 [44]. Voigt et al. report a deviation from the J ′-averaged value
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Figure 2.5: Collisional quenching cross-sections for implemented species at varying tem-
perature and atmospheric pressure (left) and resulting quenching rate Q for varying
pressure at 1800 K (right). Chemical composition: 78% N2, 8% CO2, 10% H2O, 4% CO.
Symbols: calculated values. Lines: comparison data from Fig. 2.23 and 2.24 in [31].
of ≈ 40 − 60% for J ′′ = 9 − 11 within their experiment [159]. However, no systematic
investigation is conducted whether this deviation is linear with the photon flux, thus it
is not clear if the reported variation in ionization cross section is of fundamental nature.
As this effect is only relevant for the comparison between excitation scans and simula-
tions and not for signal computations with a fixed excitation frequency, no impact on the
simulated LIF signal is to be expected.
Fig. 2.6 shows the resulting variation of the fluorescence quantum yield η with respect to
temperature, pressure and laser intensity. As can be observed, increased photo-ionization
reduces the dependency on collisional quenching at the cost of reduced net fluorescence
quantum yield. The obtained values agree well with those reported in Fig. 2.26 [31].
The two-photon absorption cross-section σ̂(2) for a given transition in ground state
v = 0, J ′′ is modeled using Eq. (2.17) [31, p. 34]. Note that the definition of the laser line
overlap integral is omitted at this step and included later.




2J ′′ + 1 (2.17)
In this equation, σ(2)0 denotes the spectrally integrated 2-photon cross section with a value
of 1.5× 10−35 cm4 [45]. In accordance with [31] and [159], the second-order intensity
correlation factor G(2) is set to a value of 2. fJ ′′ represents the ground state Boltzmann
fraction. Assuming linear polarization of the excitation source, the two-photon Hönl-
London factors for the O, Q and S branch of a 1Σ+ ←←1 Σ+ transition may be simplified
by assuming that the transition dipole moment for linear polarization is much larger than
for circular polarization, i.e. µl  µc [107]. This assumption yields the Hönl-London-
Factors S(2)J ′J ′′ for the O−, Q− and S−branch transitions given in Eq. (2.18), where the
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Figure 2.6: Variation of fluorescence quantum yield η at varying temperature and at-
mospheric pressure (left) and varying pressure at 1800 K (right) for three different laser
intensities. 2.6% CO in dry air atmosphere for both cases. Symbols: data created using
Eq. (2.14). Lines: comparison data from Fig 2.26 in [31]. Note that the difference at
2 bar is an artifact from linear interpolation of the data from [31], which does not include
a value at this pressure.













Effectively, this suppresses S- and O-branch transitions and the term S(2)J ′J ′′/(2J ′′ + 1) in
Eq. (2.17) is reduced to the J ′′-independent value 1/9 for Q-branch transitions. This
implies that the J ′′ dependence of the 2-photon absorption cross-section is determined by
the Boltzmann fraction fJ ′′ only. Calculating line positions and Boltzmann fractions re-
quires a model for the rotational, vibrational and electronic eigenstates of CO. Rotational
energies F and vibrational energies G are computed using Eq. (2.19). Constants for the
computation are listed in Tab. 2.2.
F (v′′,J ′′) = BvJ ′′(J ′′ + 1)−DvJ ′′2(J ′′ + 1)2 +HvJ ′′3(J ′′ + 1)3 + LvJ ′′4(J ′′ + 1)4
G(v′′) = ωe(v′′ + 0.5)− ωexe(v′′ + 0.5)2
(2.19)
Boltzmann fractions fJ ′′ are calculated using Eq. (2.20), which assumes validity of the
Born-Oppenheimer approximation.




Here, Qe, Qv and Qr denote the electronic, vibrational and rotational partition function,
respectively. Vibrational and rotational partition functions are computed by the sum of
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Table 2.2: Constants for rotational and vibrational energy levels of the CO molecule for
electronic ground state X and excited state B in cm−1.
Const. X B Ref.
Bv 1.9225 1.9481153 [156], [6]
Dv 6.1211× 10−6 6.7133× 10−6 [156], [6]
Hv 5.7536× 10−12 – [156]
Lv 1.0340× 10−17 – [156]
ωe 2169.81 2161.75 [51]
ωexe 15.164 39.84 [51]
states of the first four vibrational bands v′′ = 0 − 3 and J ′′ = 0 − 65 for the rotational
energies within the electronic ground-state (Qe = 1). Even at a temperature of 2500 K,
higher states are not significantly occupied. The relative population of states with v′′ ≥ 3
is ≤ 1.8% and ≤ 0.13 for J ′′ ≥ 65 at v′′ = 0.
Due to broadening mechanisms, the transitions are not strictly sharp but show a finite
linewidth. In the relevant temperature and pressure range for most applications, Doppler
and collisional broadening are the dominant broadening mechanisms. The appropriate
line shape for Doppler broadening for a given transition i is a Gaussian with a FWHM






Here, νi denotes the center frequency of transition i in cm−1 and mCO the mass of a CO
molecule in kg.
Collisional broadening ∆σC and shift ∆σS are simulated using Eq. (2.22) with data for
collisions with N2, CO2 and CO from Di Rosa et al. [46]. Unfortunately, no data is
available for collisions with O2 and H2O. Following the argumentation of Carrivain [31],
the values for broadening and shift from N2 are used for O2 as well due to the similar










∆σC is used as a FHWM value for a Lorentzian form function that is used for a convo-
lution of every transition. Transition center frequencies are shifted individually by the
values obtained for ∆σS. Fig. 2.7 shows results for Doppler and collisional broadening as
3In [31] the reasoning is, that CO B −X transitions are similar to NO A −X transitions, judged by
their dipole moment. Additionally, intermolecular forces are equivalent for CO(X)−N2 and NO(X)−N2.
H2O as a molecule with high polarity lead to stronger broadening and shift due to higher intermolecular
interaction potential. For NO(X)−H2O collisions, the broadening and shift values are 30% higher as
for NO(X)−N2. This relative increase is assumed to be true for CO(X)−H2O as well allowing to
extrapolate the broadening and shift parameters from N2 to H2O.
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obtained by Eq. (2.21) and Eq. (2.22) for a temperature range between 300 K and 1800 K
at atmospheric pressure as well as collisonal broadening at 1800 K with pressure varying
from 1 bar to 10 bar for a comparison with data4 reported in [31].
Figure 2.7: Collisional (black triangles) and mean Doppler broadening (red circles) for
Q-branch transitions in the B−X system of CO at varying temperature and atmospheric
pressure (left) and varying pressure at 1800 K (right). 5% CO in N2 atmosphere for both
cases. For verification, the right plot shows data extracted from Table 2.22 in [31] (line)
and computation using the implemented code (circles).
To create the excitation spectrum, Eq. (2.13) is solved for Q-branch transitions with
v′′ = 0 and J ′′ = 0 − 65. A stick spectrum is generated by creating a wavenumber
array for each transition with a resolution of 0.005 cm−1 and assigning the J ′′ dependent
intensity at the closest match of the center frequency νJ ′′ on the wavenumber grid. Q-
branch transition center frequencies are calculated by subtracting the energies obtained
for the B-state from those obtained for the X-state using Eq. (2.23).
νJ ′′ = Te +G(v′,J ′)−G(v′′,J ′′) + F (v′,J ′)− F (v′′,J ′′) (2.23)
In this equation, Te + G(v′,J ′) − G(v′′,J ′′) corresponds to the electronic energy of the
B state plus the difference in vibrational energy for v′′ = v′ = 0 amongst the involved
electronic states which is 86 916.198 cm−1 [6]. The individual transitions are shifted by ∆σs
to account for collisional shift and subsequently convolved with the line shape functions
for Doppler and collisional broadening. In a last step, the final spectrum is created
by summation over all transitions and convolution with the laser bandwidth, which is
assumed to be Gaussian. For a two-photon process, the appropriate width is ∆ν̂L =√
2∆νL as a consequence of the convolution of the laser line shape with itself. Fig. 2.8
shows the simulation of excitation spectra step-by-step.
In addition to excitation spectra, the code optionally allows to simulate LIF emission
spectra to aid the design process of a bandpass filter used in the detection system. Emis-
sion from the B to the A state follows the selection rules for one-photon transitions,
4Doppler broadening is also given in Table 2.22 in [31], but it is assumed that the reported value of
0.353 cm−1 is incorrect as it is inconsistent with the data in Fig. 2.20 on the same page. Plotted Doppler
broadening values agree with calculated values using Eq. (2.21).
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Figure 2.8: Step-wise demonstration of the simulation of two-photon excitation spec-
tra for CO B − X transitions. (a) shows the stick spectrum which is convolved with
the appropriate line shapes for collisional and Doppler broadening after accounting for
collisional shift to create spectrum (b). For better visibility, only every 5th J ′′ is shown.
Spectrum (c) is generated by summation over all J ′′ transitions. This is subsequently
convolved with the appropriate laser line shape function to generate the final excita-
tion spectrum (d). Conditions for the simulation: atmospheric pressure, T = 2000 K,
∆νL = 0.5 cm−1.
i.e. ∆J = −1,0,+ 1, giving rise to a P, Q and R-branch. As VET and RET processes
are neglected, fluorescence results from a single laser excited state. Intensities for these
branches are calculated using Eq. (2.24) [31].
Iv′,J ′ = Av′v′′
SJ ′J ′′
2J ′′ + 1gJ
′′ (2.24)
Here, Av′v′′ denote the Einstein-A coefficients for a vibrational transition from A(v′) ←
B(v′′) and SJ ′J ′′ the Hönl-London-factors for 1Π←1 Σ+ transitions given in Eq. 2.25 [31].
SP =
J ′′ − 1
4
SQ =
2J ′′ + 1
4
SR =
J ′′ + 2
4
(2.25)
Due to a finite bandwidth of the excitation laser, typically multiple overlapping J ′′ are
excited. This is especially true when exciting near the band head to achieve high signal
intensities. Thus, the laser line overlap integral gJ ′′ is used to weigh individually created
emission spectra for every B −X transition with J ′′ = 0− 65 to create a final spectrum.
Creating the emission spectrum is similar to the process described for the excitation
spectra. Transition center frequencies are obtained by subtracting the energy levels in the
B-state from the respective A-state levels using Eq. 2.23. For the calculation of A state
energies, constants from Le Floch are used [103]. Einstein-A coefficients for the vibrational
transitions are extracted from Da Silva et al. [38]. The used values are summarized in Tab.
2.3. Lambda-doubling in the A1Π state is typically accounted for by the parameter qv by
introducing a term ±12qvJ
′′(J ′′ + 1) to F (v′′,J ′′) in Eq. (2.19). In this context, Lambda-
doubling is ignored due to the fact that the wavenumber resolution for the simulation of
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Table 2.3: Constants for energy levels of the CO molecule within the A-state in cm−1
and corresponding Einstein-A coefficients in s−1.
v′ 0 1 2 3 4 5
Tv′ 64 748.1333 66 230.3506 67 677.5003 69 089.9702 70 467.5285 –
Bv′ 1.604147 1.581374 1.558362 1.535046 1.511619 –
Dv′ × 106 7.351 7.462 7.584 7.700 7.879 –
Hv′ × 1011 −1.08 −1.37 −1.37 – – –
qv′ × 105 2.3 −2.85 – −1.44 −2.61 –
Av′v′′ × 106 1.171 2.321 2.579 2.104 1.407 0.819
emission spectra is limited by the resolution of a typical spectrometer and can thus be
assumed larger than the typical energy difference introduced by Lambda-doubling. To
extend emission spectra simulation to transitions with v′ = 0− 5, values in Tab. 2.3 have
been linearly extrapolated to extract constants for v′ = 5. Emission spectra are simulated
on a wavenumber grid with 0.05 cm−1 resolution for accurate placement of the center
frequencies of B − A transitions to create stick spectra. These spectra are subsequently
summed and convolved with a Lorentzian line shape with ≈ 1 nm FWHM to approximate
the apparatus function of a typical spectrometer. The choice of the line shape is somewhat
arbitrary. The justification to use a Lorentzian rather than a Gaussian is that it gives a
better fit to experimental data available in the literature, see Fig. 2.13. Fig. 2.9 shows
examples of resulting simulated emission spectra after excitation of different ground state
J ′′. A strong dependence with respect to center frequencies of the vibrational bands is
Figure 2.9: Simulated emission spectra with varying excitation frequencies at ∆νL =
0.5 cm−1. Black: J ′′ = 0 − 6. Multiple transitions excited due to close spacing of
rotational lines near the band head; Red: J ′′ = 20; Blue: J ′′ = 32. Other simulation
conditions: T = 2000 K, atmospheric pressure, 2.6% CO in dry air, 0.1 GW cm−2 laser
intensity. Spectrometer resolution 60 cm−1.
observed depending on the excitation center frequency. Exciting higher J ′′ leads to a shift
towards lower wavelengths and visible splitting of P-, Q- and R-branches. E.g. within the
(0,1) vibrational band, which is commonly used in detection due to its high Einstein-A
coefficient and reduced interference with C2 Swan-band emission, the Q-branch emission
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wavelength is shifted by ≈ 9 nm. This is an important point to consider when using
narrow-band filters for detection when doing line scan measurements. Fig. 2.10 shows
the potential impact of different detection schemes on measured excitation spectra. For
Figure 2.10: Simulated CO two-photon LIF excitation scans with two different sim-
ulated detection filters. Left: excitation scans obtained with a longpass filter (black)
and bandpass filter (red); Right: Emission spectra for three selected transitions J ′′ = 10
(black), J ′′ = 36 (red) J ′′ = 50 (blue). Locations of these transitions indicated by colored
arrows in left plot. Filter pass bands represented by shaded areas.
this analysis, two different filter types are simulated: (a) a longpass filter with a rising edge
at 465 nm and (b) a bandpass filter with a pass band between 478 nm and 500 nm. Both
filters are simulated with an edge steepness of 2 nm. While the excitation scan with the
longpass filter approximates the ideal excitation spectrum very well, significant impact
is observed for the simulated bandpass filter, where the measured spectrum features a
characteristic drop of the LIF signal in the region of J ′′ = 10 − 45. This behavior
results from the shift of vibrational emission bands when exciting higher ground state
J ′′s. Exciting near the band head at J ′′ = 10, the (0,1) transition is well isolated within
the pass band. At J ′′ = 36, the (0,1) vibrational band is shifted outside of the pass band
towards lower wavelength and the (0,2) is not yet shifted far enough to enter the pass
band at the falling edge of the filter. Exciting even higher J ′′s, the (0,2) vibrational band
- starting with the R-branch - enters the pass band, consequently the excitation scan
signal recovers. At J ′′ = 50, the (0,2) vibrational band is completeley within the pass
band. As a validation of the influence arising from spectral filtering, Fig. 2.11 shows a
measured excitation scan in the exhaust of a fuel rich methane-air flame5 compared to
the bandpass filter simulation. As can be seen, the characteristic drop for intermediate
J ′′ values is also visible in the experiment. Note that the exact experimental laser line
width is unknown, leading to differences in peak-to-valley contrast of rotational lines. The
simulated spectrum is computed with ∆νL = 0.3 cm−1.
As further validation of the simulation code, a comparison to measured excitation and
emission spectra is presented in the following. Fig. 2.12 shows a comparison to excitation
5T = 2127 K, P = 1 bar, XCO2 = 0.062, XN2 = 0.67, XH2O = 0.19, XCO = 0.045, XH2 = 0.0273.
Equilibrium mole fractions and temperature calculated using CANTERA [63] in conjunction with GRI-
MECH 3.0 reaction mechanism [148]. Thanks to Florian Zentgraf for providing the experimental data.
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Figure 2.11: Comparison of simulated and measured excitation spectra for CO two-
photon LIF. Red: simulated excitation scan with bandpass filter, cf. Fig. 2.10; Black:
Measured CO excitation spectrum using a comparable bandpass filter.
spectra at 1 − 5 bar acquired in the exhaust of a pressurized McKenna burner operated
with a fuel-rich methane-air flame (Φ = 1.4) using an excitation laser with a band width
of 0.05 cm−1 FWHM.6 For the simulation, the chemical composition has been calculated
using CANTERA, see Sect. 2.1.2.3. With a residual in the order of ±0.1 of the peak
Figure 2.12: Verification of CO two-photon LIF excitation spectra at three different
pressure levels. Black: experiment; Red: simulation; Gray: residual. Curves normalized
to peak of simulated spectra.
normalized spectra, the simulation agrees reasonably well with the experiment. The oscil-
lations visible in the residual resemble the structure of the rotational lines. This suggests
that the line shape is inadequately computed which might be a result of a different tem-
perature - which affects Doppler and collisional broadening - and/or chemical composition
- that affects collisional broadening - between experiment and simulation, e.g. due to heat
loss of the flame.
Fig. 2.13 shows a comparison between simulated emission spectra and data from Rosell
et al. [132] and Voigt et al. [159]. In comparison to Rosell’s data, the agreement between
6Thanks to Dr. Johannes Heinze, DLR Cologne, for providing the experimental data.
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simulation and experiment is within 10%. For the first three vibrational bands, this un-
certainty arises mainly from the shape of the transition dominated by the spectrometer
resolution. For the (0,3) vibrational band, the peak is over estimated by ≈ 12%. This
may be a result of uncertainties in the relative variation of Einstein-A coefficients or inac-
curacies in the measured spectra. Additionally, peaks left and right of the (0,0) transition
result form residual radiation of the fundamental frequency of the used Optical Parametric
Oscillator (OPO) for excitation which impacts the measured spectral shape of the (0,0)
and (0,1) transition. In Voigt et al. [159], no wavelength dependent detection efficiency is
reported, thus a comparison of the intensities between simulation and experiment can not
be conducted. However, this comparison verifies the wavelength shift in emission spectra
introduced due to a different excitation scheme. In their paper, they use sum-frequency
mixing of the third harmonic of an injection seeded pulsed Nd:YAG laser and the funda-
mental wavelength of a dye laser at 654 nm to generate radiation around 230.1 nm with
a bandwidth of ∆νL ≤ 0.05 cm−1 which is below the rotational line width even at at-
mospheric pressure, allowing to excite single J ′′ transitions. The emission spectrum is
recorded after excitation of J ′′ = 32. The difference in location of Q-branch transition
peaks between simulation and experiment is ≤ 0.5 nm. Note that this difference may as
well be a result of digitizing the plot published in [159].
Figure 2.13: Left: comparison between simulated spectra using the proposed code and
data from Rosell et al. [132]. Solid lines represent measurements at 0.1 bar pure CO
after excitation around 230.1 nm with a bandwidth of ∆νL = 4 cm−1 (J ′′ = 0 − 17).
Red line shows simulated emission spectrum with 60 cm−1 resolution using the proposed
code multiplied by the efficiency curve reported in Fig. 3 of [132] to account for their
wavelength dependent detection efficiency. Right: Comparison to Voigt et al. [159] with
narrow-band excitation of Q(23) with ∆νL = 0.05 cm−1. No wavelength dependent
detection efficiency reported. For both cases, spectra have been peak-normalized. Data
digitized from publications using [130].
Interferences Aside from the desired CO fluorescence signal, interferences may arise
from different sources, which under certain circumstances limit the applicability of the
method. Two of these interferences is C2-LIF and C2 chemiluminescence. While the latter
may easily be suppressed by temporal gating of the detection system, interference from
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C2-LIF is superimposed on the CO-LIF signal on the same time scale. Even though C2
is only a minor species in the presented premixed methane-air flames in Sect. 2.1.2.3, C2
may be photolytically produced by UV radiation around 230.1 nm [23]. For this reason,
commonly the (0,1) vibrational band is isolated using a narrow bandpass filter around
484 nm to minimize this influence on the detection side by suppressing C2 Swan-band
emission at the cost of reduced signal intensity. Additionally, photolytic production of
CO by dissociation of CO2 may introduce an artificial increase in the measured LIF
signal [118]. This effect is further investigated and discussed in Sect. 5.
2.2.1.3 NO-PLIF
In this work, NO-PLIF is used for the investigation of mixing effects in Sect. 4 by seeding
the effusion cooling air with NO. As LIF signals are proportional to the number density
rather than the mole fraction, a careful excitation line selection must be made to achieve
proportionality between the measured LIF signal and the quantity of interest, namely the
effusion air mole fraction. This is achieved by simulating excitation and emission spectra
of NO using LIFSim 3.17 by Bessler et al. [16]. The following paragraphs describe the
features of LIFSim and the general structure how spectra are simulated. The procedure
of selecting a proper transition is described in Sect. 4.
Spectral simulation LIFSim uses a three-level non-transient linear model for simu-
lation of excitation spectra and LIF signals. The code features temperature dependent
collisional broadening and shifting using data from [46] and [32] for collisions with O2,
H2O and N2. For CO2, CO and CH4, calculated values from semi-classical phase-shift
theory are used. Electronic quenching is accounted for by using temperature dependent
cross-sections from a harpoon model [122] for collisions with N2, O2, CO2, CO, H2O,
NO, NO2, N2O, NH3, NH, O, H, OH and CH. The model assumes, that the fluores-
Figure 2.14: Energylevels of the NO molecule for spectral simulation with LIFSim.
b12, b21 and Q21 denote the stimulated absorption, stimulated emission and quenching
rate between the lower state 1 and upper state 2. A23,i corresponds to the Einstein-
A coefficients from the laser excited state to rovibrational states within the electronic
ground state. Figure adapted from [16].
cence quantum yield is dominated by electronic quenching, i.e. no other non-radiative
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loss mechanisms such as VET or RET are implemented. Consequently, emission spectra
result from relaxation from a single upper state to all possible rotational and vibrational
levels within the electronic ground state, see Fig. 2.14. LIFSim supports transitions from
v′′ = 0−11 to v′ = 0−1 with J ′′ ≤ 50.57 within the A2Σ+ ← X2Π system. The laser line
shape is modeled as a Voigt profile, where the Gaussian and Lorentzian contribution may
be parametrized indiviudally. For multiple overlapping transitions, the code computes the
line overlap and integral for all contributing tranisitions to compute the total LIF signal
and the corresponding emission spectrum [16].
Fig. 2.15 shows an example of an excitation spectrum in the wavelength region be-
tween 44 150 cm−1 and 44 300 cm−1 and an emission spectrum after excitation around
44 227.5 cm−1.
Figure 2.15: Excitation and emission spectrum - after excitation of the transition in-
dicated with a black arrow - of NO simulated with LIFSim. T = 2000 K, p = 1 bar,
Gaussian laser line shape with 0.2 cm−1 FWHM.
2.2.1.4 OH-PLIF
OH-PLIF is likely to be one of the most common measurement techniques in laser based
combustion diagnostics.8 For this reason, the spectroscopy of OH is well-known and
various codes to simulate excitation and emission spectra, such as LIFBASE by Luque et
al. [108] or LASKIN by Bülter et al. [28], are publicly available.
Three different excitation schemes are commonly employed in the literature which vary in
their respective vibrational band used for excitation. Exciting the (0,0) band in the A−X
electronic system around 308 nm has the advantage of the highest Franck-Condon factors,
yielding high signal strength. However, absorption of incident photons for excitation and
re-absorption of fluorescence photons, an effect known as signal trapping, poses issues
especially under circumstances with high OH number densities and long absorption path
lengths. Excitation of the (3,0) band around 248 nm shows strong predissociation and
7LIFSim uses Hund’s case (a) for notation of rotational lines.




consequently low fluorescence quantum yields. Additionally, interference from O2 LIF may
not be negligible in lean flames, particularly at increased pressure levels [11]. For these
reasons, the excitation of (1,0) transitions in the A2Σ ← X2Π system using frequency-
doubled dye lasers has become the de facto standard in OH-LIF measurements. This
excitation scheme was also selected for the investigations presented in Sect. 4 and 6.
Within this work, OH-PLIF is used in conjunction with absorption measurements to
achieve quantitative OH number density measurements. This approach, which is further
discussed in Sect. 4, requires detailed knowledge about the spectroscopy and influencing
factors for the LIF signals which is presented in the following paragraph.
Spectral simulation The intensity of the OH-LIF signal SOH may be expressed by Eq.
(2.26) [83].
SOH = INOHfi(T )DiBijηij(p,T )gij(P,T )ξ (2.26)
Here, I and NOH denote the laser intensity and OH number density, respectively. For a
given transition from ground state i to excited state j, fi(T ), Di, Bij, ηij, gij describe
the Boltzmann fraction and degeneracy of the ground state, the Einstein-B coefficient,
fluorescence quantum yield and laser line overlap integral, respectively. The parameter
ξ accounts for the efficiency of the detection system due to limited collection angle and
transmission losses.
For flames at atmospheric pressure and above, electronic quenching is the dominant loss
mechanism for the fluorescence quantum yield, reducing the definition given in Eq. (2.14)
to Eq. (2.27), where Av′v′′ denotes the Einstein-A coefficient within the detection pass-
band and ∑Av′v′′ the total emission rate. Q refers to the quenching rate which depends





Quenching cross-sections for collisions with N2, O2, H2O, H2, CO2, CO, CH4, H and
OH are obtained from Tamura et al. [152]. Spectroscopic constants such as Einstein
coefficients, temperature dependent Boltzmann factors and line positions are calculated
using LIFBASE [108].
Calculating the laser line overlap integral requires a model for the transitional line shapes,
which are dominated by Doppler, see Eq. (2.21), and collisional broadening. Collisional
broadening is modeled with a Lorentzian line shape with an FWHM calculated using a









Due to lack of detailed collisional broadening coefficients for major colliders, data from
Atakan et al. [11] was used. In their publication, they report a second order polynomial
dependent on the rotational quantum number N of the initial state for the FWHM 2γ0 at
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a reference temperature of Tref ≈ 2000 K for gas atmospheres encountered in the exhaust
of a stoichiometric methane-air flame:
2γ0
pref
= 0.083− 0.0026N + 8 · 10−5N2 cm−1/bar (2.29)
For the exponent n, Rea et al. report a value of 0.66 for the (0,0) vibrational band [129].
It is assumed that this value is also valid for the transitions in the (1,0) vibrational band.
This uncertainty is later addressed in section 4.2.6.1.
For simulation of excitation spectra in a wider range and subsequent comparison with line
scan measurements, LIFBASE is used. For the calculation of the spectral overlap, the
spectral region of interest is simulated with a custom code that greatly simplifies the pro-
cess because of a missing programming interface with LIFBASE. Additionally, LIFBASE
only allows to export spectra which are summed over all transitions, i.e. calculating the
spectral overlap of overlapping line pairs is possible, albeit respective contribution of the
transitions cannot be inferred. The code has the aforementioned equations implemented
and equivalence with LIFBASE has been verified by comparison of the simulated excita-
tion spectra. Fig. 2.16 shows an example excitation spectrum simulated with LIFBASE
for (1,0) vibrational band transitions within the A−X system.
Figure 2.16: OH-LIF excitation spectrum simulated with LIFBASE for (1,0) vibrational
band transitions within the A − X system in the spectral region between 35 100 cm−1
and 35 450 cm−1.
Absorption spectroscopy Resonant absorption of light when passing through a sam-
ple with the absorption coefficient kij(ν) for a transition ij and absorption path length
L is commonly described using the Beer-Lambert-Bouguer law of absorption given in
Eq. (2.30), where Tν describes the fractional transmission at frequency ν, i.e. the ratio
of the transmitted light intensity I and the incident intensity I0 at any given frequency







= exp (−kij(ν)L) (2.30)
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The differential form of Beer’s Law is given in Eq. (2.31), where dx denotes an infinitesimal
increment of the path length L:
dIν = −Iνkij(ν)dx (2.31)
The fact that absorption spectroscopy is used in conjunction with OH-PLIF imposes the
following conditions:
(a) The OH-PLIF signal is recorded using an intensified CCD camera and as such is
discretized on a uniform pixel grid.
(b) Absorption is measured by an energy reference that is spectrally integrated.
(c) The used laser has a spectral bandwidth that is in the order of the molecular tran-
sitions.
Condition (a) requires to introduce a discrete form of Eq. (2.31). For sufficiently fine
discretization, a Taylor-series expansion with only the linear term provides a good ap-
proximation of the absorption profile. The linearized discrete differential form of Beer’s
Law is given in Eq. (2.32), where m represents the index on a uniform grid and ∆x
corresponds to the grid spacing.
Im = Im−1 (1− kij,m(ν)∆x) (2.32)
This equation describes the local intensity I at index m by subtracting the absorbed
fraction from the local incident intensity Im−1.
The absorption coefficient kij(ν) can be described by Eq. (2.33), where h, k, c and T are
Planck’s constant, Boltzmann’s constant, the speed of light and the local temperature,
respectively. Ni corresponds to the number density of the absorbing molecule in ground
state i. Bij, νij and Φij(ν) represent the Einstein-B coefficient, the central frequency and




NiBij (1− exp (−hνij/kT )) Φij (ν) (2.33)
This equation can be further simplified for electronic transitions, where hνij  kT and






Here, the laser line overlap integral g is introduced to account for the normalized line
shape ΦL(ν) = φL(ν)/
∫∞




Φij (ν) ΦL (ν) dν (2.35)













The summation over all transitions q is introduced to account for all transitions that are
excited within the bandwidth of the laser.
For high line-of-sight absorption, the overlap integral g varies with the spatial coordinate
as the laser line shape exhibits a modulation when the absorption line width and the laser
line width are in a similar order [83]. This is modeled by modifying the spectral shape
of the laser by subtracting fractions r of the absorption line such that the integral of the






H(φL,m−1(ν)− rΦij,m−1(ν))dν ≡ Tm (2.37)
H denotes the Heaviside function to prevent the model from returning negative values
for the spectral shape of the laser. During evaluation, the parameter r is optimized in a
non-linear least squares fit to ensure the resulting spectral integral of the laser line shape
corresponds to the local laser intensity.
Fig. 2.17 shows the impact of the change in spectral overlap due to the modulation of
the laser line shape when passing through a cell with L = 10 cm and a homogeneous OH
number density of 1× 1016 cm−3 at T = 2000 K for various simulated laser linewidths. For
this visualization, a normalized line shape with a Doppler width of 0.3 cm−1 and collisional
broadening of 0.15 cm−1 has been assumed, see Eq. (2.29) and (2.21). For a very narrow
Figure 2.17: Impact of variation in local spectral overlap integral on the absorption
profile in a homogeneous cell. The left group shows the simulated absorption line in
color and the spectral profile of the laser in black for three different laser line widths
(top) and the variation of the laser profile due to absorption at various local intensities
(bottom). On the right, absorption profiles for all laser line widths are plotted with
respect to the absorption path length L without (dash-dotted) and including the effect
of local change in g (solid).
spectral profile of the laser, the spectral overlap integral does not vary significantly. With
increasing spectral width, the modulation of the laser profile becomes increasingly stronger
as the efficiency of absorption is reduced in the wings of the transitional line shape. As
a consequence, the transitional line shape is imprinted in the laser line shape at high
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absorption levels. At ∆ν = 0.5 cm−1, the line of sight integrated absorption deviates by
12%. At 0.75 cm−1, the deviation amounts to 28%.
2.2.1.5 CH2O-LIF
Within this work, CH2O-LIF is used in Sect. 6 as a marker for regions with significant
low-temperature chemistry. Formaldehyde is an organic compound occurring as an inter-
mediate species in the reaction mechanism of hydrocarbon fuels, see Sect. 2.1.2.3. In its
ground-state, CH2O is a planar molecule with NA = 4 atoms, leading to 3NA − 6 = 6
vibrational degrees of freedom [163]. The vibrational modes are schematically presented
in Fig. 2.18. From all molecules of interest, CH2O is the only non-diatomic and as
such spectroscopically the most difficult due to the many degrees of freedom leading to
a high spectral density of transitions. Despite the complexity, the electronic spectrum of























Figure 2.18: The six normal vibrations of X̃1A1 CH2O. Figure adapted from [117].
further details regarding the molecular structure of CH2O, the reader is referred to the
cited literature. Due to the complexity of the molecule, the nomenclature for rovibronic
transitions deviates from the notation used in the previous sections for diatomics. As
upper-case latin letters are used to symbolize the symmetry type, e.g. A1, electronic
states are notated with a tilde, e.g. X̃1 for the electronic ground state and Ã1 for the




, which corresponds to a
transition of normal vibration i from v′i ← v′′i . If multiple normal vibrational modes are







as a notation for
a simultaneous transition of normal vibration mode i from v′i ← v′′i and j from v′j ← v′′j .
For example, the 410 band within the Ã1A1 ← X̃1A1 electronic system denotes a transition
of vibrational mode 4 from v′′ = 0 to v′ = 1.
In the literature, three excitation schemes are commonly used:
(a) Excitation within the 410 band using XeF excimer lasers at 353 nm, e.g. [18,27,29].
(b) Excitation within the 410 band using the frequency-tripled output of an Nd:YAG
laser at 355 nm, e.g. [22,58,69,75].
(c) Excitation within the overlapping 210410 and 420610 bands using the frequency doubled
output of dye laser at 339 nm, e.g. [52,97,137,145].
Due to availability of equipment, a choice between excitation at 355 nm (b) and 339 nm
(c) has to be made. Excitation scheme (c) has several advantages over scheme (b): As
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radiation at 355 nm overlaps with rather weak rotational lines of CH2O only, an≥ 10 times
higher signal is expected for excitation around 339 nm. This is partly compensated by the
fact that Nd:YAG lasers typically emit higher pulse energies [122]. Furthermore, cross-talk
from polyaromatic hydrocarbons (PAH), which exhibit a broad excitation spectrum in the
UV, is reduced with excitation sources with a narrow band width such as dye lasers [58].
In principle, this could as well be achieved by injection seeding of the Nd:YAG laser.
However, such a laser is unavailable for the experiment. Another advantage of selecting
transitions at lower wavelengths is the better separation from broadband fluorescence
between 380 nm and 550 nm, reducing requirements on edge steepness of detection side
bandpass filters [122].
Spectral simulation To simulate LIF signals and excitation spectra, an approach sim-
ilar to the one described in Coriton et al. [36], which also has been used by Popp et
al. [126] and Kosaka et al. [98], is employed.
In principle, as CH2O-LIF is a one-photon transition, the LIF signal may be expressed
similar to Eq. (2.26). For a given transition ij, this equation may be written as:
SCH2O ∝ NCH2O fi(T )ηij(T )g(T )︸ ︷︷ ︸
=k(T )
(2.38)
Here, NCH2O describes the number density of CH2O, fi(T ), ηij(T ) and g(T ) correspond to
the Boltzmann fraction, fluorescence quantum yield and laser liner overlap integral. Unfor-
tunately, no collider specific information regarding collisional quenching and broadening
is available in the literature. Thus, it is assumed that every species has an equal quench-
ing cross-section and contribution to collisional broadening. Consequently, fi(T ), ηij(T )
and g(T ) only depend on temperature and may be summarized in a single temperature-
dependent correction factor k(T ).
Assuming a constant quenching cross-section for every collider, the quenching rate Q may














Furthermore it is assumed, that quenching is the dominant loss mechanism and as such
ηij(T ) ∝ 1/Q ∝ T 0.5.
For the calculation of the temperature dependent Boltzmann fraction and laser line overlap
integral, AsyrotWin [94] with spectroscopic data from Clouthier et al. [33] is used to
simulate absorption spectra in the temperature range between 300 K and 2000 K. The
procedure to create absorption spectra is as follows:
(a) Create stick spectra of all transitions in the spectral region of interest between
338 nm and 340 nm within the Ã1A2 ← X̃1A1 system, including contributions from
the 210410 and 420610 band.
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(b) Convolve every transition with a Gaussian of appropriate Doppler width as calcu-
lated using Eq. (2.21) and sum all transitions.
(c) Convolve the summed Doppler-broadened spectrum using a Lorentzian to account
for collisional broadening.
(d) Convolve with another Gaussian with the spectral bandwidth of the excitation laser
to include the laser line overlap in the simulation.
Fig. 2.19 shows an example absorption spectrum of CH2O around 339 nm.
Figure 2.19: Example absorption spectrum of CH2O simulated with AsyrotWin [94] at
T = 300 K. Upper row shows construction of spectrum with contributions from the 210410
and 420610 band with subsequent broadening. Doppler broadening 0.07 cm−1; Collisional
broadening 0.5 cm−1; Laser line width 0.5 cm−1. All values FWHM. Bottom plot shows
zoomed in window between dashed lines at 338 nm and 340 nm.
In principle, this procedure includes variations in ground-state Boltzmann population and
the laser line overlap integral from Eq. (2.38). Unfortunately, spectroscopic data for accu-
rate simulation of the line shape of transitions in the Ã1A2 ← X̃1A1 system is unavailable
in the literature. Thus, a Monte-Carlo simulation is conducted to provide a sensitivity
analysis of the temperature dependency arising from uncertainties in the laser line shape
(Gaussian) and collisional broadening (Lorentzian) contributions to the transitional line
widths. Within the Monte-Carlo simulation, the spectral simulation is coupled with a
laminar flame simulation as described in Sect. 2.1.2.3. This allows to estimate the error
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induced by various uncertainties in the spectral simulation on identification of regions
with significant low-temperature chemistry.
The parameters varied in the Monte-Carlo simulation are collisional broadening, as mod-
eled using the power-law given in Eq. (2.28), with 2γ0/Pref ∈ [0.045,0.45] cm−1 bar−1
and various temperature exponents n ∈ [0,1]. The range for collisional broadening co-
efficients is based on Co et al. [34], who reported a pressure broadening coefficient of
1.8× 10−4 cm−1 Torr−1 = 0.135 cm−1 bar−1 for transitions in the spectral region between
351 nm and 356 nm. It is assumed that the spectral region around 339 nm presents val-
ues in the same order of magnitude. The defined range for the collisional broadening
coefficient reaches from 1/3 to 3 times the value reported by Co. The reasoning for the
variation of the temperature exponent is to include a high degree of uncertainty of in-
teraction mechanisms. A temperature exponent of n = 0 corresponds to a case where
the collisional broadening coefficient 2γ0 is entirely independent of temperature whereas
n = 1 implies density driven interaction, i.e. strong reduction of collisional broadening
with temperature due to increased mean free path length. In the following example, this
leads to variations in FWHM values for the Lorentzian used for collisional broadening
between 0.0005 cm−1 and 1 cm−1. Gaussian contribution is varied using FWHM values
between 0.002 cm−1 and 2 cm−1 for the laser line width.
As a representative example, a Monte-Carlo simulation with 104 realizations as described
above for the temperature dependency of the transition at 339.069 nm is shown in Fig.
2.20. The temperature dependency is extracted from the simulations by extracting the
value at the peak of the selected transition for all temperatures and subsequent multipli-
cation by T 0.5 to approximate influence from quenching as discussed above. The temper-
Figure 2.20: Monte-Carlo simulation of the temperature dependence of the CH2O-LIF
signal after excitation at 339.069 nm. Step-wise derivation of temperature dependent
correction factor k(T ): (a) Simulation of absorption spectra with varying temperature
and extraction at central excitation wavelength (b). (c) shows the variation of total k(T )
including η ∝ T 0.5 as approximated by the Monte-Carlo simulation. Correction factor
normalized to k(T ) ≡ 1 at 300 K.
ature dependency shows a monotonically increasing slope9 which is strongly affected by
9This seems inconsistent with Kosaka et al. [97]. Apparently, Kosaka uses the mole fraction rather than
the number density of CH2O for the calculation of SCH2O, which adds an additional T−1 dependency.
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the uncertainties included in the Monte-Carlo simulation. The maximum relative error
of k(T ) at 2000 K is a factor of ≈ 2. However, the influence on measured CH2O profiles
is less prominent as these values suggest. Fig. 2.21 shows a comparison between the spa-
tial profile of NCH2O and SCH2O as computed with the temperature dependent correction
factors k(T ) from all Monte-Carlo realizations. Effectively, as CH2O is an intermediate
Figure 2.21: Impact of temperature dependency of CH2O-LIF signals when comparing
to laminar flame simulations. Red: Peak-normalized NCH2O from laminar flame simula-
tion; Grey: simulated LIF signals with various k(T ) results from Monte-Carlo simulation.
x ≡ 0 at peak simulated number density, i.e. unburnt fresh gas at x < 0 and burnt region
at x > 0.
species which has only significant number densities in a narrow temperature range, the
deviation between a simulated LIF signal and the underlying number density may be de-
scribed by a shift of approximately 20 µm towards the high temperature region within the
reaction zone. Even when artificial temperature dependencies k(T ) = T p with p ∈ [−2,2]
are adopted, the deviation between the peak location of CH2O number density and the
measured LIF signal is - as a first-order approximation - only shifted by 35 µm towards
higher temperatures for T 2 or 41 µm towards lower temperatures for T−2, see Fig. 2.22.
This deviation is in the order of or even below the spatial resolution commonly achieved
with imaging systems, see Sect. 2.2.3, and as such may safely be ignored in this context.
2.2.2 Coherent Anti-Stokes Raman Spectroscopy
Single-shot ro-vibrational coherent anti-Stokes Raman spectroscopy with N2 as a resonant
species using a broadband Stokes laser is used for point-wise measurements of the gas-
phase temperature in Sect. 5. In the following, a general description of the CARS process
is given followed by a derivation of the spectrally resolved CARS signal intensity, which is
subsequently used to derive temperature information by means of a spectral fit. In previ-
ous publications, CARSFT [120] was used for the process of spectral fitting [E8,E9]. Due
to the rather inefficient process which involves passing data via ASCII files to CARSFT




Figure 2.22: Impact of artificial temperature dependencies of CH2O-LIF signals when
comparing to laminar flame simulations. Red: NCH2O from laminar flame simulation;
Grey: simulated LIF signals with various k(T ) results from Monte-Carlo simulation.
x ≡ 0 at peak simulated number density, i.e. unburnt fresh gas at x < 0 and burnt
region at x > 0.
that uses a gradient-based solver for fitting, which in addition is very susceptible to lo-
cal minima, a novel fitting strategy based on precomputed library spectra in conjunction
with a mixed-integer genetic algorithm (MI-GA) was implemented in MATLAB. The
code, named MARSFT10, has been published11 under MIT license for further community
based development. A detailed description of the method may be found in [E6] licensed
under CC BY 4.0 [1].
2.2.2.1 General Description
Coherent anti-Stokes Raman spectroscopy is a technique that has been widely used in
combustion research [70]. In principle, CARS probes the same Raman active modes as
spontaneous Raman spectroscopy (SRS) but has the advantage of producing a coherent
signal and thus has comparably high signal intensities [50]. This is realized by a four-wave
mixing process which obeys the energy and momentum balance given in Eq. (2.40), where
ω1−4 denotes the frequency of the pump, Stokes and probe laser and the CARS signal
with corresponding wave vectors ~ki = 2π/λi [49].
ω1 − ω2 + ω3 − ω4 = 0
~k1 − ~k2 + ~k3 − ~k4 = 0
(2.40)
Fig. 2.23 schematically shows the fundamental CARS principle represented by the energy
levels involved in the process. The pump beam with frequency ω1 excites the molecule
of interest to a virtual state – i.e. not an eigenstate – which is left by stimulated emis-
sion using the probe beam ω2, leaving the molecule in a coherently excited ro-vibrational
state. The probe beam scatters from these coherences, generating the CARS signal with
10The name MARSFT (MATLAB-based coherent anti-Stokes Raman Fitting Tool) was chosen to honor




frequency ω4. To drive such a non-linear optical process, high peak intensities are nec-
essary such that commonly CARS is only applied point-wise, i.e. 0D. Recent develop-
ments in ulta-short-pulse laser systems enabled 1D measurements and even 2D measure-
ments [19,20,93]. Due to equipment availability, gas-phase temperature measurements in
Sect. 5 are performed with a nanosecond laser system and are thus limited to point-wise
measurements. Typically, for reduced experimental complexity, the same laser is used as
Figure 2.23: CARS energy level diagram. Solid lines represent eigenstates of the
molecule of interest, dashed lines correspond to virtual, i.e. forbidden states. Figure
adapted from [74].
a pump and probe source although dual-pump configurations are described in the litera-
ture, which allow to extend the number of species probed simultaneously [37,73,119,153].
For measurements in Sect. 5, only N2 is selected as a a resonant species, i.e. ω1 = ω3.
Conservation of momentum, i.e. the balance of wave vectors in Eq. (2.40), imposes a
condition commonly referred to as phase matching depicted in Fig. 2.24. This condition
requires, that the beams are overlapped in the measurement volume at a certain angle
that allows constructive interference of the emerging coherent signal. Aside the trivial




solution α = β = γ = 0, beams may be arranged in a BOXCARS configuration to reduce
the interaction length and thus improving spatial resolution in the principal direction [49].
To excite resonances of the probed molecule, the frequency difference ω1 − ω2 has to be
chosen adequately to match the transitions of the molecule of interest. These transitions
may either be purely rotational or additionally include a change in the vibrational state,
i.e. ro-vibrational transitions. For single-shot measurements of ro-vibrational CARS
spectra, the Stokes laser is designed with a broad spectral width of around 100 cm−1,
to allow excitation of multiple transitions with a single pulse. Subsequently, the CARS
signal is dispersed in a spectrometer and recorded with a CCD camera. Temperature
information is then evaluated by fitting a physical model to the acquired data. The
following subsection describes the physical model for ro-vibrational N2 CARS spectra
used in this work.
2.2.2.2 Simulation of Spectra
The spectral shape of the CARS signal arises from the squared modulus of the complex
third order susceptibility χ(3) given in Eq. (2.41). Here, aq, Γq and ∆ωq = ωq − ω1 +
ω2 correspond to the amplitude and line width of transition q and the detuning from
the Raman resonance at ωq. These terms are used to model individual transitions with
a Lorentzian line shape which are subsequently summed within the spectral region of
interest. χ(3)NR denotes the non-resonant susceptibility which is wavelength independent,
purely real and depends on the gas composition, as every species in the measurement







ICARS/IStokes = I∗CARS ∝ Gi ∗ |χ(3)|2
(2.41)
Typically, the spectral profile of the Stokes laser is not flat. To account for this intensity
distribution, the measured CARS signal is normalized to a non-resonant signal acquired in
a medium that has no nearby Raman resonances, e.g. CH4 or Ar. Due to finite resolution
of the spectrometer and finite bandwidth of the pump and probe beam, the normalized
CARS signal I∗CARS is proportional to the squared modulus convolved with the apparatus
function Gi. To solve Eq. (2.41), information on the amplitude, position and line width
of every transition is required. The individual components and resulting spectra are
compared to computations using CARSFT which in addition to spectral simulations has
the option to write information on the involved transitions to a file which are used to
verify the implementation.
Line positions The spectral position of a given transition is calculated by subtracting
the energy level of the ground state at v′′, J ′′ from the energy level of the excited state
at v′, J ′, see Eq. (2.42). Energy levels for a given vibrational and rotational quantum
number are calculated using the respective equations in Eq. (2.19) with spectroscopic
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constants for N2 taken from the documentation of CARSFT [120].
ωq = G(v′) + F (v′,J ′)−G(v′′)− F (v′′,J ′′) (2.42)
These energy levels are also used to compute the Boltzmann fractions required for the
calculation of the amplitudes aq for a given initial state v′′, J ′′ using Eq. (2.20) extended
with the different degeneracies for even and odd J ′′ values (6 and 3, respectively).
Figure 2.25: Line positions calculated for N2 CARS spectra. Circles, squares and
triangles represent O-, Q- and S-branches as calculated from Eq. (2.42), respectively.
Shown are the first two vibrational bands v′′ = 0 (black) and v′′ = 1 (red). Solid lines
represent the line positions as computed with CARSFT for comparison. Only every
second J ′′ value shown for better readability.
Amplitudes The amplitude of transition q is expressed by Eq. (2.43), where N is
the number density of the resonant species, c the speed of light, ~ the reduced Planck’s
constant, ωS the Stokes wavenumber. These terms are constant for every ground-state v′′















For ro-vibrational CARS spectra of N2, the selection rules are ∆v = 1, ∆J = −2, 0, + 2
(O-,Q- and S-branch), with corresponding differential Raman cross-sections given in Eq.
41
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(v′′ + 1) S⊥
(2.44)
Here, bJ ′,J ′′ denote the branch-dependent Placzek-Teller coefficients given in Eq. (2.45)
[91].
bOJ ′,J ′′ =
J ′′(J ′′ − 1)
(2J ′′ − 1)(2J ′′ + 1)
bQJ ′,J ′′ =
J ′′(J ′′ + 1)
(2J ′′ − 1)(2J ′′ + 3)
bSJ ′,J ′′ =
(J ′′ + 1)(J ′′ + 2)
(2J ′′ + 3)(2J ′′ + 1)
(2.45)
Branch dependent vibration-rotation interaction is accounted for by the Hermann-Wallis
factors in Eq. (2.46) [111].
Fαα
2 = 〈v′′,J ′′|α|v′,J ′〉2
Fγγ
2 = 〈v′′,J ′′|γ|v′,J ′〉2
(2.46)
For these, different models from the literature are implemented. For the O- and S-branch,
the Buckingham-Model [26] expressed in Eq. (2.47) is used, where Be and ωe denote the
rotational constant and the vibrational wavenumber, respectively, while r corresponds
to the Bohr radius and γ and ∂γ/∂r the anisotropic part of the polarizability and its
derivative in atomic units [120]. Values for N2 are extracted from the molecular parameter
file provided with CARSFT.
FO =
(


















Originally, CARSFT uses the James-Klemperer-Model [91] for Q-branch transitions, how-
ever, recent publications indicate that the models developed by Bouanich et al. [21] or
Tipping et al. [155] may be more appropriate [111]. The developed code includes all
models given in Eq. (2.48) to allow a sensitivity analysis with respect to this choice.
Within these equations the parameters for N2 are η = 2Beωe , a1 = −2.7, (p2/p1)iso = 0.31
(isotropic) or (p2/p1)aniso = 0.31 (anisotropic).
FQJK = 1− 3ηJ ′′ (J ′′ + 1) /2 James et al. [91]
FQLBY =
[
1− 3η2 (a1 + 1) J ′′ (J ′′ + 1) /4
]2
Bouanich et al. [21]
FQTB = 1− [3 (a1 + 1) /2− 4p2/p1] η2J ′′ (J ′′ + 1) /4]2 Tipping et al. [155]
where η = 2Be
ωe
(2.48)
With this information, the final equation for the amplitudes aq is expressed by Eq. (2.49),
where ξ = γ/α, i.e. the ratio of the anisotropy of the polarizability derivative to the
mean polarizability derivative and ζ is the mean polarizability derivative α divided by√
2πcωeM [120].

























When using non-parallel polarization of pump and probe beam with relative polarization
angle φ and a polarizer in front of the spectrometer at an angle of θ (with respect to
the pump beam polarization), the superimposed resulting amplitude may be expressed
by equation (2.50).
aq = cos(φ) cos(θ)a‖q + sin(φ) sin(θ)a⊥q (2.50)
Fig. 2.26 shows an example calculation of J ′′ dependent amplitudes for a temperature of
2000 K.
Line widths and shape Transitional line widths are calculated using a modified expo-
nential gap (MEG) law as proposed by Rahn et al [127]. Within this model, the transition







)0.5 (1 + 1.5Ei/kTδ
1 + 1.5Ei/kT
)2
exp(−β |∆Eij| /kT ) (2.51)
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Figure 2.26: Amplitudes for even and odd J ′′ values as calculated from the present code
(symbols) and CARSFT (solid lines) at a temperature of 2000 K. Coloring and symbols
are consistent with Fig. 2.25. For comparison, CARSFT values have been divided by
two. Apparently, CARSFT uses another definition of the squared susceptibility, where
a factor of two is added to the denominator of Eq. (2.41) which effectively cancels this
deviation [109].
The parameters m = 0.1487, α = 0.0231 cm−1atm−1, β = 1.67 and δ = 1.21 at a reference
temperature of T0 = 295 K are obtained by a fit to experimental data. Ei corresponds





γji exp(∆Eij/kT ) (2.52)
A priori, no information on the gas composition within the measurement volume is avail-
able. Consequently, foreign gas broadening induced by collisions with other species has to
be approximated. Similar to the implementation in CARSFT, this is modelled by intro-
ducing a J-independent line width multiplier n that modifies the Lorentzian line width
of every transition [120]. The collisional line widths Γj are then given by twice the sum
of the off-diagonal matrix elements γij times the line width multiplier n, see Eq. (2.53).




Fig. 2.27 shows an example calculation of J ′′ dependent line widths for a temperature of
2000 K.
For the transitional line shape, three different models which are also available in CARSFT
are implemented: (a) Isolated lines: here, every transition is modelled as a Lorentzian with
line width Γj without contribution from Doppler broadening. (b) Voigt profile: before the
summation over all transitions in Eq. (2.41), every transition is convolved with a Gaussian
profile with appropriate Doppler width. (c) Rotational diffusion: for high pressure/low
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Figure 2.27: J ′′ dependent line widths as calculated from the presented code (triangles)
and CARSFT (solid line) at a temperature of 2000 K and 2.5 bar. Minor deviations
at high J ′′ values are observed when computed with CARSFT. It is assumed that this
results from computational limitations in the FORTRAN code of CARSFT. However, as
the respective amplitudes are comparably low for these J ′′ values, the impact on the final
spectrum is assumed to be negligible.
temperature cases, collisional narrowing is modeled using the model proposed by Hall et
al. [71].
Fig. 2.28 shows a comparison of the simulated theoretical susceptibility using Eq. (2.41)
and CARSFT with and without convolution with a Gaussian apparatus function. The
residual difference of the modulus of the theoretical susceptibility prior to convolution
is < 0.6%. After convolution with the apparatus function, the maximum deviation is
≈ 1−2%. This may result from different implementations of the convolution operation and
is assumed to be negligible. In fact, if the spectrum created using the method described
above is fitted using CARSFT, the resulting temperature difference is below 1 K, albeit
at a slightly different value for instrumental line width.
2.2.2.3 Spectral Fit
Traditionally, the model described in the previous subsection is fitted to experimental
data by means of a non-linear least squares fit. As one evaluation of the physical model is
computationally quite expensive due to the high number of transitions involved, especially
at higher temperatures, several strategies to improve the efficiency can be found in the
literature. One notable approach is described by Cutler et al., where spectra are precom-
puted and stored in a sparse library for later interpolation [37]. One significant caveat
is the fact, that a certain number of degrees of freedom of the physical model is already
incorporated in the library and thus unavailable at runtime. In other words: reduced
computational effort comes at the cost of reducing the generality of the physical model.
Consequently, libraries have to be regenerated if one of the fixed parameters changes.
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Figure 2.28: Comparison between simulated spectra using the proposed code and
CARSFT at an N2 mole fraction of 0.8 using the isolated lines model and the James-
Klemperer Model for the Hermann-Wallis factors. Other conditions correspond to those
of Fig. 2.25. Column (a) shows the real and imaginary component of the susceptibility as
computed using Eq. (2.41). Additionally, comparisons of the peak-normalized modulus
of χ(3) (b) before and (c) after convolution with a Gaussian apparatus function (1 cm−1
FWHM). Black lines: this code, red lines: CARSFT. Grey lines indicate residual.
In addition to the physical degrees of freedom of the model, namely temperature T , re-
sonant species’ mole fraction XR, line width multiplier n and the cumulative apparatus
function Gi, a set of experimental degrees of freedom has to be introduced. These result
from the necessity to interpolate the physical model onto the experimental wavenumber
axis for calculation of the residual. To account for imperfect calibration of the spectro-
meter, a linear expansion of the wavenumber axis referred to as wavenumber expansion
is introduced. In addition, beam-steering and realignment of the setup during the exper-
iment may cause a shift of the wavenumber axis between measurements and calibration.
This is accounted for by introducing a wavenumber shift during the interpolation. In
the approach by Cutler et al., library spectra are calculated for every temperature and
mole fraction with a given apparatus function and wavenumber expansion. Consequently,
the user is left with temperature, mole fraction and wavenumber shift as fitting parame-
ters [37].
The following describes a computationally efficient approach, that retains the number of
degrees of fit at runtime by employing a novel loss-less library compression scheme by
partly decoupling the physical parameters and a preconvolution step.
Eq. (2.41) may be rewritten to Eq. (2.54) by splitting the resonant and non-resonant con-
tributions to the third order susceptibility. Quantities in brackets indicate the dependency
of the individual contributions on the physical parameters.
I∗CARS ∝ Gi ∗ |χ
(3)





The resonant contribution χ(3)R and the non-resonant contribution of the resonant species
χ
(3)
NR,R scales with its mole fraction. To get the total non-resonant contribution, a reason-
able assumption on the non-resonant signal of all other species within the measurement
volume, i.e. the buffer gas, must be made, which is expressed by the term χ(3)NR,buffer
in Eq. (2.55). Precise knowledge of the buffer gas non-resonant susceptibility is thus a
stringent requirement for accurate mole fraction measurements with CARS. Within this
work, only gas-phase temperature measurements are the quantity of interest such that
this value can in principle be set to any arbitrary constant value > 0, as it only affects
the derived mole fraction result of the probed species. For consistency with CARSFT,
the default value of 8.5× 10−18 cm3/(erg amagat) is used.
χ
(3)











Effectively, Eq. (2.55) decouples the mole fraction parameter from the other physical
quantities. Decoupling the line width multiplier and temperature would result in a very
large database, as every transition would have to be stored independently due to their
respective contribution to the J ′′ dependent calculation of the line width ΓJ ′′ . In principle,
one could store the complex susceptibility χ̂(3)R (T,n) in a library with those two parameters
directly. However, as the wavenumber resolution has to be very fine due to the narrow
transitions, this would result in a database with a size of ≈ 1011−1012 datapoints for 2000
temperature and 100 line width multiplier entries. RAM requirement for such a library
is already in the order of 1 TB at single precision and as such practically not feasible.
However, in the experiment, the final resolution is limited by the apparatus function.
This fact is used for a loss-less compression scheme that is described in the following.
Evaluating the squared modulus in Eq. (2.54) explicitly and inserting Eq. (2.55) yields
Eq. (2.56):











Consider that the apparatus function Gi may be expressed as the convolution of two
arbitrary functions which obey Gi = G1 ∗ G2 and that convolution is distributive and
associative. Additionally, Gi is normalized to unity area such that for any constant a:
Gi ∗ a =
∫ ∞
−∞








With this, Eq. (2.56) may be rewritten to read:
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Effectively, an arbitrary function G2 with a width narrower than the combined apparatus
function may be used to preconvolute the squared modulus and the real part of the reso-
nant susceptibility independently without losing relevant spectral features. This allows to
interpolate the spectra on a wavenumber grid with a manageable spacing prior to tabu-
lation. Assuming a typical apparatus function with a width > 1 cm−1, a preconvolution
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with a 1 cm−1 wide (FWHM) Gaussian allows to reduce the memory requirement from
≈ 1 TB to ≈ 1 GB by means of interpolation to a coarser grid with a spacing of 0.1 times
the FWHM of the preconvolution kernel.
The terms G2∗|χ̂(3)R |2 and G2∗<(χ̂
(3)
R ) are stored in the library at a selectable temperature
and line width discretization, while the mole fraction XR, the resulting non-resonant con-
tribution χ(3)NR and the convolution with G1 to the final apparatus function are computed
at every function evaluation during the fit. Fig. 2.29 demonstrates the proposed library
compression scheme. It is evident, that the results of Eq. (2.41) and Eq. (2.57) are indeed
mathematically equivalent.
Figure 2.29: Demonstration of the loss-less library compression scheme. Top row: direct
simulation of CARS signal using Eq. (2.41) (black). Bottom row: step-wise evaluation
of Eq. (2.57) (blue). For this demonstration, a Gaussian preconvolution kernel G2 with
0.5 cm−1 FWHM was used. To achieve convolution to the final Gaussian apparatus with
1 cm−1 FWHM, G1 has an FWHM of 0.866 cm−1. Top right plot shows an overlay of
the results and the residual in grey. Aside numerical error in the order of 1× 10−4 , the
residual vanishes. Axes labels omitted for clarity. Plots for a given row share a common
scaling.
In principle, this compression scheme may now be used in any fitting algorithm. As tem-
perature and line width multiplier are discretized in the library, any gradient based solver
would require interpolation between spectra to achieve continuity and differentiabiliy of
the objective function. To circumvent this, a mixed-integer genetic algorithm (MI-GA) is
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used, as it allows to constrain a subset of the fitting parameters to integer values which
in turn allows to treat temperature and line width by their library index only. As no
gradients are computed, these parameters may even be discontinuous. This avoids costly
interpolation between spectra at the cost of a denser library and reducing the precision
in those parameters to the library discretization. Typically, the precision of temperature
measurements using CARS is limited to a few K, such that this restriction is practically
irrelevant. Due to the described compression scheme, a denser library is manageable
which allows to focus on optimizing CPU time.
Typically, a genetic algorithm requires more function calls than a gradient based solver
as it does not perform a directional search. To estimate the net computational benefit
of the proposed method, a benchmark simulation is performed. The mean CPU time for
direct simulation of a CARS spectrum, i.e. without a library, is in the order of ≈ 1 s.
This strongly depends on the temperature as it affects the number of transitions that
have significant contribution to the signal as a result of the Boltzmann distribution. If a
library is used in conjunction with a solver that requires interpolation between spectra,
the average time to generate a spectra is ≈ 5 ms for linear interpolation. Higher order
interpolation to reduce density in the library is in principle possible, however increases
the computational cost as more library spectra have to be accessed. Due to tabulation,
this does not depend on the simulated conditions. A direct library access as used in
conjunction with the MI-GA requires ≤ 0.1 ms per spectrum. Basically, this is limited by
memory bandwidth only. Without further investigation on the number of function calls
for the MI-GA and a competitive gradient-based solver required to converge to a solution,
it is not possible to determine which process is in the end faster. However, as the mean
evaluation time for a set of 1000 spectra was in the order of 10 s using the MI-GA and
thus sufficiently efficient, this comparative study was omitted.
Another benefit of the implemented MI-GA is the independence of the provided initial
solution. This has been extensively shown and analyzed in [E6].
The code uses a modified chi-squared residual given in Eq. (2.58) as proposed in [37] to
increase precision and accuracy when fitting noisy spectra. Np denotes the number of





(Sk − |χ(3)k |)2
σ2k
(2.58)
In contrast to [37], the square root of the squared modulus of χ(3)k is fitted to the square
root of the signal intensity Sk as the obtained improvement in precision when fitting
simulated noisy spectra was slightly better at high temperatures compared to fitting the
squared modulus directly. Effectively, taking the square root of the signal leads to a
higher relative weight during the fit to the v = 1 band for high temperature spectra.





This section describes the influence of the imaging system used for planar or line imaging
of LIF signals within this work. At first, a general discussion on optical resolution is pre-
sented. The following subsections present the method how optical resolution is quantified
within this work and how the effect of finite resolution on gradients is estimated.
2.2.3.1 Optical Resolution
Optical resolution is a matter frequently disregarded in imaging based laser diagnostics. A
common misconception in digital imaging is that optical resolution refers to the number
of pixels available per unit of length. In fact, this quantity represents the process of
discretization due to usage of an array detector in the image plane. This is unquestionably
an important number to report, as it provides the mapping between lab coordinates
and pixel grid, but most often it is not the limiting factor for optical resolution. Wang
et al. define the optical resolution as the ability of the optical system to respond to
spatial variations in the contrast of the object [160]. Ultimately, the upper limit of optical
resolution is determined by diffraction. However, imperfections in the optical system
may lead to aberrations of different types which further degrade optical resolution, e.g.
spherical aberration, coma, chromatic aberration, astigmatism, field curvature and - quite
obviously - defocus. Many methods of characterizing the optical resolution are available
in the literature. One of the common approaches is the concept of a point spread function
(PSF), which describes the intensity distribution in the image plane after imaging an
ideal point source. Consequently, finite size objects that are projected onto the image
plane undergo a convolution with the PSF before the image is discretized using an array
detector [160].
Due to the convolution, it becomes obvious that two closely spaced point sources are
not individually resolved if their respective PSFs overlap too strongly. The threshold
at which this limit is reached varies across methods. A quite common method is to
define the distance between two point sources, where the intensity of the valley between
overlapping PSFs is reduced to 8/π2 ≈ 81%. This corresponds to the well-known Rayleigh
criterion [128]. Other criteria, such as Abbe’s or Sparrow’s work in a similar way, though
the criteria are less stringent on the intensity minimum [80], leading to increased values
for the reported optical resolution. All of the three methods have in common, that one
has to obtain the PSF and subsequently has to choose a method to define the contrast
threshold. However, without reporting the shape of the PSF itself, a single value for the
resolution has only limited meaning for the ability of the imaging system to adequately
represent gradients within the object plane.
An interesting notion of the PSF is that it is connected to the modulation transfer function
(MTF) by Fourier transformation. The MTF is defined using the image contrast Ci
normalized to the object contrast Co of a sinusoidal pattern with spatial frequency s [160].
Using the definition of the Michelson contrast [17] in Eq. (2.59), one can obtain the MTF







MTF (s) = Ci
Co
(2.60)
Disregarding the diffraction limit, an aberration free, perfect imaging system would have
an MTF (s) = 1 for all spatial frequencies.
Commonly, targets with varying spatial frequencies are used to measure the MTF in
wide frequency range. These targets may be linear or circular, such as the sector star
target, also known as Siemens star. Unfortunately, manufacturing accurate sinusoidal
patterns with high spatial frequencies is not as straightforward. Instead, bar patterns with
a square wave intensity may be used to measure the contrast transfer function (CTF).
While conceptually very similar, the CTF has - compared to the MTF - a larger magnitude
across all spatial frequencies. MTF and CTF are related by Eq. (2.61) which allows to
transform a measured CTF to an MTF curve and vice versa [160].





2n− 1 MTF [(2n− 1) s]




2n− 1CTF [(2n− 1) s]
with A1 = 1, A3 = 1, A5 = −1,
A7 = 1, A9 = 0, A11 = 1, A13 = −1, ...
(2.61)
Within this work, a square-wave type sector star target is used to measure the optical
resolution of the imaging systems. The process of data evaluation is presented in the
following subsection.
2.2.3.2 Sector Star Target Measurements
Fig. 2.30 shows an ideal representation of the sector star target with n = 36 line pairs
used in this work.




To derive the MTF from raw measurements, a code called YASSES12 has been developed.
The algorithm automatically detects the center and unwraps the sector star image by
polar transformation. The unwrapped image is then split into n sectors and averaged
over all sectors. This step partially eliminates uneven illumination of the target. In the
next step, the contrast is calculated at every radial location using Eq. (2.59). Conversion
from radius r in px to object-side spatial frequency s in lpmm is achieved using Eq.
(2.62), where t is the physical size of a pixel in mm and M the magnification of the
imaging system.
s = n2πrt/M (2.62)
As the limit of s→ 0 may not be available in the recorded image, the CTF is extrapolated
to lower spatial frequencies. For extrapolation, different methods may be chosen within
the code. These are linear extrapolation, extrapolation using a piece-wise cubic spline,
nearest neighbor or by fitting a Gaussian to the CTF. After extrapolation, the result
is again normalized to CTF (0) ≡ 1. The extracted CTF is subsequently transformed
into an MTF using Eq. (2.61). Fig. 2.31 shows the implemented procedure step-by-
step for a Siemens star measurement using a camera with t = 6.5 µm pixel size and 1:1
magnification, i.e. M = 1.
Figure 2.31: Evaluation of Siemens star images to extract MTF curves using YASSES.
(a) Image of Siemens star. (b) Unwrapped image using polar transformation. (c) Mean
sector for evaluation of Michelson contrast. (d) Extracted contrast for every radius. (e)
Results for CTF and MTF and Gaussian fit to MTF.
To verify the implementation in YASSES, an artifical additional optical component with
a Gaussian MTF with 50 lpmm FWHM is simulated. Combining MTFs is achieved by
12Yet Another Siemens Star Evaluation Script. Code available at https://github.com/tudarsm/yasses.
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convolution of their respective PSFs and subsequent Fourier transform. By the convolution
theorem, this is equivalent to a multiplication of the MTF curves. This allows to predict
the total MTF and PSF of the artifical detection system. In theory, using the artifical
PSF to convolve the Siemens star image in the above example should accurately retrieve
the predicted MTF upon evaluation using YASSES. As shown in Fig. 2.32, the predicted
Figure 2.32: Verification of YASSES. Top row: Simulation of total MTF by evaluating
the raw Siemens star image using YASSES (black MTF curve) and point-wise multi-
plication with artifical MTF (red curve) yielding the predicted curve in the right plot.
Bottom row: Evaluation of the Siemens star image after convolution with the PSF of the
additional simulated optical component.
and evaluated MTFs and PSFs match with a maximum deviation of 2%, indicating that
the implementation returns physically accurate curves.
2.2.3.3 Common Imaging Systems
Within this work, imaging is used for LIF measurements. Typically, LIF signals are of
weak intensity and have a temporal width corresponding to the lifetime of the upper state
- convolved with the laser pulse width - in the order of 10−200 ns. This requires detection
systems that allow for fast gating to sufficiently suppress background signals arising from
e.g. soot luminosity or chemiluminescence. For this reason, lens-coupled image intensifiers
(LaVision, Low-Speed IRO) are used that allow gating in the nanosecond-range. These
image intensifiers have an amplification stage that consists of a photocathode, which
produces photo-electrons from incident photons. These electrons are accelerated by a high
voltage potential across a micro channel plate, where secondary electrons are produced
via collisions with the inner walls of the channels. These secondary electrons can in turn
produce more secondary electrons, leading to a process commonly referred to as avalanche
process. Fast switching of the high voltage enables the narrow gating of the intensifier.
The magnitude of the potential allows to adapt the electron gain to the required level
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to achieve sufficient signal for detection. A phosphor screen after the microchannel plate
(MCP) converts the electrons back to photons which are then imaged onto an array
detector (CCD or CMOS). Due to repulsive Coulomb forces between electrons, the MCP
stage induces a degradation of optical resolution which is further affected by the lens
system for imaging on the array detector. LaVision provides MTF measurements for
every image intensifier separately.
Furthermore, some of the LIF signals - OH and NO - are in the UV spectral region and
consequently, the lenses used for imaging the measurement plane onto the photocathode
of the intensifiers have to be UV transmissive. As the market for this type of lenses is
not very large, only a limited selection is available. At the RSM, two OUC3.60 (Bernd
Halle Nachfl. GmbH), three Cerco 2178 (Sodern) and two UV Nikkor 105/4.5 (Nikon) are
available. The Halle lenses have a focal length of 150 mm with a fixed f number of 2.5.
The Cerco lens has a continously variable aperture between f/2.8 and f/8 at a focal length
of 100 mm. The UV Nikkor lenses have a variable aperture ranging from f/4.5 to f/32 at
105 mm focal length. Halle and Cerco provide MTF measurements in their data sheets,
unfortunately, such data is not available for the Nikon lenses. Fig. 2.33 shows MTF curves
extracted from the data sheets of the lenses and image intensifiers for 1:1 imaging.13 As
Figure 2.33: MTF curves for selected lenses (left) and image intensifiers (right) ex-
tracted from data sheets. Cerco provides a single MTF value of 30% at 60 lpmm (f2.8)
or 100 lpmm (f4.0). Curve is assumed to be Gaussian. IRO1: VC17-0136, IRO2: VC15-
0302, IRO3: VC18-0012, IRO4: VC19-0174 (Manufacturer serial numbers). IRO1-3 are
measured using sector star targets and the data sheet reports raw data in tabular format.
IRO4 is characterized by edge spread function measurements (ESF) and the FWHM of
the ESF is reported. For this plot, it is assumed to be Gaussian and the PSF has the
same FWHM which is converted to an MTF by Fourier transformation.
evident from the MTF curves of the Halle and Cerco lens, optical performance of these
two lens types is very different. In fact, the Halle lens shows an MTF comparable to the
raw MTF curves from the image intensifiers, which show a similar performance across
13In case of the intensifiers, this corresponds to 1:1 imaging onto the photocathode. Internally, the lens




all variants. However, the MTF curves seem to be normalized to MTF ≡ 1 around
1− 3 lpmm and show no inflection point when approaching low spatial frequencies. This
may be an indication that the assumption of DC contrast at the lowest available spatial
frequency within the image does not hold. This is visible in Fig. 2.34, where even the
lowest spatial frequencies, located at the outer edge of the Siemens star, exhibit notable
blur. Thus it is likely, that the actual performance of intensifiers IRO1-3 is overestimated
Figure 2.34: Siemens star measurement as provided by LaVision in data sheet of IRO1.
Note the blur around the outer edges of the Siemens star which are used for normalization
of the MTF.
by the provided MTF measurements.
To provide an estimate of the typically achievable optical resolutions, Fig. 2.35 shows
simulated combined MTFs and the corresponding PSFs for two cases: (a) Halle + IRO4,
(b) Cerco + IRO4. Additionally, the PSFs convolved with a step function are presented to
indicate the minimally resolvable gradient measurable with such a configuration, assuming
1:1 imaging. For the combination with the Cerco lens, the MTF, PSF and Step response
are dominated by the optical resolution of the intensifier whereas a notable difference in
performance is observed for combination with the Halle lens. Application of the Rayleigh
criterion yields a spatial resolution of ≈ 120 µm for the combination Halle+IRO4 and
≈ 90 µm for the combination Cerco+IRO4. The FWHM of their PSFs correspond to
≈ 85 µm and ≈ 60 µm, respectively. The gradient of the inflection point of the step
response amounts to 10.9 mm−1 and 15.5 mm−1.
In Sections 4-6, various lens and intensifier combinations are used at different magnifica-
tions which all affect the achieved spatial resolution. Thus, Siemens star measurements
have been conducted for each detection system and individual MTF curves are reported
in the respective sections. To avoid underestimating the spatial resolution due to chro-
matic aberration, the Siemens star is illuminated with a light source that matches the
LIF emission in the respective filter pass bands.
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Figure 2.35: Effect of two different lens/intensifier combinations on measured spatial
gradients. From left to right: MTF, PSF and Step response for Halle + IRO4 (top
row) and Cerco + IRO4 (bottom row). For the MTF curves, dashed lines represent
contribution from lens (blue) and intensifier (red). Black solid lines correspond MTF,
PSF and Step response of the respective lens/intensifier combination.
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Single Sector Model Gas Turbine
Combustor
This section describes the effusion cooled model single sector gas turbine combustion test
rig used for the investigation of flame-cooling air interaction. The test rig was constructed
by J. Hermann during his PhD studies at RSM [84]. At first, a brief overview of relevant
parts of the rig is presented, followed by a description of the available instrumentation
and the investigated operating conditions in Sect. 4-6.
3.1 Test Rig
Fig. 3.1 shows a color coded overview of the single sector combustor (SSC) with some of
its most important peripherals.14
Air is supplied by two parallel scroll compressors (Atlas Copco) at ambient temperature
and a subsequent refrigerant type dryer (Hankinson) providing up to 1 kg/s at 1.3 MPa
of filtered dry air. Three individually controllable mass flows are drawn from this supply,
namely oxidizer mass flow ṁox, effusion cooling mass flow ṁeff and pressure vessel cooling
mass flow ṁcooling. Oxidizer and effusion cooling mass flows are controlled using thermal
mass flow controllers (MFC, Bronkhorst) and independently preheated using electrical
inline heaters (Oxidizer: Schniewind, 80 kW; Effusion cooling: OSRAM Sylvania, 15 kW)
to a maximum value of 773 K and 923 K at their respective inlet of the flame tube. The
pressure vessel cooling air mass flow is determined by measuring the differential pressure
across an orifice plate with a diameter of 17 mm and controlled using a pneumatic valve.
Natural gas is taken from the domestic pipeline, compressed (Bauer) to 28 MPa and
stored in a bottle array with a total volume of 1 m3. Two independent MFCs control the
mass flows of the main stage ṁf,Main and the pilot stage ṁf,Pilot, respectively.
Preheated air and main fuel are mixed via six uniformly distributed ports in a jet-in-a-
crossflow configuration in the plenum before entering the test section through a movable-
block swirler based on the well-known TECFLAM design [4,81,82,92] shown in Fig. 3.2.
14The presented description of the test rig is taken from the Flow, Turbulence and Combustion paper
[E9] with permission from Springer and the first author J. Hermann. A declaration on the author’s
contribution to the scientific publication may be found in the appendix.
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Figure 3.1: Overview of the test rig with its peripherals. Blue: air supply and preheat-
ing; Red: exhaust pipe and throttle; Gray: pressure vessel with flame tube [E9].
By rotating the movable block of the swirler, the geometrical swirl number as defined by
Eq. (3.1) can be adjusted. The geometrical properties are listed in Tab. 3.1. To ensure





























The premixed fuel-air stream enters the flame tube through a mixing pipe to further
homogenize fuel distribution in the flow due to the highly turbulent flow in this region.
A central bluff body is used for flame stabilization at low swirl-numbers. The bluff body
has a central bore of 2 mm which serves as an optional fuel port for the pilot stage. To
avoid large thermal stress on the material and uncontrolled preheating of the fuel supplied





The governing parameter for the fuel split is the staging ratio SR defined as the ratio












Figure 3.2: Cross-section of the movable block swirler. Left S = 0; right S = 0.7. Solid
lines symbolize flow direction, dashed lines indicate dimensions and angles, see Tab. 3.1.
Channel height H (not shown in figure) denotes extension in direction perpendicular to
viewing plane (X) [E9].
Table 3.1: Geometrical properties of the swirler [E9].
Property Symbol Value Unit
Number of channels n 8 -
Tangential channel wall angle β 60 ◦
Max. angle of rotation ϑ0 15 ◦
Channel height H 24 mm
Inner radius r 9.75 mm
Outer radius R 17.25 mm
gradually varied between 0% and 100% during reacting operation. Fig. 3.3 shows two
sectional views of the SSC. The flame tube has a rectangular cross section of 100 x 100 mm2
and an axial length of 180 mm. Optical access is provided from three sides using fused
silica windows (Heraeus, SQ1 ). The outer windows are designed to absorb the mechanical
forces imposed by the increased pressure of the system while the liner windows enclose the
flame tube, separating the hot zone within the combustor from pressure vessel cooling air.
Additionally, a set of cooling air windows is placed 6 mm outwards of the liner windows
providing a channel for the exiting pressure vessel cooling air which is mixed with the
hot exhaust gases downstream of the flame tube. No additional window film-cooling is
performed on the inside, i.e. all mass flows within the flame tube are well known.
The flow exits the flame tube through an internally water-cooled non-choking nozzle. The
water cooling serves a two-fold purpose: firstly, the nozzle is manufactured from 1.4305
stainless steel by selective laser melting and needs to be cooled to withstand the high
exhaust temperatures and secondly, the throttle downstream of the exhaust pipe, which
is used to increase and control the system pressure, is designed for temperatures well
below 650 K. Four pin jet nozzles are used to create a uniformly distributed cooling water
spray, lowering the exhaust temperatures to a safe value (not shown in figure). To prevent
59























Figure 3.3: Longitudinal and cross section view of the SSC. The right handed coordinate
system is anchored at the burner head along the central flame tube axis. The x-axis is
defined normal on the burner head plate with the z-axis perpendicular to the effusion
cooled liner [E9].
accumulation of sediments and calcification, water from the domestic supply is de-ionized
and filtered.
A modular effusion cooling geometry can be mounted as a bottom wall segment of the
flame tube to investigate different cooling schemes (e.g. effusion only, impingement only,
effusion and impingement cooling). Cooling air is supplied through a dedicated hot air
wind tunnel providing a top-hat like flow upstream of the effusion liner to ensure spatially
homogeneous outflow of effusion cooling air, see Fig. 3.4. This is realized by a very
compact arrangement of grid stages with different mesh sizes to homogenize the flow.
Spatial homogeneity has been verified with particle image velocimetry measurements.
Temperature and pressure of the effusion cooling air is measured ≈ 5 mm upstream of
the liner. In all investigations reported in this article, an effusion cooling geometry with
a regular hole pattern was used. The geometrical properties are listed in Tab. 3.2.
Table 3.2: Geometrical properties of the effusion cooled liner [E9].
Property Symbol Value Unit
No. of holes n 145 −
Angle α 30 ◦
Hole diameter d 2 mm
Intermittency N 3 −
Axial distance x/d 1,38 −
Lateral distance y/d 2,5 −
Porosity p 4 %














Figure 3.4: Left: Top down and section view of the effusion cooling plate used in this
study. Holes are inclined 30◦ with respect to the horizontal axis. Right: Cross-section
of the hot air wind tunnel supplying spatially homogeneous flow to the effusion cooled
liner. Grids (Gi) with different mesh sizes are used to homogenize the flow. Temperature
and pressure is measured ≈ 5 mm upstream of the liner [E9].
3.2 Laminar Flame
For the investigations presented in Sections 4-6, it is helpful to be able to conduct mea-
surements in a laminar adiabatic flame as a reference case and for calibration purpose.15
The geometry of the combustor unfortunately prohibits to reduce the mass flows to such
an extent that a laminar flame can be established. For this reason, a calibration burner
was constructed that may be used as a replacement part for the bluff body of the swirler,
which can be pulled out at the rear side of the test rig. This allows to (un-)mount the
calibration burner without removing the pressure vessel windows, endangering the align-
ment of optical components close to the combustor. To establish a flame with a reaction
zone far from the head-plate to ensure adiabaticity and avoidance of additional vignetting
effects, a laminar V-flame was constructed as depicted in Fig. 3.5.
The calibration burner consists of two coaxial pipes. The central pipe with an inner
diameter of 8 mm carries a premixed methane-air mixture. The outer pipe carries an N2
co-flow with matched bulk-outlet velocity to minimize shear effects. A 1 mm steel-rod
was welded to the outlet of the inner pipe, acting as a flame holder. The flame holder
was intentionally welded a little below the xy-symmetry plane to achieve a longer upper
branch. This led to an improved stability in terms of ignition as well as spatial stability
of the reaction zone. Spark ignition was either realized by increasing the energy of the
used diagnostics, e.g. the CARS lasers, above the breakdown threshold or by using a
co-linearly mounted stainless steel welding rod with a ceramic insulation, connected to an
ignition coil.
Compared to a Bunsen flame, this approach has the benefit that the established flame was
nearly V-shaped, thus featuring a "flat" side that could be used for calibration without
curvature effects. Due to the rise in flame speed when operating with preheated mixtures,
15This section is taken in part from the Combustion and Flame paper (pre-print, post-review) [E4] with
permission from Elsevier.
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CH4,Air
N2
Figure 3.5: Sketch of the laminar calibration flame within the combustor.
a pressurized laminar flame at identical conditions of the combustor in terms of preheating
and equivalence ratio could not be stabilized. The range of equivalence ratios for stable
operation without preheating reaches from 0.65 to 1.4 at pressure levels from atmospheric
to 4 bar. Mass flows for air, CH4 and N2 were controlled using individual MFCs for
accurate control of the equivalence ratio and bulk outlet velocity.
3.3 Operating Conditions
To investigate flame-cooling air interaction, parametric variations of relevant parameters
concerning combustion and cooling air are conducted.16 The staging ratio SR, which is
the proportion of pilot fuel mass flow to total fuel mass flow, is varied between 0% and
10%, i.e. the rig is either operating fully premixed (FP) or partially premixed (PP). The
nominal equivalence ratio of Φ = 0.75 is calculated with respect to the total amount of
fuel, i.e. at fully premixed operation, the main stage burns at an equivalence ratio of
0.75, while at partially-premixed combustion, the actual equivalence ratio of the main
stage is reduced to 0.675, as 10% of the total fuel mass flow is supplied via the non-
premixed pilot. The geometric swirl S number is varied in three steps: S = 0.7 (low
swirl; LS), S = 1.0 (intermediate swirl; IS) to S = 1.3 (high swirl; HS). Additionally,
two different cooling air mass flows were used. The low cooling air mass flow (LC) with
7.5 g/s corresponds to a blowing ratio of 1.7 while the high cooling air mass flow setpoint
(HC) corresponds to a blowing ratio of 3.5. Different operating conditions follow this
nomenclature: Swirl-Cooling air mass flow-Staging, e.g. IS-HC-FP for the conditions with
intermediate swirl, high cooling air mass flow set point and fully premixed operation. All
other boundary conditions were kept constant, see Table 3.3 for a complete list. These
16The description of boundary conditions is taken from the International Journal of Heat and Fluid
flow [E5] with permission from Elsevier.
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are similar boundary conditions already used in previous publications, albeit with an
increased nominal equivalence ratio from Φ = 0.65 to Φ = 0.75 [E8].
Table 3.3: Boundary conditions [E5].
Property Symbol Value Unit
Oxidizer mass flow ṁox 30 g/s
Oxidizer temperature Tox 623 K
Eff. cooling mass flow ṁeff [LC: 7.5, HC: 15] g/s
Eff. cooling temperature Teff 623 K
Equivalence ratio Φ 0.75 −
Pressure p 2.5 bar
Swirl S [LS: 0.7, IS: 1.0, HS: 1.3] −





4.1 Aim of this Investigation
In this chapter, mixing processes between effusion cooling air and main flow are investi-
gated. This is achieved by seeding the effusion cooling air with nitric oxide (NO) as an
inert tracer which is used for planar imaging of laser induced fluorescence. Simultaneous
quantitative OH-PLIF measurements are conducted to extract the instantaneous location
of the flame front and to gain insights on the relative importance of mixing events before,
during and after reaction in the primary zone of the combustor and in the FCAI region.17
4.2 Method
4.2.1 Optical Setup
Fig. 4.1 shows a sketch of the optical setup used for the investigation described in this
chapter. A detailed explanation of the used components is given in the following subsec-
tions regarding the quantitative OH-PLIF and NO-PLIF measurements.
4.2.2 Quantitative OH Planar Laser-induced Fluorescence
For this investigation, OH-PLIF is used to extract local distributions of OH number
densities. To compare results across all operating conditions and locations within the
combustor, a quantification is necessary to avoid ambiguities in the interpretation arising
from absorption effects:
(a) Absorption effects will vary with axial and radial coordinate due to the non-
homogeneous OH distribution within the combustor and the different absorption
lengths until reaching the region of interest.
(b) Different operating conditions will also result in different OH distributions.
17This chapter is taken in part from the International Journal of Heat and Fluid flow paper (pre-print,
post-review) [E5] with permission from Elsevier licensed under CC BY-NC-ND 4.0 [2]. A declaration on
the author’s contribution to the scientific publication may be found in the appendix.
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Figure 4.1: Optical setup. OH LR: Low-resolution OH detection system; OH HR:
High-resolution OH detection system; SHEET: CCD camera capturing both laser sheet
profiles within one frame; TP: CCD camera capturing phosphorescence signal on effusion
cooled liner. To allow measurements at different locations, the laser beams are aligned
to the axis of a traversing system. OH LR and TP are only moved in axial direction,
all other systems can also be moved in radial direction. SFO: Sheet forming optics; PE:
pyro-electric energy meter; CL: cylindrical focusing lens; W: wedged plate beamsplitter;
P: Dispersing prism; L1−7: Camera lenses; BS: Detection beamsplitter; S: YAG : Tb3+
coated fused silica substrate. Figure taken from [E5] with permission from Elsevier.
The quantification is achieved using a combined measurement of the line-of-sight inte-
grated absorption and OH PLIF, a method described in [83] and [124]. The measured
absorption is used initially to correct the qualitative OH-PLIF measurements for vari-
ations in local laser intensity and subsequently to calibrate the OH signal. The quan-
tification of the LIF signal to local OH distribution [OH(x,z)] follows Equation (4.1)
(adapted from [83]), where I∗LIF (x,z) denotes the measured LIF intensity after correcting
for variations in local laser intensity and laser line overlap integral, A(x) the measured
line-of-sight integrated absorption, spatially resolved in axial direction, g0 the line overlap
integral, νji the center frequency of the excitation laser, Bji the Einstein-B-coefficient,
Di the degeneracy and fi the temperature dependent Boltzmann factor of the selected
transition.






Due to the dependence on temperature and/or chemical composition of some of the spec-
troscopic quantities, see Sect. 2.2.1, a careful selection of the excitation wavelength
has to be made. As in previous studies [E7, E8] the line pair Q1(9.5) + Q2(7.5) in
the OHA2Σ ← OHX2Π(ν ′ = 1 ← ν ′′ = 0) system at 35,210.42 cm−1 was selected as
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it presents a proper choice due to its low variation in Boltzmann factor (10% between
1200 K and 2400 K) and the broad spectral structure when measuring under increased
pressure, improving the accuracy of the line overlap integral g0 calculation. Excitation of
the selected transition was realized using the frequency doubled output from a dye laser
(Sirah, Precision Scan), pumped by a frequency doubled Q-switched flash-lamp pumped
Nd:YAG laser (Spectra Physics, PIV400) operating at 10 Hz.
The absorption is inferred from an energy reference before and after the test section, as
discussed below. To account for non-resonant losses, e.g. on the optical access of the
combustor, on-resonant and off-resonant measurements, where the laser was tuned away
from any surrounding OH resonance, were measured with short time separation. The
line-of-sight integrated absorption, spatially resolved in x direction, is computed using
Eq. (4.2) (adapted from [E7]), where E denotes a linear reference to energy.
A(x) = 1− E(x)on,out/E(x)on,in
E(x)off,out/E(x)off,in
(4.2)
Measuring the spatially resolved energy of the OH laser light sheet after the test section
is challenging in wall-normal measurements for a number of reasons: (a) The beams
are dumped on the wall, so the energy reference has to be measured at the wall of the
combustor, (b) depending on the operating condition, the effusion cooled liner reaches
temperatures ≥ 1200 K [E8], (c) the NO-PLIF measurements are conducted almost at the
same time (temporal separation between laser pulses is 100 ns) and exactly at the same
location, (d) for near-wall measurements, the intensity is very high due to the proximity
to the focal line of the laser light sheet.
To address all issues, the effusion cooled liner was coated with a dispersion of a high
temperature binder (Zyp, HPC binder) and YAG : Tb3+ (Merck, d50 = 4µm) using an
airbrush. While this is commonly used for wall-temperature measurements, here the de-
pendency of phosphorescence on the incident intensity is used. YAG : Tb3+ was chosen
as it provides a strong signal even at high temperatures and its emission in the green
spectral range, allowing a good spectral separation from flame and soot luminescence.
Phosphorescence was captured using an uncooled CCD camera (Basler, piA2400-17gm),
equipped with an 135 mm lens (L6: Takumar) mounted with a 15 mm extension tube. A
bandpass filter with a transmission range between 525 and 575 nm (Edmund Optics) was
used to improve separation from flame luminosity and black body radiation of the hot
effusion cooled liner. Spatial variations in wall-temperature significantly impact the in-
tensity of the phosphorescence signal. However, the absorption measurement is unaffected
as long as the temperature is constant in time, i.e. the wall is in thermal steady state and
has no significant fluctuation. More problematic is the non-linear energy response due to
the high irradiation by the OH laser light sheet. This is accounted for by measuring the
energy dependence at every measurement location independently. As the effusion holes
cause discontinuities in the signal, the absorption was measured ∆y = 2 mm adjacent to
the center line. During this calibration measurement, the NO laser was blocked to avoid
interference. From these measurements, the term A(x)/
∫
ILIF (x,z)dz from Eq. (4.1)
is calculated, temporally averaged and transferred to a measurement at the center line,
now in combination with NO-PLIF. This approach assumes, that the integral quantity
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A(x)/
∫
ILIF (x,z)dz is constant with respect to time. To further improve accuracy and
spatial continuity, the evaluated absorption within all field of views (FOVs) from one op-
erating condition were interpolated on a common grid and smoothed using a piecewise
cubic spline fitted to the data.
As an energy reference before the test section, a portion of the laser beam was extracted
using an uncoated wedged fused silica plate beamsplitter at Brewster’s angle and guided
to a fused silica substrate that was coated using the same method, see Fig. 4.1. This
allows, after dispersing the overlapped light sheets for OH- and NO-LIF with a prism,
to capture both sheet profiles with one camera (Basler, piA2400-17gm). As with the
detection system for the energy reference on the effusion cooled liner, a bandpass filter
with the same transmission range in front of the lens (L7: Carl Zeiss, 100/f2) was used
to spectrally separate the phosphorescence signal from ambient light. Unlike within the
combustor, the phosphorescence response to incident energy was linear due to the low
intensity of the beam extracted by the wedged beamsplitter (W). This was verified by
simultaneous measurements with a pyro-electric energy meter. The beamsplitter was put
into the beam-path after the common cylindrical focusing length (CL; f = 600 mm) at
Brewster’s angle to minimize extracted energy.
An implication of Eq. (4.1), due to the integral LIF signal in the denominator, is that the
region of interest of the LIF detection system has to cover the entire test section, i.e. every
OH molecule has to be within the field of view. Imaging the height of 100 mm onto the
photocathode of the image intensifier (LaVision, IRO; L5: Cerco 100/f2 UV lens) results
in a magnification of ≈1:5. In order to increase optical resolution, a second OH-PLIF
detection system was mounted on the opposite side of the combustor. A UV lens (L1:
Cerco 100/f2) with extension tubes was used to produce a ≈ 1 : 1.7 intermediate image
which is subsequently collimated by a doublet (L2) of spherical plano-convex lenses with
a net focal length of ≈ 60 mm. The collimated light is focused onto the photocathodes
of the image intensifiers with two UV lenses (L3−4: UV Nikkor, 105/f4.5), imaging the
intermediate image with a magnification of 1.75:1, resulting in a total magnification of
≈ 1 : 1. To minimize influence from signal trapping a narrow bandpass filter transmitting
only the (1,1) vibrational band between 312 and 320 nm is used in front of the lenses on
the image intensifiers [135]. Laser energy was adjusted to ≈ 6 mJ within the measurement
volume to avoid saturation effects. Linearity was verified by measurements with varying
energy on a laminar adiabatic V-flame burner within the test section.
For the interpretation of measured OH number densities, it is helpful to consider cer-
tain aspects derived from laminar flame simulations shown in Fig. 4.2. For a laminar
adiabatic premixed flame, the OH number density is non-monotonic with respect to tem-
perature. A super-equilibrium zone is observed in the vicinity of the flame-front. This
super-equilibrium reaches values of ≈ 3 times the equilibrium value. Under the given
conditions, chemical relaxation to equilibrium occurs within ≈ 0.5 ms. For an easier
interpretation of the measured OH number density, unless otherwise noted, results are
normalized to the equilibrium value of the simulated flamelet at combustor conditions
(Φ = 0.75, Tu = 623 K, p = 2.5 bar), i.e. a normalized [OH] value ≥ 1 indicates super-
equilibrium. The correlation between [OH] and temperature in chemical equilibrium is
nearly independent from equivalence ratio for lean flames [83]. This allows to extract
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an unambiguous dependency of temperature on [OH] in equilibrium conditions, shown in
Fig. 4.2, i.e. the local temperature field can be derived from the measured OH number
density.
Figure 4.2: Top frame: [OH]-T curve from laminar adiabatic flame simulation at com-
bustor conditions (Φ = 0.75, Tu = 623 K, p = 2.5 bar). Middle frame: Extracted
correlation between equilibrium temperature and OH number density. Bottom frame:
OH number density normalized to equilibrium over simulated residence time. Residence
time τ ≡ 0 at peak [OH]. Figure adapted from [E5] with permission from Elsevier.
4.2.3 NO Planar Laser-induced Fluorescence
To investigate mixing between main flow and effusion cooling air, NO was seeded to the
effusion cooling air. The choice of NO as a tracer was motivated due to its high thermal
stability and relatively slow reaction kinetics [147], well-known spectroscopic properties
and high signal-to-noise ratios (SNR) due to strong absorption [15,121,134]. Effusion air
was seeded with 9000 ppmV NO to prevent potential combustion generated NO to affect
the measurements. Estimating the amount of combustion generated NO is challenging in
this configuration, as it is mainly driven by long residence times at high temperatures [157].
As residence times vary strongly within the combustor due to high bulk outlet velocities
Figure 4.3: Combustion generated NO (black) and temperature profile (red) in a laminar
flame simulation at combustor conditions with respect to residence time.
on the one hand and recirculation zones on the other hand. Plug-flow transit time, as
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estimated from PIV measurements at similar operating conditions [E9], is in the order of
8 ms. Fig. 4.3 shows the simulated NO number density in ppmV as a function of residence
time for a freely propagating flame at combustor conditions. Even after 20 ms at adiabatic
flame temperature, the combustion generated NO amounts to 300 ppmV only, which is a
factor of 30 below the amount of seeding used.
When investigating mixing processes of flows with different chemical compositions and
temperatures, a proper selection of the excitation scheme is of great importance. To ensure
proportionality of the measured spatially-resolved LIF intensity with the molar fraction
Xe, i.e. the amount of cooling air divided by the total amount of cooling air and main flow,
LIF signals were simulated using LIFSim [16] with quenching data from [144], as described
in Sect. 2.2.1.3, under varying conditions. To evaluate the correlation between measured
Figure 4.4: Selection of NO-PLIF excitation line. (a) Simulated excitation spectrum
in the 44100 − 44300 cm−1 range at equilibrium conditions of a Φ = 0.75 methane-air
flame with preheating to 623 K at 2.5 bar. (b) Zoomed in range with selected excitation
line (red). (c) Correlation between normalized measured LIF signal and Xe. Solid lines
represent correlation (Black: mixing before reaction; Red: mixing after reaction), dashed
lines represent deviation from perfect linear relationship. Figure adapted from [E5] with
permission from Elsevier.
LIF signal and Xe, one-dimensional laminar flame calculations at combustor conditions
are used. The resulting gas compositions were subsequently mixed with varying fractions
Xe of effusion cooling air. The derived chemical compositions and temperatures were fed
into LIFSim to compute excitation spectra for every composition at various values of Xe.
Fig. 4.4 shows a simulated excitation spectrum of NO at equilibrium conditions at the
nominal equivalence ratio and preheating temperature of the combustor conditions and the
resulting correlation between normalized LIF signal andXe for the selected line. Although
it appears as a single line in the simulated spectrum, there are actually 4 contributing
transitions under the curve, namely P21(12.5), Q1(12.5), Q2(19.5) and R12(19.5) with
major contributions from the Q-branch transitions. Due to the difference in rotational
quantum number, the overlapping line-pair varies only slightly with temperature, allowing
for good correlations for all expected mixing scenarios, i.e. mixing before reaction, mixing
during reaction and mixing after reaction. The largest differences from perfect linear
relationship between the measured LIF signal and Xe is represented by the red line in
Fig. 4.4(c), where the deviation reaches values ≤ 0.08. For mixing before reaction, a
maximum systematic error of 0.03 is estimated.
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The excitation of the selected transition around 44227.6 cm−1 is realized using the
frequency-tripled output of a dye laser (Sirah, Precision Scan), using Pyridine I as dye.
The dye laser was pumped using a frequency-doubled pulsed Nd:YAG laser (Spectra
Physics, GCR-4). The excitation beam is formed to a light sheet with a width of 20 mm
and overlapped with the OH laser light sheet prior to the common cylindrical focusing
lens, see Fig. 4.1. During the measurements, the fundamental wavelength of the dye laser
was continuously monitored and controled using a wavemeter (HighFinesse, WS6) to avoid
drift. LIF signals were captured using an image intensifier (LaVision, IRO) equipped with
an uncooled CCD camera (Basler, Pilot). In order to record the same field of view as the
high resolution OH-PLIF detection system, they share a common intermediate image, see
Fig. 4.1. A dichroic longpass beam-splitter (Chroma, DCLP 270) was used to spectrally
separate the NO-PLIF from the OH-PLIF signal. An additional longpass filter (Semrock,
RazorEdge LP 224) in front of the lens on the intensifier (UV Nikkor 105/4.5) was used
to suppress scattered radiation from the laser. Laser energy was attenuated to 1.6 mJ to
stay within the linear regime. The latter was verified from measurements were the energy
was varied between 0− 8 mJ in an undisturbed jet-flow within the combustor.
4.2.4 Processing
4.2.4.1 Quantitative OH-PLIF
Quantification of the OH-PLIF signal for the low-resolution (LR) setup using Eq. (4.1)
requires to correct the raw LIF signal for variations in local laser intensity and laser line
overlap integral. Additionally, the absorption has to be inferred from phosphorescence
measurements before and after the test section using Eq. (4.2). Furthermore, knowledge
about the laser line overlap integral g0 without modulation of the laser line shape has to
be obtained. To extract the quantitative OH number density for the high-resolution (HR)
setup, the HR FOV has to be found within the LR FOV in order to extract the local laser
intensity for the HR FOV. These processing steps are described in the following.
Laser line overlap integral The laser line overlap integral g0 is obtained from a non-
linear least squares fit of experimental data to a simulated excitation spectrum using
LIFBASE, see Sect. 2.2.1.4. The excitation scan was performed in the laminar V-flame
at 2.5 bar and Φ = 1 with an inlet temperature of 300 K, see Sect. 3, in the range
35205−35 217.5 cm−1 in 0.05 cm−1 increments, covering the Q1(9.5)+Q2(7.5) line pair as
well as the P1(5.5) transition and minor contributions from the lines P21(9.5), Q21(17.5),
R12(7.5) and R1(17.5). At every spectral position, 100 samples have been recorded
for averaging out shot-to-shot variations in laser sheet profile and energy. From the
images, a stationary region of interest (ROI) in the exhaust of the flame is extracted and
spatially averaged to obtain the excitation scan. To avoid influence from residual non-
resonant background signal, the extracted excitation scan is normalized to the interval
[0,1] by subtracting the minimum far from a resonance at 35 217.5 cm−1 and normalizing
to the peak of the Q1(9.5) + Q2(7.5) line pair. Instead of attempting to extract the
laser line shape by deconvolution of the measured spectrum with the simulated spectrum,
it is assumed that the laser line shape has a Voigt shape with unknown Gaussian and
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Figure 4.5: OH-LIF excitation scan in the spectral range 35205−35 217.5 cm−1 obtained
from measurements in a stoichiometric laminar V-flame at 2.5 bar. Left: mean OH-PLIF
signal. Inset rectangle shows ROI for spatial averaging; Middle: Extracted excitation
scan (black symbols) with simulated spectrum after convolution with fitted laser line
shape (red) and residual (gray); Right: extracted laser line shape (black) and simulated
excitation spectrum from LIFBASE normalized to unity area for calculation of g0.
Lorentzian contribution. In a non-linear least squares fit, these contributions are extracted
by convolution of the excitation spectrum with different Voigt profiles until a best fit is
obtained. Fig. 4.5 shows the procedure and the result of the fitting process. Best
fit was obtained for a Voigt profile with 0.42 cm−1 Gaussian and 0.33 cm−1 Lorentzian
contribution (all values FWHM). Evaluating Eq. (2.35) yields a value of 0.74 cm−1 for g0.
As the laser line width is in the order of the transitional line width, variations in local laser
line overlap at high integral absorption levels are expected. As described in Sect. 2.2.1.4,
these variations are modeled using Eq. (2.37) by modulating the laser line shape by
subtracting fractions of the absorption line. For an exact solution of the model, spatially
Figure 4.6: Modeled dependency of variation in local laser line overlap integral on local
laser intensity. Left: Modulated laser line shapes at varying local laser intensity values.
Right: Variation in local laser line overlap as a function of local laser intensity. Colors
in the left plot indicate which laser line shape corresponds to a local laser line overlap
integral value in the right plot.
resolved knowledge about the transitional line shape along the absorption path length is
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required. This is a priori unknown. As a first order approximation, it is assumed that the
transitional line shape does not vary strongly in the relevant temperature range and is
properly represented by exhaust temperature and composition at combustor conditions.
A benefit of this assumption is the implication that Eq. (2.37) may be evaluated ab initio,
as it is then only dependent on local laser intensity Tm. This assumption is later addressed
when discussing the uncertainty of the method. Fig. 4.6 shows the dependency of the
resulting variation in local laser line overlap integral g(x) on the local laser intensity for
the given case. For visualization, g(x) is normalized to g0, i.e. to the overlap integral
before any modulation of the laser line shape. For a local intensity of 0.2, i.e. 80%
absorption, the spectral overlap integral is reduced by approximately 35% to 0.485 cm.
Absorption Spatially resolved absorption is inferred from phosphorescence measure-
ments before and after the test section using Eq. (4.2). As discussed above, only the
temporally averaged absorption is required for the calculation of A(x)/
∫
ILIF (x,z)dz.
Before the absorption is calculated, the individual measurement systems have to be back-
ground corrected and matched to physical coordinates to allow mapping of the energy
reference before and after the test section and subsequently derived integral absorption
values to columns of the spatially resolved LIF signal. These processing steps are depicted
in Fig. 4.7 and described in more detail in the following paragraph.
Background correction is done via subtraction of a mean image (100 samples), where the
lasers were blocked. This eliminates influence from black body radiation from the effusion
cooled liner and ambient light. Subsequently, the set of background corrected images is
averaged over all acquired samples. For the phosphorescence measurement at the liner, a
non-linearity correction is required as the intensity of the incident laser sheet exceeds the
linear limit of phosphorescence of YAG : Tb3+. This is achieved by continuously varying
the laser energy by rotating a half-wave retardation plate before the BBO crystal for
frequency doubling inside the laser used for OH-LIF excitation. This allows to vary the
energy of the laser pulse without affecting polarization and sheet profile. Measurements
of the total energy within the sheet using a pyro-electric energy meter are used as a linear
reference for these measurements. These measurements have also been used to verify
linearity of phosphorescence on the fused silica substrate coated with YAG : Tb3+ used
as reference for the incident laser sheet. To avoid resonant absorption within the FOV
influencing the inferred linearity curve, these measurements have been conducted for the
off-resonant case with 1000 samples per run. Spatial matching between the measurement
systems is achieved by an additional measurement, where an irregular pattern was placed
inside the beam path that allows to identify scaling and offset between the cameras in
units of pixels. Matching to physical coordinates is performed by matching the resulting
sets to the grid of the OH LR system after dewarping and mapping to physical coordinates
as discussed in the next paragraph.
OH-PLIF Processing of OH-PLIF data is split up in three steps. These are a pre-
processing step for both the low- and high-resolution detection system (LR/HR) that
includes background subtraction, dewarping and mapping to physical coordinates as well
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Figure 4.7: Processing steps to derive spatially resolved absorption from phosphores-
cence measurements. Figure shows processing of FOV3 at LS-HC-FP condition. Images
in the first two rows show phosphorescence signal at the effusion cooled liner as an ex-
ample. The same processing has been used for the measurement before the test section.
Line plots show binned signals and ratios between on- and off-resonant measurements
(black: ratio at effusion cooled liner after non-linearity correction displayed as scatter
plot on the right side; red: before test section, no non-linearity correction necessary).
From these ratios, the absorption A shown in the bottom plot is inferred using Eq. (4.2)
after spatially matching the profiles to the OH LR detection system using an irregular
pattern in the beam path.
as flat-field and vignetting correction. After preprocessing, the OH LR images are quan-
tified according to Eq. (4.1) by correcting the signal for variations in local laser intensity
and spectral overlap and subsequent calibration using spectroscopic constants from LIF-
BASE. In a last step, quantification of OH HR data is performed. This involves finding
the HR region of interest within the LR FOV to repeat the calibration procedure for the
HR system.
Preprocessing In a first step, OH PLIF images are background corrected by sub-
tracting the mean off-resonant signal from the entire dataset. Subsequently, dewarping
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Figure 4.8: Preprocessing of OH-PLIF data: Background subtraction, dewarping and
mapping to physical coordinates using a dot pattern target, flatfield correction.
and mapping to physical coordinates is achieved using a dot pattern target. A com-
mercial software (LaVision, Davis) is used to fit a third-order polynomial surface to the
dot pattern which is used as an interpolation grid. To account for non-uniform intensity
distribution due to vignetting, an electroluminescent panel (Zigan, EL-1010) has been
used to acquire a flat-field image. These panels have the advantage of being very thin
(≤ 0.4 mm) and they can be cut to size at the opposite end of their electrical connector.
This allows to achieve a nearly borderless flat field within the combustor to account for
additional vignetting by the combustor geometry. The panel has been glued onto a pre-
cision milled block of aluminum for rigidity. This block was then placed in the object
plane to acquire flat-field images for every FOV individually. Deviation from uniformity,
as measured with a 1 mm aperture in front of a photodiode, was ≤ 10% across the entire
panel. These preprocessing steps are used for the LR and HR detection system.
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Calibration After preprocessing, the OH PLIF data has to be corrected for variations
in local laser intensity and laser line overlap integral. The local laser intensity is derived
from the spatially resolved absorption measurement as shown in Fig. 4.7 and the OH
PLIF signal integrated in z-direction, i.e. along the absorption path length.
Figure 4.9: Calibration of OH-PLIF data. Top row, from left to right: Preprocessed LIF
images, reconstructed local laser intensity, variations in laser liner overlap integral and
calibrated OH number density in 1013cm−3. Bottom row shows a0 and dependency of
variation in laser line overlap integral with local laser intensity. Figure shows processing
of OH LR data acquired in FOV3 at LS-HC-FP condition as an example.
The reduction of laser intensity at a given pixel m along the absorption path z is propor-
tional to the local absorption coefficient. Although it cannot be measured directly, this
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absorption coefficient can be approximated using the LIF signal itself as the LIF image is
proportional to the derivative of the local laser intensity, assuming a constant fluorescence
quantum yield along a given column in the PLIF image [83]. The assumption of a con-
stant fluorescence quantum yield is further addressed when discussing the uncertainty of
the method. This allows to iteratively reconstruct the local laser intensity Tm+1 from the
local laser intensity Tm, measured integral absorption A(x) and the local LIF intensity
Im(x) at a given pixel m along z using Eq. (4.3), where T1(x) ≡ 1.






The variation of the laser line overlap integral is inferred from the reconstructed local laser
intensity by simply interpolating the entire field using the modeled dependency as shown
in Fig. 4.6. After correcting the preprocessed LIF images by point-wise division with
T and g/g0, final calibration to [OH] is performed using Eq. (4.1). For the Einstein-B
coefficient, a value of Bij = 2.955 m3 J−1 s2 is used, which corresponds to the mean of
the Q1(9.5) + Q2(7.5) line pair. As the temperature field is a priori unknown, the mean
Boltzmann fraction of the line pair at 1800 K is used for evaluation which amounts to
fi = 0.0384. Fig. 4.9 shows the entire calibration procedure on an exemplary dataset.
Matching OH HR In principle, the evaluation of PLIF data acquired with the high-
resolution detection system follows the same steps as the low-resolution system. For the
calibration of HR data, the local laser intensity reconstructed for the LR system is used
to derive the integral absorption within the HR FOV. This requires precise knowledge of
the location of the HR region of interest (ROI) inside the LR FOV. This is determined
by downsampling the HR data onto the grid of the LR system after dewarping and
subsequently finding the location by cross-correlation on a single-shot basis. The detected
ROI is then used to extract the ensemble averaged local laser intensity profiles at the
boundaries. Subsequently, these profiles are upsampled to the original HR resolution
and used to derive a local laser intensity field in the HR FOV. Fig. 4.10 shows the
implemented procedure. Evaluation of the OH number density is then performed using
the steps described above.
4.2.4.2 NO-PLIF
In this section, the processing steps necessary to derive the quantitative effusion air mole
fractionXe from NO-PLIF images are described. This is split up in the steps preprocessing
and calibration.
Preprocessing The preprocessing of NO-PLIF images basically follows the same
scheme as for OH-PLIF as depicted in Fig. 4.8, i.e. it involves background and flatfield
correction, dewarping and mapping to physical coordinates. Additionally, to improve
SNR while preserving spatial gradients, block-matching 3D filtering (BM3D) [39] was
77
Chapter 4 Mixing Processes
Figure 4.10: Matching of high- and low-resolution OH PLIF data. Upper left: OH
HR dataset prior to downsampling. Middle: corresponding OH-LR data and local laser
intensity. Inset rectangle shows boundary of HR ROI inside LR FOV as evaluated from
2D cross-correlation (bottom right). Upper right plot shows reconstructed local laser
intensity of the HR FOV as calculated using Eq. (4.3) with the ensemble averaged
incident and exiting intensity profiles as insets extracted at the boundaries of the HR
ROI.
used. Subsequently, the images are corrected for shot-to-shot variations in the laser sheet
profile using the phosphorescence measurement at the fused silica substrate before the
beams enter the combustor.
Calibration For near-wall measurements, where the effusion holes are within the FOV,
the NO LIF signal is calibrated using the mean signal in the core of the effusion jet. The
core of the jet is automatically identified by the location of the lowest relative standard
deviation above the hole. For some cases, especially at LC condition, the PDF of the
LIF signal at this location is bi-modal due to locally disturbed outflow. For these cases,
the peak at high LIF signals, corresponding to samples that have sufficient outflow, is
used for calibration. Fig. 4.11 shows the calibration procedure. For FOVs further away
from the wall, where no location with Xe = 1 is within the FOV that could be used for
calibration, results are only analyzed qualitatively.
Absorption effects, e.g. from hot CO2 are neglected [140]. As the calibration is performed
at a location where the beam has already passed ≥ 98% of the combustor’s height, this
influence is assumed to be negligible. However, this possibly leads to an overestimation of
Xe with increasing wall-distance inside the FOV. As a last step, the calibrated NO-PLIF
images are interpolated onto the OH HR grid to simplify further evaluation.
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Figure 4.11: Derivation of quantitative effusion air mole fraction Xe from preprocessed
NO-PLIF images. From left to right: preprocessed NO-PLIF images, relative standard
deviation of ensemble with identified minimum shown as black X, calibrated effusion air
mole fraction Xe.
4.2.5 Resolution
Fig. 4.12 shows object side MTF measurements as obtained using a Siemens star evaluated
with YASSES, see Sect. 2.2.3, for all detection systems used in the experiment. As evident
Figure 4.12: MTF and PSF of OH LR (black), OH HR (red) and NO (blue) detection
system as obtained from Siemens star measurements evaluated using YASSES. Solid lines
represent measured values, dashed lines represent fits with a Gaussian (OH LR) or sum
of two Gaussian (OH HR, NO) form functions.
from the figure, the detection system for OH LR has the lowest resolution with an MTF
that is well approximated with a Gaussian PSF of ≈ 390 µm FWHM. For the OH HR
and NO detection system, a better fit to the measured MTF curve was obtained with a
PSF consisting of the sum of two Gaussians. The widths of the PSFs are ≈ 76 µm and
≈ 68 µm FWHM, respectively. Focal line thickness of the laser sheets are ≈ 120 µm for
NO and ≈ 150 µm for OH, respectively.
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4.2.6 Uncertainty
4.2.6.1 Quantitative OH-PLIF
As the derivation of quantitative OH number densities from combined absorption and
PLIF measurements involves a comparably complex evaluation procedure, estimating the
uncertainty is rather challenging due to the many correlated influencing parameters. Ad-
ditionally, assumptions such as constant Boltzmann fraction, constant fluorescence quan-
tum yield along the absorption path and uncertainties in the variation of laser line overlap
integral may lead to additional errors which heavily depend on the local temperature and
species composition. For this reason, a Monte-Carlo simulation is performed to estimate
the net measurement uncertainty. For every uncertain parameter within the simulation,
a normal distribution with given mean and standard deviation is assumed. A flow-chart









Figure 4.13: Flow-chart of Monte-Carlo simulation for uncertainty estimation of quan-
titative OH measurements.
Flame module In this module, non-adiabatic laminar flame calculations at P = 2.5 bar,
Tu = 623 K and Φ = 0.75 with varying heat loss, simulated using the Universal Flame
Solver (ULF18) [170], are used to mimic typical radial profiles in the primary zone of the
combustor. Four of these simulations are combined to establish a profile with 100 mm
length that resembles the presence of two outer recirculation zones, the two lobes of the
main stage and an inner recirculation zone, see Fig. 4.14. The amount of heat loss in
the inner recirculation zone is chosen to approximate the measured mean temperature
in this area, see Sect. 5. For the outer recirculation zones, different levels of heat loss
are simulated to expand the temperature range to lower values. This approach has been
18Thanks to Dr. Arne Scholtissek for providing the non-adiabatic laminar flame simulations.
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Figure 4.14: Non-adiabatic flame simulation used for Monte-Carlo simulation. Left:
temperature profile, Right: OH number density profile.
chosen to cover a temperature range where OH number densities are significant to prop-
erly represent variations in Boltzmann fraction, quenching and transitional line shapes.
To simplify parts of the computation, the profiles are symmetrical, i.e. both outer re-
circulation zones are taken from the same non-adiabatic laminar flame simulation. This
neglects asymmetrical influences such as effusion cooling. However, for the estimation
of uncertainty, it is only required to ensure representative variations in temperature and
species concentrations in the simulated profiles.
This module provides temperature and species concentration profiles required for the
other modules.
Spectroscopy module In this module, the transitional line shape of the overlapping
Q1(9.5) + Q2(7.5) line pair is simulated. The line shape is modeled with contributions
from Doppler and collisional broadening as described in Sect. 2.2.1.4. Within this module,
uncertainty of seven parameters are accounted for as summarized in Tab. 4.1. These are
the Einstein-B coefficients and the center frequencies for both transitions as well as factors
affecting collisional broadening. Fig. 4.15 shows 250 randomly selected realizations of the
transitional line shapes within the Monte-Carlo simulation within the IRZ at z = 50 mm,
the ORZ at z = 10 mm and the peaks of the inner and outer reaction zone near z =
70 mm and z = 80 mm, respectively. Note that the FWHM of Doppler broadening is
approximately twice the value of collisional broadening. Consequently, variations of the
latter do not affect the spectrum to a large extent.
This module returns the transitional line shape Φij, the Boltzmann fraction fi as well as
the Einstein-B coefficients and the center frequencies νij.
Laser module The laser line shape is modeled as a Voigt profile with uncertain Gaus-
sian (∆νG) and Lorentzian (∆νG) contributions. This is to account for uncertainties in
the line scan measurement. In addition, the laser center frequency is assumed to be un-
certain due to limited accuracy of the wavemeter measurement and repeatability due to
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Table 4.1: Spectroscopic uncertainties.
Parameter Mean RMS Comment
p 2.5 bar ±0.1 bar Estimated uncertainty ofcombustor operating pressure.
Tref 2000 K ±8% Variation in reported values in [11].
n 0.66 ±0.2 Broad range because reported value of 0.66in [129] is only valid for (0,0) transitions.
νQ1(9.5) 35 210.64 cm−1 ±0.05% Uncertainty from HITRAN [64]
νQ2(7.5) 35 210.20 cm−1 ±0.05% See comment above.
BQ1(9.5) 2.988× 1017 m3 J−1 s2 ±5% Taken from Heinze et al. [83]
BQ2(7.5) 2.923× 1017 m3 J−1 s2 ±5% See comment above.
Figure 4.15: Variations of laser line (left) and transitional line shapes (right) in Monte-
Carlo simulation. Shown are 250 randomly selected area normalized line shapes.
frequent changing between off- and on-resonant measurements. Uncertainties accounted
for in this module are given in Tab. 4.2. 250 randomly selected realizations of the laser
line shapes within the Monte-Carlo simulation are shown in Fig. 4.15.
Table 4.2: Laser uncertainties.
Parameter Mean RMS Comment
ν0 35 210.4 cm−1 ±0.15 cm−1
Variation in measured center frequency
across all measurements
∆νL 0.42 cm−1 ±5% Estimated from line scan measurement.
∆νG 0.33 cm−1 ±5%
Variations in this range correspond
to 10% increased residuals.
This module returns the laser line shape ΦL required for calculation of the laser line
overlap integral.
Absorption module In this module, information from flame simulations, spectroscopy
and laser line shape are used to calculate the local laser intensity ILaser(z), local laser line
82
4.2 Method
overlap g and line-of-sight integrated absorption A. Local laser intensity is calculated
using the discrete linearized form of Beer’s law of absorption given in Eq. (2.36). The
local laser line overlap integral is calculated using Eq. (2.35) including modulation of the
laser line shape using Eq. (2.37), accounting for the entire history of transitional line
shapes. Fig. 4.16 shows the variation of the local laser intensity and overlap integral
within the Monte-Carlo simulation.
Figure 4.16: Calculated local laser intensities (left) and laser line overlap integrals
(right) within the Monte-Carlo simulation. Shown are 250 randomly selected samples.
This module returns the local laser intensity, local overlap integral and Boltzmann fraction
for the LIF signal simulation as well as the line-of-sight integrated absorption for the LIF
evaluation.
LIF simulation module In this module, the 1D OH-LIF signal is simulated according
to Eq. (2.26). Quenching rates are calculated using the chemical composition, tem-
perature and pressure from the flame module. In addition to accounting for local laser
intensity, Boltzmann fraction, quenching, spectral overlap integral, Einstein-B coefficient
and OH number density, this module simulates the dual-resolution detection system. This
is achieved by convolving the simulated LIF signal with the PSFs for the LR and HR de-
tection system prior to interpolating the signals on a uniform pixel grid to mimic the
behavior of the array detector. Just as in the experiment, the LR detection system covers
the entire width of the flame while the HR system covers a width of 15 mm at the end of
the absorption path. This simulates measurements near the effusion cooled liner, see Sect.
4.2.7. To account for the precision of the LIF measurement, Poisson distributed noise is
added to the simulation. Commonly, the intensifier gain in the experiment is adjusted to
maximize the dynamic range. Consequently, both simulated LIF signals are normalized
in a way that the peak within the FOV corresponds to 4000 counts. Additionally, an
artificial residual background is added to the signal to account for imperfect background
subtraction commonly observed when using image intensifiers for detection. Fig. 4.17
shows 250 randomly selected LIF signal simulations used in the Monte-Carlo simulation.
Uncertainties within this module are summarized in Tab. 4.3.
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Figure 4.17: Simulated LR (left) and HR LIF signals within Monte-Carlo simulation.
Note the asymmetry of the profile induced by absorption. Laser enters from the left side
at z = 50 mm. HR signal zoomed in to reaction zone between −30 mm and −37 mm,
actual HR window extends to −50 mm. Shown are 250 randomly selected samples.
Table 4.3: LIF measurement uncertainties.
Parameter Mean RMS Comment
SNR 30 - Estimated from measurements in laminar flame.
Residual background 100 ±50 Estimated from signal in fresh gas in combustor.
LIF evaluation module In this module, the simulated LIF signal and the absorption
A is used to feed the evaluation algorithm described in Sect. 4.2.4.1. To account for
uncertainty of the absorption measurement, the absorption is imposed with an uncertainty
of 10%. This uncertainty is estimated by repetition measurements within the combustion
chamber. Fig. 4.18 shows the evaluated OH number density for the 250 samples shown
in Fig. 4.17.
Figure 4.18: Evaluated LR (left) and HR LIF signals within Monte-Carlo simulation.
Shown are the same 250 samples used in Fig. 4.17.
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In addition to the evaluated number density for the LR and HR measurements, this
module returns the temperature estimated from OH number density using the [OH]-T
correlation presented in Fig. 4.2.
Error module In this module, the relative error of the measurement with respect to
the underlying simulation is evaluated for every iteration of the Monte-Carlo simulation.
As the LR system is mainly used to derive the local laser intensity at the boundaries of
the HR FOV, the error is defined only for the HR system, see Eq. (4.4), where εN and εT








Fig. 4.19 shows the evaluated OH number density and temperature in comparison to the
exact solution for an exemplary flame configuration within the simulation. Quite notable
is the large deviation in the temperature evaluation in regions where the equilibrium as-
sumption is not met, i.e. close to the reaction zone for z ≤ 84 mm, where the temperature
is overestimated by approximately 500 K. This is expected as only the equilibrium OH
number density has a reasonable correlation with the local temperature. For z > 84 mm,
the relative error is drastically reduced. Due to the near-exponential dependency of the
equilibrium OH number density on temperature, the precision of temperature measure-
ments is much higher compared to the evaluation of the OH number density itself, as
visible by the lower spreading of the profiles shown in Fig. 4.19. For areas before the
reaction zone, the error in [OH] and temperature increase drastically, mainly due to the
simulated residual background which limits the dynamic range of the method. The im-
pact of limited optical resolution is visible near the [OH] peak of the reaction zone, where
measured values are shifted further to the right as a result of the convolution with the
PSF which affects the steep spatial gradient encountered during OH production.
Results of Monte-Carlo simulation Fig. 4.20 shows the resulting 2σ range around
the mean relative error for temperature and [OH] evaluation. Due to finite resolution
effects, OH number densities near the simulated peak are systematically underestimated
by 50%, followed by declining over-estimation of post reaction zone [OH] with a peak of
around 5%. For z > 84 mm, OH number densities are in average underestimated up to
9%, which is a result of the assumption of constant Boltzmann fraction and fluorescence
quantum yield along the absorption path length. As finite optical resolution causes the
OH peak to shift to higher temperatures (in this case, higher z-coordinates), the high
degree of underestimation somewhat exaggerates the actual error when comparing at
fixed spatial locations. If instead the peak simulated OH number density is compared to
the peak evaluated number density, the underestimation is reduced to 9%. The standard
deviation of the relative error has a maximum value of 18% near z = 82 mm and reduces to
values ≤ 13% for z > 84 mm. Thus, for quantitative [OH] measurements, a conservative
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Figure 4.19: Comparison between simulated (red) and evaluated (black) [OH] (left)
and temperature (right) with relative errors εN and εT in the bottom row for the HR
simulation. Shown are 250 randomly selected results for an intermediate heat loss in the
ORZ, where the temperature in chemical equilibrium corresponds to ≈ 1750 K.
estimate for the accuracy and precision with values of 15% and 20%, respectively, is
reported. For derivation of a temperature field in chemical equilibrium, in this simulation
for z ≥ 84 mm, an accuracy of ≤ 2% and a precision of ≤ 3% of the measured value is
reported. For a temperature of 2000 K, this corresponds to 40 K and 60 K, respectively.
Figure 4.20: Mean (solid red lines) and 2σ range (dashed red lines) of relative errors
εN and εT of all 10.000 Monte-Carlo iterations over 250 randomly selected realizations
(black).
To further assess the accuracy of the quantitative OH-PLIF measurements, a comparison
to gas-phase temperatures, cf. Sect. 5, is performed at the outlet, see Fig. 4.21. As the
typical chemical relaxation time is much faster than the estimated residence time in the
combustor19, the equilibrium assumption is met in this region. The mean derived gas-
19Plug-flow transit time is ≈ 8 ms, estimated from bulk outlet velocity and length of combustor.
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phase temperature from [OH] measurements deviate by less than 30 K in a temperature
range ≥ 1600 K which is close to the uncertainty of the presented CARS measurements.
Deviations increase when approaching lower temperatures due to the limited dynamic
range of the method and the fact that temperatures can only be measured in regions
with sufficient OH signal. The lower temperature limit corresponds to approx 1400 K.
As the deviation from mean temperature and the detectable temperature limit, which
is ≈ 200 K below the simulated detection limit shown in Fig. 4.19, it is assumed that
the Monte-Carlo simulation provides a valid conservative estimate of the measurement
uncertainty.
Figure 4.21: Verification of quantitative OH measurements by comparing the temper-
ature field derived from equilibrium assumption to CARS measurements at the same
conditions. Left plot shows spatially resolved temperature field as calculated from [OH]
low-resolution measurements. Line plots at x = 175 mm are extracted for the right
plot. Errorbars and dash-dotted lines show a 2σ range around the mean temperature
(1000 samples) measured by CARS and [OH], respectively. Figure taken from [E5] with
permission from Elsevier.
4.2.6.2 NO-PLIF
The estimation of precision for NO-PLIF measurements is based on the relative standard
deviation in the core of the effusion jets which amounts to approximately 10%, corre-
sponding to an SNR of 10 as defined by the reciprocal coefficient of variation. In areas
with lower Xe values, the SNR is assumed to degrade according to Poisson statistics,
i.e. the SNR is proportional to the square root of the local signal intensity. With this
assumption, the estimated detection limit at SNR = 1 corresponds to Xe = 0.01. The
observed value in reaction zones far from the effusion cooled liner within FOV3, where
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only minor contribution from effusion cooling air is expected, amounts to ≈ 0.02, indicat-
ing that either the SNR is slightly overestimated or these reaction zones indeed contain
measurable (with SNR =
√
2 ≈ 1.414) amounts of effusion cooling air.
The accuracy reported for Xe measurements corresponds to deviation from linearity of
the effusion air mole fraction with the measured LIF signal as shown in Fig. 4.4 and
amounts to 0.03 and 0.08 for areas with fresh-gas mixing and mixing with reaction zones,
respectively.
4.2.7 Parameter Space and Measurement Locations
Fig. 4.22 shows an overview of the investigated FOVs in the primary zone and the FCAI
region. FOV1 is centered at the nozzle, FOV2 is located within the flame brush in the
inner shear layer (ISL). FOV3-5 are measured above the first three effusion holes on
the center line of the combustor. As can be seen in the figure, the three effusion holes
interact with different parts of the flame. The upstream located FOV3 covers parts of the
outer recirculation zone (ORZ) and the outer shear layer (OSL). In FOV4, the tip of the
flamebrush approaches the wall. FOV5 is located in the exhaust region of the ISL. One
additional FOV was measured near the outlet of the combustor (not shown in Fig. 4.22).
Measurements have been conducted for all parametric variations, i.e. three levels of swirl
(LS, IS, HS) as well as two levels of cooling air mass flow (LC, HC) and staging (FP,PP),
respectively, which results in 12 operating conditions total.
Figure 4.22: Overview of the high-resolution FOVs investigated in this chapter marked
by inset rectangles showing mean OH number density. Background image represents





This section presents the results obtained from combined quantitative OH-PLIF/NO-
PLIF measurements to estimate relative occurrence of mixing before reaction, mixing
during reaction and mixing after reaction in the primary zone, i.e. close to the inlet
nozzle, and in the FCAI region near the effusion cooled liner.
4.3.1 Primary Zone
Figure 4.23: Mean [OH] distribution (1000 samples) near the inlet of the combustor.
Radial profiles shown in the right half of the figure are extracted at x = 7.5mm. All
lines have been normalized to the peak in the inner shear layer at positive z coordinates
for comparison. Top frame: swirl study. Black: LS-HC-FP, Blue: IS-HC-FP, Magenta:
HS-HC-FP. Middle frame: Staging study. Dashed lines represent partially premixed
operation (PP), solid lines correspond to fully premixed operation (FP). Bottom row:
Effusion cooling study: Red coloring indicates LC, blue coloring indicates HC effusion
air set point. Figure adapted from [E5] with permission from Elsevier.
In this section, the influence of effusion cooling air within the primary zone is investigated.
Figure 4.23 shows extracted radial profiles at x = 7.5mm for all operating conditions,
normalized to their respective peak OH number density in the upper inner shear layer
for comparison. The profiles resemble typical swirl-stabilized flame features, such as
the presence of an inner and outer recirculation zones (IRZ, ORZ) and an inner and
outer shear layer (ISL, OSL), where the flame stabilizes. Postscript minus and plus signs
indicate the respective region in the lower or upper half of the combustor. It is evident,
that the local OH number density is strongly asymmetrical with respect to the central
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axis. Local OH number density in the lower (-) half of the combustor are systematically
lower than in the upper half (+). Region ISL- shows a ≈ 25% reduction in OH number
density compared to the upper ISL+. This trend is even stronger for the OSL, where
OSL- assumes a reduction of ≈ 50% compared to OSL+. Increasing swirl increases the
radial extension of the IRZ, pushing the shear layers more outwards in the direction of
the combustor liner. The asymmetry of the shear layers is mostly independent from swirl
for this axial location. It has to be noted that due to comparably strong change in flow
field, the swirl dependency cannot be clearly identified with radial profiles, as the general
behavior is similar albeit at different axial locations.
Staging influence is observed in the central region and the outer shear layers, where
locally reduced OH number densities compared to the ISL+ peak are observed. It has
to be noted that the penetration depth of the pilot strongly depends on the swirl, where
higher swirl numbers lead to a more rapid mixing for lower axial distances and thus to
lower penetration depths of unburned fuel. Regardless of the penetration depth, partially
premixed operation increases [OH] in the ISL and reduces it in the OSL. Effectively, the
main stage operates leaner for partially premixed combustion, reducing the equilibrium
OH number density in areas with less pilot, i.e. the OSL. On the other hand, increased
equivalence ratios within the ISL due to mixing with the pilot leads to increased number
densities.
For constant swirl and staging, influence of the effusion cooling air is mostly confined
to the ORZ and OSL with still some measurable impact on ISL-. Quite interestingly, a
reduction in OH number density for case HC is observed within OSL+, indicating that
effusion air actually impacts the primary zone above the center line. Reduced OH number
densities in the OSL- and ISL- but constant number density within the ORZ- indicate
possible dilution of fresh gas with effusion cooling air.
To further investigate this effect, an analysis was carried out to identify mixing prior
to combustion in the flame brush. Fig. 4.24 shows two representative samples from
measurements in FOV2. In a first step, quantitative [OH] data was binarized using a
threshold value of 65% of the equilibrium number density of a freely propagating flame
at Φ = 0.75 and an unburnt gas temperature of Tu = 623 K at 2.5bar. This effectively
separates hot from cold regions. In a subsequent step, based on the mean of the NO-
PLIF signal within the identified cold regions, a threshold for the binarization of NO-PLIF
images is derived to extract areas with significant signal arising from effusion cooling air
within the FOV. This allows to approximately identify parts of the cold region without
significant effusion cooling air content as unburnt fresh gas. The binarized NO-PLIF
images are then expanded by 1 pixel towards the hot region. This allows to identify
samples,where cooling air and fresh gas overlap and are not separated by a reaction zone
by simply intersecting the identified binarized fresh gas region and expanded binarized
NO-PLIF images, which represent areas containing effusion air. For cases where identified
fresh gas areas are separated from areas with significant amounts of effusion air by zones of
high OH number density, i.e. no mixing before reaction is observed, the intersection returns
an empty set. For cases, where no separation is present, i.e. mixing before reaction, the
intersection yields a line with a width of 1 pixel. Effectively, the length Λ of this boundary
line is a measure of the intensity for fresh gas mixing with effusion air within the FOV.
90
4.3 Results
The given examples in Fig. 4.24 are chosen to demonstrate the applied algorithm for a
case, where (a) no significant dilution was found and (b) significant influence of cooling
air is indicated.
Figure 4.24: Two representative samples within the flamebrush in FOV2 (a) with no
effusion air within unburnt gas and (b) with significant effusion air dilution before com-
bustion. Top row shows OH images with extracted boundary between cold and hot gases.
Middle row shows qualitative NO-PLIF images with extracted boundary from top row.
Bottom row: Identified fresh gas region (light blue) and cold gas containing effusion air
(orange). Connected boundary with length Λ shown in red. OH number density normal-
ized to theoretical equilibrium value at combustor conditions. Shown case: LS-LC-FP.
Figure adapted from [E5] with permission from Elsevier.
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Fig. 4.25 shows a scatter plot of the spatial mean of [OH] in the extracted hot region,
i.e. the reaction zone and post-flame OH number density for a given sample, over the
extracted length of the boundary Λ. Although there is a strong scatter of OH number
densities, it is evident, that a higher boundary length correlates with decreased post-flame
and reaction zone OH number densities, indicating a strong local disturbance by dilution
and partly explaining the observed asymmetry shown in Fig. 4.23. The scatter of [OH]
number densities with respect to boundary length is - in part - a result of the limited size
of the FOV. If large parts of the FOV are covered by hot gases, the spatial mean of [OH]
is likely to exhibit smaller values because it is more likely to measure equilibrium OH as
opposed to super-equilibrium, which is more likely to occur if large parts of the image are
cold and a reaction zone is at the edge of an image. There, the spatial mean of [OH] is
most likely to be near super-equilibrium. On the other hand, the boundary can only be
long if most of the OH image is cold. This influence arising from spatial intermittency
is not straight-forward to quantify. Additionally, as there is no calibration point with
Xe = 1 within FOV2, the boundary length strongly depends on the chosen threshold
for NO-PLIF images for every operating condition. As a consequence, only trends may
be described. In temporal average, the extracted boundary is most likely localized at z
coordinates below the peak standard deviation of [OH], see right frame in Fig. 4.25. This
indicates that the influence of effusion cooling air is more prominent in the OSL-.
Figure 4.25: Left: Correlation between boundary length and mean post-flame OH num-
ber density. Red solid line shows linear fit. Middle: Local standard deviation of normal-
ized [OH]. Right: Local average of extracted boundary. 1000 samples were included in
the calculation of mean and standard deviation. Shown case: LS-LC-FP. Figure adapted
from [E5] with permission from Elsevier.
Fig. 4.26 shows the results of the parametric study within FOV2. Here, |∇[OH]| describes
the magnitude of the gradient of the linear fit seen in Fig. 4.25. It describes the amount of
reduction of spatially averaged post-flame and reaction zone OH number density per mm
boundary length. From the parametric studies, the following conclusions can be drawn:
(a) Increasing swirl increases both the mean boundary length Λ and its fluctuation Λ′.
However, the effect on the gradient of post-flame OH with respect to boundary length is
reduced. This is most likely a result of parts of the IRZ entering the FOV from the upper
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right corner at higher swirl numbers, reducing the derived post-flame OH number density.
This effect is hard to separate as the location of the IRZ cannot be inferred on a single-shot
basis with enough confidence due to the high turbulence intensities and associated spatial
fluctuations. (b) Increasing cooling air has no significant impact on boundary length and
intermittency. This is expected, as the derived boundary length does not reflect the higher
effusion air concentration due to case dependent thresholding. The increased gradient of
post flame and reaction zone OH number density with respect to boundary length for
the higher cooling air mass flow indicates higher local concentrations of effusion air for
case HC. In other words: mixing events are observed with a similar frequency for case
LC and HC, albeit with a stronger effect for HC due to increased local Xe. (c) Mean and
standard deviation of boundary length are increased for partially premixed combustion.
The reduction in post flame OH number density is stronger for case FP. Most likely, this
is due to the fact that the main stage operates at a lower equivalence ratio for case PP,
reducing the expected post flame [OH] levels to begin with such that dilution effects are
less prominent.
Figure 4.26: Top row: dependence of the magnitude of the OH gradient with respect to
boundary length. Middle row: Mean boundary length. Bottom row: Standard deviation
of boundary length. Left column: Swirl study. Central column: Cooling air mass flow
study. Right column: Staging study. Figure adapted from [E5] with permission from
Elsevier.
4.3.2 Near-wall Zone
Fig. 4.27 shows the dependency of the cooling air jet penetration depth of the first
three holes on the center line (FOV3-5) together with an overview of the local standard
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deviation of [OH]. The penetration depth is defined by the radial distance from the effusion
cooled liner, where the effusion air mole fraction Xe is reduced to a value of 0.5. As
expected, the mean penetration depth zp is significantly reduced for case LC compared
to case HC. Staging has no significant influence on penetration depth. Increasing swirl
systematically reduces zp due to the previously described expansion of the IRZ, resulting in
a steeper angle at which the main stage approaches the wall. Influence of swirl is reduced
Figure 4.27: Line plots on top: Mean penetration depth of effusion air jets depending on
operating condition (Red: LC; Blue: HC; Solid: FP; Dashed: PP). Images (middle) show
local standard deviation of OH number density normalized to theoretical equilibrium
overlayed with mean Xe images from FOV3-5. Insets show mean Xe and the derived
penetration depth at Xe = 0.5. Bottom line plots show mean (solid line) and RMS
(dashed line) Xe profiles extracted at the black dashed line 0.5 mm above the effusion
cooled liner (Red: LC; Blue: HC). 1000 samples used for calculation of average and
standard deviation. Figure adapted from [E5] with permission from Elsevier.
with increasing axial location. Increased local standard deviation of [OH] for lower axial
coordinates suggest that this is caused by the location of the flame brush. Previous flow
field measurements at similar conditions indicate that stream-lines originating from the
primary zone approach the wall in a region between the first and second effusion hole and
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are mostly parallel close to the wall for locations further downstream [E8]. Mean and
RMS profiles of Xe extracted 0.5 mm above the effusion cooled liner in Fig. 4.27 show
increased intermittency for all three holes and reduced mean values at the second hole for
case LC. This is consistend with previous investigations, were a local rupture of cooling
film and partially impaired outflow above the second hole on the centerline for similar
operating conditions using OH-PLIF data was derived [E8]. Mean and RMS profiles are
not significantly affected by staging. Another observation that can be drawn from Fig.
4.27 is that the investigated effusion cooling holes interact with different areas of the main
stage. The first center line effusion hole interacts with the edge of ORZ- and the OSL-,
while the second and third hole interact with hot products from the ISL- and upstream
effusion air. Due to the proximity to the highest fluctuations in [OH], the first effusion
hole is expected to disturb local reaction in the near wall region of OSL-.
To gain first insights on the interaction mechanisms close to the effusion cooled liner, Fig.
4.28 shows two exemplary samples of Xe overlayed with [OH] and the averaged overlay for
all near-wall FOVs at LS-HC-FP condition. Additionally, the spatially resolved product of
Xe and [OH] is shown. The product [OH]·Xe features large values in areas with substantial
amounts of cooling air in direct contact with regions of high OH number densities. Thus,
it indicates where the probability of interaction between super-equilibrium and post-flame
[OH] from the flame and cooling air is increased. Within FOV3, the OSL- from the main
stage approaches the wall. When comparing realizations (a) and (b) from FOV3, a strong
spatial intermittency in [OH] is observed. Sample (a) shows cold areas, i.e. with low
[OH], that are not explained by present cooling air, i.e. low Xe values. Thus, this area is
assumed to be fresh gas.
The fresh gas area and the cooling air jet are not separated by a zone of increased [OH],
indicating that effusion air mixes prior to combustion. Sample (b) shows normalized
[OH] number densities ≥ 1, i.e. super-equilibrium [OH] in the direct vicinity of significant
amounts of cooling air. This causes the product [OH]·Xe to increase. In temporal average,
the location of highest [OH]·Xe values is downstream at the tip of the effusion jet. In
FOV4, mixing with fresh gas is less likely. Instead, (super-)equilibrium [OH] from the ISL-
and OSL- reaches the effusion cooled liner and is mixed with effusion air. Consequently,
compared to FOV3, [OH]·Xe is increased at the left side of the effusion air jet, where
[OH] is more likely to be high. In FOV5, relaxation to chemical equilibrium, mixing with
upstream effusion air and heat-losses cause a reduction in [OH] number density. Thus, in
average, [OH]·Xe is reduced compared to FOV3 and FOV4. In this area, the flow field
shows stream lines which are nearly parallel to the wall [E8], leading to a lower penetration
angle of the effusion air jet. Unlike in FOV3, cold areas as indicated by low [OH], are
explained by the presence of significant amounts of cooling air.
As the spatial location of mixing phenomena is intermittent, further analysis is conducted
in state space. Presence of super-equilibrium [OH] in the near-wall region and limited
optical resolution of the intensifier cause a detection limit in this area of ≈ 0.2 · [OH]eq.
This is estimated from the measured mean OH number density at locations where Xe
approaches 1. For the following analysis, this detection limit is subtracted from the data,
such that the conditional mean of [OH] with respect to Xe approaches zero at Xe = 1.
To avoid confusion, the OH number density after subtraction is denoted as {OH}. This
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Figure 4.28: Rows 1,3,5: Qualitative overlay of Xe (cyan) and [OH] (red); Rows 2,4,6:
product of [OH] and Xe. Column (a) and (b) show two example single realizations,
column (c) shows the average of 1000 samples. Condition: LS-HC-FP. Colorbar for
[OH]·Xe ranges from 0.05 to 0.7. Ensemble average (1000 samples) multiplied by a
factor of 4 to fit on the same colorscale. Figure adapted from [E5] with permission from
Elsevier.
correction causes {OH} to possibly exhibit negative values at low number densities due
to noise. As the subtracted detection limit is estimated in an area with nearby spatial
gradients due to the cold effusion air jet, i.e. is affected by the optical resolution of the
intensifier more intensely, larger cold areas such as fresh gas are overcompensated, driving
{OH} further towards negative values.
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Fig. 4.29 shows the results of the conducted analysis in state-space based on bivariate
PDFs of Xe and {OH}. As staging shows no measurable influence within the near-
wall studies, this analysis is limited to fully-premixed combustion (FP). The extraction
of events that represent mixing prior to, mixing during and mixing after reaction is
challenging, as the processes are not strictly separated from one another and multiple
processes may happen within the same single-shot. To deduce tendencies, the following
assumptions are made:
(I) OH number density instantly follows temperature. As the temperature is nearly
linearly dependent on Xe, OH has a nearly exponential dependency, see Fig. 4.2.
As a consequence, interaction between [OH] and Xe can only be observed where
there is enough [OH] to detect. Due to the strong sensitivity, this is limited to
approximately Xe ≤ 0.4.
(II) Even with strong dilution prior to combustion, local super-equilibrium of the di-
luted reaction zone is ≥ [OH]eq at combustor conditions (Φ = 0.75, Tu = 623 K,
p = 2.5 bar). This is verfied by laminar flame simulations. Even a flamelet with
a complete mixture of fresh-gas from the main stage and effusion cooling at HC
condition, the peak OH number density is ≈ 5% larger than the equilibrium value
at nominal combustor conditions.
(III) Areas with Xe below the lower detection limit represent undisturbed reaction zones.
(IV) Areas with low [OH] and low Xe above the lower detection limit represent areas,
where fresh-gas is diluted by effusion cooling air.
(V) As a consequence of (I), local OH number density is reduced by any heat-loss mech-
anism, i.e. not exclusively by mixing.
With these assumptions, the bivariate PDFs can be separated in four regions, see upper
left plot in Fig. 4.29:
(a) Undisturbed reaction zones. In this region, no significant amount of cooling air is
present. The measured OH number densities reach from 0 to values slightly above
the expected peak super-equilibrium value of ≈ 2.7 · [OH]eq due to noise.
(b) Mixing of super-equilibrium [OH] of local, i.e. possibly diluted, reaction zones with
effusion cooling air.
(c) Mixing of post-flame [OH], i.e. sub-equilibrium, with effusion cooling air.
(d) Fresh gas with measurable amounts of effusion cooling air mixed prior to combustion.
The bottom three rows in Fig. 4.29 summarize the results for all relevant operating
conditions and FOVs. Probabilities to measure a sample within a certain region are
extracted by integrating the PDF within the boundaries of the entire region. Note that
the sum of probabilities across all regions is not equal to 1, as this analysis is limited to
regions with measurable [OH]. Aside some samples that lie above the boundary of region
(b) due to noise, the vast majority of remaining samples correspond to Xe ≥ 0.4.
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Figure 4.29: Top two rows: Scatter plots of {OH} over Xe within FOV3-5 for HS-HC-
FP condition and segmentation in zones: (a) Undisturbed reaction zones, (b) Super-
equilibrium region, (c) Sub-Equilibrium region, (d) Fresh-gas mixed with effusion air.
Boxes in the three bottom rows show the probability to measure a sample in region (a)-
(d) as value and color coded for every operating condition and FOV. Colors represent
regions (a)-(d), saturation of color is scaled according to the probability value to indicate
the relative occurrence. Figure taken from [E5] with permission from Elsevier.
Independent from swirl and effusion cooling air mass flow, chances of encountering mix-
ing events with fresh-gas in region (d) are substantially reduced with increasing axial
distance, i.e. from FOV3-5. This is expected from the location of the flamebrush, see Fig.
4.27. At the same time, frequency of events in the sub-equilibrium region (c) increases,
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accompanied by decrease in super-equilibrium region (b). Additionally, all regions within
a given FOV show a dependency on swirl and effusion cooling air mass flow.
Occurrence of mixing events with fresh gas in FOV3 are more likely to be observed for
lower swirl and higher effusion cooling mass flow. Additionally, increasing swirl at HC
condition reduces sub-equilibrium mixing (c) and increases super-equilibrium mixing (b).
This is most likely caused by the increased penetration depth at lower swirl numbers and
the higher impulse ratio at HC condition, making it more likely that effusion air either
reaches pockets of fresh-gas from the main stage or reaction zones which are located
further away from the effusion cooled liner. In comparison to FOV3, region (b) and (c)
for FOV4 and FOV5 show a reversed trend for increasing swirl. Most likely, this is a
result of the changed flow-pattern. As the radial extension of the IRZ increases, the flame
brush approaches the effusion cooled liner at a steeper angle, moving the spatial location
of peak [OH] further upstream, thus making mixing with post-flame OH more likely in
the downstream FOVs.
Within region (a), represented by the probability to measure a sample with Xe below the
detection limit, i.e. undisturbed flow from the main stage, a non-monotonic dependency
on swirl is observed. For FOV3 and FOV4, the intermediate swirl causes the highest
probability, while for FOV5, cases with low swirl show increased values. Additionally,
it is more likely for case HC to measure samples in region (d) within FOV3, while the
opposite is true for the downstream FOVs 4 and 5. With the exception of FOV3 at
intermediate swirl, increased cooling air mass flow leads to lower probabilities in region
(a). This is expected as less area within the FOV contains measurable amounts of Xe for
LC cases. Unlike in the other regions, extracted integrated probabilities are very sensitive
to the definition of the detection limit of Xe and are thus less reliable.
Figure 4.30: Visualization of the dominant mixing processes for all FP operating con-
ditions. Color coding refers to zones, size of circle represents integrated probability
within zone. Circles are vertically sorted by their probability value. Vertical dashed lines
splits operating conditions within each plot into LC and HC condition. Figure adapted
from [E5] with permission from Elsevier.
Fig. 4.30 shows which of the identified mixing processes are dominant in each FOV
for all operating conditions. Except within FOV4 for conditions LS-LC-FP and IS-LC-
FP, mixing processes of sub-equilibrium [OH] and effusion air is dominant. For these
cases, the observation of undisturbed main flow is approximately equally likely. With
the exception in FOV3 for lower swirl numbers, mixing with fresh-gas has a negligible
occurrence. Within FOV3, interaction between cooling air and super-equilibrium [OH]
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is approximately equal in their relative importance. Further downstream, where [OH]
is reduced from relaxation to chemical equilibrium and potential heat-loss, mixing with
super-equilibrium has a lower significance.
4.4 Summary
In this chapter on mixing phenomena inside an effusion cooled pressurized single sector
gas turbine combustor, quantitative OH number density measurements simultaneously
with measurements of effusion air mole fraction using NO-PLIF were presented. Within
the primary zone close to the nozzle, a significant case dependent asymmetry of OH
number density was observed. Reaction zones at the side of the flame brush facing the
effusion cooled liner are severly impaired by effusion cooling air. This asymmetry is partly
explained by investigations in the lower flame brush, where more intense mixing of effusion
cooling air and fresh gas was observed. Post-flame OH number densities are reduced for
events with significant dilution.
Mixing events before, during and after reaction were identified in a state-space analysis in
the near wall region. Bivariate PDFs of OH number density and effusion air mole fraction
were separated in four regions: a) undisturbed reaction zones, b) interaction with reaction
zones, c) interaction with post-flame zones, d) interaction with fresh gas. The relative
importance of all regions depend on operating condition and axial location. Across all
conditions, adiabatic mixing with post-flame OH and undisturbed reaction zones are the
dominant processes. A notable influence of fresh gas mixing with effusion air is observed
for upstream locations at low swirl numbers only, were a higher effusion cooling air mass




5.1 Aim of this Investigation
Within this chapter, quantitative CO mole fraction and gas-phase temperature measure-
ments are conducted to investigate the influence of cooling air on the thermochemical
state within the combustor. This is achieved by a combination of point-wise ro-vibrational
coherent anti-Stokes Raman Spectroscopy (CARS) with N2 as a resonant species in com-
bination with CO-LIF.20
5.2 Method
5.2.1 Coherent anti-Stokes Raman Spectroscopy
Gas-phase temperatures were measured using nanosecond ro-vibrational N2 CARS. A
frequency-doubled, flashlamp pumped Nd:YAG laser (Spectra Physics, PIV400) operat-
ing at 10 Hz was used as a source for the pump and probe beam. Additionally, a portion
of the output was used as a pump source for a custom-built modeless dye laser generating
radiation with a bandwidth of ≈ 100 cm−1 at around 607 nm for the Stokes beam. The
beams were focused through a common achromatic lens (f = 250 mm) in a planar BOX-
CARS configuration to form the measurement volume. The pulse energy was adjusted
using pairs of half-wave retardation plates and polarizing beam splitter cubes to avoid
pump-induced population changes [60]. The generated CARS signal at around 473 nm
was collected using a second achromatic lens (f = 250 mm) and focused onto the slit
of a Czerny-Turner type spectrometer (McPhearson, Model 209) using a spherical lens
(f = 100 mm). A notch-filter in front of the focusing lens eliminated residual radiation
at 532 nm. Spectra were recorded using a backlight-illuminated CCD camera (Princeton
Instruments, PIXIS 400B) with on-chip binning operating at twice the repetition rate
of the lasers to record a background spectrum in between every CARS spectrum. The
principal axis of the CARS system was aligned with the y axis of the combustor, i.e.
parallel to the head plate and the effusion cooled liner. To enable measurements close to
20This chapter is taken in part from the Combustion and Flame paper (pre-print, post-review) [E4] with
permission from Elsevier. A declaration on the author’s contribution to the scientific publication may be
found in the appendix.
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the head plate and close to the effusion cooled liner, the beam arrangement was rotated
90◦ between measurement days.
5.2.2 CO Two-photon Laser-induced Fluorescence
CO-LIF was excited in the Hopfield-Birge system B1Σ+(v′ = 0) ←← X1Σ+(v′′ = 0)
with two photons in the band head at around 230.1 nm. The required UV laser beam
was generated by third-harmonic generation of a narrow-band dye laser (Sirah, Precision
Scan) using Pyridine I as a dye. The dye laser was pumped using a commercial frequency-
doubled pulsed Nd:YAG laser (Spectra Physics, GCR-4). To avoid long-term drift, the
fundamental wavelength was measured and controlled using a wave meter (High Finesse,
WS6). A spherical lens (f = 300 mm) focused the beam into the measurement volume.
The pulse energy within the measurement volume was kept constant at 2 mJ. To align the
beam co-axially with the optical axis of the achromatic lenses used for CARS, a 10 mm
hole was drilled into these lenses to allow the UV beam to pass. The resulting fluores-
cence signal was detected using a photomultiplier tube (PMT; Hamamatsu, H11901-01),
connected to a high-speed transimpedance amplifier (Femto, DHPCA-100). A narrow
bandpass filter around 485 nm (10 nm FWHM) was used to separate the LIF signal of the
(0,1) vibrational transitions in the Ångström band from ambient light and scattered laser
radiation. The resulting amplified voltage signal was temporally sampled and recorded
using a digital phosphor oscilloscope (Tektronix TDS5032B). To increase the dynamic
range, three channels with different sensitivities were used simultaneously to record the
data.
A common problem when using PMTs as point-wise detectors is the uncertainty of the
measurement volume location. For the combined CARS/CO-LIF approach, it is of great
importance to only measure the LIF signal in the same volume where the CARS signal
is generated, otherwise the information may be uncorrelated in a turbulent environment.
In lateral direction, this was achieved by overlapping all lasers through a pinhole with a
diameter of 100 µm. To ensure that all lasers passed the pinhole without cropping, this
was done at full energy to increase the precision of the overlap. In beam-wise direction
(in this case y), the CARS measurement volume was found by creating a non-resonant
signal in a thin glass plate (100 µm thickness). Figure 5.1 shows a sketch of the detection
system, consisting of an achromatic lens (L1; f = 360 mm) and a 135 mm camera lens
at f/2 (Canon, EF 135/2,0 L USM) set to infinity, which were used to generate an
intermediate image within the housing of the PMT. This intermediate image was cropped
using an adjustable slit (S) oriented orthogonally to the beam-wise direction. This image
was again collimated and directed to the PMT to illuminate the entire active area of the
photocathode. A rotatable mirror in front of the PMT allowed to extract the collimated
beam and redirect it to a CMOS camera with a lens L2 adjusted to infinity. Effectively,
this imaged the intermediate image in the slit plane onto the CMOS camera for adjustment
purposes. During measurements, the mirror was rotated out of the signal beam path to
allow capturing the LIF signal with the PMT. The entire detection assembly could be
translated in all three dimensions until a) the image was in focus, b) the glass plate was
centered in the slit with respect to the y-axis and c) the scattered light from all lasers


















Figure 5.1: Sketch of the PMT based detection system for CO-LIF and beam alignment
near measurement volume in horizontal configuration for measurements near effusion
cooled liner. AC: Achromatic lens, EF135: camera lens at infinity, S: adjustable slit,
L1: aspheric collimation lens, L2 spherical focusing lens for CMOS camera, M: rotatable
mirror, BP: Bandpass filter, G: Glass plate for non-resonant CARS signal, L3−4: focusing
lenses for CO-LIF/CARS. Drawing not to scale. PMT drawn in xy-plane for clarity,
actual detection along z-direction from top of combustor. Figure taken from [E4] with
permission from Elsevier.
in the slit in x-direction. The width of the slit was adjusted such that ≈ 0.4 mm were
integrated in beam-wise direction to ensure coincident acquisition of temperature and CO
information. Two beam monitoring cameras at separate locations for each laser each were
used to monitor the stability of the focal position during measurements.
5.2.3 Optical Setup
Fig. 5.2 shows a simplified sketch of the optical setup for the combined CARS/CO-LIF
measurements. All laser beam paths feature spherical telescopes with a small magnifi-
cation ratio of ≈ 1 : 1.2 to adjust their respective divergence such that the focal points
overlap within the measurement volume. As the test rig and all used lasers were station-
ary in space, a traversing unit was constructed that allowed to move the entire detection
assembly and the measurement volume in all directions. This is achieved by aligning all
four lasers beams used for CARS and CO-LIF to be parallel on a stationary optical table.
This set of parallel beams is then aligned to the axes of the traversing unit by means
of mirrors that are reflective for all involved wavelengths. The PMT detection system
and the focusing lenses are mounted on a common structure, ensuring that the relative
position of these elements - and consequently the location of the measurement volume
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Figure 5.2: Optical setup used for CARS/CO-LIF measurements. Shown is the vertical
BOXCARS arrangement to allow measurements close to the head plate. L3−4: focusing
lenses for CO-LIF/CARS. L5: Focusing lens for spectrometer (CTS). NF: Notch filter.
PE: Pyroelectric energy meter.
with respect to the detection area of the PMT - is fixed. To test the spatial stability of
the overlap, the entire assembly including the glass plate was traversed to all accessible lo-
cations within the combustor. Even during travel at 2 m min−1, the overlap was ensured,
mainly verifying that all beams were indeed aligned to the axis of the traversing unit
with sufficient accuracy and vibrations from the system were not affecting the overlap.
Additionally, the overlap was verified at the end of each measurement day.
5.2.4 Processing
Processing of CARS spectra In a preprocessing step, acquired CARS signals are cor-
rected using background-subtraction and normalization to a non-resonant signal acquired
in pure methane to compensate the uneven spectral profile of the Stokes laser. Fig. 5.3
shows an example set of acquired CARS spectra, background and non-resonant signals.
These preprocessed spectra were subsequently fitted using MARSFT as described in Sect.
2.2.2 to derive the temperature from a single-shot spectrum. The required library used
a Gaussian preconvolution kernel with 0.8 cm−1 FWHM. Temperature is discretized in
∆T = 1 K increments in the range 250 − 2500 K. The included range of line width
multiplier is 1 − 3 in ∆n = 0.08 steps. Single shot CARS spectra are fitted in the
Raman shift range 2270 − 2340 cm−1 with the parameters summarized in Tab. 5.1. As
the experimental degrees of freedom wavenumber expansion and wavenumber shift pose
challenges to the fitting routine due to their non-orthogonality, the wavenumber shift
was fitted on a mean high temperature CARS spectrum directly after calibrating the
spectrometer using a Xenon lamp (LOT Oriel, LSP033) and set as constant throughout
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Figure 5.3: Preprocessing of CARS spectra. Example shows measurements in exhaust
of adiabatic laminar flame at Φ = 1 and 2.5 bar. Left: Raw single-shot CARS spectrum
(red), mean background (black straight line) and non-resonant signal acquired in CH4
(blue). 1000 single shots for CARS spectra and NR signals as black semi-transparent
lines in the background to indicate variance. Right: preprocessed CARS spectrum after
subtraction of mean background, normalization to non-resonant signal and taking the
square root.
the entire investigation. This is justified as the wavenumber expansion parameter adjusts
the linear mapping of Raman shift to the pixel grid which is only affected when rotating
the grating of the spectrometer. The wavenumber shift on the other hand depends on
the alignment and potential beam-steering effects that cause spatial fluctuations within
the entrance slit of the spectrometer and is thus fitted for every single shot spectrum.
To reduce computational cost of the fit, the intensity expansion was fixed to unity as no
influence on the extracted mean and standard deviation of temperatures was encountered.
Table 5.1: Fit parameter range for evaluation of CARS spectra.
Parameter Initial solution Lower bound Upper bound Unit
Wavenumber shift 0 -5 5 cm−1
Wavenumber expansion -0.6868 – – cm−1
Instrumental linewidth 1 0.9 1.5 cm−1
Intensity expansion 1 – – –
N2 mole fraction 0.7 0.5 0.8 –
Temperature 1200 280 2500 K
Line width multiplier 1 1 3 –
For the spectral fit, a noise model with contributions from dark noise, shot noise and dye
laser noise was used to improve precision and accuracy. Contributions from dark noise
were estimated using the standard deviation from the background signal. Shot noise is
assumed to be Poisson-distributed, i.e. it is proportional to the square root of the signal
itself. Dye laser noise was extracted from the relative standard deviation of the non-
resonant signal and is linearly dependent on the signal. The noise model along with an
example fit result is presented in Fig. 5.4. As evident from the noise model, spectral noise
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of the dye laser and shot-noise have an equal contribution to total noise at ≈ 200 counts
and dye laser noise becomes dominant for signals with ≥ 1000 counts.
Figure 5.4: Noise-model with individual contributions from dark, shot and dye laser
noise used for fitting of CARS spectra (left) and example fit of a spectrum acquired in
the exhaust of the laminar flame (right). In addition to the best fit, data and residual,
the right plot shows the weight used for fitting based on the noise-model (gray dashed
line) scaled to fit the same y-axis.
Processing of CO-LIF signals Fig. 5.5 shows the processing of CO-LIF signals as
acquired with the oscilloscope from raw time traces to preprocessed results. As a first
step of the evaluation, the oscilloscope channel was selected dynamically depending on
the signal strength, i.e. the channel with the highest signal amplitude without saturation
was selected. The resulting signal was background-corrected by fitting a baseline to
the temporally resolved signal before integration in a 100 ns window around the LIF
signal. From a meta analysis, where all signals that have been acquired during the entire
investigation have been compared, it is ensured that the channels have an equal sensitivity.
In this meta analysis, all samples have been extracted where the signal is within the
dynamic range of two respective channels and the area integrated signal is compared.
Equivalence between Ch. 1 and Ch. 2 as well as between Ch.2 and Ch.3 is within 99.5%.
Due to the nature of a two-photon process, the LIF signal has a non-linear dependence on
the incident intensity. While absorption from the electronic ground state to the B state
has a quadratic dependence, photoionization reduces the exponent depending on the local
intensity. This effectively reduces the intensity exponent. The power law fitted to the
experimentally obtained energy scan shown in Fig. 5.5 in the exhaust of the calibration
flame yields a net exponent of 1.3.
The final step of preprocessing is the density correction, where the CO-LIF signal after
energy correction is multiplied by the ratio T/Tref , where T refers to the corresponding
gas-phase temperature as measured with CARS and Tref = 300 K is an arbitrary constant
reference temperature. These preprocessed CO-LIF samples are then calibrated using the
procedure described in the following paragraph.
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Figure 5.5: Preprocessing of CO-LIF signals. Left: Example raw signal as acquired with
the scope (red) of a measurement near the reaction zone of the laminar flame. Black solid
line represents fitted baseline, grey shaded lines indicate variance of signal induced by
noise as well as minor fluctuations of the spatial position of the reaction zone. Middle:
Non-linear energy dependence of the LIF signal used for correction. Right: CO signal as
obtained from integration of signal shown in the left plot. Dots represent raw CO signal
(black), after energy correction (red) and subsequent density correction (blue).
When measuring close to the head-plate of the burner, parts of the signal were subject to
vignetting from the combustor walls. This was accounted for by geometrically modeling
the effective collection cone depending on the measurement location within the combustor
based on a CAD model of the test rig and the detection system. Measurements with axial
locations x ≥ 5 mm were not affected by vignetting.
Calibration In previous publications, a heated jet with a calibration gas with known
CO concentration was used to calibrate the LIF signal in a temperature range up to
1000 K. The temperature range for calibration was expanded by measuring in the exhaust
of an adiabatic laminar flame operating at the same equivalence ratio as the burner
of interest. From these measurements and a comparison to a laminar adiabatic flame
simulation, a temperature dependent calibration polynomial was derived [90,97].
For the given circumstances, this was impractical due to the preheating temperature of
the combustor to Tu = 623 K. The temperature range accessible with electrical inline
heating is only approximately 350 K above the inlet temperature. In practice, this was
even lower due to heat losses in the inlet duct for the calibration gas that was neces-
sary to deliver the heated mixture into the combustor. Instead, the laminar calibration
burner was used as a source for calibration data, see Sect. 3.2. Calibration measurements
were taken in the longer branch, approximately 4 mm downstream of the flame holder.
To extend the calibration to the high temperature range of the preheated flame in the
combustor, the equivalence ratio was increased to Φ = 1. The operating pressure of the
laminar flame corresponds to the operating pressure at investigated combustor conditions,
i.e. p = 2.5 bar. The influence arising from the different chemical compositions was es-
timated using the CO-LIF signal simulation as described in Sect. 2.2.1.2. As shown in
Fig. 5.6, the influence of the different chemical composition on the fluorescence quantum
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Figure 5.6: Influence of difference in chemical composition between calibration flame
at Φ = 1 and Tu = 300 K inlet temperature and operating conditions of combustor at
Φ = 0.75 and inlet temperature of Tu = 623 K. p = 2.5 bar for both cases. (a) simulated
quenching rate Q. (b) Fluorescence quantum yield η. Figure adapted from [E4] with
permission from Elsevier.
yield η is well below 1% and is thus neglected. This is a result of the high ionization rate
Ri compared to quenching rate Q and Einstein-A coefficient. Under the given circum-
stances, the ionization rate amounts to ≈ 1.2× 1011 s−1 (with an ionization cross-section
of 1× 1017 cm−2 which is approximately one order of magnitude larger than Q and about
4 orders of magnitude larger than the combined Einstein-A coefficients for all vibrational
bands for B − A fluorescence which amounts to A = 3.35× 107 s−1.
The calibration curve was extracted by fitting a temperature dependent piece-wise cubic
spline to the measured LIF signal after preprocessing and subsequent division of this
spline by the simulated XCO(T ) curve. Figure 5.7 shows an examplary calibration.
One additional influence that has to be addressed is the difference in photolytic production
of CO by CO2 photodissociation [118] between the calibration flame at Φ = 1 and Tu =
300 K and the combustor conditions at Φ = 0.75 and Tu = 623 K. To estimate this effect,
the measured CO-LIF data from the calibration measurement is compared to a simulated
LIF signal under the same conditions, see Fig. 5.8. In the temperature range 1200 K ≤
T ≤ 1800 K, the deviation ε, i.e. the ratio between the simulated andmeasured LIF signal,
is < 2%, indicating that the simulation of the LIF signal and the spatial overlap of the CO
and temperature measurement is sufficiently accurate. For temperatures ≤ 1200 K, the
experimentally obtained profile exhibits larger values than the simulation with increased
differences up to 10%. Most likely, this deviation is a result of inaccuracies in the LIF
simulation at lower temperatures. However, it cannot be completely excluded that beam-
steering effects cause the overlap between the measurement volumes to diverge slightly
as the four laser beams enter the combustor at different angles and thus exhibit different
deflections due to variations in the local index of refraction. For higher temperatures,
the simulation predicts lower LIF signals than encountered during the experiment. The
curves start to diverge, where the ratio ζ between CO2 and CO mole fraction increases,
which indicates that a significant portion of the measured CO signal arises from photolytic
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Figure 5.7: Calibration procedure. (a) Preprocessed CO-LIF data from measurements
in the calibration flame scattered over measured temperature in comparison to laminar
flame simulation. (b) Calibrated CO-LIF results. (c) Residual between measured and
simulated CO mole fraction. Red line shows a moving average (bin width ≈ 300 K)
through the residual to provide an estimation of the calibration accuracy. Temperature
from simultaneous CARS measurements. Figure adapted from [E4] with permission from
Elsevier.
production. For the calibration flame, the CO2/CO equilibrium ratio is ζΦ=1,Eq. ≈ 5.8. At
this condition, the measured LIF signal is 1.6 times higher as predicted by the simulation.
As can be seen in the second frame of Fig. 5.8, ε is nearly proportional to the ratio
ζΦ=1. This fact is now used to calculate the deviation δ shown in the third frame, i.e. the
relative error after calibrating a Φ = 0.75, Tu = 623 K flame with a calibration taken at
Φ = 1, Tu = 300 K due to different proportion of actual and photolytically produced CO
mole fraction. Due to the linear dependence of ε to ζΦ=1, the proportion of photolytically
produced CO unaccounted for by the calibration can be expressed by the ratio ζΦ=0.75/ζΦ=1.
The bottom right plot in Fig. 5.8 shows this influence mapped on the temperature scale
of the laminar adiabatic flame simulations. This influence could not be corrected in the
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Figure 5.8: Effect of CO photolysis on the calibration accuracy. Top left: comparison
between measured and simulated CO-T profile of the calibration flame at Φ = 1 and
T = 300 K. The blue line represents the ratio ε between the measured and simulated LIF
signal as a function of temperature. The upper right frame shows a linear fit through
ε as a function of ζΦ=1 = XCO2/XCO. The deviation δ represents the amount of CO2
dissociation unaccounted for during calibration. This quantity is plotted in the bottom
two frames over the ratio ζΦ=0.75/ζΦ=1 and over temperature. Figure adapted from [E4]
with permission from Elsevier.
current setup as the CO2 mole fraction was not measured. Instead, this systematic error
is included in the discussion on accuracy and precision.
Time-scale considerations One aspect to consider when interpreting CO-T diagrams
is the different time scales of the production and oxidation branch, see Fig. 5.9. The
timescale τ is derived from laminar flame simulations using the local flow velocity. The
instant where the peak CO mole fraction is reached is defined as τ = 0, i.e. negative
values indicate time scales of the production branch while positive values represent time
scales of the oxidation branch. The time needed to produce 95% of the CO peak amounts
to ≈ 0.15 ms, consuming the same amount takes ≈ 0.5 ms, i.e. about 3 times longer.
Around 50% of peak CO mole fraction, production and oxidation are nearly symmetrical.
Consequently, the oxidation branch is further separated into an early and late section at
1980 K, corresponding to the temperature at 50% of the CO mole fraction peak.
5.2.5 Resolution
For the combined CARS/CO-LIF technique, the beam geometry near the focal point lim-
its the spatial resolution of the measurement. For CARS, the measurement volume was
reconstructed by traversing a beam profiling camera through the measurement volume
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Figure 5.9: Time scales of CO chemistry. Left: CO-T diagram color coded with time
scale τ . Right: CO mole fraction over τ . Dashed line separates early and late stages in
the oxidation branch. Simulated conditions: Φ = 0.75, Tu = 623 K, p = 2.5 bar. Figure
adapted from [E4] with permission from Elsevier.
along its length (i.e. the principal direction) in increments of 50 µm. At every increment,
the local intensity profile of each beam was measured individually with the same set of
neutral density filters placed in the respective beam paths to allow the lasers to run at
the same pulse energy used in the experiment. As the CARS signal is proportional to the
product of the intensity of all involved lasers beams, the measurement volume is recon-
structed by point-wise multiplication of the intensity images at every spatial increment.
The length of the measurement volume is extracted at the isocontour at 90% peak inten-
sity. The beam waist had a lateral extension of ≈ 50 µm (FWHM) and the measurement
volume length was measured to be ≈ 0.5 mm. This value was confirmed by additional
measurements of a non-resonant signal when traversing the measurement volume through
a thin glass plate with 100 µm thickness.
For CO-LIF, the transversal beam profile at the focal point was measured to be ≈ 60 µm
(FWHM). The width of the slit that is used to crop the intermediate image within the
PMT assembly was adjusted such that ≈ 0.4 mm were integrated in beam-wise direction
to ensure coincident acquisition of temperature and CO information. The slit width was
reduced by 100 µm compared to the CARS measurement volume length to account for
the unknown PSF of the lens system (AC+EF135+L1) used for detection which might
otherwise lead to collection of LIF signal outside of the CARS measurement volume.
5.2.6 Uncertainty
Due to the nature of the method, uncertainties in the gas-phase temperature measurement
directly affect the uncertainty of the measured CO mole fraction. The precision of CARS
is estimated by the standard deviation of the exhaust temperature of the calibration
flame, which is assumed to be constant. This standard deviation amounts to ≈ 40 K.
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As the intensity of the CARS signal scales with the total number density squared, this
represents an upper bound of the precision as lower temperatures yield higher signal
strengths, leading to improved precision. This improvement over previous measurements
(e.g. in [E8], where 60 K were reported) is mainly attributed to the new evaluation
algorithm that uses appropriate variance weighting and global fitting, see Sect. 2.2.2. The
deviation from adiabatic flame temperature of the calibration flame is ≈ 10 K, indicating
a high accuracy.
As a measure of precision for the quantitative CO measurements, the standard deviation
of the calibration residual in Fig. 5.7 is reported, which amounts to 1.7× 10−3. This
corresponds to a relative precision of ≈ 4% at peak CO mole fraction and ≈ 25% at
the exhaust CO mole fraction XCO = 6.9× 10−3. The accuracy of calibration, i.e. the
systematic deviation, is estimated by low-pass filtering the residual with a moving average
filter to eliminate noise. The mean absolute error amounts to 2× 10−4. This calibration
error does not yet include the influence of different photolytic production of CO due to
the different equivalence ratio between combustor operating condition and calibration.
For measurements in a hypothetical laminar adiabatic flame at Φ = 0.75 and Tu = 623 K
at 2.5 bar, i.e. known correlation between ζ and temperature, the deviation δ in the
CO production branch for temperatures T ≤ 1800 K is ≤ 1%. The oxidation branch
is increasingly affected with increasing temperature where the resulting error might be
as large as 500% for adiabatic equilibrium conditions, see bottom right frame in Fig.
5.8. Additionally, if heat losses or mixing with effusion cooling air occurs, i.e. chemical
composition and temperature are not represented by the simulated flamelet, this error is
further increased due to the strong sensitivity of δ at high temperatures. Thus an absolute
accuracy for our quantitative CO measurements of 2× 10−4 in the production branch and
≈ 1× 10−3 for the oxidation branch and areas with significant heat loss is reported.
During operation of the combustor, the measurement volumes of CARS and CO-LIF
may misalign due to beam-steering effects. As the individual beams are entering the
combustor at different angles, they are differently affected by local variations of the index
of refraction. The amount of misalignment cannot be quantified easily and add additional
uncertainty to the measurement.
5.2.7 Parameter Space and Measurement Locations
Due to the time-consuming and thus expensive nature of point-wise measurements, the
amount of parametric variations had to be reduced. As the main goal of this investigation
is the influence of effusion cooling air on the thermochemical state in various areas of the
combustor, the parameter space is limited to the variation of the effusion cooling air
mass flow at low swirl (LS) and fully premixed (FP) condition. For easier readability,
abbreviations LS and FP are omitted within this chapter and operating conditions are
only referred to as LC and HC for the low and high effusion cooling air mass flow setpoint,
respectively.
Fig. 5.10 shows the measurement locations superimposed on a mean OH-PLIF image at
HC condition for orientation. Abbreviations indicate specific regions typical for a swirl-
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stabilized flame: These are the inner and outer recirculation zones (IRZ/ORZ) and the
inner and outer shear layer (ISL/OSL), where the flame is stabilized.
Figure 5.10: Overview of selected measurement locations indicated by dots superim-
posed on a mean OH-PLIF image at HC condition. Large dots indicate measurements
within the inner shear layer (red) and outer shear layer (black). IRZ: Inner recirculation
zone; ORZ: Outer recirculation zone; ISL: Inner shear layer; OSL: Outer shear layer.
Figure taken from [E4] with permission from Elsevier.
5.3 Results
5.3.1 Primary Zone
Radial profiles of temperature and CO mole fraction Radial profiles of mean
temperature and CO mole fraction are presented in Fig. 5.11. Mean temperature profiles
for both operating conditions show typical features of a swirl-stabilized flame. Near the
main outlet at x = 1.5 mm and z = −15 mm, fresh gas is entering the combustor at the
inlet temperature of 623 K. The flame is stabilized in the ISL and OSL, identified by the
radial temperature gradients in Fig. 5.11. The shear layers are surrounded by high gas
phase temperatures of recirculated exhaust in the IRZ and ORZ. The radial extension of
the IRZ increases with axial distance from the head-plate, which can also be seen in the
mean OH-PLIF data shown in Fig. 5.10. Due to heat losses, the ORZ consistently shows
lower mean temperatures than the IRZ which seem to be - at least for the first two radial
profiles at x = 1.5 mm and 5 mm - dominated by conduction to the head-plate rather
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Figure 5.11: Radial profiles of mean tempererature and CO mole fraction. Red dots
indicate low cooling air mass flow (L), blue dots indicate high cooling air mass flow (H).
This coloring scheme is carried out through all following plots. Grid lines in the upper
row show the segmentation in ORZ/OSL/ISL/IRZ. Measurements of both conditions
conducted on the same day to avoid influence of uncertainty of calibration for comparison.
With 1000 samples per datapoint, statistical uncertainty of the mean value is below the
marker size. Absolute uncertainty of XCO for both cases ≤ 1× 10−3, i.e. half the vertical
grid spacing. Figure taken from [E4] with permission from Elsevier.
than mixing with effusion air as the temperature profiles are only slightly dependent on
effusion cooling mass flow and there is almost no perceivable mean temperature gradient
δT/δz. Mean CO mole fraction profiles are consistent with the temperature profiles.
Locations with high probability of encountering reaction zones (ISL/OSL) are identified
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by increased CO mole fraction compared to the recirculation zones. The ORZ and the
OSL show systematically reduced CO mole fractions compared to the ISL and IRZ. This
indicates either (a) a more advanced reaction process due to the longer residence times
expected in the ORZ, or (b) possible disturbances in reaction rates for CO chemistry for
the side of the flame brush facing the effusion cooled liner. This aspect will be further
discussed in the next subsection.
Only minor differences between operating conditions are observed in the radial tempera-
ture profiles. Generally speaking, the difference decreases with increasing distance from
the effusion cooled liner and the head plate. For profiles with an axial location x ≥ 10 mm,
mean temperatures are identical within the precision and accuracy of the measurement.
A notable difference can be observed in the first two radial profiles in the ORZ, where
the higher effusion cooling mass flow leads to a temperature lowered by ≈ 100 K which
indicates that a significant amount of cooling air from the first holes on the liner entrain
the ORZ. The highest measured mean temperature of 2050 K is in the post flame region
around x = 50 mm and z = −40 mm. Mean temperatures decrease to 1975 K towards
the center line, i.e. within the inner recirculation zone. This behaviour is consistent with
previous investigations at similar conditions [E8,E9].
Similar to the temperature profiles, the mean CO mole fraction results show only minor
differences. There is a trend to higher CO concentrations with less cooling air for locations
closer to the center line within the internal recirculation zone, which indicates that a
fraction of effusion cooling air is entrained in the inner recirculation zone and is thus
convected upstream.
Influence on thermochemical state To investigate the thermochemical state in areas
with a high probability to observe reaction zones, Fig. 5.12 shows CO-T scatter plots from
measurements in ISL and OSL for axial coordinates between x = 1.5 mm and x = 25 mm
and at the location of peak CO mole fraction at x = 15 mm, z = −15 mm.
A first observation is that - opposed to the laminar flame calibration in Fig. 5.7 - the
area under the flamelet is filled with datapoints. Partly, this arises from the limited
spatial resolution of the detection system as it is simply very unlikely to measure a flame
front which is exactly parallel to the elongated measurement volume. As a consequence,
multiple states are integrated within the probe volume. Additionally, beam-steering,
recirculation and mixing as well as the precision of the measurement itself are represented
in an increased spreading of values. As a consequence, only trends can be described.
Compared to the ISL, higher heat losses are observed in the OSL as indicated by the
shift to higher probabilities to measure samples at intermediate temperatures and low
CO mole fractions. Additionally, nearly all measured samples fall below the dashed line,
indicating that compared to the ISL, reaction rates are indeed severly impaired from heat
losses and mixing with effusion cooling air. The lowered CO mole fraction is caused, in
part, by longer residence times and associated later stages of the CO oxidation branch.
This reduction is less pronounced in the ISL, where the measured samples fill the entire
area under the limit defined by the laminar flame calculation, proving that the calibration
procedure at a different equivalent ratio does not significantly impair the derived CO mole
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Figure 5.12: CO-T scatter plot of selected areas in primary zone. Left column represents
the outer shear layer (OSL), middle column inner shear layer (ISL) and right column
measurements with highest measured mean CO mole fraction ([x,z] = [15, − 15]). First
and second row show scatter plots of measured COmole fractions over temperature for LC
and HC condition. Color coded is the probability to measure a sample within a bin with a
width of ∆T = 100 K and a height of ∆XCO = 5× 10−4. The colorscaling is intentionally
cropped at 3× 10−3 to emphasize areas with low probability. Black solid lines represent
laminar adiabatic flame simulations at combustor conditions. The dashed line represents
the simulation after filtering it with the spatial resolution of the measurement. The third
row shows the difference in bivariate CO-T PDFs between operating conditions (LC-
HC) to visualize influence of cooling air in the state-space diagram. Bottom row shows
temperature PDFs for case LC. Case HC is omitted as there is no significant difference
observed. Figure taken from [E4] with permission from Elsevier.
fraction in the production and early oxidation branch. Temperature PDFs show a typical
bi-modality found in premixed flames due to the thin flame fronts. The scatter plot at peak
mean COmole fraction, which is the spatially central point of the measurements within the
ISL, is characterized by the lowest disturbance of CO chemistry. The mean temperature
of the peak in the temperature PDF amounts to 1940 K which is approximately 100 K
below the highest observed mean temperature of 2050 K observed in the post-flame zone
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at x = 50 mm, z = −40 mm, indicating that even this point is affected by significant heat
loss and/or mixing.
Differences between operating conditions LC and HC are observed in all selected areas
of the primary zone. For measurements in the OSL, the difference in bivariate CO-T
PDFs, see third row in Fig. 5.12, in the temperature range between 1000 and 1800 K
indicates a more dominant mixing with effusion cooling air for the higher effusion cooling
air mass flow (HC). As the area of increased probability is confined to a small range ofXCO
values and strongly elongated in temperature direction, it is assumed that this is mostly
caused by mixing of exhaust gases with effusion cooling air in the outer recirculation zone.
For the ISL and peak CO location, significant differences can only be observed at high
temperatures near chemical equilibrium, where the higher cooling air mass flow leads to
lowered CO concentrations.
5.3.2 Near-wall Zone
Figure 5.13: Mean temperature and CO mole fraction profiles 1.5 mm above the effusion
cooled liner. Inset image shows mean OH-PLIF data for orientation. Measurements of
both conditions conducted on the same day to avoid influence of uncertainty of calibration
for comparison. With 1000 samples per datapoint, statistical uncertainty of the mean
value is below the marker size. Absolute uncertainty of XCO for both cases ≤ 10−3, i.e.
the vertical grid spacing. Figure taken from [E4] with permission from Elsevier.
Axial profile of temperature and CO mole fraction As expected, a significant
influence of cooling air mass flow close to the effusion cooled liner is observed, see Fig.
5.13. Mean gas phase temperatures are systematically lower with increasing cooling air.
Mean CO mole fractions on the other hand show an unexpected behavior. Three regions
of interest can be identified: Region (a), just upstream the second effusion hole on the
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center line, where the mean measured CO mole fraction of case HC is larger than for case
LC. This behavior indicates possible interactions between flame and cooling air within
the production and/or oxidation branch of CO beyond adiabatic mixing processes. Loca-
tions further upstream were impossible to reach due to partial clipping of the horizontally
aligned CARS setup. The intermediate region (b) between the second and third effusion
hole, where the mean CO mole fractions reaches a local minimum, appears to be inde-
pendent from cooling air mass flow setting. This region is dominated by exhaust from
the primary combustion zone approaching the wall, see Fig. 5.10. The CO concentration
convected from the ISL is systematically higher than from the OSL, see Fig. 5.11, con-
sequently resulting in a rise in CO concentration with axial coordinate which reaches a
peak at x ≈ 70 mm. The third region (c) shows an increased CO mole fraction for case
LC, which indicates that adiabatic mixing is dominant in the post-flame area. CO mole
fraction declines for axial locations x ≥ 70 mm due to mixing with increasing number of
effusion holes.
Figure 5.14: CO-T scatter plot of selected regions near the effusion cooled liner. Dashed
lines in region (a) and (b) show theoretic decline in CO concentration and temperature
based on mixing of adiabatic equilibrium conditions and effusion cooling air. Dashed
line in region (c) shows an exponential fit through the measured data. Dash-dotted lines
in all regions represent laminar flame calculations. The third row shows the difference
in bivariate CO-T PDFs between operating conditions (LC-HC) to visualize influence
of cooling air in the state-space diagram. Bin width equal to those used for Fig. 5.12.
Figure taken from [E4] with permission from Elsevier.
Influence on thermochemical state Figure 5.14 shows CO-T scatter plots of the
data presented in Fig. 5.13. All three areas are strongly affected by heat losses and as
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such suffer from degraded accuracy due to CO2 photolysis, see previous section. The
data is thus only interpreted semi-quantitatively, i.e. by comparing the two measured
conditions HC and LC which were measured on the same day and as such underwent the
same calibration.
In region (a), the mean CO mole fraction is about twice as high for case HC as it is for case
LC in the temperature range 1400− 2000 K, see third row in Fig. 5.14. Additionally, the
gradient of CO values with respect to temperature is higher for case HC, indicating that
there is an increased chemical interaction between cooling air and the late CO oxidation
branch. Measurements for LC condition fall quite precisely on the dashed line representing
adiabatic mixing between equilibrium condition and cooling air. Measurements for HC
condition deviate from that line for temperatures ≥ 1400 K. One possible explanation
is that the increased penetration depth of the single effusion jets due to the increased
mass flow leads to a higher chance of mixing of effusion cooling air with earlier states of
the CO oxidation branch. For case LC, local rupture of effusion cooling air jets, cf. [E8],
effectively prevents this interaction, leading to a higher probability to measure samples
that originate from equilibrium conditions after enthalpy loss to the cooled liner.
In region (b), i.e. between the second and third effusion cooling air holes, mean CO
concentration increases with axial distance, see Fig. 5.13. As stated earlier, this is most
likely due to increasing convective transport of exhaust gases from the ISL, where CO
concentrations are generally higher as in the OSL, approaching the effusion cooled liner.
Quite notably, the measured CO concentration is independent from the cooling air mass
flow setting. Apparently, mixing between the upstream located region (a), where the CO
mole fraction is increased for case HC, and exhaust CO from the shear layers, which are
in average lower in concentration for case HC, balances in region (b).
In region (c), the measured CO mole fraction reaches its peak at around x = 70 mm and
starts to decline again, see Fig. 5.13. With increasing probability, samples originating
from the ISL are measured, leading to increased CO concentrations. The roll-off of CO
mole fraction towards lower temperatures resembles findings from atmospheric flame-wall-
interaction investigations [90, 97]. The intersection between the exponential fit reaches a
CO mole fraction of approximately 4× 10−3 which corresponds to measured levels in the
ISL, see Fig. 5.11, further assisting the interpretation that the rise in mean CO mole
fraction is dominated by convection of exhaust gas from the ISL. Further downstream,
the stream lines are nearly parallel to the wall. This leads to a decline in CO concentration
due to mixing with cooling air from an increasing number of effusion holes, explaining
why the measured mean CO concentration is again lower for case HC compared to case
LC.
5.4 Summary
In this study on thermochemical states due to interaction of flame and cooling air, instan-
taneous quantitative CO mole fraction measurements and gas-phase temperature mea-
surements were presented in a combined approach of advanced laser diagnostics. Temper-
ature was measured using ro-vibrational coherent anti-Stokes Raman spectroscopy with
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N2 as a resonant species. Quantitative CO mole fractions were derived from CO-LIF
measurements and temperature dependent calibration based on laminar flame measure-
ments. Two different operating conditions with varying effusion cooling air mass flow were
investigated.
Within the primary combustion zone, different thermochemical states for the inner and
outer shear layer were observed. In the outer shear layer, increased heat loss by conduction
to the head-plate and mixing with effusion cooling air leads to significant disturbance in
CO chemistry indicated by reduced CO mole fractions and temperatures across the entire
CO-T state-space. Probabilities to measure low temperature and low CO concentrations
increases with effusion cooling air mass flow, indicating that the primary zone is indeed
affected by the effusion cooling air at wall distances ≥ 25 mm. In the inner shear layer,
decreased effusion cooling air mass flow leads to higher exhaust CO concentrations at high
temperatures.
Close to the effusion cooled liner, three regions could be identified which vary in their
cooling air mass flow dependence. In the outer recirculation zone, a higher effusion mass
flow leads to increased CO mole fractions due to chemical quenching of reaction zones
in the outer shear layer of the primary combustion zone. For the low effusion cooling
mass flow, local rupture of the cooling film, as discussed in [E8], effectively prevents this
effect. Further downstream, hot exhaust products from the inner shear layer of the main
stage near equilibrium condition are convected towards the effusion cooled liner, leading
to an increase in CO mole fraction. Within this region, it is assumed that upstream
chemical quenching and mixing with exhaust from the shear layers compensates for the
high effusion cooling mass flow set point, such that the measured mean CO concentration
is independent from effusion cooling mass flow. Downstream of this region, the processes
are dominated by dilution with increasing amounts of effusion cooling air, leading to again
decreasing CO mole fractions and temperature with axial distance.
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Reaction and Heat Release Rate
Imaging
6.1 Aim of this Investigation
Within this investigation, a combination of OH-PLIF and CO-LIF is used in combination
to infer the influence of effusion cooling air on the oxidation reaction of CO:
CO + OH→ CO2 + H (6.1)
While the investigation presented in Sect. 5 focused on the inference of the local ther-
mochemical state with high precision, it was not able to identify why a given sample is
in a given CO-T state as no information on the reaction progress was available. This
is predominantly important for the measurements in the primary zone, where a strong
scattering of results in the area under the laminar flame simulation was observed, as it
could not be identified if the origin of the state was caused by dilution before reaction
- which lowers both temperature and peak CO mole fraction due to the dependence on
equivalence ratio - or if the state was caused by mixing or heat loss in the early oxidation
branch - which also lowers temperature and CO mole fraction, leading to a similar state
albeit with a different history.
Within the investigation presented in this chapter, [OH][CO] reaction rate (RR) mea-
surements are combined with CH2O-LIF to acquire a spatially and temporally resolved
indicator for low-temperature chemistry. As the location of peak formaldehyde number
density resides within the production branch of CO, this allows to separate samples into
the production and oxidation branch of CO and consequently allows to gain further insight
on the local thermochemical state. Furthermore, the combined evaluation of CH2O-LIF
and OH-LIF allows to extract information on the heat release rate, as the forward reaction
rate of the reaction
CH2O + OH→ HCO + H2O (6.2)
is the major contribution to HCO production which is an excellent marker for heat release
rate. HCO plays a key role in the dominant pathway of CO production and many of the
elementary reactions with large contributions to heat release follow this pathway [12,123].
Fig. 6.1 shows laminar adiabatic flame simulations at three different equivalence ratios.
While Φ = 0.75 represents the nominal equivalence ratio of the fully premixed main stage,
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the other two correspond to hypothetical cases, where the effusion air mixes completely
prior to combustion. Diluting the main stage with 7.5 g s−1 (LC condition) leads to an
equivalence ratio of Φ = 0.6, diluting with 15 g s−1 (HC condition) corresponds to Φ = 0.5.
The variation of equivalence ratio strongly affects the number density profiles of OH and
CO and consequently the forward reaction rate of the oxidation reaction (6.1) (RR) and
the heat release rate (HRR). With increasing Φ, profiles show a narrower appearance and
increased peak values. For [OH] and [CO], the number density at Φ = 0.75 compared to
Φ = 0.5 is increased by a factor of 2.65 and 1.75, respectively. [CH2O] on the other hand
is significantly less sensitive to changes in equivalence ratio, where the increase amounts
to 20% only. This justifies to treat [CH2O] as a marker for low-temperature chemistry
which is - as a first order approximation - independent of mixing with effusion cooling air.
Figure 6.1: Laminar flame simulations at Tu = 623 K and 2.5 bar at varying equivalence
ratio Φ. Number density represented by solid lines, and inverse heat release rate (HRR)
and reaction rate of [CO][OH] (RR) shown as dashed lines. All profiles normalized to
the peak value at Φ = 0.75. [OH] and [CH2O] multiplied by 4 and 5, respectively, to fit
a common y-axis with [CO].
This allows to define four different cases that can be identified using this technique:
Exhaust region: RR ↓ [CH2O] ↓ [OH] ↑
This region is characterized by low reaction rate, no significant low temperature chemistry
and high OH concentration. This is identified as the region downstream of the main
reaction zone when the reaction progress approaches equilibrium. The level of [OH]
gives an indication of the temperature, see Sect. 4, but does not allow to identify the
mechanism of potential heat-loss, i.e. it may be due to mixing with effusion air, radiative
or conductive.
Unburnt region: RR ↓ [CH2O] ↓ [OH] ↓
Just as in the exhaust region, no significant reaction rate or low-temperature chemistry is
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observed. As [OH] is also low, this can be identified as either fresh gas of the main stage
or effusion cooling air or an unknown mixture of both.
Production branch CO: RR → [CH2O] ↑ [OH] ↓
This region is characterized by significant low-temperature chemistry as indicated by high
[CH2O]. This coincides with intermediate levels of RR at its rising edge and the production
branch of CO. As peak [CH2O] is in comparison to RR less sensitive to equivalence ratio,
the measured level of reaction rate gives an indication if the mixture has been diluted
prior to onset of reaction.
Oxidation branch CO: RR ↑ [CH2O] ↓ [OH] ↑
In the oxidation branch of CO, [CH2O] already declined significantly and the peak RR is
observed near the intersection of [CO] and [OH]. Comparing different operating conditions
in this area, the peak RR allows to estimate the influence of cooling air on the local reaction
rate.
While measuring the forward reaction rates for the reactions (6.1) and (6.2) directly is
not straightforward, the combination of LIF techniques with carefully selected excitation
and detection schemes allows to derive the reaction rate from the pixel-by-pixel product
of the involved LIF signals. This is further discussed in the following section.
6.2 Method
The forward reaction rate for (6.1) and (6.1) may be expressed by Eq. (2.8), where the
forward reaction rate RR is proportional to the product of the rate constant k(T ) as
calculated from the Arrhenius law in Eq. (2.9) and the reactants’ number densities. As
any LIF signal is proportional to the number density of the molecule of interest, one
has to make sure that the combined temperature dependency of the LIF techniques is
proportional to the rate constant k(T ) to successfully derive the forward reaction rate
from the pixel-by-pixel product of the signals. This is commonly achieved by the usage
of simulated signals to obtain the correlation between the product of LIF signals with the
forward reaction rate of interest. This approach has been successfully demonstrated in
numerous publications investigating [CO][OH] [5, 12, 57] and [CH2O][OH] reaction rates
for estimation of the local heat release rate [36, 98, 126] in atmospheric flames but has -
to the best knowledge of the author - not yet been attempted to pressurized flames.
While the expected path integrated number densities for CO and CH2O and consequently
absorption effects are negligible - especially for the case of CO, as the two-photon absorp-
tion cross-section is small, this is not true for OH measurements as evident from the
investigations presented in Sect. 4. Thus, it is again required to correct for absorption
effects using the quantification approach described therein. For this reason, it is favorable
to use the same excitation/detection scheme for OH-PLIF, i.e. excitation of the over-
lapping line pair Q1(9.5) + Q2(7.5) with fluorescence detection of the (1,1) vibrational
band to avoid influence from signal trapping. Consequently, a matching choice for the
123
Chapter 6 Reaction and Heat Release Rate Imaging
excitation schemes for CO and CH2O has to be made. In contrast to the investigations
in Sect. 4, where wall-normal measurements where conducted, the orientation of mea-
surements for combined reaction and heat release rate imaging have to be executed in a
wall-parallel configuration due to the high laser intensities required for CO-LIF excita-
tion which would cause local breakdowns at the effusion cooled liner when the high laser
intensity is deposited on the wall.
6.2.1 OH-PLIF
As mentioned above, the excitation and detection scheme from the investigation of mix-
ing processes has also been used for this investigation to allow reusing the quantitative
evaluation procedure for OH-PLIF measurements. In principle, as CO-LIF is limited to
1D measurements, OH-PLIF could as well be reduced to 1D. However, as wall-parallel
measurements of quantitative OH alone have not been conducted in this test rig, the mea-
surements were conducted with a planar sheet. Changing the orientation to wall-parallel
has some practical implications that have to be considered. The absorption measurement
is greatly simplified, as the laser light sheet is not deposited on the wall and exits the com-
bustor. This allows to use a dye cell filled with a fluorescent dye dissolved in ethanol for
the energy reference before and after the test section instead of coating the effusion cooled
liner with YAG : Tb3+, which avoids non-linearity correction of the energy reference when
using an extracted portion of the laser light sheet which decreases the uncertainty in the
evaluation of the path integrated absorption. For this purpose, Coumarin 307 was dis-
solved in spectroscopy grade ethanol. Using spectroscopy grade ethanol greatly increases
long term stability in contrast to denaturated ethanol containing methyl ethyl ketone.
For increased spatial resolution, the dual resolution approach for OH detection is also
employed for this investigation. In a wall-parallel configuration, the high resolution (HR)
detection system has to be mounted above the combustor as close to the upper pressure
vessel window as possible. This leaves only the side-windows for the low resolution (LR)
detection system. Inevitably, this requires to use a Scheimpflug arrangement for detection
to ensure imaging the entire test section with reasonable optical resolution. Details on
the optical setup and the detection systems are reported in subsection 6.2.4
6.2.2 CO-LIF
The setup for CO-LIF measurements largely follows the setup described in Sect. 5, i.e.
excitation of a two-photon transition at around 230.1 nm with subsequent detection in the
Ångström band. The reason for limiting CO-LIF measurements to point-wise detection in
Sect. 5 was the simultaneous acquisition of CARS spectra. As for this investigation only
other LIF techniques are used in combination, the detection system is replaced with an
intensified camera to allow one-dimensional measurements of CO-LIF within the Rayleigh
length near the focal point. For a reasonable detection efficiency in the visible wavelength
region, an intensifier with a Gallium arsenide phosphide (GaAsP) photocathode was used
(LaVision, IRO X), which has a quantum efficiency of ≥ 40% in the wavelength region
450− 600 nm. This is an improvement of approximately a factor of 3-4 compared to the
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S20 photocathode optimized for detection in the UV. However, this increase in detec-
tion efficiency does not fully compensate the SNR reduction caused by increased spatial
resolution in comparison to PMT measurements. Thus, a broadband detection scheme
is employed, where the fluorescence of the vibrational bands (0,1)-(0,4) is captured to
maximize the signal yield. No significant interference from C2-LIF, see Sect. 2.2.1.2,
was observed during a verification measurement in a lean laminar flame at Φ = 0.75 and
2.5 bar, where the laser was tuned away from Q-branch CO resonances. Details on the
optical setup and the detection system are reported in subsection 6.2.4
Following the common approach in the literature, selection of the transition used for CO
excitation is based on LIF signal simulations as described in Sect. 2.2.1.2 and 2.2.1.4 in
conjunction with the laminar adiabatic flame simulations. For a good SNR, it is desirable
to excite CO near the band head. Thus, only the first 31 rotational lines are considered in
the signal simulation. Fig. 6.2 shows the performed simulation. Although the individual
Figure 6.2: Simulated CO- and OH-LIF signals in comparison to simulated RR. Left:
Black and blue curves represent number density (dashed lines) and simulated LIF signals
(solid lines) for CO and OH, respectively. Shown are 31 simulated CO-LIF signal for
excitation of J ′′ = 0 − 30. Middle: comparison of peak normalized RR from adiabatic
flame calculation at Φ = 0.75 (red) and peak normalized product of CO- and OH-
LIF simulated signals for all J ′′. Right: Correlation between RR from adiabatic flame
simulation and simulated experimental RR. Red solid line shows ideal case of perfect
proportionality.
simulations of CO-LIF profiles shows a significant deviation from the underlying number
density and a notable spatial variance which depends on the selected rotational line for
excitation, the peak normalized product of the simulated CO and OH signals correlates
well with the peak normalized forward reaction rate as calculated from laminar flame
simulations. A slight hysteresis is observed, as excitation of lower J ′′ transitions tend to
shift the signal to lower temperatures. Consequently, the simulated experimental RR rises
and declines prematurely in comparison to the actual RR. Exciting rotational lines with
higher J ′′ leads to an inverse behavior. The lowest deviation from perfect proportionality
is obtained for J ′′ = 24, where the maximum deviation is in the order of 0.01, located
near RRsim = 0.5. However, as shown in Fig. 6.3, the signal magnitude when exciting
the J ′′ = 8 transition is approximately a factor of two higher. For this excitation, the
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deviation from linearity is increased to 0.04 near RRsim = 0.5, corresponding to ≤ 10%,
which is a reasonable trade off for improving the SNR by
√
2 ≈ 1.4.
Figure 6.3: Comparison of signal magnitude for two different excitation schemes for
CO-LIF. Black: J ′′ = 8. Red: J ′′ = 24.
6.2.3 CH2O-LIF
CH2O-LIF was excited in the overlapping 210410 + 420610 band of the Ã1A2 ← X̃1A1 system
using the frequency doubled output of a dye laser (Sirah, Precision Scan) which was
optically pumped using a solid-state Q-switched Nd:YAG laser (Spectra Physics, PIV400)
to produce UV radiation at around 339 nm. The achieved pulse energy was maximized to
24 mJ by using both cavities of the PIV laser simultaneously. Within the probe volume,
approximately 15 mJ were available. Linearity of the LIF signal with respect to pulse
energy was verified by measurements in the laminar calibration flame. For this purpose,
a half-wave retardation plate was mounted before the frequency doubling crystal within
the dye laser to vary the energy without affecting polarization. As the formaldehyde
concentration for methane-air combustion is comparably low, measurements are limited
to 1D. Fluorescence was captured in a broad range within the visible wavelength region
between 350− 470 nm to maximize the signal yield. Details on the optical setup and the
detection system are reported in subsection 6.2.4
Proper correlation between the product of OH- and CH2O-LIF signals to the heat release
rate are derived in a similar way as described above for the forward reaction rate of
CO oxidation. In contrast to CO-LIF simulation, the simulation of formaldehyde LIF
signals is subject to larger uncertainties as described in Sect. 2.2.1.5. Fig. 6.4 shows
the impact of the uncertainty on the derived HRR from the product of OH and CH2O
signals. In this figure, the uncertainty as estimated by the Monte-Carlo simulation in
Sect. 2.2.1.5 is represented by the overlaid black curves. It is evident, that independent
from the uncertainties, peak normalized HRR as calculated from laminar adiabatic flame
simulations correlates reasonably with the peak normalized product of CH2O- and OH-
LIF signals, albeit with a more prominent hysteresis due to the systematic shift of the
CH2O-LIF signal towards higher temperatures due to the assumed T−0.5 dependence of
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Figure 6.4: Simulated CH2O- and OH-LIF signals in comparison to simulated HRR.
Left: Black and blue curves represent number density (dashed lines) and simulated LIF
signals (solid lines) for CH2O and OH, respectively. Middle: comparison of peak nor-
malized HRR from adiabatic flame calculation at Φ = 0.75 (red) and peak normalized
product of CH2O- and OH-LIF simulated signals. Right: Correlation between HRR from
adiabatic flame simulation and simulated experimental HRR. Red solid line shows ideal
case of perfect proportionality.
the quenching rate Q. Additionally, the actual HRR is asymmetric, with a longer tail on
the high temperature side, while the LIF signal product is nearly symmetrical. This leads
to a significant underestimation of HRR on the high temperature side. Deviation from
perfect proportionality across the entire range of normalized HRR is within 15%.
6.2.4 Optical Setup
An overview of the optical setup used for this investigation is shown in Fig. 6.5. Fig. 6.6
shows a more detailed view of the setup near the test rig.
Beam alignment The laser beams for CO- and CH2O-LIF feature a telescope con-
sisting of a spherical convex and a spherical concave lens to match their divergences to
ensure that the focal point within the combustor overlaps. Magnification of the telescopes
is ≈ 1 : 1.2. Partial reflections of the spherical convex lenses are used to monitor the pulse
energy using individual pyroelectric energy meters. UV radiation at 339 nm and 230.1 nm
is overlapped using a wavelength beam splitter (LEO optics, T339 + R230). Sheet form-
ing optics (SFO) for OH-PLIF consists of a cylindrical concave lens and a cylindrical
convex lens with a magnification of ≈ 5 : 1. A rectangular aperture after the SFO was
used to extract a laser light sheet with 20 mm height. Just as in the other experiments,
the beams and the sheet are aligned to the axes of the traversing unit to allow to trans-
late the measurement volume within the combustor. Combining a planar and a linear
measurement requires that their respective beams enter the test section from opposite
sides as otherwise the OH-PLIF laser light sheet would have to pass the focusing lens L1
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Traversing unit






Figure 6.5: Overview of optical setup for combined reaction and heat release rate imag-
ing. IN/OUT: Detection system for energy reference before and after test section. CO,
CH2O, OH HR, OH LR: Detection systems for LIF.
(f = 300 mm) for CO/CH2O-LIF which would lead to undesired convergence of the laser
light sheet.21
The overlapped CO/CH2O-LIF laser beams are entering the combustor from the left while
the OH laser light sheet is guided into the test section from the right as shown in Fig.
6.6. A wedged beam splitter is used to extract two partial reflections from the incident
OH laser light sheet which are guided to a reference dye cell and a pyroelectric energy
monitor (PE), respectively. A cylindrical focusing lens in front of the PE is used to fit
the entire sheet onto the active area to ensure that the total pulse energy is accounted
for. The theoretical focal point of the lens is behind the PE to stay within the tolerable
intensity limits. The laser light sheet is then focused into the measurement volume using
a cylindrical convex lens (L2) with a focal length of 500 mm. As the exiting OH laser light
sheet inevitably has to pass lens L1 which produces an undesired focus approximately
300 mm behind the lens, a mirror reflective for 283 nm (M) is placed behind the lens to
locate the focal point between the mirror and another wedged beam splitter. To minimize
reflection losses at 339 nm and 230.1 nm, this mirror is placed at Brewster’s angle. The
transmitted beam of the splitter is guided into a beam dump to safely deposit the majority
of the energy. One of the partial reflections is used for the required energy reference after
the test section. As the beam is at this point divergent due to passing lens L1, another
lens L3 with a focal length of 300 mm is placed into the beam path. Effectively, the lens
system consisting of L1 and L3 form a 1:1 relay optic that images the central area of the
21Obviously this could be circumvented by placing the sheet forming optics for OH onto the traversing
unit and using only a concave cylindrical lens to expand the OH beam with subsequent height collimation
and width focusing through the spherical lens L1. However, space constraints prevented this approach.























Figure 6.6: Details of optical setup near combustor for combined reaction and heat
release rate imaging. DC: Dye cell for energy references. WBS: Wedged beam splitter.
BSOH: Beam splitter for separation of OH-PLIF signal from CO-LIF and CH2O-LIF.
BSVIS: Beam splitter for separation of CO and CH2O signal. RO: Relay optics. PE: Py-
roelectric energy meter. L1: Spherical focusing lens for CO/CH2O-LIF. L2: Cylindrical
focusing lens for OH-PLIF. L3: Spherical collimation lens for energy reference after test
section. L4: Cylindrical focusing lens for partial reflection of incident light sheet. M:
Mirror to extract OH laser light sheet at exiting side.
combustor onto the exiting side reference dye cell which greatly minimizes beam steering
effects caused by variations in refractive index due to temperature gradients in the test
section.
Detection systems Coumarin fluorescence for energy reference before and after the
test section was detected using two uncooled CCD cameras (Basler, piA2400-17gm)
equipped with commercial objective lenses (IN: Nikon Micro-NIKKOR 60 mm 1:2.8G ED,
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OUT: Computar V1228-MPY 12 mm C-Mount lens with continuously variable aperture).
To improve separation from ambient light, a narrow bandpass filter (532±10 nm) in front
of the lenses was used.
The low-resolution detection system for OH (OH LR) consisted of a narrow bandpass
filter, transmitting the (1,1) vibrational band between 312 and 320 nm, a 100 mm UV-
transmissive lens at f/8 (Sodern, Cerco 2178) and an intensified CMOS camera (LaVision,
IRO + M-Lite) in a Scheimpflug arrangement. To capture the entire length of the com-
bustor, as required for the absorption based quantification approach, without significant
vignetting from the combustor geometry, a fairly high Scheimpflug angle was required.
The lens has an angle of ≈ 20◦ with respect to the horizontal axis.
Detection systems for high-resolution OH (OH HR), CO and CH2O are mounted above
the combustor as close as possible to the top pressure vessel window. Fluorescence from all
three species is separated using two imaging beam splitters. BSOH is a high pass filter with
an edge wavelength of 350 nm with physical dimension of 120 mm × 80 mm (Laseroptik
Garbsen, custom optic) to prevent reduction of the effective aperture of the 150 mm lens
at f/2.5 (B. Halle Nachflg. GmbH, OUC 3.60). Despite its significantly worse optical
performance compared to the Cerco lens, the Halle lens was selected due to the higher
focal length, allowing a larger magnification ratio of 1 : 1.6 onto the photocathode of the
intensifier. An additional narrow bandpass filter (not shown in figure) with a transmission
range between 312 and 320 nm was mounted directly in front of the lens. The backside of
the beam splitter featured an anti-reflective coating with ≤ 1% residual reflection in the
wavelength range 350− 650 nm to prevent ghosting effects.
To optimize magnification ratio for CO-/CH2O-LIF detection despite the increasing object
distance, a relay imaging system was used. This system consisted of a 250 mm achromatic
lens in combination with a 135 mm lens (Canon EF135 f/2.0 L USM) to produce an
intermediate image with a magnification ratio of 1 : 1.85. This intermediate image is then
imaged onto the photocathodes of the respective image intensifiers using a combination of
a 85 mm lens (Canon EF85 f/1.2 L II USM) and two 180 mm lenses (Sigma 180 mm f2.8
EX DG OS) with a magnification of 2.1 : 1, resulting in a total magnification of 1.14 : 1.
Spectral separation of LIF signals is achieved by placing a longpass beam splitter (BSVIS;
Chroma, T470 LPXR) with an edge wavelength of 470 nm in the collimated beam path
between the intensifiers.
6.2.5 Processing
Quantitative OH PLIF Aside omitting the non-linearity correction that was required
for phosphorescence measurements, processing of quantitative OH-PLIF follows exactly
the routine presented in Sect. 4.2.4.1, thus a redundant explanation is omitted here.
CO-/CH2O-LIF As processing of CO- and CH2O-LIF follow essentially an identical
procedure, the discussion of the evaluation is combined in this section. In a first step,
LIF signals are dewarped and mapped to physical coordinates using a dot-pattern target.
This corrects for image distortion and provides an initial guess for the spatial matching of
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all involved signals which is described in the following paragraph discussing the derivation
of reaction and heat release rates. Subsequently, the images are corrected for shot-to-shot
pulse energy fluctuations as obtained from the pyroelectric energy meters. For the case
of CO-LIF, a non-linear energy correction was performed based on measurements in the
exhaust of the calibration flame as described in Sect. 5. As CH2O-LIF is a one photon
process, a linear correction was used. Residual background from scattered laser radiation
and luminosity was extracted in a region adjacent to the signal on a single-shot basis. In
a final step, the images are binned in lateral direction to obtain a line measurement which
is then cropped in a central region to the Rayleigh length.
Spatial matching of LIF detection systems For the evaluation of [OH][CO] reaction
rates (RR) and heat release rate (HRR), it is of great importance to accurately match the
spatial positions of the respective LIF measurements prior to interpolation on a common
grid to allow pixel-by-pixel multiplication. To avoid cross-talk of the LIF signals of the
respective species during actual measurements, the laser pulses are temporally separated.
The OH laser pulse arrives at t = t0 at the combustor, while the CO and the CH2O
laser pulses are delayed to arrive at t = t0 + 150 ns and t = t0 + 300 ns, respectively.
However, for best possible matching of the spatial location, cross-talk measurements are
conducted, where the intensifier gate used for OH detection was temporally adjusted
to record either a portion of the CO- or the CH2O-LIF signal allowing to match these
signals on the pixel grid of the OH camera. To detect the signal, the gain of the intensifier
was increased to the maximum value due to the low intensity of the signal which arises
from a partial reflection of BSOH transmitted through the narrow bandpass filter for OH
detection. Consequently, the SNR of these cross-talk measurements is fairly low, requiring
250 samples for averaging to recover the position of the 1D signals on the OH HR camera.
This allows to extract a one dimensional OH-LIF signal coincident with the signal of
the other species by finding the displacement in beam-wise and lateral direction using a
2D cross-correlation after interpolating the images for CO- and CH2O-LIF onto the OH
HR grid. After matching, RR and HRR are extracted by point-wise-multiplication and
subsequent peak-normalization. Fig. 6.7 shows the result of this matching procedure on
measurements in the laminar flame.
For measurements in the turbulent flame, this procedure is slightly modified due to the
required averaging which prevents accurate matching in beam-wise direction. Only the
lateral position of the 1D signal is extracted from the cross-talk measurements and the
matching for the beam-wise direction is taken from measurements in the laminar flame
acquired on the same measurement day.
6.2.6 Resolution
Fig. 6.8 shows object side MTF measurements as obtained using a Siemens star evaluated
with YASSES, see Sect. 2.2.3, for the high resolution OH detection system as well as the
systems used for CO- and CH2O-LIF detection. Evaluation of the low-resolution detection
system is omitted as the LR system is only used to provide the local laser intensity for the
HR measurements. As verified by repeating the Monte-Carlo simulation described in Sect.
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Figure 6.7: Spatial matching of 1D signals with OH HR camera. Example shows result
from matching procedure using cross-talk measurements of CO on OH HR camera. Left:
CO as measured with the CO detection system (cyan) overlayed with OH HR data (red)
in comparison to Middle: CO as measured with the OH HR detection system (cyan)
overlayed with the same OH HR data (red). Plot on the right shows horizontal sum of
the CO profiles of both measurements to visualize quality of matching.
4.2.6.1, even a PSF with 2 mm FWHM has no significant influence to the uncertainty.
The OH HR detection system has the lowest optical performance with a PSF that is
Figure 6.8: MTF and PSF of OH HR (black), CO (red) and CH2O (blue) detection
systems as obtained from Siemens star measurements evaluated using YASSES. Solid
lines represent measured values, dashed lines represent fits.
well described by the sum of two Gaussians which have a combined FWHM of 150 µm.
However, in comparison to a single Gaussian PSF, the longer tails results in a poorer
performance when representing steep gradients. For the CO and CH2O detection system,
optical performance is nearly identical. The PSF is well described using a Gaussian form
function with a combined FWHM of 80 µm. The effect of optical resolutions on the
measurement of reaction and heat release rates will be discussed in Sect. 6.2.7. Focal line
thickness of the OH laser sheet is ≈ 110 µm (FWHM) as measured with a beam profiling
camera. The focal diameter for CO and CH2O is ≤ 60 µm (FWHM) with a Rayleigh




Quantitative OH-PLIF Uncertainty for quantitative OH-PLIF measurements is es-
timated in the same way as described in Sect. 4.2.6.1, accounting for the change in
resolution and slightly decreased uncertainty in the absorption measurement. From repe-
tition measurements at the same conditions, the latter corresponds to approximately 8%
of the measured value in contrast to the 10% reported for the previous investigation. Fig.
6.9 shows the resulting relative errors εN and εT analog to Fig. 4.20. As the resulting
Figure 6.9: Mean (solid red lines) and 2σ range (dashed red lines) of relative errors
εN and εT of all 10.000 Monte-Carlo iterations over 250 randomly selected realizations
(black).
uncertainty is nearly unaffected, the same values as for the previous investigation are
reported which are 15% for the accuracy and 20% for the precision of the measurement.
CO-LIF/CH2O-LIF The precision for CO- and CH2O-LIF measurements is estimated
based on the relative standard deviation in laminar flame measurements shown in Fig.
6.10. For these measurements, the laminar flame was operated at 2.5 bar with an equiva-
lence ratio of Φ = 1. For both measurements, the relative standard deviation amounts to
≤ 8%, corresponding to a single-shot SNR of ≥ 12.5 defined by the coefficient of variation.
Reaction and Heat Release Rate The proposed method for measuring the reaction
and heat release rate relies on accurate representation of gradients as the product of
two LIF signal profiles peaks at their intersection. Representation of spatial gradients is
affected by the in-plane resolution from the detection systems as well as the out-of-plane
resolution which is dominated by the thickness of the sheet for OH and the focal diameter
for CO and CH2O, respectively. Additionally, the magnitude of the gradient that has to
be resolved depends on the orientation and curvature of the reaction zone with respect to
the measurement axis, both of which are unknown within the combustor. As a first order
approximation, the following discussion is limited to planar reaction zones, i.e. curvature
effects are neglected.
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Figure 6.10: Precision of CO- and CH2O-LIF signals based on measurements in a
laminar flame. Shown are the mean profiles after peak normalization in color overlaid on
250 samples in semi-transparent black to indicate variance.
Consider the example shown in Fig. 6.7, where the local reaction zone is rotated in-plane
by about θ = 20◦ with respect to the linear axis of the shown CO measurement. The
measurement was conducted with an out-of-plane angle of φ = 0◦, i.e. the planar reaction
zone of the calibration flame is perpendicular to the shown xy-plane. As the laminar
flame calculations are - by definition - along the flame front normal, the simulation has to
be projected onto the y axis. For the projected laminar flame simulation, LIF signals are
simulated and convolved with the optical resolution. Sheet thickness and focal diameter
are modeled with a Gaussian form function with the measured FHWM values, scaled with
sin(φ), i.e. an effect is only visible for reaction zones that are not perpendicular to the
xy-plane and consequently show an actual spatial variation of species and/or temperature
in the direction of sheet thickness. Fig. 6.11 shows a comparison between simulated LIF
signals excluding and including finite resolution effects with measured profiles in a laminar
flame. For comparison, the spatial axis of the projected simulation and the experiment
have been matched using the peak [OH][CO] reaction rate, i.e. the profiles are not matched
individually.
For the case of OH measurements, finite resolution effects cause a shift of the peak towards
the high temperature side of the flame and a significant under representation of the
gradient. The measured optical performance seems to approximate the actual resolution
very well, as the LIF signal simulation including finite resolution closely matches the
measured profile. For CO, the impact on the gradient at the rising edge of the profile is
not as pronounced as for OH, as (a) the gradient itself has a lower magnitude and (b)
the PSF of the detection system is about half as wide. The rising edge of the measured
and simulated profiles including finite resolution effects match well, however, there is a
notable over estimation at the high temperature side, which is most likely caused by CO2
photolysis, see Sect. 5.2.6. A significant deviation between measured and simulated LIF
signals is observed for CH2O. This is most likely a result of over estimating the spatial
resolution due to extrapolating the MTF to low spatial frequencies, see Sect. 2.2.3.
Fig. 6.12 shows the impact for the given example on the derivation of local reaction
and heat release rates. While the derived reaction rate calculated from simulated and
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Figure 6.11: Effect of spatial resolution on LIF measurements of OH, CO and CH2O.
Solid lines represent simulated LIF signals excluding (left column) and including finite
resolution effects (right column). Dashed red lines correspond to measured profiles in a
laminar flame shown in Fig. 6.7.
measured LIF signals match very well on the rising edge, the impact of increased CO
signal in the post flame zone due to CO2 photolysis is evident by increased apparent
reaction rates. In general - even without photolysis - correlation with derived reaction
rates and the underlying actual reaction rate is severely degraded due to broadening the
apparent reaction rate. There is a notable hysteresis, where the rising edge of reaction
rates shows an even worse correlation compared to the falling edge due to its steeper
gradient. For the heat release rate, experimentally derived heat release rate shows even
less sensitivity to the simulated HRR in the laminar flame due to the strong broadening
observed for the CH2O-LIF signal.
Although the LIF simulation does not capture effects such as photolysis and underesti-
mates the width of the measured CH2O profile, it has the benefit of allowing to derive
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Figure 6.12: Effect of spatial resolution on measured reaction (left column) and heat
release rates (right column). Top row: Spatial profiles, bottom row: Correlations of
reaction and heat release rates based on LIF signals with actual rates from laminar flame
simulation. Black: adiabatic flame simulation, projected on y axis. Blue: Simulated LIF
signal including finite resolution effects. Red: Measurement in laminar flame.
the dependency of the flame front orientation as an additional source of uncertainty. Fig.
6.13 shows the angle dependency of the correlation between derived rates based on sim-
ulated LIF signals including finite resolution effects and the actual rates from laminar
flame calculations. For increasing values of θ, an improved correlation for both reaction
and heat release rate is obtained with minor variations observed for different angles φ.
However, as the instantaneous orientation of the flame front surface cannot be derived
from the available data, this has to be considered as an additional uncertainty. For in-
stance, if a measured reaction rate amounts to 0.5, the actual underlying reaction rate
might be anything between 0.5 and close to zero. A measured value of 0.75 corresponds
to a range of 0.1− 0.75. As the location of peak heat release rate is accurately captured,
uncertainties decrease again for reaction rates ≥ 0.95. Curvature effects might further
aggravate this uncertainty.
Additionally, an uncertainty arises from the peak normalization of measured RR and HRR
distributions. For the shown case, the peak is normalized to the peak of the mean profile
which resides in the flame front. While this is easy to achieve in an undisturbed laminar
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Figure 6.13: Angle dependency of the correlation between derived rates based on sim-
ulated LIF signals including finite resolution effects and the actual rates from laminar
flame calculations. Shown are simulations in the range from 0◦ − 85◦ for angles φ and θ
as semi-transparent black lines. Red and blue lines show the worst (φ = 90◦, θ = 0◦) and
best case scenario (φ = 0◦, θ = 90◦), respectively.
flame, this normalization step is not straightforward for the turbulent case, where it is
not guaranteed that an undisturbed flame front is observed within a given sample.
6.2.8 Parameter Space and Measurement Locations
Within the combustor, six different fields of view (FOVs) were investigated as shown in
Fig. 6.14. One FOV is located in the flame brush at x = 25 mm and z = −25 mm.22
Measurements in the post-flame zone are conducted at x = 75 mm at the center line,
i.e. z = 0 mm. Near the effusion cooled liner, the first two center line holes where
investigated with three FOVs each, located 1.5 mm above the effusion cooled liner. The
axial locations for these FOVs is chosen based on the standard deviation of the effusion air
mole fraction Xe as known from the investigations presented in Sect. 4. The first FOV
per hole is located directly upstream of the hole, where no significant influence of the
effusion air jet is expected. The threshold for this location is 10% of the peak standard
deviation. The second FOV is coincident with the local peak in Xe standard deviation
to capture the highest level of intermittency. The third hole is located downstream of
the hole, where the Xe standard deviation is again declined to the same value as for the
upstream location. As the highest intermittency is expected within the flame brush, 5000
statistically independent samples have been acquired for this FOV. All other FOVs have
a sample size of 1000.
Due to potential interference with C2-LIF for the CO-LIF measurements at partially pre-
mixed condition, the investigations presented in this chapter are limited to the swirl and
22At the stage of conducting this experiment, the detailed evaluation of the thermochemical state was
not yet available. From the findings presented in Chapt. 5, it is known that the OSL exhibits greatly
different thermochemical states as the ISL. If this had been known at this stage, another measurement
location within the OSL would have been selected.
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Figure 6.14: Investigated fields of view (FOVs) within the combustor for reaction rate
and heat release rate investigation. Red lines indicate location of 1D measurements
of CO- and CH2O-LIF, superimposed on OH HR (color) and OH LR (gray) ensemble
averaged data.
effusion cooling air mass flow variation. The suffix -FP in operating condition nomencla-





Within this section, results from combined reaction and heat release rate measurements
within the FOV at x = 25 mm and z = −25 mm are presented. For the presentation of
results, a normalization of the LIF signals for all species has to be conducted. While this
is easy to achieve in a laminar flame, where it may be ensured that the peak signal is
(a) always in the field of view and (b) noise may be eliminated by temporal averaging,
this is not straightforward in the turbulent environment of the combustor. If one were
to normalize the LIF signals simply by dividing by the global maximum, the result is
susceptible to outliers. This may be improved by normalizing to the ensemble average
Figure 6.15: Normalization of LIF signals. Left: CO-LIF line measurements in the
primary zone at LS-HC condition. Shown are 250 random samples in black along with
the profile containing the global maximum. Right: Peak values for all 5000 samples at
this condition (black). Horizontal red lines show different levels that may be used for
normalization: global maximum (dash-dotted), ensemble mean of peaks (dashed) and
the proposed method (solid).
of the peak signal within every measured profile. However, this implicitly assumes that
every measured profile shows a peak of an undisturbed reaction zone which is most likely
to be inaccurate as known from the investigations of mixing processes in Sect. 4 and
thermochemical states in Sect. 5, where it has been shown that a notable influence from
mixing with effusion cooling air also affects reaction zones in the primary zone. A more
reasonable assumption, arising from the fact that within the ISL the CO-T diagram shows
values close to the limit of the laminar adiabatic flame, that some of the samples show
unaffected flame fronts. Thus, within the normalization procedure, the peaks from every
species within every measured profile are extracted and the ensemble average mean of
the top 90-95% values are selected. The 5% highest samples are disregarded to remove
potential outliers from the dataset. The procedure is shown in Fig. 6.15 in comparison to
taking the global maximum or the ensemble averaged peak value of all profiles using the
example of CO. This normalization approach does not necessarily normalize the signals to
unity but it does cancel out most of the noise, enabling a comparison between operating
conditions.
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Furthermore, it is required to normalize the pixel-by-pixel product to derive reaction and
heat release rates. To avoid increasing the ambiguities, this is achieved by normalizing
the product to the one obtained in measurements of the laminar flame as shown in Fig.
6.16. For the reaction rate to have a value of 1 at the peak, the obtained pixel-by-pixel
Figure 6.16: Normalization of measured reaction (left) and heat release rates (right).
Black lines show LIF simulations and their pixel-by-pixel product excluding finite reso-
lution effects. Red lines show corresponding measurements in the calibration flame as
already shown in Fig. 6.11. Dashed: CO-LIF/CH2O-LIF, dash-dotted: OH-LIF, solid:
product of LIF signals.
product of CO-LIF and OH-LIF has to be divided by 0.57. For the heat release rate, the
normalization value is 0.37 as obtained from the product of CH2O- and OH-LIF signals.
For the interpretation of results, it is helpful to reconsider the theoretical limit from
an adiabatic laminar flame and effects from limited optical resolution. Fig. 6.17 shows
the measured levels of CO and CH2O over OH from LIF signal predictions of laminar
flame simulations and measurements in the laminar flame at the same conditions (Φ = 1,
Tu = 623 K, p = 2.5 bar). The state-space diagrams of CO over OH and CH2O over OH
show a nearly triangular shape where the production and oxidation phases of CO and
CH2O are identified by the rising edge at low OH and the falling edge towards the OH
peak, respectively. Finite resolution effects cause an apparent rotation around the origin
and a rounder transition near the edges. Additionally, overestimated CO-LIF signal due
to CO2 photolysis may lead to an increase of apparent CO values during the oxidation
phase, depending on the local XCO2/XCO ratio, see Sect. 5.2.6.
Fig. 6.18 shows a scatter plot of CO over OH, color coded with CH2O after normalization
for all investigated operating conditions. For this visualization, the samples have been
sorted by increasing CH2O signal, emphasizing the CO production branch. Qualitatively,
they all exhibit a similar distribution. Just as for measurements of the thermochemical
state using combined CARS/CO-LIF measurements presented in Sect. 5, the state space
diagram is filled with data points within the limits of the laminar flame. Again, this is
not only due to the states being occupied due to mixing and heat loss, but in part also
caused by precision of the measurement and limited optical resolution. The normalization
procedure yields reasonable results, as the state space is mostly occupied within the limit
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Figure 6.17: Comparison between number densities from laminar flame simulations
(black, dash-dotted), corresponding LIF signal prediction accounting for finite resolution
effects with φ = 25◦, θ = 0◦ (black, dashed) and measured profiles in laminar flame (red).
Red line split into rising (solid) and falling (dashed) edge of reaction and heat release
rate at their respective peaks, shown as circles.
of the expected results from LIF signal predictions with various reaction zone orientations.
A first dependence on swirl is already visible in this diagram. For higher swirl, it is less
likely to encounter fresh gas as seen in the bottom left edge of the plot, highlighted with a
black circle at HS-HC condition. This is caused by the inner shear layer moving out of the
measurement area with increasing swirl. Note that the scatter plot gives no indication on
the probability to measure a sample in a given region as the point density is very much
different which leads to visually overestimate the importance of states which actually are
quite rare.
In contrast to the thermochemical state measurements, where no marker for low temper-
ature chemical activity was measured simultaneously, the acquisition of CH2O-LIF allows
a separation into four phases as discussed in the introduction of this chapter and shown
in Fig. 6.19. The unburnt region is characterized by all LIF signals being below the
detection limit. The detection limit for LIF measurements is mainly caused by limited
optical resolution of the used image intensifiers, as the long trailing edges of the MTF
always cause a positive bias in areas, where no signal is expected. Additionally, the nor-
malization procedure introduces an uncertainty of the threshold that is used to define
that region. Empirically, a value of 0.075 for the normalized LIF signals was chosen.
The production phase of CO, which coincides with the rising edge of the CH2O-LIF sig-
nal, is identified by a combination of CH2O above the detection limit and simultaneously
OH values below ≈ 0.5 for the predicted LIF signals based on laminar adiabatic flame
simulations. However, heat loss and mixing effects in the combustor may lead to lower
levels of OH which complicates the definition of a hard threshold, as a mere definition
using OH ≤ 0.5 would also include samples in the exhaust phase. Instead, the used OH
threshold is adaptively chosen depending on the measured levels of CO and CH2O for
measurements in the combustor. The lower limit of the CO production phase is identi-
fied by regions with significant low-temperature chemistry and significant CO values, i.e.
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Figure 6.18: Scatter plots of normalized CO-LIF signal over normalized OH-LIF signal
with color indicating normalized CH2O-LIF signal in the primary zone. Per plot, 650.000
samples are shown. Red lines indicate LIF signal predictions including finite resolution
effects from laminar adiabatic flame simulations at combustor conditions (Φ = 0.75,
Tu = 623 K, p = 2.5 bar) with varying orientation of hypothetical planar reaction zones:
Solid: φ = 60◦, θ = 0◦, dash-dotted: φ = 45◦, θ = 45◦, dashed: φ = 0◦, θ = 90◦. Circle
in bottom left corner at HS-HC condition highlights unburnt region.
CH2O and CO above the detection limit, and simultaneously low OH levels (OH≤ 0.1).
The upper limit of the later production phase is limited by CH2O = 0.25 at OH ≥ 0.3.
The exhaust is characterized by samples with no significant CH2O signal and OH ≥ 0.1.
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Figure 6.19: Separation into regions of unburnt fresh gas, CO production, CO oxidation
and exhaust shown for LIF signal predictions of an adiabatic laminar flame at combustor
conditions.
The remaining samples are associated to the oxidation branch of CO. Fig. 6.20 shows the
result of the separation procedure for the LS-HC operating condition.
Obviously, the separation based on thresholds is susceptible to numerous uncertainties,
such as finite resolution effects, orientation of the reaction zone with respect to the mea-
surement axis, noise and residual background. For example the unburnt region has a
fairly high leakage into the production phase mainly due to the OH measurements be-
ing planar and as such are most susceptible to false light. The separation between the
production and oxidation phase using mainly formaldehyde for conditioning seems to in-
clude parts of the oxidation phase, where for some reason the apparent chemical activity
based on CH2O is large in areas with high OH values. Identifying the exhaust region,
where OH approaches equilibrium and is then further reduced due to heat loss, works
reasonably well, with some minor contribution from points that seem to be more likely to
belong to the CO oxidation phase, as CO values are above the expected level. However,
as mentioned above, when interpreting these scatter plots, which contain 100.000-200.000
data points for the production, oxidation and exhaust region, respectively, rare events are
visually exaggerated with respect to their relative occurrence. For this reason, influence
of swirl and effusion cooling on reaction and heat release rates is further discussed based
on bivariate PDFs in the following.
Effusion air influence To isolate the influence of effusion air independently from swirl,
Fig. 6.21 shows bivariate CO-OH-PDFs where the measurements at different swirl levels
have been combined for both effusion air mass flow setpoints LC and HC. To ensure that
every swirl set point is accounted for with the same statistical weight, the measurements
have been equalized by randomly removing samples such that LS, IS and HS measurements
effectively have the same sample count within every phase. This strategy has been chosen
to increase the number of samples available for the comparison between LC and HC cases,
such that the uncertainties from flame front orientation and normalization are reduced.
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Figure 6.20: Example of data separation into regions (LS-HC).
During the production phase, it is more likely to measure samples with higher CO values
at lower OH values for condition HC in comparison to condition LC. To test for statistical
significance of this result, a χ2 test was performed as given in Eq. (6.3) [133]. Here, hi
denotes the absolute number of samples within a specific CO-OH bin i at a given condition
LC or HC and nπ̂i is the product of the total sample count at the respective condition
with the probability to measure a sample in a specific bin for the combined distribution
of HC and LC, i.e. this approach tests, if the respective condition deviate significantly









For both conditions, a statistical significance with α ≤ 0.01 was obtained by comparison
to the tabulated values for χ21−α(k), where k is the number of degrees of freedom which
is conservatively estimated as the total number of bins.
Even though the observed difference between operating conditions is statistically sig-
nificant, the interpretation of this observation is somewhat ambiguous as the boundary
between the late production phase and the early oxidation phase is not sharply defined.
One possible explanation is, as the onset of OH production is very sensitive to temper-
ature, that CO oxidation during late production and early oxidation is hindered due to
reduced OH at HC condition, increasing the probability of high CO concentrations to
prevail for a longer duration. If this is true, it may also explain why during the oxidation
phase condition HC shows more samples at high CO and low OH values, indicating that
CO oxidation is indeed more complete if less cooling air is supplied. Even though the
mechanism remains unclear, the presented data conclusively shows that there is a change
in the structure of the premixed flame depending on the cooling air condition in an area
that is 25 mm away from the wall, which corresponds to ≈ 10 times the penetration depth
as derived from NO-PLIF measurements in Sect. 4.
The largest differences are encountered in the exhaust phase, which seems to be dominated
by dilution as at HC condition, it is significantly more likely to measure a sample with
low OH - which is near its equilibrium effectively a marker for the local temperature - and
low CO. This is consistent with the thermochemical state investigations in Sect. 5. Note
that the isolines of the forward reaction rate for this PDFs in the exhaust are shown for
orientation only. As the thermochemical state approaches equilibrium, the forward and
reverse reaction rates start to balance in that area such that there is no net change in
CO.
Fig. 6.22 shows bivariate CH2O-OH-PDFs for the same conditions. As evident from the
shown difference in probability, no significant difference is found in regions above the 0.2
isocontour of heat release rate within the uncertainties of the measurement.
Swirl influence In this evaluation, the cooling air mass flows at common swirl set point
are combined to isolate the impact of varying swirl number. Fig. 6.23 shows the bivariate
CO-OH-PDFs for increasing swirl number and the differences between IS and HS with
respect to LS. Within the production phase, it is more likely to measure samples at later
stages of CO production. This most likely caused by a change in the flow field, as the
increasing expansion of the IRZ causes the ISL to change its location with respect to the
measurement axis. This simply makes it less probable to catch the early production phase.
Within the uncertainty of the measurement, the oxidation phase is entirely unaffected by
a change in swirl. A notable influence is observed in the exhaust, where increased swirl
seems to promote a better mixing with effusion air, leading to lowered CO values.
The change in flow pattern is as well visible in the analysis of the swirl dependency of
heat release rates shown in Fig. 6.24. With increasing swirl, it is more likely to measure
samples in the exhaust, explaining why the PDFs shift towards higher OH and reduced
CH2O values. The region where both have a significant contribution, i.e. the estimated
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Figure 6.21: Bivariate PDFs of all samples at LC and HC conditions within CO pro-
duction (top row), CO oxidation (middle row) and exhaust region (bottom row). Right
column shows difference between bivariate PDFs for LC and HC condition together with
isocontours of the reaction rate. PDF differences have been normalized to the respective
peak probability at LC condition to account for the strong variations in broadness of the
underlying PDFs, such that all cases fit on the same colorscale.
Figure 6.22: Bivariate CH2O-OH-PDFs of all samples at LC and HC conditions together
with isocontours of heat release rate.
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Figure 6.23: Bivariate CO-OH-PDFs of all samples at LS, IS and HS conditions within
CO production (top row), CO oxidation (middle row) and exhaust region (bottom row).
Differences between conditions are referenced to LS and scaled to the peak probability
at LS condition such that all cases fit on the same colorscale.
Figure 6.24: Bivariate CH2O-OH-PDFs of all samples at LS, IS and HS conditions.
heat release is above the 0.2 isocontour, shows no significant difference between different
swirl numbers.
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6.3.2 Near-wall zone
Within this section, measurements in FOVs near the effusion cooled liner are presented.
LIF signals are normalized with the constants derived in the flame brush to ensure that
states are mapped to the same scale. This is possible as all measurements have been
conducted at the same intensifier gain settings such that it can be assumed that the
sensitivity of signal counts with respect to local LIF signal is constant.
A first observation from CH2O measurements is that there are nearly no events, where low
temperature chemistry plays a significant role. This is seen in the histograms of CH2O-
Figure 6.25: Histograms of CH2O-LIF signal within FOVs near the effusion cooled liner
for all operating conditions on a logarithmic scale. Bin width 0.1.
LIF measurements for all operating conditions shown in Fig. 6.25. For these histograms,
measurements from all six spatial locations have been included. Measuring a formaldehyde
signal ≥ 0.1 has a probability which is in the order of 0.15% for all operating conditions.
This effectively means - without requiring knowledge of the other measured quantities -
that there is no significant heat release and no significant CO production in this area of
the combustor. It is thus expected that all bivariate CO-OH PDFs show only a significant
number of samples in the late oxidation and exhaust phase. This is consistent with the
thermochemical state measurements shown in Sect. 5. As a consequence, a separation
into the phases as conducted for the presentation of results in the primary zone is not
executed. Instead, bivariate CO-OH PDFs without any segregation are used to highlight
the influence of swirl and effusion cooling air mass flow on the local states. Additionally,
as the thermochemical state approaches equilibrium, the measured OH concentration is
effectively a marker for the local temperature with a great sensitivity in the region between
148
6.3 Results
≈ 1400 − 2200 K. For temperatures / 1400 − 1500 K, the OH concentration is below
the detection threshold which is dominated by residual background as discussed in Sect.
4.2.6.1. Essentially, this reduces the proposed method to a repetition of measurements of
the thermochemical state as represented by CO and temperature, however, without the
possibility to quantify the CO mole fraction due to missing calibration and an inferior
temperature measurement. However, as the swirl variation was not conducted for the
measurements presented in Sect. 5, the presented data may be used to investigate the
sensitivity of increased CO mole fraction in the vicinity of the first center line effusion
hole at HC condition to swirl.
Fig. 6.26 shows bivariate CO-OH-PDFs at LS-LC and LS-HC condition and the difference
between them. These are the operating conditions that were also investigated in Sect. 5.
As evident from the increased probability to measure a higher CO signal at every level
of OH at condition HC, the finding that a higher effusion air mass flow leads to a higher
local CO concentration in this area of the combustor is confirmed.
Figure 6.26: Dependency of bivariate CO-OH-PDFs on cooling air mass flow at LS
condition.
To investigate the swirl dependency, the difference of the PDFs induced by cooling air is
shown in Fig. 6.27 for all investigated swirl set points. As the shape and magnitude of
observed differences is mostly insensitive to changes in swirl number, it can be concluded
that this effect occurs at every investigated operating condition.
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Figure 6.27: Dependency of the LC-HC difference in bivariate CO-OH-PDFs on swirl
condition.
6.4 Summary
Within this investigation, local [CO][OH] reaction rates and heat release rates were mea-
sured by means of combined OH-, CO- and CH2O-LIF. It was shown that for this appli-
cation, finite resolution effects add significant uncertainties to the derived reaction rates
from pixel-by-pixel products of the underlying LIF signals and the distribution of reaction
zone orientations has a strong impact on the correlation between measured and predicted
reaction rates in a laminar premixed flame at elevated pressure.
Regardless of the numerous uncertainties, an influence of effusion cooling air mass flow
was observed in the primary zone within the oxidation, production and exhaust phase of
the CO reaction chain. While in the exhaust phase dilution effects seem to dominate,
as a higher effusion cooling air mass flow systematically lowers both measured OH and
CO signals, the exhibits during CO production and early oxidation shows an opposite
behavior. In these phases, a higher effusion air mass flow leads to a higher probability to
measure increased levels of CO at a given level of OH. It is assumed that this is - in part
- caused by the strong sensitivity of OH concentrations with respect to temperature in
the preheating zone of the flame, slowing down low temperature chemistry which leads to
incomplete CO oxidation at later stages of the reaction chain, depending on the reaction
progress at which mixing with effusion air occurs. From the strong scatter of data points
in CO production, it is assumed that mixing is not a binary event that occurs either before
or after reaction but indeed occurs as well during reaction.
In the zone near the effusion cooled liner, no low-temperature chemistry as indicated by
significant formaldehyde signal was observed. This allows to conclude, that there is neither
significant heat release nor CO production in this area of the combustor and all interac-
tions with effusion cooling air are in the late oxidation and exhaust phase. Effectively,
nothing new is to be learned from this investigation, as the absence of low-temperature
chemistry reduces the measurement to an inferior version of the measurements on the
local thermochemical state presented in Sect. 5. However, the data was used to ver-
ify the finding that a higher effusion cooling air mass flow leads to an increase in local
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CO concentration in the vicinity of the first center line effusion hole and the conducted







Within this work, extensive experimental investigations in an effusion cooled single sector
model gas turbine combustor were conducted using advanced laser diagnostics with para-
metric variations of important boundary conditions concerning the flow field, fuel supply
and effusion cooling. In three measurement campaigns, the influence on mixing processes,
thermochemical states and important reaction rates was analyzed, that allow to test the
working hypotheses defined in Sect. 1.2, repeated here for convenience:
1. The interaction of effusion cooling air and main flow locally influences the structure
of premixed flames across the preheating zone, reaction zone and post-flame zone.
2. Spatially, the interaction is not limited to an area close to the effusion cooled liner,
but extends into the primary zone through recirculation.
Consistently, all three measurement campaigns lead to the conclusion that there is indeed
an interaction between flame and cooling air in all stages of premixed combustion in
the primary zone. In the investigation of mixing processes, it was found that effusion
air penetrates the lower lobe of the main stage through the outer recirculation zone,
diluting the fresh gas in this area which in turn leads to a reduction in reaction zone and
post-flame OH concentrations, causing a strong asymmetry of the OH distribution with
respect to the center line. This is supported by findings from reaction rate measurements,
where a significant impact on CO production within the inner shear layer (ISL) was
observed in areas where low-temperature chemistry is dominant. In these areas, a higher
effusion air mass flow leads to a higher probability to measure higher CO concentrations at
simultaneously reduced levels of OH. Furthermore, measurements of the thermochemical
state, represented by local CO mole fraction and temperature, revealed major differences
between reaction zones in the inner and outer shear layer (OSL), where CO mole fractions
are significantly lowered within the OSL. Within the inner recirculation zone (IRZ), a
trend to lowered CO mole fractions with increasing effusion air mass flow was observed,
which suggests that parts of the effusion air are entraining the IRZ and are thus convected
upstream.
Spatially, the interaction processes vary quite strongly, as for the given geometry and op-
erating conditions, the reaction progress close to the wall is near to chemical equilibrium
as shown by CH2O-LIF measurements, where nearly no events were observed that show
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significant low-temperature chemistry. Thermochemical state measurements in this area
showed an axial dependence of the observed phenomena, where CO mole fractions were
increased for a higher effusion cooling air mass flow in areas close to the outer recircula-
tion zone due to chemical quenching of the late oxidation phase of CO. This conclusion is
further supported by the investigations of reaction rates which additionally showed that
this is mostly independent of the swirl condition. For the region where the flame impinges
on the wall, CO mole fractions where found to be independent of the cooling air mass flow.
This is most likely due to mixing of post-flame CO mole fractions from the ISL, where the
CO mole fraction is systematically lower at HC condition, with the flow upstream where
the opposite is true due to chemical quenching. Further downstream, the thermochemical
state is dominated by dilution, where the CO mole fraction is lowered when more effusion
cooling air is supplied. These findings are consistent with observations from the investiga-
tions of near wall mixing processes. For the first effusion hole on the center line, a notable
influence of effusion cooling air within the unburnt region and reaction zones was found
for the low swirl condition. Increasing swirl significantly decreases the penetration depth
of the individual effusion air jets, which affects the mixing processes near the effusion
cooled liner. For the first effusion hole, the probability to encounter mixing with fresh
gas is drastically reduced in favor of mixing with later stages of the reaction where OH
is above equilibrium. For locations further downstream, mixing with zones containing
sub-equilibrium OH is dominant across all conditions. No significant difference was found
for a variation in fuel staging.
Summarizing the presented findings, the following flame-cooling air interaction mecha-
nisms are identified:
1. A fraction of effusion cooling air originating from the first rows penetrates the outer
recirculation zone and affects chemical reactions in the primary zone, mainly in the
outer shear layer.
2. Effusion air penetrates the inner recirculation zone, most likely after mixing with
the exhaust of the lower lobe of the main stage at an axial location after the flame
impinges on the wall.
3. A change in swirl causes the inner recirculation zone to expand which in turn reduces
the penetration depth of the effusion air jets.
7.1.1 Transferability of Results
In this section, the transferability of the presented findings to a real aero engine gas turbine
combustor is discussed. As unscaled measurement data from real engines is unfortunately
unavailable due to IPR restrictions, a direct comparison of quantities such as the flow- and
temperature fields, is not possible. Instead, a qualitative comparison to measurements
conducted at the German Aerospace Center (DLR) in their BOSS rig (Big Optical Single
Sector) is made [77,165], [E7]. In these publications, investigations regarding the flow and
temperature field in a single sector configuration equipped with a commercial Rolls-Royce
Lean Direct Injection (LDI) injector are reported.
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Flow and temperature field Fig. 7.1 shows the flow field of the test rig used in this
thesis at similar operating conditions [E9] and the flow field of the BOSS rig investigated
by Hassa et al. [77], both measured by means of PIV. While Hassa et al. report the velocity
magnitude normalized to the peak and the geometry axes normalized to the combustor
height, major differences can still be identified. The size of the injector, compared to the
Figure 7.1: Comparison of the flow field of the test rig used in this thesis at similar
operating conditions (right, Fig. taken from [E9] with permission from Elsevier.) with
measurements in the BOSS rig (left, Fig. taken from Investigation of the Reacting Flow
Field of a Lean Burn Injector With Varying Degree of Swirl at Elevated Pressure Condi-
tion by Christoph Hassa, Ulrich Meier, Johannes Heinze, Eggert Magens, Michael Schroll,
I. Bagchi, Paper No: GT2017-64280 [77], with permission from ASME).
height of the combustor, is significantly larger. The annulus of the main stage extends
from approximately y/y0 = 0.2− 0.3 in the BOSS rig, while in the present configuration
the corresponding range is z/z0 = 0.1 − 0.175. Within the BOSS rig, the lower lobe
of the main stage impinges at the wall at significantly lower axial distances (x/y0 ≈
0.2 compared to x/z0 ≈ 0.4), consequently, the angle with which the flame approaches
the wall is significantly steeper. As the velocity measurements reported by Hassa et al.
are normalized, the order of magnitude has to be estimated. In [E7], cross-correlations
of OH* chemiluminescence and high-repetition rate temperature measurements in the
exhaust revealed an estimate of 4 ms for the residence time within the BOSS rig, which
is approximately half of the estimated plug flow transit time of the test rig used in this
work as estimated from bulk outlet velocity and the combustor length. The height of
the combustors is comparable to within 30%. The ratio between the combustor height
and length until the converging section of the BOSS rig is estimated to be ≈ 0.75 from
a figure published in [165], which is approximately a factor of 2.4 smaller than for the
test rig used in this work. Unfortunately, due to IPR restrictions, the exact size of the
combustor may not be published. As the difference in residence times is mostly explained
by the shorter combustor length of the BOSS rig, it is assumed that the overall velocity
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magnitude is comparable. These considerations lead to the estimation that the time of
flight of the flow emerging the main stage until it reaches the liner is ≥ 1.5 times shorter
within the BOSS rig.
Unfortunately, no unscaled temperature measurements of the temperature field within the
primary zone are published for the BOSS rig. However, as measurements at the exhaust
section presented in [E7] revealed a comparable temperature level23, it is assumed that
the temperature field is at least comparable to within 100− 150 K.
Chemical timescales To provide an estimate whether the identified interaction mech-
anisms within this thesis are relevant to more realistic configurations, the difference in
flow time scales has to be put into perspective by additionally considering potential dif-
ferences in chemical timescales. The possibly most obvious difference between the generic
configuration used in this work and a real engine is the significantly lower pressure ratio
and the fact that natural gas instead of kerosene is used as a fuel. To estimate the impact
of this, a comparison of CO reaction timescales based on laminar flame simulations24 un-
der various conditions is presented in Fig. 7.2. Kerosene-air flames are simulated using
ULF [170] in conjunction with a reaction mechanism for Jet A fuel [161, 168]. For com-
parison, two pressure levels, associated to two different inlet temperatures calculated by
isentropic compression as given in Eq. (7.1) [25], at two representative air-to-fuel ratios
(AFR) are shown. In this equation, κ = cp/cv is the ratio of heat capacities at constant







For the equivalence ratios, a range of 0.45-0.6, corresponding to an AFR of ≈ 32 −
25, is considered, which according to Heinze et al. lies within the relevant range for a
lean-premixed prevaporized injector [83]. As expected, there is a strong sensitivity of
the chemical time scales with respect to the boundary conditions. Depending on the
case, which approximates different load cases, chemical time scales may be shorter or
longer when comparing the kerosene-air simulations with the simulations at conditions
representing the combustor used in this work.
Cooling parameters As discussed in Sect. 2.1.4, the range of blowing, momentum and
density ratios is reasonable in comparison to other studies and within the relevant range,
which leads to the assumption that the penetration depth and the tendency of the cooling
air jets to lift off from the wall is representative. However, with 2 mm, the diameter of the
holes is considerably larger than for real effusion geometries with hole diameters in the
sub-mm range [104]. This leads to a lower relative pressure loss across the effusion cooling
plate and as such may partly explain the strong impact of the swirl on the penetration
depth of the effusion air jets and why at the condition with lower effusion cooling air mass
flow, the outflow in the area where the flame impinges at the wall is strongly disturbed.
23In that publication, temperature is reported in normalized units due to IPR restrictions.
24Thanks to Dr. Arne Scholtissek for simulating the kerosene flames.
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Figure 7.2: CO mole fraction XCO over residence time τ for discussion of chemical
timescales. Black dashed line represents laminar flame simulation at conditions of the
combustor used in this work (p = 2.5 bar, Tu = 623 K, Φ = 0.75, methane). Colored lines
show results from kerosene-air flame simulations at various conditions. Stoichiometric
AFR is 14.7. τ ≡ 0 at 1% of the peak concentration.
Conclusion Whether the presented findings are of relevance to more realistic config-
urations is challenging to estimate. A potential interaction such as e.g. the increase in
local CO mole fraction at higher effusion cooling air mass flow due to chemical quenching
in the vicinity of the liner depends not only on the flow but also on chemical time scales
which in turn highly depend on the current operating condition. For the presented com-
parison, the reacting main stage appears to reach the area of interest significantly faster
in the BOSS rig, mainly because the injector used is larger with respect to the combustor
height. At which progress of the CO reaction chain the interaction with effusion cooling
air is taking place is additionally depending on the current pressure and AFR. Obviously,
the flow field also depends on AFR and fuel staging, further increasing uncertainties in
the comparison as the AFR at which the flow fields were acquired by Hassa et al. [77] is
unknown. It is expected, that the findings presented are relevant for real engine under
certain circumstances: It is more likely to encounter an interaction, when chemical time
scales are comparably long. This is the case, when the engine is in lower load conditions,
i.e. higher AFRs. Additionally, it is more likely to encounter the observed phenomena for
conditions, where the majority of the fuel is supplied via the main stage rather than the
pilot, as this increases the fuel conversion rate in direct vicinity of the liner.
7.2 Outlook
The current configuration is in its nature very complex and processes are highly coupled.
For example, the increase of the inner recirculation zone volume with increasing swirl
causes the observed phenomena to shift spatially in addition to potential impact on mixing
processes as well as variations of the thermochemical state. Without precise knowledge
of the flow field for every operating condition, this influence always causes the ambiguity
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in interpretation if the physics changed or the same phenomena are merely at a different
location. Furthermore, heat losses via convection or conduction are not straightforward
to separate from mixing with effusion cooling air. For this reason, it would be beneficial
to redesign the combustor core to accommodate a simpler flame stabilization mechanism
to avoid the recirculation zones, e.g. by stabilizing the flame at a backward-facing step or
a ceramic rod. Additionally, the number of holes could be drastically reduced and only
placed on the center line to better isolate the interaction mechanisms as the emerging
cooling air jets would in this configuration only interact with a single reaction zone.
Further improvement is as well indicated on the diagnostics side. The established method
for quantitative OH measurements using combined LIF and absorption measurements
could be used as an additional technique to Raman/Rayleigh measurements to improve
gradient-free regime identification approach as developed by Hartl et al., where the in-
clusion of OH leads to improved results of the chemical mode profiles and heat release
rate [76]. The developed code base may be used to optimize a scheme to allow investi-
gations also at atmospheric conditions. As the spectral line shape becomes narrower due
to decreased collisional broadening, inaccuracies arising from variations in the laser line
overlap integral may further increase. The implemented Monte-Carlo simulation to assess
these uncertainties may be used to identify transitions which are most insensitive to this
effect. Additionally, the model allows to estimate the integral absorption and simulate
OH-LIF signals for the given configuration which tremendously aids the design of the
experiment.
Measurements of the thermochemical state should be extended by simultaneous probing
of CO2 with CARS in a dual-pump approach. For this, the spectral fitting code has to be
extended with a model for CO2 spectra, e.g. using the approach described by Hall and
Stufflebeam [72], which seems to yield accurate results, as it is also successfully used by
Cutler et al. [37]. To the best knowledge of the author, this would be the first example of
a library based evaluation algorithm for CARS spectra, where the library size scales only
linearly with - as opposed to with the power of - the number of probed species because the
mole fraction is not tabulated. Aside the obvious benefit that an additional scalar leads
to a better understanding of the local thermochemical state, quantitative measurements
of the CO2 mole fraction would allow to drastically improve single-shot uncertainty of
CO mole fraction measurements by including a model for photolytic production of CO
by dissociation of CO2. If measurements at higher pressures are to be conducted, the
CO-LIF simulation code should be extended to use a Lindholm line shape [106] for the
homogeneous line profiles to account for increased asymmetry under low temperature-high
pressure conditions [31,159].
The presented method of combined reaction rate and heat release imaging has proven to be
a valuable technique to gain further insight in the CO chemistry by using CH2O- and OH-
LIF signals for conditioning that allow to separate the CO production from the oxidation
even under conditions with significant heat loss. However, the uncertainty of the method
was shown to be dominated by finite resolution effects which require further optimization
of the detection system. It would be beneficial to use a single UV transmissive achromatic
collection lens, after which the signals are spectrally separated. This would allow a) to
omit the Halle lens which has a tremendously lower optical performance compared to the
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Cerco lens and b) the collection optics could be moved much closer to the measurement
volume, further increasing magnification and thus improving object-side optical resolution
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