Weather and climate extremes are identified as major areas necessitating further progress in climate research and have thus been selected as one of the World Climate Research Programme (WCRP) Grand Challenges. Here, we provide an overview of current challenges and opportunities for scientific progress and cross-community collaboration on the topic of understanding, modeling and predicting extreme events based on an expert workshop organized as part of the implementation of the WCRP Grand Challenge on Weather and Climate Extremes. In general, the development of an extreme event depends on a favorable initial state, the presence of largescale drivers, and positive local feedbacks, as well as stochastic processes. We, therefore, elaborate on the scientific challenges related to large-scale drivers and localto-regional feedback processes leading to extreme events. A better understanding of the drivers and processes will improve the prediction of extremes and will support process-based evaluation of the representation of weather and climate extremes in climate model simulations. Further, we discuss how to address these challenges by focusing on short-duration (less than three days) and long-duration (weeks to months) extreme events, their underlying mechanisms and approaches for their evaluation and prediction.
Introduction
The recent Fifth Assessment Report of the Intergovernmental Panel on Climate Change affirmed that our climate and its extremes are changing (IPCC 2013) . Reliable predictions of extremes are needed on short and long time scales to reduce potential risks and damages that result from weather and climate extremes (IPCC, 2012; Seneviratne et al., 2012) . Understanding, modeling and predicting weather and climate extremes is identified as a major area necessitating further progress in climate research and has thus been selected as one of the World Climate Research Programme (WCRP) Grand Challenges, which is hereafter referred to as the Extremes Grand Challenge. The WCRP Extremes Grand Challenge (Zhang et al., 2014; Alexander et al., 2016 ) is organized around four overarching research themes: Document (focusing on observational requirements), Understand (focusing on the relative roles of different spatial scales and their interactions), Simulate (focusing on model reliability and improvement), and Attribute (focusing on unraveling the contributors to extreme events). Underlying all research themes is a focus on four core types of extreme events: Heavy Precipitation, Heatwaves, Droughts, and Storms.
As part of the implementation of the WCRP Extremes Grand Challenge, and in particular contributing to the Understand and Simulate themes, a workshop on "Understanding, modeling and predicting weather and climate extremes" was held (see http://www.wcrp-climate. org/extremes-modeling-wkshp-about). It brought together international experts and early career scientists from the weather, climate and statistical sciences to discuss the main theoretical and modeling challenges and opportunities around extreme events. The workshop focused on various processes underlying weather and climate extremes, and how an improved understanding of these processes may lead to advances in their simulation and prediction. More details of the workshop format, talks and participants are given in Appendix A.
The purpose of this paper is to provide an overview for a wider audience of climatologists and statisticians on the current state of knowledge, the prevailing challenges and the potential ways forward based on the expert discussions form the workshop supplemented with current literature. We conclude with a summary of the key points, as well as ideas for future research and opportunities for cross-disciplinary collaborations.
Scientific challenges
To better serve local and national climate adaptation planning and decision-making, there is a clear need for improved understanding and prediction of extreme weather events. This is a cross-community challenge that requires collaboration between global programs such as the WCRP and the World Weather Research Programme (WWRP). One example is WWRP's HiWeather project (www.wmo.int/pages/prog/ arep/wwrp/new/high_impact_weather_project.html) that aims to build resilience to high-impact weather events by improving their forecasts and predictability across temporal and spatial scales. Other good examples of collaborative research programs funded by the European Commission are projects such as EUPORIAS (European Provision Of Regional Impacts Assessments on Seasonal and Decadal Timescales), SPECS (Seasonal-to-decadal climate Prediction for the improvement of European Climate Services) and EUCLEIA (European Climate and Weather Events: Interpretation and Attribution). Building on the insights gained from these (and many other) projects, we address current challenges and opportunities for scientific progress in various aspects of understanding and predicting weather and climate extremes.
As illustrated in the conceptual Fig. 1 , the development of an extreme event depends on some or all of the following: a favorable initial state, the presence of large-scale drivers, and positive local feedbacks, as well as stochastic processes (noise). We therefore structured the scientific challenges into large-scale drivers of extreme events (section 2.1) and local-to-regional feedback processes of extreme events (section 2.2) that we need to be better understand to improve the prediction of extremes (section 2.3) and to assess model performance by process-based evaluation of climate extremes (section 2.4).
Large-scale drivers of extreme events
Our understanding of the mechanisms that lead to the occurrence of extreme events will be the basis to assess their predictability and enable their prediction using model simulations. It is convenient and attractive to try to separate dynamic (i.e., circulation induced changes) and thermodynamic (i.e., temperature induced changes) processes when diagnosing mechanisms. However, the separation is artificial as forced dynamical changes are ultimately caused by thermodynamic processes. For instance, changes in temperature have a direct impact on the hydrological cycle (i.e., Clausius-Clapeyron relationship, Held and Soden (2006) ) but can also have an indirect impact in extreme precipitation through changing circulation patterns (e.g., displacement of circulation systems). Despite this obvious deficiency, the separation between dynamical and thermodynamic changes is used particularly in event attribution studies to better understand the underlying processes contributing to a specific extreme event (Mitchell et al., 2016 , Yiou et al., 2017 or in a recent study by Pfahl et al. (2017) to better understand regional changes in extreme precipitation. Two examples from the event attribution where such a separation proved useful were the extreme precipitation event in the UK in winter 2014/15 and the European heatwave in summer 2003 (Mitchell et al., 2016) . In these studies, it was illustrated that both dynamical and thermodynamic processes (e.g., changes in atmospheric patterns and soil moisture) can be respectively relevant for generating an extreme event. It is important to mechanistically assess the physical characteristics of the extreme event in terms of what processes are mainly driving the event occurrence and whether they are affected by anthropogenic forcing (e.g., Hauser et al. (2016) ).
In Europe, for instance, extreme temperatures can occur during atmospheric blocking conditions, whereas the processes driving the temperature extremes differ for summer (local processes) and winter (advection of cold air) (Pfahl and Wernli, 2012) . In addition, processes can even differ within a season, such as described in (Brunner et al., 2017) for spring, but even this may change with global warming (Cassou and Cattiaux, 2016) . There seems to be a distinct regional dependency of the relationship between blocking anticyclone locations and the corresponding surface heat or cold extreme event as illustrated in Fig. 2 (Bieli et al., 2015) .
Furthermore, the weakening of the equator-to-pole temperature gradient due to global warming, particularly in boreal summer, is associated with a decrease in eddy kinetic energy (EKE), a measure of transient wave activity . This may lead to more persistent summer weather and enhanced anti-cyclonic flow regimes in some regions. The European summers of 2003 and 2010 are good examples in which high-amplitude quasi-stationary waves were associated with extreme heat waves . Climate models need to be evaluated based on their performance simulating such kinds of underlying large-scale processes to be able for us to have confidence in their representation of related surface extremes.
This said, climate models can have large biases in some regions and may not be able to simulate key dynamical patterns such as atmospheric blocking or other weather regimes, jet stream position and intensity, tropical dynamics and teleconnections, or stratosphere-troposphere connections. A key challenge is to evaluate and improve models by targeting key processes that are relevant for a realistic, or at least a sufficient, representation of extremes. Approaches to improve them include developing theories and hierarchies of models to untangle complex processes, further increasing model resolution and using novel approaches for parameterizing sub-grid scale processes.
A combination of high-resolution simulations with lower resolution ensemble simulations would be beneficial to study effects of internal variability and better quantify the signal-to-noise ratio, particularly for precipitation extremes . Such efforts require an international collaboration to pool resources for coordinated high-resolution modelling on a global scale (such as in PRIMAVERA, https://www. primavera-h2020.eu/ or HighResMIP (Haarsma et al., 2016) ). Detecting, and even predicting the changes in large-scale circulation is a major challenge to be overcome in order to better predict changes in the odds of Fig. 1 . The development of an extreme event depends on a favorable initial state, the presence of large-scale drivers, and positive feedbacks, as well as stochastic processes (noise). The relative importance of these factors varies for different types of extremes. For example, feedbacks for short lived events (blue) like convective storms are typically associated with unstable atmospheric dynamics, whereas longer duration events (red) like heatwaves or droughts typically involve soil moisture -atmosphere interaction. External factors like global warming can influence extremes through these various factors. For example, the increased water vapor in a warmer atmosphere can enhance convective feedbacks, or increased surface evaporation might amplify heat waves and droughts. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) extreme events. This has raised scientific interest in the past decade or so, but the topic remains open and challenging (Shepherd 2014) .
Lastly, probabilistic event attribution, the effort to probabilistically ascertain the mechanisms responsible for changes in the climate related to specific events, is a topic that depends largely on the ability of models to simulate extremes. Current attribution studies generally attempt to identify if the odds of the occurrence of a specific type/class/category of (extreme) event are changed by enhanced greenhouse gas forcing. However, the framing of the attribution question is crucial and affects the result in terms of spatial and temporal scales under consideration (Trenberth et al., 2015; Stott et al., 2016; Ang elil et al., 2014) and further sensitivities arise related to choice of observational product and model (Ang elil et al., 2016; Bellprat and Doblas-Reyes, 2016) .
Another challenge with probabilistic event attribution is to clearly identify the part of the signal that is due to a change in dynamics (which as stated above is complex to unravel). Analog-based methods for this kind of identification now exist Yiou et al., 2017) , which need to be developed in various contexts and in combination with evaluation of model-simulated changes in circulation. In order to identify thermodynamic changes, a circulation analogue method can also be used for attribution conditional to the large-scale flow (Cattiaux et al., 2011; Cattiaux, 2013, 2014) . However, a potential drawback of this method is that some events may not have enough good analogues, loosening the flow-conditioning, and therefore the identification of a thermodynamic signal. In addition, analogues are defined on past conditions and thus might not be representative of future ones. Recent trends in analogues may give an indication of changes in the atmospheric dynamics itself although this remains to be explained and disentangled from long-term natural variability.
Local-to-regional feedback processes and drivers of extreme events
In addition to large-scale drivers, understanding specific processes acting at local to regional scales is also essential to understand the evolution of extreme events. For instance, in early summer additional mechanisms, such as soil moisture conditions, are relevant for the evolution of a heat wave Quesada et al., 2012) . Therefore, controlled experiments are planned to study the effects of circulation, soil moisture and sea surface temperature (SST) in the formation of heat waves in the future coordinated experiment called ExtremeX. For soil moisture, a similar set-up as the one from the GLACE (Koster et al., 2004) and GLACE-CMIP5 experiments is considered. Further examples of such relevant processes and feedbacks are subject of the SNOWGLACE experiment (http://uni. no/en/uni-climate/climate-services/snowglace/) that studies the impact of snow on sub-seasonal-to-seasonal forecast by "realistic" snow initialization (Orsolini et al., 2013) .
A misrepresentation of feedback mechanisms in the models can be an important source of uncertainty for future projections, e.g., for heat waves or droughts. For instance, soil moisture and associated processes and feedbacks are very uncertain in current generation climate models (e.g., Taylor et al., (2012) ; Orlowsky and Seneviratne (2013) ; Mueller and Seneviratne (2014) ; Stegehuis et al., (2013) ). Constraining soil moisture in model experiments may be as important as other factors, such as climate sensitivity and cloud feedbacks, for generating or enhancing extremes on a local-to-regional scale (see also Hurk et al. (2016) ). Feedback mechanisms over land can be reflected, for instance, in changes in the shape of the temperature distribution, not only in a shift in the mean . This is often associated with a stronger warming of climate extremes .
Satellite records can be very useful for statistical analysis and process understanding in conjunction with simple mechanistic models to help interpret this kind of measurement (Beck et al., 2017; Papagiannopoulou et al., 2016) . The improved process understanding could then be applied to benchmark complex models. For instance, remote sensing data were linked to simplified mechanistic models to study coinciding periods of "dry soil" and "high temperature" . A clear spatial correlation between antecedent soil moisture (drier) conditions and heat wave temperatures was shown for the European heatwaves of 2003 and 2010 (see Fig. 3 ). However, correlation does not necessarily imply causation and, thus, needs to be carefully investigated.
Furthermore, high-resolution climate model simulations are required to study feedback-driven preconditioning of extreme events, e.g., feedback of soil moisture/snow on circulation patterns, such as shown for small-scale thunderstorms over Lake Victoria and their changes in the future (Thiery et al., 2016) . A process analysis to separate "lake" and "land" events and looking at thermodynamic versus meso-scale dynamic contribution to these storms showed that the dynamic processes dominate in current climate conditions, but also implied changes in this relationship with climate warming. Utilizing this process understanding in developing early warning systems could help prevent loss of life.
To realistically represent small-scale processes (e.g., convective storms, orographic rain), some recent climate change experiments have employed km-scale (e.g., 1.5 km resolution) regional models over 2 ) four days prior to a hot or cold event at the location marked with a green rectangle in Central Europe. The contour line (purple) refers to the distribution of trajectories seven days before the warm or cold events, representing a density level of 0.2. Adapted from Bieli et al. (2015) . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Europe. Similar convection permitting models have already been widely used in numerical weather forecasting. These experiments show that while mean changes in precipitation are not affected, the very fine resolution is useful to better simulate summer precipitation, in particular convective events (i.e., hourly precipitation, extremes, steep orography) (Ban et al., 2014; Kendon et al., 2014 , Prein et al., 2017 . So far there are only a few studies that investigate climate extremes from long time periods or a large number of cases using such high-resolution model experiments. To be able to compare model results and assess the robustness of present and future climate projections, coordinated high-resolution (i.e., convection permitting) modelling experiments are urgently needed. Some experiments of this type are now being undertaken within the new framework of EURO-CORDEX (Jacob et al., 2014 ) and a flagship project study dedicated to convection with high resolution models has started (Coppola and Sobolowski, 2017) . However, there are some limitations associated with these high-resolution simulations, such as high computational costs for relatively short time slice simulations, dependency on the driving global climate model and multi-nesting of domains. Some of these can possibly be overcome with future high-performance computing developments.
Going from annual to monthly or daily to sub-daily scales in the analysis of extremes will help to better understand the temporal variability and changes in extremes. For instance, we need to reduce systematic biases in model simulations related to the seasonal cycle of precipitation and evapotranspiration, and to better simulate the diurnal cycle of precipitation. The benefit of going to higher spatial resolution versus having a larger number of ensembles to study the effect of variability and a robust ensemble statistics is intensely debated and requires further research. For some types of extreme events, such as convective precipitation, the gains from increased resolution (i.e. 3 km and less) are obvious, but for other types of extremes, such as droughts or heat waves, it is not. However, the main limiting factor for the analysis of such small-scale processes remains the availability of observational data. Collecting highfrequency sub-daily precipitation datasets over long time periods will be extremely useful for attribution of, for example, damaging convective rainfalls. In many regions of the world (e.g., Africa, South America, Asia) even daily temperature and precipitation data are non-existent or not publicly accessible, and the situation is even worse for other variables, such as wind or soil moisture measurements in most locations . This challenges any significant progress in process understanding and model evaluation, particularly when trying to underpin results from high-resolution model experiments with corresponding observations. Besides that, the value of single measurements (i.e., case studies of single events) versus robust statistics over a series of similar events or regions for model evaluation needs further investigation. Particularly, the assessment of trends in changes of extremes is hampered by the limited data availability and quality (see also the WCRP workshop on Data Requirements http://www.wcrp-climate.org/index.php/ extremes-data-wkshp-about).
Predictability of extremes
The long-term goal of climate prediction and projection is to provide society with useful information about future changes in weather and climate. User needs must therefore be considered when determining and developing the products and climate services for them. Thus, it is also most appropriate to understand the predictability of "user-relevant" extremes. Understanding predictability also improves confidence for future projection. Defining user-relevant weather and climate extremes requires a climate services approach involving a dialogue between users and providers, because what forecasters currently provide is far from what some users demand (see, for example, http://www.euporias.eu/). To that end the World Meteorological Organization (WMO) set up the Global Framework on Climate Services (GFCS) that, for example, provides a worldwide mechanism for coordinated actions to enhance the quality, quantity and application of climate services. Under this umbrella, there are index definitions from e.g., CCl/WCRP/JCOMM Expert Team (ET) on Climate Change Detection and Indices (ETCCDI; https://www.wcrpclimate.org/etccdi) and the ET on Sector-specific Climate Indices (ET-SCI; http://www.wmo.int/pages/prog/wcp/ccl/opace/opace4/ET-SCI-4-1.php) that could be complemented with indices used by weather forecasters.
Communicating predictions is a challenge. In general, changes in extremes are communicated in terms of their frequency, probability of occurrence, and intensity. In addition, users are often interested in impact-related parameters, such as flood level, heat stress, and water availability. Two metrics that are often used in attribution studies are the "Fraction of attributable risk (FAR)" and the 'risk ratio (RR)', where FAR might be highly sensitive to the level of signal-to-noise ratio. Additionally, FAR is meaningful only when an external factor has resulted in the increase in the frequency of extreme events. As a result, RR has been suggested as an alternative in a recent report of the US National Academies (NAS, 2016) . In this context, RR is just a ratio of frequencies of occurrence, and does not include any measure for damage, vulnerability or exposure, which are included in more comprehensive risk definitions (e.g., Oppenheimer et al. (2014) ). It is also critically important to convey the uncertainties and skill levels in the prediction of indices and metrics to the users (Bhend et al., 2017) . For this setting, state that the prediction goal should be to maximize the sharpness of the prediction subject to calibration, or reliability. Reliability is a joint property of the prediction and the observed event in that predicted probabilities should match the observed frequencies of an event. Reliability is the most important measure of prediction usefulness for decision-making (Weisheimer and Palmer, 2014) and the EUPORIAS and SPECS projects showed that it is the key measure of probabilistic prediction skill for users. Sharpness, however, refers to the amount of prediction uncertainty and is a property of the probabilistic prediction only. The principle proposed by thus says that given two equally reliable prediction methods, the less uncertain method should be preferred. The predictability of extremes can be understood in terms of the factors controlling their development (see Fig. 1 ) and depends on the relative importance or contribution of these factors. On seasonal timescales, much of the skill in predicting temperature and precipitation extremes arises from skill in predicting seasonal mean temperature and precipitation, and the consistent large-scale drivers causing shifts in temperature and precipitation distributions. On these short timescales, for example, in some regions most of the skill in predicting large-scale drivers is derived from the El Niño-Southern Oscillation (ENSO) (van Oldenborgh et al., 2005) , while changes in forcing emerge as sources of skill even within a decade (e.g., Hanlon et al. (2013) ). Another potential source of skill might be associated with sea ice variability. For example, winter NH variability has recently been linked to autumn and early winter sea ice anomalies through both tropospheric and stratospheric pathways, which are partially captured by models (García-Serrano et al., 2015 King et al., 2016) . Using the temperature of the previous month has recently been shown to be a better predictor than common large-scale patterns (e.g., the North Atlantic Oscillation) for predicting month-to-month persistence of winter and summer temperature extremes over Europe (Kolstad et al., 2015) . This process is not yet fully understood, but could be related to land-atmosphere feedbacks associated with soil moisture or snow, as highlighted in the previous section.
Numerical climate prediction is developing rapidly and providing new possibilities to predict user-relevant extremes. For example, there is now some consensus that wintertime variations in the NAO can be predicted a season in advance, because of models improvements, increased computer power, better observations and data assimilation methods (Scaife et al., 2014; Weisheimer et al., 2017; Athanasiadis et al., 2017) . There is also a growing interest in subseasonal forecasts, and a wealth of data from operational predictions is available via the WWRP/WCRP Subseasonal to Seasonal (S2S) Prediction Project (Vitart et al., 2017) . Our improving ability to simulate and predict the Madden Julian Oscillation (Lee et al., 2017 ) is a step towards realizing sub-seasonal prediction of weather extremes in both the tropics and extra-tropics (Matsueda and Takaya, 2015) . Multi-year dynamical predictions also show promise. For example, there is skill in predicting Atlantic tropical cyclone variations (Smith et al., 2010; Caron et al., 2015) , drought conditions over the Sahel (Mohino et al., 2016; Sheen et al., 2017) , and wild fire wildfire probabilities in southwestern North America (Chikamoto et al., 2017 ) a few years in advance.
Case studies may be the most effective means to estimate predictability of very rare extreme events and to assess model performance. Examples include seasonal predictions of the 2003 European dry summer and the 2013/2014 NH cold winters. In the first case, Fig. 4 shows the predictability of the event was more related to in situ processes that helped maintain the dry surface anomalies occurring at the beginning of the summer, rather than to remote teleconnection effects (Weisheimer et al., 2011; Prodhomme et al., 2016) . In the second case, tropical processes seem to be the most relevant cause for the 2013/14 cold winter (Watson et al., 2016) . Since models suffer from large systematic errors that can adversely affect the prediction skill of climate and weather extremes, case studies of this type can be very useful to identify the key processes that need to be better represented to enhance prediction skill. Two key areas for future research can be identified based on these two examples: ocean-atmosphere interaction in the tropics, and land surface processes. There is currently also active research on the assessment of predictability arising from extra-tropical SST and Arctic sea ice changes on short and long-timescales (e.g., the NordForsk GREENICE project; www.greenice.no).
Given the limited number of events and data availability, one way forward to improve our understanding to enhance prediction skill of climate and weather extremes would be to focus on mechanisms (as conceptualized in Fig. 1 ). The greatest predictability is expected for events for which large-scale thermodynamic changes dominate or for which dynamical process are linked to predictable climate variability (such as ENSO). The predictability of extreme events can be assessed through analyzing both dynamic and thermodynamic factors controlling their initiation and evolution, and by quantifying the contributions from local feedbacks versus remote effects. Overall, it is important to perform numerical experiments to confirm case study analyses. Not to be forgotten in this context, is the important issue of bias corrections on the simulation of extremes, which has important implications for use in impact modeling (e.g., Sippel et al. (2016) ). A necessary basis for any bias correction, however, is an adequate evaluation of extreme events in model simulations (see Sec. 2.4). Finally, our ability to predict extremes or improve the predictability of such will be hampered by making assumptions about linearity between processes, i.e. that non-linear interaction between mean and variability can be neglected.
Model performance and process-based evaluation of climate extremes
When evaluating extremes in model simulations, both statistics as well as underlying processes should be considered in conjunction. There should be an emphasis on evaluating the contributing mechanisms to determine realism and to assess systematic model errors. In general, models should avoid biases in the frequency, amplitude and duration of events (e.g., Hanlon et al. (2013) ) and should be evaluated for multiple types of extremes. Mechanisms can be evaluated in terms of thermodynamics, large-scale circulation, and local feedbacks. While it is important to analyze models in terms of their performance in simulating individual events to understand model performance, such analyses might not be informative on the general skill of the model to predict such events given the important role of internal variability.
Internal variability represents a major challenge to the evaluation of extremes and the assessments of their trends (e.g., Sillmann et al. (2014) ). The latter can be addressed, for instance, by spatial aggregation. Recent work shows that model agreement on the forced response of precipitation and temperature extremes is higher than widely recognized (Fischer et al., 2013) . Also, large-scale changes in extreme temperature show clear evidence of a human influence (Bindoff et al., 2013; Morak et al., 2013 . Similarly, observations show evidence of a human influence on changes in precipitation extremes, specifically a widespread long-term increase in intensity (see Min et al. (2011 . This daily precipitation intensification is consistent across observations and model hierarchies.
To evaluate if models simulate changes in extreme events for the right reason, multiple events that are less intense but similar in nature can be used to determine the dominant drivers of a class of extreme events. This process can further serve to evaluate to what extent models are able to reproduce these mechanisms for moderate extremes (e.g., Krueger et al., (2015) ). While the general weather situation leading to warm and cold spells appears reasonably well simulated by models, various issues have been raised. This includes the overestimation or underestimation of precipitation amounts due to parameterized convection (e.g., Stephens et al. (2010) ); the reliability of trends in observations (e.g., Donat et al. (2016) ); heterogeneities and gridding issues with observations (e.g., Herold et al. (2016) ); and model deficiencies in the representation of driving processes (e.g., atmospheric blocking, boundary layer dynamics and land-atmosphere interactions) (e.g., Vial and Osborn, (2012) ).
It is often claimed that regional climate models (RCMs) better represent extreme events than global models. In a study focusing on the evaluation of dynamical or dynamically-influenced phenomena, Whan et al. (2016) find that the added value partly depends on the RCM's ability to generate additional internal variability. In particular, RCMs appear to model the effects of atmospheric blocking on minimum temperature reasonably well over the large CORDEX North America domain. Model evaluation in this context should reflect whether large-scale circulation influences on extremes are well simulated, and whether they improve biases in simulating, for instance, extreme precipitation or intense storms.
Feature-based methods provide a potentially powerful way of evaluating particular events and these are commonly employed in numerical weather prediction. One option is the method of Object-based Diagnostic Evaluation that uses the identification of objects and their evaluation with respect to different features such as location, intensity, shape, area or orientation (Mittermaier and Bullock, 2013) . These objects could be, for example, large-scale circulation patterns, clouds or small-scale feedback processes. However, in particular for small-scale processes, it may be challenging to find adequate gridded data sets.
When assessing the general performance of model ensembles, the focus should be on a probabilistic rather than a deterministic assessment of model ensembles in terms of their ability to represent climatological statistics as the entire ensemble distribution reflects the ability to simulate the climate realistically. Probabilistic assessment can be performed using so-called proper scoring rules that assign a numerical score to each prediction-observation pair . Average scores over many such pairs can then be used to rank competing models. One example is the root mean square error (RMSE), which is often used as an evaluation metric in climate model comparison studies (e.g., Sillmann et al. (2013) ). However, it evaluates only the average of the predictions against the observation and, thus, does not account for the prediction uncertainty or the uttermost tails (i.e., extremes) of a distribution.
Alternatively, fair scores favor optimal ensembles and can be chosen to evaluate specific features (e.g., mean, variance) of the ensemble (Ferro, 2014) . Commonly, multiple scores are needed to identify which features are not being simulated correctly. If the focus of the evaluation is on the simulations of extreme events, additional considerations need to be taken into account. Here, weighted scores that put emphasis on extremes should be used (Lerch et al., 2015) . However, the scores may hide key information such as whether a model has a negative or a positive bias. Important open questions on this topic to be addressed in future research include: Are existing scores sensitive to differences in the underlying processes? What ensemble sizes are needed to detect differences? How can we handle observation error or lack of observations? What other forecast evaluation methods are useful for assessing model performance? Such investigations would benefit from close collaboration of climate and weather forecast modelers and statisticians (see also Thorarinsdottir et al. (2014) and Benestad et al. (2017) ).
Model evaluation is inevitably dependent on the quality and availability of the underlying reference datasets (e.g., reanalysis or observations) and evaluation methods should account for uncertainty in the observations. While large datasets already exist for the evaluation of model performance for a broad suite of extremes, both for case studies and aggregates of moderate extremes, new data sources (e.g., satellite or remote sensing data) and variables should be explored and exploited to improve model evaluation. The community is encouraged to perform analyses to identify models that represent a particular mechanism well or poorly, and quantify its effect on the simulation of extremes (e.g., stratosphere-troposphere interaction). Results should be confirmed by coordinated sensitivity experiments where key processes can be identified and their representation can be improved.
Addressing the scientific challenges on different time scales
Weather and climate extreme events naturally cluster into two classes or categories related to the temporal scales on which they can occur, and which involve different models, processes, and research questions.
Therefore it is sensible to focus on short-duration (less than three days) and long-duration (weeks to months or even years) extreme events, their different mechanisms and differing approaches to evaluation and prediction. The following five questions provide guidance for addressing scientific challenges: a) What are relevant definitions of extremes on the respective time scales? b) What are the necessary observations and model output requirements to analyze these extremes? c) What are the processes driving these extremes and their changes? d) How do we best evaluate these extremes (including relevant processes)? (i.e., is the model right for the right reason) e) What are relevant sources for predictability of these events that can support the attribution, prediction and projection of these extremes?
While it is possible to partly address the first three questions directly based on our knowledge as summarized below, the last two questions suggest future research directions to improve our understanding of extremes and associated underlying mechanisms.
Short-duration extreme events
Short-duration Extremes (SDE) are here defined as rare hazardous meteorological phenomena occurring over time scales up to 3 days with the relevant processes indicated in Fig. 1 (blue curve). SDEs may include (i) Convective events leading to heavy precipitation, hail, lightning, tornadoes, violent downdrafts; (ii) Extra-tropical cyclones leading to wind storms, storm surges, extreme precipitation (rainfall or snowfall), freezing rain; (iii) Anticyclones leading to fog and air pollution, cold outbreaks, long-lived heat waves and extended cold spells; (iv) Tropical cyclones.
A conceptual framework to study long-term changes in SDEs includes the challenges of (i) detection of trends in the frequency and intensity of SDEs, (ii) attribution of changes in frequency or intensity to various anthropogenic or natural forcings, and (iii) projection of their evolution into the future. Each of these challenges is difficult because observational data is scarce, unevenly distributed and often not long and/or homogeneous enough for trend analysis. Further, some phenomena (e.g., hail, fog and lightning) are of a scale that is too small for climate models and longterm simulations to represent. However, a few areas exist for which knowledge, data and models are sufficient to provide us with results within a timeframe of about 2 years. For instance, progress in understanding, modelling and attribution could be achieved for sub-daily precipitation events in the limited regions where high quality, longterm, hourly precipitation measurements are available in many different types of climate (Westra et al., 2014; Blenkinsop et al., 2017) . With suitable data rescue efforts substantially more data could become available in the future (Brunet and Jones, 2011) .
Long-duration extreme events
Long-duration Extremes (LDE) are here defined as events lasting longer than 3 days with the relevant processes illustrated in Fig. 1 (red  curve) . Examples include drought, heat waves, cold spells and floods caused by persistent rainfall, but also extreme low Arctic sea ice extent, increased storminess and wildfire seasons. Processes that drive and influence the frequency, duration and intensity of LDE include, for instance, tropical SST forcing (e.g., associated with ENSO), Arctic sea ice changes, stratospheric conditions, land-surface (e.g., soil moisture, snow cover) conditions and land-atmospheric feedbacks, as well as external anthropogenic and natural drivers (e.g., atmospheric composition, landuse changes, solar forcing).
Therefore, relevant sources for predictability of LDE could be SSTs, soil moisture, snow cover, stratospheric conditions, vegetation, greenhouse gases, and aerosols. Important aspects to investigate are whether the relevant sources of predictability are linear (additive) or not, and whether predictability can be understood in terms of thermodynamic, large-scale precursors, and local feedbacks. The relevance of different sources may be time scale dependent. For instance, the influence of soil moisture may not be the same for seasonal forecasts and long-term projections.
As for the SDE in section 3.1, the types of events we can analyze often depend on data availability. Measurements of daily temperature and precipitation are the best data we have currently for assessing extremes, but not for all regions. However, there are other relevant observed variables to define some of the extremes mentioned, such as soil moisture, humidity and maximum wind speed (surface, 850 h Pa, 200 h Pa) that are not as readily available. In some cases we could address this issue through coordinated digitization initiatives while in other cases measurement networks would need to be expanded Seneviratne et al., 2010) . Surface data in particular are very important for the evaluation of satellite and model-based product data (e.g., Sapiano and Arkin (2010) ; Sillmann et al., (2013) ), but in some cases observationdriven model output data products are better than indirect measurements (e.g., satellite-based products for snow and soil moisture (Beck et al., 2017) . Furthermore, data assimilation uses integration techniques that can give smaller uncertainty than for each individual measurement (e.g., Vila et al. (2009) ). Model evaluation requires case studies and systematic studies with large samples to identify mechanisms, model biases and to avoid over-interpreting aspects unique to a particular event. Examination of individual cases is challenging to generalize across numerous cases and requires the development of diagnostics that can be reliably applied across multiple situations.
Conclusion and outlook
A workshop as part of the implementation of the WCRP Extremes Grand Challenge has led to the discussions and outcomes presented in this paper. We have outlined an urgent need for better observations and model evaluation tools that are specifically suited to the analysis of extremes. Developing these requires a dedicated cross-community effort. Many of the processes underpinning the evolution of weather and climate extremes are yet not fully understood. Coordinated model experiments should be set-up for exploring dynamic and thermodynamic drivers of extremes. As both large-scale circulation and local-to-regional feedback processes are important for the generation of extreme events (see Fig. 1 ), these phenomena should be studied in conjunction to improve process understanding and predictability of extremes. Extreme events occurring at temporal and spatial scales much smaller than that of current state-ofthe-art climate models are generally difficult to predict, but there is certainly potential for long-duration extremes (particularly on monthly or seasonal scales). Future studies are needed to assess the benefits of going to higher spatial resolution versus having a larger number of ensembles to study the effect of variability and robust ensemble statistics for various types of extremes. Joint research and model development across scales involving climate and numerical weather prediction models will be crucial to make progress in our understanding of what level of predictability can be expected and achieved for extreme events.
While this overview focuses on the physical science challenges in understanding and predicting extreme weather and climate events, the socio-economic and ecological challenges associated with this topic are equally important. In the context of climate services, the advances in the physical sciences are essential to serve public and private sectors, such as renewable energy, (re-)insurance, health, agriculture, infrastructure planning, which are strongly impacted by extreme weather and climate events. Cross-community research activities in collaboration with relevant stakeholders can stimulate new and exciting research questions that can pave the way to build more resilience to the risk of extreme events and future climate change. In this context, a new Future Earth initiative (http://www.e3s-future-earth.eu/index.php/Main/Home) for a Knowledge-Action-Network (KAN) on Emergent Risks and Extreme Events is proposed to integrate research aspects from Future Earth, the Disaster Risk Community (e.g., Integrated Research on Disaster Risk (IRDR)) and the WCRP Extremes Grand Challenge to advance interdisciplinary research on reducing risks from climate-related disasters.
