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1 引言
语音识别主要是让机器听懂人说的话 , 即在各种情况下 ,
准确地识别出语音的内容 , 从而根据其信息执行人的各种意
图。HMM 在语音处理各个领域都获得了巨大的成功 , 但是它本
身有很大的限制.神经网络依靠权值信息能够进行长时间记忆
和知识存储 , 但是对于输入模式的瞬时响应的记忆能力较差 ,
很难有效地对时间变量建模。
鉴 于 上 述 HMM 和 ANN 在 处 理 语 音 识 别 方 面 各 有 优 缺
点 , 所以引入了 HMM/ANN 混合模型。对于这种混合模型的研
究得到了国外很多研究机构的重视 , 如 Berkeley 的国际计算机
学院( ICSI) 、斯坦福研究院( SRI) 、剑桥大学的 SVR 等机构。他
们研究的语音识别系统的性能在某些方面已经明显优于传统
的 HMM 系统。本文采用的利用 BP 网络代替高斯混合器来计
算 HMM 的状态所需要的观测概率。该混合模型利用连续密度
隐马尔科夫模型 ( CDHMM) 来对短时语音分量建模 , 同时利用
ANN 强大的区分能力来计算 CDHMM 的观察概率。另外对混
合模型进行优化 , 提出了一种猜测初始隐节点数和对训练结束
后的网络进行隐节点剪枝的算法 , 并用广义的 Hebb 算法对网
络的参数进行优化。
2 HMM 的建模假设及对识别系统的影响




( 1) 一阶马尔可夫模型假设 : 马尔可夫链在 n 时刻处于状
态 q
n
i 的概率只与 n- 1 时刻所处的状态 q
n- 1
i 有关 , 而与 n- 1 时刻
以前的状态及声学矢量序列无关。这一假设对 HMM 产生的一
个影响是 HMM 对协同发音的建模比较困难 , 因为相邻状态对
声学分布影响很大 ; 另一个影响是用指数递减分布描述时长分
布 , 而不是更精确的泊松分布。
( 2) 观察矢量帧之间独立性 假 设 , 每 一 时 刻 HMM 只 能 考
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虑当前帧语音 , 为了考虑前面语音帧的影响 , HMM 必须将这些
帧的信息吸收到当前帧。
( 3) 观测概率的分布假设 : 通 常 假 设 HMM 的 状 态 观 测 概
率分布是多维高斯分布或高斯分量的混合 , 对于连续密度的
HMM 模型 , 这一假设就导致了模型的不匹配 , 即统计模型的先
验选择和真实密度之间的弱匹配。




( 5) HMM 是一种统计模型 , 模型参数的估计需要大量的训
练数据 , 而在实际应用中总是存在参数估计精度与训练数据之
间的矛盾 , 而且训练过程计算量大 , 耗时长 , 对连续密度 HMM
来说尤其如此。
正是由于 HMM 存在着这些不足 , 所以需要对其进行优化











( 2) 学习功能 : 神经网络通过学习能掌握输入和输出之间
的任意映射关系 , 所以网络可以通过学习将语音模式映射成因
素类别。
( 3) 可推广性 : 神经网络不仅能记忆训练数据模式 , 还能学
会相似的模式 , 可以从训练数据推广到新数据。在语音识别上
可大大减少训练所需数据量。
( 4) 非线性 : 神经网络可以提取系统输入之间复杂的相互
作用关系 , 计算非线性函数 , 对输入进行复杂的变换 , 更符合现
实世界的实际问题 , 如语音信号是一个高度非线性的过程。
( 5) 鲁棒性: 神经网络对物理损伤和带噪声的数据不敏感 ,
而且带噪声的数据有助于网络形成更好的泛化能力。这一点对
于语音识别特别有价值 , 因为经常在噪声环境下录入语音。









提出了 HMM 和 ANN 的混合模型发挥他们各自的优势。
4 HMM 和 ANN 的混合模型
语音信号是一种典型的动态模式序列 , 前后帧之间的时间
相关性非常强 , 所以要将神经网络应用于语音识别 , 必须解决
好瞬时输出的记忆问题。因此考虑将人工神经网络与已经发展
的方法 HMM 结合构成一种混合系统 , 在这种系统 中 , 神 经 网
络或者作为其前端进行预处理 , 或者作为后端进行后处理。
4.1 HMM 和 ANN 的结合方式
ANN 和 HMM 可以以不同的方式进行结合 , 如 ANN 直接
实现 HMM, 两者在帧层面上的结合 , 语音层面上的结合 , 音段
层面的结合和子层面上的结合等方式。本文介绍的并非用神经
网络直接实现 HMM, 而是探索一种混合模型 , 即能优化 HMM
模型 , 又能充分利用每一种技术的长处 : HMM 的时间建模和
ANN 的声学建模 , 特别是用神经网络计算 HMM 状态的观测概
率。用神经网络来估计观测概率 , 设计和训练神经网络的方法
有很多 , 最简单的方式就是将一帧语音矢量直接映射成观察概
率 , 网络的训练也是一帧接一帧地进行 , 这种方法就成为帧层
面上的网络训练。





些不同的结合形式中 , 实验结果表明 , 帧层面上的结合比较符
合 HMM 和 ANN 两种方法的特点。
4.2 混合 HMM/ANN 模型的特点
与传统的 HMM 相比 , 混合 HMM/ANN 模型不仅在理论上
抛弃了 HMM 一系列不合理假设 , 而且在训练过程中自然地引
入了 HMM 状态之间的区分机制。混合模型克服了最大似然准
则( MLE) 区分能力差的缺陷, 而且在系统体系上又保持了 HMM
的框架 , 所以混合 HMM/ANN 模型是 HMM 和 ANN 两种模型
的有机结合 , 具有明确的数学和物理意义。与传统的 HMM 相
比 , 混合 HMM/ANN 模型还为融合多种语音特征矢量 , 考虑不
同层次上的多种约束提供了一个非常方便的接口。
混 合 模 型 结 构 还 充 分 利 用 了 ANN 的 下 述 特 性 , 克 服 了
HMM 的一系列缺陷和不足 , 主要特点如下 :
( 1) 混合模型可以自适应学习以适应语音数据的变化 ; 可
以不必拘泥于选取特殊的语音参数而对综合的输入模式进行
训练和识别。




函数 , 它能很好地掌握蕴含在训练数据中的概率分布特性 , 所
以能够较真实地描述语音信号的概率分布特性。
( 4) ANN 的训练着眼于描述类间的边界 , 而不是描述每一
类内的分布 , 所以是一种区分性训练。在处理语音信号的时变
特性方面 , 混合模型利用了 HMM 在这方面的特长。
所以混合模型在系统框架上保持了传统 HMM 的框架 , 而
局部功能模块如 : 概率估计、上下文关联等则通过 ANN 实现 ,
这 样 有 机 地 将 HMM 和 ANN 的 各 自 优 势 统 一 在 一 个 系 统 之
中 , 又弥补了各自的不足。
4.3 混合模型的算法






音特征矢量 , 输出下一帧语音的预测值 , 通过给每一个音子分




几帧语音矢量 , 但输出直接映射成 HMM 状态。分类网络可以
用 N 个输出节点表示 N 个类 , 将输入映射成 N 类中的一种。分
类网络具有简单直观、在本质上是区分性的、在设计上是模块
化的、可以方便地组合成更大的系统、具有完善的数学解释等
优点 , 所以可以很容易地集成到 HMM 的统计识别框架中。
在 混 合 HMM/ANN 模 型 方 法 中 , 采 用 分 类 网 络 来 估 计





t- d ) ,
而 HMM 状态需要的是似然概率密度 p( xt|qi) , 应用贝叶斯公式,
我们就可以从后验概率密度 p( qi|X
t+d
t- d ) 导出尺度化的似然概率









识别时 , ANN 计算的是 HMM 状态的尺度化观察概率。整个识
别过程 : 分两步进行 : ( 1) 计算 t 时刻所有 HMM 状态的尺度化
观察概率 ; ( 2) 计算 t 时刻激活路径的路径积累概率 , 并根据路
径积累概率进行剪枝 , 确定 t+1 时刻的激活路径。
对于每一帧语音向量 , 可以用后序遍历计算每个节点网络
( BP) 的输出向量 gi( xi) 、gj|i( xt) 和 ui, j( xt) , 并计算节点的局部输
出 ui( xi) 如下:
ui( xi) =
j
!gj|i( xt) *ui, j( xt)





!gj|i( xt) *ui, j( xt)
这个总体输出就是后验概率 p( qi|X
t+c













在帧同步 Viterbi 路径搜索算法中 , 对于每一帧语音矢量
xt, 我们可以直接将尺度化观察概率累计到每条活跃路径的路
径概率中:
a!m , qk ( xt ) = maxi∈pre( qk )
{a!m , qk ( xt- 1 ) +log( ai, k ) +
log( p( qi |xt ) ) - log( p( qi ) ) }
其中 , a!m , qk ( xt ) 表示 t 时 刻 达 到 模 型 !m 的 状 态 qk 的 最 优
路径积累概率 , pre( qk) 表示状态的在搜索网络中的所有前趋节
点集合 , ai, k 表示从前趋节点 i 到状态 k 的转移概率。根据当前
活跃路径的积累概率的计算结构 , 我们可以剪枝掉一些积累概
率小于某个阈值的路径 , 得到 t+1 时刻的活跃路径 , 对于每一
帧语音向量 , 我们都进行上面的步骤 , 直到到达发音语句结束。
从结束节点的最优路径逐步向前回溯 , 就可以得到和发音语句





( 1) 隐节点增长算法 : 是在训练中不断增加隐节点数目来
改进帧识别率。
( 2) 隐节点剪枝算法 : 是在训练过程中去掉多余的隐节点
和连接权。
经分析比较 , 我们提出了一种新的隐节点数目确定方法 :
( 1) 用迭代自组织数据分析方法得到训练数据的聚类中心




( 2) 训练具有 N 个隐节点的 BP 网络。
( 3) 通过迭代去除网络中的冗余隐节点 , 然后在保持原有
输入输出关系的前提下 , 调整剩下隐节点的权值 , 最后得到一
个最优的网络隐节点个数 , 如图 1 所示 , 在 移 去 节 点 A 后 , 调
整余下节点的权参数 , 使得节点 B 的净输入值在最小平方定义
下近似保持不变 , 即对于训练集中所有的模式有 :
j∈{A, C, D}
! wj, Byj( n) =
j∈{C, D}
! ( wj, B+δj, B) yj( n) #n∈{1, 2, ⋯ , N}
其中 wj, B 代表节点 j 到 B 的权值 , δj, B 代表节点 j 到 B 的残
差 , yj( n) 代表第 n 个节点的输出值 , 这就相当于一个线性方程 :
yC( 1) yD( 1)
┆ ┆
























































的最优解( δ*C, B, δ*D, B) , 我们为了保证输入输出关系 , 所以应该去
掉使线性方程的残差达到最小的结点。因为用 LMS 算法解上



















初始化。对于 BP 神经网络 , 权值初始化还没有一个简单有效
的办法 , 这里我们用神经网 络 来 进 行 分 类 , 因 此 用 Hebb 规 则
来进行初始化 , 取得了良好的效果。
它的原理是 : 设隐节点是线性的 , 对于输入模式 xi, i=1, 2,
⋯ , k- 1, 引起的输入节点到隐节点的权矩阵为 :
Vk- 1=[v1, k- 1, v2, k- 1, v3, k- 1, ⋯ , vnk , k- 1 ]
按照 Oja 准则 , 对于 xk 更新权矩阵 V:
Vk =Vk- 1 +a0 ( I- Vk- 1 V
T
k- 1 ) xk x
T
k Vk- 1 =Vk- 1 +a0 ( xk - Vk- 1 h!
T





k- 1 xk , 每一个权向量 vi, k 可由下式给出 :
vi, k=vi, k- 1+a0h!i, k( xk-
nk
i=1
"h!1, kvi, k- 1)
对于非线性广义 Hebb 学习规则来说 , 其中:
Vk=Vk- 1+a0( xk- Vk- 1Ld( h!
T
k ) ) Lh( h!
T
k )
式中 : Lh( h!
T
k ) =[Lh( h!1, k) , Lh( h!2, k) , ⋯ , Lh( h!nk , k ) ]是输出h!k 的
函数。每一个权向量 vi, k 可由下式给出 :
vi, k=vi, k- 1+a0Lh( h!i, k) ( xk-
nk
i=1
"Ld( h!i, k) vi, k- 1)




"||h!k- VT xk||2, xk=
nk
i=1
"Ld( h!1, k) vi







"Ld( h!1, k) vi||2, hk=VTxk
学习函数 Ld(·) 、Lh(·) 的形式可以定义为 :
!( z) = d ρ
2( z)
dz





始化输出层的连接权 vi, i=1, 2, ⋯ , nk。
具体过程如下 :
1. 用随机数来初始化 V
2. 选择确定 Ld(·) 、Lh(·) , a0, #;
3. 设 v=1;
4. 对每一个 k=1, 2, ⋯ , m, 计算 vi, i=1, 2, ⋯ , nk 和 hk=V
T
k- 1 xk, 则
vi, i=1, 2, ⋯ , nk 和 xk=
nk
i=1
"Ld( hi, k) vi
5. 用上一段的公式决定终止准则












7. 如果 v=1 或者 E
old
v >Ev , 则令 v=v+1, 然后跳转到第 4 步循环。
我们随后采用监督训练算法初始化输出层的连接权 wi, i=
1, 2, ⋯ , n0, 用样本对 ( yk, h
$
k ) , k=1, 2, ⋯ , m 初始化隐层和输出
层之间的权值:
( 1) 广义训练准则













"%1 ( ei, k )










如果网络输出是二值的 , 而且取值±1.0, 则:










①Initialize W with random values Select α, μ
Set λ=1, Ew=0, and v=1
②For each k=1, 2, ⋯ , m;
Calculate y
$




k ) , i=1, 2, ⋯ , n0
Evaluate δ
0
i, k , i=1, 2, ⋯ , n0
Update wi, i=1, 2, ⋯ , n0
Calculate y
$










%( yi, k- y$i, k ) 2
















If v=1 or E
old
w >Ew ; then set v=v+1 and go to 2
5 实验结果
实验证明 : 在许多识别任务上 , 混合 HMM/ANN 模型的识
别性能要比具有相同参数数目和输入特征的传统 HMM 要好。
要实现相同的识别性能 , HMM 系统必须使用更多的参数和更
复杂的模型结构。图 2 中显示的是误识率随着迭代次数变化的
关系图 , 以及 HMM 和 MLP 的混合模型与本文改进的 HMM 和
BP 网络混合模型误识率的比较。我们可以看到 , 在对于同一个
连续语音数据库来说 , 用改进的 BP 网络输出作为后验概率估
计的误识率为 7.5%, 而用本论文中提供的非参数神经网络和
隐马尔可夫链结合的混合模型 , 参数数目大致相同 , 整个训练
过程用了 25 次迭代就收敛了 , 而且误识率降低到 4.1%。同时
混合模型在非特定人识别和关键词检测问题上也有不俗的表
现 , 充分显示了混合 HMM/ANN 作为一种新的语音识别系统模
型具有强大的生命力。( 收稿日期: 2005 年 7 月)
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6 结论
由于 IM 病毒不需要搜索目标主机即可进行传播 , 和传统
的需要扫描的蠕虫病毒相比 , 它的危害更大。因此 IM 的安全
和对 IM 蠕虫病毒的监控与防御显得越来越重要。本文首先分
析了 IM 网络的拓扑结构并建立了病毒的传播模型 , 考虑用户
打开附件或者点击 URL 的概率及其变化 , 并在不同拓扑的网




基于 IM 病毒的传播特征 , 本文提出了监控和防御 IM 病
毒的一条思路。通过对 IM 软件的修改 , 使其能对已知的病毒
免疫并能自动更新病毒库。通过监视延时消息队列 , IM 软件能
在不需要 IM 服务器的参与下就能监控病毒 , 降低了服务器的
负担。由于 IM 网络具有无标度网络的性质 , 在网络中布置若
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