A climatology of almost 700 extratropical cyclones is compiled by applying an automated feature-tracking algorithm to a database of objectively identified cyclonic features. Cyclones are classified according to the relative contributions to the midlevel vertical motion of the forcing from upper and lower levels averaged over the cyclone intensification period (average U/L ratio) and also by the horizontal separation between their upper-level trough and low-level cyclone (tilt).
INTRODUCTION
Classification schemes for extratropical cyclogenesis have been developed to enhance conceptual understanding of the mechanisms involved in cyclone genesis and development, and to account for the observed variability in cyclone characteristics such as genesis region, lifetime and intensity. Previous work has often been based on subjective analysis of individual case-studies which, perhaps due to the small number of cases, led to discrete classes of cyclones (e.g. see Deveson et al. (2002) and references therein). A notable exception is the classification of objectively identified subsynoptic cyclones in European Centre for Medium-range Weather Forecast (ECMWF) analyses using the high-frequency signature of vorticity by Ayrault et al. (1995) . An objective approach is also taken in this study. The aim is to determine whether discrete categories of cyclones can be objectively identified in a large climatology of North Atlantic cyclones and, if so, the prevalence and characteristics of the different categories. The cyclones are analysed in terms of the proposed threefold classification scheme for extratropical cyclogenesis of Deveson et al. (2002) , an extension of the twofold scheme of Petterssen and Smebye (1971) , using the quasi-geostrophic omega equation diagnostics of Deveson et al. (2002) . Petterssen and Smebye (1971) identified two types of cyclone, type A and type B. Type A cyclones form in baroclinic regions in the absence of a pre-existing upperlevel trough, although a trough may develop as the low-level cyclone intensifies.
The separation between the upper-level trough and the low-level cyclone remains constant until peak intensity is reached. Type B cyclones form when a pre-existing upper-level trough moves over a region of warm advection. The separation between the upper-level trough and the low-level cyclone decreases rapidly as the cyclone intensifies, and the tilt axis tends to the vertical as the cyclone reaches peak intensity. Deveson et al. (2002) used the upper-and lower-level forcing attributes of the Petterssen and Smebye (1971) type A and B cyclones to attempt to apply this classification scheme to 14 cyclones observed during the Fronts and Atlantic Storm-Track Experiment (FASTEX). The vertical motion forced from upper and lower levels was quantified using the heightattributable solution to the quasi-geostrophic omega equation of Clough et al. (1996) . Type B cyclones were assumed to be dominantly forced by the upper levels by Deveson et al. (2002) ; type A cyclones were assumed to have a larger forcing from lower levels than the type B cyclones * .
The evolution of the separation between the upper-level trough and low-level cyclone was diagnosed using the horizontal spacing between the ascent maxima at 700 mb forced from upper and lower levels. Deveson et al. (2002) found that the majority of the cyclones analysed displayed characteristics consistent with the type A or type B cyclone classification (although cyclones could change between types A and B during their development). However, there were three anomalous cyclones for which the time-averaged ratio of the vertical velocities at 700 mb forced from upper and lower levels (upper-to-lower level ratio) was higher than that which characterized the type B cyclones and for which the separation between the upper-level trough and the low-level cyclone was not correlated with the cyclone development (as would be expected for type B cyclones). Deveson et al. (2002) thus proposed the extension of the Petterssen and Smebye (1971) scheme to include a type C.
Conceptual advances have also been made by considering the evolution of potential vorticity (PV) during cyclogenesis events. Davis and Emanuel (1991) outlined three primary dynamical mechanisms of cyclogenesis from a PV perspective: (i) mutual reinforcement between phase-locked Rossby waves at different altitudes, (ii) superposition of PV anomalies at different altitudes leading to addition/cancellation of circulations, and (iii) initial increase of the surface circulation by low-level diabatically produced PV anomalies followed by baroclinic interaction between lower-and upper-level PV anomalies, see Davis and Emanuel (1991), their Fig. 1. Mechanisms (i) and (ii) can be related to the Petterssen and Smebye (1971) type A and B cyclones respectively in the sense that type A growth can be considered modal and type B growth can be considered non-modal. Mechanism (iii) is related to that of Deveson et al. (2002) type C cyclones in that the potential importance of low-level diabatically induced positive PV anomalies in enhancing growth is recognized; however, the potential importance of the corresponding upper-level negative PV anomalies (see below) is not included in (iii). The evolution of PV during several cyclone developments using a PV inversion technique has been investigated (Davis and Emanuel 1991; Davis 1992; Stoelinga 1996) and the results interpreted in terms of these mechanisms.
Analysis of the three type C FASTEX cyclones (Low 39B, Intensive Observing Period (IOP) 4 and IOP 18) has revealed that strong latent heat release is essential for such cyclones to develop. The role of latent heating in these cyclones has been explored within the PV framework by Dixon et al. (2003) , Ahmadi-Givi et al. (2004) and Plant et al. (2003) . Type C cyclones have in common, initiation by strong upper-level forcing in a region of weak low-level baroclinicity (as also found by Stoelinga (1996) in his case-study). This weak baroclinicity inhibits the development of a surface thermal anomaly. In one FASTEX case the system fails to develop (Low 39B); in the other two cases sufficient moisture is available to produce substantial diabatic heating which may provide a 'dynamical surrogate' (Snyder and Lindzen 1991) for the basic-state baroclinicity. Explosive development occurs if the upper and lower levels eventually couple and a surface thermal anomaly develops. The developing type C cyclones appear unique in that the upper-level PV anomaly is strong enough to lead directly to cyclone development. The lack of correlation between the relative vorticity and the separation between the upper-level trough and the low-level cyclone found for type C development by Deveson et al. (2002) can also be attributed to the strong latent heating. Diabatic reduction of PV at upper levels erodes the upper-level PV anomaly along its leading edge and enhancement of the divergent flow at upper levels acts to retard it (Stoelinga 1996; Pomroy and Thorpe 2000; Plant et al. 2003; Ahmadi-Givi et al. 2004) .
The FASTEX type C cyclones have been extensively analysed. However, three cyclones are insufficient to characterize a proposed class of cyclones or to determine the frequency of their occurrence. To address this, Plant et al. (2003) determined the upper-to-lower level ratio for objectively identified cyclonic features obtained from a cyclone database for the year 2000. A significant proportion of the cyclonic features were found to have upper-to-lower level ratios which exceeded the threshold for type C cyclones proposed by Deveson et al. (2002) . This database contains only instantaneous information on cyclonic features (identified from the 0000 UTC Met Office Unified Model analyses for 2000) . Hence the same cyclone is likely to appear several times in the database at different stages of its life cycle. The use of instantaneous data limited the analysis of Plant et al. (2003) in two respects. First, the classification of cyclones was based solely on the upper-to-lower level ratio since the evolution of the separation between the upper-level trough and low-level cyclone could not be determined. Second, instantaneous values may occur at any point in the life cycle of a cyclone, and so may not be representative of the cyclone. As discussed by Plant et al. (2003) , this means that their analysis provides an upper bound to the proportion of type C cyclones. Type B cyclones may be mistaken for type C cyclones as large upper-to-lower level ratios are also common in the early stages of type B cyclones when there is an upper-level precursor but as yet relatively little interaction with low-level baroclinicity. Also, it is not possible to determine the proportion of candidate type C systems which fail to undergo significant development. It is therefore not possible unambiguously to detect type C systems using instantaneous cyclonic features.
In this paper a feature-tracking algorithm is applied to an extended version of the database used by Plant et al. (2003) . For each cyclone, the upper-to-lower level ratio (averaged over the cyclone's intensification period) and evolution of separation between the upper-level trough and low-level cyclone can then be determined following the method of Deveson et al. (2002) . The paper is structured as follows. The cyclone database, tracking algorithm and validation of the tracks are described in section 2. The classification technique is described in section 3. Results are given in section 4 for both the classification and characteristics of the different categories of cyclones. Finally, section 5 contains further discussion and conclusions.
DEVELOPMENT OF A CLIMATOLOGY OF CYCLONE LIFE CYCLES (a) The cyclone database
The cyclone database was provided by Hewson (2002, personal communication) and is based on the methodology described in Hewson (1997 Hewson ( , 1998 . It contains information on objectively identified cyclonic features from the previously operational hydrostatic global Met Office Unified Model (version 4.5) (Cullen 1993) . The Met Office Unified Model includes a comprehensive set of parametrizations, including those for the boundary layer (Lock et al. 2000) , mixed phase cloud microphysics (Wilson and Ballard 1999) , convection (Gregory and Rowntree 1990) and radiation (Edwards and Slingo 1996) . A three-dimensional variational data assimilation scheme is used in the Met Office Unified Model (Lorenc et al. 2000) . The scheme assimilates radiosonde soundings, surface observations, scatterometer observations, aircraft data and satellite data. These assimilated data improve the analysis and forecast particularly over regions of ocean where surface observations are sparse. The output is interpolated from the global model (horizontal grid spacing 0.55 • latitude by 0.83 • longitude corresponding to ≈60 km in the midlatitudes) onto a limited area domain covering a region from the east coast of America to the Black Sea and from northern Africa to northern Greenland (as marked on Fig. 6(a) ). A rotated latitude-longitude grid is used, with a grid spacing of 0.4425 • in both latitude and longitude (corresponding to ≈50 km), and 19 hybrid vertical levels.
Cyclone 'feature points' are objectively identified from the model output and the location and single point diagnostics of each feature point form the database. The advantage of this form of database is that the amount of data is manageable. The disadvantage is that use of the database is constrained by the diagnostics included. Diagnostics from both the 0000 UTC analyses and six-day forecasts initialized from the analyses are included in the database (with data available every 12 hours) between 1 January 2001 and 31 July 2002. The first step in the data processing was to extract a continuous record of 12-hourly data that was as close to analysis data as possible (i.e. with the minimum forecast lead-time). Model analyses and 12-hour forecasts were used in the majority of cases. Only where data were missing from the database were longer lead-time forecast data used; this occurs for only 13% of the days and the maximum length of forecast used is three days.
Although it would be better to use a dataset with higher temporal resolution, such as the ECMWF or National Centers for Environmental Prediction (NCEP) reanalyses which are available every 6 hours, calculation of the forcing diagnostics for such a dataset would be a major undertaking. Hence we followed the approach of, at least initially, using the more restricted dataset containing the forcing data we needed. The analyses and forecasts from the Met Office model are of high quality due to routine checking and intervention. Manual checking of the integrity of the model background and analysis fields, particularly the surface fields, is operationally routinely performed and bogus surface observations added if necessary. Analysis of the resulting forecasts has found that drifts in cyclone numbers with forecast lead-time are small in this model formulation. In fact there is a slight reduction in the number of weaker cyclones with forecast lead-time, whilst numbers of more intense cyclones are basically steady (Hewson 2002) . The Met Office dataset also has the advantage of being drawn from data on approximately a 60 km grid, a far higher spatial resolution than is available from the reanalysis datasets. This suggests that more small-scale (and thus possibly weak) cyclones would have been identified in the Met Office dataset. Hence this dataset can be argued to be well suited to the study of type C cyclones, many of which appear to be weak and non-developing. Considerable effort has been spent in validating the cyclone tracks produced by the tracking algorithm, and several additional constraints have been imposed to remove any artificial tracks that may have been produced due to the frequency of the data, see section 2(c).
Five different categories of cyclonic feature are identified in the database. They are identified according to the following hierarchy: standard frontal wave cyclones, nonfrontal cyclones, standard potential wave cyclones, weak frontal wave cyclones, and weak potential wave cyclones * . However, many weak potential and weak frontal wave cyclones were difficult to validate using synoptic charts (the database was deliberately designed to pick out anything which had the smallest hint of being a cyclonic feature) and so cyclones in these two categories were not used. Frontal wave cyclones are detected at the cyclonic intersections of objectively defined warm and cold fronts, and potential wave cyclones are detected at points on fronts characterized by local maxima in the vorticity of the cross-front wind. Potential wave cyclones are identified as small nuances in the wind or pressure fields that theoretical ideas suggest may develop into frontal waves (see for example Bishop and Thorpe 1994) . Non-frontal cyclones capture cyclonic features of two types: cyclones not associated with a low-level thermal gradient in their incipient stages or, more commonly, cyclones that have evolved, during their life cycle, from having a baroclinic structure to having a barotropic structure. Non-frontal cyclones are identified at the intersection points of zero contours of two orthogonal grid-relative 1000 mb geopotential height gradient components. Masking diagnostics are used because intersection points occur also in high centres and cols. In practice a colocation mask deletes any cyclonic feature within a 300 km radius of any feature higher up the hierarchy.
(b) The tracking algorithm
The individual cyclonic features in the database were joined up into cyclone tracks so that characteristics could be analysed over cyclone life cycles. The tracking was performed using the automated system of Hodges (1994) . The first stage in the tracking algorithm is to link all the feature points based on the nearest neighbour distance between points at subsequent times so that each feature point is assigned to a track, with the constraint that the displacement distance between feature points is less than or equal to a maximum displacement on the geodesic sphere, d max . Next, a cost function is constructed from the local smoothness of the tracks, calculated using the positions of feature points at three consecutive times. The local smoothness is composed of two components summed together: first, an evaluation of the change of direction of the feature over the three time steps and second, a measure of the change in speed of the feature. The cost function is minimized using an iterative technique that involves swapping points between the tracks so as to produce the smoothest possible trajectories. All tracks must also satisfy the constraint that the local smoothness is less than or equal to a maximum, φ max . Only the mobile systems that last at least 36 hours and travel farther than 1000 km are retained by the tracking algorithm (to ensure only significant mobile synoptic systems are considered).
The most appropriate values for the constraint parameters d max and φ max depend on the temporal resolution of the data. In this study φ max is allowed to vary between * Thresholds in temperature gradients and rate of change of temperature gradients across isotherms are used to distinguish standard from weak frontal wave and potential wave cyclones (threshold wet-bulb potential temperature gradient is 1.17 degC/100 km and threshold rates of change of wet-bulb potential temperature gradient and potential temperature gradient are 0.52 degC/(100 km) 2 (Hewson 2001)).
0.05 and 0.25 depending on the local mean separation distance along a track. A stricter smoothness constraint is placed on tracks where points are far apart; a weaker smoothness constraint is placed on tracks where points are closer together (see Hodges (1999) for further details on this adaptive technique; values for φ max used here were suggested by Hodges (2000, personal communication) . An animation of the synoptic charts for January 2001 and also animations of the satellite images overlaid with mean-sea-level pressure and objective fronts for five FASTEX cases (Jan-Feb 1997) were used to determine how far cyclones typically travelled in 12 hours and so provide a range of possible values for d max . The sensitivity of the number and realism of the tracks produced to d max was determined. The tracks were validated against the January 2001 synoptic chart animations and tested for robustness. It was found that small values of d max led to mostly short tracks, cutting short some of the observed tracks. Large values of d max produced some tracks that consisted of two unrelated short tracks joined together. It was found that a value of d max = 9 • over a 12-hour period reproduced most accurately the observed tracks; this agreed well with the calculations from the FASTEX animations.
(c) Validation of the cyclone tracks and constraints applied
The cyclonic feature points in the cyclone database were verified for January 2001 using a combination of Met Office surface synoptic charts and 12-hourly charts of meansea-level pressure overlaid with warm and cold objectively defined fronts (provided by Hewson 2002, personal communication) . Many cyclonic features identified in the cyclone database over regions of steep orography such as Greenland could not be validated. Hewson (1998) states that in regions of steep orography, where classical theories of fronts and cyclones break down, less reliance should be placed on any identified cyclonic features. Thus, the database was constrained to a 30 • -60 • latitude band prior to evaluating the tracks.
Some postprocessing of the cyclone tracks determined using the tracking algorithm was necessary to remove unrealistic tracks. It was found that 12% of the cyclones were travelling westward, i.e. usually against the background flow, and could not be identified using the verification techniques. These artificial tracks may have been generated because the domain used has edges. If cyclogenesis occurs near the eastern boundary then the feature point may be falsely linked to an unrelated later feature point to the west; the smoothness constraint can then lead to a spurious westward track. Postprocessing was used to split all tracks where westward motion occurred. Such tracks were either shortened or, if the remaining track was less than 36 hours long, removed. The number of cyclone tracks was reduced from 790 to 692 as a result of this postprocessing.
To summarize, the tracks retained comprise standard frontal wave cyclones, nonfrontal cyclones, and standard potential wave cyclones. The cyclones all have an eastward component of motion throughout the tracks and the tracks are limited to the 30 • -60 • latitude band. These constraints, and the limited longitudinal extent of the domain, shorten the lengths of some of the tracks. Since only tracks of at least 36 hours duration and covering a distance of at least 1000 km are retained, this can also lead to removal of some valid tracks prior to analysis. Using the validation techniques described above, 88% of the objective tracks were identified subjectively in the synoptic data for January 2001; a similar proportion of tracks were identified in a preliminary study for July 2001.
METHOD OF CYCLONE CLASSIFICATION
Cyclones are classified according to the ratio in vertical velocity forced from the upper and lower levels quantified using a height-attributable solution to the quasigeostrophic omega equation (Clough et al. 1996) and the evolution of the horizontal spacing between the upper-level trough and low-level cyclone. Note that vertical motion (as used by Deveson et al. 2002) is used instead of perturbation geopotential (as used by Ahmadi-Givi et al. 2004 and Plant et al. 2003) to quantify the upper-and lowerlevel forcing contributions because the technique used to derive the vertical motion can be automated and so is available in the database. The perturbation geopotentials associated with PV anomalies must be determined by the inversion of the anomalies and this requires case-by-case assessment of the region of the anomaly using an appropriate background state (e.g. a 5-day temporally averaged background state or spatial average); this cannot easily be automated.
(a) Upper-to-lower level ratio At midlevels, dipoles of quasi-geostrophic ascent and descent are found ahead of and behind the upper-level trough and surface cyclone forced by the upper and lower levels respectively, see Fig. 1(a) . Note that the position of w upper max can move ahead of w lower min , and later also the low-pressure cyclone centre, as the cyclone develops. Following Deveson et al. (2002) , the lower and upper layers are defined as 1050 mb-750 mb and 650 mb-50 mb respectively and the vertical motion forced from both layers is calculated at 700 mb as this is the typical level of maximum vertical motion in cyclones. The strength of the vertical velocity dipole is defined as the average magnitude of the maximum and minimum values of vertical velocity ( 1 2 (|w max | + |w min |)). The diagnostics available in the cyclone database include the strength of the upper-level forced vertical velocity dipole, U , determined within a 600 km radius of a feature point, and the strength of the lower-level forced vertical velocity dipole, L, determined within a 300 km radius of a feature point. These radii were chosen to reflect the characteristic scales of the upper-and lower-level forcing regions. The upper-to-lower level ratio averaged over the period of cyclone development is defined as:
with the overbar denoting a time mean. To give equal weighting to equal changes in the values of U and L, the natural log of the ratios was taken * . In this study the period of cyclone development begins once a specified threshold in relative vorticity (at 900 mb) has been exceeded and ends when the maximum relative vorticity has been reached. This may not be the full development period of the cyclone if the track ends before the maximum relative vorticity is reached (for example if the track leaves the domain). Developing cyclones are defined as those for which the maximum relative vorticity 1.2 × 10 −4 s −1 . All tracks for which this track section is less than two points (equivalent to 12 hours) are ignored. The limited area domain used to generate the cyclone database contains regions of land and ocean. Errors could thus exist in the quasi-geostrophic vertical velocities (and hence U/L ratios) derived due to the use of a domain-averaged static stability profile as opposed to one that is more localized. During the winter, sensible heat fluxes from the surface to the atmosphere tend to be greater over the ocean than over the land.
This will affect the low-level static stability and would suggest that the low-level vertical velocities derived are underestimated over the ocean and overestimated over the land. The opposite effect would be expected in the summer. Deveson et al. (2002) note this potential problem and use a reduced, mainly oceanic, domain for their calculations to minimize this effect. To determine the likely magnitude of the error, a sensitivity study was carried out using data from FASTEX IOP 11A. The average static stability profile was calculated from three sets of grid points: all grid points, land points only and ocean points only. It was found that the differences in the U/L ratios calculated using the three different average static stability profiles from the use of a domain-averaged static stability were not significant.
(b) Separation between the upper-level trough and low-level cyclone
The horizontal separation between the upper-level trough and low-level cyclone, the so-called tilt of the cyclone, is characterized as the geodesic separation between the surface feature point and the position of the maximum value of quasi-geostrophic vertical velocity at 700 mb attributable to forcing from all levels, detected within a 300 km radius of the feature point, see Fig. 1(b) . It is assumed for type B and type C cyclones (but not for type A cyclones) that the maximum ascent at 700 mb is due primarily to upper-level forcing and so is associated with the upper-level trough rather than the low-level feature. This assumption is consistent with the results of Deveson et al. (2002) for the FASTEX cyclones; the average U/L level ratios determined ranged from 1.0 implying equal contributions from the upper and lower levels (for a cyclone categorized as type A) to 4.2 implying that the contribution from the upper levels far exceeds that from the lower levels (for a cyclone categorized as type C). The tilt diagnostic used here is thus unreliable for type A cyclones. Deveson et al. (2002) found that the tilt can be used to distinguish between type B and type C cyclones, both of which are predominantly upper-level forced. They calculated the correlation between the 900 mb relative vorticity and the tilt value and found a high correlation for type B cyclones and a low correlation for type A and C cyclones (see Deveson et al. (2002) , Table 3 ). The tilt defined here is different to that used by Deveson et al. (2002) and Plant et al. (2003) as the tilt diagnostic is constrained by the diagnostics available in the cyclone database * .
(c) Tilt evolution The evolution of the tilt with time for each cyclone is calculated as the gradient of the line of best fit to a plot of the geodesic separation against time. Reliable tilt evolutions cannot be determined for very short track sections so the tracks used here have at least four points (equivalent to 36 hours) from the start of the track until the time when the maximum relative vorticity is reached. The probability that the data points fit to a straight line model is used to reject cyclones for which the fit is unacceptable (probability that a value of the chi-squared goodness-of-fit as poor as that found occurring by chance must be 0.1). A negative tilt evolution implies that the tilt is decreasing with time, as expected for type B cyclones for which the distance between the upper-level trough and surface cyclone decreases rapidly as the cyclone intensifies. If the tilt evolution * Note that Deveson et al. (2002) calculated the tilt as the distance between the ascent maxima at 700 mb forced from upper levels and the ascent maxima at 700 mb forced from lower levels (positive if the upper-level forced ascent maximum was to the west or north of the cyclone and negative if it was to the south or east). Plant et al. (2003) used the east-west separation between the surface low-pressure centre and the maximum in the 850 mb geopotential perturbation field attributed to the upper-level anomaly. are the maximum and minimum vertical velocities at 700 mb attributable to quasi-geostrophic forcing between 650 and 50 mb, within a 600 km radius of the cyclone centre. w lower max and w lower min are the maximum and minimum vertical velocities at 700 mb attributable to quasi-geostrophic forcing between 1050 and 750 mb, within a 300 km radius. (b) Schematic showing the tilt of a system. w max is the maximum value of vertical velocity at 700 mb attributable to quasi-geostrophic forcing, within a 300 km radius. The tilt is the radial displacement of w max from the cyclone centre.
is near zero or positive it implies that the tilt is constant or increasing with time. An approximately constant tilt is expected for type A and C cyclones (although the tilt diagnostic used here is unreliable for type A cyclones). However, an increase in tilt is also consistent with type C cyclones since the strong midlevel latent heating can not only retard the upper-level trough by eroding the leading edge or through strong upperlevel divergence but also lead to an increase in the tilt of the cyclone, at least over short time periods (as found by Plant et al. (2003) for IOP 18; see their Fig. 14) .
RESULTS
The climatology of North Atlantic cyclones is assessed in terms of the average U/L ratio in the first part of this results section (section 4(a)) to determine whether discrete categories of cyclones exist and whether these categories are consistent with the threefold classification scheme. The hypothesis of Plant et al. (2003) that high U/L level ratios may be associated with very weak features which fail to develop or the early stages of type B cyclones is also tested in this section. The tilt evolution of the cyclones is then employed to further assess the consistency of the cyclones in the climatology with the threefold scheme (section 4(b)). Finally, some characteristics of the different cyclone types are identified in section 4(c).
(a) Upper-to-lower level ratio
The frequency distribution of the average U/L ratio for developing (maximum relative vorticity 1.2 × 10 −4 s −1 ), non-developing, and all cyclones is plotted in Fig. 2(a) . The numbers of developing and non-developing cyclones are similar (280 developing and 292 non-developing cyclones). The distributions are positively skewed with a long tail at high U/L ratios. The mean U/L ratio is less for the developing cyclones than for the non-developing cyclones (3.00 for developing and 4.25 for nondeveloping cyclones) and the cyclones change from mainly developing to mainly nondeveloping when the U/L ratio exceeds 4.0. In addition, the frequency distributions have distinct peaks at U/L ratios of 1.5 and between 3.5 and 4.0. A sensitivity study in which the size of bins of average U/L ratio used to generate the distributions was varied was performed to test the robustness of the distributions. It was found that the two peaks in the distributions and the dominance of developing and non-developing cyclones at average U/L ratios less than and greater than 4.0 respectively were robust to changes in the bin size from 0.2 to 0.8 (the bin size is 0.5 in Fig. 2(a) ). The distributions appear to be at least bimodal (the small third peak at average U/L ratio of 7.5 for non-developing cyclones is also robust to bin size but contains only 12 cyclones); however, discrete categories of cyclones are not identified. Figures 3(a) and (b) show the time-mean U and L respectively as a function of average U/L ratio for developing, non-developing, and all cyclones. Average time-mean U and L values are plotted for the cyclones in each bin of average U/L ratio. The grey shading represents one standard deviation of the time-mean U or L (for a given average U/L ratio) for all cyclones (both developing and non-developing). It can be seen that the first peak in the frequency distribution for developing cyclones, shown in Fig. 2(a) , consists of cyclones that have on average small upper-level and large lower-level forced vertical velocity. The second peak consists of cyclones that have on average large upperlevel and small lower-level forced vertical velocities. The tail consists of cyclones that have on average large upper-level forced vertical velocities (of a magnitude similar to that found for the cyclones in the second peak of the frequency distribution) but very small lower-level forced vertical velocities. This lack of lower-level forcing may inhibit development in most cases, explaining why most cyclones with very high average U/L ratios are non-developing.
The frequency distribution of the cyclone climatology does not show discrete categories of cyclones. This is not surprising as, while the categorization of cyclones into types has frequently been used to gain insight into the development of cyclones, in nature a continuous spectrum of dynamical mechanisms exists. Thus many cyclones do not fit neatly into one or other of these types and indeed their preferred category may change as they develop. However, the peaks and long tail in the distribution are consistent with the threefold classification of Deveson et al. (2002) . The first peak in the distribution corresponds to the predominantly lower-level forced type A cyclones, the second peak to the predominantly upper-level forced type B cyclones, and the tail to the type C cyclones which have strong upper-level forcing but a very weak low-level forcing. Strong midlevel latent heating is necessary for type C cyclones to develop, perhaps explaining why most of the cyclones with very high average U/L ratio in this climatology do not develop. Deveson et al. (2002) proposed thresholds in average U/L ratio of 1.2 and 3.0 for the boundaries between type A and B, and type B and C cyclones respectively. Thus, this analysis suggests slightly higher thresholds of 2 and ≈4 for the boundaries between type A and B, and type B and C cyclones respectively. Possible reasons for this difference include the different source of data analysed here (taken from a climatology of cyclones from all seasons and occurring over both land and sea) and the slightly different analysis method used here. Using these thresholds, type A, B and C cyclones account for 30%, 38% and 32% of the total number of cyclones respectively and whereas 60% of type A and 56% of B cyclones develop, only 31% of type C cyclones develop. The frequency distribution of the average U/L ratio for developing cyclones calculated using different lower thresholds of 900 mb relative vorticity, ξ r , is plotted in Fig. 2(b) . The U/L ratio is averaged over the section of the track from the time when the threshold is reached until the time when the maximum relative vorticity is reached. As previously, all tracks for which this track section is less than two points are ignored. As the relative vorticity threshold increases from zero to 1.2 × 10 −4 s −1 the distribution changes; the mean of the distribution decreases from 3.00 to 2.58, the standard deviation decreases from 1.79 to 1.43, and the second peak becomes less distinct (or absent) for thresholds above zero. This behaviour was found to be robust to the size of the bins used for average U/L ratio. A reduction in the average U/L ratio is expected for type B cyclones on applying a relative vorticity threshold as the upper-level forcing decreases and low-level forcing increases as these cyclones develop. This dependence is not expected for type A cyclones or for type C cyclones (although some reduction in the upper-level forcing could occur during type C development if midlevel heating led to an erosion of the upper-level trough). Hence, application of relative vorticity thresholds reveals that many, but not all, of the cyclones with high average U/L ratios show behaviour consistent with type B cyclones. Deveson et al. (2002) also found that high U/L ratios were common in the early stages of their type B cyclones (see their Figs. 5 and 7) * .
To conclude, discrete categories of cyclones have not been found based on their average U/L ratio but the peaks and tail in the frequency distribution (for a zero lower threshold in ξ r ) appear consistent with the threefold classification scheme of Deveson et al. (2002) . High average U/L ratios are more commonly associated with non-developing cyclones than developing cyclones but 20% of developing cyclones still have average U/L ratios above the threshold determined for type C cyclones. High U/L ratios are also associated with the early stages of type B cyclogenesis but 15% of developing cyclones still have average U/L ratios above the type C threshold even when the early stages of development are excluded (using a vorticity threshold of 0.8 × 10 −4 s −1 ). Hence, the finding of Plant et al. (2003) that type C cyclones occur frequently, based on instantaneous U/L ratios, is still valid when using U/L ratios averaged over the cyclone life cycle.
Cyclones are likely to change classification from frontal wave cyclones to nonfrontal cyclones, according to the criteria in the cyclone database, as they develop. Thus the relationship between type A, B and C cyclones and their classification as frontal wave or non-frontal wave cyclones cannot be determined. However, it is possible to determine the correspondence for cyclones classified as A, B or C using instantaneous data. Using instantaneous data, Plant et al. (2003) found that type C frontal wave cyclones are weaker than type A and type B frontal wave cyclones, and that type C non-frontal cyclones are more intense than type A and type B non-frontal cyclones, see their Fig. 3(b) . However, this does not determine whether type A, B or C cyclones are more likely to be classified as frontal wave cyclones or non-frontal cyclones. The correspondence between type A, B and C cyclone classification and frontal wave, non-frontal cyclone identification was investigated using instantaneous data from the cyclone database. Figure 4(a) shows the probability density function of U/L ratios for instantaneous frontal wave cyclones calculated using different lower thresholds of 900 mb relative vorticity. There is a relationship between type A, B and C classification and frontal wave cyclones that is dependent on the intensity (instantaneous relative vorticity at 900 mb) of the frontal wave cyclone. Intense frontal wave cyclones are more likely to be classified as type A cyclones and less likely to be identified as type C cyclones than less intense frontal wave cyclones. This is consistent with type A cyclones forming in regions of strong low-level baroclinicity as frontal waves are detected at the intersections of warm and cold fronts. It is also consistent with the early stages of type B cyclones being classified as type C cyclones. Figure 4(b) shows the probability density function of U/L ratios for instantaneous non-frontal cyclones. Intense non-frontal cyclones are as likely to be type A, B or C cyclones as less intense non-frontal cyclones. Thus, there is no relationship between vorticity and type A, B and C cyclone classification for non-frontal cyclones. However, whereas only 10% of intense (relative vorticity at 900 mb 1.2 × 10 −4 s −1 ) frontal wave cyclones are classified as type C cyclones, 37% of intense non-frontal cyclones are classified as type C cyclones (not shown). This is consistent with the idea that type C cyclones develop in regions of weak low-level baroclinicity and are not associated with a low-level thermal gradient.
(b) Tilt evolution A scatterplot of tilt evolution against average U/L ratio for developing cyclones is plotted in Fig. 5(a) . Note that a relatively small proportion of the cyclones (96 of the 280 developing cyclones) satisfy the criteria for the tilt evolution to be calculated (described in section 3(c)). The error bars show the standard error of the U/L ratio and the tilt evolution. Even ignoring the unreliable tilt evolutions for the cyclones with low average U/L ratios, there is no clear relationship between tilt evolution and average U/L ratio.
An additional constraint has been applied to the standard deviation of the U/L ratio to yield the scatterplot shown in Fig. 5(b) . This constraint will remove cyclones that change type according to their U/L ratio during their evolution (leaving 53 developing cyclones). A relationship between tilt evolution and average U/L ratio now emerges. Cyclones with the highest average U/L ratios are generally associated with positive or weakly negative tilt evolutions, cyclones with average U/L ratios in the range ≈1.5-4 are generally associated with negative tilt evolutions (ranging from weakly to strongly negative), and cyclones with small average U/L ratios (for which the tilt is poorly defined) have both positive and negative tilt evolutions. Although there is considerable scatter in these data (in the main part probably due to data only being available every 12 hours), these findings are consistent with those expected for the threefold classification scheme of Deveson et al. (2002) using the thresholds in average U/L ratio determined from Fig. 2(a) ; the tilt decreases with time for type B cyclones and is constant or increases with time for type C cyclones. Plant et al. (2003) plotted data for the FASTEX cyclones calculated by Deveson et al. (2002) in a similar form (their Fig. 2) showing the same result.
(c) Characteristics of type A, B and C cyclones
The lack of discrete categories of cyclones in the climatology means that caution must be applied in using the average U/L ratio and/or tilt evolution to categorize cyclones (at least using the data from this database and perhaps in general). However, given this caveat it is informative to determine the characteristics associated with the different cyclone types. In this section, thresholds on the average U/L ratio have been used to classify the cyclones. The additional information available from the tilt evolution has not been used as it is only available for a relatively small proportion of the cyclones.
The cyclogenesis locations of selected cyclones are shown in Fig. 6 . These are the start points of the track sections that have at least four points (equivalent to 36 hours) until the maximum relative vorticity is reached. The cyclogenesis locations for type A cyclones that satisfy this criterion are plotted in Fig. 6(a) ; type B cyclones are plotted in Fig. 6(b) ; type C cyclones are plotted in Fig. 6(c) . Different symbols are used to indicate developing cyclones (cyclones for which the maximum relative vorticity 1.2 × 10 −4 s −1 ) and non-developing cyclones. Most of the cyclones originating over Europe fail to satisfy the criteria for developing cyclones. This could be attributed to these cyclones tending to leave the domain of the database through its eastern boundary before they reach their maximum relative vorticity. Further analysis of the data (not shown) has revealed that this may occur in up to 50% of cases. Unfortunately, extending the eastern boundary is not possible with this dataset. Figure 6 shows that preferred cyclogenesis regions exist and that in some of these regions there is a dominance of a particular type of cyclone. These preferred cyclogenesis regions are also observed in the cyclone climatologies of Roebber (1984) , Whittaker and Horn (1984) , Sinclair (1997) and Sickmöller et al. (2000) and show the influence of the Rockies and the east coast of North America in providing regions favourable for cyclone intensification. Figure 6 (a) shows that type A cyclones originate mainly over land, with a cluster of cyclones originating to the east of the Rockies. There are also type A cyclones in the North Atlantic although these are confined to the Gulf Stream region. Figure 6 (b) shows a cluster of type B cyclones originating in the region just off the east coast of the USA. There is a fairly even spread of type B cyclones over North America and the North Atlantic. Type C cyclones originate over both land and ocean and are the dominant type of cyclone originating in the mid-Atlantic region, although most of the mid-Atlantic type C cyclones are non-developing (Fig. 6(c) ). The identification of type B cyclogenesis over the USA is consistent with the findings of Petterssen et al. (1955) who found that 85 out of the 93 cases they studied developed through type B cyclogenesis. However, the dominance of type A cyclogenesis in the region to the east of the Rockies appears to contradict their work. The cyclogenesis in this region could be related to some mechanism of lee cyclogenesis but this has not been investigated further. The dominance of type B cyclogenesis off the east coast of the USA appears to contradict the work of Petterssen et al. (1962) who found that all of the North Atlantic frontal waves they studied developed through type A cyclogenesis. However, they did not include cyclones developing close to the coast in their study. Type B cyclogenesis in this region is probably indicative of cyclone development occurring when a strong upper-level feature is advected over a region of strong low-level baroclinicity. Type C cyclones tend to originate over or near the ocean but outside the Gulf Stream region. These are regions of weaker low-level baroclinicity, consistent with weak low-level forcing that develops (low-level baroclinicity at the start of the cyclone tracks is weakest for cyclones that originate in the mid Atlantic (not shown)). This is also consistent with type C cyclones requiring a source of moisture to develop. However, these results do not support the conclusion of Deveson et al. (2002) that type C cyclones form at high latitudes and initially resemble polar lows. This may be associated with the latitude constraints applied to the database here although the two developing type C FASTEX cyclones both developed within the latitude band applied to the database. Polar lows tend to be relatively short-lived systems and often track southwards in cold air outbreaks which means that they can have a westward component to their motion. Hence, it is also possible that polar-low-type systems are not well represented in the climatology derived from the database due to the constraints applied to the data (see section 2(c)).
CONCLUSIONS
A climatology of relatively long-lived extratropical cyclones has been objectively analysed in terms of a threefold classification scheme: the twofold scheme of Petterssen and Smebye (1971) extended to include a third category of cyclones by Deveson et al. (2002) . The quasi-geostrophic omega equation diagnostics of Deveson et al. (2002) have been applied to the climatology which was derived by applying a tracking algorithm to a database of objectively analysed cyclonic features. Cyclones have been characterized using the ratio of their upper-level forced to lower-level forced vertical velocity averaged over their intensification period (average U/L ratio) and the evolution of the separation between their upper-level trough and low-level feature (tilt).
The frequency distribution of the average U/L ratio does not show discrete categories of cyclones. However, it was found to contain two peaks and be positively skewed with a long tail at high U/L ratio for both developing and non-developing cyclones. The peaks in the distribution have been shown to be consistent with the type A and B cyclones and the long tail with the type C cyclones of the threefold classification scheme by analysis of the magnitudes of the upper-and lower-level forced vertical velocity and evolution of the tilt. Type A cyclones are predominantly low-level forced (which means that the tilt is poorly defined), type B cyclones are predominantly upper-level forced and have a tilt that decreases as the cyclone intensifies, and type C cyclones have strong upper-level forcing (of a similar magnitude to type B cyclones) but very weak low-level forcing and a tilt that remains constant or increases as the cyclone intensifies. Cyclones with small average U/L ratio (<4) are more likely to be developing cyclones whereas cyclones with large average U/L ratio are more likely to be non-developing cyclones.
These results yield thresholds in average U/L ratio of ≈2 and ≈4 for the boundaries between type A and B, and type B and C cyclones respectively. Using these thresholds, type A, B and C cyclones account for 30%, 38% and 32% of the total number of cyclones respectively. Whereas 60% of type A and 56% of type B cyclones develop, only 31% of type C cyclones develop.
The frequency distribution of the average U/L ratio for developing cyclones has also been derived using different lower thresholds of 900 mb relative vorticity. The early stages of cyclone development are no longer included in the analysis when these thresholds are applied. As the relative vorticity threshold increases from zero to 1.2 × 10 −4 s −1 the mean and standard deviation of the frequency distribution decreases. This is consistent with the expected evolution in the upper and lower forcing as type B cyclones develop. A small but significant number of cyclones still have high average U/L ratios even when the early stages of development are excluded (15% of the developing cyclones have average U/L ratios above the type C threshold using a vorticity threshold of 0.8 × 10 −4 s −1 ). This is further evidence that type C cyclones are distinct from type B cyclones and not merely type B cyclones with very high upper-level forcing in the early stages of development.
The cyclogenesis regions of the different types of cyclones have been analysed using the thresholds derived from the frequency distribution of the average U/L ratio. Preferred regions of cyclogenesis exist. Type A cyclones dominate in the cyclogenesis region to the east of the Rockies. Type B cyclones dominate in the cyclogenesis region near the east coast of the USA consistent with cyclone development occurring when a strong upper-level feature advects over a region of strong low-level baroclinicity. The type A cyclones originating in the North Atlantic are generally located away from the coast and are confined to the Gulf Stream region consistent with the strong lowlevel baroclinicity there leading to the development of significant low-level forcing. Type C cyclones are more common over the oceans in regions of weaker low-level baroclinicity consistent with the weak low-level forcing that develops and the moisture source required for strong diabatic heating. These results do not support the conclusion of Deveson et al. (2000) that type C cyclones tend to form in high latitudes and initially resemble polar lows. This may be at least partly due to inadequacies in the climatology used in this study.
Although discrete categories of cyclones have not been identified in this climatology of North Atlantic cyclones, a preference for cyclones to have the characteristics of type A, B or C cyclones exists. The type C cyclones identified by Deveson et al. (2002) on the basis of just three anomalous cyclones have been shown to occur with reasonable frequency although they are mainly non-developing cyclones associated with very weak low-level forcing. Some type C cyclones do develop even though they originate in regions of weak low-level baroclinicity. Previous research (Plant et al. 2003; Ahmadi-Givi et al. 2004) has shown that strong midlevel latent heat release is the critical process. It has not been possible to directly determine the role of latent heating in the cyclones analysed here due to the diagnostics available in the database used. This work has also been somewhat limited by the frequency of the data available (only every 12 hours). However, the method used to objectively identify cyclonic features in the database means that cyclones may be identified earlier in their development than if they were identified solely in terms of extrema of fields such as low-level relative vorticity or mean-sea-level pressure (e.g. Ayrault et al. 1995; Hodges 1996; Blender et al. 1997; Simmonds and Keay 2000) . It would be useful to extend the analysis performed here to a climatology derived from a longer dataset of more frequent data so that further analysis of the characteristics of these cyclones could be performed.
