Remez-and Nikolskii-type inequalities on line segments, on circles, and 0[1 certain bounded domains of the complex plane are established for exponentials of logarithmic poten1;ials with respect to probability measures on C having compact support.
were studied in a sequence of recent papers 11], [2] , [3] , [4] , [6] , [7] . Several important polynomial inequalities were extended to this class by utilizing the generalized de~ee a generalized nonnegative polynomial can be considered as a constant times the exponential of a logarithmic potential with respect to a finite Borel measure on C that is supported in finitely many points (the measure has mass r j > 0 at each Zj,j = 1,2,..., k). This suggests that some of the inequalities holding for generalized nonnegative polynomials may be true for exponentials of logarithmic potentials of the form Q/"c(Z) = exp J log Iz -tldfJ,(t)+c ), , c
where fJ, is a finite, nonnegative Borel measure on C having compact support and c E JR.. The quantity fJ,(C) plays the role of the generalized degree N ,defined by (1.2) . In this paper we extend a number of classical polynomial inequalities for exponentials where Tn is the Chebyshev polynomial of degree n, defined by Tn(x) := cosn8,x = cos 8. Proofs of this inequality appear in [9, pp. 119-121] and [5] . In Theorem 2.1 we establish a sharp upper bound for max-l~:t~l Q!,.c(x) when ml(E!',c) ? 2 -s, and (assuming Q!',c(x) is continuous) we find all J1, E M and c E JR with ml(E!',c) ? 2 -s for which this sharp upper bound is achieved. In Theorem 2.2 we establish pointwise upper bounds for Q!',c(x) for fixed x E [-1,1], if J1, E M, C E JR, and ml(E!'.c) ? 2 -s. An obvious bound for Q!,.c(x) follows immediately from Theorem 2.1, but it turns out that for any fixed -1 < x < 1 this can be substantially improved. Indeed, Theorem 2.2 establishes essentially sharp upper bounds, which extend the validity of a pointwise Remez-type inequality [4, Thm. 4] proved for generalized nonnegative pol}'nomials.
In Corollary 2.3 we offer another, slightly weaker version of the Remez-type inequality of Theorem 2.1, and in Theorem 2.4 we establish an analogue of Corollary 2.3, where the interval [-1,1] is replaced by the closure of a bounded domain 11 c C with C2 boundary, and the one-dimensional Lebesgue measure ml is replaced by m2. Such two-dimensional Remez-type inequalities seem to be new even for ordinary polynomials and for special domains, such as the open unit disk. Therefore we formulate a two-dimensional Remez-type inequality in this special case first, which turns out to be essentially sharp by Theorem 2.6. A when 11 c C is a bounded domain with C2 boundary, 11. E M, c E JR., A c 0, m2(A) ~ m2(O) -s, s > 0 sufficiently small, and p > o. In Theorems 2.9 and 2.10 we give essentially the best possible Remez-type inequalities for exponentials of logarithmic potentials on the unit circle. The Remez-type inequalities of Corollary 2.3 and Theorems 2.4 and 2.9 will playa central role in establishing the Nikolskii-type inequalities for exponentials of potentials on [-1, IJ, on the unit circle and on bounded domains of C with C2 boundary. These NikolSkii-type inequalities are formulated in Theorems 3.1, 3.2, and 3.3.
2. Remez-type inequalities: statement of results. In this section we state our main results concerning Remez-type inequalities for logarithmic potentials on [-1, IJ, on the unit circle and on bounded domains having smooth boundaries. The proofS of these results will be given in § §6, 7, 8, and 9. THEOREM 2.1. Let 11. E M, c E R, and E/"c be defined as in (1.7). Then (0 < s < 2) for every JL E M, c E R., and 0 < s < m2(n). Actually, in the above theorem it suffices to have a somewhat weaker geometric assumption for the boundary of n, namely, the following: there is an r > 0 depending only on n such that for each z E on there is an open disk Dz with radius r such that Dz c n and Dz non = {z}. It is well known that if on is a C2 curve, then this property holds.
To prove Theorem 2.4 we will need the following result for pol}'nomials. To formulate this, we introduce the notation Our next theorem shows that the result of Theorem 2.5 is essentially sharp.
Here we do not examine what happens when 1 < s < 2; the case 0 < s .s: 1 is more important in applications. The sharpness of Theorem 2.2 (in the corresponding polynomial case) is shown in [4, §12] .
Observe that the first assertion of Theorem 2.1 is equivalent to the following. THEOREM 2.1 *. For every JL E M, c E JR and 0 < t < 1, THEOREM 2.6. There is an absolute constant ks > 0 such that Using Theorems 2.1 and 2.4, we establish Remez-type inequalities in L,,(O < p < 00) for exponentials of potentials on both [-1,1] and bounded domains n c C and C2 boundary. THEOREM 2.7. There is an absolute constant ~ > 0 such that From this we will easily obtain the following. THEOREM 2.10. We have
for every JL E M, c E R., p> 0, 0 < s S 7r/4, and Ac (-7r,7r) with ml(A) ;?: 27r -s.
Here kg is the same as in Theorem 2.9.
We have formulated each of our results for probability measures on C with compact support. This was done only for the sake of brevity. As an example, we rewrite the result of Theorem 2.1 for all finite Borel measures on C with compact support. COROLLARY 2.11. Let JL be a finite Borel measure on C with compact support, and let c E R. and E,.,c be defined as in (1.7). Then 3. Nikolskii-type inequalities: statement of results. Using; Corollary 2.3 and Theorem 2.4 we will prove the following Nikolskii-type inequalities. The proofs will be given in §10.
THEOREM 3.1. There is an absolute constant kID> 0 such that
for every f.L E M,c E R, and 0 < q < p 500. THEOREM 3.2. Let 0 c C be a bounded domain with C2 boundary. There exists a constant kll = k11 (0) > 0 depending only on 0 such that
q-PIIQIJ,cIlLq({}j for every I.L E M, c E R, and 0 < q < p .$ 00.
We remark that Theorem 3.1 is an extension of [7, Thm. 6] , where the same inequality was proved when the support of I.L is a finite set. THEOREM 3.3. There is an absolute constant k12 > 0 such that
for every IJ. E M, c E JR, and 0 < q < p S 00.
For general finite measures IJ., Theorem 3.1 yields the following.
COROLLARY 3.4. There is an absolute constant klO > 0 such that
for every finite Borel measure IJ. on C with compact support, c E JR and 0 < q < p S 00.
Theorems 3.2 and 3.3 have similar straightforward extensions.
4. Lemmas for Theorem 2.1. To prove Theorem 2.1 we need a series of lemmas, which we state in this section and prove in §5.
For a comp~t set K c C containing infinitely many points, let Tn,K E p~ be the nth degree monic Chebyshev polynomial with respect to K, i.e., x-w Proof To see that I is an interval, assume to the contrary that I has at least two components, and let II be the component closest to 1. Let 1] and 1]' be the left-hand endpoint of 11 and the right-hand endpoint of the component close."t to 11, respectively. H Wj(j = 1,2,.. .,m) are the zeros of p. lying in 11, then it is easy to check that We define the linear transformation tp : C -+ C by (6.6)
Obviously, (6.7) 11 -rp(t) I = 11 -tj for all t E C, and there is a 0 < c5 < 1 depending only on w and sup(E,.,c) such that (6.8) Ix -cp(t)1 < 81x -tl for all tEA and -1 $: x $: sup(E..oc)
We denote the restriction of a measure /I on a measurable set B by /lIB, and define the measure u(t) := Jl.(cp-l(t)). Then (6.7), (6.8), and Jl. E M imply J log 11 -tldJl.IA(t) = J log 11 -cp(t)ldJl.(t) Proof of Theorem 2.4. Denote the boundary of 11 by r. Since r is a C2 curve, there is an r > 0 depending only on 11 such that for each z E r there is an open disk Dz with radius r such that Dz C 11 and 15z nr = {z}. By the maximum principle for analytic functions, for every p E 'P~ there is a zo E r such that Ip(zo) I = maxuen Ip(u)l. It follows from Theorem 2.5, by a linear transformation, that there are constants k14 := k4.J1P = k4/r > 0 and k15 := r2/4 > 0 depending only on 11 (k4 is the same as in Theorem 2.5) such that for every zEn and 0 < S + E: .$ k1S. By Lemma 4.3, the limit of the left-hand side of (7.29), as n -+ 00, exists for every z E Doo(K) and equals 9D~(K)(Z, 00). Therefore, (7.29) and Lemma 4.3 imply (7.30) gD~(K)(Z,OO).$ k14f or every z E Doo(K) n nand 0 < S + E: .$ k1S, and together with (7.27) this yields (7.31) P,.,c(z) .$ k14vf"S+E:
for every z E Doo(K) n nand 0 < S + E: .$ k1S. Since K c En".,c and P,.,c(z) is sub harmonic in C, it follows from the maximum principle that (7.31) holds for all zEn. Taking the limit as E: -+ 0+, we get (7.32) Q,..c(z) .$ exp(k14vs)
for every zEn and 0 < S .$ k1S, which completes the proof. 0
