Semisimple Lie algebras
Let k be an algebraically closed field of characteristic zero. All Lie algebras in this entire paper are assumed to be finite-dimensional.
1.1. Solvability and nilpotency. Let L be a Lie algebra over k. A representation of L is a Lie algebra morphism L → gl(V )(= End k (V )), where V is a k-vector space. Given a representation, the space V is called an L-module. The notions of submodules and quotient modules should be self-evident. Note that L itself is an L-module by the adjoint representation:
Submodules with respect to the adjoint representation are called ideals of L. These are, in particular, Lie subalgebras of L. We say that L is 
is eventually zero; (iii) nilpotent if the lower central series
is eventually zero. (iv) simple if L is non-abelian and has no proper ideal other than 0.
When we use adjectives (such as "abelian," "solvable," etc.) to describe an ideal I, we mean that I has that property as a Lie algebra.
One of the most important facts about solvable and nilpotent Lie algebras is that their (finite-dimensional) representations admit common eigenvectors, as the following two theorems show: Theorem 1.1 (Engel). Let V be a finite-dimensional L-module. If each x ∈ L acts as a nilpotent endomorphism on V , then there exists some v ∈ V such that Lv = 0. (i) L has a codimension-one ideal K. For 1.1, take K to be a maximal proper subalgebra 1 . Using the induction hypothesis for the representation ad : K → gl(L/K), we see that K N L (K). Maximality of K ensures that N L (K) = L, so K is an ideal. Any dimension-one subalgebra of L/K gives rise to a subalgebra of L properly containing K, so equal to L. Hence K has co-dimension one. (ii) Induction hypothesis shows that the space W = {v ∈ V : v is a common eigenvector for K} is nonempty.
Note that for 1.1 these vectors have eigenvalue zero, while for 1.4, there is some linear function λ 0 : K → k with yv = λ 0 (y)v for all y ∈ K and v ∈ W . where n − 1 is the largest exponent for which these vectors are linearly independent. With respect to this basis, each z ∈ K acts as an upper triangular matrix with λ 0 (z) on the diagonal. But for z = [x, y] a commutator, this matrix must be trace-free. This implies that λ 0 ([x, y]) = 0. (iv) Now L = K ⊕ kx as a vector space, for some x ∈ L. Pick an eigenvector for x in W , and we win.
1.2.
Cartan's criterion of solvability. One consequence of Lie's theorem is that for a finite-dimensional representation V of a solvable lie algebra L, the action of xy with x ∈ L and y ∈ [L, L] is trace-free. Indeed, in some basis x acts as an upper-triangular matrix and y acts as a strictly upper-triangular matrix, so the matrix of xy has zeroes on the diagonal. Surprisingly, the converse is also true: Theorem 1.6 (Cartan's criterion of solvability). Let L be a subalgebra of gl(V ). Then L is solvable if and only if
Tr(xy) = 0
Proof. See [1, Theorem 4.3] for the rather technical argument.
We make some more notations:
It is an ideal of L. In fact, it is the kernel of the adjoint representation ad :
It is the maximal solvable ideal of L. Note that the sum of solvable ideals is again a solvable ideal; so there is a unique maximal solvable ideal.
It is the maximal subalgebra of L in which K is an ideal.
1 Proper subalgebras always exist in any Lie algebra with dim ≥ 2; indeed, any dimension-one subspace is a Lie subalgebra with trivial Lie bracket.
It is a symmetric bilinear form on L. We omit the subscript in κ L when there is no ambiguity. Cartan's criterion relates the solvability of a Lie algebra to its Killing form: Corollary 1.7. L is solvable if and only if
Proof. The Lie algebra L/Z(L) is a subalgebra of gl(L) via the adjoint representation. Cartan's criterion 1.6 now shows that equation (1.1) holds if and only if L/Z(L) is solvable. Note that the latter is equivalent to L being solvable.
1.3. Semisimplicity. We give a few equivalent definitions of a semisimple Lie algebra.
Theorem 1.8. Let L be a Lie algebra over k. The following are equivalent:
L is called semisimple if it satisfies the above properties. Note that (ii) implies Z(L) = 0, so a semisimple Lie algebra L is a subalgebra of gl(L) via the adjoint representation.
Proof. (i) ⇐⇒ (ii). This is easy. (i) =⇒ (ii) because each abelian ideal is solvable
On the other hand, S is solvable according to Cartan's criterion 1.7. Hence S ⊂ Rad(L). This proves (i) =⇒ (iii). Now, suppose I is an abelian ideal of L. For each x ∈ I and y ∈ L, the endomorphism ad(x)ad(y) on L is nilpotent because
Hence κ(x, y) = 0, and we find I ⊂ S. This proves (iii) =⇒ (ii).
(i) ⇐⇒ (iv). Only the implication (i) =⇒ (iv) requires a proof. It suffices to show that if L admits a proper nonzero ideal I, then L = I ⊕ I ⊥ , where the orthogonal complement is taken with respect to κ. Take x, y ∈ I ∩ I ⊥ . Since I ∩ I ⊥ is an ideal,
Hence I ∩ I ⊥ is solvable by Cartan's criterion 1.7, so I ∩ I ⊥ ⊂ Rad(L) = 0. On the other hand, we claim that dim(I) + dim(I ⊥ ) ≥ dim(L) which will finish the proof. Indeed, given a basis x 1 , · · · , x r of I, we see that
where each kernel is of codimension at most one in L.
Statement (iv) can be viewed as a special case of Weyl's complete reducibility theorem for semisimple Lie algebras. We omit its proof since the techniques involved will not be used again. Theorem 1.9 (Weyl). Let L be a semisimple Lie algebra over k, and V be a finite-dimensional representation of L. Then
where each V i is stable under L and irreducible, i.e. it does not admit nontrivial L-stable subspaces.
Proof. This is [1, Theorem 6.3].
1.4. Universal enveloping algebra. Note that every k-algebra is a Lie algebra with respect to its commutator bracket. Hence there is a functor
For each L (not necessarily finite-dimensional), we may construct one such universal arrow by
where T (L) is the tensor algebra of L, regarded as a k-vector space. Since universal enveloping algebras are unique up to a canonical isomorphism, we may refer to this algebra as the universal enveloping algebra U(L).
The Poincaré-Birkhoff-Witt Theorem (or PBW Theorem) describes the structure of U(L):
Proof. Again, we shamelessly omit the proof and refer the reader to [1, §17.4 and Corollary 17.3C].
is a free U(K)-module with basis
Proof. This is clear from Theorem 1.10.
Roots and weights
Let L be a finite-dimensional Lie algebra over an algebraically closed field k.
Engel and Cartan subalgebras
Theorem 2.1. Let K be a subalgebra of L. Then the following are equivalent: (i) K is a Cartan subalgebra; (ii) K is a minimal Engel subalgebra. If L is semisimple, then both are equivalent to: (iii) K is a maximal toral subalgebra.
We use E x to denote the Engel subalgebra associated to x ∈ L. Lemma 2.2. Let K be a subalgebra of L. If a minimal element of the set Σ = {E x : x ∈ K} contains K, then it is the absolute minimum of Σ.
Proof. Let E z be a minimal element of Σ, with z ∈ K and K ⊂ E z . The proof exploits linearity of K by showing that for all x ∈ K and λ ∈ k, E z ⊂ E z+λx . A computation shows that ad(z + λx) preserves E z . So its matrix is block-triangular. Let r = dim(E z ) and s = dim(L/E z ). Then the characteristic polynomial of ad(z + λx) has the form
and each a i (λ) (respectively b j (λ)) is a polynomial of degree at most r (respectively s). Since ad(z) does not have eigenvalue 0 on L/E z , we see that T does not divide g(T, 0), i.e. b 0 (0) = 0. This shows that b 0 (λ) is not identically zero, so (using the fact that k is infinite) we may find λ 1 , · · · , λ r+1 such that
Consequently, each ad(z + λ j x) does not have eigenvalue 0 on L/E z . Therefore E z+λj x ⊂ E z . But E z is minimal by hypothesis, so E z+λj x = E z . This equality shows that E z is the 0-eigenspace of ad(z + λ j x), so
is identically zero, and we find E z ⊂ E z+λx for all λ ∈ k.
Proof. Let K be a Cartan subalgebra. Since K is nilpotent, each element of the set {E x : x ∈ K} contains K. By Lemma 2.2, we may let E z be the absolute minimum of this set, with z ∈ K. Thus for all x ∈ K, the endomorphism ad(x) acts nilpotently on E z , hence on the vector space quotient E z /K. If E z /K = 0, Engel's theorem 1.1 gives a nonzero vector in E z /K annihilated by all ad(x). In other words, we have some y / ∈ K with ad(x)y ∈ K for all x ∈ K. This contradicts the fact that
Proof. Let K be a minimal Engel subalgebra. Lemma 2.2 shows that it is the absolute minimum of the set {E x : x ∈ K}. In other words, each ad(x) (x ∈ K) acts nilpotently on K. By Corollary 1.2 to Engel's theorem, K is nilpotent. It remains to show that N L (K) = K. Indeed, since K = E z for some z ∈ L and ad(z)z = 0, we must have z ∈ K. The endomorphism ad(z) on the quotient vector space
2.2.
Maximal toral subalgebra and Cartan decomposition. In this subsection, we prove (ii) ⇐⇒ (iii) of Theorem 2.1 and define Cartan decomposition along the way. Lemma 2.5. A toral subalgebra is abelian.
Proof. Let H be a toral subalgebra of a Lie algebra L. Suppose x is a nonzero element of H. Since ad(x) is a semisimple endomorphism on H, it suffices to show that ad(x) does not have nonzero eigenvalues. Indeed, suppose ad(x)y = λy for some λ = 0. Then ad(y) 2 x = ad(y) (−ad(x)y) = ad(y)(−λy) = 0
Now, let x = c i x i where {x i } is a basis of eigenvectors of ad(y). The above formula shows that each
Hence, as an element of H * , we have κ(x, y) (α + β) = 0
This completes the proof.
Proposition 2.7. Suppose L is semisimple. Then a maximal toral subalgebra H of L satisfies (i) the restriction of the Killing form κ| H is nondegenerate;
Proof. Since L is a subalgebra of gl(L) by the discussion below Theorem 1.8, we may identify each x ∈ L with the endomorphism ad(x). Thus x admits a Jordan-Chevalley decomposition into its commuting semisimple component x s and nilpotent component x n . Both x s and x n are polynomials in x with zero constant coefficient. Furthermore, x s and x n belong to the image of L in gl(L).
The statement x ∈ C L (H) just means ad(x)| H = 0. Since ad(x s ), ad(x n ) are polynomials in x with zero constant coefficient, we must have ad(
commutes with all elements in ad(H). Hence each element in H + kx s is again semisimple. Maximality of H then shows x s ∈ H.
This is impossible since L is semisimple.
We can now prove (i). Suppose κ(h, H) = 0 for some h ∈ H. Let x ∈ C L (H). By the two claims, there are implications
So we just need to show that κ(h, x n ) = 0 with x n ∈ C L (H) nilpotent. This is clear since κ(h, x n ) = Tr(ad(h)ad(x n )) and ad(x n ) is a nilpotent endomorphism that commutes with ad(h).
[
Denote C L (H) by C in the proof of this claim. First observe that C is nilpotent by Engel's theorem 
So κ(y, x) = Tr(ad(y)ad(x n )) = 0 for each y ∈ C, as ad(x n ) is a nilpotent endomorphism that commutes with ad(y). This shows that x n is orthogonal to C, and as such, must vanish. Contradiction.
To prove (ii), take any nilpotent x ∈ C L (H). As ad(x) commutes with all elements in ad(C L (H)), we see that κ(x, C L (H)) = 0. This shows that x = 0. The first claim now proves that each element in C L (H) belongs to H.
[for (ii)]
Proof. The semisimple endomorphisms ad(y) on L commute by Lemma 2.5, thus can be simultaneously diagonalized:
The desired decomposition follows from Proposition 2.7(ii).
We return to the proof of Theorem 2.1.
Proof. Let H be a maximal toral subalgebra. It is abelian by Lemma 2.5, hence nilpotent. The fact that N L (H) = H follows from the decomposition 2.2.
Proof. Let H = E x be a minimal Engel subalgebra of L. Let x = x s + x n be the Jordan-Chevalley decomposition of x. Since ad(x n ) is nilpotent and commutes with ad(x s ), there holds E xs ⊂ E x . On the other hand, let H be a maximal toral subalgebra of L containing x s , then H ⊂ E xs as H is abelian. The implication (iii) =⇒ (i) shows that H is again a minimal Engel subalgebra. Hence all inclusions in the chain H ⊂ E xs ⊂ E x = H are equalities. In particular, H is a maximal toral subalgebra.
2.3.
Weights. The statement of Corollary 2.8 in fact holds for arbitrary finite-dimensional representations. This is due to the fact that H is always carried to commuting semisimple endomorphisms: Lemma 2.11. Suppose L is semisimple, x ∈ L, and ad(x) is a semisimple (respectively, nilpotent) endomorphism. Then for any finite dimensional representation φ : L → gl(V ), the endomorphism φ(x) is semisimple (respectively, nilpotent).
Proof. This is part of [1, Corollary 6.4].
Theorem 2.12. Suppose L is semisimple, and V is a finite-dimensional representation of L. Let H be a maximal toral subalgebra of L. Let Λ be the collection of λ ∈ H * such that
Each λ ∈ Λ is called a weight of V , and the corresponding V λ a weight space.
Proof. This follows from Lemma 2.11 as H acts as a set of commuting endomorphisms on V .
A simple computation proves the following result:
Lemma 2.13. With notations of Theorem 2.12, each root space L α takes V λ to V λ+α .
Representations of sl(2).
The Lie algebra sl(2) is instrumental to all semisimple Lie algebras. As we shall see, every semisimple Lie algebra L consists of copies of sl (2), and L can in turn be understood as representations of these sl(2)'s under the adjoint action. In this subsection, we classify all finite-dimensional representations of sl(2). sl(2) has a basis {x, h, y}, where
The Lie algebra structure is given by
sl(2) has a Cartan subalgebra H spanned by h. Its corresponding Cartan decomposition is
Let W denote the standard 2-dimensional representation of sl (2) (2), whose action is given by differentiation. It has a basis
Accordingly, V (r) has weight space decomposition into 1-dimensional weight spaces:
Theorem 2.14. Let V be a finite-dimensional irreducible representation of sl (2) . Then V ∼ = V (r) for some r. In particular, the weights of V map h to integers.
V is said to have even (respectively odd ) weights if these integers are even (respectively odd).
Proof. By Lemma 2.13, there is an eigenvector v 0 ∈ V of h that is annihilated by x. Say v 0 ∈ V h →λ . Let
Then v 0 , v 1 , · · · are linearly independent, and we must have some r such that v r = 0 but v r+1 = 0. The following formulae
show that the space V spanned by v 0 , · · · , v r is stable under sl(2). Since V is irreducible, we must have V = V . Using i = r + 1 in the third formula, we find
The mapping
Corollary 2.15. Let V be a finite-dimensional representation of sl (2) . Then (i) the weights of V map h to integers; (ii) the number of irreducible summands of V is equal to dim(
Proof. Part (i) follows directly from the classification theorem 2.14. For (ii), observe that each irreducible summand of V has a 1-dimensional weight space associated to either the weight h → 0 or h → 1, depending on its parity.
2.5. Structure of semisimple Lie algebras. In this subsection, L denotes a semisimple Lie algebra, and H a fixed Cartan subalgebra. Φ is the set of roots of L. Since the Killing form κ is nondegenerate on H (Proposition 2.7(i)), we may set t λ ∈ H such that λ = κ(t λ , −)
for each λ ∈ H * . The next proposition shows that L is a "fan" of sl(2)'s, with as many "leaves" as there are pairs of roots α, −α ∈ Φ.
Proposition 2.16. The following hold true: (i) Φ spans H * ; (ii) for each α ∈ Φ and each nonzero x α ∈ L α , there is some nonzero y α ∈ L −α such that
, y α form a subalgebra S α of L isomorphic to sl(2) via
We will show in the proof that κ(t α , t α ) = 0, so h α is well defined.
Proof. For (i), suppose Φ does not span H * . Then we have some nonzero h ∈ H * * which acts trivially on all of Φ. Identifying H * * with H, we see that
would be orthogonal to the entire L by Lemma 2.6, but this contradicts the fact that κ is nondegenerate.
Observe that for each x ∈ L α , y ∈ L −α , we have [x, y] ∈ H. For every h ∈ H, there holds
By definition of t α , this means that
In particular, for each nonzero x ∈ L α there exists y ∈ L −α such that κ(x, y) is nonzero; otherwise, [x, L α ] = 0 and we would have x ∈ Z(L) again.
Claim. κ(t α , t α ) = 0.
Pick nonzero x ∈ L α and y ∈ L −α . The subalgebra S generated by x, t α , y is nilpotent due to equation (2.3). Apply Corollary 1.3 to Engel's theorem to the representation
We find that ad(t α ) acts nilpotently on L. Since t α ∈ H, the endomorphism ad(t α ) must also be semisimple. So ad(t α ) = 0, and t α ∈ Z(L) must be zero. Contradiction. Now, given nonzero x ∈ L α , we may let h α ∈ H and y α ∈ L −α be defined by
We may get a more complete description of the structure of L by treating it as a representation of the various subalgebras S α via the adjoint action: Proposition 2.17. For each α ∈ Φ, the following hold true:
(ii) Suppose β ∈ Φ is not a multiple of α. Then there are nonnegative integers r, q such that β − rα, β − (r − 1)α, · · · , β + qα exhaust all elements in Φ of the form β + iα. Furthermore,
In particular, (ii) implies that β(h α ) ∈ Z and β − β(h α )α ∈ Φ.
Proof. For (i), consider the S α -subrepresentation of L defined as
Since α(h α ) = 2, the weights of M α are h α → 0 and h α → 2c, for those c ∈ k × with nonzero L cα . By Corollary 2.15(i), all such c's must be integers or half-integers.
Claim. S α is the unique irreducible subrepresentation of M α not contained in H that has even weights.
First observe that H is precisely the weight space of M α associated to weight h α → 0. Indeed, if x is in this weight space, we may decompose x into linearly independent vectors according to (2.4):
which shows that each coefficient c must vanish, so x = x h ∈ H. The other inclusion is clear. Furthermore, H admits an orthogonal decomposition:
Now, let N α be another such irreducible subrepresentation. Suppose x ∈ N α has weight h α → 2d. Assume d > 0 (the case d < 0 is treated similarly; if we always have
It follows that ad(y α ) d x is proportional to h α . Thus h α ∈ N α ∩ S α . So x α = −ad(x α )h α /2 ∈ N α , and similarly y α ∈ N α . This shows that S α = N α .
Claim. α ∈ Φ implies that 2α / ∈ Φ. If 2α ∈ Φ, then any nonzero x ∈ L 2α generates an irreducible subrepresentation of M α with even weight, but x / ∈ S α . This contradicts the previous claim.
The second claim applied to α/2 shows that α/2 / ∈ Φ also. Therefore h α → 1 is not a weight of M α . Corollary 2.15(ii) now implies that #{irreducible summands of M α } = dim(H).
On the other hand, we already know this many irreducible summands of M α : the 1-dimensional subspaces of ker(α) plus S α . Hence
[for (i)] For (ii), consider the S α -subrepresentation of L defined as
Each nonzero L β+iα is a 1-dimensional weight space, associated to the weight h α → β(h α )+2i. In particular, h α → 0 and h α → 1 cannot both be weights of M α,β . So Corollary 2.15(ii) applies, and we see that M α,β is irreducible. The conclusions of (ii) and (iii) now follow from the classification 2.14 of finite-dimensional irreducible representations of sl (2) .
[for (ii)(iii)]
2.6. Root systems. Again, L denotes a semisimple Lie algebra, with a fixed Cartan subalgebra H and set of roots Φ. In this subsection, we construct the root system of L. Proposition 2.16(i) shows that Φ spans H * , so we may pick a basis of H * consisting of α 1 , · · · , α l ∈ Φ. Let E Q be the Q-vector space spanned by α 1 , · · · , α l . It has dimension l = dim k (H * ).
Proof. Say λ is a k-linear combination λ = c i α i . Then for each α j (j = 1, · · · , l), we have
Note that all λ(h αj ) are integral by hypothesis, and all α i (h αj ) are integral by Proposition 2.17(ii). Hence the above formula can be seen as a system of linear equations in c i 's with integral coefficients. Its solution must then be rational.
Corollary 2.19. Φ ⊂ E Q . In particular, the vector space E Q does not depend on the choice of α 1 , · · · , α l .
Proof. Apply Lemma 2.18 to each element in Φ.
The Killing form κ induces a nondegenerate bilinear form on H * by
where the last equality holds because ad(t λ ) (respectively, ad(t µ )) acts on L as a diagonal matrix with entries {(α, λ)} α∈Φ (respectively, {(α, µ)} α∈Φ ).
Lemma 2.20. The bilinear form (·, ·) on H * restricts to a Q-valued bilinear form on E Q . Furthermore, (λ, λ) > 0 for all nonzero λ ∈ E Q .
Proof. Note that for every α, β ∈ Φ,
by Proposition 2.17(ii). Thus
Hence (β, β) ∈ Q. It follows from (2.5) that (α, β) ∈ Q as well. Since each element in E Q is a Q-linear combination of elements of Φ, the restriction of (·, ·) to E Q must be Q-valued. For the second statement, note that
Because Φ spans E Q , some (α, λ) = 0 if λ = 0.
We may now let E = E Q ⊗ Q R, and extend (·, ·) to a metric 4 on E. Propositions 2.16 and 2.17 may be recast into the statement that Φ is a root system in E, according to the following Definition 2.21. Let E be a finite-dimensional vector space over R, equipped with metric (·, ·). A subset Φ ⊂ E is a root system if (i) Φ is finite, spans E, and 0 / ∈ Φ; (ii) If α ∈ Φ, then cα ∈ Φ if and only if c = ±1. (iii) If α, β ∈ Φ, then 2(β, α) (α, α) ∈ Z, and σ α (β) = β − 2(β, α) (α, α) α ∈ Φ 2.7. Some combinatorics of root systems. Passage from the k-vector space H * to the R-vector space E makes questions about roots amenable to elementary, combinatorial attack. In this section, we gather a few useful statements about root systems. We omit their proofs since they are all elementary (but not necessarily easy!)
Let (E, Φ) be a root system. A base is a set ∆ ⊂ Φ such that (i) ∆ is a basis of E; (ii) In the unique expression of each β ∈ Φ as a linear combination of elements in ∆, either all coefficients are nonnegative, or all are nonpositive.
Theorem 2.22. Each root system has a base.
Proof. This is [1, Theorem 10.1].
A root β ∈ Φ whose coefficients are nonnegative is called a positive root; the set of positive roots is denoted by Φ + . Similarly, one may define negative roots, and we have Φ = Φ
The following result will be needed later:
Lemma 2.23. Let ∆ be a base of Φ and α, β ∈ ∆. Then α − β is not a root.
Proof. This is [1, Lemma 10.1].
By definition of a root system, each α ∈ Φ determines an action on Φ by
so it induces an action on E. This action by σ α is linear, involutive, and preserves the inner product (·, ·). It has the geometric interpretation of reflection across the hyperplane orthogonal to α. The group of transformations generated by {σ α } α∈Φ is called the Weyl group, and is denoted by W.
Theorem 2.24. W is finite.
Let ∆ be a base. The following results will also be needed later:
Then for each α ∈ ∆, there holds σ α (δ) = δ − α.
Proof. This is [1, Corollary to Lemma 10.2B].
Lemma 2.26. Let λ, µ ∈ E be such that (λ, α), (µ, α) ≥ 0 for all α ∈ ∆. If σλ = µ for some σ ∈ W. Then λ = µ.
Proof. This is [1, Lemma 10.3B].
If (E, Φ) is the root system associated to the Lie algebra L and Cartan subalgebra H, then the action of W on Φ extends to all of H * , since Φ spans H * by Proposition 2.16(i).
Representations
In this section, L denotes a semisimple Lie algebra, with a fixed Cartan subalgebra H and root system Φ. Let ∆ be a base of Φ. Correspondingly, we have the set of positive roots Φ + ⊂ Φ. Set
and B = H ⊕ N + . Note that N + is nilpotent, [B, B] = N + ; in particular, B is solvable. 5 The subalgebra N − is defined similarly, so we have L = N − ⊕ B.
3.1. Standard cyclic modules. We have to step beyond the realm of finite-dimensional L-modules. Let V be an arbitrary L-module. Then we may still define V λ for λ ∈ H * as
When V λ = 0, the linear function λ is called a weight of V , and V λ the associated weight space. Let Λ be the set of weights. Our new version of weight-space decomposition 2.12 becomes: (i) The subspace V spanned by all weight spaces is a direct sum:
Lemma 3.1. Let V be an L-module, and v ∈ V λ be nonzero. Then the following are equivalent
Such a vector v is called a maximal vector of V , the corresponding weight λ a highest weight of V . We usually denote a maximal vector by v + . Note that if V is finite-dimensional, v + exists by Lie's theorem 1.4 applied to the solvable algebra B. An L-module V , together with a maximal vector v
6 Note that if f : V → W is a surjective L-module morphism, and V is a standard cyclic module with maximal vector v + ∈ V λ , then W is a standard cyclic module with maximal vector A small lemma is needed:
5 In fact, it is a Borel subalgebra of L, i.e. a maximal solvable subalgebra. 6 The action of U(L) on elements of V is the canonical one, see §1.4. Note that we treat v + as part of the data of a standard cyclic module. We shall soon see that when V is irreducible, the maximal vector is unique up to scaling. 7 i.e. it is not a direct sum of proper L-submodules. Note that this is equivalent to irreducibility when V is finite-dimensional, by Weyl's Theorem 1.9.
Lemma 3.3. If an L-module V is a direct sum of its weight spaces, then any L-submodule W of V is a direct sum of its own weight spaces.
Proof. The weight spaces of W are those spaces W ∩ V µ that are nonempty. Evidently the sum of these spaces is direct, so we just need to show that their span W equals W . Suppose not. Then there exists a nonzero w ∈ W not in W , such that an expression of the form
has minimal r (across all such expressions of all such w). Thus r ≥ 2, and no v i belongs to W . Pick h ∈ H such that h(µ 1 ) = h(µ 2 ). Then
Since w has a shorter expression in v i 's, it lies in W . Hence v 2 ∈ W .
by the PBW theorem 1.10. The maximal vector v + is a common eigenvector for B, so
Using the PBW theorem for N − , the above equation shows that V is spanned by elements y This module V is called the Verma module associated to λ, and is denoted by V (λ).
Proof of existence. Let D(λ) = kv + be the 1-dimensional representation of B = H ⊕ N + defined by
This is an L-module as it acts on the left component.
Claim. Z(λ) is a standard cyclic module with maximal vector 1 ⊗ v + and highest weight λ.
Note that Corollary 1.11 to the PBW theorem shows that U(L) is a free U(B)-module. Hence 1⊗v + = 0. On the other hand,
Let V (λ) be the unique irreducible quotient of Z(λ). Then the image of 1 ⊗ v + in V (λ) is a maximal vector of weight λ.
Proof of uniqueness. Suppose V and W are irreducible L-modules with maximal vectors v + ∈ V λ and w
It is a standard cyclic submodule of V ⊕ W . The two projection maps
are surjective by irreducibility of V and W . Thus V ∼ = W by Proposition 3.2(iii).
(ii) dominant if λ(h α ) ≥ 0 for all α ∈ ∆. Let Λ + denote the subset of H * consisting of dominant, integral functionals. In this final subsection, we complete the proof of Theorem 0.1-the dashed arrows of the picture:
Theorem 3.5. The Verma module V (λ) is finite-dimensional if and only if λ is integral and dominant.
Proof of " =⇒ ". V (λ) is a finite-dimensional L-module with maximal vector v + of weight λ. For each α ∈ ∆, let S α ⊂ L be the subalgebra isomorphic to sl(2) that contains h α . Then v + is an eigenvector of h α annihilated by x α ∈ L α . As such, it is a maximal vector of V (λ) as a finite-dimensional S α -module. Corollary 2.15 now implies that λ(h α ) is a nonnegative integer.
The reverse direction is considerably harder. We need a few preliminary results. Suppose ∆ = {α 1 , · · · , α l }. Let S i = Span(x i , h i , y i ) be the copy of sl(2) in L corresponding to α i , and σ i be the reflection endomorphism σ αi on H * .
Lemma 3.6. For all k ≥ 0, the following identities hold in U(L):
Proof. First observe that for x, y ∈ L, there holds
Each formula follows from an induction based on (3.1). To prove the first one, for instance, we only need to show the base case k = 0. Note that [x i , y j ] ∈ L αi−αj . However, Lemma 2.23 shows that α i − α j is not a root, so L αi−αj = 0.
Suppose V is a representation of L, on which x ∈ L acts locally nilpotently, i.e. each v ∈ V is annihilated by some power (depending on v) of x. Then we can form an endomorphism of V by
It is an automorphism, since exp(
Lemma 3.7. Suppose V is a representation of L on which x j , y j act locally nilpotently for some j. Then the automorphism τ j = exp(x j ) exp(−y j ) exp(x j ) sends each weight space V µ into V σj (µ) .
Proof. Let v ∈ V µ , i.e. h i v = µ(h i )v for all i = 1, · · · , l. We ought to show that h i τ j (v) = (µ(h i ) − µ(h j )α j (h i )) τ j (v).
This will follow from the relation
Indeed, we may use Lemma 3.6 to compute h i exp(x j ) = exp(x j ) (h i + α j (h i )x j ) h i exp(−y j ) = exp(−y j ) (h i + α j (h i )y j )
x j exp(−y j ) = exp(−y j ) (x j − y j − h j ) Hence h i τ j = h i exp(x j ) exp(−y j ) exp(x j ) = exp(x j ) (h i + α j (h i )x j ) exp(−y i ) exp(x j ) = exp(x j ) exp(−y j ) (h i + α j (h i )x j − α j (h i )h j ) exp(x j ) = exp(x j ) exp(−y j ) exp(x j ) (h i + 2α j (h i )x j − α j (h i )h j − α j (h i )α j (h j )x j ) = τ j (µ(h i ) − α j (h i )µ(h j )) as α j (h j ) = 2. This prove (3.2).
Finally, we need a result on the action of Weyl group W on the set of integral functionals:
Lemma 3.8. Given any integral functional µ ∈ H * , there is a unique dominant, integral functional λ such that λ = σµ for some σ ∈ W.
Proof. Let E Q be the Q-span of elements in the base ∆. Lemma 2.18 shows that µ ∈ E Q . Let E = E Q ⊗ Q R, equipped with inner product (·, ·) as in §2.7. Let δ = 1 2
Suppose λ is an element in the set {σµ} σ∈W such that (λ, δ) is maximal; it exists since W is finite (Theorem 2.24). Note that λ is still an integral functional. Furthermore, for each α i ∈ ∆, (λ, δ) ≥ (σ i λ, δ) = (λ, σ i δ) = (λ, δ − α i ) = (λ, δ) − (λ, α i ) Hence (λ, α i ) ≥ 0. So λ is dominant. Uniqueness follows from Lemma 2.26.
Proof of " ⇐= " in Theorem 3.5. Let V be an irreducible, standard cyclic L-module with maximal vector v + ∈ V λ , where λ ∈ H * is dominant, integral. We shall prove that V is finite-dimensional. For each i = 1, · · · , l, let m i denote the nonnegative integer λ(h i ).
Claim. y We shall show that V is L-stable; V = V will follow by irreducibility. It suffices to show that each W ∈ Γ is sent into V by any element of L. Consider the space W = LW = x∈L,w∈W xw. It is finite-dimensional since both L and W are. Furthermore, if x ∈ L and y ∈ S i , then y(xw) = [y, x]w + x(yw) ∈ W .
Thus W is S i -stable. In other words, W ∈ Γ. So W ⊂ V . Now, the claim shows that each v ∈ V lies in a finite sum of finite-dimensional S i -submodules. Therefore x i , y i ∈ S i acts nilpotently on v. Lemma 3.7 proves that the automorphism τ i carries V µ into V σi(µ) . In particular, V µ = 0 =⇒ V σi(µ) = 0.
In conclusion, the set of weights Wt(V ) is stable under W.
Claim. Wt(V ) is finite.
Note that Lemma 3.8 gives a map Ψ with finite fibers (bounded by |W|):
The set Wt(V ) is contained in the set of integral functionals by Proposition 3.2(ii). The above discussion shows that Wt(V ) is preserved by Ψ. However, Wt(V ) ∩ Λ + is finite again by Proposition 3.2(ii). So the restriction of Ψ to Wt(V ) has finite image and fibers. It follows that its domain Wt(V ) is again finite.
