Abstract Since Markowitz's seminal work on the meanvariance model in modern portfolio theory, many studies have been conducted on computational techniques and recently meta-heuristics for portfolio selection problems. In this work, we propose and investigate a new hybrid algorithm integrating the population based incremental learning and differential evolution algorithms for the portfolio selection problem. We consider the extended mean-variance model with practical trading constraints including the cardinality, floor and ceiling constraints. The proposed hybrid algorithm adopts a partially guided mutation and an elitist strategy to promote the quality of solution. The performance of the proposed hybrid algorithm has been evaluated on the extended benchmark datasets in the OR Library. The computational results demonstrate that the proposed hybrid algorithm is not only effective but also efficient in solving the mean-variance model with real world constraints.
(investments) for a profitable investment strategy. The pioneering work to the PSP is the concept of efficient set developed by Nobel Laureate Harry Markowitz [32, 52] . In his seminal work [32] which sets the foundations of modern portfolio theory (MPT), Markowitz viewed portfolio selection as a mean-variance optimization problem with regard to two criteria: to maximize the reward of a portfolio (measured by the mean of expected return), and to minimize the risk of the portfolio (measured by the variance of return). More formally, a desirable portfolio is defined to be a tradeoff between risk and expected return.
With the continuous efforts of many researchers, Markowitz's seminal work has been widely extended. Markowitz et al. [34] , Pang [37] and Best and Hlouskova [8] adopted the mean-variance approach to compute the efficient frontier (see Sect. 2.1) of the PSP without taking into consideration of practical constraints. A number of exact approaches had also been proposed to solve the basic mean-variance PSP [33, 35] .
Although the Markowitz mean-variance model is the fundamental theory of MPT, direct application of this model is not of much practical use mainly due to the fact that it is simplified with some unrealistic assumptions. It assumes a perfect market without taxes or transaction costs where short sales are not allowed, and securities are infinitely divisible, i.e. they can be traded in any (non-negative) fraction. From the practical point of view, real-world investors commonly face restrictions such as cardinality and bounding constraints. The cardinality constraint imposes a limit on the number of assets in the portfolio either to simplify the management of the portfolio or to reduce transaction costs. The bounding constraint restricts the proportion of each asset in the portfolio to lie between the lower and upper bounds in order to avoid very small (or large) and unrealistic holdings. The more the model is extended to include relevant practical constraints the more it becomes difficult to solve. Many researchers have investigated a variety of techniques to solve the constrained PSP. Some research has been conducted to solve the PSP with cardinality constraints by using different exact techniques [7, 9, 29, 43, 54] . However, these exact techniques may fail to find an optimal solution in a reasonable time and are computationally ineffective when applied to large-scale problems.
Extending the PSP with cardinality constraint already transforms the model from quadratic optimization model to quadratic mixed-integer problem (QMIP), which is proved to be NP-hard [36] . Since QMIPs are hard to solve optimally, many researchers have applied different heuristic optimization methods to the constrained PSP. Some research uses heuristics to solve the constrained PSP in the meanvariance framework. Fernandez et al. [19] applied a Hopfield neural network heuristic to the PSP with cardinality and bounding constraints. Jobst et al. [26] proposed two heuristics (integer restart and reoptimization) using FortMP solver [17] for the constrained PSP. Perold [38] proposed a piecewise linear convex approximation of the cost function to locate efficient frontier for large-scale PSP considering a number of constraints.
Recent research on the constrained PSP with the meanvariance framework has also investigated local search based algorithms. Shearf [39] applied a hill climbing algorithm for the constrained PSP. Arriaga and Valenzuela-Rendón [2] presented a steepest ascent hill climbing algorithm. The results indicated that it is competitive against genetic algorithms in terms of performance and execution time. Carama and Schyns [12, 40] adopted simulated annealing (SA) to solve the Markowitz model with real-world constraints. It was claimed that the proposed algorithm can approximate the efficient frontier for medium size problems in a reasonable runtime. Busetti [10] also investigated tabu search (TS) to solve the PSP with cardinality, bounding and transaction cost constraints. Shearf [39] , Chang et al. [11] and Woodside-Oriakhi et al. [56] presented TS and SA to solve PSP with cardinality and bounding constraints. Computational results on the OR-library datasets [5, 6] were presented. Gaspero et al. [22] proposed a hybrid technique that combines local search with a quadratic programming procedure to solve the constrained PSP.
In recent years, a majority of work in the literature had been focused on population based metaheuristic algorithms for the PSP in mean-variance framework. Several works had applied genetic algorithms (GAs) to solve PSP with various constraints [11, 45, 56] . Experimental results showed that GAs outperformed SA and TS. Some works had also applied the particle swarm optimization algorithms (PSOs) to compute the constrained efficient frontier of PSP [13, 24, 57] .
Moral-Escudero et al. [36] proposed a hybrid strategy to solve the PSP with cardinality constraints. The proposed hybrid method uses GA to select the optimal subset of the available assets and quadratic programming to determine the proportion of capital to be invested in each asset. The results outperformed TS in several benchmark problems. Xu et al. [58] also presented a hybrid algorithm to solve the PSP with cardinality and bounding constraints. The proposed algorithm hybridizes a population based incremental learning algorithm and a continuous population based incremental learning algorithm to optimize the selection and the proportion of assets respectively. The experimental results showed that the proposed algorithm was competitive to GA and PSO and achieved good results in searching efficient portfolios with high expected returns.
Several works had also been carried out for the PSP using multiobjective approaches. Ehrgott et al. [16] applied a GA to optimize the PSP with objectives which are aggregated via user-specified utility functions. Skolpadungket et al. [44] and Streichert et al. [48] proposed various types of multiobjective GAs to solve the constrained PSP. Krink et al. [27, 28] proposed a differential evolution (DE) algorithm for multiobjective portfolio optimization. The proposed algorithm was compared with quadratic programming and NSGA-II. A comprehensive review of metaheuristics in portfolio selection problem could be found in [15] and [30] .
In this work, we propose a hybrid algorithm to compute efficient frontier for the mean-variance model with the cardinality and bounding constraints. The rest of the paper is organized as follows. Section 2 presents the basic Markowitz mean-variance model and extends the model with cardinality, floor and ceiling constraints. Section 3 provides a detailed description on the components of the hybrid algorithm based on population based incremental learning and differential evolution algorithms. Section 4 presents experiments performed and the computational results. Conclusions are given in Sect. 5.
Problem statement

The Markowitz mean-variance model
The Markowitz mean-variance model (MV model) is formulated as an optimization problem over real-valued variables with a quadratic objective function and linear constraints as follows.
where N is the number of available assets, μ i is the expected return of asset i (i = 1, . . . , N), σ ij is the covariance between assets i and j (i = 1, . . . , N; j = 1, . . . , N), R * is the desired expected return, and w i (0 ≤ w i ≤ 1) is the decision variable which represents the proportion hold of asset i. Equation (1) minimizes the total variance (risk) associated with the portfolio whilst Eq. (2), the return constraint, ensures that the portfolio has a predetermined expected return of R * . Equation (3) defines the budget constraint (all the money available should be invested) for a feasible portfolio while Eq. (4) requires that all investment should be positive, i.e., no short sales are allowed. We could trace out the set of efficient portfolios by solving the model (Eqs. (1)- (4)) repeatedly with different value of R * at each time, see Fig. 1 . By introducing a risk aversion parameter λ ∈ [0, 1], the sensitivity of the investor to the risk can be defined in the model as follows.
In Eq. (5), when λ is zero, the model maximizes the mean expected return of the portfolio regardless of the variance (risk). On the other hand, when λ equals one, the model minimizes the risk of the portfolio regardless of the mean expected return. For the portfolio selection problem in Eqs. (5)-(7), a portfolio is considered to be efficient based on the concept of the Pareto optimality [21] . In other words, for a given level of risk, compared to an efficient portfolio, there should be no portfolio with a higher expected return, or conversely for a given expected return there should be no portfolio with a lower risk. The complete set of these efficient portfolios forms the efficient frontier that represents the best trade-offs between the mean return and the variance (risk). 1 Figure 1 shows the unconstrained efficient frontier derived for the Hang Seng dataset (see Sect. 4.1) from the OR-library [5, 6] .
The mean variance model with cardinality and bounding constraints (CCMV)
The basic mean variance model has several limitations which prohibit its use in practice. As a result, several extensions and modifications have been developed in the literature to address real world constraints. In this work, we consider two common trading constraints, namely the cardinality and bounding constraints. Cardinality constraint specifies the maximum number of assets that a portfolio can hold 1 For an analytic derivation of the efficient frontier, see [35] . to simplify the management of the portfolio and to reduce transaction costs. Bounding constraints 2 specify the lowest and highest limits on the proportion of each asset that can be held in a single portfolio. With these two constraints, the model can be described as follows.
where K is the desired number of invested assets in the portfolio, s i denotes whether asset i is invested or not. If s i equals to one, asset i is chosen to be invested and the proportion of capital
Otherwise, asset i is not invested and w i equals to zero. The above stated CCMV model is a mixed integer quadratic programming problem for which there exists no efficient algorithm. It may be seen as two subproblems: the selection of assets and the determination of the proportions of the selected assets. A new hybrid algorithm is presented in Sect. 3 to address these problems. When the basic model is extended to include the cardinality and bounding constraints, the resultant efficient frontier might be discontinuous [11, 26] .
A hybrid algorithm (PBILDE) for the portfolio selection problem
In this work, we propose a new hybrid approach based on evolutionary algorithms which iteratively evolve a population of candidate solutions towards better solutions. Inspired by the works in the literature [4, 50, 51, 53, 58] , our hybrid approach, PBILDE, combines population based incremental learning (PBIL) and differential evolution (DE) to solve the CCMV model. Population Based Incremental Learning (PBIL), proposed by Baluja [3, 4] , is one of the simplest yet effective Estimation of Distribution Algorithms (EDAs). It is based on the idea of evolving the individuals of the population based on statistical information gathered during evolution. Assuming there is no dependence between the variables, PBIL uses a probability vector to represent the distribution of all individuals. The probability vector is learnt towards the values that represent the best solution. The population of random samples is then generated based on the probabilities specified in the probability vector. For more comprehensive overviews of PBIL, see [3, 4, 25, 41] .
Differential Evolution (DE), proposed by Stron and Price [46, 47] , is one of the most successful evolutionary algorithms (EAs) for continuous optimization problems. Like a typical EA, DE has a random initial population that is then improved using mutation, crossover and recombination operations. DE mutates a (parent) vector in the population with a scaled difference of other randomly selected individual vectors. The resultant vector is then crossed over with the parent vector to generate a trial or offspring vector. The offspring vector replaces the parent vector if it has a better fitness value. Otherwise, the parent vector survives and is passed on to the next generation. There are several variants of DE in the literature [46, 47] . They are varied by using different types of solutions, different number of solutions to calculate the mutation values and different types of recombination operators. In this work, we use the scheme which can be classified as DE/rand/1/bin, where "rand" indicates that individuals are selected randomly to compute the mutation values, "1" denotes the number of pairs of solutions chosen and finally "bin" means that binomial recombination is used. For more comprehensive overviews of DE, see [14, 18, 31, 46, 47] .
Overview of the hybrid algorithm
We propose a hybrid algorithm, PBILDE, to efficiently address the CCMV model described in Sect. 2.2. PBILDE maintains a population of chromosomes, each representing a potential solution to the portfolio selection problem with cardinality and bounding constraints. It also maintains a real-valued probability vector to denote the probability of each asset being selected in high quality portfolios. As mentioned in the previous section, the portfolio selection problem can be seen as two sub-problems, the determination of the selection of assets and the allocation of capital to each asset. In each iteration of PBILDE, the probability vector is used to generate a population of solutions determining which assets are included in each solution. The DE offspring generation scheme (see Sect. 3.2.7) is used to allocate the proportions of assets.
In each iteration, PBILDE maintains an archive of the best solutions found during the evolution (see Sect. 3.2.4). A partially guided mutation (see Sect. 3.2.6) is also adopted to guide further search towards selecting favorable set of assets. The evolution process continues until a stopping criterion is met (i.e., the current best objective function value is better than a given value or it reaches to a certain number of generations). The detailed description of the algorithm and pseudocode (see Fig. 2 ) are described in Sect. 3.2.
The hybrid algorithm
Let N = number of available assets NP = number of individuals in the population K = number of selected assets in a portfolio, i.e. the cardinality i = minimum limit on the proportion of the ith asset δ i = maximum limit on the proportion of the ith asset = s i of the worst portfolio of the current population LR = learning rate NEG_LR = negative learning rate MP = mutation probability MR = mutation rate CR = crossover rate F = scaling factor 
Solution representation and encoding
In our solution representation, one probability vector of size N is used to determine which assets are included in the portfolio. The probability vector v is updated throughout the evolution by learning from the best solutions obtained from the population. Two vectors of size N are used to define a portfolio p: a binary vector s i , i = 1, . . . , N denoting whether asset i is included in the portfolio, and a real-value vector w i , i = 1, . . . , N representing the proportions of the capital invested in the assets. Some existing research adopts the same encoding method to define a portfolio [1, 49] . 
Initialization
In PBILDE, the evolution is carried out on a population of a predefined number of individuals p which are represented by s i and w i . The probability vector υ i is used to determine if asset i is selected in a portfolio, i.e. s i = 1 or s i = 0. An initial population of the predetermined number of portfolios from the N available assets is randomly generated. Initially, the probability vector υ i is set to 0.5 to give equal chances to each asset being selected. The proportions of the selected assets in each solution are then randomly generated from the given lower and upper bounds by adopting Gaussian distribution. The randomly constructed portfolio could violate the constraints in the model and the constraint handling scheme described in Sect. 3.2.8 is applied to adjust and normalize the weights. (See Fig. 3) 
Evaluation
To differentiate good and bad portfolios, the fitness of a portfolio p is evaluated as follows:
where f (p) denotes the fitness of individual p, λ * denotes the value of λ, w i and w j denotes the ith and j th dimension of the proportion vector in individual p, respectively. The smaller the fitness value the better is the portfolio.
Maintain of the archive
During the evolution, an archive (GBest) reserves the M best portfolios. At each iteration during the evolution, the archive is updated to maintain the best individuals found so far. If the best individual in the new sampled population (cbest) at the current generation is worse than the global best individual found so far (best), then the M worst individual(s) of the current population are replaced by the M global best individual(s) from the archive. The strategy promotes the convergence of the algorithm. The idea to maintain the archive is to ensure that the global best solutions found by the algorithm are not lost and to exploit the global best solution(s) found during the search to help find better solutions.
Update of the probability vector
In PBILDE, the probability vector υ is used to store statistic information collected during the evolution to guide the generation of the following populations. At each generation, the learning rate (LR) and negative learning rate (NEG_LR) are used to update the probability vector (υ). They control not only the speed at which the probability vector is shifted to resemble the best solution vector but also the portion of the search space that will be explored [20, 42] . The probability vector is updated by learning from the best solution of the current population s cbest i at a learning rate LR as follows:
In addition, after the probability vector is updated at the learning rate LR, if the ith asset is selected in the best solution but it is not selected in the worst solution or vice versa (i.e., s cbest i = s cworst i ) then the ith asset has a higher probability of being selected or not selected. Hence, the probability vector is updated by a negative learning rate NEG_LR in order to move away from bad solutions i.e. learn from the bad individuals. When
, it is updated in the same way as PBIL in [58] as follows:
Mutation of the probability vector
One of the factors to consider in designing the model in populationbased approaches is to find an effective way to generate offspring. The approximate optimality principle [23] assumes that good solutions tend to have similar structure. This assumption is reasonable for many real-world problems. Based on this assumption, an ideal offspring generator aims to produce a solution which is close to the best solutions found so far in the hope that the resultant solution will be not far from the best solution and fall into a promising area of the search space [59] .
At each iteration of the evolution, each dimension of the probability vector (υ) is updated according to a certain mutation probability (MP). By taking into account of the balance between the exploitation and exploration of the search space, we adopt a new partially guided mutation. It gives an equal chance to mutate the probability vector (υ) either randomly or based on the global best solution at a mutation rate MR (i.e., guided mutation). The aim is to strike a balance between exploiting good structures in the best solutions and exploring other areas of the search space. The pseudocode of the guided mutation is described in Fig. 4 .
In PBILDE, the probability vector (υ) in the main evaluation is maintained by update and mutation based on the best and worst individuals in the population. It is then utilized to influence the selection of assets in the next generation of portfolios. The proportion of the asset is generated by DE offspring generation scheme, as explained next. 
DE offspring generation
The offspring generation scheme in PBILDE works with a population of solutions evolved during evolutions. The population of the next generation, P g+1 , is created based on the current population of the generation P g with NP individuals (portfolios where w j,i denotes the proportion of the ith asset in the j th portfolio and s j,i denotes whether the ith asset in the j th portfolio is selected or not. A trial population is generated as described in Fig. 5 . For each trial portfolio, if the ith asset is selected then the weights of ith asset is generated by the mutation and crossover operations. Firstly, three mutually different indices, r 1 , r 2 and r 3 , which are also dif-ferent from the index j of the current trial portfolio p g+1 j , are randomly selected from the parent population. The indices r 1 , r 2 and r 3 are randomly selected for each trial vector in the trial population.
In the mutation operation, the difference between two of the randomly selected vectors (r 1 and r 2 ) from the current population is multiplied by an amplification factor, F , and it is added to the third randomly selected vector (r 3 ) from the current population.
The binary crossover is performed to yield the trial vector. The crossover probability CR represents the probability of mutating the value of the trial vector. The condition i == r is to ensure that at least one element of the trial vector is different compared to the elements of the parent vector from the current generation. Similar to the initialization process, if the trial solution generated violates the constraints in the model, the constraint handling scheme (see Sect. 3.2.8) is applied.
The population of the next generation P g+1 is selected from the current population P g and the trial population P g+1 . Each individual of the trial population is compared with the corresponding individual of the current population. PBILDE adopts the greedy selection in DE [47] . Under the greedy criterion, the better individual with the better fitness value becomes a member individual of the next generation's population:
Constraint handling
During the population sampling, each constructed individual must be repaired if the representative portfolio does not satisfy the constraints of the problem. If the number of the selected assets is smaller or larger than K, then a repair operator selects or deletes an asset by using a heuristic which prioritizes the assets [13] . The idea is that the asset with a higher expected return and a lower covariance with other assets is believed to have higher chances to be in the best portfolio. The repair process continues until the number of assets in a portfolio equals K, i.e. it satisfies the cardinality constraints (Eq. (10)).
The budget constraint in Eq. (9) is satisfied by firstly normalizing the weights: w i = w i / N j =1 w j over those assets selected based on the probability vector υ. Moreover, the bounding constraint in Eq. (11) requires the proportion of asset i to be in the range [ i , δ i ]. If the proportion of asset after the normalization violates the upper or lower bound constraints, then it is adjusted as follows:
The same repair strategies have been used in the literature [11, 13, 58] to adjust the number of assets and the weight of assets in the portfolio. We adopt these strategies for a fair comparison in the experiments.
Computational results
In this section, we describe the experiments performed and present computational results on both unconstrained and constrained PSP. The proposed PBILDE hybrid algorithm described in Sect. 3 has been compared to two other approaches, DE and PBIL. The DE approach differs from PBILDE in such a way that it performs selection of assets randomly before determining the proportions of assets in the weight vector. In other words, instead of using the probability vector, it makes no effort to learn from the population in order to decide which assets are favorable to be included.
The PBIL approach adopted in our experiment is originally proposed by Xu et al. [58] . Xu et al. [58] proposed a hybrid algorithm called PBIL_CCPS by integrating a PBIL and a continuous PBIL for the constrained PSP. It first builds a probabilistic model about the distribution of good individuals in the search space and then samples a new generation of population using the probabilistic model. It maintains three vectors, a probability vector, a mean vector and a standard deviation vector, to learn from the previous generation. Like PBIL in [58] , our adapted PBIL uses the same three vectors, probability vector, the mean and standard deviation vectors, and allocates a random proportion for the selected asset by Gaussian distribution. Unlike Xu et al. [58] , our PBIL approach with the archive of the best individuals (the elite) replaces the M worst solutions of the current population with the M global best solutions. Moreover, we introduce a partially guided mutation to exploit the information obtained during the evolution about the search space.
All three algorithms (PBILDE, PBIL and DE) in our study are applied with the elitism and partially guided mutation to demonstrate the effectiveness and efficiency of the hybrid PBILDE against the PBIL and DE with the same settings.
The proposed PBILDE has also been compared to a number of state-of-the-art approaches in the literature using the same evaluation methods to demonstrate the effectiveness of the hybrid algorithm for both the constrained and unconstrained PSP. All of our experiments are coded in C# and run on a core2duo with a 3.16 GHz processor and 2 GB RAM. The experimental results obtained for each algorithm are the average of 20 runs.
DataSets
A test data for the portfolio optimization problems from the ORlibrary [5, 6] is used to evaluate the performance of the algorithms described above. These datasets contain the estimated returns and the covariance matrix of five different stock market indices: Hang Seng in Hong Kong, DAX 100 in Germany, FTSE 100 in UK, S&P 100 in USA and Nikkei 225 in Japan. For each set of the test data, the number of assets N is 31, 85, 89, 98 and 225, respectively. In the current literature of portfolio selection problem, this set of dataset has been widely adapted and tested, and is recognized as the benchmark to evaluate computational algorithms. All information of the dataset itself and their best known solutions can be accessed online [6] .
Parameter settings
In the parameter settings, the value of λ in the objective function (Eq. (5) 
Unconstrained PSP
. . , N) and NP = 20 for the unconstrained problem.
For PBIL, the values of the learning rate (LR) and the negative learning rate (NEG_LR) are 0.1 and 0.075, respectively. The mutation probability (MP) and mutation rate (MR) in the partially guided mutation, see Fig. 4 , are 0.05 and 0.05, respectively. The number of the best M portfolios is set as NP/4. The probability of the learning rate of the mean vector and standard deviation vector PLR, is linearly increased from the range [0.05,0.4]. The above parameter values are set by referring those in [58] and testing.
In DE, the two parameters CR and F are set as 0.8 and 0.9, respectively, as proposed in [55] . The number of the best M portfolios is set as NP/4.
In PBILDE, the values of the learning rate (LR) and the negative learning rate (NEG_LR) are the same as those in PBIL. CR, F and M values are the same as those in DE. The mutation probability (MP) and mutation rate (MR) are 1/N and 0.05 respectively.
Constrained PSP
In all three algorithms, we set K = 10, i = 0.01 (i = 1, . . . , N) and δ i = 1 (i = i, . . . , N) for the constrained test. For PBIL and DE, the population size (NP) is set as 20. For PBILDE, we set mutation probability MP = 1/N and number of population NP = N/4.
Performance evaluation
To compare the efficiency of the algorithms, we compared the efficient frontier obtained by each algorithm with the optimal solutions provided by OR-library [5, 6] . We adopt the same approach as previously used by Chang et al. [11] to calculate the percentage deviation of each portfolio. It is evaluated by measuring the distance of the obtained efficient portfolio from the optimal efficient frontier. As mentioned in Sect. 4.2, 50 weighting parameter (λ) values are used to calculate the efficient frontier of the portfolio selection problem (see Eq. (8)). We maintain a set V which consists of the best solution found for each λ. Each portfolio in set V is used to evaluate the percentage deviation from the optimal efficient frontier for the unconstrained PSP.
For the constrained PSP, the efficient frontier becomes discontinuous when the cardinality constraint is included in the problem (see Sect. 2.2). It is therefore considered to be inappropriate to use only set V to evaluate the performance of the algorithms. Another set H is thus defined to store all efficient portfolios during the evolution. For each value of λ, let p(λ) be the current best portfolio found by the algorithm. During the course of iteration, a newly found portfolio is added to H if it is better than p(λ). Those portfolios which are dominated by other portfolio in the set are then removed from the set H . The resulting set H and set V are used to calculate percentage deviation errors for the constrained PSP.
The same evaluation method of percentage deviation errors in Chang et al. [11] has been adopted. Each obtained portfolio in the set H and set V is evaluated by measuring its distance (i.e., horizontally and vertically) from the optimal efficient frontier. The horizontal distance (x) from the efficient frontier is measured by considering the portfolio with fixed expected return. Similarly, the vertical distance (y) from the efficient frontier is measured by considering the portfolio with fixed risk. The final percentage deviation error is then measured by taking the minimum of these two values.
Experimental results
Unconstrained PSP
It has been observed that the population size of the algorithms does not lead to significantly different results for the unconstrained PSP. We therefore set the population size as 20. Table 1 provides the comparison on the results of set V of three algorithms, namely PBILDE, DE and PBIL. PBILDE performed the best and obtained better results on 4 out of 5 datasets. We can conclude from the results that PBILDE is an efficient algorithm. DE is the second best Table 2 Comparison results of PBILDE with Chang et al. [11] and Xu et al. [58] for the unconstrained PSP We also compare PBILDE with the results from Chang et al. [11] and Xu et al. [58] in Table 2 , where MedPE and MPE denote the average values of the obtained median percentage error (MedPE) and mean percentage error (MPE) of set V in 20 runs.
The comparison results show that PBILDE can achieve better solution in most instances.
Constrained PSP
In this section, before we compare the proposed PBILDE to other heuristic approaches, we outline a number of tests performed to decide the value of population size assignment and to adopt the new partially guided mutation and elitist scheme in PBILDE. Different population sizes are tested for the constrained PSP and the results are shown in Table 3 . Unlike for the unconstrained PSP where the setting of population size does not lead to different performance, results show that for constrained PSP, setting population size (NP) as N/4 is better than both 20 and 2N . It obtains more efficient points in set H at a much higher computation time.
We tested the role of partially guided mutation (PGM) in PBILDE. The results shown in Table 4 are the average results of 20 runs as mentioned above. It is clear from Table 4 that adopting the partially guided mutation in PBILDE contributes to better solution quality.
We also tested the contribution of elitist strategy in PBILDE. Given the result shown in Table 5 , we would conclude that it is an advantage to maintain the archive scheme in PBILDE. Table 6 provides the comparison results of PBILDE, PBIL and DE with population size NP = N/4. PBILDE outperforms DE and PBIL in all instances. Results show that PBILDE uses up less CPU time on larger problems when compared against PBIL and DE. Furthermore, the lack of consideration on an efficient selection of assets in DE penalizes the algorithm performance. Both PBIL and PBILDE use a probability vector in determing the selection of assets in a portfolio. Experimental results of PBIL compared with PBILDE show that the use of the probabilistic model with the mean and standard deviation vectors in determining the proportions of the assets is not as effective as employing the DE within PBILDE. Figure 6 shows the comparison of the efficient frontiers of PBILDE, PBIL and DE for the constrained PSP. We also evaluated the performance of the algorithms by the average fitness of the efficient portfolios obtained throughout the evolution. The fitness of the algorithm in a certain generation is measured by the average mean percentage error deviation of the obtained efficient portfolios from the unconstrained efficient frontier (UCEF). The performance of the algorithms is provided in Fig. 7 . In all figures, the graphs represent the average of the mean percentage error in 20 runs. The results clearly demonstrate that our proposed algorithm PBILDE significantly outperforms DE and PBIL on all problems tested.
Chang et al. [11] present three heuristic algorithms based on GA, SA and TS for the constrained PSP and report GA performs better than SA and TS. Xu et al. [58] also present a hybrid algorithm (PBIL_CCPS) and report it performs better than GA and PSO. We therefore compare PBILDE with the GA proposed by Chang et al. [11] and PBIL_CCPS from Xu et al. [58] for the constrained PSP. Both Chang et al. [11] and Xu et al. [58] adopted the CCMV model described in Sect. 2.2. The comparison results in Table 7 show that PBILDE outperforms GA and PBIL_CCPS in most instances.
Various models have been proposed in the literature to solve the constrained PSP, where different variable definitions, objective functions, heuristic techniques, benchmarks and evaluation criteria have been employed. Therefore, it is very difficult, if not impossible, to conduct a fair comparison on different modelling approaches. For the completeness, we next provide the comparisons of our PBILDE against those of different approaches in Gaspero et al. [22] and Woodside-Oriakhi et al. [56] who use the OR-library instances with the same set of constraints. Gaspero et al. [22] present a hybrid technique (SD+QP) which combines local search metaheuristics and the quadratic programming (QP) procedure. In their work, they also reimplement the hybrid method based on a Hopfield neural network, originally proposed by Fernandez et al. [19] , and calculate the mean percentage deviation in set H . We compare PBILDE with this SD+QP approach [22] and the results are shown in Table 8 . The comparison results show that PBILDE outperforms the SD+QP approach by Gaspero et al. [22] . As reported in Table 8 , the neural network approach by Ferandez et al. [19] performs better than PBILDE in 3 out of 5 instances. However, PBILDE is better with regard to the overall average percentage error of all instances. Recently, Woodside-Oriakhi et al. [56] propose a GA with subset optimization for the constrained PSP. The constrained portfolio selection problem was reformulated by relaxing constraint (Eq. (2)), where the expected return may vary within 10 % of the desired return range. The search of the algorithm is thus more flexible to explore a wider area of the search space of the relaxed problem. The same mechanism has been applied to develop a SA and TS. The weighted sum approach as described in Eq. (5) approximates the constrained EF by accumulating the set of points which are not evenly distributed along the return axis whereas the WoodsideOriakhi et al. approach approximates the constrained EF by accumulating the set of efficient points which are evenly distributed among 50 values of the expected return in the prespecifed range.
The comparison results are shown in Table 9 . The GA by Woodside-Oriakhi et al. outperforms in all instances except the Hang Seng dataset. PBILDE outperforms the SA by WoodsideOriakhi et al. [56] in most instances. PBILDE is competitive to the TS by Woodside-Oriakhi et al. [56] . However, the maximum and minimum percentage error results show that PBILDE results are stable compared to those of the three algorithms presented by Woodside-Oriakhi et al. [56] .
Conclusions
In this work, we have proposed an efficient and effective hybrid algorithm (PBILDE) to solve the portfolio selection problem with cardinality, floor and ceiling constraints. The proposed PBILDE algorithm hybridizes a PBIL and a DE to explore and exploit the complex and constrained search space of the problem concerned. It also adopts a partially guided mutation and an elitist strategy to enhance the evolution over the search space. For the unconstrained Table 9 Comparison results of our hybrid algorithm (PBILDE) against Woodside-Oriakhi et al. [56] problem, PBILDE outperforms in almost all instances compared against DE and PBIL with similar or higher computational expenses. It also outperforms other existing approaches in the literature for the constrained problem. Results justify the effectiveness of the elitism and partially guided mutation in PBILDE. The comparison results against the PBIL, DE, as well as several algorithms in the literature again show that the proposed hybrid algorithm is highly competitive in most cases. The proposed PBILDE algorithm may be further extended to solve different PSP models with various constraints in our future work.
