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For a metric continuum X , we consider the hyperspaces C(X) and F2(X) of all subcontinua
and of all nonempty subsets of X with at most two points, respectively. In this paper
we study classes of continua X for which F2(X) can be embedded in C(X) and we
also characterize locally connected continua X for which C(X) can be embedded in the
Euclidean space R4 and we prove a similar result for R5.
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1. Introduction
A continuum is a compact connected metric space, with more than one point. Given a continuum X we consider the
following hyperspaces of X :
2X = {A ⊂ X: A is a nonempty closed subset of X},
Cn(X) =
{
A ∈ 2X : A has at most n components},
C(X) = C1(X), and
Fn(X) =
{
A ∈ 2X : A has at most n points}.
All these hyperspaces are considered with the Hausdorff metric H . The hyperspace Fn(X) is called the n-th symmetric
product of X .
For an open set U ⊂ X , deﬁne 〈U 〉 = {A ∈ C(X): A ⊂ U }.
Given a convex continuum X in a Euclidean space Rm , there is a very natural way to embed F2(X) into C(X), namely,
for each two points p,q ∈ X we associate, to the set {p,q}, the convex interval pq in Rm . So, it is natural to ask: for what
continua is it possible to construct a natural embedding from F2(X) into C(X)?, or more generally, we can consider the
following problem.
Problem 1. Characterize the continua X for which F2(X) can be embedded in C(X).
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An m-od in a continuum X is a subcontinuum B of X such that there exists A ∈ C(B) such that B − A has at least m
components. In [6], A. Illanes proved that X contains an m-od if and only if C(X) contains an m-cell. Thus, if X contains
an m-od, then dim[C(X)] m. The converse is not true, that is, it is possible to ﬁnd continua X without 2-ods (equiva-
lently, X is hereditarily indecomposable) for which dim[C(X)] = ∞ [11, p. 294]. In [3, 7.4] R. Duda, showed that if X is
a ﬁnite graph, then dim[C(X)] = max{ordA(X): A ∈ C(X)}. Thus, dim[C(X)] m if and only if X contains m-ods. By [10,
Theorems 5.4 and 5.5], if X is a locally connected continuum, then X is a ﬁnite graph if and only if dim[C(X)] < ∞. On the
other hand, if X is embeddable in the Euclidean space Rm , then dim[X]m. So, it is natural to ask if the converse of this
implication holds.
Problem 2. Let X be a locally connected continuum. Is it true that C(X) is embeddable in Rm if and only if X does not
contain (m + 1)-ods? Equivalently, is it true that C(X) is embeddable in Rm if and only if dim[C(X)]m?
By [9, Theorem 72.2], Problem 2 only makes sense when X is a ﬁnite graph. For m = 3, the only ﬁnite graphs not
containing 4-ods are the arc, the simple closed curve, the simple triod and the noose, and by [9, Examples 5.1–5.4], for each
one of these ﬁnite graphs X , C(X) can be embedded in R3. Thus, for m = 3, Problem 2 has a positive answer. The second
part of this paper is devoted to solve Problem 2 for m = 4 and m = 5. We do not know the answer to Problem 2 for any
m 6.
Some results related to the topic of this paper can be found in [1,7] and [14, Chapter III].
2. Finite graphs
An arc is a continuum homeomorphic to the interval [0,1]. An m-cell is a continuum homeomorphic to the m-cube
[0,1]m . A ﬁnite graph is a continuum X which is the union of a ﬁnite number of arcs such that the intersection of each two
of them is ﬁnite. An ∞-od in X is a subcontinuum B of X such that there exists a subcontinuum A of B such that B − A
has inﬁnitely many components.
Throughout this paper we will use the following particular ﬁnite graphs.
Notation 3.
3.1. X1 = [0,1],
3.2. X2 = {(x, y) ∈R2: |(x, y)| = 1},
3.3. X3 = ([−1,1] × {0}) ∪ ({0} × [0,1]),
3.4. X4 = X2 ∪ ([1,2] × {0}),
3.5. X5 = ([−1,1] × {0}) ∪ ({0} × [−1,1]),
3.6. X6 = ([−1,1] × {0}) ∪ ({−1,1} × [−1,1]),
3.7. X7 = X2 ∪ ([−1,1] × {−1}),
3.8. X8 = {(x+ 1, y) ∈R2: (x, y) ∈ X2} ∪ {(x− 1, y) ∈R2: (x, y) ∈ X2},
3.9. X9 = X2 ∪ ([1,2] × {0}) ∪ ({2} × [−1,1]),
3.10. X10 = {(x+ 2, y) ∈R2: (x, y) ∈ X2} ∪ {(x− 2, y) ∈R2: (x, y) ∈ X2} ∪ ([−1,1] × {0}),
3.11. X11 = X2 ∪ ([−2,−1] × {0}) ∪ ([1,2] × {0}),
3.12. X12 = X2 ∪ ([−1,1] × {0}).
Theorem 4. If X is a ﬁnite graph, then F2(X) can be embedded in C(X) if and only if X is not a simple closed curve.
Proof. It is known that F2(X2) is homeomorphic to the Möbius strip (see [9, Exercise 1.26]) and, by [9, Example 5.2], C(X2)
is a 2-cell. Thus, F2(X2) cannot be embedded in C(X2).
For the suﬃciency, let X be a ﬁnite graph. It is easy to prove (see [16]) that, if X does not contain a 5-od, then X is
homeomorphic to one of the graphs, X1, . . . , X12. We analyze three cases.
Case 1. X contains 5-ods.
By [9, Theorem 70.1], C(X) contains a 5-cell. It is easy to see that F2(X) is 2-dimensional (see Lemma 3.1 of [2]). Thus,
by [5, Theorem V 2], F2(X) can be embedded in a 5-cell. Therefore, F2(X) can be embedded in C(X).
Case 2. i ∈ {1,3,4}.
It is easy to see that F2([0,1]) and C([0,1]) are 2-cells. Therefore, F2(X1) can be embedded in C(X1). By [9, Theo-
rem 70.1], C(X3) and C(X4) contain 3-cells and, by [1, Theorem 3], F2(X3) and F2(X4) can be embedded in [0,1]3. Hence,
for each i ∈ {3,4}, F2(Xi) can be embedded in C(Xi).
Case 3. i ∈ {5,6,7,8,9,10,11,12}.
Let i ∈ {5,6,7,8,9,10,11,12}. Notice that C(Xi) contains a 4-cell and Xi is embeddable in [0,1]2. By [13, Theorem 1],
F2([0,1]2) is a 4-cell. Therefore, F2(Xi) can be embedded in C(Xi). 
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Let X be a locally connected continuum. By [10, Theorems 5.4 and 5.5] dim[C(X)] is ﬁnite if and only if X is a ﬁnite
graph. In this section we improve this result by showing that C(X) contains a topological copy of the Hilbert cube if and
only if X is not a ﬁnite graph. Since every continuum can be embedded in the Hilbert cube, we will conclude that, if X is
not a ﬁnite graph (and X is locally connected), then F2(X) can be embedded in C(X).
Given two points p and q in the Euclidean plane R2, let pq denote the convex segment joining them. Let θ = (0,0).
A simple triod T is a continuum homeomorphic to the space X3 deﬁned in 3.3. The point that corresponds to θ is called the
vertex of T .
Deﬁne
Fω =
⋃{
θ
(
1
n
,
1
n2
)
⊂R2: n 1
}
and F0 =
([0,1] × {0})∪(⋃{{1
n
}
×
[
0,
1
n
]
: n 1
})
.
Theorem 5. Let X be a locally connected continuum. If X is not a ﬁnite graph, then X contains a topological copy of one of the continua
Fω or F0 .
Proof. Let R(X) = {p ∈ X: there exists a simple triod T in X such that p is the vertex of T }. We consider two cases.
Case 1. There exists an arc L in X such that L ∩ R(X) is inﬁnite.
Let x1, x2 be the endpoints of L. Since L has two possible natural orders, we suppose that L is ordered with an order <
satisfying x1 < x2. Let p1, p2, . . . be pairwise different elements of L ∩ R(X) − {x1, x2}. We may assume that lim pn = p for
some p ∈ L and p 
= pi for each i  1. We also suppose that the sequence {pn}∞n=1 is strictly decreasing. Then, for each i  1,
the set Ai = {p} ∪ {p j: j 
= i} is a compact subset of X and pi /∈ Ai . Thus, it is possible to construct a sequence {Ui}∞i=1 of
disjoint open subsets of X such that pi ∈ Ui and {x1, x2} ∩ Ui = ∅ for each i  1. Since X is locally arcwise connected [15,
Theorem 8.26], we may assume that each Ui is arcwise connected. Given i  1, there exists a simple triod Ti such that pi
is the vertex of Ti and Ti ⊂ Ui . Since Ti is not contained in L, we can choose a point qi ∈ Ui − L. Let αi be an arc in Ui
joining qi to pi . Then there exists a subarc βi of αi such that βi ∩ L is a one point set that contains an end point of βi , and
diameter(βi) <
1
n . Let L1 be the subarc of L that joins p to p1. It is easy to show that L1 ∪ (
⋃{βi: i  1}) is homeomorphic
to F0.
Case 2. For each arc L in X , L ∩ R(X) is ﬁnite.
First, we recall the deﬁnition of the order of a point in X . Given p ∈ X and a cardinal number γ , we say that the
order of p in X is less than or equal to γ (ord(p, X)  γ ), provided that p has a local basis B in X such that for each
U ∈ B, | FrX (U )| γ . In the case that ord(p, X) γ and the inequality ord(p, X) η does not hold for any η < γ , we put
ord(p, X) = γ .
According to Theorem 9.10 of [15], since X is not a ﬁnite graph, one of the following conditions holds:
(a) there exists a point p ∈ X such that ord(p, X) is inﬁnite, or
(b) the set of points p ∈ X for which ord(p, X) 3 is inﬁnite.
If (a) holds, set q = p. If (b) holds, let q be a limit point of the set of points p ∈ X such that ord(p, X) 3. In both cases
the point q does not have a neighborhood in X that is a ﬁnite graph.
Fix an arc α1 in X such that q is an end point of α1, let q1 be the other end point of α1. Since α1 ∩ R(X) is ﬁnite, there
exists an arcwise connected open subset U1 of X such that q ∈ U1, U1 ∩ α1 ∩ R(X) − {q} = ∅ and q1 /∈ U1. By the choice
of q, U1  α1, so we can choose a point q2 ∈ U1 − α1 and an arc α2 ⊂ U1 such that α2 joins q to q2. Since q1 /∈ α2 and
α2 ∩α1 ∩ R(X)−{q} = ∅, α1 ∩α2 = {q}. Since (α1 ∪α2)∩ R(X) is ﬁnite, there exists an arcwise connected open subset U2 of
X such that q ∈ U2 ⊂ U1, U2 ∩ (α1 ∪α2)∩ R(X)−{q} = ∅ and q2 /∈ U2. By the choice of q, U2  α1 ∪α2, so we can choose a
point q3 ∈ U2−(α1∪α2) and an arc α3 ⊂ U2 such that α3 joins q to q3. Since q1,q2 /∈ α3 and α3∩(α1∪α2)∩ R(X)−{q} = ∅,
α3 ∩ (α1 ∪ α2) = {q}.
Proceeding in this way, it is possible to construct a sequence of arcs {αn}∞n=1 in X such that q is an end point of each αn
and αn ∩αm = {q}, if n 
=m. We may assume that diameter(αn) < 1n for each n 1. It is easy to show that F =
⋃{αn: n 1}
is homeomorphic to Fω . This completes the proof of the theorem. 
Theorem 6. Let X be a locally connected continuum. Then F2(X) can be embedded in C(X) if and only if X is not a simple closed
curve.
Proof. By Theorem 4, we only need to prove the necessity and we can assume that X is not a ﬁnite graph. By Theorem 5,
X contains a topological copy of one of the spaces Fω or F0. Notice that Fω and F0 are ∞-ods. By [14, Theorem 1.103],
C(X) contains homeomorphic copies of the Hilbert cube. Since every continuum can be embedded in the Hilbert cube, we
conclude that F2(X) can be embedded in C(X). 
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A dendroid is an arcwise connected continuum X such that for every A, B ∈ C(X), A ∩ B is connected. A dendrite is a
locally connected dendroid. A continuum X is said to be uniquely arcwise connected provided that any two distinct points of
X can be joined by a unique arc in X . Given two points p, q in a uniquely arcwise connected continuum X , we denote by
pq the unique arc joining them, if p 
= q, and pq = {p}, if p = q. It is known (see [15, Proposition 10.9 and Theorem 10.10])
that a continuum X is a dendrite if and only if X is locally connected and X does not contain simple closed curves.
Theorem 7. Let X be a uniquely arcwise connected continuum. Then the function ϕ : F2(X) → C(X), given by ϕ({p,q}) = pq is
continuous if and only if X is a dendrite.
Proof. Let d be a metric for X . It is easy to show that for dendrites the function ϕ is continuous. Now, suppose that X is a
continuum such that ϕ is continuous. In order to see that X is a dendrite, we only need to show that X is locally connected.
Let p ∈ X and let U be an open subset of X such that p ∈ U . Then {p} ∈ 〈U 〉 = {A ∈ C(X): A ⊂ U }. Since ϕ({p}) = {p} ∈ 〈U 〉
and 〈U 〉 is open in C(X), there exists δ > 0 such that, if A ∈ F2(X) and H(A, {p}) < δ, then ϕ(A) ∈ 〈U 〉. Let q ∈ X be
such that d(p,q) < δ. Then H({p}, {p,q}) < δ. Thus, pq = ϕ({p,q}) ∈ 〈U 〉, so pq ⊂ U . We have shown that, for each q ∈ X
such that d(p,q) < δ, the unique arc joining p and q is contained in U . This implies that X is connected im kleinen at p.
Therefore, X is locally connected. 
Let X be a dendroid, a semicomb in X [8, Deﬁnition 11] is a subcontinuum Y of X that contains:
(a) an arc A ⊂ Y ,
(b) points p,q ∈ A, where p 
= q,
(c) a sequence {pn}∞n=1 of points of Y − A, and
(d) a sequence of points {qn}∞n=1 in A.
Such that the following holds:
(i) Y = A ∪ clX (⋃{pnqn: n 1}),
(ii) lim pn = p, limqn = q,
(iii) the arcs p1q1, p2q2, . . . are pairwise disjoint, and
(iv) pnqn ∩ A = {qn}, for each n 1.
A semibroom in X is a subcontinuum Y of X that contains:
(a) an arc A ⊂ Y ,
(b) points p,q ∈ X , where p 
= q, and
(c) a sequence {qn}∞n=1 of points of Y − A.
Such that the following holds:
(i) Y = A ∪ clX (⋃{qnp: n 1}),
(ii) limqn = q,
(iii) the arcs pqn ∩ pqm = {p}, if n 
=m, and
(iv) pqn ∩ A = {p}, for each n 1.
Theorem 8. For each dendroid X, F2(X) can be embedded in C(X).
Proof. By Theorem 5, we can assume that X is not a dendrite. By Theorem 13 of [8], X contains a semicomb or a
semibroom. In the case that X contains a semicomb, shortening each arc pnqn in the deﬁnition of semicomb, to an arc
containing qn , we obtain that X contains a topological copy of the continuum F0 deﬁned in the paragraph preceding The-
orem 5. Since F0 is an ∞-od, we obtain (see [14, Theorem 1.103]) that C(X) contains a Hilbert cube. In the case that
X contains a semibroom, shortening each arc pqn in the deﬁnition of semibroom, to an arc containing p, we obtain that
X contains a topological copy of the continuum Fω deﬁned in the paragraph preceding Theorem 5. In both cases, C(X)
contains a topological copy of the Hilbert cube. Therefore, F2(X) can be embedded in C(X). 
5. Compactiﬁcations of the ray
In this section we consider continua X which are compactiﬁcations of the ray [0,∞) with remainder a ﬁnite graph G .
For convenience we write X = G ∪ [0,∞). Using [5, Theorem III 2], it can be shown that X is one-dimensional. Thus (see
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contains a 5-od, then C(X) contains a 5-cell and F2(X) can be embedded in C(X). So, we restrict our attention to ﬁnite
graphs that contains no 5-ods. These graphs are the continua X1, . . . , X12, deﬁned in Notation 3. We are going to prove that,
if G ∈ {X1, X2}, then F2(X) cannot be embedded in C(X). We do not know what happens when G ∈ {X3, . . . , X12}. In the
particular case that X has remainder G ∈ {X5, . . . , X11} and X can be embedded in the plane, since F2([0,1]2) is a 4-cell
and C(X) contains 4-cells, we have that F2(X) can be embedded in C(X). We note that this last claim cannot be applied to
X12 since no compactiﬁcation of the ray with remainder X12 can be embedded in the plane.
Problem 9. Suppose that X is a compactiﬁcation of the ray with remainder in {X3, . . . , X12}. Can F2(X) be embedded in
C(X)?
Given two subsets A, B in a continuum X , let 〈A, B〉 = {D ∈ F2(X): D ⊂ A ∪ B , D ∩ A 
= ∅ and D ∩ B 
= ∅}.
Lemma 10. Let X = G ∪ [0,∞) be a compactiﬁcation of the ray such that the remainder G is a ﬁnite graph. Let V (G), be the set of
vertices of G. Then, for every η > 0 and p ∈ G − V (G), there exists an arc L ∈ C(G) and there exists a sequence of pairwise disjoint
arcs {Ln}∞n=1 in [0,∞) such that lim Ln = L, p ∈ L ⊂ G − V (G) and diameter(L) < η.
Proof. Recall that a Whitney map is a continuous function μ : C(X) → [0,1] such that μ({p}) = 0 for each p ∈ X , μ(X) = 1
and, if B,C ∈ C(X) and B  C , then μ(B) < μ(C). The existence of Whitney maps is guaranteed by [9, Theorem 23.1].
So, we can take a Whitney map μ for C(X). Let δ > 0 be such that 2δ < η and the 2δ-neighborhood around p in G is a
proper subset of G that does not intersect V (G). Let t0 > 0 be such that if B ∈ C(X) and μ(B) t0, then diameter(B) < δ.
For each x ∈ [0,∞), we can take y(x) ∈ (x,∞) such that μ([x, y(x)]) = t0. Let {xn}∞n=1 be a sequence in [0,∞) such that
lim xn = p, the arcs L1 = [x1, y(x1)], L2 = [x2, y(x2)], . . . are pairwise disjoint and lim[xn, y(xn)] = L for some L ∈ C(G).
Notice that μ(L) = t0, p ∈ L, L ∩ V (X) = ∅ and L is a nondegenerate proper subcontinuum of G . So, L is a subarc of G and
diameter(L) < η. 
Lemma 11. Let X = G ∪ [0,∞) be a compactiﬁcation of the ray such that the remainder G is a ﬁnite graph. Suppose that h : F2(X) →
C(X) is an embedding. Then h(〈G, [0,∞)〉) ⊂ C(G).
Proof. Let V (G), be the set of vertices of G . Since 〈G − V (X), [0,∞)〉 is dense in 〈G, [0,∞)〉, we only need to show that
h(〈G − V (X), [0,∞)〉) ⊂ C(G). Suppose to the contrary that there exist p ∈ G − V (X) and q ∈ [0,∞) such that h({p,q}) G .
Let A = h({p,q}). Consider the map f : X → [0,∞] ([0,∞] considered with the order topology) given by f (x) = ∞, if x ∈ G
and f (x) = x, if x ∈ [0,∞). Clearly, f is continuous. Let F : C(X) → C([0,∞]) be the induced map given by F (A) = f (A)
(the image of A under f ). Notice that F is continuous and, F |C(X)−C(G) : C(X) − C(G) → C([0,∞]) is one-to-one. Since
C(X) − C(G) is an open subset of C(X) containing A, there exists a compact neighborhood U of A in C(X) such that
U ⊂ C(X) − C(G). Thus F |U : U → C([0,∞]) is an embedding. Since C([0,∞]) is a 2-cell, we conclude that U can be
embedded in R2.
Let η > 0 be such that if H(E, {p,q}) < η, then h(E) ∈ U . By Lemma 10, there exists an arc L ∈ C(G) and there exists a
sequence of pairwise disjoint arcs {Ln}∞n=1 in [0,∞) such that lim Ln = L, p ∈ L ⊂ G − V (G) and diameter(L) < η. We may
assume that q ∈ L1 and diameter(Ln) < η for each n 1.
For each n  1, let Ln = 〈Ln, L1〉. Let L = 〈L, L1〉. It is easy to show that diameter(L) < δ and {p,q} ∈ L. Thus,
L,L1,L2, . . . are pairwise disjoint 2-cells in F2(X) such that limLn = L. Hence, A ∈ h(L) ⊂ U , h(L),h(L1),h(L2), . . . are
pairwise disjoint 2-cells such that limh(Ln) = h(L). Since h(L) ⊂ U , there exists N  1 such that h(Ln) ⊂ U for each n N .
Thus, h(L),h(LN),h(LN+1), . . . , is a sequence of pairwise disjoint 2-cells in U such that limh(Ln) = h(L). Since U can be
embedded in [0,1]2, a contradiction can be obtained by using the Theorem of the Invariance of Domain [5, Theorem VI 2].
This ends the proof of the theorem. 
Theorem 12. Let X = G ∪ [0,∞) be a compactiﬁcation of the ray such that the remainder G of X is an arc or a simple closed curve.
Then F2(X) cannot be embedded in C(X).
Proof. Suppose to the contrary that there exists an embedding h : F2(X) → C(X). By Lemma 10, it is possible to ﬁnd
a sequence {Ln}∞n=1 of pairwise disjoint arcs in [0,∞) and a proper subarc L of G such that lim Ln = L. Let L = 〈L, L〉,
and for each n  1, let Ln = 〈Ln, L〉. By Lemma 11, h(L),h(L1),h(L2), . . . are pairwise disjoint 2-cells in C(G) such that
limh(Ln) = h(L). Since C(G) is a 2-cell, a contradiction can be obtained by using the Theorem of the Invariance of Domain
[5, Theorem VI 2]. 
6. Solution to Problem 2 form= 4
In Notation 3, we deﬁne the following ﬁnite graphs: X8 = {(x + 1, y) ∈ R2: (x, y) ∈ X2} ∪ {(x − 1, y) ∈ R2: (x, y) ∈ X2},
X10 = {(x + 2, y) ∈ R2: (x, y) ∈ X2} ∪ {(x − 2, y) ∈ R2: (x, y) ∈ X2} ∪ ([−1,1] × {0}), and X12 = X2 ∪ ([−1,1] × {0}); where
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in one of the graphs X8, X10 or X12. Thus, in order to solve Problem 2 for m = 4, we only need to see that C(X8),C(X10)
and C(X12) are embeddable in R4. In fact, we show that the embeddings can be deﬁned with the following additional
property:
(*) For each i ∈ {8,10,12}, and each u ∈ Xi there exist: a linear subspace Lu of R4, an element v0 ∈R4 and an embed-
ding h : C(Xi) →R4 such that dim(Lu) = 3, h({u}) ∈ v0 +Lu and h(C(Xi)) is contained in one of the closed halves in which
R4 is divided by v0 +Lu .
For a continuum X and B ∈ C(X), let CB(X) = {A ∈ C(X): B ⊂ A}. In the case that B = {p} for some p ∈ X , let Cp(X) =
C{p}(X). Let D1 = {(x, y) ∈R2: |(x, y) − (1,0)| 1}, D2 = {(x, y) ∈R2: |(x, y) − (2,0)| 2}.
Theorem 13. C(X8) is embeddable in R4 .
Proof. In Section 2 of the dissertation of A.M. Dilks [4] a model for C(X8) was constructed. Here we give explicit formulas
to see that this hyperspace can be embedded in R4.
Let S1 = {(x−1, y) ∈R2: (x, y) ∈ X2}, S2 = {(x+1, y) ∈R2: (x, y) ∈ X2} and θ = (0,0). Then X8 = S1 ∪ S2, S1 ∩ S2 = {θ}
and C(X8) = C(S1) ∪ C(S2) ∪ Cθ (X8).
By Example 5.2 of [9], for each i ∈ {1,2}, there exists a homeomorphism ϕi : C(Si) → D2 such that ϕi(Cθ (Si)) = D1 and
ϕi({pi}) = θ .
Deﬁne ϕ : C(X8) →R4 by
ϕ(A) =
⎧⎨
⎩
(ϕ1(A),0,0), if A ∈ C(S1),
(0,0,ϕ2(A)), if A ∈ C(S2),
(ϕ1(A ∩ S1),ϕ2(A ∩ S2)), if A ∈ Cθ (S).
It is easy to check that ϕ is an embedding.
In order to see that property (*) holds, let u ∈ S1 (the case u ∈ S2 is similar). Let Lu = R2 × {0} × R and v0 =
(0,0,0,0). Notice that ϕ(C(S1)) ⊂ R2 × {(0,0)} ⊂ v0 + Lu and, since ϕ2(C(S2)) ⊂ [0,∞) × [−1,1], we have ϕ(C(X8)) ⊂
R2 × [0,∞) ×R. 
Theorem 14. C(X10) can be embedded in R4 .
Proof. Let π1 : R2 → R be the projection on the ﬁrst coordinate, S1 = {(x − 2, y) ∈ R2: (x, y) ∈ X2}, S2 = {(x + 2, y) ∈ R2 :
(x, y) ∈ X2}, L = [−1,1] × {0}, p1 = (−1,0) and p2 = (1,0).
Notice that C(X10) = C(S1) ∪ C(S2) ∪ C(L) ∪ Cp1 (S1 ∪ L) ∪ Cp2 (S2 ∪ L) ∪ CL(X10). By [9, Example 5.2], for each i ∈ {1,2},
there exists a homeomorphism ϕi : C(Si) → D2 such that ϕi(Cpi (Si)) = D1 and ϕi({pi}) = θ .
Deﬁne ϕ : C(X10) →R4 by
ϕ(A) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(ϕ1(A),−1,0), if A ∈ C(S1),
(−1,0,ϕ2(A)), if A ∈ C(S2),
(ϕ1(A ∩ S1), 12 (−1+max(π1(A))),0), if A ∈ Cp1(S1 ∪ L),
(− 12 (1+min(π1(A))),0,ϕ2(A ∩ S2)), if A ∈ Cp2(S2 ∪ L),
(ϕ1(A ∩ S1),ϕ2(A ∩ S2)), if A ∈ CL(X10),
1
2 (−1−min(π1(A)),0,−1+max(π1(A)),0), if A ∈ C(L).
It is easy to show that ϕ is a well-deﬁned embedding.
In order to see that property (*) holds, let u ∈ S1 (the case u ∈ S2 is similar). Let Lu =R2×{0}×R and v0 = (0,0,−1,0).
Notice that v0 + Lu = R2 × {−1} × R, ϕ(C(S1)) ⊂ R2 × {(−1,0)} ⊂ v0 + Lu and, since ϕ2(C(S2)) ⊂ [0,∞) × [−1,1], we
have ϕ(C(X10)) ⊂ R2 × [−1,∞) × R. Now, take u ∈ L. Let Lu = {(x, y, z,w) ∈ R4: x + z = 0} and v0 = (0,0,−1,0). Then
v0 +Lu = {(x, y, z,w) ∈ R4: x + z = −1}. Notice that ϕ({u}) = 12 (−1 − π1({u}),0,−1 + π1({u}),0) ∈ v0 +Lu . It is easy to
show that ϕ(C(X10)) ⊂ {(x, y, z,w) ∈R4: x+ z−1}. 
Theorem 15. C(X12) can be embedded in R4 .
Proof. For each i ∈ {1,2,3}, let πi :R3 →R be the projection in the ith-coordinate. Let v1 = (1,0), v2 = (cos( 2π3 ), sin( 2π3 ))
and v3 = (cos( 4π3 ), sin( 4π3 )). Let p = (−1,0) and q = (1,0). Then X12 is the union of three arcs L1, L2 and L3, each one
of them joining p and q. Let z+ = (0,0,1,1) and z− = (0,0,−1,−1). For each i ∈ {1,2,3}, ﬁx a homeomorphism αi :
2038 V. Martínez-de-la-Vega, N. Ordoñez / Topology and its Applications 159 (2012) 2032–2042[−1,1] → Li such that α(−1) = p and α(1) = q. Let Cp = {A ∈ C(X12): A = α1([−1, t1]) ∪ α2([−1, t2]) ∪ α3([−1, t3]) for
some t1, t2, t3 ∈ [−1,1]} and Cq = {A ∈ C(X12): A = α1([t1,1]) ∪ α2([t2,1]) ∪ α3([t3,1]) for some t1, t2, t3 ∈ [−1,1]}. Then
C(X12) = Cp ∪ Cq ∪ C(L1) ∪ C(L2) ∪ C(L3) ∪ CL1(X12) ∪ CL2(X12) ∪ CL3(X12).
Let ⊕ be the addition modulo 3 in the set {1,2,3}. Let e3 = (0,0,1,0) and e4 = (0,0,0,1). Deﬁne ϕ : C{p,q}(X12) → R4
as follows. Let A = α1([−1, x1]∪[y1,1])∪α2([−1, x2]∪[y2,1])∪α3([−1, x3]∪[y3,1]) ∈ C{p,q}(X12), where −1 x j  y j  1
for each j ∈ {1,2,3} and, since one of the arcs Lk is contained in A, xk = yk for some k ∈ {1,2,3}. For each i ∈ {1,2,3}, let
λi = 12 (yi − xi) and mi = 12 (xi + yi). (We will write xi(A), yi(A), λi(A) and mi(A) when it will be necessary.) Deﬁne
ϕ(A) =
3∑
i=1
λi(vi,0,0) +
(
1
2
2∑
i=0
λ1⊕ im1⊕ i
)
e3 +
(
1
2
2∑
i=0
(λ1⊕ im1⊕ i − λ2⊕im2⊕i)λ1⊕ iλ2⊕i
)
e4.
We prove some properties of ϕ .
Claim 1. ϕ is well-deﬁned and continuous.
In order to show Claim 1, let i ∈ {1,2,3}. Notice that λi is well-deﬁned and continuous and mi is well-deﬁned and
continuous when λi > 0. The case in which mi is not well-deﬁned is when λi = 0, since in this case mi can take any value
in the interval [−1,1]. However, note that the function A → λimi is well-deﬁned and continuous. This implies that ϕ is
well-deﬁned and continuous.
Claim 2. ϕ is one-to-one.
Let A, B ∈ C{p,q}(X12) be such that ϕ(A) = ϕ(B). Then ∑3i=1 λi(A)vi = ∑3i=1 λi(B)vi . Since A ∈ C{p,q}(X12), we may
assume that L3 ⊂ A. Thus, λ3(A) = 0. We show that λ3(B) = 0. Since B ∈ C{p,q}(X12), there exists k ∈ {1,2,3} such
that λk(B) = 0. If k = 3, we are done. Suppose for example that k = 2. Let v = λ1(A)v1 + λ2(A)v2 = ∑3i=1 λi(A)vi =∑3
i=1 λi(B)vi = λ1(B)v1 + λ3(B)v3. Then v is in the intersection of the set of points of the plane of the form t1v1 + t2v2
(t1, t2  0) and the set of points of the plane of the form s1v1 + s3v3 (s1, s2  0). Since this intersection is the set of points
of the form rv1 (r  0) and the sets {v1, v2} and {v1, v3} are linearly independent, we conclude that λ2(A) = 0 = λ3(B).
Therefore, λ3(B) = 0.
We have shown that v = λ1(A)v1 + λ2(A)v2 = λ1(B)v1 + λ2(B)v2. Since {v1, v2} is linearly independent, we conclude
that λ1(A) = λ1(B) and λ2(A) = λ2(B).
Taking the third and fourth coordinates of ϕ(A) and ϕ(B), we obtain that λ1(A)m1(A) + λ2(A)m2(A) = λ1(B)m1(B) +
λ2(B)m2(B) and (λ1(A)m1(A) − λ2(A)m2(A))λ1(A)λ2(A) = (λ1(B)m1(B) − λ2(B)m2(B))λ1(B)λ2(B). We consider four cases.
Case 1. λ1(A) = λ1(B) = 0 and λ2(A) = λ2(B) = 0.
In this case, A = X12 = B and we are done.
Case 2. λ1(A) = λ1(B) = 0 and λ2(A) = λ2(B) > 0.
In this case, λ2(A)m2(A) = λ2(B)m2(B) and m2(A) =m2(B). Thus, y2(A) − x2(A) = y2(B) − x2(B) and y2(A) + x2(A) =
y2(B) + x2(B). This implies that α2([−1, x2(A)] ∪ [y2(A),1]) = α2([−1, x2(B)] ∪ [y2(B),1]). Therefore, A = B .
Case 3. λ1(A) = λ1(B) > 0 and λ2(A) = λ2(B) = 0.
This case is similar to Case 2.
Case 4. λ1(A) = λ1(B) > 0 and λ2(A) = λ2(B) > 0.
In this case, λ1(A)m1(A) + λ2(A)m2(A) = λ1(A)m1(B) + λ2(A)m2(B) and (λ1(A)m1(A) − λ2(A)m2(A))λ1(A)λ2(A) =
(λ1(A)m1(B) − λ2(A)m2(B))λ1(A)λ2(A). This implies that m1(A) =m1(B), m2(A) =m2(B) and A = B .
This completes the proof of Claim 2.
Claim 3. Let A0 ∈ Cp ∩ C{p,q}(X12) and let t ∈ [0,1] be such that t(2e3) + (1− t)ϕ(A0) ∈ ϕ(C{p,q}(X12)). Then t = 0.
We prove Claim 3. Since A0 ∈ Cp , there exist t1, t2, t3 ∈ [0,1] such that A0 = α1([−1, t1]) ∪ α2([−1, t2]) ∪ α3([−1, t3]).
Since A0 ∈ C{p,q}(X12), we may assume that t3 = 1.
Consider the map f : [0,1] → [0,1] given by f (s) = s(1 − s). Let R = {(x, y) ∈ R2: x ∈ [0,1] and 0  y  f (x)} and
G( f ) = {(x, f (x)): x ∈ [0,1]}. It is easy to show that:
If w = (x, y) ∈ G( f ) and s ∈ (0,1], then s(0,1) + (1− s)w /∈ R and s + (1− s)y > f ((1− s)x). (1)
Let B ∈ C{p,q}(X12) be such that ϕ(B) = t(2e3)+ (1− t)ϕ(A0). Comparing the coordinates in this equality, we obtain that:
3∑
λi(B)vi = (1− t)
3∑
λi(A0)vi and
1
2
2∑
λ1⊕ i(B)m1⊕ i(B) = 2t + (1− t)12
2∑
λ1⊕ i(A0)m1⊕ i(A0). (2)i=1 i=1 i=0 i=0
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∑3
i=1 λi(B)vi = (1 − t)
∑3
i=1 λi(A0)vi
implies that λ3(B) = 0. This implies that λ1(B) = (1− t)λ1(A0) and λ2(B) = (1− t)λ2(A0).
Thus, 12 (λ1(B)m1(B) + λ2(B)m2(B)) = 2t + (1− t) 12 (λ1(A0)m1(A0) + λ2(A0)m2(A0)).
Note that x1(A0) = t1, y1(A0) = 1, x2(A0) = t2, y2(A0) = 1, λ1(A0) = 1 − t1, λ2(A0) = 1 − t2, m1(A0) = 1+t12 = 1 −
1−t1
2 = 1 − λ1(A0)2 and m2(A0) = 1 − λ2(A0)2 . Thus, 12 (λ1(A0)m1(A0)) = f ( λ1(A0)2 ) and 12 (λ2(A0)m2(A0)) = f ( λ2(A0)2 ). Hence,
(
λ1(A0)
2 ,
1
2 (λ1(A0)m1(A0))), (
λ2(A0)
2 ,
1
2 (λ2(A0)m2(A0))) ∈ G( f ).
On the other hand, m1(B) = x1(B)+y1(B)2 = y1(B) − y1(B)−x1(B)2 = y1(B) − λ1(B)2  1 − λ1(B)2 . Thus, m1(B)  1 − λ1(B)2 .
Similarly, m2(B) 1− λ2(B)2 .
By (1), if t > 0, we have 12 (λ1(B)m1(B)) 
1
2 (λ1(B)(1 − λ1(B)2 )) = f ( λ1(B)2 ) = f ( (1−t)λ1(A0)2 ) < t + (1 − t) f ( λ1(A0)2 ) = t +
(1 − t) 12 (λ1(A0)m1(A0)). Similarly, 12 (λ2(B)m2(B)) < t + (1 − t) 12 (λ2(A0)m2(A0)). Adding both inequalities, we obtain a
contradiction with (2). Therefore t = 0 and Claim 3 is proved.
In a similar way, the following claim can be proved.
Claim 4. Let A0 ∈ Cq ∩ C{p,q}(X12) and let t ∈ [0,1] be such that t(−2e3) + (1− t)ϕ(A0) ∈ ϕ(C{p,q}(X12)). Then t = 0.
Claim 5. 2e3,−2e3 /∈ ϕ(C{p,q}(X12)).
To prove Claim 5, suppose, for example that there exists A ∈ C{p,q}(X12) such that 2e3 = ϕ(A). Fix A0 ∈ Cp ∩ C{p,q}(X12).
Then 1(2e3) + (1− 1)ϕ(A0) = ϕ(A) ∈ ϕ(C{p,q}(X12)). By Claim 3, 1 = 0. This contradiction proves Claim 5.
Deﬁne ϕp : Cp →R4 in the following way. Given A = α1([−1, t1]) ∪ α2([−1, t2]) ∪ α3([−1, t3]), let t(A) = max{t1, t2, t3}.
If t(A) > −1, for each i ∈ {1,2,3}, let Ki(A) = αi([−1,−1 + 2(ti + 1)/(t(A) + 1)]). Deﬁne E(A) = K1(A) ∪ K2(A) ∪ K3(A)
and
ϕp(A) =
{
2(1− t(A)+12 )e3 + ( t(A)+12 )ϕ(E(A)), if t(A) > −1,
2e3, if t(A) = −1.
Claim 6. ϕp is well-deﬁned, continuous, one-to-one and ϕp(A) = ϕ(A) for each A ∈ Cp ∩ C{p,q}(X12).
We prove Claim 6. Let A ∈ Cp . Suppose that t(A) > −1. Let j ∈ {1,2,3} be such that t(A) = t j . Then α j([−1,−1 +
2(t j + 1)/(t(A) + 1)]) = α j([−1,1]). Thus, L j ⊂ E(A) and {p,q} ⊂ E(A). Hence, E(A) ∈ C{p,q}(X12) and ϕ(E(A)) is deﬁned.
Therefore, ϕp is well-deﬁned. If t(A) > −1, it is clear that ϕp is continuous at A. If t(A) = −1, then A = {p}. Let {An}∞n=1
be a sequence in Cp such that lim An = A and t(An) > −1, for each n  1. Since Cp is compact, we may assume that
lim E(An) = E , for some E ∈ Cp . Since lim An = A, lim t(An) = −1. Now it is clear that limϕp(An) = 2e3 = ϕp(A).
If A ∈ Cp ∩ C{p,q}(X12), we may assume that L3 ⊂ A. Then t3 = 1 and t(A) = 1. Thus, for each i ∈ {1,2,3}, Ki(A) =
αi([−1, ti]). This implies that E(A) = A and ϕp(A) = ϕ(E(A)) = ϕ(A).
In order to check that ϕp is one-to-one, suppose that ϕp(A) = ϕp(B). Let A = α1([−1, t1]) ∪ α2([−1, t2]) ∪ α3([−1, t3]),
t(A) = max{t1, t2, t3}, B = α1([−1, s1]) ∪ α2([−1, s2]) ∪ α3([−1, s3]) and t(B) = max{s1, s2, s3}. First, consider the case that
t(A) = −1. If t(B) > −1, by Claim 5, ϕ(E(B)) 
= 2e3. Since 2e3 = ϕp(A) = ϕp(B) = 2(1− (t(B)+1)2 )e3 + ( (t(B)+1)2 )ϕ(E(B)) and
the term in the right is a convex combination of 2e3 and ϕ(E(B)), we have that
t(B)+1
2 = 0 and t(B) = −1, a contradiction.
We have shown that t(A) = −1 implies that t(B) = −1 (and, of course, the converse also holds). Hence, A = {p} if and only
if B = {p}. Suppose then that t(A), t(B) > −1. We may assume that t(B) t(A). Since 2(1− (t(A)+1)2 )e3+( (t(A)+1)2 )ϕ(E(A)) =
2(1− (t(B)+1)2 )e3 + ( (t(B)+1)2 )ϕ(E(B)), we have that ϕ(E(A)) = (1− s)2e3 + sϕ(E(B)), where s = ( (t(B)+1)2 )/( (t(A)+1)2 ) ∈ [0,1].
Since E(A), E(B) ∈ Cp ∩ C{p,q}(X12), by Claim 3, s = 1. Thus, ϕ(E(A)) = ϕ(E(B)) and t(A) = t(B). By Claim 2, E(A) = E(B).
Hence, for each i ∈ {1,2,3}, αi([−1,−1+ 2(ti + 1)/(t(A) + 1)]) = αi([−1,−1+ 2(si + 1)/(t(B) + 1)]) and ti = si . This com-
pletes the proof that A = B . This ends the proof of Claim 6.
Deﬁne ϕq : Cq → R4 in the following way. Given A = α1([t1,1]) ∪ α2([t2,1]) ∪ α3([t3,1]), let t(A) = min{t1, t2, t3}. If
t(A) < 1, for each i ∈ {1,2,3}, let Ki(A) = αi([1− 2(1− ti)/(1− t(A)),1]). Deﬁne E(A) = K1(A) ∪ K2(A) ∪ K3(A) and
ϕq(A) =
{−2(1− 1−t(A)2 )e3 + ( 1−t(A)2 )ϕ(E(A)), if t(A) < 1,
−2e3, if t(A) = 1.
Proceeding as in Claim 6, the following claim can be proved.
Claim 7. ϕq is well-deﬁned, continuous, one-to-one and ϕq(A) = ϕ(A) for each A ∈ Cq ∩ C{p,q}(X12).
2040 V. Martínez-de-la-Vega, N. Ordoñez / Topology and its Applications 159 (2012) 2032–2042For each i ∈ {1,2,3}, let J i = {(λ(vi⊕1 + vi⊕2),0,0) ∈ R4: λ ∈ [1,2]}, D+i = {2te3 + (1 − t)v: t ∈ [0,1], v ∈ J i}, D−i =
{−2te3 + (1 − t)v: t ∈ [0,1] and v ∈ J i} and Di = D+i ∪ D−i . Clearly, D+i and D−i are 2-cells and D+i ∩ D−i = J i . So, Di is
a 2-cell. Given s ∈ (−1,1], let As = αi([−1, s]) ∈ Cp . It is easy to see that E(As) = αi([−1,1]) = Li and ϕ(E(As)) = (vi⊕1 +
vi⊕2,0,0). Thus, ϕp(As) = 2(1 − s+12 )e3 + ( s+12 )(vi⊕1 + vi⊕2,0,0). Similarly, for each s ∈ [−1,1), ϕp(αi([s,1])) = −2(1 −
1−s
2 )e3 + ( 1−s2 )(vi⊕1 + vi⊕2,0,0). Since the continuum C(Li) = {αi([s, t]): −1 s  t  1} is a 2-cell (see [9, Example 5.1])
with boundary {αi([−1, s]): s ∈ [−1,1]}∪{αi([s,1]): s ∈ [−1,1]}∪{αi({s}): s ∈ [−1,1]}, there exists a homeomorphism, ϕi :
C(Li) → Di such that for each s ∈ [−1,1], ϕi(αi([−1, s])) = ϕp(αi([−1, s])), ϕi(αi([s,1])) = ϕq(αi([s,1])), {ϕi(αi({s})): s ∈
[−1,0]} = {2te3 + (1− t)2(vi⊕1 + vi⊕2,0,0): t ∈ [0,1]} and {ϕi(αi({s})): s ∈ [0,1]} = {−2te3 + (1− t)2(vi⊕1 + vi⊕2,0,0): t ∈
[0,1]}.
Now, we can deﬁne the embedding ϕ : C(X12) →R4 by
ϕ(A) =
⎧⎪⎪⎨
⎪⎪⎩
ϕp(A), if A ∈ Cp,
ϕq(A), if A ∈ Cq,
ϕi(A), if A ∈ C(Li) and i ∈ {1,2,3},
ϕ(A), if A ∈ C{p,q}(X12).
Claim 8. ϕ is well-deﬁned and continuous.
In order to prove that ϕ is well-deﬁned, suppose that A ∈ C(L1) ∩ (Cp ∪ Cq ∪ C(L2) ∪ C(L3) ∪ C{p,q}(X)). Then A ∈
C(L1) ∩ (Cp ∪ Cq). By the way we deﬁned ϕi(A), we have that ϕi(A) = ϕp(A), when A ∈ C(L1) ∩ Cp and ϕi(A) = ϕq(A),
when A ∈ C(L1)∩Cq . Thus, ϕ is well-deﬁned at A. Thus, we conclude that ϕ is well-deﬁned and, therefore, ϕ is continuous.
Claim 9. For each j ∈ {1,2,3}, {2te3 + (1− t)(λ(v j + v j⊕1),0,0): t ∈ [0,1] and λ ∈ (1,2]} ∩ ϕ(C{p,q}(X12)) = ∅.
We check Claim 9 for j = 1; the other cases are similar. Suppose, contrary to the claim that there exist A ∈ C{p,q}(X12),
t ∈ [0,1] and λ ∈ (1,2] such that ϕ(A) = 2te3 + (1 − t)(λ(v1 + v2),0,0). By deﬁnition, ϕ(A) = ∑3i=1 λi(vi,0,0) +
( 12
∑2
i=0 λ1⊕ im1⊕ i)e3+( 12
∑2
i=0(λ1⊕ im1⊕ i−λ2⊕im2⊕i)λ1⊕ iλ2⊕i)e4. Then
∑3
i=1 λi vi = (1−t)λ(v1+v2), 12
∑2
i=0 λ1⊕ im1⊕ i =
2t and
∑2
i=0(λ1⊕ im1⊕ i − λ2⊕im2⊕i)λ1⊕ iλ2⊕i = 0. This implies (see the ﬁrst paragraph of the proof of Claim 2) that
λ3 = 0, λ1 = (1 − t)λ, λ2 = (1 − t)λ, (1 − t)λ(m1 + m2) = 4t and (1 − t)3λ3(m1 − m2) = 0. If t = 1, then ϕ(A) = 2e3
and λ1 = λ2 = λ3 = 0, so ϕ(A) = (0,0,0,0), a contradiction. Thus, t < 1. If t = 0, 1 < λ = λ1  1, a contradiction. Hence,
0 < t < 1. This implies that m1 = m2, and (1 − t)λ(2m1) = 4t . Notice that m1 = 12 (x1 + y1) = 12 (y1 − 2λ1 + y1)  1 − λ1.
Hence 4t = (1− t)λ(2m1) 2(1− t)λ(1− (1− t)λ). By its deﬁnition λ1 ∈ [0,1], so 0 (1− t)λ 1. Hence, 4t  2 f ((1− t)λ)
( f is deﬁned in the proof of Claim 3). Let s = 1 − t ∈ (0,1]. Then 2(1 − s)  f (sλ). Since the maximum value f can take
is 14 , s 
7
8 . Since f is decreasing in the interval [ 12 ,1], 2(1 − s)  f (sλ)  f (s) = s(1 − s) and 2  s, a contradiction. This
completes the proof of Claim 9.
The proof of the following claim is similar to the proof of Claim 9.
Claim 10. For each j ∈ {1,2,3}, {−2te3 + (1− t)(λ(v j + v j⊕1),0,0): t ∈ [0,1] and λ ∈ (1,2]} ∩ ϕ(C{p,q}(X12)) = ∅.
Claim 11. ϕ is one-to-one.
Let A, B ∈ C(X12) be such that ϕ(A) = ϕ(B). We only consider the most signiﬁcant cases.
Case 1. A ∈ Cp and B ∈ Cq .
In this case ϕp(A) = 2(1 − t(A)+12 )e3 + ( t(A)+12 )ϕ(E(A)). By the deﬁnition of E(A), E(A) is of the form E(A) =
α1([−1, r1]) ∪ α2([−1, r2]) ∪ α3([−1, r3]). Thus, for each i ∈ {1,2,3}, mi = 12 (ri + 1)  0. This implies that π3(ϕ(E(A))) =
π3(
∑3
i=1 λi(vi,0,0)+ ( 12
∑2
i=0 λ1⊕ im1⊕ i)e3+ ( 12
∑2
i=0(λ1⊕ im1⊕ i −λ2⊕im2⊕i)λ1⊕ iλ2⊕i)e4) 0. Hence, π3(ϕp(A)) 0. Sim-
ilarly, π3(ϕq(B)) 0. Thus, π3(ϕp(A)) = π3(ϕq(B)) = 0. This implies that t(A) = 1 and A ∈ C{p,q}(X). Similarly, B ∈ C{p,q}(X).
By Claims 6 and 7, ϕ|C{p,q}(A) = ϕp(A) = ϕq(B) = ϕ|C{p,q}(B). Claim 2 implies that A = B .
Case 2. A ∈ Cp and B ∈ C{p,q}(X12).
By Claim 5, 2e3 /∈ ϕ(C{p,q}(X12)), so we only consider the case that ϕp(A) = 2(1− t(A)+12 )e3 + ( t(A)+12 )ϕ(E(A)) = ϕ(B) ∈
ϕ(C{p,q}(X12)). Since E(A) ∈ Cp ∩ C{p,q}(X12), by Claim 3, t(A)+12 = 1 and t(A) = 1. Thus, A ∈ C{p,q}(X). Claim 2 implies then
that A = B .
Case 3. A ∈ Cp and B ∈ C(L1).
By the argument given in Case 1, π3(ϕp(A))  0. Since ϕ1(B) ∈ D1, we have that ϕ1(B) ∈ D+1 , so ϕ1(B) = 2te3 + (1 −
t)(λ(v2 + v3),0,0), for some t ∈ [0,1] and λ ∈ [1,2]. If λ = 1, then ϕ1(B) = 2(1 − s+1 )e3 + ( s+1 )(v2 + v3,0,0), where2 2
V. Martínez-de-la-Vega, N. Ordoñez / Topology and its Applications 159 (2012) 2032–2042 2041s = 1− 2t . That is, ϕ1(B) = ϕ1(α1([−1, s])). Since ϕ1 is one-to-one, B = α1([−1, s]). Thus B ∈ Cp . Since ϕp(A) = ϕp(B) and
ϕp is one-to-one, we conclude that A = B . Hence, we may assume that 1 < λ.
By deﬁnition, ϕp(A) = 2(1 − t(A)+12 )e3 + ( t(A)+12 )ϕ(E(A)). Let s = 1 − t(A)+12 . Then 2se3 + (1 − s)ϕ(E(A)) = ϕp(A) =
ϕ1(B) = 2te3 + (1 − t)(λ(v2 + v3),0,0). Proceeding as in Case 1 we obtain that π3(ϕ(E(A)))  0. Then 2s  2s + (1 −
s)π3(ϕ(E(A))) = π3(2se3 + (1− s)ϕ(E(A))) = 2t and s t . Since ϕ(E(A)) = 2(1− 1−t1−s )e3 + 1−t1−s (λ(v2 + v3),0,0) and E(A) ∈
C{p,q}(X12), we obtain a contradiction with Claim 9. This completes Case 3.
Case 4. A ∈ C(L1) and B ∈ C{p,q}(X12).
We may assume that ϕ1(A) ∈ D+1 . So, ϕ(B) = ϕ1(A) = 2te3 + (1 − t)(λ(v2 + v3),0,0) for some t ∈ [0,1] and λ ∈[1,2]. By Claim 9, λ = 1. Thus, ϕ1(A) = ϕp(α1([−1, s])) = ϕ1(α1([−1, s])), for some s ∈ [0,1]. Since ϕ1 is one-to-one,
A = α1([−1, s]) ∈ Cp . By Case 2, we obtain that A = B .
In order to see that property (*) holds, let u ∈ X12. We may assume that u ∈ L1 and u = α1(s) for some s ∈ [−1,0].
The rest of the cases are similar. Let Lu = {(x, y, z,w) ∈ R4: (v2 + v3,1,0) · (x, y, z,w) = 0} and v0 = (v2 + v3,1,0).
Let K = {(x, y, z,w) ∈ R4: (v2 + v3,1,0) · (x, y, z,w)  2}. Since v1 + v2 is a unit vector in R2, v0 + Lu = {(x, y, z,w) ∈
R4: (v2+v3,1,0) ·(x, y, z,w) = 2}. Hence, K is one of the closed halves in which R4 is divided by v0+Lu . Since s ∈ [−1,0],
ϕ({u}) = ϕ1(α1({s})) = 2te3 + (1− t)2(v2 + v3,0,0) for some t ∈ [0,1]. Thus, ϕ({u}) · (v2 + v3,1,0) = (2te3 + (1− t)2(v2 +
v3,0,0)) · (v2 + v3,1,0) = 2(1− t) + 2t = 2. Hence, ϕ({u}) ∈ v0 +Lu .
Finally, we check that ϕ(X12) ⊂ K . We consider the possible cases. Given A ∈ C{p,q}(X12), ϕ(A) · (v2 + v3,1,0) =
(
∑3
i=1 λi vi) · (v2 + v3) + 12
∑2
i=0 λ1⊕ im1⊕ i . Since A ∈ C{p,q}(X12), there exists j ∈ {1,2,3} such that λ j = 0. This implies
that
∑3
i=1 λi vi belongs to the unit disk, centered at the origin, in the plane. Since v2 + v3 is a unit vector, we con-
clude that (
∑3
i=1 λi vi) · (v2 + v3) 1. Given i ∈ {1,2,3}, λi +mi = yi  1. So, mi  1− λi and λimi  λi(1− λi) 14 . Thus,
1
2
∑2
i=0 λ1⊕ im1⊕ i  38 and ϕ(A) · (v2 + v3,1,0) 1+ 38  2. Hence, ϕ(A) ∈K. In the case that A ∈ Cp ∪Cq , ϕ(A) is a convex
combination of ±2e3 and an element of ϕ(C{p,q}(X12)). Since ±2e3 ∈K, the previous case implies that ϕ(A) ∈K. Finally, if
A ∈ C(L1) ∪ C(L2) ∪ C(L3), ϕ(A) is the convex hull of the set {vi + vi⊕1: i ∈ {1,2,3}} ∪ {2(vi + vi⊕1): i ∈ {1,2,3}} ∪ {±2e3}.
This implies that ϕ(A) ∈K. This completes the proof of property (*). 
7. Solution to Problem 2 form= 5
Theorem 16. If G is a ﬁnite graph satisfying dim[C(G)] 5, then C(G) can be embedded in R5 .
Proof. Let K be a ﬁnite graph satisfying dim[C(K )] = 5. Let R(K ) be the set of ramiﬁcation points of K . By 7.4 of [4],
dim[C(K )] = 2d + e = 2 +∑v∈R(K )(ord(v, K ) − 2) (a generalization of this formula can be found in [12, Theorem 2.4]),
where e is the number of endpoints of K (those points p ∈ K such that ord(v, X) = 1) and d is the disconexion number
of K , that is, d is the maximum number of edges (without their endpoints) which can be removed without violating its
connectedness.
Since dim[K ] = 5 is odd, e  1. Thus there exists an end point q of K and an edge J of K such that q ∈ J . Let p
be the other end point of J and let G = K − ( J − {p}). Clearly, G is a ﬁnite graph such that ∑v∈R(G)(ord(v,G) − 2) =∑
v∈R(K )(ord(v, K ) − 2) − 1. Thus, dim[C(G)] = 4 and, by property (*) we may assume that there exists an embedding
ϕ : C(G) → R4 such that ϕ({p}) = {(0,0,0,0)} and ϕ(C(G)) ⊂ (−∞,0] ×R3. Let e1 = (1,0,0,0,0), e5 = (0,0,0,0,1) ∈ R5
and let α : [0,1] → J be a homeomorphism such that α(0) = p and α(1) = q.
Notice that C(K ) = C(G) ∪ C( J ) ∪ Cp(K ). Deﬁne ψ : C(K ) →R2n+1 by:
ψ(A) =
⎧⎨
⎩
(ϕ(A),0), if A ∈ C(G),
(ϕ(A ∩ G), t), if A ∈ Cp(K ) and A ∩ J = α([0, t]),
se1 + te5, if A = α([s, t]) ∈ C( J ), where s t.
It is easy to see that ψ is an embedding. 
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