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O rganizations are processing and storing an exploding volume of information. Because of this, they are looking for new ways to access their data more quickly and reliably across their networks.
This has led organizations to begin using storage area networks (SANs) based on Fibre Channel technology.
Traditionally, organizations have stored data on servers connected to the LAN, WAN, or MAN, which acts as the conduit for data transfers, backup traffic, and so on. With this approach, though, access to stored data depends on server availability and the level of network traffic.
SANs, on the other hand, link storage devices (such as disks, disk arrays, and tape drives) to create a pool of storage that users can access directly. In essence, SANs uncouple storage devices from the LAN and put them on their own network.
This approach relieves bandwidth congestion on the LAN and permits much faster data access than today's LAN-based storage streams. SANs also permit better storage management and more fault tolerance.
SANs have traditionally used Small Computer Systems Interface (SCSI) technology to link storage devices. SCSI's limitations in transmission speed and distance have limited the effectiveness of SANs. Now, Fibre Channel technology is allowing SANs to transmit data at higher speeds over greater distances, which should accelerate the adoption of the storage networks, said Carla Kennedy, a member of the Fibre Channel Association's board of directors.
Fibre Channel is also more scalable than SCSI.
However, not all vendor implementations of SAN technology are interoperable. In addition, users who migrate to Fibre Channel SANs face the challenge of integrating new equipment with legacy equipment.
Despite this, many industry observers say Fibre-Channel-based SAN technology has so many advantages that it will become increasingly popular, particularly as researchers correct its problems and develop ways for it to transmit data over even longer distances.
Strategic Research, a market research firm for the storage management industry, expects revenue for SAN hardware, software, and services to rise from $2.25 billion in 1997 to $14.8 billion in 2000.
TRADITIONAL STORAGE PROBLEMS
With traditional network-based storage systems, remote users experience the latency of moving packets through the LAN server and across the TCP/IP network. In addition, SCSI disk subsystems typically move data more slowly than Fibre Channel drives.
Meanwhile, neither the network nor the SCSI bus are fault-tolerant. If a SCSI drive or a LAN link leading to the server fails, or if a SCSI server needs to be serviced, the user loses access to data.
Fibre Channel SANs address some of these problems. Fibre Channel disk arrays, hubs, and so on provide bypass circuits that support hot swapping of disks. This could minimize disruption of access to stored data if a disk fails or a server needs service.
STORAGE AREA NETWORKS
With SCSI, you traditionally must power down the server to install a new drive or perform service. This downtime can cause serious problems in missioncritical environments that must be kept running at all times, noted Kevin Kessler, an applications engineer at Datalink, a reseller of SAN equipment.
According to Tom Lahive, a senior analyst at Dataquest, a market research firm, 80 percent of NT and Unix servers will be attached to a Fibre Channel hub or switch by 2001.
Topologies for Fibre Channel SANs
Fibre Channel SANs use three topologies. Because the point-to-point topology links only two nodes, it is not as significant for SANs as Fibre Channel Arbitrated Loop (FC-AL) and Switched Fibre Channel, shown in Figure 1 .
FC-AL.
Up to 127 nodes, which can link together 126 devices and a Fibre Channel switch port, can be active at one time on a Fibre Channel Arbitrated Loop that is shared via a hub. However, only a single device on the loop can transfer data at one time.
Switched Fibre Channel. The switched topology is best when high throughput is required. Switches can connect each port of each linked device directly to the network, providing Fibre Channel's full throughput for each transmission.
FC-AL is less expensive because the hubs it uses are much less expensive than the silicon-intensive switching equipment used in Switched Fibre Channel. In addition, FC-AL can easily add devices to its loop. However, as a shared topology, FC-AL doesn't always offer Fibre Channel's full available throughput. So, it is best suited for projects where speed is not a high priority but lower cost is.
Because its connections are direct, not shared, Switched Fibre Channel is faster than FC-AL. And because switches can isolate devices that have problems, Switched Fibre Channel can be more fault-tolerant. However, the approach is more costly and more complex to operate and manage. Switched Fibre Channel SANs would be best suited for such uses as high-speed data acquisition and realtime military applications.
Scalability
Fibre Channel SANs are designed to scale in capacity and performance, which will be necessary to cope with future demands, noted Bob Boggan, an enterprise account executive with Data General's Clariion Storage Division.
Fibre Channel SANs accommodate more devices than SCSI SANs and hence are more scalable. Users can add drives to each loop of an FC-AL SAN, or they can add loops. With Switched Fibre Channel SANs, users can introduce new switching paths to increase throughput.
Storage management and fault tolerance
Because Fibre Channel SANs offer high bandwidth and connect many devices, they allow speed and flexibility in storage management functions, such as remote .
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uted file systems and resource-partitioning tools that allow multiple servers running multiple operating systems to simultaneously access the SAN storage pool.
A key challenge will be dynamically restricting access to files that are accessible to different platforms. Vendors are developing zoning services to let different NT and Unix platforms share the storage resources in the SAN pool without interfering with each others' file systems.
Meanwhile, users who migrate to Fibre Channel face the challenge of interfacing their new SANs with legacy LAN and/or SCSI equipment. In addition, when migrating from traditional storage systems to SANs, they must implement new security to replace the LAN-based firewalls, authentication servers, and so on they are leaving behind. D ataquest's Lahive predicted that all major server companies will support robust SANs by late 1998 or early 1999.
backup and the mirroring of drives.
Moreover, Fibre Channel facilitates the placement of redundant CPUs and servers in SANs, which enhances fault tolerance. And because they are scalable, Fibre Channel SANs facilitate storageserver clustering in which a group of servers share work and back each other up if one fails. Also, the bypass circuits in FC-AL hubs promote the healing of disrupted loops, which further promotes fault tolerance.
Drawbacks and obstacles
Currently, one of Fibre Channel SAN technology's important drawbacks is its inability to consistently function in multivendor environments, said Anders Lofgren, an analyst at Giga Information Group, a market research firm. Therefore, he said, organizations should run Fibre Channel SANs with a single operating system.
To realize the SAN's full potential, developers will have to create new distribThere is a particular interest in FibreChannel SANs that take advantage of the long-range data transmission that fiber optics support. In fact, the Fibre Channel SAN's killer app may be linking storage facilities across metropolitan areas. This will particularly appeal to organizations with far-flung offices or branches.
Clariion's Boggan predicted that vendors will develop technology to transmit SAN traffic in the 20-to 30-kilometer range in the next year and a half.
Lahive predicted that Fibre Channel SANs' killer app will be the clustering of multiple servers. He said this will let SANs efficiently and economically expand the storage pool while maintaining performance and reliability, a capability that many organizations want. y Barry Phillips is a technology editor and freelance writer based in Moss Landing, California. Contact him at barryp@ iconetworks.com. T. MICHAEL ELLIOTT † P U R P O S E The IEEE Computer Society is the world's largest association of computing professionals, and is the leading provider of technical information in the field.
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