We establish precise Zhu reduction formulas for Jacobi n-point functions which show the absence of any possible poles arising in these formulas. We then exploit this to produce results concerning the structure of strongly regular vertex operator algebras, and also to motivate new differential operators acting on Jacobi forms. Finally, we apply the reduction formulas to the Fermion model in order to create polynomials of quasi-Jacobi forms which are Jacobi forms.
Introduction
One of the most foundational works in the theory of Vertex Operator Algebras (VOAs) (e.g. [9, 14, 20] ) is Zhu's study of elliptic n-point functions [30] . Zhu developed important reduction (or recursion) formulas which allow, among other things, n-point functions to be written as linear combinations of (n − 1)-point functions with coefficients that are quasi-modular forms. The fact that quasi-modular forms are holomorphic on the complex upper half-plane, H, then helps to show that all n-point functions are holomorphic on this domain in many cases. Meanwhile, a desire to study Jacobi n-point functions, involving an additional variable z ∈ C, leads us to consider similar reduction formulas for these generalizations. The coefficients that arise in these reductions, however, are in some cases so-called quasi-Jacobi forms with simple poles in the variable z ∈ C. For this reason, it is conceivable that 1-point functions that are descendants of the vacuum element may have poles. One aim of this paper is to explain how the Zhu reduction formulas for Jacobi n-point functions do not in fact introduce such poles. This follows from an analysis of Zhu reduction in the neighborhood of all possible poles i.e., not just near z = 0.
Zhu's work has been extremely useful in progressing the study of single variable n-point functions (for example, [2, 26, 27] ). Meanwhile, although Jacobi n-point functions often serve advantages (for example, unlike their single-valued brethren they discern the difference between inequivalent irreducible modules for VOAs associated with affine Lie algebras), there has yet to be a complete analysis of the Zhu reduction formulas. In particular, existing formulas either avoid such poles [18] or apply to an example where an alternative approach to explaining the lack of poles may be taken [10] . After introducing the relevant functions in Section 2, we turn to establishing the Zhu reduction formulas for Jacobi n-point functions in Section 3. We also include here an alternative approach using the shifted theories for VOAs (see [5, 21] for discussions on such theories). As a corollary to Propositions 3.4-3.7 below, we obtain the following theorem. Theorem 1.1. A Jacobi n-point function for a VOA V does not contain poles in C × H if the (n − 1)-point functions do not contain poles for any n − 1 many vectors in V .
The reasons why poles exist in the reduction formula coefficients and yet not in the associated n-point functions are interesting in their own right, and quite exploitable. Indeed, the bulk of this paper examines this process in more detail. At its core, the possible poles must either never exist (i.e., there are no elements in the VOA which produce the quasi-Jacobi forms giving rise to the poles), or the poles must correspond to zeros of the partition function. Gaberdiel and Keller [10] used the Zhu reduction formulas for Jacobi n-point functions (or elliptic genus) and the fact that no poles arise in the N = 2 superconformal field theories to create new differential operators of Jacobi forms of different (higher) degrees. They also highlighted the use of this for investigating extremal N = 2 superconformal field theories.
In Section 4 we study a family of differential operators M k,α defined for k ∈ N and α ∈ Z \ {0}. For certain k and α these operators collapse to those studied in [10] and for other values to those considered in [28] . However, some subtle additional cases are included here. Along with showing certain coefficients of functions under the image of this form are nonzero (see Lemma 4.2), we also establish Lemma 4.1 which, in a simplified version, can be paraphrased as follows. Lemma 1.2. Suppose α ∈ Z \ {0}, k, m ∈ N 0 , and φ is a weak Jacobi form of weight k and index m (with a possible multiplier system). Then M k,α (φ) transforms like a Jacobi form of weight k + 2 and index m (with the same multiplier system). Additionally, if α = ±1, ±2, then M k,α (φ) is holomorphic for either k even or odd if certain conditions on the multiplier system are satisfied.
The operators studied in Section 4 are motivated by applying the Zhu reduction formulas to strongly regular VOAs. This analysis is performed in Section 5. We highlight the fact that an additional Lie algebra structure contained in the strongly regular VOAs is what gives rise to the new differential operators. This is described further in Section 5. One could also consider higher degree differential operators here, much as in the same way as Gaberdiel and Keller do in [10] but where one does not have the Lie algebra structure. However, while interesting, this is not pursued in the present paper. Instead, we develop some applications of the existence of the degree 2 operator and also consider two examples of strongly regular VOAs.
While the Fermion model is not technically a VOA (but rather a vertex operator super algebra (VOSA)), we explain in Section 6 how we are also able to analyze this VOSA with the Zhu reduction formulas. Among finding degree two differential operators preserving Jacobi forms here that we cannot find for strongly regular VOAs, we also are able to find a degree one operator. We then use the developed theory to find and study polynomials of quasi-Jacobi forms which are Jacobi forms.
Finally, we mention a few (there are many other) instances in the literature where our work intersects. Quasi-Jacobi forms play a significant role in vertex algebra theory in the work [11] , where the characters of topological N = 2 vertex algebras are studied and found to be Jacobi forms. Additionally, the study of Gromov-Witten potentials [16] provides another vantage point of quasi-Jacobi forms in a related field. Calculating elliptic genera, which are closely related to the Jacobi partition (or 0-point) functions, considered here, for Landau-Ginzburg orbifolds can be found in [15] . Additional work dealing with elliptic genera [24] explores quasi-Jacobi forms in more depth, and is used often here.
2
2 Jacobi and quasi-Jacobi forms
Basic definitions
We start by recalling classical Jacobi forms, the reader is referred to [7] for good background material. Let k, m ∈ N 0 . A holomorphic Jacobi form of weight k and index m on SL 2 (Z) with rational multiplier χ (a rational character for a one dimensional representation of the Jacobi group SL(2, Z) ⋉ Z 2 is a holomorphic function φ : C × H → C which satisfies the following conditions:
where for a function φ :
Here e(w) := e 2πiw .
(ii) For a multiplier χ, we abbreviate for
and let N 1 , N 2 ∈ N be uniquely defined by
where a j ∈ N satisfy gcd(a j , N j ) = 1.
In terms of q := e(τ ) and ζ := e(z), the function φ has a Fourier expansion of the form
where
If additionally in (ii), φ satisfies the condition c(n, r) = 0 if 4mn = r 2 , then φ is called a Jacobi cusp form. If the condition 4mn ≥ r 2 is replaced with the weaker condition r ∈ Z, then φ is referred to as a weak Jacobi form.
Note that the holomorphic Jacobi forms (respectively, Jacobi cusp forms, weak Jacobi forms) of weight k and index m naturally form a C-vector space which we denote by J k,m,χ (respectively, J
Some modular and elliptic functions
For a variable x, set D x := 1 2πi ∂ ∂x and q x := e 2πix . Define for m ∈ N := {ℓ ∈ Z : ℓ > 0} the elliptic functions 1
Note that P m (w, τ ) = (2πiw) −m + O(1) in the neighborhood of w = 0. Moreover, we require the modular Eisenstein series G k (τ ), defined by G k = 0 for k odd whereas for k ≥ 2 even 2
where B k is the kth Bernoulli number defined by (e z − 1) −1 =:
In particular, the first three Bernoulli numbers are given by B 0 = 1,
, and B 2 = 6 . It is convenient to also define G 0 := −1. Recall that G k is a modular form for k > 2 and a quasi-modular form for k = 2. Therefore,
where γτ := aτ +b cτ +d for γ = a b c d ∈ SL 2 (Z) and δ a,b = 1 if a = b and 0 otherwise. These Eisenstein series are related to P 1 by
Note that P 2 is related to the classical Weierstrass elliptic function [19, Section 2]
with periods 1 and τ by
Since ℘ is a meromorphic Jacobi form of weight 2 and index 0, P n is a meromorphic Jacobi form of weight n and index 0 for all n ≥ 3, while P 2 is a quasi-Jacobi form of weight 2, index 0, and depth (0, 1). That is, for any λ, µ ∈ Z [30] , and a (2πi) −k multiple of E k (w, τ ) in Section 2 of [24] . 2 The G k defined here are precisely the E k given in Section 2.1 of [26] .
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where for γ = a b c d ∈ SL 2 (Z) we set γ.w := w cτ +d . Lastly, P 1 is a quasi-Jacobi form of weight 1 and index 0 (and depth (1, 0)) since for all λ, µ ∈ Z P 1 (γ.w, γτ ) = (cτ + d)P 1 (w, τ ) + 2πicw,
We also define the elliptic prime form K(w, τ ) := exp (−P 0 (w, τ )) = 2πiw + O w 3 , where (2.5)
The function K is a Jacobi form of weight −1 and index 1 2 with a multiplier system. More precisely, for all λ, µ ∈ Z
cτ +d K(w, τ ),
Additionally, K is expressible in terms of the Jacobi theta function
where η(τ ) := q 1 24 n≥1 (1 − q n ) is Dedekind's η-function, a weight 1 2 modular form.
A quasi-Jacobi generating function
For w, z ∈ C and τ ∈ H define
We note that
where F τ is given in Section 3 of [29] . For m ∈ N 0 , we also define
The following proposition can be concluded from [29] .
Proposition 2.1. We have 5 (i) P 1 (w, z, τ ) is absolutely convergent for 0 < |q| < |q w |, |q z | < 1;
(ii) P 1 (w, z, τ ) = P 1 (z, w, τ ) = − P 1 (−w, −z, τ ) and P 1 (w, −w, τ ) = 0;
(vi) the equality
Proposition 2.1 (v) and (2.8) imply that P m+1 (w, z, τ ) has simple poles at z = λτ + µ for λ, µ ∈ Z with residue
m!2πi and no other poles. It is thus useful to define for m ∈ N 0
(2.10) We note that P 1,λ (w, τ ) = q −λ w (P 1 (w, τ ) + 1/2) with
Similarly to (2.4), we also consider the expansion
where we find (see also Section 3 of [29] )
The right side of (2.9) appears in both [24] and [28] and in other sources as a generating function for quasi-Jacobi forms. Thus (2.5) and (2.6) imply that
Note that P k (z, τ ) − G k (τ ) for k ∈ N together with G 2 (τ ) generate the ring of quasi-Jacobi forms [24, Proposition 2.9 or 2.10]. We also define another generating set G k (z, τ ) for k ≥ 1 together with G 2 (τ ) given by [28] P 1 (w, z, τ ) =:
where we find that for k ≥ 1,
We note that the function G k (z, τ ) equals −J k (z, τ )/k!, for the functions J k studied in [28, display (2) ]. Comparing (2.12) and (2.13) we also note that
(2.14)
Defining G 0 (z, τ ) := −1, we find that Proposition 2.1 implies the following (see also [10] and [28] ).
Proposition 2.2. For all k ∈ N and λ, µ ∈ Z, we have
(k−1)! and no other poles;
Note that 2πiw P 1 (w, z, τ )e 2πiw G 1 (z,τ ) is invariant under the action of the Jacobi group. Thus Log(2πiw P 1 (w, z, τ )e 2πiw G 1 (z,τ ) ) from (2.12) generates the space of meromorphic Jacobi forms P k (z, τ ) − G k (τ ) of index 0 and weight k ≥ 2. Alternatively,
is a meromorphic Jacobi form of weight k and index 0 [28, Proposition 7] .
3 Zhu reduction for Jacobi n-point functions
Jacobi n-point functions
Let V be a VOA with Virasoro vector ω of central charge c. Consider J ∈ V 1 such that J(0) acts semisimply on V . For v 1 , . . . , v n ∈ V and a weak V -module M , the Jacobi n-point function is
where ζ := q z = e 2πiz as before. In particular, the Jacobi 1-point function, for v ∈ V , is given by
Define the square bracket operators for V by
For v of weight wt(v) and k ∈ Z (see [30, Lemma 4.3 .1]), we have
The square bracket operators form an isomorphic VOA with Virasoro vector
(ii) For all adjacent pairs (j, j + 1),
for N ≫ 0.
3 The Kn(z, τ ) here equal −n!Kn(z, τ ) for the functions Kn defined in [28, display (12) ].
(iii)
The function Z J M is a function of x jk and is non-singular at x jk = 0 for all j = k.
(iv) The function Z J M is formally periodic in x j with periods 2πi and 2πiτ for respective multipliers 1 and e 2πizα j .
Proof. Part (i) follows from Lemma 1 of [25] and (ii)-(iv) from Lemma 4 of [26] . Meanwhile, Part (v) can be deduced by noting that
and using that
Zhu reduction
Suppose that a ∈ V with L(0)a = wt(a)a and J(0)a = αa for α ∈ C.
Lemma 3.2. For all k ∈ Z, we have
Proof. We commute the operator a(k + wt(a) − 1) through the following trace
Using (3.2) the result follows.
Lemma 3.2 immediately implies the following corollary.
We can now state the first Zhu reduction formula for formal Jacobi n-point functions.
Proof. From Lemma 3.2, we find
The P m+1 -terms in (3.4) have simple poles at αz ∈ Zτ + Z but thanks to Corollary 3.3 the residue at each pole is zero as follows. Consider the principal part at αz = λτ + µ defined by
.
The right side of (3.4) can be written as n j=1 m≥0
by Lemma 3.2. This residue at αz = λτ + µ is zero and we establish the following result.
with P m+1,λ (w, τ ) defined in (2.10).
We are in position to describe the second Zhu reduction formula for Jacobi n-point functions.
Proposition 3.6. Let a, v 1 , . . . v n ∈ V with J(0)a = αa. For N ≥ 1 and αz / ∈ Zτ + Z, we have
Remark 3.8. In the case α = 0 we have that λ = µ = 0 and Propositions 3.5 and 3.7 imply the standard results of [30] or [26] with a(λ + wt(a) − 1) = o(a).
Theorem 1.1 now follows as a corollary to Propositions 3.4-3.7.
Zhu reduction with a shifted Virasoro vector
In this section, we show that Corollary 3.3 and Proposition 3.5 are related to previously known results based on an appropriate shifted Virasoro vector. Suppose that J(0)a = αa for α ∈ Z \ {0}, and define g ∈ Aut(V ) by
for µ ∈ Z for which ga = a. Then Corollary 3.3 follows from Proposition 6 of [26] which states that
Consider the shifted Virasoro vector
The shifted grading operator is
Denote the square bracket vertex operator for the shifted Virasoro vector by
Next consider (3.8) with the shifted Virasoro grading. With J(0)v j = α j v j for j = 1, . . . , n we find
Thus, using (3.9) for n = 0, we find that
i.e., we recover (3.3) of Corollary 3.3.
In a similar fashion, we can relate Proposition 3.5 to Theorem 2 of [26] for the above shifted Virasoro grading L h (0) and with g = e 2πiµ α J(0) . Theorem 2 of [26] states that
where o h (a) := a(wt h (a) − 1) = a(µ + wt(a) − 1). With J(0)v j = α j v j for j = 1, . . . , n the left side of (3.10) equals
whereas the right side of (3.10) gives
(3.12) Next we note that
Hence the identity (3.5) follows from dividing (3.11) and (3.12) by e yλ n j=1 e x j λα j α .
Differential operators on Jacobi forms
In this section we consider a generalization of differential operators on J k,m , the space of Jacobi forms of weight k and index m, introduced in [28] . We investigate how these operators appear in a number of vertex operator constructions for Jacobi n-point functions in the subsequent sections.
For α ∈ Z \ {0}, m, k ∈ N and A, B ∈ C, with A = 4mB, define the differential operator
where ϑ = ϑ k := D τ + kG 2 (τ ) is the Serre modular derivative which maps modular forms of weight k to modular forms of weight k + 2. (We often use the notation ϑ without subscript if it is applied to forms with the weight not specified or to functions which are linear combinations of forms with different weights.) We also define operators for particular values of (A, B) as follows:
We remark that M, H, T , S are linearly dependent with
In particular,
is the well-known modified heat operator which maps (weak) Jacobi forms of weight k and index m to (weak) Jacobi forms of weight k + 2 and the same index [7] . Furthermore,
For α = ±1 we find
the generalized Serre derivative ∂ J for even weight 2k index m Jacobi forms introduced in [28] . Since H : J k,m,χ → J k+2,m,χ and ∂ J : J 2k,m,χ → J 2k+2,m,χ , it is natural to consider the action of the general differential operator M of (4.1) on Jacobi forms. 
Proof. It is well-known that H k satisfies the properties (i) and (ii). Hence since M k,α is a linear combination of H k and T k,α , it suffices to prove the results for T k,α . Let φ(z, τ ) be transforming as (2.1), i.e., with no condition on holomorphicity. Note that
. Then a straightforward calculation using Proposition 2.2 (iv) reveals that
We also have the total derivatives , τ ) )] z=z+τ so that using Proposition 2.2 (iii) we find
which proves statement (i). It is easy to see that a weight k Jacobi-like form equipped with a multiplier system is mapped to a weight k + 2 Jacobi-like form with the same multiplier. For (ii), assume φ ∈ J k,m,χ and α satisfy the conditions of the lemma. By (i) it suffices to determine whether T k,α introduces poles via the G 1 (αz, τ ) and G 2 (αz, τ ) terms. We shift z → z + 1 α (λτ + µ), for λ, µ ∈ Z, in
to get
We are now interested in whether this expression has poles at z = 0. Using Proposition 2.2 (iv), we find that
Since G 2 (αz, τ ) does not have a pole at z = 0, we are only concerned with the term
Using the Fourier expansion of φ(z, τ ), we find that
c(n, r)e Hence, provided that
we obtain
Clearly χ Proof. Equation (4.6) of Lemma 4.1 implies that in order for T to not introduce poles, we must have for all λ, µ ∈ Z Consider n > 0 and pick λ = sgn(α). The possible q exponents are
This implies the smallest q exponent for n ≥ 1 is
For n ≥ 2 we find
which implies that
|α| .
Finally, noting that h m > 2 √ m − 1 we find
i.e., the smallest q exponent for n ≥ 2 is bounded below by the smallest q exponent for n = 1. The coefficient of this term is While the previous lemma is only relevant to Jacobi forms, there are many partition functions in the theory of VOAs known to be such (see examples in the next sections). The results in the next section, however, also pertain to the weak Jacobi forms arising in the theory of VOAs.
Differential operators for strongly regular VOAs

Weak Jacobi forms and strongly regular VOAs
A vertex operator algebra V is said to be regular if every weak V -module is a direct sum of irreducible ordinary modules. By [1, 22] , this is equivalent to V being rational and C 2 -cofinite. This then implies that V has finitely many inequivalent irreducible ordinary modules [3, 30] , which we denote by M 1 , . . . , M r . For an arbitrary such V -module, we often simply write M . A regular VOA which satisfies L(1)V 1 = 0 and is also of CFT-type, that is decomposes as V = C 1 ⊕ n≥1 V n , is called strongly regular.
Strongly regular VOAs come equipped with additional structure. For one, such VOAs have a nondegenerate symmetric invariant bilinear form ·, · : V × V → C which is unique under the 17 normalization 1, 1 = −1 (see [9, 23] ). Additionally, the weight one space V 1 is a reductive Lie algebra and every V -module is completely reducible as a V 1 -module [4] . These facts are utilized below. For now, we focus on the fact that the space of 1-point functions, span C {V J M j (v; z, τ ) | 1 ≤ j ≤ r}, is closed under the the standard action of the Jacobi group. Indeed, let J ∈ V 1 be such that J(0) acts semisimply on each M j with integral eigenvalues. Then the following theorem can be found in [17, 18] .
and for all and [λ, µ] ∈ Z 2 there exists a j ′ ∈ {1, . . . , r} such that
Additionally, due to the V -module grading
, where λ j is the conformal weight of M j , it immediately follows that each function q Thus, in particular, we find since wt(J) = 1 that Lastly, since [u(0), L(0)] = 0 for all u ∈ sl 2 then every L(0) homogeneous space of a V -module is a finite dimensional sl 2 -module. All finite dimensional sl 2 -modules are completely reducible into irreducible modules for which J(0) has integral eigenvalues e.g. Section 7 of [12] . Proof. The space V 1 is a reductive Lie algebra by [4] . Since V 1 is non-Abelian it must contain an sl 2 subalgebra. Furthermore, the sl 2 level m is positive integral by Theorem 3.1 of [6] .
Strongly regular
Thus in particular the constant term (as q-expansions) of this expression must be zero, which occurs whenever r = 2n/λ for λ = 0 and gives
Recalling that dim V 0,0 = 1 gives (5.9) taking µ = 0 or 1.
We provide two simple corollaries that exploit the previous theorem.
Corollary 5.7. Suppose V satisfies the conditions of Proposition 5.6. Then V n,±2n = {0} for finitely many n ≥ ⌊ J,J 4 + 1⌋.
Proof. Taking λ = ±1 in (5.9) gives
We note that 4n
4 − 1⌉. Therefore, we can rewrite the sum above as
Thus dim V n,±2n = 0 for only finitely many n ≥ ⌊ J,J 4 + 1⌋. The other corollary is the following.
Corollary 5.8. Suppose V satisfies the conditions of Proposition 5.6 and that J, J = 2. Then dim V 1,±2 = 1 and V n,±2n = {0} for all n ≥ 2.
Proof. Taking λ = ±1 in (5.9) we find n≥1 (2n − 1) dim V n,±2n = 1 and the result follows.
Strongly regular examples
For more information and details on the following examples, we refer the reader to [20] , for example.
Example 1:
The VOA associated to the lattice E 8
Throughout this section, let V E 8 denote the VOA associated to the E 8 lattice L E 8 . Then V E 8 is a holomorphic VOA and 
22
Assume that h ∈ (V E 8 ) 1 = L E 8 has the property that h(0) has integral eigenvalues on V E 8 and h, h = 2, so that h(1)h = h, h 1 = 2 1 and m = h,h 2 = 1. We note that
where E 4,1 is the weight 4 index 1 Jacobi-Eisenstein series (see [7, Section 2, equation (1)]). Thus,
is a Jacobi form of weight 4 and index
h,h 2 = 1. Consider also the elements e h , e −h ∈ (V E 8 ) 1 . Note that for n ≥ 0
±h and
Recalling Propositions 3.6 and 3.7 with x = e h and y = e −h , we find that
where S = M (0,1) and 
(for example, these can be deduced from [13] ). Therefore,
, where we extended the definition of S k,m to k ∈ Q in the natural way.
Finally, we note that the important result that x[−1] k 1 = 0 for k ≥ 2 is known due to nilpotency arguments (see, for example, [20] ). However, this is also now immediate from Corollary 5.8.
6 Fermionic models
Vertex operator super algebras
In this section we consider an analogue of the sl 2 structure of Section 5 for a central charge c vertex operator super algebra (VOSA) of CFT-type V = ⊕ k∈ 1 2 Z V k e.g. [26] . We define a parity operator p(v) ≡ 2k (mod 2) for v ∈ V k and define a "fermion number" automorphism σ by
Assume that there exists 2R "free fermion" vectors ψ ± r ∈ V 1 2 for r = 1, . . . , R with vertex operators Y (ψ ± r , z) = n∈Z ψ ± r (n)z −n−1 such that ψ + r (0)ψ − s = δ rs 1 and ψ ± r (0)ψ ± s = 0. This implies the anti-commutator relations
it follows (analogously to (5.2)) that
i.e., J, J = R with
We further assume that the fermion number automorphism is given by
so that J(0) has integral eigenvalues on V .
In order to illustrate the main results of this paper, we consider the σ-twisted V -module (the Ramond sector). Define for all v ∈ V
Then (V, Y σ ) is the σ-twisted V -module by a theorem of Li [21] . In particular
where ω is the Virasoro vector. With
, we thus find that
Jacobi n-point functions
We define a Jacobi 0-point function with half integral grading given by We can generalize (6.4) to all σ-twisted Jacobi n-point functions such as in (3.1). These can be computed in terms of appropriate n-point functions on V with a shifted Virasoro vector [26] 5) for central charge c s = c − 3R and shifted grading operator
We note that L s (0) necessarily has integral eigenvalues on V from (6.2). As shown in Proposition 9 of [26] , every σ-twisted n-point function 6) can be expressed in terms of an appropriate untwisted n-point function with shifted Virasoro vector
where (using (5.1))
Since the shifted grading is integral we may apply the Zhu reduction formulas of Propositions 3.4-3.7 to the supertrace (6.7) taking due regard to the anti-commuting properties of fermion vertex operators 4 . 8) for r = 1, . . . , R in analogy to (5.7). Using (6.1) we find that for the VOSA endomorphism 5
A degree 1 differential operator
In particular, for v = 1 we find that N S 1 = 0 so that
for Jacobi theta function (2.7) and some z-independent function F (τ ). This condition severely restricts the possible VOSAs satisfying (6.2). One obvious family of examples is the VOSA formed by taking the tensor product of the VOSA generated by ψ ± r and an arbitrary VOA W for which
The supertrace is required in (6.6) and (6.7) in order to obtain the appropriate quasi-Jacobi coefficient functions appearing in Propositions 3.4-3.7.
5 The superscript S indicates a super algebra endomorphism.
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Degree 2 differential operators
Much as in Section 5.3, we consider differential operators of the type M defined in (4.1) for α = 1 that arise in the Zhu reduction of appropriate VOSA 1-point functions. These examples differ from those considered in [10] for N = 2 superconformal algebras. Consider v ∈ V [k] obeying (6.8) . Note that in addition to (5.5) we have, using (6.1), that
Thus for the VOSA endomorphism (cf. (5.6)) R of (4.1) with α = 1 occurs as follows:
where, for notational simplicity we abbreviate Z(u) := Z J Vσ (u; z, τ ) for u ∈ V . Equation (6.9) is an α = 1 analogue of (5.8). In particular, taking v = 1 and using (2.15) we have
(6.10) 27
The free fermion model
We now specialize to the rank 2R free fermion VOSA V generated by ψ ± r for r = 1, . . . , R for which the σ-twisted supertrace is (e.g. [26] )
for index 1 2 . Display (6.11) is the classic heat equation whereas, using G 1 (z, τ ) = −P 1 (z, τ ) and P 2 (z, τ ) = −D z (P 1 (z, τ )), we find that (6.12) implies (2.15).
We next consider the σ-twisted 2n-point function for n copies of ψ + and ψ − . The first Zhu reduction formula Proposition 3.4 implies (cf. Proposition 14 of [26] ) the next result. Proposition 6.1. We have
13)
for a matrix P with components P jk = P 1 (x j − y k , z, τ ) for 1 ≤ j, k ≤ n.
As demanded by Proposition 3.5, we find the following corollary.
Corollary 6.2. The 2n-point function (6.13) is convergent for all x j = y k with x j , y k , z ∈ C and 0 < |q| < 1 .
Proof. From Proposition 2.1 (v), we have simple pole structure
in the neighborhood of z = λτ + µ for each λ, µ ∈ Z. The singular parts of the columns of P are linearly dependent and hence det(P) has a pole of order 1 for all z ∈ Zτ + Z. Since θ 1 (z, τ ) has a simple zero at z ∈ Zτ + Z the result follows. Equation (6.13) is a generating function for all σ-twisted n-point functions as explained in Proposition 15 of [26] . Thus we conclude the convergence of n-point functions.
Proposition 6.3. We have that Z J Vσ ((v 1 , x 1 ) , . . . , (v n , x n ); z, τ ) is convergent for all x j = x k with j = k for x j , z ∈ C and 0 < |q| < 1.
We next consider the rank 2R fermion VOSA generated by ψ ± r for r = 1, . . . , R with shifted Virasoro vector ω = R r=1 ψ + r [−2]ψ − r of central charge −2R. We can construct all weak Jacobi forms (with the same multiplier system as θ 1 (z, τ ) R ) of the form F R (z, τ )θ 1 (z, τ ) R for all R ≥ 2 for the meromorphic Jacobi form for k 1 , . . . , k m ∈ N with non-repeating fermion labels 1 ≤ r 1 < r 2 < · · · < r m ≤ R, i.e., any k j value occurs at most R times. The Fock vector (6.14) is of L[0] weight n = m j=1 k j , a partition of n with m parts. It is useful to denote this partition by π = 1 j 1 . . . n jn indicating that there are m = j 1 + · · · + j n parts of n = j 1 + 2j 2 + · · · + nj n (but with k occurring j k ≤ R times).
Define an L[0] weight n vector for a partition π = 1 j 1 . . . n jn of n ≤ R by We find the following result. 
Forming a generating function with parameter x this implies
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The result follows from (2.12) and (2.13).
We note that F R (z, τ ) is a meromorphic Jacobi form of weight R for each R ≥ 2 whereas F 1 (z, τ ) = P 1 (z, τ ) is quasi-Jacobi.
We briefly describe another example. Define for R ≥ 2
Proposition 6.7. For each R ≥ 2, we have J[1]Ψ R = 0 and Ψ R has 1-point Jacobi function
for K R (z, τ ) given in (2.16).
Proof. Applying Proposition 6.4 one confirms that J[1]Ψ R = 0. Equation (6.16) implies that
