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Abstract
The Joint Committee for Guides in Metrology (JCGM) publishes and maintains
reference documents relating to general aspects in metrology. Working Group 1
of the JCGM is responsible for the Evaluation of Measurement Data series of
documents that gives information for evaluating and expressing uncertainty in
measurement. This paper compares several methods for evaluating measure-
ment uncertainty that are described in these documents. Emphasis is given to
situations where more than one input quantity is measured simultaneously. This
leads to an investigation into how these methods perform when these quantities
are high-frequency electromagnetic scattering parameters. It is shown that for
measurements involving a large number of input quantities, such as those in-
volving microwave scattering parameters, the required number of observations
for the approach given in the GUM Supplements to work can be prohibitively
large.
Keywords: measurement uncertainty, GUM, GUM supplements, microwave
scattering parameters, standard uncertainty
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1. Introduction
The Guide to the Expression of Uncertainty in Measurement (GUM) [1]
was first published in 1993 by the International Organisation for Standardiza-
tion (ISO) on behalf of seven international organisations: the International Bu-
reau of Weights and Measures (BIPM), the International Organization of Legal
Metrology (OIML), the International Electrotechnical Commission (IEC), the
International Organization for Standardization (ISO), the International Feder-
ation of Clinical Chemistry and Laboratory Medicine (IFCC), the International
Union of Pure and Applied Chemistry (IUPAC), and the International Union
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of Pure and Applied Physics (IUPAP). The publication of this document was
a landmark event in the field of measurement uncertainty because the docu-
ment presented, arguably for the first time, a comprehensive and standardised
approach for evaluating uncertainty, irrespective of the type of measurement
and the level of accuracy being sought. In addition, the endorsement of the
document by the seven international organisations (including the two global
standardisation bodies - IEC and ISO) gave the document significant interna-
tional authority in many areas of the physical sciences.
In 1997, the Joint Committee for Guides in Metrology (JCGM) was estab-
lished by these seven international organisations. The JCGM was tasked with
maintaining both the GUM [1] and the International Vocabulary of Metrology
- Basic and General Concepts and Associated Terms (VIM) [2]. The JCGM
consists of two Working Groups (WGs): WG1 has responsibility for the GUM;
WG2 has responsibility for the VIM. Membership of the JCGM comprises rep-
resentatives of the above international organisations (referred to as the JCGM
Member Organisations). In 1998, the International Laboratory Accreditation
Cooperation (ILAC) became the eighth JCGM Member Organisation. In 2008,
JCGM WG1 re-published the GUM [3]. Around the same time, JCGM WG1
began publishing additional documents relating to measurement uncertainty.
This included supplements to the GUM [4, 5] covering topics that are not dealt
with, in detail, in the GUM. The first supplement [4] introduced the use of a
Monte Carlo method [6] to propagate distributions representing the uncertainty
contributions. The second supplement [5] presented a detailed treatment of sit-
uations where more than one measurand is determined simultaneously during
the measurement process.
With regard to methodologies for evaluating measurement uncertainty, the
GUM presents methods that include the use of both Bayesian probabilistic
methods [7] and classical probabilistic methods [8] to evaluate the uncertainty
in the individual components of a measurement’s overall uncertainty. An in-
formative discussion on these types of method can be found in [9]. In the
GUM, classical methods are used for the treatment of Category A uncertainty
components and Bayesian methods are used for the treatment of Category B
uncertainty components. Category A uncertainty components are those that are
evaluated using statistical techniques; Category B components are those that are
evaluated using other means. Since the publication of the GUM, some authors
have stated (for example, in [10, 11, 12, 13]) that this combination of different
probabilistic methods (i.e., Bayesian and classical) represents an inconsistency
in the GUM methodology for evaluating measurement uncertainty.
The supplements to the GUM [4, 5] resolve the above-mentioned inconsis-
tency by introducing a method for treating the Category A uncertainties that
follows a Bayesian approach [14]. Therefore, the two supplements no longer con-
tain the inconsistency found in the original GUM. However, as a consequence
of this change, there is now inconsistency between the method used to evaluate
uncertainty described in the GUM and that described in the two supplements.
In many situations, these different methods do not have a significant impact
on the overall uncertainty that is evaluated. For situations where a consider-
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able number of input quantities are observed simultaneously, the two different
approaches can produce significantly different values of uncertainty. Such situa-
tions often occur in the area of high-frequency electromagnetic metrology. This
paper examines in detail these procedural differences and, for the first time,
illustrates their impact on measurement situations that occur in high-frequency
electromagnetic metrology.
The paper is arranged in the following sections. Section 2 reviews the pro-
cedures given in the GUM for the treatment of Category A uncertainty com-
ponents. Section 3 reviews the related procedures in the GUM supplement
documents for Category A uncertainty components. Section 4 shows how these
two procedures impact an example that is given in both the GUM and the sup-
plements - namely, the simultaneous measurement of resistance, reactance and
impedance. Section 5 shows how the two procedures, in general, affect measure-
ments involving significant numbers of input quantities. This is illustrated with
an example using measurements of microwave scattering parameters. Section 6
follows with a discussion concerning the significance of the differences observed
using these two methods. Finally, the summary and conclusions relating to the
work are presented in Section 7.
2. JCGM 100:2008 - GUM
The classical statistical technique [8] applied to Category A uncertainties in
the current GUM [3] is based on a series of observations of a randomly varying
input quantity. After n observations x1, x2, . . . , xn, the arithmetic mean of
measured values, x¯, and standard deviation, s, of a randomly varying input
quantity, X, is written as
x¯ =
1
n
n∑
i=1
xi, s =
√√√√ 1
n− 1
n∑
i=1
(xi − x¯)2 (1)
respectively, where xi is the result of the ith observation. Importantly, a min-
imum of two observations must be made (n ≥ 2) in order for s to be defined.
The standard uncertainty of the best estimate of X, u(x¯)GUM , can be found by
dividing s by the square root of the number of observations:
u(x¯)GUM =
s√
n
(2)
If there are correlated (mutually dependent) input quantities present in the
measurement model, the covariances of each pair of input quantities must also
be calculated before the propagation stage of the uncertainty evaluation. Both
the standard uncertainties and the covariances for N input quantities can be
represented in a symmetric (N ×N) matrix containing the variance (s2) of each
quantity along the diagonal and the covariance between xi and xj in the i, jth
element of the matrix. This is called the“uncertainty matrix” in [4] and the
“measurement covariance matrix” in [5]. An example given in the GUM, Ex-
ample H.2, described later in Section 4 of this paper, demonstrates this scenario
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using the example of a simultaneous measurement of resistance and reactance
with voltage, current and phase as correlated input quantities.
Once the uncertainties of the input quantities have been evaluated, they
are propagated through the measurement model. This requires the sensitivities
of the measurand to each input quantity to be calculated to at least a first
order approximation. The estimates of the input quantities are used in the
measurement model to obtain the estimate of the measurand. The variances and
covariances of the input quantities are combined with the sensitivity coefficients
in order to obtain the variance of the measurand. The combined standard
uncertainty of the measurand is equal to the positive square root of this value.
The result of the measurement is then presented as the measurand estimate and
combined standard uncertainty. Alternatively, the uncertainty is expressed in
terms of an expanded uncertainty which is derived directly from the combined
standard uncertainty.
3. JCGM 101:2008 and JCGM 102:2011 - GUM Supplements
Both GUM supplements (GUM-S1/S2) [4, 5] use a Bayesian approach [15]
to assign a probability density function (PDF) to describe all input quantities.
This approach results in the choice of a t-distribution to characterise Category
A input quantities, in contrast to the approach used in the GUM. Of particular
relevance to this paper is the inclusion of the degrees-of-freedom parameter, ν,
in the definition of the standard uncertainty and covariances of a t-distribution.
Whereas for the Gaussian distribution ν is used as a measure of reliability of
the standard uncertainty, it is explicitly required when using the t-distribution
in order to obtain the standard uncertainty, u(x¯)SUPP :
u(x¯)SUPP =
s√
n
×
√
ν
ν − 2 (3)
where ν = n − N , with n being the number of repeat observations used to
obtain a Category A evaluation of uncertainty and N being the number of
input quantities. In the GUM-S1 only a univariate t-distribution is offered,
which represents N = 1 input quantities. For this case (3) can be rewritten as:
u(x¯)SUPP =
s√
n
×
√
n− 1
n− 3 (4)
Equation (4) is undefined if n is less than four. This effectively prevents the
standard uncertainty from being calculated for a single input quantity accord-
ing to the guidance given in the GUM-S1 (and the GUM-S2). The commercial
ramifications of this condition are significant and are discussed further in Sec-
tion 6. Figure 1 illustrates the ratio between the standard uncertainty values
calculated for different numbers of observations of a single Category A input
quantity using the GUM and the GUM-S1/S2 approaches. It can be seen that
when n = 4, u(x¯)SUPP =
√
3 × u(x¯)GUM , and as the number of observations
increases the results from both approaches converge: If n tends to infinity, the
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Figure 1: Scaling factor to convert from a GUM standard uncertainty to a GUM Supplement
standard uncertainty, as a function of number of observations.
t-distribution tends towards a Gaussian distribution. However, most commer-
cial laboratories would avoid making large numbers of measurements as this
reduces the efficiency of the process.
For measurements involving multiple input quantities, such as the measure-
ment of a vector quantity, a multivariate/joint distribution should be used as
suggested in the GUM-S2. The variances and covariances between all pairs of
input quantities are obtained using a matrix form of (3) (section 5.3.2 of [5]):
V(X) =
ν
(ν − 2)
S
n
=
1
n(n−N − 2)
n∑
i=1
(xi − x¯)(xi − x¯)> (5)
S =
1
ν
n∑
i=1
(xi − x¯)(xi − x¯)> (6)
V(X) =

u(x1)
2 u(x1, x2) . . . u(x1, xn)
u(x2, x1) u(x2)
2 . . . u(x2, xn)
...
...
. . .
...
u(xn, x1) u(xn, x2) . . . u(xn)
2
 (7)
where V(X) is the uncertainty matrix, xi is a sample from the array of vectors
containing input quantity indications and x¯ is the arithmetic mean of that array.
For this multivariate case, the minimum value of n will increase linearly with
N , such that the standard uncertainty is undefined unless n > N + 2. The
consequences of this condition are demonstrated in Section 5.
4. Example - H.2 of the GUM/9.4 of the GUM-S2
Both the GUM and the GUM-S2 provide an identical example which can
be used to demonstrate the different standard uncertainties obtained when ap-
plying the method suggested in each document. The example is a simultaneous
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Table 1: The indication values from the example “Simultaneous Resistance and Reactance
Measurement” and their statistical properties as evaluated by the approaches given in [3]
(example H.2) and [5] (example 9.4).
Value V /V I/A Φ/rad
x1 5.007 19.663 1.0456
x2 4.994 19.639 1.0438
x3 5.005 19.640 1.0468
x4 4.990 19.685 1.0428
x5 4.999 19.678 1.0433
x6 4.999 19.661 1.0445
x¯ 4.9990 19.6610 1.04446
u(x¯)GUM 0.0026 0.0077 0.00061
u(x¯)SUPP 0.0045 0.0134 0.0011
u(x¯)SUPP
u(x¯)GUM
1.732 1.732 1.732
measurement of resistance and reactance, which uses a measurement model with
multiple input quantities and multiple output quantities (measurands). The in-
put quantities are voltage V , current, I, and phase, Φ, and the measurands
are resistance R, reactance, X, and impedance, Z. The measurement model is
defined as:
R =
V
I
cos θ, X =
V
I
sin θ, Z =
V
I
(8)
Six sets of indication values [2] (n = 6) of V, I,Φ are obtained indepen-
dently by measurement. The version of this example given in the GUM uses
only n = 5 sets, but one additional set of values of V, I,Φ has been added for
the GUM-S2 example to allow (3) to be defined for N = 3 input quantities, a
condition which was explained at the end of Section 3. These values, together
with their arithmetic means and standard uncertainties as calculated from the
two approaches using (2) and the matrix form of (3) (which is applicable to
measurements involving multiple input quantities), are presented in Table 1.
The ratios of the standard uncertainties from each approach is also included in
the table, which are identical for all these input quantities due to their depen-
dence only on n and N , which are also equal for all these input quantities (e.g.
when n = 6 and N = 3,
√
ν/(ν − 2) = √(n−N)/(n−N − 2) = √3). This
explains why standard uncertainties evaluated with Category A methods using
the minimum number of observations following the GUM-S1/S2 approach are
always 1.732 times larger than the standard uncertainties calculated following
the GUM approach.
This difference in the input quantity uncertainties calculated from the two
approaches propagates through the measurement model and therefore signifi-
cantly affects the combined standard uncertainties of the measurands. Table 2
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Table 2: A comparison of the results obtained for the example “Simultaneous Resistance and
Reactance Measurement” using the approaches given in [3] (example H.2) and [5] (example
9.4).
Method u(R)/Ω u(X)/Ω u(Z)/Ω
GUM 0.058 0.241 0.193
GUM-S2 0.130 0.540 0.431
GUM−S2
GUM 2.241 2.241 2.233
presents the combined standard uncertainties of the measurands for the de-
scribed example as evaluated by both approaches, together with a ratio of the
uncertainty values. For all three measurands the combined standard uncertainty
calculated using the GUM-S1/S2 method is more than double the equivalent
values calculated using the GUM method. For other measurement models with
higher sensitivities to the input quantities, this difference could be even greater.
5. Application to microwave scattering parameters
High-frequency electromagnetic metrology often involves using multiple complex-
valued quantities. Common input quantities for this type of measurement, mea-
sured using instruments such as vector network analysers (VNA), are scatter-
ing parameters (S-parameters). These measurements characterise the linear
response of a microwave device to a stimulus on a specified connection (port),
and can be used to calculate important device parameters such as gains and
reflection coefficients. A single S-parameter represents either a transmission or
reflection coefficient for a pair of ports, and therefore a device with m ports
requires m2 S-parameters to fully characterise the response of the device:
S =

S11 S12 . . . S1m
S21 S22 . . . S2m
...
...
. . .
...
Sm1 Sm2 . . . Smm
 (9)
Because each S-parameter is a complex-valued quantity (S = (SRe, SIm)),
there are 2m2 input quantities required in a measurement model which uses the
complete device response. All of these quantities are correlated, so a multivari-
ate distribution should be used to represent them. It has been shown in Section
4 that for a Category A evaluation of uncertainty, both the number of repeat
observations and the number of input quantities have a significant effect on the
difference in uncertainty as calculated from the two approaches presented in the
GUM and the GUM-S1/S2. Table 3 shows the ratio of uncertainties calculated
from both approaches when applied to a measurement using scattering parame-
ters obtained from the minimum number of repeat observations , n, for devices
with m ports.
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Table 3: The difference in standard uncertainties obtained using the GUM (u(x¯)GUM ) and
the GUM-S1/S2 (u(x¯)SUPP ) approaches to measure a full set of scattering parameters for
microwave devices with various numbers of ports, m. Each device has 2m2 input quantities,
N , and requires a minimum of N + 3 repeat observations, n, in order for u(x¯)SUPP to be
defined.
Ports, m Input quantities, N
Required minimum number
of repeat observations, n,
for u(x¯)SUPP to be defined.
u(x¯)SUPP
u(x¯)GUM
1 2 5 1.732
2 8 11 1.732
3 18 21 1.732
4 32 35 1.732
...
...
...
...
8 128 131 1.732
It can be seen that for devices with multiple ports, n can become large in
order for (3) to be defined and calculate the standard uncertainty. It is likely
that the user will not always have the time or resources available to perform
such a quantity of measurements. In microwave measurement environments,
connections are typically made by hand using coaxial connectors. A typical
measurement may include a Category A evaluation of uncertainty due to con-
nection repeatability. Considering the specific example of a 4-port device, this
requirement would result in the need for a minimum of 35 × 4 = 140 repeat
coaxial connections to be made in order to perform a Category A evaluation
of the standard uncertainty using the GUM-S1/S2 approach. By contrast, the
classical approach used in the GUM is defined with just 2 repeat observations,
which would require only 2× 4 = 8 repeat coaxial connections to be made. Fig-
ure 2 shows the minimum number of repeat observations required when using
the GUM-S1/S2 approach, n, in order to be able to calculate a Category A
evaluation of the standard uncertainty of a full set of S-parameters for a mi-
crowave device with m ports. In all cases, the standard uncertainty obtained
using the GUM-S1/S2 approach is approximately 1.7 times larger than that
obtained using the GUM approach.
6. Discussion
The inconsistency of the approaches used in the GUM and its supplements
to calculate the standard uncertainty of Category A input quantities of a mea-
surement has two noticeable consequences for the user:
1. There can be a large difference in the standard uncertainties reported by
each approach, which is demonstrated using both the example of simul-
taneous resistance and reactance measurement shown in Section 4 and a
typical microwave measurement shown in Section 5. This leads to the
8
N= 2
N= 8
N= 18
N= 32
N= 50
N= 72
N= 98
N= 128
1
20
40
60
80
100
120
140
1 2 3 4 5 6 7 8
Number of ports, m
M
in
im
um
 n
um
be
r o
f o
bs
er
va
tio
ns
, n
U
nd
ef
in
ed
1.0
1.2
1.4
1.6
1.8
0 5 10 15 20 25
Number of observations, n
u
(x)
SU
PP
u
(x)
G
U
M
M
in
im
um
 n
um
be
r o
f o
bs
er
va
tio
ns
, n
 
M
in
im
um
 n
um
be
r o
f r
ep
ea
t o
bs
er
va
tio
ns
, n
Figure 2: The minimum number of repeat observations, n, required to calculate a Category
A determination of standard uncertainty of a full set of S-parameters for a microwave device
with m ports using the GUM-S1/S2 approach. The number of input quantities, N , for each
device is also shown. The value of n that is shown is the minimum number that is required
in order that (3) is defined, i.e. n = N + 3.
question: “Which approach should be used?”. The answer is not straight-
forward. The GUM approach is likely to be more attractive to commercial
laboratories and test engineers since this leads to achieving smaller uncer-
tainties in their results.
2. For situations involving multiple Category A input quantities, the Bayesian
approach introduced in the GUM-S1/S2 can require a large number of ob-
servations before the standard uncertainty can be defined. Although the
standard uncertainty calculated using the GUM approach will become less
reliable with fewer observations, it is still possible to obtain a result with
only 2 observations of any number of input quantities. In a commercial
laboratory the additional measurements required by the GUM-S1/S2 ap-
proach can be impractical, with many laboratories typically using only two
or three measurements per device following the GUM approach. For a sin-
gle input quantity this would require a potential doubling of the number
of observations and therefore the test duration, which would either slow
throughput or require more test stations to be added. If implemented, the
additional time or financial investment would then produce uncertainties
that are significantly larger than those obtained using the GUM approach.
9
7. Summary and Conclusion
This paper has highlighted an inconsistency between the GUM and its sup-
plements when evaluating the standard uncertainty for Category A input quan-
tities of a measurement model. The classical approach used in the GUM and
the Bayesian approach used in the GUM supplements have both been described
and their results compared using two examples. The supplement approach was
shown not to work for measurements with less than four observations of the
input quantities. The standard uncertainties provided by the supplement ap-
proach is always higher than those provided by the GUM approach, by a scaling
factor with an upper limit of 1.732. Finally, for measurements involving a large
number of input quantities, such as microwave scattering parameters, the re-
quired number of observations for the supplement approach to work can be
prohibitively large. In contrast, the GUM approach only requires two observa-
tions for any number of input quantities.
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