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ABSTRACT
Dielectric Elastomers (DEs) based have significant potential in the emerging field
of soft actuators and soft robotics. Due to the highly non-linear electromechanical
coupling, DEs can easily undergo large deformation and electromechanical instabil-
ities when subject to an external potential. The deformation and instabilities can
cause failures often detrimental in various application of DEs, though they can also
be systematically harnessed to create enhanced functionalities such as dynamic sur-
face patterning, and energy harvesting. In recent years DEs have been proposed for
various biologically-relevant applications, in which they may operate in fluidic envi-
ronments where surface tension effects may have a significant effect on their stability
and reliability. While an excellent literature already exists for electromechanical in-
stabilities, it is still unknown how the effects of surface tension and elasto-capillary
forces coupled with electromechanical forces to impact the modes of instabilities on
DEs. Furthermore, all available computational models for DEs are monolithically
coupled, which are extremely computationally inefficient, and place stringent limits
vii
on the DE system sizes that can be modeled. In this thesis, a finite element method
(FEM) model is developed to capture surface tension effects on DEs, a phenomena
called electro-elasto-capillary (EEC) phenomena. The finite element formulation is
dynamic, non-linear, monolithic, and fully coupled. This model is capable of cap-
turing both the onset of instabilities as well as the post-instability response of DEs.
The model is used to examine the following problems of interest: (1) Surface tension-
driven surface instability transition from creasing to wrinkling in constrained DE
films; (2) Wrinkling instability in pre-compressed DEs subjected to surface tension;
(3) Occurrence of an electro-elasto-capillary Rayleigh-Plateau instability (RPI) in DE
films; (4) Bursting drops inside a DE film. In the second focus of this thesis, a new
staggered explicit-implicit FEM model is developed, which offers significant enhance-
ment in computational efficiency while maintaining numerical robustness and solution
accuracy compared to the fully coupled and monolithic model. Comparisons to the
monolithic solutions for the above-mentioned problems of interest are given, while
three-dimensional problems which cannot be solved monolithically are tackled using
the proposed explicit-implicit formulation.
viii
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1Chapter 1
Introduction
1.1 Dielectric Elastomers
Dielectric elastomers (DEs) have attracted significant attention in recent years as a
soft and flexible actuation material [5, 6, 7]. The salient characteristic of DEs is that if
sandwiched between two compliant electrodes that apply voltage across its thickness,
the DE can exhibit both significant thinning and in-plane expansion such as shown in
Fig. (1·1), where the in-plane expansion can often exceed several hundred percent [8].
The ability to undergo such large deformations has led to DEs being studied for both
actuation-based applications, including artificial muscles and flexible electronics, and
also for generation-based applications and energy harvesting [5, 6, 9]. Detailed studies
on the mechanics of DEs began about 15 years ago with the seminal experimental work
of Pelrine et al. [10, 11]. Since then, there have been many experimental [12, 13, 14, 15,
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 3], theoretical [26, 27, 28, 29, 30, 31, 32, 18, 19, 33],
and recently a small number of computational studies [34, 35, 36, 37, 38, 39, 33, 40,
41, 42, 43] aimed that identifying the mechanisms that have the largest impact on the
nonlinear dynamical behavior and failure mechanisms of DEs. A summary of recent
developments on electromechanical instabilities in DEs has been given by Zhao and
Wang [44].
2compliant electrodes
dielectric
dielectric
compliant electrodes
Figure 1·1: Schematic of DE actuator. Once the voltage is applied to
the compliant electrodes, the DE squeezes due to electrostatic force (in
the electric field direction λ3), and stretches in the other two direction
λ1, λ2
1.2 Electro-elasto-capillary phenomena
Concurrently, researchers have for many years studied the forces exerted by fluids at
rest upon solids, which are known as surface tension, or elasto-capillary forces. While
the best-known example of surface tension is likely that of deforming liquid droplets,
recent interest has emerged in using surface tension to deform solid structures [45, 46,
47, 48, 1]. Specifically, there has recently been interest in using elasto-capillary forces
to deform soft structures in controllable or unique ways, since for these systems the
elasto-capillary number, which is defined as γ/µl, where γ is the surface tension, µ
is the shear modulus and l is a characteristic length, is close to unity, implying that
elasto-capillary effects can be substantial for these soft materials.
While elasto-capillary effects have been extensively studied in soft materials, its
effect on soft materials like DEs that deform when subject to an electric field, is a rela-
tively unknown phenomenon. For example, Wang and Zhao [4] performed interesting
experiments of electro-statically deforming a constrained DE in a liquid solution,
and showed that the instability mechanism of the surface could be tuned depending
3on the value of the surface tension. Furthermore, Pineirua and his colleagues [49]
showed how elasto-capillary origami could be developed by coupling surface tension
with electric fields to deform a liquid droplet surrounded by a thin sheet of PDMS.
1.3 Staggered explicit-implicit procedure
Various computational formulations for DEs based on the finite element method
(FEM) have emerged in the past decade [34, 35, 36, 37, 38, 39, 33, 40, 41, 42, 43, 50,
51, 52, 53]. While these differ depending on various factors, including the field theory
they are formulated on, whether they account for material effects such as viscoelastic-
ity, or whether they are quasi-static or dynamic, nearly all of them have been solved
using a fully coupled, monolithic formulation. While the monolithic formulation en-
sures the correct electromechanical coupling, it comes with significant computational
expense, and as such nearly all computational examples involving DEs have been
on two-dimensional (2D) problems because of the additional degree of freedom the
electrostatic problem adds to the structural problem for each spatial dimension.
Multi-physics problems may be classified into two categories. In the first case, each
field occupies separate spatial domains as in fluid-structure interaction, where cou-
pling occurs along the spatial boundaries. In the second case, the coupled interaction
fields occupy the same spatial domain, as in electrodynamics and flexible solids, and
thermoelastic problems. Monolithic and fully coupled solution procedures satisfies all
the couplings between physics of the problem at the same time (see Fig. (1·2)(a)),
therefore they are inherently computationally expensive. Staggered solution meth-
ods [54, 55] however treats each physics sequentially such as shown in Fig. (1·2)(b).
These methods were initially developed for implicit-implicit staggered solutions of
fluid-structure interaction problems, then extended to staggered implicit-implicit so-
lutions of thermoelastic problems [56] and electrodynamics interacting with flexible
4Figure 1·2: Schematic of fully coupled (a) and staggered (sequential)
model (b). (M for mechanical and E for electrical problem.)
structures [57]. However, those problems are characterized as stiff problems with mild
nonlinearities. For problems undergoing local/global bifurcation and rapidly varying
severe nonlinearities, it is generally agreed that explicit integration is preferred in or-
der to capture the rapidly varying nonlinearities. It is for this reason that the explicit
integration method is employed for advancing the solid equations while implicitly
solving the electrostatic field equation, viz., an explicit-implicit staggered procedure.
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Theoretical Background
2.1 Nonlinear Electromechanical Field Theory
The nonlinear electromechanical field theory for large deformation of deformable di-
electric is based on the work proposed by Suo and co-workers [26, 27]. In this theory,
the reference configuration of a material particle is denoted as X. At time t, the
material particle moves to the new coordinate x, where the function x = χ(X, t)
describes the deformation of the particle in time (see Fig. 2·1). Then the deformation
gradient can be defined as
FiJ =
∂χi(X, t)
∂XJ
(2.1)
φ(X, t) is also defined as the electric potential at X at time t, where the nominal
electric field is defined as
E˜I = −∂φ(X, t)
∂XI
(2.2)
The electromechanical field theory at mechanical equilibrium, the nominal stress SiJ
satisfies the following weak equation:∫
V
SiJ
∂ξi
∂XJ
dV =
∫
V
(
Bi − ρ∂
2χi
∂t2
)
ξidV +
∫
A
TiξidA, (2.3)
where ξi is an arbitrary vector test function, Bi is the body force per unit reference
volume V , ρ is the mass density of the material and Ti is the force per unit area that
is applied on the surface A in the reference configuration.
6Figure 2·1: A soft dielectric particle in undeformed (left) and de-
formed (right) configuration subjected to electromechanical loads.
For the electrostatic problem, the nominal electric displacement D˜I satisfies the
following weak equation:
−
∫
V
D˜I
∂η
∂XI
dV =
∫
V
q˜ηdV +
∫
A
ω˜ηdA, (2.4)
where η is an arbitrary scalar test function, q˜ is the nominal volumetric charge den-
sity and ω˜ is the nominal surface charge density, both with respect to the reference
configuration. It can be seen that the strong form of the mechanical weak form in
Eq. (2.3) is the momentum equation, while the strong form of the electrostatic weak
form in Eq. (2.4) is Gauss’s law.
As the governing field equations in Eqs. (2.3) and (2.4) are decoupled, the elec-
tromechanical coupling occurs through the material laws. A combination of an ideal
(linear) dielectric and hyperelastic material law is adopted here. This purposed model
has been utilized in the literature to study the nonlinear deformations of electrostati-
cally actuated polymers [39, 38]. Due to the fact that the DE is a rubber-like polymer,
phenomenological free energy expressions are typically used to model the deformation
7of the polymer chains. In the present work, the following form is being utilized: [39, 38]
W (C, E˜) = µW0 − 1
2
λ(ln J)2 − 2µW ′0(3) ln J −

2
JC−1IJ E˜IE˜J , (2.5)
where W0 is the mechanical free energy density in the absence of an electric field, 
is the permittivity, J = det(F), where F is the continuum deformation gradient, C−1IJ
are the components of the inverse of the right Cauchy-Green tensor C, λ is the bulk
modulus and µ is the shear modulus. The second and third terms in Eq. (2.5) are
used to enforce material incompressibility by taking a large ratio of the bulk to the
shear modulus λ/µ.
The mechanical behavior of the DE is modelled using the Arruda-Boyce rubber
hyperelastic function [58], where the mechanical free energy W0 in Eq. (2.5) is ap-
proximated by the following truncated series expansion,
W0(I1) =
1
2
(I1 − 3) + 1
20N
(I21 − 9) +
11
1050N2
(I31 − 27)
+
19
7000N3
(I41 − 81) +
519
673750N4
(I51 − 243),
(2.6)
where N is a measure of the cross link density, I1 = tr(C), and the Arruda-Boyce
model reduces to a Neo-Hookean model whereN →∞. Previous experimental studies
validated the Arruda-Boyce model has shown a high level of accuracy for modeling
the large deformation of DEs [21].
When the body undergoes a rigid-body motion, the free energy is invariant. To
ensure that the free energy is invariant with respect to rigid-body rotation, the free
energy depends on the deformation gradient through the tensor C = FTF, where free
energy is a function Wˆ = Wˆ (C, E˜). Associated with small changes δF and δE˜ the
changes in free energy can be calculated as
δWˆ = SiJδFiJ − D˜JδE˜J (2.7)
8Consequently, Eq. (2.7) implies that
SiJ = 2FiL
∂Wˆ (C, E˜)
∂CJL
(2.8)
and
D˜J = −∂Wˆ (C, E˜)
∂E˜J
(2.9)
Once the strain energy density function describing the DE system such as the one
given in Eq. (2.5) is known, the resulting equations of state i.e. the nominal stress in
Eq. (2.8) and electrical displacement in Eq. (2.9) can be given.
Here the small changes near a given state is invoked such as the one previously
derived by Zhou et al. [37]. Let the given state be characterized by C and E˜. Associ-
ated with small changes in the deformation gradient δF and nominal electric field δE˜,
the changes in the nominal stress and nominal electric displacements in Eqs. (2.8)
and (2.9) can be linearized as follows
δSiJ = HiJkLδFkL − eiJLδE˜L, (2.10)
δD˜J = eiJLδFiL + εJLδE˜L
The various material tangents appeared in Eq. (2.1) can be calculated as: [37]
HiJkL(C, E˜) = 2δik
∂Wˆ (C, E˜)
∂CJL
+ 4FiMFkN
∂2Wˆ (C, E˜)
∂CJM∂CLN
,
eiJL(C, E˜) = −2FiM ∂
2Wˆ (C, E˜)
∂CJM∂E˜L
εJL(C, E˜) = −∂
2Wˆ (C, E˜)
∂E˜J∂E˜L
(2.11)
Therefore once the analytical form of energy function in Eq. (2.5) is determined, one
can analytically find the relations in Eq. (2.11). The analytic expressions of various
9derivatives of the free energy function are given as follows:
2
∂Wˆ (C, E˜)
∂CIJ
= 2W ′0(I1)δIJ + (λ ln J − 2W ′0(3))C−1IJ
+  JE˜KE˜L(C
−1
KI C
−1
LJ −
1
2
C−1KLC
−1
IJ )
(2.12)
4
∂2Wˆ (C, E˜)
∂CIJ∂CKL
= 4W ′′0 (I1)δIJ δKL + (2W
′
0(3)− λ ln J) (C−1IK C−1JL + C−1IL C−1JK)
+ λC−1IJ C
−1
KJ +  J E˜M E˜N
[1
2
C−1MN(C
−1
IK C
−1
JL + C
−1
IL C
−1
JK)
+ C−1MK C
−1
NLC
−1
IJ +
(
C−1MI C
−1
NJ −
1
2
C−1MN C
−1
IJ
)
C−1KL
]
 JE˜M E˜N[
C−1MI(C
−1
NKC
−1
JL + C
−1
NLC
−1
JK) + C
−1
NJ(C
−1
IKC
−1
ML + C
−1
ILC
−1
MK)
]
(2.13)
2
∂2Wˆ (C, E˜)
∂C˜JK∂E˜I
=  JE˜L(C
−1
KLC
−1
IJ − C−1KIC−1JL − C−1ILC−1JK) (2.14)
and finally
∂2Wˆ (C, E˜)
∂E˜K∂E˜L
=  JC−1IJ (2.15)
In implementing the fully coupled finite element formulations of DE, these relations
will construct the various coupling stiffnesses as it will be discussed in Chapter 3.
2.2 Surface tension in materials
Material surfaces have an energy penalty per unit area of surface, the surface energy
γ which has the unit of energy per unit area (J/m2) [59]. In liquids, this energy
penalty gives rise to a tensile surface stress Υ that usually is represented with the
unit of force per unit length (N/m). This stress arises due to the fact that the net
intermolecular forces between inner molecules or atoms of the liquid inside the volume
over a single molecule or atom is zero, but within the surface there is an imbalance
molecular forces causing a net force perpendicularly inward on the surface layer such
as shown in Fig. (2·2)(a). This forces pull surface molecules towards the interior
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(a) (b)
(c)
Figure 2·2: (a) Diagram of the forces on molecules of a liquid: In the
bulk of the liquid, each molecule is pulled equally in every direction
by neighboring liquid molecules, resulting in a net force of zero. The
molecules at the surface do not have the same molecules on all sides
of them and therefore are pulled inward. (b) A water droplet keeps its
spherical shape due to surface tension. (c) Liquid thread breakups into
droplet, Rayleigh-Plateau instability. (Images from Wikipedia)
liquid and the spherical shape of droplets in Fig. (2·2)(b) is because of that, also it
causes the breakup of a liquid jet as well shown in Fig. (2·2)(c) this phenomena is
called Rayleigh-Plateau instability. The result of this surface forces keeps the surface
like a stretched membrane analogous to an elastic sheet that creates surface stress
that opposes surface stretching, therefore keeps the surface area at its minimum.
The surface stress Υ = Υαβ is a symmetric second order tensor in general, but it is
isotropic for liquids simply because atoms and molecules of simple liquids are capable
of moving freely between bulk and surface in every direction so it can be represented
by a scalar Υ, therefore it can be shown γ = Υ and as a result the isotropic surface
stress is being called surface tension. In the context of fluid mechanics surface tension,
surface energy and surface stress can be used interchangeably [60]. In solids; on the
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(d)
(e)
(f)
(g)
Figure 2·3: Similar effect of surface tension on soft solids: (a)-(c)
Softening of soft cubic gels in edges with surface tension (Experiment
from Mora and Pomeau [1]). (d)-(g) Soft elastic cylinder undergo a
peristaltic instability as the surface tension increase from (d) to (g)
(Experiment from Mora et. al. [2])
12
other hand, surface energies and surface stresses are different from liquids. The first
important deviation comes from the fact that in stiff (crystalline) solids in general
surface energy and surface stress are not equal γ 6= Υ [59]. And that contributes to
the existing confusion in use of the term surface tension in stiff solids. Moreover,
solid surface stresses can be anisotropic and even compressive [61, 62, 59]. At small
scales, it is universally acknowledged that surface tension can dominate the behavior
of liquids where other external forces are negligible. Surface stresses in solids are in the
magnitude as in liquids, but they are often neglected in continuum level calculations
due to the fact that for elastic stiff solids internal resistance forces dominates tendency
of deformation due to surface tension. However, recent work has shown that these
can play an central role in the mechanics of soft solids such as gels and dielectric
elastomers [2, 1, 63, 47, 64]. To elaborate the idea that surface tension could impacts
soft solids one can gleaned through the elasto-capillary length lc = γ/µ where γ is the
surface energy density, µ is the shear modulus. While lc is negligible for stiff solids,
it can approach macroscopic dimensions for soft solids with sufficiently small µ or
lower elasticity. Here in this work, the focus is on soft elastomers that are lightly
cross linked. This gives molecules sufficient mobility to move freely between bulk to
the surface. And therefore the behavior of soft solids is indeed liquid like. This gives
us the freedom to consider surface tension and surface energy interchangeably as a
single scalar γ. Recent experiments done by Mora and its coworkers has shown like
in liquids, in soft solids similar phenomenon such as Rayleigh-Plateau instability can
occur [2]. In Fig. (2·3)(d)-(g) an elastic cylinder undergo an instability very similar to
Rayleigh-Plateau as the value for surface tension increases. Also in Fig. (2·3)(a)-(c)
the softening of a sharp cubic elastomer using capillary forces is possible which follows
the exact same principle of liquid droplets keeping their spherical shape due to their
surface tension [1].
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Figure 2·4: The reference body 0 and the deformed B at time t sub-
jected to surface tension on the boundary of Sγ.
2.3 Elasto-capillary model
Surface effects of a material can be described as the balance of forces at the sur-
face boundaries, therefore boundary condition [65, 66]. The key to elasto-capillary
phenomena in general lies in the connection between surface stresses and the bulk
stress. At the boundaries, the condition for static equilibrium follows the generalized
Laplace’s law in absence of any other external forces:
σ · nˆ =∇s ·Υ (2.16)
where nˆ is the normal vector to the surface and the surface gradient/divergence
operator is defined as ∇s = (I − nˆ ⊗ nˆ)∇ [61, 67]. For isotropic surface stresses
Υ = ΥI, where I is the identity tensor, the Eq. 2.16 becomes:
σ · nˆ =∇s · (ΥI)
= 2 Υκ nˆ−∇sΥ
(2.17)
where κ = −(1/2)∇s ·nˆ is the mean curvature of the surface. A further simplification
where surface stress is uniform and for liquids and soft solids it is when Υ = γ,
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and consequently: ∇sΥ = 0 which discounts the Marangoni stresses. After these
simplifications the Young-Laplace equation can be recovered [68, 65]:
σ · nˆ = 2 γ κ nˆ on Sγ (2.18)
where Sγ is the surface that the surface tension is acting on. The validity of this
equation via various experimental observations on hydrogels and silicone gels has been
proved [65, 2, 48, 69]. Therefore, the surface tension effects of a soft dielectrics can
be described by utilizing this equation. The weak form of the equation in Eq. (2.18)
can be derived for a surface subjected to Young-Laplace boundary condition such as
Sγ in current configuration, as it is illustrated in Fig. (2·4), by introducing a vector
test field w1. The contribution of the surface tension by invoking surface divergence
theorem then can results in:∫
Sγ
2γκ nˆ ·w1 da =
∮
Cγ
γmˆ ·w1 ds−
∫
Sγ
γ∇s ·w1 da (2.19)
where Cγ is the boundary curve of the surface Sγ, and mˆ is a unit vector tangent to
the surface Sγ and orthogonal to Cγ, known as binormal of the curve (see Fig. (2·4)).
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Chapter 3
Numerical Methods
3.1 Fully coupled, monolithic finite element
3.1.1 Quasi-static formulation
Quasi-static FEM formulation of the governing non-linear electromechanical field
equations that are summarized in Eqs. (2.3) and (2.4) derived by Suo and others [26]
is being utilized. This approach is similar to previously developed formulations that
accounts for fully coupled formulation [37, 27, 66].
By using a standard Galerkin approximation to both the mechanical displacement
u = x(X, t) − X and electric potential fields φ(X, t), and neglecting inertial effects
in the mechanical momentum equation, an implicit, coupled, monolithic non-linear
quasi-static FE formulation was obtained in total Lagrangian framework [34].
The standard FE discretization for both the displacement field and the electric
potential can be adopted as follow:
u =
∑
uA(X)NA(t), φ =
∑
φA(X)NA(t) (3.1)
where NA are the shape functions and uA is the nodal displacement and φA is the
nodal electric potential; the sum is taken over all nodes. The test functions are
similarly discretized:
ξi =
∑
NAξAi , η =
∑
NAηAi (3.2)
The Bubonov-Galerkin approximation of the quasi-static formulation of Eq. (2.3) and
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Eq. (2.4), where the inertia term is neglected, into discretized total Lagrangian form:∫
SiJ
∂NA
∂XJ
dV =
∫
BiN
A dV +
∫
TiN
A dA (3.3)
−
∫
D˜I
∂NA
∂XI
dV =
∫
q˜NA dV +
∫
ω˜NA dA (3.4)
The quasi-static formulation becomes nonlinear algebraic equation of the nodal values
of displacement and electric potential. The simultaneous nonlinear algebraic equa-
tions in Eqs. (3.3) and (3.4) may be solved by using the Newton-Raphson method [39,
37]. The incremental form of equations in (3.3) become:
−
[
Kmm Kme
Kem Kee
]{
∆u
∆φ
}
=
{
Rm
Re
}
(3.5)
The mechanical stiffness matrix Kmm, the electromechanical coupling matrices Kme =
(Kem)
T and electrical stiffness matrix Kee have elements of the forms, respectively,
Kmm = −
∫
HiJkL
∂NA
∂XJ
∂NB
∂XL
dV, Kme = (Kem)
T =
∫
ekJL
∂NA
∂XJ
∂NB
∂XL
dV
Kee =
∫
JL
∂NA
∂XJ
∂NB
∂XL
dV (3.6)
where the tangent moduli HiJkL, ekJL and JL are given in the sets of relations in
Eqs. (2.11) and the analytical forms are calculated in Eqs. (2.12), (2.13), (2.14) and
(2.15). The columns Rm and Re have elements of the forms, respectively,∫
BiN
A dV +
∫
TiN
A dA−
∫
SiJ
∂NA
∂XJ
dV (3.7)∫
q˜NA dV +
∫
ω˜NA dA+
∫
D˜I
∂NA
∂XI
dV
A simple flowchart for the procedure to solve the quasi-static problem is given in
Algorithm (1). The Newton-Raphson iterations stop when the Hessian in Eq. (3.5)
becomes singular [34]. The singularity of the Hessian corresponds to the condition of
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Algorithm 1 Flowchart of quasi-static formulation
1: Set the initial conditions and initializations u← u0, φ← φ0, k = 0, n = 0
2: procedure Newton iterations for load increment(un,φn)
3: Compute field variables F = I +∇Xu and E˜ = −∇Xφ
4: Compute C and then the energy density W (C, E˜)
5: Compute residuals: Rm and Re
6: Compute stiffnesses: Kmm, Kee and Kme = K
T
em
7: Solve the linear system in Eq. (3.5) and find ∆u and ∆φ
8: u← u + ∆u and φ← φ+ ∆φ
9: Check the error criterion; if not met, go to go to 4
10: end procedure
11: Update: un+1 ← u, φn+1 ← φ and n← n+ 1
12: go to 3 if the simulation is not ended
electromechanical instability investigated by Zhao et. al. [70].
3.1.2 Dynamic formulation
The dynamic formulation that is previously derived is being utilized [68]. The utility
and importance of using inertia to capture, using FE, the electromechanical instabil-
ities that occur in DEs was shown in the previous works [34, 36, 35].
Let again consider the FE form of Eqs. (2.3) and (2.4), the standard FE discretiza-
tion of both the displacement fields and electric potential similar to the quasi-static
case:
u =
∑
uANA, φ =
∑
φANA (3.8)
with the index A denoting the nodes of the element, uA and φA nodal displacements
and electric potentials, and NA the shape functions. The usual Galerkin approxima-
tion is being employed, in which the weighting fields are interpolated by the same
shape functions,
w1 =
∑
wA1 N
A, w2 =
∑
wA2 N
A (3.9)
Now with the FE shape functions, the Eqs. (2.3) and (2.4) can be discretized to get
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the balance equations of residuals. Hence, the mechanical and electrical residuals
Rn+1m and R
n+1
e of the (n+ 1)th time step can be formulated as follow:
Rn+1m = f
n+1
m,ext −
(
M an+1 + fn+1m,int
)
Rn+1e = f
n+1
e,ext − fn+1e,int
⇓
Rn+1 =
{
Rn+1m
Rn+1e
}
(3.10)
where R is the vector of all residuals, and M is the global mass matrix. The various
terms in Eq. (3.10) take the following form
M =
∫
ρN I NJ dV,
fm,int =
∫
SiJ
∂NA
∂XJ
dV, (3.11)
fm,ext =
∫
BiN
A dV +
∫
TiN
A dA,
and the electrical residuals Re can be written as Re = fe,int − fe,ext where
fe,int =
∫
D˜J
∂NA
∂XJ
dV,
fe,ext =
∫
q˜ NA dV +
∫
ω˜ NA dA. (3.12)
The Newmark implicit time integrator is utilized, for the time-dependent mechanical
equation [71, 72]. Newmark scheme is unconditionally stable when the time integrator
parameters are chosen as β = 0.25 and γ = 0.5. The predictor-corrector form of the
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Newmark equations is given as:
un+1 = u˜n+1 + β∆t2 an+1
= un + ∆tvn + ∆t2
(
1
2
− β
)
an + β∆t2 an+1,
vn+1 = v˜n + γ∆t an+1
= vn + ∆t (1− γ) an + γ∆t an+1
(3.13)
where an, vn and un are the nodal accelerations, velocities and displacements of nth
time step. To establish the Newton-Raphson procedure, the relation in Eq. (3.10)
should be linearized to obtain the electromechanically coupled equations by using the
standard Taylor expansion:
R(i+1) = R(i) +
∂R(i)
∂r
∆r +O(∆r2), ∆r =
{
∆a
∆φ
}
(3.14)
where the subscript in parenthesis indicates ”(i)” iteration numbers of the Newton-
Raphson algorithms and not the time steps. The linearized relations of the mechan-
ical Rm and electrical Re of the total residuals R in Eq. (3.14) can be derived as
follows [36]:
∂R
∂r
=

∂Rm
∂r
=
∂Rm
∂u
∂u
∂a
∆a +
∂Rm
∂φ
∆φ+ M ∆a
∂Re
∂r
=
∂Re
∂u
∂u
∂a
∆a +
∂Re
∂φ
∆φ
 . (3.15)
One can find the following relation from relations given in Eq. (3.13)
∂u
∂a
= β∆t2 (3.16)
Finally, in Eq. (3.14) by dropping the higher order terms than linear in ∆r one can
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derive the following:
R +
∂R
∂r
∆r = 0
⇓
∆r = −
(
∂R
∂r
)−1
R
⇓{
∆a
∆φ
}
= −
[
M + β∆t2 Kmm Kme
β∆t2 Kem Kee
]−1{
Rm
Re
}
(3.17)
which is the linearized model of the non-linear equations, and is being solve iteratively
to find ∆r at each iteration and update the final solutions via rnew = rold + ∆r.
Plugging Eq. (3.15) to Eq. (3.17) one can obtain the following sets of equation that
is being solved monolithically: One can find the stiffness matrices as follow.
Kmm =
∂fm,int
∂u
, Kme =
∂fm,int
∂φ
= KTem =
∂fe,int
∂u
, Kee =
∂fe,int
∂φ
(3.18)
These stiffness matrices are calculated with the corresponding tangents in updated
Lagrangian formulation. In Algorithm 2 briefly, a step by step procedure for dynamic
model implementation is given.
3.2 Q1P0 finite element formulation
The final step is to realistically model the behavior of DEs. An incompressible model
is being utilized such as the one give in Eq. (2.5), where it models the rubber-like
elastomers that deform in a volume conserving manner. To do that, first is to pick the
ratio λ/µ sufficiently large enforcing the condition of ν → 0.5. However, this creates
a common phenomena known as volumetric locking. This phenomena can occur in
modeling incompressible models due to inability of linear finite elements to reproduce
an isochoric, or volume preserving deformation. Therefore, gives a stiffer behavior of
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Algorithm 2 Flowchart of dynamic formulation
1: Set the initial conditions and initializations u ← u0, u˙ ← u˙0 φ ← φ0, k = 0,
n = 0 and compute M
2: Compute initial accelerations from mechanical problem a = M−1fm
3: procedure Newton iterations for time step n+ 1:(un,vn, an,φn)
4: Compute field variables F = I +∇Xu and E˜ = −∇Xφ
5: Compute C and then the energy density W (C, E˜)
6: Compute residuals: Rm and Re
7: Compute stiffnesses: Kmm, Kee and Kme = K
T
em
8: Solve the linear system in Eq. (3.17) and find ∆a and ∆φ
9: a← a + ∆a and φ← φ+ ∆φ
10: Check the error criterion; if not met, go to go to 4
11: end procedure
12: Update current accelerations: an+1 ← a
13: Calculate velocities: vn+1 = vn + ∆t(1− γ)an + γ∆tan+1
14: Calculate displacements: un+1 = un + ∆tvn + ∆t2(1/2− β)an + β∆t2an+1
15: Update time step: n← n+ 1
16: go to 3 if the simulation is not ended
the material. Further improvements can be done by taking nonlinear (higher order)
of shape functions and/or mesh refinement. To alleviate the volumetric locking,
the approach adopted here is the seminal approach developed by Simo et al. [73],
which relies upon a three-field Hu-Washizu variational principle. In this formulation,
the displacement, pressure and Jacobian are treated as independent variables and
a kinematic split that decompose the deformation gradient F into deviatoric and
isochoric components. To start one can define the deformation gradient F as follow:
F =
∂χ
∂X
, det F = J (3.19)
additionally the following definition is applied:
F¯ = Θ1/3Fˆ, Fˆ = J−1/3F (3.20)
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where Θ is the new kinematic variable. The modified right Cauchy-Green tensor then
becomes
Cˆ = J−2/3C = FˆT Fˆ (3.21)
Consequently the definition of the energy density function with the new Cauchy-Green
tensor now written in the form
W = W¯ (Θ2/3Cˆ, E˜) (3.22)
The corresponding Piola-Kirchhoff stress S¯ then calculates as:
S¯ =
∂W¯ (C, E˜)
∂C
∣∣∣
C=Θ2/3Cˆ
(3.23)
Incorporation of the Q1P0 formulation also results in some modification to the various
terms in Eq. (3.12) in internal forces as well as various calculations of stiffness. First,
the internal mechanical force is modified as:
fm,int =
∫
B¯
(
1
J
FS¯FT
) ∣∣∣
F=Θ1/3Fˆ
dv (3.24)
where B is the shape function and can be decomposed into volumetric and deviatoric
components as B¯ = Bdev + Bvol [72]. The deviatoric components are calculated from
the standard shape function. However, the volumetric components are approximated
by the mean dilation component for the element to provide lower order constant
approximation for the volumetric deformation and pressure. The explicit expressions
of these terms are given by Hughes [72]. Second, because the electromechanical
stiffness matrices are derived from linearizion of the modified internal mechanical
force in Eq. (3.24), it becomes
Kme =
∂fm,int
∂E˜
=
∫
B¯T
(
1
J
F
∂S¯
∂E˜
FT
)
B
∣∣∣
F=Θ1/3Fˆ
dv (3.25)
23
where it is clear that the electromechanical stiffness in Eq. (3.25) has become mixed
in the sense that it depends on both the standard FE shape function gradients as well
as the modified B¯ shape function gradients. Finally, as noted by Simo et al. [73], the
mechanical stiffness matrices Kmm+Q1P0 can be written
Kmm+Q1P0 = Kgeo + Kmat + Kp (3.26)
where Kgeo and Kmat are the standard geometric and material contributions to the
stiffness matrix, Kp is a new contribution to the stiffness matrix that emerges due to
the incompressibility pressure constraint in the following Lagrangian
L(u,Θ, p) =
∫
W¯
(
Θ1/3Fˆ
)
dV +
∫
(J −Θ) dV + Πext(u)−K(u˙) (3.27)
Now one can incorporate the modification of Q1P0 formulation to the electromechan-
ical field equations derived in Eq. (3.17). Therefore, the standard FE approximation
to the mechanical displacement and electrostatic potential can be written as{
∆a
∆φ
}
= −
[
M + β∆t2 Kmm+Q1P0 Kme
β∆t2 Kem Kee
]−1{
Rm
Re
}
(3.28)
The stress and moduli that are needed in Eq. (3.26) for the equilibrium (Kmm+Q1P0)
are evaluated using the numerical finite difference algorithmic approach originally
developed by Miehe [74].
3.3 Finite element modeling of elasto-capillary phenomena
In this section the relevant technical details of the elasto-capillary boundary condition
is discussed. The boundary condition purposed here describes the surface tension
effects on DEs. The Young-Laplace equation that describes the force continuity on
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some subsurface of such as Sγ of the volume as given in Eq. (2.18):
σ · nˆ = 2γκnˆ (3.29)
Finite element formulations of surface tension and elasto-capillary effects have been
given by Saksono and Peric [75] and Javili and Steinmann [76], amongst others. The
recently published work of Henann and Bertoldi [77] uses the model presented by
Saksono and Peric [75], with an incompressible hyperelastic material model for the
deforming solid.
The contribution of the surface tension by invoking surface divergence theorem
results in the relation given in Eq. (2.19):∫
Sγ
2γκ nˆ ·w1 da =
∮
Cγ
γmˆ ·w1 ds−
∫
Sγ
(γ∇s ·w1) da (3.30)
where Cγ is the boundary curve of the surface Sγ, and mˆ is a unit vector tangent to
the surface Sγ and orthogonal to Cγ, known as binormal of the curve (see Fig. 2·4).
The spatial (updated Lagrangian) form of the weak form of momentum equation from
Eq. (2.3) can be modified by accounting for elasto-capillary boundary conditions, and
it can be written as∫
B
(σ : ∇w1−ρ(b−a)·w1) dv−
∫
St
t·w1 da+
∫
Sγ
(γ∇s·w1) da−
∮
Cγ
γmˆ·w1 ds = 0 (3.31)
As can be seen in Eq. (3.31), the only non-standard term compared to the standard
discretization of the momentum equation arises in the third term. This is being called
the surface tension contribution to residuals. After discretization using Eq. (3.8) the
element-level of this integral becomes:
fsurf = −
∫
γ∇sN da (3.32)
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(
)
Figure 3·1: Schematic of a 2D quadrilateral element of a surface finite
element with face 1-2 subjected to Y-L boundary equation with surface
tension γ.
and the corresponding surface stiffness Ksurf can be calculated as:
Ksurf = −∂fsurf
∂u
(3.33)
3.3.1 Plane-strain formulation
The formulation is derived in the work of Saksono 2006 [66] and Henann 2010 [68] for
both plane-strain and axisymmetric element. Here a brief summary of the formulation
where only cared for the four-nodded, quadrilateral plane-strain element such as the
one shown in Fig. (3·2) is given. Let the element that subjected to surface tension
effects has the face nodes 1 and 2 and the integral in Eq. (3.32) is calculated over
these face elements. The shape functions for nodes 1 and 2 are given by
N1 =
1
2
(1− ξ) and N2 = 1
2
(1 + ξ) (3.34)
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where −1 ≤ ξ ≤ 1 where the matrix of shape functions for the face 1-2 as:
N(ξ) =
12(1− ξ) 0 12(1 + ξ) 0
0
1
2
(1− ξ) 0 1
2
(1 + ξ)
 (3.35)
and the position vector along the face 1-2 may be parametrized by ξ as
[d] = [x1 y1 x2 y2]
T ⇒ x(ξ) = N(ξ)[d] (3.36)
where [d] is a column vector containing current nodal coordinates xA and yA are the
nodal coordinates. The surface gradient of a scalar field is then given
∇s(•) = 1
A
dx
dξ
d(•)
dξ
(3.37)
where the single relevant metric component in plane-strain is A = (dx/dξ)·(dx/dξ) =
L2e/4, and Le =
√
(x1 − x2)2 + (y1 − y2)2 is the length of the face 1-2. The incremen-
tal area is given by da = h
√
Adξ, therefore the element-level vector of residuals can
be calculated as
fsurf = −
1∫
−1
γ h
1√
A
[
dN
dξ
]T
dx
dξ
dξ (3.38)
and analytically the surface force fsurf for a two-dimensional, 4-node bilinear quadri-
lateral element is derived [66]
fsurf = −hγ
Le

x1 − x2
y1 − y2
x2 − x1
y2 − y1
 (3.39)
The element-level surface stiffness Ksurf that is being used in fully coupled and mono-
lithic formulation can be obtained through the relation in Eq. (3.32). This value for
a 4-node bilinear quadrilateral element in two-dimensions also can be obtained ana-
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Figure 3·2: Schematic of a surface finite element. The nodal num-
bering consistent with surface tension formulation given in Eqs. (3.39)
and (3.40). Nodes 1, 2, 4 and 4 are surface nodes.
lytically as
Ksurf =
hγ
Le

1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1
− hγL3e

x1 − x2
y1 − y2
x2 − x1
y2 − y1


x1 − x2
y1 − y2
x2 − x1
y2 − y1

T
(3.40)
and at the end the global surface stiffness Ksurf and surface force fsurf can be con-
structed.
3.3.2 Three-dimensional formulation
In addition to plane-strain formulation of surface tension for a 4 node element, recently
a 3D formulation for a 8-node brick element is proposed by Wang and Hennan [78].
The essence of the formulation is given here: for a 3D FE, the 4-node face of an 8-
node trilinear brick element is considered here, as in Fig. 3·2. The position of a point
on the face of a three-dimensional, isoparametric, continuum FE may be written as
[d] = [x1 y1 z1 · · · x4 y4 z4]T ⇒ x(ξ, η) = N(ξ, η)[d] (3.41)
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where [d] is a column vector of length 12 containing the current coordinates of the
nodes associated with the element face and N(ξ, η) is a 3× 12-dimensional matrix of
interpolating functions and given as:
N(ξ, η) =
N1(ξ, η) 0 0 · · · N4(ξ, η) 0 00 N1(ξ, η) 0 · · · 0 N4(ξ, η) 0
0 0 N1(ξ, η) · · · 0 0 N4(ξ, η)
 (3.42)
and the interpolating functions on a generic face of this element are given
N1(ξ, η) =
1
4
(1− ξ)(1− η), N2(ξ, η) = 1
4
(1− ξ)(1 + η),
N3(ξ, η) =
1
4
(1 + ξ)(1 + η), N4(ξ, η) =
1
4
(1 + ξ)(1− η),
(3.43)
where ξ and η are the natural coordinates for −1 ≤ ξ, η ≤ 1. The covariant basis
vectors on the surface are then:
g1 =
∂x
∂ξ
=
[
∂N
∂ξ
]
[d] and g2 =
∂x
∂η
=
[
∂N
∂η
]
[d] (3.44)
and the covariant metric components are calculated as
[gij] = [gi · gj] =
[
E F
F G
]
(3.45)
with
E = g1 · g1 = [d]T
[
∂N
∂ξ
]T [
∂N
∂ξ
]
[d],
G = g2 · g2 = [d]T
[
∂N
∂η
]T [
∂N
∂η
]
[d],
F = g1 · g2 = [d]T
[
∂N
∂ξ
]T [
∂N
∂η
]
[d],
(3.46)
Next, the contravariant metric components are
[gij] = [gij]
−1 =
1
H2
[gi · gj] =
[
E −F
−F G
]
(3.47)
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with H2 = E G − F 2, so that the contravariant basis vectors, calculated through
gi = gijgj, are
g1 = g11g1 + g
12g2
=
1
H2
(
G
[
∂N
∂ξ
]
[d]− F
[
∂N
∂η
]
[d]
)
g2 = g21g1 + g
22g2
=
1
H2
(
−F
[
∂N
∂ξ
]
[d] + E
[
∂N
∂η
]
[d]
)
(3.48)
The surface gradients of the interpolating functions, organized in a column vector
length 12, may then be calculated as[
∂N
∂ξ
]T
g1 +
[
∂N
∂η
]T
g2 =
1
H2
(
G
[
∂N
∂ξ
]T [
∂N
∂ξ
]
[d]− F
[
∂N
∂ξ
]T [
∂N
∂η
]
[d]
− F
[
∂N
∂η
]T [
∂N
∂ξ
]
[d] + E
[
∂N
∂η
]T [
∂N
∂η
]
[d]
) (3.49)
Finally, noting that the incremental area is da = H dξ dη and organizing the surface
tension contribution to the element-level residuals as a column vector of length 12:
fsurf = −
1∫
−1
1∫
−1
γ
1
H
(
G
[
∂N
∂ξ
]T [
∂N
∂ξ
]
[d]− F
[
∂N
∂ξ
]T [
∂N
∂η
]
[d]
− F
[
∂N
∂η
]T [
∂N
∂ξ
]
[d] + E
[
∂N
∂η
]T [
∂N
∂η
]
[d]
)
dξ dη
(3.50)
One can find the corresponding stiffness Ksurf from Eq. (3.33) through he relation
given in Eq. (3.6).
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Chapter 4
Explicit-implicit staggered formulation
Multiphysics problems may be classified into two categories. In the first case, each
field occupies separate spatial domains as in fluid-structure interaction, where cou-
pling occurs along the spatial boundaries. In the second case, the coupled interaction
fields occupy the same spatial domain, as in electrodynamics and flexible solids, and
thermoelastic problems.
Historically, there have been two classes of algorithms to solve multiphysics prob-
lems, i.e. fully coupled (monolithic) and staggered approach. In Chapter 3 the fully
coupled, monolithic formulation was proposed based on the coupled mechanical and
electrostatic field equations in Eq. (2.3) and Eq. (2.4). While fully coupled, monolithic
formulation (also known as an implicit-implicit monolithic formulation) is capable of
generating good accuracy, it requires significant computational expense. For exam-
ple, computing various electromechanical stiffness matrices in Eq. (3.6) which relates
to computing tangent moduli given in Eq. (2.11) is very costly. Besides, the fully
coupled formulationa accounts for all degree of freedoms at once. It means in ad-
dition to the structural problem degree of freedoms, the electrostatic problem adds
an additional degree of freedom for each spatial dimension. This also results in in-
creasing computational cost. Therefore, the fully coupled monolithic model becomes
inefficient as the scale of the problem becomes larger such as a three-dimensional
problems involving complex deformations and electromechanical instabilities of DEs.
Therefore, a staggered solution procedure could lower the computational cost while
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ideally keeping the same level of accuracy. The idea in this thesis is to solve for the
dynamic structural problem separately and explicitly, and the electrostatic problem
separately and implicitly, resulting in an explicit-implicit staggered formulation.
Although staggered solution methods [54, 55] were initially developed for implicit-
implicit staggered solutions of fluid-structure interaction problems, they further were
extended to staggered implicit-implicit solutions of thermoelastic problems [56] and
electrodynamics interacting with flexible structures [57]. However, those problems
are characterized as stiff problems with mild nonlinearities. For problems undergo-
ing local/global bifurcation and rapidly varying severe nonlinearities, it is generally
agreed that explicit integration is preferred in order to capture the rapidly varying
nonlinearities. It is for this reason that employment of the explicit integration method
for advancing the solid equations is preferred while implicitly solving the electrostatic
field equation, viz., an explicit-implicit staggered procedure.
Consider the momentum equation for the mechanical problem in Eq. (2.3). The FE
discretization of the momentum equation in Eq. (2.3) leads to the following nonlinear
dynamical equations
Mu¨ = fm,ext − fm,int = fm
fm,ext =
∫
BiN
A dV +
∫
TiN
A dA
fm,int =
∫
S¯iJ(u, E˜)
∂NA
∂XJ
dV
(4.1)
and such as previous formulation, Bi is the body force, Ti is the traction, and S¯ij is
the nominal stress, which is a function of both the mechanical displacements un and
the electric field E˜n at time step n, and which is obtained as
S¯ =
∂W¯ (C, E˜)
∂C
|C=Θ2/3Cˆ (4.2)
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where Cˆ = J−2/3C and with this modification the energy density function is written
W¯ (Θ2/3Cˆ, E˜) = W and in the continuous case Θ(X, t) = J(X, t) is a new kinematic
variable due to the Q1P0 approach to relieving volumetric locking by Simo et al. [73]
which is briefly summarized in Section 3.2.
The FE-discretized mechanical equation in Eq. (4.1) can be integrated explicitly
in time using the standard central difference time integration algorithm [72, 79].
Specifically, u¨ is obtained from Eq. (4.1), at which point the velocity u˙n+
1
2 and then
updated displacement un+1 can be obtained. This time marching procedure can be
written as
u¨n = M−1uu f
n
m
u˙n+
1
2 = u˙n−
1
2 + ∆tu¨n
un+1 = un + ∆tu˙n+
1
2
(4.3)
where Muu is the mass matrix for the structural problem, f
n
m is the difference between
the external and internal mechanical forces at timestep n, and u¨n is the acceleration
at timestep n. Once the FE displacements have been updated to un+1 through the
central difference time integration in Eq. (4.3), the updated voltage φn+1 is obtained
by solving the following FE discretization of the electrostatic equations in Eq. (2.4):
Kn+1ee φ
n+1 = fˆ e, fˆ e =
∫
q˜NA dV +
∫
ω˜NA dA (4.4)
where q˜ is the volumetric charge density, ω˜ is the surface charge density, and where
the fully nonlinear deformation-dependent electrostatic stiffness matrix Kn+1ee is used
to solve the electrostatic equations in Eq. (4.4). Kn+1ee is dependent on the updated
displacement un+1 as
Kn+1ee =
∫
∂NA
∂XJ
JC−1(un+1)
∂NB
∂XL
dV (4.5)
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Once the converged voltage φn+1 has been obtained at timestep n+ 1, the staggered
procedure begins again with the solution of the mechanical momentum equation. The
entire staggered explicit-implicit procedure is detailed in Algorithm 3.
Algorithm 3 Flowchart of Staggered Explicit-Implicit Formulation
1: procedure Initialization
2: Set the initial conditions u0, u˙0,φ0 and compute M
3: Compute F0 = I +∇Xu0 and E˜0 = −∇Xφ0
4: end procedure
5: F = Fnew and E˜ = E˜new
6: Compute the energy density W (C, E˜)
7: Compute stress: S¯ = ∂W (C, E˜)/∂C|C=Θ2/3Cˆ
8: procedure Solve Mechanical(S¯,E˜)
9: Compute fnm (Eq. 4.1)
10: Obtain accelerations: u¨n = M−1fnm
11: u˙n+
1
2 = u˙n−
1
2 + ∆tu¨n
12: un+1 = un + ∆tu˙n+
1
2
13: return un+1
14: end procedure
15: procedure Solve Electrical(un+1)
16: Compute JC−1(un+1)
17: Compute Kn+1ee and fˆe (Eqs. 4.5 and 4.4)
18: Solving Kn+1ee φ
n+1 = fˆe
19: return φn+1
20: end procedure
21: Update field variables unew = un+1 and φnew = φn+1
22: Update counter n← n+ 1
23: go to 5 if the simulation is not ended
4.1 Discussion on explicit-implicit staggered formulation
To elaborate upon various aspects of the explicit-implicit staggered formulation, first,
it is noted that this formulation does not require the calculation of the complex
electromechanical coupling stiffnesses Kme = K
T
em as in the monolithic formulation
shown in Eq. (4.3). Also the right hand side of Eq. (4.1) is not a residual as in an
implicit-implicit procedure, but the actual difference in external and internal forces.
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Thus, the proposed staggered explicit-implicit procedure achieves a full second-order
accuracy at each integration step without having to perform iterations whereas full-
Newton or modified Newton iterations are essential in an implicit-implicit procedure.
Second, because second variations in the free energy are not required, i.e. only
mechanical stresses, and not stiffnesses, are needed, the incompressibility constraint λ
has a smaller effect on the stable step size in the explicit integration of the structural
equations. Specifically, it was demonstrated in Park and Underwood [80] that for
nonlinear problems it is the apparent frequency
(
ωap
)
max
that dictates the maximum
stable integration step size in explicit integration defined as
(
ω2ap
)
i
=
∆ui ·∆u¨i
∆u2i
, i = 1, 2, . . . , Nnd. (4.6)
(ωap)max = max1≤i≤Nnd
{(ωap)i}
where Nnd represents the number of FE nodes in the system.
Note that the dominant term in the mechanical stiffness operator (see Eq. (27) of
Park et al. [34]) is given by λC−1IJ C
−1
KJ whereas in the mechanical stress the incompress-
ibility term is manifested in λ log JC−1IJ . To this end, first the λ-term contributing to
fm,int is being identified as follows:
∆u¨ = u¨n+1 − u¨n, u¨ = M−1uu (fm,ext − fm,int)
fm,int =
∫
S¯iJ
∂NA
∂XJ
dV
S¯iJ = 2FiL
∂W (C, E˜)
∂CJL
2
∂W (C, E˜)
∂CJL
= λ log JC−1JL
+ 2µ[W ′0(I)δJL −W ′0(3)C−1JL ]
+ JE˜KE˜I(C
−1
KJC
−1
IL − 12C−1KIC−1JL)
(4.7)
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The contribution to the i-th apparent frequency by the incompressible parameter (λ)
is given by
[(
ω2ap
)
i
]
λ
=
∆ui ·m−1i [(∆f int)i]λ
∆u2i
[fm,int]λ =
∫
λ log J g(u) dV, g(u) = FiLC
−1
IJ
∂NA
∂XJ
⇓
[∆fm,int]λ =
∫
λ log Jn+1 g(un+1) dV −
∫
λ log Jn g(un) dV, J → 1
(4.8)
where for brevity in explaining the contribution of the incompressible parameter (λ),
the diagonal mass matrix (mi, i = 1, 2, . . . Nnd) is assumed.
Hence, while the incompressible parameter λ plays a major role in implicit integra-
tion as it is the major material parameter, it plays a minor role in contributing to the
apparent frequency magnitude (ωap) because, as shown in Eq. (4.8), ∆λ log J → 0.
This means that the integration step size for explicit integration cases is dominated
by the second term of 2∂W (C, E˜)/∂CJL, i.e. the 2µ[W
′
0(I)δJL −W ′0(3)C−1JL ] term.
Third, while the equations for the mechanical and electrostatic domains are no
longer solved simultaneously as in the monolithic approach in Eq. (4.3), the cor-
rect coupling effects are accounted for. This is enabled because the free energy in
Eq. (2.5) is electromechanically coupled through the − 
2
JC−1IJ E˜IE˜J term. Therefore,
for the mechanical problem, the dielectric contribution to the internal force (fm,int)
are accounted for in the third term of 2∂W (C, E˜)/∂CJL in Eq. (4.7) above. For the
electrostatic problem, the stiffness matrix Kee in Eq. (4.5) depends on the structural
deformation through the inverse of the stretch tensor C−1(un+1).
As a final note, one may argue to adopt one of four existing approaches to model
the DEs: a fractional step method [81], an operator splitting method [82], an adiabatic
partial integration algorithm splitting method [83], and an augmented stabilization
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method [56]. These methods are appropriate when the evolution of the coupled
governing equations is explicitly time-dependent. However, for DEs only the the
evolution of the structural system is explicitly time-dependent, whereas the governing
electrostatic equations are not explicitly time-dependent. This fact makes an adoption
of fractional step integration a moot point, viz., no advantage is accrued by taking two
half-step integration advances to arrive at the full step integration. This is because
at each fractional step, the solution vectors are not of intermediate incomplete values
but the correct vectors at that time step. Instead, only the updated displacement
un+1 is required to satisfy the solution of the electrostatic equations in Eq. (4.5).
This observation plus the simplicity of explicit integration of the structural evolution
equation enables the simple staggered approach described above for the analysis of
DEs.
4.2 Stability and accuracy analysis
It is well known that the computational stability limit of integrating the structural
dynamics equations by the central difference method is given by
ωmax∆t ≤ 2 (4.9)
where ωmax is the highest discrete frequency of the uncoupled structural dynamical
equation, and ∆t is the integration timestep size.
Employing the linearized coupled dynamical form from Eq. 4.3, one has the fol-
lowing eigenvalue problem:[
(µKmm − ω2M) Kme
KTme Kee
]{
∆u
∆Φ
}
=
{
0
0
}
(4.10)
When specialized to a two-degree of freedom model case, one has the following eigen-
37
value problem: [
(µkmm − ω2m) kme
kTme kee
]{
∆u
∆Φ
}
=
{
0
0
}
(4.11)
from which one can find
ω2coupled =
µkmm − k2me/kee
m
<
µkmm
m
= ω2structure (4.12)
Eq. (4.12) demonstrates that the frequency of the electromechanically coupled sys-
tem is smaller than the frequency of the mechanical-only system, which implies that
∆tstructure < ∆tcoupled. Therefore, explicit integration of the electromechanically cou-
pled structural equation by the central difference method employing the step size
determined by the highest frequency of the uncoupled structural dynamics equation
ensures computational stability.
As for accuracy considerations, the proposed explicit integration of the coupled
structural dynamics equations through Eq. (4.1) and implicit solution of the elec-
trostatic equation in Eq. (4.4) yields second-order accuracy due to the second-order
accuracy properties of the central difference integrator [72].
The numerical experiments to be discussed in the following Chapter 6 will serve to
corroborate the computational stability, accuracy assessments as well as the justifica-
tion for the explicit-implicit staggered methodology discussed in the present section.
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Chapter 5
Numerical Results
5.1 Softening of the edges
Before studying electro-elasto-capillary problems, a first series of problems to examine
the FE implementation of surface tension is presented here. The first standard test
to validate implementation of surface tension effect on a bulk material is to start
with a square (or cube in 3D) where a surface tension is applied on every sides as
it is presented in Fig. (5·1). The sharp edges of the initial shape starts smoothing
due to higher surface energy concentration on the edges [84]. The effect of surface
H H
(a) (b)
Figure 5·1: Problem schematic of the softening of the edges. Free
standing square (a) and cube (b) where surface tension γ is applied
everywhere on the boundaries.
tension over a free standing object is to minimize the surface are. Therefore, it tends
to transfer a square into a circle in a 2D setting as illustrated in Fig. (5·2)(a)-(c),
and a cube to a sphere for a sufficiently large surface tension shown in Fig. (5·2)(d)-
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 5·2: Softening of the edges of a soft elastic. (a-c) two-
dimensional plane-strain simulation (d-f) three-dimensional simulation.
As the elasto-capillary number γ/(µH) increases the softening advances
to a complete circle (2D case) and sphere (3D case).
(f). In the liquid limit (i.e. µ→ 0) for any value of surface tension the initial shape
eventually transforms to a circular shape verifying the circular shape of droplets, since
the elastic reaction of the body is effectively been removed.
The initial shape for two-dimensional test is a square Fig. (5·2)(a) with length
of the edge is H = 8 with 64 total number of elements. And for three-dimensional
case the initial shape is a cube with the same length H = 8 with 512 total number
of elements. In simulations, the surface tension is applied incrementally until the
desired value is reached. The Arruda-Boyce model is adopted here with λ = µ = 1
40
fixed
fixed
Figure 5·3: Schematic of a cylinder with radius R0 with both ends
fixed and the body subjected to surface tension γ
and N = 5.
5.2 Rayleigh-Plateau instability of a soft elastic filament
The next numerical experimentation is to examine one of the most interesting elasto-
capillary phenomena called Rayleigh-Plateau instability in an slender elastic fila-
ment with radius R0 subjected to surface tension of γ as illustrated schematically in
Fig. (5·3). Rayleigh-Plateau is the canonical example of surface tension driven insta-
bility in solids cylinders. In liquids, this instability causes liquid jets to break up into
droplets Fig. (2·2)(c). In elastic materials, however this break up is prohibited, result-
ing in a stable undulated configuration. This phenomena was recently demonstrated
experimentally by More et al., [2] as it is shown in Fig. (2·3)(d-g). The experiment is
performed using thin filaments of agar gel in a toluene solution and the elasto-capillary
number γ/(µR0) where R0 is the initial radius of the filament was manipulated by
varying the shear modulus µ of the gel by controlling the cross-link density. Xuan et
al. [85] found a analytical solution to critical values for elasto-capillary number in as
soft solid cylinder with shear modulus µ, surface tension γ and radius R0:
γ
µR0
=
2
1− k2R20
[
−(1 + k2R20) + k2R20
I0(k R0)
2
I1(k R0)2
]
(5.1)
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where I0 and I1 are the Bessel functions of, k = 2pi/` is the wave number. The
relation in Eq. (5.1) is plotted in Fig. (5·5) along with the finite element solutions.
The computational domain is shown in Fig. (5·4)(a). A cylinder with length of
L = 40 and the cross section area has the radius R0 = 1. The cylinder is fixed at its
ends.
(a)
(b)
(c)
(d)
Figure 5·4: Rayleigh-Plateau instability in a soft rod with increasing
elasto-capillary number γ/(µR0)
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Figure 5·5: Critical elasto-capillary number γ/(µR0) as a function of
k = 2pi/` where ` is the wavelength.
5.3 Single element test
The very first tests performed were a suite of parametric benchmark studies to gain
a qualitative understanding of how surface tension impacts the electromechanical be-
havior of DEs undergoing homogeneous deformation. A single 4-node bilinear quadri-
lateral element of unit length and height is used for these simulations. For all numer-
ical simulations, the following constitutive parameters for the Arruda-Boyce model
in Eq. (2.6) is used: µ =  = 1, λ = 1000 and N = 5.0, while different values of the
surface tension γ are chosen1. The surface tension is applied incrementally by first
defining a target value of surface tension γ, after following function for the current
value of surface tension γ0 linearly reaches to the target value as the time advances:
γ0 = min
(
γ,
γt
t0
)
(5.2)
1All numerical simulations were performed using the open source simulation code Tahoe [86]
using standard 4-node, bilinear quadrilateral finite elements within either a two-dimensional, plane
strain approximation or 8-node, hexagonal finite element for three-dimensional problem using the
same material constants.
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Figure 5·6: (a) Schematic of a single finite element with homogeneous
boundary conditions; (b) Deformed configuration with γ/µl = 0; (c)
Deformed configuration with γ/µl = 10. Note that φ in (b) and (c)
refers to voltage.
where t is the current time and t0 is the total time allotted to reach the prescribed
value for surface tension γ. This incremental approach is necessary to avoid compu-
tational instabilities, as previously discussed by [76]. The simulations were performed
under conditions designed to allow homogeneous deformation of the DE. The elec-
tromechanical boundary conditions are as shown in Fig. (5·6)(a), with rollers on the
-x and -y surfaces, and voltage applied at the top surface of the single square ele-
ment. Surface tension is present on the free surfaces. The resulting configurations for
elasto-capillary number values of γ/µl = 0 to γ/µl = 10 are shown in Figs. (5·6)(b)
and (c). As can be seen, Fig. (5·6)(b) shows the well-known deformed configuration
where the DE contracts along the thickness direction while simultaneously elongating
in response to the applied voltage, thus exhibiting the well-known electromechanical
snap through instability [34]. However, the configuration in Fig. (5·6)(c) is quite dif-
ferent when γ/µl = 10. Instead of resulting in a rectangular deformed configuration,
the single element takes a deformed configuration that is not much changed from
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Figure 5·7: Deformation of a single, homogeneously deforming finite
element subject to voltage loading.
the initial, square configuration, which shows that the impact of surface tension is to
resist the deformation that would otherwise occur due to the applied voltage.
Resulting normalized voltage-charge curves in Fig. (5·7) for various values of γ/µl
ranging from 0 to 125 is plotted. The effect of increasing surface tension is to signifi-
cantly increase the voltage that is required to induce the electromechanical instability.
These results are quantitatively in agreement with previous experimental and theo-
retical studies on soft materials which found that the effect of surface tension is to
create a barrier to instability nucleation [87, 48]. It is worth noting that a softening
response is not observed in the voltage-charge plot due the fact that a plane strain,
and not plane stress [37] approximation in two dimensions is utilized.
5.4 Bursting drop
Another numerical example is a computational study of the experiments done by
Wang et al. 2012 [3](see Fig. (5·8)(b)). The experimental configuration is shown in
Fig. (5·8)(a). The problem is one of a dielectric film with a small hole containing a
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conductive liquid, for example NaCl solution. All edges of the film are constrained
mechanically, and a voltage differential φ is applied across the film. The novel experi-
mental finding was the first observation of instabilities of drops in solids, in which the
drop in the center of the film begins to elongate in a crack-like fashion towards the
boundaries at which the voltage is applied. While viscoelastic effects on the burst-
ing drop instability were previously studied by Park et al. [35], what has not been
investigated, either experimentally or theoretically, is the effect of changing the con-
ductive fluid within the hole. The effect of different conductive fluids by changing the
surface tension around the hole perimeter is accounted for, as shown schematically
in Fig. (5·8)(a). In the simulation, the fluid itself is not explicitly modeled. The 2D
(a) (b)
(c) (d) (e) (f) (g)
Figure 5·8: (a) Computational model for bursting drop in dielectric
elastomer. (b) Bursting a trapped drop in DE, experiment done by
Wang et al. [3] (c)-(g) Shows the simulation results done by fully cou-
pled monolithic FE formulation.
plane strain model in Fig. (5·8)(a) had dimensions of 20 by 20, with the radius of the
hole being R0 = 2. The geometry was discretized using 4-node bilinear quadrilateral
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finite elements with a mesh spacing of 0.25, for a total number of 6271 elements and
6456 nodes.
The electromechanical instability is shown in Fig. (5·8). There, it is seen that as
the applied voltage increases, the circular drop begins to change shape, and then as
shown in Fig. (5·8)(c)-(g), begins to elongate in the direction of the applied voltage,
where the elongation resembles crack-like propagation. The effects of surface tension
initial shape
Figure 5·9: Snapshot of bursting drop geometry taken at same time
for different values of surface tension γ.
on the nature of the bursting drop is quantified. As it is shown in Fig. (5·9), three
snapshots overlaid on top of each other, of the bursting drop geometry taken at
the same time for different values of surface tension γ. As can be seen, the drop
has elongated the most for the case without surface tension, i.e. γ/(µR0) = 0 as
compared to its initial, circular shape. As the surface tension increases, the bursting
drop elongation becomes progressively more delayed, which again shows that surface
tension acts as a barrier to instability nucleation in electroactive polymers. It is noted
that the slightly asymmetric direction of bursting drop elongation is due to the fact
that bursting drop follows the contours of the FE mesh, which is slightly asymmetric
with respect to the hole. It is also of interest to quantify the position of the bursting
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Figure 5·10: Position of bursting drop tip as a function of applied
electric field Etop, where R0 is the initial radius of the drop, and b is
the long axis of the bursting drop.
drop tip as a function of applied electric field, which is shown in Fig. (5·10). As
can be seen, the nucleation for larger values of surface tension is delayed, and thus
occurs at larger values of applied electric field Etop. Once the nucleation occurs, and
the bursting drop begins to elongate towards the applied electric field, it appears as
though the surface tension does not have a significant impact on the elongation rate
of the bursting drop tip, which is in contrast to the effect that viscoelasticity was
previously observed to have [35]. This is likely because viscoelasticity impacts the
stiffness of the entire DE geometry, whereas the surface tension creates a nucleation
barrier only at the bursting drop tip.
5.5 Creasing to wrinkling instability
Next numerical result is based on recent experiments by Wang and Zhao 2013[4], who
studied the surface instability mechanisms in constrained DE films in which the top
surface is immersed in a fluid (see Fig. (5·11)) The fluid was varied such that the top
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(a)
(b)
Figure 5·11: The schematic of electro-elasgto-capillary model showing
elastomer film with thickness H subjected to electric field and a surface
tension due to fluid (a) The surface pattern for different elasto-capillary
numbers γ/(µH) (Wang and Zhao, 2013 [4])
surface of the DE film was subject to different values of surface tension. Interestingly,
upon application of a critical voltage, a transition in the surface instability mechanism
from creasing to wrinkling was observed, which was found to be dependent on elasto-
capillary length γ/(µH), where H is the film thickness. Along with the transition
in surface instability mechanism, the wavelength of the instability was also found
to change, from about λ = 1.5H for the creasing instability to longer wavelengths,
λ = 5− 12H when the elasto-capillary length γ/(µH) > 1.
FE simulations of the experiments of Wang and Zhao [4] were performed, where the
schematic of the problem geometry and the relevant electro-elasto-capillary boundary
conditions is shown in Fig. (5·12)(a), i.e. the bottom surface of the film is fixed, the
left and right sides are on rollers while a voltage is applied to the top surface, where
the surface tension is also present. Most results shown are for a DE film of dimensions
160×4, which was discretized with square 4-node bilinear quadrilateral finite elements
having an edge length of unity. No initial defects or perturbation is required for the
observation of instability. Because the formulation is dynamic, there will intrinsically
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be small differences in deformation at the surface such that the instability will nucleate
without the need for any pre-existing defects.
In Fig. (5·12)(b) the difference in surface instability mechanism depending on the
elasto-capillary length is presented. As can be seen, when the elasto-capillary length
is small (i.e. γ/µH = 0.5), the surface instability mechanism is that of creasing like,
or localized folds, as previously observed both experimentally [24], and computation-
ally [36]. As the elasto-capillary length increases to become similar to the film height,
the surface instability mechanism changes to wrinkling, as shown in Fig. (5·12)(c).
The change in instability mechanism is characterized by a significantly larger instabil-
ity wavelength as compared to the creasing instability in Fig. (5·12)(b). Furthermore,
rather than abrupt, localized folds as in the creasing instability in Fig. (5·12)(b), the
surface exhibits a more gradual and undulating pattern as seen in Fig. (5·12)(c). This
instability transition was also characterized experimentally by plotting the normal-
ized electric field Ec/
√
µ/ as a function of the elasto-capillary length, as shown in
Fig. (5·13)(a), where Ec is the value of the normalized electric field when the instabil-
ity nucleates. The analytic solutions for the critical electric fields to nucleate wrinkles
and creases were developed by Wang and Zhao, 2013 [4], and are written as:
Eccrease ≈ 1.03
√
µ

+ 1.88
√
γ
H
(5.3)
Ecwrinkle ≈ 2.49
√
µ

+ 0.46
√
γ
H
(5.4)
As seen in Fig. (5·13)(a), the FE model is able to capture the general trends, including
the transition in the value of the critical electric field Ec predicted theoretically. It is
noted that while the analytic solution was derived for an incompressible neo-Hookean
material, here an incompressible Arruda-Boyce model is used in the present work.
The usage of a neo-Hookean material did not alter the values or trends in the critical
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Figure 5·12: Computationally observed transition in the surface in-
stability mechanism in DEs as a function of the elasto-capillary length
γ/(µH), for a DE film of dimensions 80× 4. The variable DMagnitude
refers to the magnitude of the displacement field.
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electric field or wavelength shown in Figs. (5·13)(a) and (5·13)(b).
The FE prediction for the critical electric field is generally larger than the analytic
theory, which is expected given that while a locking-resistant Q1P0 formulation was
used [73], the FE-discretized structure is still stiffer than the continuum.
The normalized instability wavelength λ/H as a function of the elasto-capillary
length as shown in Fig. (5·13)(b) is also calculated. In that figure, the wrinkling
wavelength as a function of elasto-capillary number is given by
E2
µ
= 2Hk
1 + 2e2Hk + e4Hk + 4e2HkH2k2
−1 + e4hk − 4e2HkHk + (Hk)
2 γ
µH
(5.5)
The creasing wavelength is fixed as λcrease = 1.5H, which was previously obtained
by [4]. For elasto-capillary numbers γ/(µH) < 1, the normalized wavelength λ/H
is found to be close to the value of 1.5 predicted theoretically [4]. For larger elasto-
capillary numbers, i.e. γ/(µH) > 1, where wrinkling is observed, a dramatic increase
in normalized instability wavelength λ/H is observed. While the FE simulations cap-
ture the instability wavelength transition, the predicted wavelength after the transi-
tion to wrinkling occurs is smaller than the analytic theory. This discrepancy was
also observed in the experimental studies of [4]. In that work, like the current FE
models, the critical electric fields for creasing and wrinkling as in Fig. (5·13)(a) were
in better agreement with the analytic theory than the instability wavelength. Specif-
ically, the experiments also found a smaller instability wavelength in the transition
region from creasing to wrinkling than the analytic solution. The FE predictions do
fall within the bounds observed experimentally by Wang and Zhao, 2013 [4], though
at the lower end of the observed wavelengths. This is likely due to differences in
how the instability wavelength was calculated in our plane strain 2D FE simulations
as compared to the 3D experimental studies. In particular, there is larger spatial
variation in the wavelengths observed in the 3D experimental structure, whereas the
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Figure 5·13: (a) Normalized critical electrical field as a function of
elasto-capillary length for a 160× 4 DE film.(b) Normalized instability
wavelength as a function of elasto-capillary length for the same film.
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2D plane strain approximation results in a constant instability wavelength through
the thickness of the film, and so it is expected and found that the FE predictions fall
towards the lower end of the experimental values i.e. the grey area as illustrated in
Fig. (5·13).
5.6 Generalized surface instability of DEs
Here, a theoretical analysis is performed that couples with computational modeling
for a generalized electromechanical analysis of surface stability in dielectric elastomers
accounting for surface tension effects. For mechanically deformed elastomers, signif-
icant increases in critical strain and instability wavelength are observed for small
elasto-capillary numbers. When the elastomers are deformed electrostatically, both
surface tension and the amount of pre-compression are found to substantially increase
the critical electric field while decreasing the instability wavelength. Two problems
is studied here, in which the effect of surface tension on surface instability is taken
into account:
• Case I: A perfectly flat elastomer film under compression with top surface sub-
jected to surface tension type boundary condition Fig. (5·14). The goal is to find
the critical strain εc and critical wavelength lc in which the surface undergoes
instability.
• Case II: A DE where previously compressed to a certain strain εpre < εc sub-
jected to both surface tension and electric field (Fig. 5·18). Here the aim is to
find both critical electric field Ec in which the instability occurs and the critical
wavelength lc.
Before performing FE analysis on this problems, first the main effort is to find an
analytical solution to this boundary-value problems using linear perturbation analysis.
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These analysis are similar to those originally introduced by Biot [88] and carried
out for other surface instability problems by others [89, 90, 91, 92] Before starting
with the incremental form of equations, first list of equations that mutually govern
the boundary-value problems of finite elasticity for homogeneous deformation (pre-
instability) for both Case I and Case II is presented.
5.6.1 Case I: Surface instability of elastomer subject to surface tension
A body deforms in space from the stress-free state to a current state. In the body,
a material particle is at spatial location X(X1, X2) in the stress-free state, and is at
spatial location x in the current state. The function x = χ(X) describes the defor-
mation of the body from the stress-free state to the current state. The deformation
gradient is:
FiK =
∂xi(X)
∂XK
(5.6)
The Cauchy equilibrium equation of motion then for a system with no body force
B = 0 and in static condition reduces to:
∂SiK
∂XK
= 0 (5.7)
the general boundary condition becomes:
SiKNK = Ti (5.8)
The body is made of an elastic material, taken to be incompressible J = det F = 1.
For simplicity the density of the Helmholtz free energy for a neo-Hookean material is
assumed and it is a function of the deformation gradient W (F). One can enforce the
constraint of incompressibility into the energy expression as follow
W (F) =
µ
2
FiKFiK − pi(det F− 1) (5.9)
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where pi is a Lagrange multiplier, which is actually the hydrostatic pressure inside
the bulk and to be determined as a part of boundary-value problem. The expression
for nominal stress becomes:
SiK =
∂W (F)
∂FiK
= µFiK − piHiK ,
(5.10)
where H = F−T .
In this case an elastomer film under compression is considered, that is also subject
to surface tension effects on its top surface, as illustrated in Fig. (5·14). Finding the
critical strain εc in which the film undergoes surface instability is of interest. It’s a
classic Biot’s surface instability problem [88] that is generalized with having the effect
of surface tension on top of the film.
Linear perturbation analysis
To find the critical condition of instability of a film under compression, linear pertur-
bation analysis is adopted. Before onset of instability, it is assumed that the film has
undergone a homogeneous deformation with stretch λ as it is illustrated in Fig. (5·14),
which is given by
x01 = λX1, x
0
2 = λ
−1X2 (5.11)
next the homogeneous state of deformation is perturbed by introducing an infinitesi-
mal displacement x˙i(X) to obtain an inhomogeneous deformation
xi(X) = x
0
i (X) + x˙i(X) (5.12)
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(a)
(b)
Figure 5·14: A perfectly flat film subject to compression and surface
tension γ. (a) Undeformed configuration; (b) the formation of wrinkles
with wavelength lc.
similar perturbed state of deformation gradient as follow:
F = F0 + F˙⇒ H = F−T =
(
(F0)T + F˙T
)−1
= H0 −H0F˙TH0 + · · ·
(5.13)
which the last relation is due to the Taylor’s expansion. The corresponding additional
deformation gradient F˙iK is
F˙iK =
∂x˙i(X)
∂XK
(5.14)
and the perturbed nominal stress S˙ from Eq. (5.10) by only considering linear terms
becomes
S˙iK =
∂2W (F)
∂FiK∂FjL
F˙jL
= µF˙iK − p˙iH0iK + pi0H0iLH0jKF˙jL
(5.15)
where the third term in Eq. (5.15) is from the relation derived in Eq. (5.13). The
perturbed state needs to satisfy the Cauchy’s mechanical equilibrium equation in
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Eq. 5.7 and can be written as:
∂S˙iK
∂XK
= 0 (5.16)
and the boundary condition
S˙iKNK = T˙i (5.17)
the incompressibility condition also becomes:
H0iKF˙iK = 0 (5.18)
Inserting Eq. (5.15) into Eq. (5.16) one can obtain the following governing equation:
(
µδijδKL + pi
0H0iLH
0
jK
) ∂2x˙j(X)
∂XK∂XL
−H0iK
∂p˙i
∂XK
= 0 (5.19)
On the top surface X2 = 0 of the body the film is subjected to the Young-Laplace
boundary condition σ · n = 2γκn with surface tension γ. This boundary conditions
then can be translated in terms of nominal quantities:
SiKNK = 2γκHiKNK (5.20)
where N is the unit normal vector to the surface of the body in terms of reference
description, and κ is the mean curvature of the surface. The perturbed form of the
Eq. (5.20) by getting rid of higher order terms becomes:
S˙iKNK = 2γκ˙H
0
iKNK + 2γκ
0H˙iKNK (5.21)
where the perturbed state of curvature κ = κ0 + κ˙. However, the top surface remains
flat through homogeneous deformation right before the onset of wrinkling, therefore
one can assume κ0 = 0:
S˙iKNK = 2γκ˙H
0
iKNK (5.22)
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And finally at the bottom X2 = −Hf of the film, the boundary conditions are:
S˙12 = 0 and x˙2 = 0 (5.23)
The system of partial differential equations in Eq. (5.19) along with boundary condi-
tions in Eq. (5.22) and Eq. (5.23) can be solved. To determine the onset of wrinkling,
the eigenvalue problem corresponding to the incremental boundary value problem is
derived. Separated solution exists in the incremental boundary value problem with
the perturbation in the following form:
x˙1(X1, X2) = f1(X2) sin(KX1)
x˙2(X1, X2) = f2(X2) cos(KX1)
p˙i(X1, X2) = f3(X2) cos(KX1)
(5.24)
Substituting these equations into Eq. (5.19) along with incompressibility condition in
Eq. (5.18) one can obtain the following differential equation
f ′′′′2 −K2
(
λ−4 + 1
)
f ′′2 +K
4λ−4f = 0 (5.25)
The derivatives of f2 are with respect to X2 and K = 2pi/L is the wave number.
The wavelength in the reference state L relates to wavelength in current l state by
L = l/λ. The ODE in Eq. (5.25), accompanied with the boundary conditions in
Eq. (5.22) and Eq. (5.23), leads to an eigenvalue problem, of which the non-trivial
solutions correspond to the wrinkling state. The corresponding algebraic equation of
the following form then can be obtained
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44


C1
C2
C3
C4
 = 0 (5.26)
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The existence of a non-trivial solution to the perturbed boundary value problem
requires
detA = 0 (5.27)
where matrix detA can be written as a function of detA = f(λ,KHf , γ/(µHf )). The
explicit expression of this matrix is given as follows:
A11 = −γKHf
λµ
−HfK
(
λ2 +
1
λ2
)
A12 = −γKHf
λµ
+HfK
(
λ2 +
1
λ2
)
A13 = −γHfK
2
µλ
− 2KHf
A14 = −γHfK
2
µλ
+ 2KHf
(5.28)
A21 = A22 =
2KHf
λ2
A23 = A24 = λ
2KHf +
KHf
λ2
(5.29)
A31 =
2KHf e
−KHfλ−2
λ2
A32 =
2KHf e
KHfλ
−2
λ2
A33 = λ
2KHfe
−KHf +
KHfe
−KHf
λ2
A34 = λ
2KHfe
KHf +
KHfe
KHf
λ2
(5.30)
A41 = e
−KHfλ−2 , A42 = eKHfλ
−2
A43 = e
−KHf , A44 = eKHf
(5.31)
By solving the eigenvalue problem in Eq. (5.27), the relation between stretch λ,
and therefore the compressive strain ε = 1 − λ with the wavelength l is obtained
as illustrated in Fig. (5·15). For each curve, the minimal critical strain εc = 1 − λc
reaches a minimum for wrinkles of certain wavelength lc. The relation of these critical
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Figure 5·15: Strain vs. wavelength for a range of elasto-capillary
numbers γ¯ = γ/(µHf )
values with elasto-capillary number γ/(µHf ) is plotted in Fig. (5·16).
When surface tension is neglected (γ = 0), the Biot’s value of wrinkling at
εBiot ≈ 0.46 is recovered as shown in Fig. (5·15) [93]. When surface tension is present
(γ > 0), the strain ε first decreases and then increases as the normalized wavelength
l/Hf increases (see Fig. 5·15). The key effect of surface tension is that it inhibits
bifurcation, as both the critical strain εc and corresponding normalized wavelength
lc/Hf increase with increasing γ/(µHf ) (see Fig. 5·16). These results are consistent
with previous studies on surface tension effects on surface instabilities [87], and are
expected since a smaller wavelength l/Hf implies a larger energy penalty in terms of
surface energy [94]. In addition, it is found that for large elasto-capillary numbers,
the critical strain approaches a limiting value of εc ≈ 0.85. The largest change in
critical strain occurs for small elasto-capillary numbers, i.e. 0 6 γ/(µHf ) 6 2, where
the change in εc is more than 34% from εc = 0.46 for γ/(µHf ) = 0 to εc ≈ 0.7 for
γ/(µHf ) = 2, while for γ/(µHf ) > 2 the increase in εc is less than 18% Fig. (5·16)(a).
The solutions to the critical wavelength are different from the critical strain in that
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Figure 5·16: (a): Critical strain εc vs. elasto-capillary number γ¯ =
γ/(µHf ); (b): Critical wavelength lc/Hf vs. elasto-capillary number
γ¯ = γ/(µHf )
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there is no limit to the wavelength. As with the critical strain in Fig. (5·16)(a), a rapid
increase in normalized wavelength is observed for small elasto-capillary numbers. For
γ/(µHf ) > 4, where the change in critical strain is not significant, the normalized
wavelength continues increasing in a linear fashion.
The theoretical model is verified by performing dynamic, nonlinear finite element
(FE) calculations using the methodology for electro-elasto-capillary phenomena in
DEs previously discussed in Chapter 3, while neglecting the electrostatic effects, thus
considering a purely mechanical problem. All numerical simulations using open source
simulation C++ code Tahoe [86] using standard 4-node, bilinear quadrilateral finite
elements within a two-dimensional, plane strain approximation. Simulations were
performed on a elastomer film with length Lf = 40 and height of Hf = 4 with a mesh
size of d = 1/16.
In the FE simulations, the critical strain εc is measured as soon as the wrinkling
pattern on surface appears, see for example Fig. (5·17). For the comparisons to
the critical strain in Fig. (5·16)(a), the FE results match the theoretical model very
closely. For the normalized wavelength lc/Hf in Fig. (5·16)(b), the FE results match
also closely match the theoretical model. However, it was not possible to obtain
the wavelength of the wrinkles for γ/(µHf ) > 2 where the film is more than 70%
compressed due to the computational expense needed in modeling very long films.
5.6.2 Case II: Dielectric elastomer with surface tension and electric field
effects
The more general problem of interest is considered, that of a DE film that is both
under compression, and subjects to surface tension as well as electrostatic loading via
electric fields. This is illustrated in Fig. (5·18). Here the film is assumed to be free
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(a)
(b)
Figure 5·17: Results for FE simulation of a mechanical compression-
induced instability of an 40×4 elastomer film. (a) Undeformed film (b)
Onset of wrinkling instability on the top surface at the critical strain
εc = 0.547 and elasto-capillary number γ/(µHf ) = 0.2. DVEC is the
displacement magnitude.
Figure 5·18: A perfectly flat film subject to compression, electric field
and surface tension γ. (a) Undeformed configuration; (b) Compressed
to a given strain εpre, after which voltage φ(t) is applied to the top sur-
face while φ = 0 on the bottom surface; (c) The formation of wrinkles
with critical wavelength lc at critical electric potential φc.
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Physical quantity Lagrangian Eulerian Relation
Electric field E˜ E E = F−T E˜
Electric displacement D˜ D D = FD˜/J
Stress tensor S σ σ = SFT/J
Surface traction T t t = T
[
(FNˆ) · nˆ
]
/J
Table 5.1: Summary of physical quantities in the Lagrangian (refer-
ence) and Eulerian (current) descriptions.
of body charges and the Maxwell equations in undeformed domain are
∇X × E˜ = 0, ∇X · D˜ = 0 (5.32)
where there exist a scalar potential φ such that E˜ = −∇Xφ. where the gradient
operator with respect to reference coordinates is ∇X = ∂/∂XK .
The energy density function accounting for neo-Hookean material and ideal di-
electric where D = E can be written as
W (F, D˜) = Wm(F) +
FiKFiL
2J
D˜KD˜L (5.33)
where Wm(F) is the mechanical energy density due to stretch and for a neo-Hookean
material in absence of electric field and is given in Eq. (5.9). Therefore, the total
nominal stress can be separated in two stresses S = Sm + Se. For which the first is
given by Sm = ∂Wm(F)/∂F such as in Eq. (5.10), and the S
e from the second term
in Eq. (5.33) is called the Maxwell stress. The total nominal stress using relations
summarized in Table (5.1) can be calculated as follow:
SiK =
∂W (F, D˜)
∂FiK
= µFiK − piHiK + EiD˜K − J
2
EmEmHiK
(5.34)
The equilibrium equation then becomes:
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Figure 5·19: Behavior of homogeneous deformed film of neo-Hookean
dielectric under varying electric field. S11/µ is the normalized axial
tension and λ is the amount of stretch
∂SiK
∂XK
= 0 (5.35)
Previous to instability the elastomer is assumed to be stretched with λpre with flat
surface, with the voltage of φ is applied on top surface and bottom kept at zero electric
potential φ = 0 (see Fig. (5·18). Then the solution to the homogeneous deformation
is
x01 = λ
preX1, x
0
2 = (λ
pre)−1X2 (5.36)
and the electric field
E0 =
[
0
E0
]
(5.37)
where E0 = φ/hf is the applied electric field where hf = Hf/λ
pre is the height of the
pre-compressed film. In Fig. (5·19) the solution to the homogeneous deformation is
plotted. S11/µ is the normalized nominal stress and λ = λ
pre is the amount of stretch.
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Linear perturbation analysis
The state of homogeneous state of deformation is perturbed by only introducing
infinitesimal displacement. Therefore, one can write:
xi(X) = x
0
i (X) + x˙i(X), E = E
0 + E˙ (5.38)
An important simplification is that to consider electric field remains homogeneous at
the perturbed state and therefore one can take E˙ = 0. The perturbed state of total
stress can be written as:
S˙iK = µF˙iK − p˙iH0iK − piH˙iK + E0i ˙˜DK −
J
2
E0mE
0
mH˙iK (5.39)
where
˙˜
D = − (F0)−1 F˙D˜0 (5.40)
and the equilibrium equation should satisfy the state of perturbed deformation
∂S˙iK
∂XK
= 0 (5.41)
with the same boundary conditions on discussed on the previous section.
To account for electromechanical coupling on the compression-induced instability,
substituting Eq. (5.24) into Eq. (5.41) gives the following differential equation:
f ′′′′2 −K2
(
(λpre)4 + 1
)
f ′′2 +K
4(λpre)4f2 = 0. (5.42)
This equation along with the boundary conditions in Eq. (5.23) and Eq. (5.22) gives
the second algebraic equation:
B11 B12 B13 B14
B21 B22 B23 B24
B31 B32 B33 B34
B41 B42 B43 B44


C1
C2
C3
C4
 = 0 (5.43)
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Figure 5·20: (a) Critical electric field vs. elasto-capillary number.
The solid lines are the analytical results and the corresponding markers
are the finite element solutions (b) Analytic solution of critical wave-
length vs. elasto-capillary number
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Figure 5·21: Analytic solution for λpre = 0.8 (or εpre = 0.2) shows
normalized nominal electric field vs. normalized wavelength for various
elasto-capillary numbers γ/(µHf )
The existence of a non-trivial solution requires:
detB = 0 (5.44)
where the matrix detB can be written as function of dimensionless parameters detB =
g(KHf , E˜
√
/µ, γ/(µHf )) and the stretch λ
pre is a prescribed constant and where
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E˜ = φ/Hf is the nominal electric field. The explicit expression of the matrix B is:
B11 = −(λ
pre)2φ2
µH2f
− γHfK
2
µ(λpre)
− 2KHf
B12 = −(λ
pre)2φ2
µH2f
− γHfK
2
µ(λpre)
+ 2KHf
B13 = −(λ
pre)2φ2
µH2f
− γHfK
2
µ(λpre)
−KHf
(
(λpre)2 +
1
(λpre)2
)
B14 = −(λ
pre)2φ2
µH2f
− γHfK
2
µ(λpre)
+KHf
(
(λpre)2 +
1
(λpre)2
)
(5.45)
B21 = B22 = −(λpre)2KHf − KHf
(λpre)2
B23 = B34 = − 2KHf
(λpre)2
(5.46)
B31 = (λ
pre)2KHf
(−e−HfK(λpre))
B32 = (λ
pre)2KHf
(
eHfK(λ
pre)
)
B32 = KHf
(
−e−
KHf
(λpre)
)
, B34 = KHf
(
e
KHf
(λpre)
) (5.47)
B41 = e
−KHf (λpre) , B42 = eKHf (λ
pre)
B43 = e
− KHf
(λpre) , B44 = e
KHf
(λpre)
(5.48)
The solution to the eigenvalue problem in Eq. (5.44) gives the relation between
the nominal electric field and the wavelength at a given stretch λpre for various elasto-
capillary numbers. For instance, Fig. (5·21) shows the calculated nominal electric-field
E˜
√
/µ for inducing the wrinkling instabilities in DEs for a uniaxial compression of
εpre = 0.2. The normalized nominal electric-field first decreases and then increases
as the wavelength increases. The lowest electric-field in each curve gives the critical
70
(a)
(b)
(c)
Figure 5·22: FE simulation for electrically induced instability of a
160 × 4 DE film. (a) Undeformed film (b) Compressed film (in this
case εpre = 0.2) (c) Wrinkled structure due to applied electric field and
surface tension (here γ/(µHf ) = 8).
nominal electric-field E˜c
√
/µ for wrinkling instability.
The analytic result in [63] for wrinkling instability of a film without pre-compression
εpre = 0 is recovered here, as shown in Fig. (5·20)(a). The results in Fig. (5·20)(a)
also demonstrate that pre-compressing the DE film leads to a significant increase in
the electric field that is needed to induce the surface wrinkling instability, i.e. a near
doubling of the voltage is needed as the initial compressive strain increases from 0
to 40%. Pre-stretch has been widely observed to decrease the nominal electric field
required for pull-in instability [38], thus compression induces the opposite effect, that
of increasing the nominal electric field E˜ required for electromechanical instability.
Increasing the surface tension, and thus the elasto-capillary number has a similar
effect, in that the critical nominal electric field needed to induce surface wrinkling
increases substantially for a given pre-compression as the elasto-capillary number
increases. Again, a near-doubling of the critical electric field is needed as the elasto-
capillary number increases from 1 to 100.
These results were verified using the nonlinear FE method of [52]. To study the
surface instability of a pre-compressed film subjected to electric field, the elastomer
film first is statically compress with length of Lf = 160 and height Hf = 4 with
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mesh size d = 1/16 to various strains of εpre = 0.1, 0.2, 0.3 and 0.4, all of which
are smaller than Biot’s wrinkling strain εw = 0.46. Once the film is compressed, an
electric potential on top of the film is applied (see Fig. (5·18)(b)) in conjunction with
surface tension γ. The electric potential φ was then increased linearly with time until
the surface wrinkling instability occurs, where an illustration of the resulting surface
wrinkling instability that is observed is shown in Fig. (5·22). The normalized critical
nominal electric field E˜c
√
/µ is then measured as soon as the wrinkles appears on
the surface. In Fig. (5·20)(a), this critical electric field is plotted using symbols as a
function of elasto-capillary number γ/(µHf ). The FE results are in a good agreement
with our perturbation analysis.
Finally, Fig. (5·20)(b) shows that for a given elasto-capillary number, the wrin-
kling wavelength decreases with increasing DE film compressive strain. This trend
is opposite from Fig. (5·16), where the wavelength increases with increasing elasto-
capillary number. This is because the pre-compressive strain εpre reduces the surface
area. This reduction in surface area also reduces the surface energy, which results in
a decrease in the critical wavelength.
5.7 Buckling to Rayleigh-Plateau instability
In this problem, using both FE simulations and a linear perturbation analysis similar
to those for wrinkling instability in Section (5.6), the emergence of an electro-elasto-
capillary Rayleigh-Plateau instability in DE films is studied. When subject to an
electric field, the DEs exhibit a buckling instability for small elasto-capillary numbers.
For larger elasto-capillary numbers, the DEs instead exhibit the Rayleigh-plateau in-
stability. The stability analysis demonstrates the critical effect of the electric field in
causing the Rayleigh-plateau instability, which cannot be induced solely by surface
tension in DE films. Overall, this work demonstrates the effects of geometry, bound-
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ary conditions, and multi-physical coupling on a new example of Rayleigh-Plateau
instability in soft solids.
The problem schematic and the aforementioned instability transition are shown
in Fig. (5·23). There, a DE film that is fixed at both ends is considered. A 2D,
plane strain conditions for the DE film as the in-plane dimensions are typically much
larger than the thickness [6] for DEs is also of considerations. The bottom of the film
is voltage-free, i.e. φ = 0, while the top of the film is subject to a time-dependent
voltage φ(t) which increases linearly with time, while surface tension γ acts on both
the top and bottom surfaces. The increase in voltage is sufficiently slow such that the
electrostatic loading process can be modeled analytically as quasi-static. The aspect
ratio of the DE film is L/H = 20, which is modeled using standard bilinear 2D plane
strain finite elements which fully account for incompressibility of the DE [35]. The
FE model used is dynamic, nonlinear, fully electromechanically coupled discussed in
Section 3, and was previously shown to accurately capture experimentally-observed [4]
surface tension effects on surface instabilities like creasing and wrinkling of DEs [52].
Fig. (5·23)(b) demonstrates that at small elasto-capillary numbers γ/µH, the DE
film buckles once a critical voltage is reached. The buckling occurs because the DE
film is fixed at both ends, which prevents both the elongation in the x1-direction and
the contraction in the thickness (x2)-direction that would otherwise occur due to the
applied voltage [11], leaving the DE in a state of axial compression. Eventually, as
the compressive force increases due to increasing voltage, the film buckles as shown
in Fig. (5·23)(b). In contrast, for larger elasto-capillary numbers, buckling is not
observed, as shown in Fig. (5·23)(c). Instead, a RPI-like instability is observed.
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Figure 5·23: (a) Schematic with boundary conditions for a DE film
subjected to elasto-capillary and electrical forces. (b) and (c) FE re-
sults showing different modes of instability. (b) Buckling for γ¯ = 0.5
where the critical voltage reaches φ¯c = 1.066. (c) RPI for γ¯ = 5 where
the critical voltage is ramped up to φ¯c = 2.03. D VEC refers to the
displacement magnitude.
74
5.7.1 Electro-elasto-capillary buckling
An analytic model of the electro-elasto-capillary buckling and RPI instabilities is
presented, which accounts for both surface tension, as well as the electromechanical
coupling in the DE film due to the applied voltage. First, the voltage-induced buckling
by assuming a DE film with a rectangular cross section H×W subject to both electric
field E = [E1 E2]
T and surface tension γ is considered. For the DE film shown in
Fig. (5·23)(a), the modified buckling equation assuming quasistatic loading while
accounting for surface tension and electric fields can be written as
Y I
∂4u2
∂x41
+ (P − Ps)∂
2u2
∂x21
= 0 (5.49)
where Y is the Young’s modulus, u2(x1) denotes the vertical deflection at point x1,
and Ps = 2γW is the axial force due to surface tension, which depends upon the
surface tension γ and the out of plane (z-direction) width W of the film [95, 96].
P is the axial force that is generated by the application of an electric field in the
x2-direction (E1 = 0)
P = E22 A (5.50)
where A = HW is the cross sectional area. According to Euler buckling theory, the
critical load of axial buckling can be found as
Pc = η
pi2Y I
L2
+ Ps (5.51)
Inserting E2 = −φ/H for φ the applied voltage on top of the beam and H being the
height, the critical voltage can be found as
φc = H
(µ

)−1/2√
η
pi2Y H2
12L2µ
+ 2
γ
µH
(5.52)
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where  is the dielectric constant. Normalizing the voltage by H
√
µ/ and the surface
tension by µH, one can obtain the relationship between critical voltage φ¯c and elasto-
capillary number γ¯ = γ/µH for a film with both ends fixed (η = 4) as
φ¯c =
√
pi2Y H2
3L2µ
+ 2γ¯ (5.53)
5.7.2 Electro-elasto-capillary Rayleigh-Plateau Instability
However, as shown in Fig. (5·23), the instability mechanism changes for elasto-
capillary numbers that are larger than γ¯ > 2 from voltage-induced buckling to a
voltage-induced RPI. Thus a linear stability analysis of surface tension on the elec-
tromechanical deformation of the DE film is performed to find the state of instability.
The analysis follows that previously performed [4, 97], with the boundary conditions
being different in the present work. To do so, the total Cauchy stress σ due to both
mechanical deformation and electrical polarization of the DE is σ = σm + σe. As-
suming a neo-Hookean material model, the mechanical and electrical stresses can be
written as
σm =
µ
J
B− p1 ,
σe = E⊗ E− 
2
|E|21 ,
(5.54)
where B = FFT is the left Cauchy-Green strain tensor, J = det (F) and p is the
hydrostatic pressure.
Stress in absence of body forces satisfies the equilibrium equation ∇ · σ = 0.
Assuming there is no free charge in the material, Gauss’s law for the DE reads ∇·E =
0. Consequently, one can obtain ∇ ·σe = 0, and as a result the equilibrium equation
reduces to
∇ · σm = 0 (5.55)
Because a linear stability analysis assumes small deformations in the DE film at
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instability, a linearize the stress expressions in Eq. (5.54) is considered. The left
Cauchy-Green strain tensor B for infinitesimal strains then can be approximated as
B ≈ 1 + 2ε, (5.56)
where the strain tensor ε = 1
2
(∇u +∇Tu) and u = [u1 u2]T is the displacement
vector. The perturbed expression of mechanical stress for an incompressible neo-
Hookean material (J = 1) then becomes
σ˙m = µ(∇u˙ +∇T u˙)− p˙1 (5.57)
The perturbed electrical stress is then become [97]
σ˙m = 2E˙⊗ E− (E˙ · E)1 (5.58)
where E˙ =
[
E˙1 E˙2
]T
is the perturbed electric field vector. At the onset of instability,
the DE undergoes a small, symmetric sinusoidal undulation δH on both the top
and bottom surfaces of the DE film. Consequently, one can obtain the electric field
expression by performing a Taylor expansion
φ
H + 2δH
=
φ
H
− 2
(
φ
H
)
δH
H
+O(δH2) (5.59)
Therefore the perturbed electric field is E˙2 = 2(φ/H
2)δH, and by inserting it into
Eq. (5.57) the perturbed electric stress for 2D plane-strain conditions becomes
σ˙e = 2
 φ
2
H3
δH 0
0 − φ
2
H3
δH
 (5.60)
By inserting the perturbed state of stress in Eq. (5.57) into the stress equilibrium
equation for the perturbed state in Eq. (5.55), that is ∇ · σ˙m = 0, and enforcing the
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Figure 5·24: Critical voltage vs. elasto-capillary number showing the
transition between buckling to RPI at γ¯ = γc/µH = 2.
incompressibility condition ∇ · u˙ = 0, one can obtain the equilibrium equation at the
perturbed state:
µ∇2u˙−∇p˙ = 0 (5.61)
The boundary conditions on top of the beam are:
σ˙22 = 2γκ˙, σ˙12 = 0, at x2 = H/2, (5.62)
where the first term is the film subjected to the Young-Laplace boundary condition
in which the mean curvature can be calculated as κ˙ ≈ 1
2
∂2u˙2
∂x21
. Due to symmetry of
the DE film in the thickness direction, only the upper half of the film is considered,
and the symmetry boundary conditions at x2 = 0 can be written as
u˙2 = 0,
∂2u˙2
∂x21
= 0, at x2 = 0. (5.63)
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Linear stability analysis
The perturbed fields due to the incompressibility condition ∇ · u˙ = 0 are assumed to
take the form of the stream function ψ(x1, x2) such that
u˙1 =
∂ψ
∂x2
, u˙2 = − ∂ψ
∂x1
. (5.64)
a sinusoidal morphology on the top and bottom surfaces of the film is assumed here,
which is characteristic of the RPI. Therefore, the stream function and hydrostatic
pressure takes the following forms:
ψ(x1, x2) = ψ˜(x2) sin (kx1)
p˙(x, y) = p˜(x2) cos (kx1).
(5.65)
Inserting these relations into the governing equation in Eq. (5.61), the following sets
of equations can be obtained
−µk2 ψ˜′(x2) + µ ψ˜′′′(x2) + k p˜(x2) = 0,
−µk3 ψ˜(x2) + k ψ˜′′(x2) + p˜′(x2) = 0,
(5.66)
while first set of boundary conditions in Eq. (5.62) at x2 = H/2 becomes
2µkψ˜′(H/2) + γk3ψ˜(H/2) + p˜(H/2)− 2k φ
2
H3
ψ˜(H/2) = 0,
ψ˜′′(H/2) + k2ψ˜(H/2) = 0,
(5.67)
and the second set in Eq. (5.63) at x2 = 0 becomes
ψ˜(0) = ψ˜′′(0) = 0 (5.68)
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The solution to ψ˜ and p˜ is
ψ˜(x2) =
k cosh(kx2) (2C2kµ+ C1x2)
2k2µ
− sinh(kx2) (kµ (C2k
2x2 − C4x2 − 2C3) + C1)
2k2µ
(5.69)
p˜(x2) = µ
(
C4 − C2k2
)
sinh(kx) + C1 cosh(kx) (5.70)
Inserting the expressions for p˜(x2) and ψ˜(x2) into the four boundary conditions in
Eq. (5.67) and (5.68), a set of four linear algebraic equations for four unknowns can
be obtained:
A

C1
C2
C3
C4
 = 0 (5.71)
where A is a 4× 4 matrix. The existence of a non-trivial solution requires
detA = 0 (5.72)
By solving the equation in (5.72), one can obtain expressions for both the normalized
critical voltage
φ¯2c = Hk
(
γ¯Hk
2
+ (γ¯ + 1) coth(Hk) +
2− γ¯
sinh(Hk)
)
+ 1 (5.73)
and also the critical elasto-capillary number γ¯c:
γ¯c =
2φ¯2c
H2k2
− cosh
2(Hk
2
)(Hk + sinh(Hk))
k sinh2(Hk
2
)
(5.74)
where φ¯c = (φc/H)
√
/µ and γ¯ = γ/µH is the elasto-capillary number.
5.7.3 Discussion
Having now obtained the normalized critical voltage for both the electromechanical
buckling instability in Eq. 5.53 and the electro-elasto-capillary RPI in Eq. 5.73, both
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solutions are plotted in Fig. (5·24), along with FE simulation results for different
elasto-capillary numbers γ¯. First, the critical voltage for buckling increases nonlin-
early with increasing elasto-capillary number. However, the critical voltage for the
RPI is a constant, i.e. φ¯c = 2. Thus, for a critical elasto-capillary number of γ¯c = 2,
the instability mechanism transitions from buckling to RPI. As can be seen, the FE
simulations capture both the critical buckling and critical RPI voltages, along with
accurately capturing the elasto-capillary number at which the instability transition
occurs.
There are three important factors that impact the electro-elasto-capillary instabil-
ity transition from buckling to RPI: multiphysical coupling, i.e. electroelasticity and
elastocapillarity, the geometry of the DE film, and the boundary conditions. Here
first the effect of the DE film geometry is discussed. To do so, first one can note that
the total energy of the system can be written as
Π = Um + Ue + Us (5.75)
where Um is the elastic energy, Ue is the electrical energy and Us is the surface energy.
The total surface energy of both surfaces can be computed as
Us = 2γ
L∫
0
√
1 +
(
du2
dx1
)2
dx1 (5.76)
Expanding this energy for the onset of instability where the surface undergoes small
deformation, the surface energy functional is approximated as
Us ' 2Lγ + γk
6L3ψ˜(x2)
2
3
(5.77)
From Eq. 5.77, one can see that the second term is always positive, and therefore the
minimum of Es is where k → 0. This implies that in the absence of an electric field,
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i.e. φ = 0 or Ee = 0, the surface energy when the DE film is flat Us = 2Lγ does not
decrease the total energy of the system, and therefore no elasto-capillary or RPI will
occur for plane-strain DE films, regardless of the magnitude of the surface tension.
This is of course different from previous studies of RPI in cylindrical geometries
of radius R0, where a critical elasto-capillary number of γ = 6µR0 was obtained
previously [2, 98, 85], and demonstrates the impact of the DE geometry on the RPI.
As the above analysis demonstrates that the RPI cannot occur for the plane-
strain geometries that characterize DE films, now the effect of multiphysical coupling
through the electric fields that are applied to actuate DEs is being discussed. When
no electric fields are present, the minimum energy configuration of the DE film is one
in which it is flat. However, once an electric field is applied to the DE film, the total
energy decreases, because the electrical energy contribution is
Ue = −
H/2∫
−H/2
L∫
0
1
2
|E|2dA (5.78)
Therefore, the decrease of the electrostatic potential energy of the system from the
initially flat state Ue = −Lφ2/2H creates the possibility of an electro-elasto-capillary
instability. For smaller elasto-capillary numbers (γ¯ < 2), the DE film shows the
buckling instability, which results in an increase in surface area along the top and
bottom surfaces due to the dominance of the elastic energy over the surface energy.
When γ¯ > 2, the elasto-capillary number is sufficiently large, which creates sufficient
driving force to prevent electromechanically-driven instability modes like buckling
that lead to surface area increases. This makes the RPI mechanism a viable one,
even in the presence of an applied electric field.
While the electric field and geometry couple to alter the critical elasto-capillary
number for RPI in DEs as compared to previous studies of RPI in soft solids, the
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Figure 5·25: The voltage for inducing RPI for a DE film as a function
of elasto-capillary number. The lowest electric potential which gives
the critical value for each curve is a constant φ¯c = 2.
question of the instability wavelength for the RPI in DEs is being examined. Based
on Eq. 5.73, the normalized voltage as a function of wavenumber Hk in Fig. (5·25) is
plotted, where k = 2pi/l and l being the wavelength. The long-wavelength (k → 0)
is found to be the mode becomes unstable first (the minimum of plots in Fig. (5·25))
at φ¯c = 2, which occurs for all elasto-capillary numbers, implying that the electro-
elasto-capillary RPI in the DEs is an infinite wavelength instability. This result is
similar to that found previously in analyses of the instability wavelength in RPIs in
soft solids, where the only driving force is elasto-capillary [85, 98, 2].
In all FE simulations, because the voltage is ramped up slowly to mimic quasistatic
loading, only long wavelengths at instability is observed, corresponding to Hk → 0
in Fig. (5·25), due to the fact that the RPI occurs when φ¯ reaches 2. However, it is
being verified that, when constant voltage loadings exceeding φ¯ = 2 were chosen for
various elasto-capillary numbers, the smaller wavelengths for the RPI is observed as
illustrated in Fig. (5·26)(a)-(c) for various cases of φ¯ and γ¯ and these values are in
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Figure 5·26: Snapshot of RPI instability for voltages φ¯ > φ¯c = 2 and
different elasto-capillary γ¯
line with the analytic predictions shown in Fig. (5·25).
Finally, the mechanical boundary conditions, or the ways in which the DE film is
constrained, play an important role in determining the electro-elasto-capillary insta-
bility that is observed. For example, recent experiments [4] and the computational
study discussed in Section 5.5 considered DE films similar to the one in Fig. (5·23),
though with the bottom surface fixed in addition to both ends. By considering sur-
face tension effects on the top surface, and applying a voltage difference similar to
that shown in Fig. (5·23), an interesting surface instability transition from creasing at
low elasto-capillary numbers to longer wavelength wrinkling above a critical elasto-
capillary number was observed. The constraint at the bottom of the DE film thus
prevents the RPI, which requires instabilities on both the top and bottom surfaces,
from occurring.
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Chapter 6
Accuracy of staggered explicit-implicit
method
Here 2D and 3D numerical examples verifying the accuracy and efficiency of the pro-
posed staggered explicit-implicit methodology in Chapter 4 as compared to monolithic
in Chapter 3 for electroactive polymers is discussed. The staggered explicit-implicit
formulation was implemented into the open source simulation C++ code Tahoe [86],
which was previously where the monolithic approach was implemented. Examples in-
volve electromechanical instabilities, i.e. wrinkling, creasing discussed in Section 5.5
and bursting drops discussed in Section 5.4 are presented here to demonstrate the
robustness of the proposed approach.
6.1 Surface tension-driven creasing to wrinkling transition
in a 2D film
The first numerical example considers a 2D, plane strain DE film as shown in Fig .(6·1)
similar to the problem already discussed in Section 5.5. Previous experiments [4], and
numerical simulations [52] (as discussed previously) have demonstrated that as the
surface tension γ on the top surface increases, the electromechanical surface instability
that occurs transitions from creasing to wrinkling. This instability transition is driven
by the surface tension driving force reduced surface area, leading to a smoother, longer
wavelength surface instability. The film was fixed mechanically at the bottom surface
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Figure 6·1: Schematic of the computational model showing a 2D film
with electro-elasto-capillary boundary conditions based on experiment
by Wang et al. [4].
(y = 0), with rollers on both the left and right sides. The electrostatic boundary
conditions were that the voltage on the bottom surface was kept at zero, i.e. φ = 0,
while the voltage on the top surface was subject to a linearly increasing voltage with
time, i.e. φ = φ(t). Additionally in order to account for elasto-capillary effects, the
top surface was also subject to the Young-Laplace equations σ · n = 2κγn, where
κ is the mean curvature, γ is the surface tension and n is the normal vector to the
surface. The elasto-capillary force resulting from the surface tension augments the
right hand side of Eq. (4.1) as
f s = −
∫
γ∇sNda (6.1)
where ∇s = (I − n ⊗ n)∇ is the surface gradient operator. The dimensions of the
film were L = 160 and H = 4, where the film was discretized with standard 4-
node bilinear quadrilateral finite elements. For both the staggered and monolithic
solutions, 640 4-node elements were utilized, while a time step of ∆t = 0.01 was
chosen for both models. The same time step was chosen for both models so that,
as close as possible, to provide an apples to apples comparison with regards to the
computational expense of the staggered and monolithic formulations. For this and
all subsequent examples, the Q1P0 approach of Simo et al. [73] previously discussed
in Section 3.2 was used for both the staggered and monolithic methods to mitigate
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Figure 6·2: Creasing to wrinkling transition using staggered explicit-
implicit method for a DE film with dimensions L = 160 and H = 4 for
three different elasto-capillary numbers γ¯ = γ/(µH): (a) γ¯ = 0.25; (b)
γ¯ = 2; (c) γ¯ = 16. ||u|| denotes the displacement magnitude.
the effects of volumetric locking. Figs. (6·2) and (6·3) show the surface creasing to
wrinkling transition for the staggered explicit-implicit and monolithic methods, re-
spectively. In both Figs. (6·2)(a) and (6·3)(a), a short wavelength surface creasing
instability is observed for elasto-capillary numbers γ¯ = γ/(µH) that are smaller than
unity, where µ is the shear modulus. As the elasto-capillary number increases beyond
unity in Figs. (6·2)(b-c) and (6·3)(b-c), a transition to a smoother, longer wavelength
wrinkling instability is observed, where the wrinkling wavelength increases with in-
creasing elasto-capillary number1. A comparison between Fig. (6·2) and Fig. (6·3)
demonstrates the similarity between the staggered and monolithic solutions. Fur-
thermore, the creasing to wrinkling transition shown here is consistent with previous
experimental [4] and computational [52] studies.
1For further details on this instability transition see Chapter 5, Section 5.5
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Figure 6·3: Creasing to wrinkling transition using fully coupled,
monolithic method for a DE film with dimensions L = 160 and H = 4
for three different elasto-capillary numbers γ¯ = γ/(µH): (a) γ¯ = 0.25;
(b) γ¯ = 2; (c) γ¯ = 16. ||u|| denotes the displacement magnitude.
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Figure 6·4: Elasto-capillary number γ/(µH) vs. critical electric field
Ec
√
/µ for both monolithic and staggered explicit-implicit schemes.
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Figure 6·5: Elasto-capillary number vs. wavelength `/H for both
monolithic and staggered explicit-implicit schemes.
To provide a more precise comparison between the monolithic and staggered re-
sults, the normalized critical electric field Ec
√
/µ at the onset of surface instability
as a function of the elasto-capillary number γ/(µH) for both the monolithic and
staggered models is measured, where  is the dielectric constant. The results show
excellent agreement with one another, as shown in Fig. (6·4). Finally, the wavelength
` = l/H of the creases and wrinkles formed on the surface is also measured, where
l is the distance between creases or wrinkles, and H is the film thickness. Fig. (6·5)
demonstrates that there is excellent agreement on the wavelength as a function of
elasto-capillary number between the monolithic and staggered approaches, where the
accuracy of the monolithic model was previously shown in the work of Seifi and
Park [52].
6.2 Bursting drops in a 2D plane strain film
The second numerical example in 2D considers the case of a bursting drop, as shown
in Fig. (6·6) and previously discussed in Section 5.4. In this problem, the electrome-
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Figure 6·6: Axisymmetric computational model for bursting drop in
a dielectric solid based on experiment by Wang et al. [3].
chanical instability of interest revolves around a small droplet of conductive fluid
contained within a DE, which elongates in a crack-like fashion towards the bound-
aries of the DE where the voltage is applied. This example has also been studied
experimentally [3], and computationally [35, 52].
Numerical simulations are performed using both the monolithic and staggered
models by utilizing the one quarter computational domain with the electromechanical
boundary conditions shown in Fig. (6·6). This model had dimensions 20 × 20 with
the radius of the quarter circular hole being R◦ = 2. This axisymmetric domain was
again discretized using standard 4-node bilinear quadrilateral finite elements with a
mesh size of unity. The voltage was prescribed to be zero along the hole perimeter
and along the bottom surface, while the top surface was subject to a voltage that
increased linearly in time. The time evolution of the drop for both the monolithic and
staggered methods is shown in Fig. (6·7). The figure shows three stages of deformation
of the droplet subjected to the applied electric field, starting at the point where
the drop elongation has just begun in Fig. (6·7)(a) and (d), along with two other
comparisons between the monolithic and staggered formulations in Fig. (6·7)(b) and
(e) and also Figs. (6·7)(c) and (f). In all cases, the drop configuration compares well
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(b)
(c)
(d)
(e)
(f)
Figure 6·7: Fully coupled, monolithic solution on the left side (a)-(c)
vs. staggered, explicit-implicit solution on the right side (d)-(f) for the
bursting drop problem. (a) and (d) at t = 0, (b) and (e) at t = tmid
and (c) and (f) at t = tfinal. ||u|| denotes the displacement magnitude.
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Figure 6·8: Normalized position of the bursting drop tip b/R◦ as a
function of applied electric field Etop, where R◦ is the initial radius of
the drop, and b is the long axis of the bursting drop.
between the monolithic and staggered solutions. Besides the pictorial comparison of
the time evolution of the bursting drop configuration in Fig. (6·7), the position of the
bursting drop tip as a function of applied electric field is plotted in Fig. (6·8), which
demonstrates that the position of the bursting drop tip as a function of the applied
electric field is captured nearly identically between the monolithic and staggered
methods.
6.2.1 3D Example
In the final example, the computational efficiency of the staggered methodology by
examining a problem involving creasing electromechanical instability in 3D is demon-
strated. Some previous studies have considered 3D problems [39, 51], but only for
simple geometries without complex electromechanical instabilities. Here, the prob-
lem involving creasing of a 3D DE film that is showed in the first numerical example
through the 2D, plane strain approximation is modeled. The computational domain
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Figure 6·9: 3D computational model for creasing of DE plate with
dimensions H×W ×L. The plate is fixed at the bottom with rollers on
all sides, while a monolithically increasing voltage Φ = Φ(t) is applied
to the top surface while the bottom surface remains voltage-free.
with dimensions H × L×W = 4× 25× 25 shown in Fig. (6·10)(a) is modeled using
standard 8-node hexahedral finite elements with a mesh spacing of 0.5, giving 20000
finite elements in total, while the same time step of ∆t = 0.005 was used for both
the staggered and monolithic solutions. The boundary conditions are an extension
of the 2D problem as the bottom surface is fixed, while all transverse surfaces are on
rollers. The electrostatic boundary conditions is specified similar to the 2D problem,
i.e. with a zero voltage prescribed on the bottom surface while the top surface is
subject to a voltage that linearly increases with time. The result of this simulation is
shown in Fig. (6·10)(b). The surface creasing instability occurs when the electric field
is Ec = 1.08, which is in good agreement with previous theoretical predictions [24].
Furthermore, it is found that the creasing wavelength is about ` ≈ l/H ≈ 1.46 by
measuring the wavelength of various cuts through the bulk as illustrated in Fig. 6·12)
which is quite close to the creasing wavelength of ` = l/H ≈ 1.5 found for the 2D
problem. For both the 2D and 3D problems, the creasing wavelengths found are very
close to the experimental and analytic solution of ` = l/H = 1.5 [24], demonstrating
the accuracy of the staggered formulation. Finally, here the benefits in computational
expense reduction that may be gained through utilization of the staggered approach
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Figure 6·10: 3D simulations of creasing of a DE film. (a) initial
undeformed configuration; (b) the deformed configuration shows the
creased surface with normalized wavelength ` = l/H ≈ 1.46 where the
critical electric field is Ec
√
/µ ≈ 1.08.
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(b)
(c)
Figure 6·11: 3D simulations of wrinkling of a DE film. (a) initial
undeformed configuration; (b)-(c) the deformed configuration shows
the wrinkling surface with the surface tension effect is considered.
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Figure 6·12: An example of cross sections of the 3D simulations in
various directions showing the wavelength ` ≈ 1.46
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Figure 6·13: Ratio of elapsed time for monolithic model over elapsed
time for staggered model (tm/ts) as a function of the total numbers of
unconstrained degrees of freedoms ndof for the 3D creasing problem.
96
is discussed. Specifically, in Fig. (6·13) a comparison of the normalized computational
time tm/ts, where tm represents the total simulation time for the monolithic approach,
and where ts represents the total simulation time for the staggered approach, with
both numbers taken for different mesh sizes for the 3D creasing problem is showed. As
expected, there is a significant decrease in computational expense for the staggered
method, particularly when the number of degrees of freedom exceeds about 1000.
In conclusion, a theoretical justification for the stability and accuracy of a simple
staggered, explicit-implicit finite element formulation for systems, such as electroac-
tive polymers, that are governed by a coupling between Gauss’s law for electrostatics
and the momentum equation for the mechanical domain is provided. The full elec-
tromechanical coupling is enabled through the free energy, which enables the correct
coupling to enter into both the finite element-discretized momentum and electrostatic
equations.
The staggered formulation was shown to give identical solutions to the monolithic
formulation for a range of problems involving electromechanical instabilities, though
obviously at a significant reduction in computational expense. While the monolithic
formulation has enabled significant insights into the electromechanics of dielectric
elastomers for 2D, plane strain problems [36, 35, 52, 99], very few studies on such in-
stabilities have been performed in 3D. This is where the presently proposed staggered
formulation will enable the most significant new insights into the electromechanical
behavior of dielectric elastomers. It is worth noting that while any parallel compu-
tations was not performed, the explicit solution of the structural problem opens up
standard parallel computing capabilities that can be used to solve larger problems
with significantly more mechanical and electrostatic degrees of freedom.
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Chapter 7
Conclusion and future work
In this dissertation, computational models to capture elasto-capillary effects on the
electromechanical deformation of dielectric elastomers were developed. The signifi-
cance of surface tension through various problems were demonstrated. Problems of
interest were creasing to wrinkling surface instability in a constrained dielectric elas-
tomer film, surface tension effects on bursting drops in soft dielectrics and the buckling
to surface tension-driven Rayleigh-Plateau instability of a constrained dielectric elas-
tomer film. In addition, a set of analytical solutions using linear perturbation analysis
to validate the numerical results was presented. These investigations made clear that
there may be potential in using surface tension as an additional degree of freedom
to introduce new and interesting deformation mechanisms in electro-active polymers
like DEs.
Second, a staggered explicit-implicit finite element methodology for studying the
electro-active polymers was proposed. The theoretical basis for the effectiveness and
accuracy of this new method for this class of electromechanically coupled materials
was provided for this resulting simple staggered formulation. The staggered formula-
tion was shown to give identical solutions to the monolithic formulation for a range of
problems involving electromechanical instabilities, though obviously at a significant
reduction in computational cost. It is anticipated that the staggered formulation pre-
sented here may have applicability to a different class of electromechanical coupling
in soft materials that has recently emerged, that of flexoelectricity [100, 101, 102].
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In computational formulations of flexoelectricity, all approaches to-date have also
followed a monolithic formulation involving complex electromechanical coupling ten-
sors [53, 103, 104, 105, 106]. It is possible that staggered formulations following the
approach proposed here may be similarly effective for problems involving flexoelec-
tricity; such investigations are currently underway.
With these newly developed computational capabilities, new, previously inacces-
sible problems can be studied. One growing area is the application of dielectric
elastomers in soft actuators. As an example of a possible future work we introduce a
new set of problems arising in application of dielectric elastomers in more complicated
problems such as HASEL actuators.
7.1 Instability of HASEL actuators
Here a preliminary study on instabilities of a constrained elastomer shell filled with
liquid dielectric inspired by recently developed class of soft actuators known as hy-
draulically amplified self-healing electrostatic (HASEL) [107] is presented. These ac-
tuators harness a mechanism that couples electrostatic and hydraulic forces to achieve
a variety of actuation modes. However, the attention here is paid to the instability
of these actuators in differently constrained scenarios. A simple HASEL actuator
liquid dielectric
elastomeric shell
Figure 7·1: Schematic of a liquid dielectric with electrical permittiv-
ity 2 and shear modulus µ2 contained with an elastomeric shell with
electrical permittivity 1 and shear modulus µ1 > µ2.
is made of a stiff elastomeric shell filled with liquid dielectric (see Fig. (7·1). The
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use of liquid dielectric is to take advantage of its self-healing property during dielec-
tric breakdown [107]. The voltage is applied across the thickness. In Fig. (7·1) a
schematic of a HASEL actuator is shown. The liquid has dielectric properties and
elastomeric shell has the electrical permittivity 1 and shear modulus of µ1 and the
liquid dielectric has the permittivity of 2 and shear modulus µ2. The shell has thick-
ness of H1 and the liquid inside has the height of H2. One can immediately realize a
wide range of electrical, mechanical and geometrical parameters that can be changed
and expect to see different sets of responses and possible instability modes. A neo-
Hookean material model is adopted for both elastomeric shell and in order to mimic
liquid behavior one can take µ2 → 0.
7.1.1 Scenario 1: Surface instability
(b)
(a)
(c)
(d)
(e)
(f)
Figure 7·2: Surface instability of a HASEL actuator for µ1 = 1 and
µ2 = 0.01. Different modes of instability as the voltage increases in (a)
wrinkling pattern, (b) formation of ridges and (c) further formation to
droplet like pattern.
The first scenario is in line with the study of constrained DE films discussed in
Section 5.5. In this scenario, in Fig. (7·1) the bottom is fixed and the sides are on
rollers. We took both liquid and elastomer have same dielectric property 1 = 2 = 1,
the elastomeric shell thickness is taken to be H1 = 1 and also H2 = 7 and the lengths
of the model taken to be L = 65. The voltage is applied in a linearly increasing
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fashion on the top surface while the bottom surface has zero prescribed voltage. The
first case that is being considered is the shell stiffness picked to be µ1 = 1 in Fig. (7·2)
and then it is increased to µ1 = 10 in Fig. (7·3).
(b)
(a)
(c)
(d)
(e)
(f)
Figure 7·3: Surface instability of a HASEL actuator for µ1 = 10 and
µ2 = 0.01. Different modes of instability as the voltage increases in (a)
wrinkling pattern, (b) formation of ridges and (c) further formation to
droplet like pattern.
7.1.2 Scenario 2: Rayleigh-Plateau instability to buckling
The second scenario is to study the effect of stiffness of elastomeric shell on the buck-
ling of the actuator. This is in line with the buckling to Rayleigh-Plateau instability
of DE film previously discussed in Section (5.2). Here the bottom of the actuator in
Fig. (7·1) is free and the sides are fixed in both directions. The electrical permittivity
of both liquid and elastomeric shell are taken to be the same 1 = 2 = 1. The shell
has the thickness of H1 = 1 and H2 = 6 and the length L = 120. Similar to first
scenario the voltage is applied and quasi-statically increased for two cases with µ1 = 1
and µ1 = 100. The results are given in Fig. (7·4)
7.1.3 Observations and discussion
In the first scenario, as is shown in both Figs. (7·2)(a)-(c) and (7·3)(a)-(c), when the
voltage increases different modes of surface instability will emerge. First, the wrin-
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(a)
(b)
(c)
(d)
Figure 7·4: (a) and (c) Rayleigh-Plateau instability stiffness µ1 = 1
(b) and (d) Buckling occurs for larger stiffness µ1 = 100
kling pattern similar to the wrinkling pattern observed in Section 5.5 for a constrained
dielectric elastomer with surface tension. As the voltage increases the wrinkles forms
to a new pattern called ridges and the third stage of instability is the formation
of drop like morphology. A comparison between Fig. (7·2) where µ1 = 1 and in
Fig. (7·3) where µ1 = 10 one can observe the effect of stiffness of elastomeric shell in
the surface instability. The stiffer the shell becomes, the higher the voltage is needed
to reach to the instability and also the instability wavelength has increased. These
effects are similar and in the same direction to the effect of surface tension on the
surface instability of DEs discussed in Section 5.5. It is worth noting that a similar
pattern of surface tension-driven instability for very large elasto-capillary numbers
γ/(µH) > 1333 is observed in the work of Wang et al. [4].
In the second scenario, the Rayleigh-Plateau instability occurs where the shell
stiffness is relatively small µ1 = 1. As the stiffness increases the instability wave-
length increases to a transition point (exact value not found yet), that instead of RPI
buckling occurs Fig. (7·4)(b). This is an interesting result in a sense that the shell
stiffness acts the opposite effect of surface tension in RPI to buckling problem dis-
cussed in Section 5.2, there as the surface tension increases the buckling transits to a
RPI, but here as the stiffness of the shell becomes larger the RPI transits to buckling.
Further numerical experimentation and analytical calculations are necessary to give
a better understanding of these transitions.
References
[1] Serge Mora and Yves Pomeau. Softening of edges of solids by surface tension.
Journal of Physics: Condensed Matter, 27(19):194112, 2015.
[2] S Mora, T Phou, J-M Fromental, L M Pismen, and Y Pomeau. Capillarity
driven instability of a soft solid. Physical Review Letters, 105:214301, 2010.
[3] Q Wang, Z Suo, and X Zhao. Bursting drops in solid dielectrics caused by high
voltages. Nature Communications, 3:1157, 2012.
[4] Q Wang and X Zhao. Creasing-wrinkling transition in elastomer films under
electric fields. Physical Review E, 88:042403, 2013.
[5] F Carpi, S Bauer, and D De Rossi. Stretching dielectric elastomer performance.
Science, 330:1759–1761, 2010.
[6] P Brochu and Q Pei. Advances in dielectric elastomers for actuators and
artificial muscles. Macromolecular Rapid Communications, 31:10–36, 2010.
[7] E Biddiss and T Chau. Dielectric elastomers as actuators for upper limb
prosthetics: challenges and opportunities. Medical Engineering and Physics,
30:403–418, 2008.
[8] C Keplinger, T Li, R Baumgartner, Z Suo, and S Bauer. Harnessing snap-
through instability in soft dielectrics to achieve giant voltage-triggered defor-
mation. Soft Matter, 8:285–288, 2012.
[9] T Mirfakhrai, J D W Madden, and R H Baughman. Polymer artificial muscles.
Materials Today, 10(4):30–38, 2007.
[10] R E Pelrine, R D Kornbluh, and J P Joseph. Electrostriction of polymer
dielectrics with compliant electrodes as a means of actuation. Sensors and
Actuators A, 64:77–85, 1998.
[11] R Pelrine, R Kornbluh, Q Pei, and J Joseph. High-speed electrically actuated
elastomers with strain greater than 100%. Science, 287:836–839, 2000.
[12] J W Fox and N C Goulbourne. On the dynamic electromechanical loading of
dielectric elastomer membranes. Journal of the Mechanics and Physics of
Solids, 56:2669–2686, 2008.
102
103
[13] C Keplinger, M Kaltenbrunner, N Arnold, and S Bauer. Rontgen’s electrode-
free elastomer actuators without electromechanical pull-in instability. Pro-
ceedings of the National Academy of Sciences of the United States of America,
107(10):4505–4510, 2010.
[14] G Kofod, P Sommer-Larsen, R Kornbluh, and R Pelrine. Actuation response
of polyacrylate dielectric elastomers. Journal of Intelligent Material Systems
and Structures, 14:787–793, 2003.
[15] G Kofod and P Sommer-Larsen. Silicone dielectric elastomer actuators: finite-
elasticity model of actuation. Sensors and Actuators A, 122:273–283, 2005.
[16] Q Pei, R Pelrine, M Rosenthal, S Stanford, H Prahlad, and R Kornbluh. Re-
cent progress on electroelastomer artificial muscles and their application for
biomimetic robots. Proceedings of SPIE, 5385:41–50, 2004.
[17] J-S Plante and S Dubowsky. Large-scale failure modes of dielectric elastomer
actuators. International Journal of Solids and Structures, 43:7727–7751,
2006.
[18] J-S Plante and S Dubowsky. On the performance mechanisms of dielectric
elastomer actuators. Sensors and Actuators A, 137:96–109, 2007.
[19] J-S Plante and S Dubowsky. On the properties of dielectric elastomer actuators
and their design implications. Smart Materials and Structures, 16:S227–
S236, 2007.
[20] H F Schlaak, M Jungmann, M Matysek, and P Lotz. Novel multilayer elec-
trostatic solid-state actuators with elastic dielectric. Proceedings of SPIE,
5759:121–133, 2005.
[21] M Wissler and E Mazza. Mechanical behavior of an acrylic elastomer used in
dielectric elastomer actuators. Sensors and Actuators A, 134:494–504, 2007.
[22] X Q Zhang, M Wissler, B Jaehne, R Broennimann, and G Kovacs. Effects of
crosslinking, prestrain and dielectric filler on the electromechanical response
of a new silicone and comparison with acrylic elastomer. Proceedings of
SPIE, 5385:78–86, 2004.
[23] S Chiba, M Waki, R Kornbluh, and R Pelrine. Innovative power generators for
energy harvesting using electroactive polymer artificial muscles. Proceedings
of SPIE, 6927:692715, 2008.
[24] Q Wang, L Zhang, and X Zhao. Creasing to cratering instability in polymers
under ultrahigh electric fields. Physical Review Letters, 106:118301, 2011.
104
[25] Q Wang, M Tahir, J Zang, and X Zhao. Dynamic electrostatic lithography:
multiscale on-demand patterning on large-area substrates. Advanced Mate-
rials, 24:1947–1951, 2012.
[26] Z Suo, X Zhao, and W H Greene. A nonlinear field theory of deformable
dielectrics. Journal of the Mechanics and Physics of Solids, 56:467–486,
2008.
[27] Z Suo. Theory of dielectric elastomers. Acta Mechanica Solida Sinica,
23(6):549–578, 2010.
[28] N C Goulbourne, E M Mockensturm, and M I Frecker. A nonlinear model for
dielectric elastomer membranes. Journal of Applied Mechanics, 72:899–906,
2005.
[29] A. Dorfmann and R. W. Ogden. Nonlinear electroelasticity. Acta Mechanica,
174(3):167–183, Mar 2005.
[30] A Dorfmann and R W Ogden. Nonlinear electroelastic deformations. Journal
of Elasticity, 174:167–183, 2006.
[31] R M McMeeking and C M Landis. Electrostatic forces and stored energy for
deformable dielectric materials. Journal of Applied Mechanics, 72:581–590,
2005.
[32] L Patrick, K Gabor, and M Silvain. Characterization of dielectric elastomer
actuators based on a hyperelastic film model. Sensors and Actuators A,
135:748–757, 2007.
[33] M Wissler and E Mazza. Modeling and simulation of dielectric elastomer
actuators. Smart Materials and Structures, 14:1396–1402, 2005.
[34] H S Park, Z Suo, J Zhou, and P A Klein. A dynamic finite element method
for inhomogeneous deformation and electromechanical instability of dielec-
tric elastomer transducers. International Journal of Solids and Structures,
49:2187–2194, 2012.
[35] H S Park and T D Nguyen. Viscoelastic effects on electromechanical instabili-
ties in dielectric elastomers. Soft Matter, 9:1031–1042, 2013.
[36] H S Park, Q Wang, X Zhao, and P A Klein. Electromechanical instability on
dielectric polymer surface: modeling and experiment. Computer Methods in
Applied Mechanics and Engineering, 260:40–49, 2013.
105
[37] J Zhou, W Hong, X Zhao, Z Zhang, and Z Suo. Propagation of instability
in dielectric elastomers. International Journal of Solids and Structures,
45:3739–3750, 2008.
[38] X Zhao and Z Suo. Method to analyze electromechanical instability of dielectric
elastomers. Applied Physics Letters, 91:061921, 2007.
[39] D K Vu, P Steinmann, and G Possart. Numerical modelling of non-linear elec-
troelasticity. International Journal for Numerical Methods in Engineering,
70:685–704, 2007.
[40] A Buschel, S Klinkel, and W Wagner. Dielectric elastomers - numerical model-
ing of nonlinear visco-electroelasticity. International Journal for Numerical
Methods in Engineering, 93:834–856, 2013.
[41] K A Khan, H Wafai, and T El Sayed. A variational constitutive framework for
the nonlinear viscoelastic response of a dielectric elastomer. Computational
Mechanics, 52:345–360, 2013.
[42] D L Henann, S A Chester, and K Bertoldi. Modeling of dielectric elastomers:
design of actuators and energy harvesting devices. Journal of the Mechanics
and Physics of Solids, 61:2047–2066, 2013.
[43] W Li and C M Landis. Deformation and instabilities in dielectric elastomer
composites. Smart Materials and Structures, 21:094006, 2012.
[44] X Zhao and Q Wang. Harnessing large deformation and instabilities of soft
dielectrics: theory, experiment, and application. Applied Physics Reviews,
1:021304, 2014.
[45] B Andreotti, O Baumchen, F Boulogne, K E Daniels, E R Dufresne, H Perrin,
T Salez, J H Snoeijer, and R W Style. Solid capillarity: when and how does
surface tension deform soft solids? Soft Matter, 12:2993–2996, 2016.
[46] B Roman and J Bico. Elasto-capillarity: deforming an elastic structure with a
liquid droplet. Journal of Physics: Condensed Matter, 22:493101, 2010.
[47] J-L Liu and X-Q Feng. On elastocapillarity: a review. Acta Mechanica Sinica,
28(4):928–940, 2012.
[48] S Mora, M Abkarian, H Tabuteau, and Y Pomeau. Surface instability of soft
solids under strain. Soft Matter, 7:10612–10619, 2011.
[49] M Pineirua, J Bico, and B Roman. Capillary origami controlled by an electric
field. Soft Matter, 6:4491–4496, 2010.
106
[50] S Wang, M Decker, D L Henann, and S A Chester. Modeling of dielectric
viscoelastomers with application to electromechanical instabilties. Journal
of the Mechanics and Physics of Solids, 95:213–229, 2016.
[51] T Schlogl and S Leyendecker. Electrostatic-viscoelastic finite element model
of dielectric elastomers. Computer Methods in Applied Mechanics and Engi-
neering, 299:421–439, 2016.
[52] S Seifi and H S Park. Computational modeling of electro-elasto-capillary phe-
nomena in dielectric elastomers. International Journal of Solids and Struc-
tures, 87:236–244, 2016.
[53] J Yvonnet and L P Liu. A numerical framework for modeling flexoelectricity
and maxwell stress in soft dielectrics at finite strains. Computer Methods in
Applied Mechanics and Engineering, 313:450–482, 2017.
[54] KC Park, CA Felippa, and JA DeRuntz. Stabilization of staggered solution
procedures for fluid-structure interaction analysis. Computational methods
for fluid-structure interaction problems, 26(94-124):51, 1977.
[55] C A Felippa, K C Park, and C Farhat. Partitioned analysis of coupled me-
chanical systems. Computer Methods in Applied Mechanics and Engineering,
190(24):3247–3270, 2001.
[56] C Farhat, K C Park, and Y Dubois-Pelerin. An unconditionally stable stag-
gered algorithm for transient finite element analysis of coupled thermoelas-
tic problems. Computer Methods in Applied Mechanics and Engineering,
85(3):349–365, 1991.
[57] Y H Park and K C Park. High-fidelity modeling of mems resonators. part i.
anchor loss mechanisms through substrate. Journal of Microelectromechan-
ical Systems, 13(2):238–247, 2004.
[58] E M Arruda and M C Boyce. A three-dimensional constitutive model for the
large stretch behavior of rubber elastic materials. Journal of the Mechanics
and Physics of Solids, 41(2):389–412, 1993.
[59] Ro Shuttleworth. The surface tension of solids. Proceedings of the physical
society. Section A, 63(5):444, 1950.
[60] Josiah Willard Gibbs. The scientific papers of J. Willard Gibbs, volume 1.
Longmans, Green and Company, 1906.
[61] Morton E Gurtin and A Ian Murdoch. Surface stress in solids. International
Journal of Solids and Structures, 14(6):431–440, 1978.
107
[62] MM Nicholson. Surface tension in ionic crystals. In Proceedings of the Royal
Society of London. Series A, volume 228, pages 490–510. The Royal Society,
1955.
[63] Qiming Wang and Xuanhe Zhao. Creasing-wrinkling transition in elastomer
films under electric fields. Physical Review E, 88(4):042403, 2013.
[64] Samira Shiri and James C Bird. Heat exchange between a bouncing drop
and a superhydrophobic substrate. Proceedings of the National Academy of
Sciences, page 201700197, 2017.
[65] R W Style, A Jagota, C-Y Hui, and E R Dufresne. Elastocapillarity: surface
tension and the mechanics of soft solids. page arXiv:1604.02052, 2016.
[66] David L Henann, Shawn A Chester, and Katia Bertoldi. Modeling of dielectric
elastomers: Design of actuators and energy harvesting devices. Journal of
the Mechanics and Physics of Solids, 61(10):2047–2066, 2013.
[67] Tungyang Chen, Min-Sen Chiu, and Chung-Ning Weng. Derivation of the
generalized young-laplace equation of curved interfaces in nanoscaled solids.
Journal of Applied Physics, 100(7):074308, 2006.
[68] P H Saksono and D Peric. On finite element modelling of surface tension.
variational formulation and applications - part II: dynamic problems. Com-
putational Mechanics, 38:251–263, 2006.
[69] Elizabeth R Jerison, Ye Xu, Larry A Wilen, and Eric R Dufresne. Deformation
of an elastic substrate by a three-phase contact line. Physical review letters,
106(18):186103, 2011.
[70] X Zhao and Z Suo. Method to analyze programmable deformation of dielectric
elastomers. Applied Physics Letters, 93:251902, 2008.
[71] T. Belytschko, W.K. Liu, B. Moran, and K. Elkhodary. Nonlinear Finite
Elements for Continua and Structures. Wiley, 2014.
[72] T J R Hughes. The Finite Element Method: Linear Static and Dynamic Finite
Element Analysis. Prentice-Hall, 1987.
[73] J C Simo, R L Taylor, and K S Pister. Variational and projection methods
for the volume constraint in finite deformation elasto-plasticity. Computer
Methods in Applied Mechanics and Engineering, 51:177–208, 1985.
[74] C Miehe. Numerical computation of algorithmic (consistent) tangent moduli
in large-strain computational inelasticity. Computer Methods in Applied
Mechanics and Engineering, 134:223–240, 1996.
108
[75] P H Saksono and D Peric. On finite element modelling of surface tension. vari-
ational formulation and applications - part I: quasistatic problems. Compu-
tational Mechanics, 38:265–281, 2006.
[76] A Javili and P Steinmann. A finite element framework for continua with
boundary energies. part II: the three-dimensional case. Computer Methods
in Applied Mechanics and Engineering, 199:755–765, 2010.
[77] D L Henann and K Bertoldi. Modeling of elasto-capillary phenomena. Soft
Matter, 10:709–717, 2014.
[78] Yuhao Wang and David L Henann. Finite-element modeling of soft solids with
liquid inclusions. Extreme Mechanics Letters, 9:147–157, 2016.
[79] T Belytschko, W K Liu, and B Moran. Nonlinear Finite Elements for Continua
and Structures. John Wiley and Sons, 2002.
[80] K C Park and P G Underwood. A variable-step central difference method for
structural dynamics analysis, part 1: theoretical aspects. Computer Methods
in Applied Mechanics and Engineering, 22(2):241–258, 1980.
[81] N N Yanenko. The method of fractional steps. Springer, 1971.
[82] G Strang. On the construction and comparison of difference schemes. SIAM
Journal on Numerical Analysis, 5(3):506–517, 1968.
[83] F Armero and J C Simo. A new unconditionally stable fractional step method
for non-linear coupled thermomechanical problems. International Journal
for Numerical Methods in Engineering, 35(4):737–766, 1992.
[84] A Javili and P Steinmann. A finite element framework for continua with
boundary energies. part I: the two-dimensional case. Computer Methods in
Applied Mechanics and Engineering, 198:2198–2208, 2009.
[85] C Xuan and J Biggins. Finite-wavelength surface-tension-driven instabilities
in soft solids, including instability in a cylindrical channel through an elastic
solid. Physical Review E, 94:023107, 2016.
[86] Tahoe. http://sourceforge.net/projects/tahoe/, 2017.
[87] D Chen, S Cai, Z Suo, and R C Hayward. Surface energy as a barrier to creasing
of elastomer films: an elastic analogy to classical nucleation. Physical Review
Letters, 109:038001, 2012.
[88] Maurice A Biot and Jacques E Romain. Mechanics of incremental deforma-
tions. Physics Today, 18:68, 1965.
109
[89] AN Gent and IS Cho. Surface instabilities in compressed or bent rubber blocks.
Rubber Chemistry and Technology, 72(2):253–262, 1999.
[90] Shengqiang Cai, Katia Bertoldi, Huiming Wang, and Zhigang Suo. Osmotic
collapse of a void in an elastomer: breathing, buckling and creasing. Soft
Matter, 6(22):5770–5777, 2010.
[91] Lihua Jin, Dayong Chen, Ryan C Hayward, and Zhigang Suo. Creases on the
interface between two soft materials. Soft Matter, 10(2):303–311, 2014.
[92] Lihua Jin, Anesia Auguste, Ryan C Hayward, and Zhigang Suo. Bifurcation
diagrams for the formation of wrinkles or creases in soft bilayers. Journal of
Applied Mechanics, 82(6):061008, 2015.
[93] MA Biot. Surface instability of rubber in compression. Applied Scientific
Research, Section A, 12(2):168–182, 1963.
[94] Vijay Shenoy and Ashutosh Sharma. Pattern formation in a thin solid film
with interactions. Physical Review Letters, 86(1):119, 2001.
[95] Jin He and Carmen M Lilley. Surface effect on the elastic behavior of static
bending nanowires. Nano Letters, 8(7):1798–1802, 2008.
[96] Gang-Feng Wang and Xi-Qiao Feng. Effects of surface elasticity and residual
surface tension on the natural frequency of microbeams. Applied physics
letters, 90(23):231904, 2007.
[97] Saman Seifi and Harold S Park. Surface tension effects on surface instabilities
of dielectric elastomers. arXiv preprint arXiv:1611.06419, 2016.
[98] M Taffetani and P Ciarletta. Elastocapillarity can control the formation and
morphology of beads-on-string structures in solid fibers. Physical Review E,
91:032413, 2015.
[99] S Seifi and H S Park. Electro-elastocapillary rayleigh-plateau instability in
dielectric elastomer films. Soft Matter, 13:4305–4310, 2017.
[100] F Ahmadpoor and P Sharma. Flexoelectricity in two-dimensional crystalline
and biological membranes. Nanoscale, 7:16555–16570, 2015.
[101] P Zubko, G Catalan, and A K Tagantsev. Flexoelectric effect in solids. Annual
Review of Materials Research, 43:387–421, 2013.
[102] P V Yudin and A K Tagantsev. Fundamentals of flexoelectricity in solids.
Nanotechnology, 24:432001, 2013.
110
[103] A Abdollahi, C Peco, D Millan, M Arroyo, and I Arias. Computational evalua-
tion of the flexoelectric effect in dielectric solids. Journal of Applied Physics,
116:093502, 2014.
[104] H Ghasemi, H S Park, and T Rabczuk. A level-set based IGA formulation for
topology optimization of flexoelectric solids. Computer Methods in Applied
Mechanics and Engineering, 313:239–258, 2017.
[105] H Ghasemi, H S Park, and T Rabczuk. A multi-material level set-based
topology optimization of flexoelectric composites. Computer Methods in
Applied Mechanics and Engineering, 332:47–62, 2018.
[106] S S Nanthakumar, X Zhuang, H S Park, and T Rabczuk. Topology optimiza-
tion of flexoelectric solids. Journal of the Mechanics and Physics of Solids,
105:217–234, 2017.
[107] E Acome, SK Mitchell, TG Morrissey, MB Emmett, C Benjamin, M King,
M Radakovitz, and C Keplinger. Hydraulically amplified self-healing elec-
trostatic actuators with muscle-like performance. Science, 359(6371):61–65,
2018.
CURRICULUM VITAE
112
113
