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This thesis is concerned with the heating and electronic properties of nanoscale devices
based on nanostructured graphene. As electronic devices scale down to nanometer di-
mensions, the operation depends on the detailed atomic structure. Emerging carbon
nano-materials such as graphene, carbon nanotubes and graphene nanoribbons, exhibit
promising electronic and heat transport properties.
Much research addresses the electron mobility of pristine graphene devices. However,
the thermal transport properties, as well as the effects of e-ph interaction, in nanoscale
devices, based on nanostructured graphene, have received much less attention. This
thesis contributes to the understanding of the thermal properties of nanostructured
graphene. The computational analysis is based on DFT/TB-NEGF. We show how a
regular nanoperforation of a graphene layer - a graphene antidot lattice (GAL) - may
be a solution for making graphene a versatile material for electronics, as well as thermal
management. One of the main results is that both electronic and thermal transport
properties converge fast with the number of antidot rows between the leads. Increasing
the antidot dimensions is found to reduce the thermal conductance relatively more than
the electronic conductance. This trend may, together with other thermal scattering
mechanisms such as disorder or isotopes, lead to fair thermoelectric performance of
graphene with an otherwise high ability to conduct heat.
We also propose two novel materials that can lead to pseudo 1D transport in graphene.
These systems may be a favorable way of realizing electronic wires in integrated graphene
circuits. Firstly, GAL waveguides, where a region of pristine graphene is sandwiched
between GAL regions, utilize the electronic band gaps to obtain localized waveguide
modes. Secondly, the increased chemical reactivity of graphene with a bend may be
used to electronically isolate pseudo-ribbons by absorption of hydrogen along the bends.
When a large current is passed through such nanostructures they will heat up due
to the excitation of the local vibrations. This thesis further addresses effects of hav-
ing a large finite bias voltage. In particular, we find that the electronic spectrum of
nanostructured graphene features sharp variations in energy. Electronic resonances with
a broadening on the scale of the phonon frequencies need a special treatment beyond
the common praxis in theoretical modelling. There is a strong tendency to enter this
regime in graphene technology due to the large phonon frequencies approaching 0.2 eV.
The aim is to develop atomistic simulation methods that incorporate the effect from the
electronic energy variation on the phonon energy scale in electronic conductance and lo-
cal heating modelling. The methods we have developed are applied to graphene devices
but are of much more general validity. We find a strongly nonlinear heating of phonons
in a graphene nanoconstriction (GNC) with bias when the Fermi level is tuned close to
a resonance in the electronic structure. The behavior is traced back to the presence of
negatively damped phonons driven by the current. This effect may limit the stability
and capacity of GNCs to carry high currents. Carbon nanosystems bridging electrically
gated graphene electrodes may offer an interesting test-bed for these effects.
iii
Resume´ (Danish translation)
Denne afhandling omhandler opvarmning og elektroniske egenskaber for nanoskala kom-
ponenter baseret p˚a nanostruktureret grafen. Efterh˚anden som elektroniske komponen-
ter nedskaleres til nanometer dimensioner, vil virkem˚aden afhænge af den detaljerede
atomare opbygning. Fremspirende carbon nanomaterialer, som fx grafen, nanotuber og
grafen nanoribbons, besidder lovende elektroniske og varmeledende egenskaber.
Meget forskning undersøger elektron-mobiliteten for uberørte grafen komponenter.
De termiske egenskaber, og effekter relateret til e-ph vekselvirkning, er derimod stadig
et relativt nyt forskningsomr˚ade for nanoskala-komponenter baseret p˚a nanostruktureret
grafen. Denne afhandling bidrager til forst˚aelsen af de termiske egenskaber af nanos-
truktureret grafen. Den beregningsmæssige analyse er baseret p˚a DFT/TB-NEGF. Vi
viser, hvordan en systematisk nanogennemhulning af grafen - et grafen antidot gitter
(GAL) - kan være med til at gøre grafen til et alsidigt materiale for elektronik, s˚avel
som til kontrol af termisk energi. Et hovedresultat er, at b˚ade de elektroniske og varmele-
dende egenskaber konvergerer hurtigt med antallet af hul-rækker mellem kontakterne.
Vi finder, at en opskalering af hullerne kan reducere den termiske ledningsevne rela-
tivt mere end den elektroniske ledningsevne. Denne tendens kan sammen med andre
spredningsmekanismer, som fx uorden eller isotoper, medvirke til gode termoelektriske
egenskaber af grafen med en ellers høj varmeledningsevne.
Vi foresl˚ar ogs˚a to nye systemer til at opn˚a pseudo 1D transport i grafen. Disse
systemer kan være en favorabel m˚ade at realisere elektroniske ledninger i integrerede
grafen kredsløb. GAL bølgeledere, hvor en region af uberørt grafen indeklemmes imellem
GAL regioner, udnytter det elektroniske b˚andgab til at opn˚a lokaliserede bølgeledende
tilstande. Endvidere kan man anvende den øgede kemiske reaktionsevne af bøjet grafen
til elektronisk at isolere pseudo-ribbons vha. hydrogen absorption langs med bukket.
N˚ar en stærk strøm passerer igennem s˚adanne nanostrukturer, vil de opvarmes pga.
energitilførsel til lokaliserede vibrationer. Denne afhandling undersøger endvidere ef-
fekter relateret til at p˚aføre en høj spænding. Specifikt finder vi, at det elektroniske
spektrum for nanostruktureret grafen indeholder skarpe variationer med energi. Elek-
troniske resonanser, med en forbredning i størrelsesordenen af fonon frekvenserne, kræver
en beskrivelse udover den sædvanlige praksis i teoretisk modellering. Der er en kraftig
tendens til at ramme dette parameteromr˚ade i grafen-teknologi pga. de høje fonon
frekvenser, som nærmer sig 0.2 eV. Ma˚lsætningen er at udvikle atomistiske simuler-
ingsmetoder, som inkorporerer effekten fra den elektroniske energivariation p˚a fonon
energiskalaen i modellering af den elektroniske ledningsevne og den lokale opvarmn-
ing. Metoderne vi har udviklet anvendes p˚a grafen komponenter, men er af langt mere
generel gyldighed. Vi finder en stærkt ulineær opvarmning af fononer i en grafen nano-
indsnævring (GNC) med spænding, n˚ar Fermi niveauet tunes til en resonans i elek-
tronstrukturen. Dette fænomen kan føres tilbage til fremkomsten af negativt dæmpede
fononer drevet af strømmen. Denne effekt kan begrænse stabiliteten og kapaciteten for
GNC’er til at trække en stærk strøm. Carbon nanosystemer, som forbinder elektrisk
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Graphene has been a focus of attention within many research branches since it was first
isolated in 2004[33, 137], an achievement for which A. Geim and K. Novoselov were
awarded the Nobel price in 2010. This two-dimensional layer of carbon can sustain cur-
rent densities six orders of magnitude larger than copper, has a measured record high
stiffness, and is foreseen to have numerous applications ranging from nanoelectronics,
spintronics and nanoelectromechanical devices[33, 62]. It has an extremely high carrier
mobility[63, 128] and additionally it is one of the best thermal conductors known[10, 163].
In many ways graphene seems to be a material where the gap between engineering ap-
plications and groundbreaking basic research is exceedingly small. Methods that enable
large-scale production of graphene[5] for fast graphene-based transistor applications[104]
and transmission electron microscopy (TEM) “nano-sculpting” with close to atomic
precision[196], see Fig. 1.1a, are emerging simultaneously. Therefore, graphene may
become a joint focus area where theoretical predictions are helpful in designing and
understanding experiments and new applications.
One example of this is the graphene antidot lattice (GAL) which was suggested to
offer an attractive approach to band-gap engineering in graphene[59, 141, 148, 151].
Recent experimental studies provide indications of a transport gap in GALs fabricated
by electron beam lithography(EBL)[53, 64]. EBL provides a precise nanostructuring
tool with hole distances down to 5-10 nm. However, another emerging procedure named
block copolymer lithography[6, 91] also provides a promising method to obtain periodic
perforation with hole distances down to 5 nm, see Fig. 1.1b.
This thesis discusses theoretical modelling of the electronic, thermal and thermo-
electric properties of nanostructured graphene. The analysis is based on nonequilibrium
Green’s functions from an atomistic description of the graphene devices. Fig. 1.1c illus-
trates some areas of device applications where graphene technology is fast-growing. We
will now discuss some recent developments in the branches touched upon in this thesis.
1.1 Nanoelectronics
A major driving force of nanotechnology is the continued miniaturization of electronics
in modern smart phones and laptops powered by more than a billion transistors1. This
downscaling is characterized by Moore’s law[127], stating that the number of transistors
1The first Central Processing Unit (CPU) on one chip (Intel 4004) had 2300 transistors. A modern
standard core i7 quad-cpu has 731,000,000. A low number still compared to the high-end 8-Core Xeon
Nehalem-EX with 2,300,000,000 transistors.
1
2 1. Introduction
(a) GNCs fabricated by in situ trans-
mission electron microscopy. Image
from [196].
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Figure 3 | TEM studies of graphene and thin-layer graphite nanomesh. a,e, TEM images of GNMs with a periodicity of 39 nm and neck width of 14.6 nm
obtained with block copolymer P(S-b-MMA) of molecular weight 77,000 g mol21. b,f, GNM with periodicity of 39 nm and neck width of 11.2 nm obtained
with controlled over-etching. c,g, GNM with a periodicity of 39 nm and neck width of 7.1 nm, obtained with additional over-etching. d,h, GNM with periodicity
of 27 nm and neck width of 9.3 nm, obtained with block copolymer P(S-b-MMA) of a smaller molecular weight of 47,700 g mol21. The dark strips in the
background of the images originate from the lacey carbon on the TEM grids. Scale bars, 200 nm (a–d) and 100 nm (e–h). i–l, Histograms of the GNM neck















































Figure 4 | Room-temperature electrical properties of a graphene nanomesh device. a, Schematic of a GNM-FET. The device is fabricated on a heavily doped
silicon substrate with 300-nm SiO2 as the gate dielectric. The electronic measurement was carried out in ambient conditions at room temperature, without
removing the top oxide layer. b, SEM image of a GNM device made from nanomesh with a periodicity 39 nm and neck width of 10 nm. Scale bar,
500 nm. c, Drain current (Id) versus drain–source voltage (Vd), recorded at different gate voltages for a GNM device with a channel width of 2mm and
channel length of 1mm. The on-state conductance at Vg¼210 V is comparable to an array of 100 parallel GNR devices. d, Transfer characteristics for the
device in c at Vd¼210 mV, 2100 mV and 2500 mV. The ratio between Ion and Ioff for this device is 14 at Vd¼2100 mV. e, Transfer characteristics at
Vd¼2100 mV for GNMs with different estimated neck widths of 15 nm (device channel width 6.5mm and length 3.6mm), 10 nm (channel width 2mm
and length 1mm) and 7 nm (channel width 3mm and length 2.3mm).
LETTERS NATURE NANOTECHNOLOGY DOI: 10.1038/NNANO.2010.8
NATURE NANOTECHNOLOGY | VOL 5 | MARCH 2010 | www.nature.com/naturenanotechnology192
© 2010 Macmillan Publishers Limited.  All rights reserved. 
 
(b) GAL device fabricated by block
copolymer lithography with an an-
tidot periodicity of 39 nm and neck
widths of 7.1 nm. Scale bar is
100 nm. Image from [6].
Electronics 






(c) Areas in which many device applications of graphene are developing.
Figure 1.1: Techniques for nanostructuring graphene are developing rapidly. This the-
sis discuss theoretical modelling of the electronic, thermal and thermoelec-
tric properties of such devices.
1.2 Nanophononics 3
(a) Electrical transport measured in
atomic carbon chains. Taken from
[40].
damage. The image acquisition time was 0.5 s. The electrical
characterization was performed using a HP 4140B pA meter/
DC voltage source. The micrographs are evaluated using the
Gatan DigitalMicrograph software with the Triebenberg
package.
In Figure 1, a schematic overview of the in situ transmission
electron microscope setup is presented in which a sheet of
mechanically cleaved few-layer graphene is suspended across
two free-standing gold electrodes. The use of TEM allows high
degrees of structural information about the constriction to be
obtained with relatively high temporal resolution while
simultaneously gathering electrical data. The electrical setup
provides a voltage bias across the electrodes and monitors/
records the current. Upon applying a suﬃciently large bias, the
graphene begins to crack. The cracking process occurs at the
center of the graphene sheet between the electrodes where the
temperature rise is greatest. Usually, the cracks initiate from the
outside edges more or less simultaneously and propagate
toward the center through current induced sublimation of
carbon atoms from the crack edges. As the cracks approach the
center, a narrow constriction forms. Greater details of the
cracking process forming the constriction are available
elsewhere,11 so we do not examine this further. Instead, in
this study, we focus on the constriction just before failure while
under high current densities. The TEM micrograph provided in
Figure 1 shows a ﬂake after its width has eroded down from
approximately 400 nm to a constriction approximately 2 nm
long and 10 nm wide. The edges of the ribbon and crack region
are for the most part atomically smooth over a long range and
exhibit strong contrast. These features indicate the constriction
is bilayer with closed edges (seamless) and is in keeping with
previous observations that current induced cracking leads to
bilayer graphene with closed edges.11,13 Closed edges add
stability by reducing dangling bonds14 and also add mechanical
strength.15 The reﬂexes observed from the Fourier transform
(FT) of the image conﬁrm crystalline graphene and highlight a
rotational stacking fault of around 3° between the two layers.
This rotation explains the observed Moire ́ pattern,16 as well as
the periodic contrast bands that are present across the ribbon
(see Figure S1 in the Supporting Information). The stacking
rotation between the two graphene layers can alter the
electronic properties with respect to Bernal (AB) stacked
bilayer graphene. For example, stacking rotations between
layers of more than 1.5° are predicted to decouple the two
layers, electronically inducing a transition from a parabolic to a
linear dispersion, characteristic of monolayer graphene.2 Other
studies predict a semimetallic behavior with a small indirect
overlap of the valence and conduction band for shifted bilayer
graphene which does not conform to AB or AA stacking.17 It is
also worth noting that the seamless bilayer constriction is clean,
free of unwanted amorphous species, and also highly crystalline
which is typical for the current annealing process.18,19
We now turn to examining the graphene constriction’s lattice
while at a ﬁxed bias of 2.53 V. As previously stated, the current
annealing process erodes the constriction with time (e.g., see
panels 1−5 in Figure 2). In this case, the constriction width is
reduced from 11.3 to 7.8 nm. The lower graph in Figure 2
shows how the current drops as the constriction narrows down.
Since the bias is constant, in essence, the resistance is increasing
and is an indication that carbon atoms are being sublimed.
Knowledge of the constriction’s dimensions and current allows
us to determine the current density, which changes from 24.5
to 28.5 mA μm−1 for the ribbons shown in panels 1 and 5,
respectively. This latter value is equivalent to 4 × 109 A cm−2,
assuming a bilayer graphene thickness of 0.7 nm. These
remarkably high current densities are in line with recent
reports.10,11 Soon after the micrograph aquisition of the
constriction shown in panel 5, the nanoribbon fails and the
current drops to zero. The average erosion rate of the
constriction’s width was 0.077 nm s−1, and it allows us to
extrapolate the ribbon width at failure, which is ca. 7 nm and
would correspond to a breakdown current density of
30 mA μm−1.
The sublimation of carbon atoms from the constriction edges
is based on Joule heating. Thus, we might anticipate lattice
changes, viz., thermal expansion. Local crystallographic
parameters of the bilayer ribbon can be accessed from the FT
of the image or selected regions of the image. As an example,
the inset in panel b in Figure 3 shows the Fourier transform of
the region in the micrograph indicated by the black square. The
distances of the spots from the center, i.e., the spatial frequency,
represent the directionally resolved lattice parameter (see
Figure 1. Schematic overview of the setup. (left) Scanning TEM image
of the electrodes with a sketch of an overlying graphene ribbon with a
central constriction. (right) TEM image of the bilayer graphene
constriction at high bias. The inset is the FT of the marked region in
the micrograph. The three arrows indicate the directions in which
intensity proﬁles were taken, with the color code used in Figure 3.
Figure 2. Series of micrographs at high bias. The plot shows the
measured current through the constriction. The transparent bars
indicate when the respective series of color coded micrographs were
taken. At time equal to zero, the ribbon failed and the current rapidly
dropped to zero (not shown in the plot).
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(b) Electrical transport and thermal ex-
pansion measured in bilayer GNCs.
Taken from [23].
Figure 1.2: Transport measurements i anost uctured graphene.
per area fitted into integrated circuits doubles every 1.5 − 2 years. By now transistors
vastly outnumber even the proverbial ants2, each with an active region that is barely a
few hundred atoms long (with conventional 22− 45 nm processes). We are therefore at
a point where a bottom-up approach is needed, to ob ain a deeper ndersta ding of t e
influence of quantum effects in the current-flow, e ergy-exchange and evice operation.
This may be particularly important in graphene where electrons due to the linear
dispersion behave as mass-less Dirac fermions that can travel for micrometers. Within
state-of-the-art graphene research one can realize devices consisting of single atomic car-
bon chains by “direct writing” in TEM[85]. A very recent experiment[40] was further
able to measure the electrical transport across such carbon chain bridging graphene, see
Fig. 1.2a. In another experiment Bo¨rrnert et al. w re able to electri lly characterize a
GNC while at the same time observing the structural response of the device[23], Fig. 1.2b.
They find a highly localized anomalously large lattice expansion inside the constriction,
which will be discussed further in chapter 7. One can envision constrictions and nanorib-
bons to provide semi-conducting interconnects in graphene n no-circuitry[4, 24], and as
a central building block of graphene based nanoel ctronics. Th y re potentially cheap
and have a flexibility in design and functionality opening up an avenue of applications.
1.2 Nanophononics
Heat flow at the atomic scale is described by the phonon modes, or quanta of lattice
vibrations, in the device. Nanostructuring opens up exciting possibilities for controlled
modification of the phonon spectrum and transport[8]. Acoustic phonons carry the
most heat in graphene, while optical phonons can be used for determining the number
of atomic planes in few-layer graphene by Raman spectroscopy. An ultimate exemplifi-
cation of phonon engineering was the first experimental realization of a thermal rectifier
in 2006[35], see Fig. 1.3. The device was based on an asymmetric nanotube structure
with one end submerged in a deposited C9H16Pt layer of increasing size. As a result the
system yields an asymmetric axial thermal conductance depending on the direction of
the heat flow. Many analogies between phononics and electronics are developing such as
thermal logic components[100] and quantum interference effects, such as phononic Fano
resonances, in carbon nanojunctions[116, 198].
2Biologists have estimated that the approximate number of individual ants, alive in the world at any
one time, is 1015 − 1016[76].
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advances in this last area see the recent surveys by Balandin
(2005) and Balandin, Pokatilov, and Nika (2007), together with
the original literature cited therein.
In this spirit, a primary building block for phononics is a
setup that rectifies heat flow, i.e., a thermal rectifier or diode.
Such a device acts as a thermal conductor if a positive thermal
bias is applied, while in the opposite case of a negative thermal
bias it exhibits poor thermal conduction, thus effectively acting
as a thermal insulator, and possibly also vice versa. The
concept of such a thermal diode is sketched in Fig. 1.
The concept of the thermal diode involves, just as in its
electronic counterpart, the presence of a symmetry-breaking
mechanism. This symmetry breaking is most conveniently
realized by merging two materials exhibiting different heat
transport characteristics. Historically, Starr (1936) built a
junction composed of a metallic copper part joined with the
cuprous oxide phase, thus proving the working principle of
rectifying heat in such a structure. Starr’s thermal rectifier is
physically based on an asymmetric electron-phonon interac-
tion occurring in the interface of the two dissimilar materials.
There exist many such macroscopic rectifiers which function
via the difference of the response of two materials due to
temperature bias and/or other externally applied control fields
such as strain, etc. (Roberts and Walker, 2011).
The focus of this Colloquium is on a thermal rectification
scenario that is induced by phonon transport occurring on the
nanoscale. The concept of such a thermal rectifier for heat
was put forward by Terraneo, Peyrard, and Casati (2002).
They proposed to use a three-segment structure composed of
different nonlinear lattice segments. The underlying physical
mechanism relies on the resonance phenomenon in the
temperature-dependent power spectrum versus frequency as
a result of the nonlinear lattice dynamics. Subsequently, it
was shown that a modified two-segment setup (Li, Wang, and
Casati, 2004, 2005) yields considerably improved rectifica-
tion characteristics as compared to the original three-segment
setup (Terraneo, Peyrard, and Casati, 2002). These pioneering
works in turn ignited a flurry of activities, manifesting differ-
ent advantageous features and characteristics. The theoretical
and numerical efforts culminated in the first experimental
validation of such a thermal rectifier in 2006: The device
itself is based on an asymmetric nanotube structure (Chang
et al., 2006). The concept of this latter thermal diode together
with its explicit experimental setup is depicted in Fig. 2.
The thermal diode presents an important first step toward
phononics. For performing logic operations and useful cir-
cuitry, however, additional control mechanisms for heat are
required. These comprise the tasks of devising (i) the thermal
analog of an electronic transistor, (ii) thermal logic gates, and,
as well, (iii) a thermal memory. The physical concept of these
salient phononic building blocks is elucidated in Sec. II. The
main physical feature in the functioning of such phonon
devices is the occurrence of negative differential thermal
resistance (NDTR); the latter is a direct consequence of the
inherent nonlinear dynamics with its nonlinear response to an
externally applied thermal bias.
In Sec. III we investigate how to put these thermal phononic
concepts into action by using realistic nanoscale structures. The
actual operations of such devices rest on extended molecular
dynamics simulations which serve as a guide for implementing
their experimental realization. The control of heat flow in the
above-mentioned phononic building blocks is managedmainly
by applying a static thermal bias. More intriguing control of
transport emerges when the manipulations are made explicitly
time dependent or by use of different external forces such as the
application of magnetic fields. As detailed in Sec. IV such
manipulation scenarios then generate new roadways toward
fine-tuned control and counterintuitive response behaviors.
Originally, such dynamic control was implemented for anoma-
lous particle transport by taking the system dynamics out of
equilibrium: Doing so results in intriguing phenomena such
as Brownian motor (ratchetlike) transport, absolute negative
mobility, and the like (Astumian and Ha¨nggi, 2002; Ha¨nggi,
Marchesoni, and Nori, 2005; Ha¨nggi and Marchesoni, 2009).
Similar reasoning can be put to work for shuttling heat
in appropriately designed lattice structures, as detailed in
Sec. IV. In Sec. V, we summarize our main findings, discuss
some additional elements for phononic concepts, and reflect on
future potential and visions to advance the field of phononics
from its present infancy toward a mature level.
FIG. 2 (color online). Concept and experimental setup of a nano-
scale thermal diode. An asymmetric nanotube is placed over two
electrodes with one serving as a heater. For further details on the
experimental procedures and the experimental findings see the
experiment by Chang et al. (2006) and the detailed discussion in
Sec. III. Adapted from Chang et al., 2006.
FIG. 1 (color). Sketch of the modus operandi of a thermal diode.
When the left end of the diode is at a higher temperature as
compared to its right counterpart, heat is allowed to flow almost
freely. In contrast, when the right end is made hotter than the left,the
transduction of heat becomes strongly diminished.
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et al., 2006). The concept of this latter thermal diode together
with its explicit experimental setup is depicted in Fig. 2.
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required. These comprise the tasks of devising (i) the thermal
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main physical feature in the functioning of such phonon
devices is the occurrence of negative differential thermal
resistance (NDTR); the latter is a direct consequence of the
inherent nonlinear dynamics with its nonlinear response to an
externally applied thermal bias.
In Sec. III we investigate how to put these thermal phononic
concepts into action by using realistic nanoscale structures. The
actual operations of such devices rest on extended molecular
dynamics simulations which serve as a guide for implementing
their experimental realization. The control of heat flow in the
above-mentioned phononic building blocks is managedmainly
by applying a static thermal bias. More intriguing control of
trans ort em rg s when the manipulations are made explicitly
time dependent or by use of different external forces such as the
applica i of magnetic fields. As detailed in Sec. IV such
manipulation scenarios then enerate new roadways toward
fine-tuned control and count rintuitive response behaviors.
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lous particle transport by taking the system dynamics out of
equilibrium: Doing so results in intriguing phenomena such
as Brownian motor (ratchetlike) transport, absolute negative
mobility, and the like (Astumian and Ha¨nggi, 2002; Ha¨nggi,
Marchesoni, and Nori, 2005; Ha¨nggi and Marchesoni, 2009).
Similar reasoning can be put to work for shuttling heat
in appropriately designed lattice structures, as detailed in
Sec. IV. In Sec. V, we summarize our main findings, discuss
some additional elements for phononic concepts, and reflect on
future potential and visions to advance the field of phononics
from its present infancy toward a mature level.
FIG. 2 (color online). Concept and experimental setup of a nano-
scale thermal diode. An asymmetric nanotube is placed over two
electrodes with one serving as a heater. For further details on the
experimental procedures and the experimental findings see the
experiment by Chang et al. (2006) and the detailed discussion in
Sec. III. Adapted from Chang et al., 2006.
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Figure 1.3: Thermal rectification in axial asymmetric carbon nanotube. Taken from
[35, 100].
Until recently most mod lling of phon ns used Boltzmann transport equations[31]
or classical molecular dynamics (MD). However, atomistic NEGF[80, 124, 191] or Kubo
methods[101] are needed in the case of nanojunctions. Marzari et al. have included
anharmonic interactions in a quasiharmonic model of the vibrational free energy to
explain a negative thermal expansion coefficient (contraction) of graphene originating
from the out-of-plane vibration[21, 129]. The quantum nature of phonons can also be
treated within quantum MD simulations (QMD)[188, 190]. QMD is a recently developed
semi-classical Langevin method tha reconcile thermal transport properties in the low-
temperature ballistic and high-temperature diffusive regimes. This is possible due t a
replacement of the phonon bath with a set of random colored noises, obeying quantum
Bose-Einstein statistics.
Atomic scale simulations are essential in the interpretation of heat flow in nanode-
vices. Phonon engineering has applications for diverse thermal management problems,
ranging from nanoscale calorimeters and refrigerators to microelectronic processors and
macroscopic energy-saving buildings[192].
1.3 Therm electric energy conversion
Thermoelec ric devices can be used for waste-heat harvesting, solid-state generators or
active cooling in electronics[74]. A good thermoelectric material should hav a high
electrical conductance but low thermal conductance. One approach to good thermo-
electrics is to increase the Seebeck coefficient by reducing the dimensionality of the
system[47, 92, 152]. However, one often finds that the efficiency in transforming heat
into charge rrent is limited by th ab lity to conduct heat. Therefore, much research
investigates how one can decrease heat conduction in na ostructured materials using
nanomesh structures, surface-disorder and - ecoratio , passivation, or by other me ns.
Promising nanostructured thermoelectric materials include passivated Si nanowires[117],
Si antidot lattices[174, 202], chevron-type graphene nanoribbons (GNRs)[38], and con-
nected capped carbon nanotubes[54]. An alternative idea comes from the field of molec-
lar electronics. Here one utilizes the low thermal conductance, together with a sharp
r sona ce in the electron conducta c , of molecular junctions[48, 144, 154, 159].
Graphene cannot by itself be used for thermoelectric applications, despite a gi nt
Seebeck coefficient when gated by a sequence of metal electrodes[46]. Its efficiency in
transforming heat into charge current is limited by its very high ability to conduct heat,
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exceeding that of copper. Ways to reduce the superior thermal conductivity of graphene
are needed if one looks for thermoelectric applications[9]. One idea is to apply edge
roughness to long GNRs[164]. In the diffusive limit edge disorder was theoretically pre-
dicted to suppress heat conductance of GNRs by orders of magnitude[101, 102, 161].
A second idea has been to utilize edge currents in zigzag or chiral GNRs perforated
with an array of nanopores[36]. In that case the electronic and thermal conductance is
partly decoupled, i.e. the electronic conductance is almost not affected by the nanop-
erforation in the center of the ribbon. A third idea is to utilize interface mismatching
between graphene and nanoribbons[80, 81]. Thermoelectric devices based on graphene
could be applied as integrated elements for thermoelectric cooling in future graphene
nanoelectronics.
1.4 Heating on the nanoscale
As we scale down electronics, while keeping the voltage constant, one eventually has to
face the problem of a bottleneck for heat transfer away from the system. E.g. the total
heat dissipation to the surroundings is decreasing, reducing the capability to transfer
energy away from the device. At the same time the local current density is increasing
and at some point the current-induced forces are of crucial importance for the atomic
motion. The energy transfer mechanism is described by the electron-phonon (e-ph) cou-
pling, i.e. the nonadiabatic coupling between electronic and nuclear vibrational motion.
In equilibrium a system is described by the effective conservative confining potential
together with a friction and noise. The competition between the latter two enables the
system to equilibrate with the bath. Out-of-equilibrium five principal current-induced
forces describe how a flow of electrons in the atomic bonds excite and couple the local
vibrations[20, 50, 109, 111]. Four have been put forth as deterministic (not noise-like)
mechanisms of energy transfer from the current to the atomic motion: The electronic
friction force, nonconservative (NC) wind force, renormalization force (correction to the
confining potential) and Berry-phase (BP) force. The fifth primary way for excited elec-
trons to excite atomic vibrations is related to spontaneous phonon emission and describes
the stochastic Joule heating out-of-equilibrium.
Dundas et al. have shown that the NC wind force can continually pump energy
into the nuclear motion by driving the nuclei around closed paths in configuration
space[50], see Fig. 1.4a. The net work done is nonzero along closed paths through
regions of different current-density. The current flow hereby induces motion akin to
atomic waterwheels[26, 50] with an increasing kinetic energy, also termed ’runaway’ mo-
tion. Since the circular motion involves the coupling of the motion of two independent
linear-oscillations, this force is maximized for systems with several nearly equal frequen-
cies. The runaway phenomena was later generalized to cooperative mode displacements
in which case the BP force was found to strengthen the runaway condition[108]. An-
other runaway mechanism was illustrated to exist due to population inversion between
two levels of a donor-acceptor(DA) system, Fig. 1.4b. This results in a nonequilibrium
negative friction that was theoretically predicted for low conductance tunneling trans-
port through asymmetric molecules[111, 158]. It was argued to require that the two
molecular states are independently tunable by the bias voltage due to a asymmetric
coupling to the two leads, i.e. the low hopping parameter, t, and high bias limit, see
Fig. 1.4b. Electromigration, where electrical current drives atomic diffusion and rear-
rangements, is traditionally thought of as activated by local Joule heating, but NC and
BP forces provide an alternative activation mechanism.
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(a) Design of a single-atom “waterwheel”
driven by the nonconservative force. The
trajectory is calculated for the center atom
of a long bend chain at a bias voltage Va =
−1 V. The onsite energy is 2 eV at the cen-
ter atom, 1 eV at its neighbors and zero










(b) “Laser-like” population inversion in a two-level
model for the donor-acceptor(DA) system illus-
trated in (a). (b-d)D- and A-DOS and filling(grey)
at T = 0. The D(A)-levels follow the chemical po-
tential, µL(µR) of the closest L(R) electrode. (b)
For zero voltage only absorption around µL = µR
is possible. Similar excitations from the right elec-
trode are not shown. (c) Absorption dominates for
a voltage where εA− εD ≈ ~Ω and the friction γeh
is maximal. (d) Population inversion for larger
voltage when, εD − εA ≈ ~Ω: Emission domi-
nates and γeh < 0. (e) Contours of γeh(V ) for
varying hopping t (dark is negative), ε0 = 0.35eV,
lead couplings Γ1 = 0.3eV, Γ2 = 0.1eV, e-ph in-
teraction m = 0.005eV, frequency ~Ω = 20meV,
µ0 = −0.2eV. (f) γeh(V ) for t = 0.05eV showing
the generic behavior (maximum followed by nega-
tive values). Taken from [111].
Figure 1.4: Two types of current-induced instabilities different from local Joule heating.
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(a) Measurement setup for Raman spec-
troscopic studies of electrically bi-
ased graphene constrictions. Taken
from [34].
(b) Effective temperature distribution along a
graphene constriction of width 0.6µm and
length 1.5µm. The maximal temperature at
a dissipated electrical power of 2.4mW (corre-
sponding to a bias of Va = 5 V) is above 1600K.
The white lines indicate the etched constriction.
The authors observe a breakdown of the con-
striction in the region Va = 7 − 10 V. Taken
from [34].
Figure 1.5: Measured local Joule heating in molecular junctions and graphene constric-
tions.
In graphene, the structural response to a high bias can be studied by in situ TEM.
This makes graphene nanoconductors a good test-bed for current-induced phenomena[15,
52, 83]. Additionally, Raman spectroscopy was used to measure the spatially resolved
current-induced heating of graphene nanoconstrictions[18, 34, 86], Fig. 1.5.
Leaving aside the aspect of local heating, the phenomena of e-ph coupling is also
observable in the IV -characteristics of nanosystems. The IV -characteristics can provide
a spectroscopic fingerprint of a molecular junction. This is due to the dramatic con-
ductance changes at bias voltages, where electron-phonon coupling enables additional
conducting channels. It seems realistic that measurements, such as the ones depicted in
Fig. 1.2, can be refined to low temperature characterization of inelastic signals in the
future.
1.5 Outline of the thesis
The purpose of this thesis is to provide further details on the methods and simula-
tions besides to summarize the main findings of the published articles. This includes
the published results of thermoelectric performance of GALs, conduction properties of
GAL waveguides and hydrogen passivated bends in graphene and the current-induced
dynamical effects in GALs and graphene nanoconstrictions. Additionally, several results
will be presented that are still unpublished. This includes a developed methodology and
simulations for topology optimization of the thermoelectric performance of graphene
and the inelastic signals, drag effect and current-induced thermal expansion in graphene
nanoconstrictions. The remaining of this thesis is organized as follows (with related
papers in parentheses):
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 In Chapter 2:
We describe the electronic structure models and NEGF theory of quantum trans-
port for phonons and electrons. The NEGF-formalism is applied to the general
case of thermoelectric energy conversion in an e-ph interacting nanojunction.
 In Chapter 3 (Paper I, III):
Simulations of the ballistic thermoelectric properties of finite GAL devices are
presented. The transport properties are shown to converge fast with increasing
length of the perforated device. We find a sizable thermoelectric figure of merit
considering the very excellent thermal transport of graphene. Additionally, a re-
duced thermoelectric performance of GALs with zigzag edges is traced back to
the splitting of GAL minibands representing quasi-localized antidot edge states.
Furthermore, alternative ways to manipulate thermoelectric performances, such as
isotope scattering and an atomistic topology optimization method, are discussed.
 In Chapter 4 (Paper IV, V):
Two alternative routes, named GAL waveguides and kinked graphene devices, to
quantum confinement of charge carriers in graphene are illustrated. GAL waveg-
uides are shown to support modes which are highly confined to the waveguide
region, and are robust against structural disorder and kinks in the waveguide.
Bending graphene may provide a curvature-directed process for hydrogenation,
which is used to electronically isolate pseudo-ribbons between two stable kinks.
 In Chapter 5 (Manuscript in preparation):
We outline the theoretical modelling of inelastic tunneling spectroscopy for systems
where the electronic structure is changing on the scale of the phonon frequencies.
The spectrum for the GNC obtained from the novel extended LOE method is
compared to that of the original wideband LOE. Additionally, we find that a Li
adatom on the constriction weakly modifies the IETS whereas a slightly heavier
Zn adatom gives rise to a fingerprint signal.
 In Chapter 6 (Paper II, VI):
We present a theoretical framework based on a semiclassical generalized Langevin
equation. Two applications are used to illustrate how one can perform a harmonic
stability analysis of a nanosystem. We find that nonconservative wind forces can
form runaway modes in graphene chains. Additionally, we observe a strongly
nonlinear heating with bias of a GNC, rooted in a breakdown of the harmonic
approximation due to unstable, negatively damped phonons driven by the current.
The effect is related to the “phonon-laser” instability, but is generalized to systems
in the contact regime.
 In Chapter 7 (Paper II, manuscript in preparation):
We describe the methodology of quantum molecular dynamics, which is applied to
obtain the ballistic thermal conductance of a short GAL device. In the presence
of bias a significant difference in the current-induced heat dissipation between the
harmonic and anharmonic simulations is demonstrated. Additionally, it is shown
that a GNC expands as optical modes are excited with increasing bias voltage, in
contrast to raising the temperature.
 In Chapter 8:
We evaluate the progress made in the thesis and summarize the main results.




In this chapter the basic theoretical framework of quantum transport for phonons and
electrons is introduced. Most transport methods for molecular electronics are either
based on the mutually related scattering wave functions or single particle Green’s func-
tions. Both being attractive as a common language to address open boundary problems
and a strongly interacting central part. The treatment here is based on nonequilibrium
Green’s functions (NEGF) which in a systematic way includes many-body interactions,
e.g. from electron-phonon coupling, perturbatively[72]. Furthermore, methods exist
that allow for a potential drop to be applied between the semi-infinite leads as described
in the TranSIESTA method[27]. We will apply the NEGF-formalism to the general
case of thermoelectric energy conversion in an electron-phonon interacting nanojunc-
tion. The corrections to the ballistic thermoelectric properties are related to the novel
current-induced forces which will be the main focus in later chapters. Furthermore, the
results will serve as foundation of the analysis of inelastic signals in graphene related
nanostructures in chapter 5.
2.1 Quantum transport theory
We take an approach where more complex many-body variables are expanded in the
single-particle Green’s function. We will consider systems that can be partitioned into
a central device region (D) connected to two semi-infinite electrodes (L and R). Such
partitioning is straight-forward in the case of a Tight-Binding (TB) and SIESTA Kohn-
Sham Hamiltonian, Hij = 〈φi|H|φj〉, and overlap matrix, Sij = 〈φi| φj〉, expressed in a
localized basis, {φi}. The single particle retarded Green’s function of the full system is
defined from (ε+ iη)SL −HL S†LD −V†LD 0SLD −VLD (ε+ iη)SD −HD SRD −VRD
0 S†RD −V†RD (ε+ iη)SR −HR
Gr0(ε) = I , (2.1)
where VLD and VRD describes hopping from the contacts to the central region and η is
a positive infinitesimal. The Green’s function for indices restricted to the device region
is found from the three equations obtained from the Green’s function matrix center
9
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column:
Gr0,D = [(ε+ iη)SD −HD −ΣL −ΣR]−1 , (2.2)
where the self-energies are defined as
Σα = (VαD − εSαD)grα(VαD − εSαD)† , α = L,R , (2.3)
describing the finite life-time (nonzero imaginary part) of when the electron escapes
from device into the semi-infinite leads. In case of a periodic structure of the elec-
trodes, the electrode surface Green’s function, grα, can be determined using an iterative
procedure[160].
The Green’s function describes how excitations propagates through the system. It is





dεTe(ε)[nF (ε, µL)− nF (ε, µR)] , (2.4)
assuming a noninteracting spin degenerate system, with the conductance quantaG0 =
2e2
h .












Here the broadening matrices due to the electrode coupling are defined as
ΓL,R = i[Σ
r
L,R −ΣaL,R]. nF (ε, µL/R) is the Fermi-Dirac distribution at the chemical po-
tential of the left/right lead. We have included a k-point dependence for the possibility of
periodic repetition in the transverse direction. The following integrals can be evaluated













From these integrals several physical properties follow in the linear response limit[165],











/T , and the Seebeck coefficient S(µ) =
∆V
∆T |Ie=0 = L1eL0T . In the calculation of thermoelectric properties of graphene nanostruc-
tures we will assume that the chemical potential, µ = (µL + µR)/2, can be changed by
an external gate.







Tph(ω) [nB(ω, TL)− nB(ω, TR)] , (2.7)
where nB(ω) is the Bose distribution function. The phonon transport equations are
equivalent to the electronic equations with the Hamiltonian replaced by the force con-
stant matrix H → K, and the energy replaced by εI → ω2M, ω and M being the
frequency and diagonal mass matrix, respectively.
Both transmission functions, Te and Tph, are obtained using a recursive Green’s
function O(N) growth process[118]. In this very intuitive approach, that is simple in
terms of bookkeeping, one divides the center region into subsystems and includes each
2.2 Thermoelectric properties of an electron-phonon interacting nanojunction 11


















Figure 2.1: Schematic of the general NEGF system setup.











L (ε) = (Vi−1,i − εSi−1,1)G0,ii(ε)(Vi−1,i − εSi−1,i)† (2.9)
One then obtains both left and right self-energies in the last subsystem at the right
side. From the full Green’s function obtained at the last cell one can do a transmission
calculation. This approach is used to obtain transmissions for long GAL devices in
chapter 3.
2.2 Thermoelectric properties of an electron-phonon inter-
acting nanojunction
The effect of electron-phonon interaction can be perturbatively included in the DFT-
NEGF formalism. We consider a system consisting of an interacting central region
connected to two noninteracting electron baths and two phonon baths, Fig. 2.1. We





phonon bath temperatures T phL and T
ph
R . The main assumptions are that electrons in
the leads are free (electron-electron interaction described by mean-field DFT), we use
the harmonic approximation for the phonons, there are no bath-bath interactions but
only interactions in the central region and we assume the system to be spin-degenerate.
The electron and phonon left or right could be the same electrode. However, one could
imagine a more general case where control of T e and T ph is independent and tunable -
e.g. a system which is conducting in one direction but insulating and thermal conducting
in another. The full Hamiltonian is:
H =
(



















where the first part describes the central region and the remaining terms describe the
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where cˆ†n(cˆm) is the electron creation(annihilation) operator for the n(m)-th electronic
state and ui =
√
miri is the (mass-normalized) displacement of the i’th degree of freedom.






















where σ is the spin index and G>(<) is the greater(lesser) Green’s function. The deriva-
tion of the heat flux goes equivalently with a factor (ε− µ) measuring the energy trans-










(ε− µ)Tr [G>(ε)Σ<α (ε)−G<(ε)Σ>α (ε)] . (2.14)











The greater and lesser Green’s functions are obtained through the steady state Keldysh
equation
G>,<(ε) = Gr(ε)Σ>,<(ε)Ga(ε) , (2.16)
D>,<(ω) = Dr(ω)Π>,<(ω)Da(ω) , (2.17)
for electrons and phonons, respectively. The electron and phonon self-energies here
include contributions from the bath coupling as well as the electron-phonon coupling:
Gr(ε) =
[
(ε+ i0+)I −He − Σr(ε)]−1 , (2.18)
Dr(ω) =
[
(ω + i0+)2I −K −Πr(ω)]−1 , (2.19)
Σr,>,<(ε) = Σr,>,<L (ε) + Σ
r,>,<
R (ε) + Σ
r,>,<
eph (ε), (2.20)
Πr,>,<(ω) = Πr,>,<L (ω) + Π
r,>,<
R (ω) + Π
r,>,<
eph (ω). (2.21)
The equations for the self-energies and Green’s functions are coupled together. For the
electronic part a typical route to solving this problem is to find a self-consistent solution
by iteration. Here we will instead expand the Green’s function to lowest order in the
e-ph interaction matrix M :





r(ε) ≈ Gr0(ε) +Gr0(ε)Σreph(ε)Gr0(ε)
G<(ε) = Gr(ε)Σ<(ε)Ga(ε)




















1This method takes into account the nonorthogonal basis of SIESTA to correct that one obtains
d〈n|Hˆ|m〉
dui(t)
instead of Minm in a direct finite difference.
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Here we have obtained a set of closed Dyson and Keldysh equations by replacing the
full Green’s function with the single-particle Green’s function. This approach is termed
the lowest order expansion (LOE) and has been shown to be current conserving when
the Born approximation of the self-energies is used[145]. The original LOE assumes a
diagonal e-ph coupling matrix and neglects the phonon subproblem. Furthermore, the
wide-band approximation used in the original formulation assumes that the electronic
structure is constant on the scale of the phonon frequencies (ω → 0). In graphene
nanostructures the thermal conductance is large and phonon frequencies can exceed
0.2 eV. Therefore, we will see that the original formulation is not adequate for describing
e-ph coupling in graphene nanostructures with electronic resonances.
Inserting the approximate Green’s function in the Meir-Wingreen expression results












nαF (ε)− nα¯F (ε)
]
+ I(4)α . (2.23)
Where α¯ is the opposite lead to α and the three transmission terms are























The detailed derivation is given in Appendix A (Sec. 9.4). We have defined the direct
















Aα(ω) = Dr0(ω)Γphα (ω)Da0(ω)
A˜α(ω) = Da0(ω)Γphα (ω)Dr0(ω). (2.25)
The first term is the noninteracting Landauer-Bu¨ttiker result. The next two terms is
seen to originate from a correction to the electron DOS due to e-ph interaction. The
fourth current term is not directly written with a difference of the lead Fermi functions
































αnαF −Gr0Σ<ephGa0Γα (nαF − 1)
]
(2.26)
These four terms will give corrections to the thermoelectric moments in the linear re-
sponse limit, Ln =
∑4
i=1 L(i)n . Here L(1)n = Ln(µ) is the usual noninteracting moments.
Furthermore, the forth current term gives rise to drag coefficients Qn and Q˜n due to a
difference in phonon and electron temperatures[113]. These coefficients describe a sit-
uation where a temperature difference between the phonon baths drives an electronic
current between the electron baths, and vice versa. This is a result of momentum trans-
fer between electrons and phonons related to the nonconservative forces. Here we only
outline main results relevant in the context of the later discussion of inelastic signals
and current-induced forces. In Appendix A (Sec. 9.4) we derive the corresponding four
corrections to the thermal current.
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So far we have not assumed a specific form of the interaction self-energies. In Fig. 2.2
the lowest order Feynman diagrams included in the first Born approximation is sketched.
The real time expressions of the electron self-energies are obtained according to the Feyn-
(a) (b) (c) 
Figure 2.2: Lowest order diagrams in the electron-phonon coupling self-energies of the
perturbation expansion of the electron and phonon Green’s function. For
the electronic system the “Hartree” (a) and “Fock” (b) diagrams are in-
cluded. For the phonon system the “polarization bubble” (c) is included.
man rules. Performing analytic continuations according to the Langreth rules[72] and




eph (ε) = 0
Σ
H,r/a











































The “Hartree” terms are energy independent and provides no signal near the phonon
threshold. This term is neglected within the LOE method. The “Fock” retarded part was
in eqn. 2.27 conveniently expressed through the greater and lesser self-energies through
the Kramers-Kronig relations between real and imaginary part and the general relation
Gr −Ga = G> −G<[56]. The “phonon polarization bubble” is given by[112]
Π
</>


























0,ql(ε− ω) + G<0,kp(ε)Ga/r0,ql(ε− ω)
)
Mjpq .
In chapter 5 we will present the extended LOE method for the inelastic signals based on
these approximations. Also the inelastic signal of a GNC as a function of gate voltage
is discussed.
2.3 Modelling of electronic structure
The simulations in this project will be based on atomistic Density-Functional Theory
(DFT) and semi-empirical tight-binding (TB) electronic structure calculations.
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2.3.1 Density Functional Theory
The DFT simulations in this project are used to describe electron-phonon coupling in a
GNC and adatoms on graphene nanostructures. By now DFT is a common framework for
a large research community to address the quantum physics of condensed-matter[87, 122].
Its strength lies in it being ab initio, no fitting parameters are needed, and to accurately
describe ground-state properties of systems with a number of atoms on the order of 103.
Novel nanostructured materials are therefore within the grasp of DFT with the present
computer resources.
The fundamental Schro¨dinger equation governing the full quantum mechanics of
atoms and electrons has been well known since the 1920’s[11, 162]. However, the task
of solving these equations for realistic systems is tremendous. For electrons and nuclei




























where ~ri, me and −e is the position, mass and charge of the i’th electron, and A labels the
corresponding nucleus parameters. Within the Born-Oppenheimer approximation[22]
one decouples the electrons and nuclei by neglecting the nuclei kinetic energy. Due to
the large mass difference (mA/mi ≈ 1823ZA) the nuclei move on a much longer time
scale and the electronic structure only depends parametrically on the nuclear coordinates.
Hence one thinks of the Coulomb repulsion between electrons and nuclei together with
external fields as an external potential. The solid success of DFT lies in the possibility
of a complete description of a many-body ground state from the density of an nonin-
teracting system with an effective potential. This is the essence of the Hohenberg-Kohn
theorems[75] applied in the KS-theory due to Kohn and Sham[94, 122]. According to the
theorem by Hohenberg and Kohn a system’s external potential and the corresponding
ground state energy is a unique functional of the ground state density. Therefore, the full
Hamiltonian and all properties, including excited states, can be regarded as a functional
of the ground state density. In the Kohn-Sham procedure one replaces the Hamiltonian of
the interacting many-body problem with that of a noninteracting auxiliary system with
an effective potential reproducing the correct ground state energy. In this way one reduce
the problem to having to solve a sequence of single-particle equations self-consistent with
a generally unknown exchange-correlation potential describing all quantum many-body
interactions. A variety of different exchange-correlation functionals exist. In this project
only the most common Local Density Approximation (LDA) or Generalized Gradient
Approximation (GGA-PBE) are used for exchange and correlations[122, 150].
2.3.2 SIESTA
The SIESTA package[167] is a DFT implementation solving the KS-equations with peri-
odic boundary conditions (PBCs) in a finite basis set of pseudoatomic orbitals (PAOs).
It utilizes norm-conserving pseudo potentials[70, 181] to replace the chemically inert core
electrons and reduce the basis size. The basis consists of a number of free atomic orbitals
specified by the multiple-ζ nomenclature, and possible polarization orbitals generated
from a polarizing electric field, localized at each atomic site. The minimal single-ζ (SZ)
basis has a single radial function per angular momentum for those angular momenta
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with substantial electronic population in the valence of the free atom. The strict locality
imply a highly sparse Hamiltonian ideal for O(N) calculations on large systems and the
system partitioning needed in the NEGF setup. The electron wavefunctions and density
are projected onto a real-space grid with a fineness specified by an energy “mesh-cutoff”.
The detailed settings used in this project are outlined in Appendix A, Sec. 9.1.
2.3.3 Tight Binding
To model transport in large all carbon GAL devices considered in the project we will
apply a minimal TB model. Carbon has four valence orbitals, conveniently modeled by
the tight binding sp3-orbital model. The sp2-hybrids, or σ-orbitals[171], in the graphene
plane are responsible for the bonding. This is modeled by the more accurate empirical
Brenner potential[29]. The electrons in the sp2-hybrids are strongly bound and occupy
lower energies than the remaining out of plane pi−orbital. Furthermore, the pi−orbital
with odd z-parity decouple from the σ-orbitals with even z-parity. Therefore, one can
accurately describe transport properties of planar graphene by the nearest-neighbor or-
thonormal tight binding pi−model.
The tight-binding Hamiltonian is constructed for a specific configuration from a





, with2 t0 = 2.7 eV. Here a0 = 1.42 A˚
is the equilibrium nearest neighbor distance of graphene. Extended TB models are
available for graphene following the general Slater-Koster Scheme[25, 36, 166]. Strain and
relaxation is incorporated through Harrisons scaling law[71] accounting for the decreasing
probability of electron jumps when atoms move away from each other. Based on this
model Guinea and co-workers[68] have shown how strain in graphene can lead to a
pseudo-magnetic field affecting the electronic properties. It has proven itself to be a
good model for the electronic transport properties rooted in the fact that the pi−electrons
occupy the states near the Fermi level. Being a very accurate model for planar graphene
systems, more sophisticated DFT simulations are needed if the structure is not planar
or other atoms are present such as adsorbates or passivation.
2.3.4 Beyond Born-Oppenheimer
We express the Hamiltonian, H˜e = He + Heph, of the non-interacting electrons in the







It adiabatically includes the electron-phonon interaction through a parametrically de-
pendence on the atomic displacements with time, ~u = ~u(t). To go beyond the uncou-
pled Born-Oppenheimer description we Taylor expand the matrix elements to first order
around the equilibrium positions denoted ~x0:









Minm(x0) · ui (2.31)
2This value reproduces low-energy band structures of graphene obtained by DFT calculations and
was shown to predict conducting properties of GAL devices consistent with SIESTA[59]. Another value
often occurring in literature is β0 = 3.033eV fitted to the Fermi velocity obtained by experiments.
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hereby H˜e is explicitly split into a free electron part and a term describing the electron-
phonon interaction to lowest order.
2.4 DFT-NEGF - TranSIESTA
The single-particle KS energies and eigenstates cannot be rigorously interpreted as true
excitations. However, they have proven themselves as a reasonable approximation for
ab initio quantum transport[147, 197]. This pragmatic approach has successfully been
applied to study electronic properties of e.g. molecular wires[28, 136, 175], C60 on metal-
lic surfaces[132], quantum interference in carbon molecules[67, 121], inelastic scattering
in Au-chains[57], spintronics[155] and thermoelectric properties of single-molecule nano-
junctions with graphene electrodes[135].
Benchmark studies have shown that the elastic SIESTA transmission converge toward
more accurate plane-wave results as the SIESTA basis is enlarged[170]. An important
deficit of the approach is that the common LDA and GGA functionals are known to
underestimate the gap between the semiconductor valence and conduction bands and
molecule HOMO-LUMO states. Especially for poorly conducting molecules more so-
phisticated methods are needed for describing exchange-correlation interactions - e.g.
the GW method, time-dependent DFT and the Kubo formula[42, 45, 97, 178, 179]. In
this project the focus will be on highly conducting nanosystems in which the shape of
the bands are often well described as compared to the considerably more demanding
methods.
Several DFT-NEGF schemes further includes a potential drop between the semi-
infinite leads within the self-consistent procedure[27, 176]. In this project we apply the
TranSIESTA method[27] to study finite bias phenomena in graphene nanostructures.
2.5 Modelling of vibrations
For short molecular junctions or nanodevices it is reasonable to use the harmonic approx-
imation, thus neglecting anharmonic phonon-phonon scattering. The fully decoupled








The force constant matrix, K, contains spring constants between atoms i and j in di-
rections µ and ν (labeling {x, y, z}). Following a structural relaxation, we calculate K
using either DFT or, in case of TB calculations, the semi-empirical Brenner interatomic
potential[29]. In case of TB+Brenner simulations, we will perform the structural relax-
ation through the ’General Utility Lattice Program’ (GULP)[60] or by ad-hoc MD. In
case of DFT we use the equilibrium lattice constant that minimize the total energy. The
nearest neighbor distance depend on the basis size, as illustrated in Fig. 2.3. For the
Brenner potential one obtain the experimental result of a0 = 1.42 A˚. The force constants
and electron-phonon coupling are then calculated with the frozen phonon method. Here
each ion is displaced Qiµ ≈ 0.002 A˚ one by one to obtain the forces, Fjν(Qiµ), on atom
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Figure 2.3: Different nearest neighbor distances obtained from SIESTA. As the basis
is increased the nearest neighbor distance approach the value, a0 = 1.42 A˚,
measured in experiments.
where E is the total energy. The intra-atomic elements are calculated by imposing
momentum conservation, such that Kiµ,iν = −
∑
j 6=i Kiµ,jν . When the atomic masses
are included in the force constants it is usually called the dynamical matrix, Diµ,jν =
Kiµ,jν/
√
mimj . The phonon eigenfrequencies, ωi, and eigenmodes, vi, are defined from
the equation of motion
Dvi = ω
2
i vi . (2.34)
The phonon NEGF calculations can be performed by calculating the force constants of
a super cell, i.e. repeating the unit cell in the transverse direction.
2.6 Thermoelectric properties of a GNC
To validate the TB+Brenner model for the elastic thermoelectric properties of planar
graphene nanostructures we compare the transmission functions with DFT for a small
GNC. The following DFT settings will be used throughout this project unless otherwise
stated (further details are given in Appendix A, Sec. 9.1). The generalized gradient
approximation (GGA-PBE) is used for exchange and correlations. To accurately de-
scribe the phonon modes we use a single-ζ polarized basis set and a mesh-cutoff of
210 Ry. Similar settings were previously used to accurately describe phonon modes of
carbon nanotubes[126]. With these parameters the optimal nearest neighbor distance of
graphene is approximately 1.46 A˚.
The phonon transmission for both graphene and the constriction is illustrated in
Fig. 2.4. The DFT results are shown as solid lines, while the Brenner results are indicated
with a dashed line. For the ab initio calculation a cutoff radius smaller than the lead
dimension was used to apply Green’s function techniques. The momentum conservation
was imposed by adjusting the diagonal elements of the dynamical matrix to secure
physical transmissions also at acoustic frequencies. No changes in the symmetrized result
were observed when increasing the cutoff radii. The figure highlights the importance of
using ab initio approaches in the description of especially optical phonon modes. In
the context of current-induced heating it is these high frequency phonon modes that
are excited the most. However, discrepancies are small in the low frequency part that
dominates the thermal conductance at 300K.
The electron transmission and resulting ZT is shown in Fig. 2.5. Despite a shift in
peak positions, the shapes of the transmission curves generally agree well. Additionally,
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the maximal ZT obtained by the two different approaches are in good agreement. It is
mentioned that the GNC is H-passivated in the DFT calculation. There is no explicit
passivation in the TB calculation. Within the pi-model we assume that all atoms are sp2
bonded. Therefore, the model neglects the dangling bond near the edges. As a result
the edges are in some sense effectively H-passivated. We conclude that the TB+Brenner
model will be adequate for transport simulations across planar nanostructured graphene
devices. In the next chapter we will apply this model in simulations of the thermoelectric
performance of GAL devices.















Figure 2.4: Phonon transmission as a function of frequency across ideal graphene and
the GNC. The result from the DFT calculations is compared to that of the
empirical Brenner potential.























Figure 2.5: Thermoelectric figure of merit for the GNC. The simpler TB+Brenner
model compares well to the more accurate DFT description. The temper-




This chapter provides a review of paper I and III and discusses some additional un-
published results regarding topology optimization of the thermoelectric properties of
graphene. For the time being we neglect the effect of e-ph interaction but instead con-
sider the ballistic thermoelectric properties of large nanostructured graphene flakes. All
simulations are based on the TB+Brenner model.
So far the electronic properties of infinite GALs have attracted attention due to
the band-gap opening[59, 141, 148, 151]. Here we complement those studies and show
how an electron transport-gap appears already for a few repetitions of dots. We also
consider phonon transport and find a similar fast convergence with number of repetitions.
Combining both transport calculations we are able to report on the thermoelectric figure
of merit which is sizable considering the very excellent thermal transport of graphene.
A selection of different fabrication techniques exists for creating this nanostructured
system, e.g. by electron beam lithography[53, 64] or block copolymer lithography[6, 91].
The latter method results in a highly regular hexagonal lattice of holes. Inspired by
these experiments we consider devices with a periodic perforation in a hexagonal lattice,
see Fig. 3.1.
Figure 3.1: GAL system setup and the computational rectangular unit cell (green rect-
angle). Two graphene leads are connected by the finite GAL. The depicted
system is a {10,5zz} GAL with a length of 2 (M = 2) corresponding to 4
holes in the direction of transport. From Paper I.
20
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We use the nomenclature introduced in Ref. [148] and specify the GAL by {L,Ss2},
where the L is the length of the side of a hexagonal Wigner-Seitz cell, and S is the
side length of the antidot(see Fig. 3.1), both in units of the lattice constant
√
3a0, with
a0 = 1.42 A˚ being the carbon-carbon distance. s2 = {zz, arm, cir} labels the edge type.
We will assume the device to be of finite length, labeled by the number of unit cells M ,
between two pristine graphene leads. The infinite direction perpendicular to the trans-
port direction is treated using periodic boundary conditions and corresponding k-point
sampling. In another experiment hexagonal holes were obtained with very pure edge















Figure 3.2: Antidot shapes and resulting strain fields. a) We consider antidots with
hexagonal or circular shapes. The hexagonal antidots results in either pure
armchair or zigzag edges depending on the hexagon rotation. b) Resulting
local change in bond lengths after a structural relaxation of a {10,5zz}
GAL. The coloring scheme for the bond lengths is illustrated in (c), that
gives the distributions of bond lengths for varying sizes and shapes of anti-
dots. As the hole size is increased the spectrum broadens and peaks occur
at different bond lengths that are characteristic of different hole types. Par-
tially from Paper I.
or zigzag edges inspired by the experiment, or simply circular with mixed edges resulting
from a given hole radius, Fig. 3.2a. Following a structural relaxation, we find that the
changes in the bond lengths compared to a0 are below 4%, Fig. 3.2c. Compression of
bonds at the edge is followed by a region with elongation of bonds and the relaxation
is confined in small regions in space. Matching of edge relaxations can result in longer-
ranged relaxations (small compressions) emanating from the corners. This occurs mainly
for zigzag edges of large antidots, Fig. 3.2b. We include the strain effect in the electronic
transport calculations through the Harrison scaling. We find that the modulation of the
hopping elements is of minor importance for the present applications.
It is interesting to examine how the electron and phonon transport properties are
affected by an embedded GAL, e.g. in terms of thermoelectric applications. To this end,
we investigate how the thermoelectric properties depend on antidot shapes and sizes.
3.1 Electronic properties
The electron transmission for a varying length, determined by the number of unit cell
repetitions (M), is shown in Fig. 3.3. As can be seen the electronic transmission Te con-
verges fast toward a length independent result. We define a transport gap as the energy
range where the transmission is below a certain small value. On the semi-logarithmic
scale the transmission goes toward zero in a region corresponding to the band gap of the
22 3. Thermoelectric properties of finite GALs
























































Figure 3.3: Left: Convergence with length (M , the number of unit cells with two holes
along the device) of transmission for a {10,3arm} antidot lattice. Middle:
Zoom at the transport gap for the {10,3arm} GAL. The leftmost vertical
dashed line marks the value of the band gap obtained from the band struc-
ture of an infinite GAL. Right: Transmissions close to the Fermi level.
The transmission curves were shifted by an integer to ease the compari-
son. From Paper I.
infinite GAL within a very few repetitions of antidots between the leads. We conclude
that the transport gap converges to the band gap of the infinite antidot lattice, found
from the band structure, and the system behaves ’bulk-like’ after only six to seven unit
cell repetitions. This was found to hold true for the more than 20 GAL configurations
considered in Paper I.
It is interesting to examine how much of the transmission reduction, compared to
transmission of pristine graphene T0, that can be attributed to the effective width re-
duction from W0 to the minimal width along the device, W . To this end, we define a
set of envelope lines that approximate the transmission versus energy as linear curves
corresponding to a simple reduction of the pristine transmission, Teff = Reff T0. Here the
effective width reduction Reff = W/W0 describes the amount of pristine transmission
that survives the lattice perturbation in terms of a regular perforation. The hole dimen-
sion was varied between 1.2 nm and 2.6 nm giving an effective width reduction between
71% and 26%. We take two approaches. Firstly, if we define the actual reduction factor
as the average reduction found at each energy point. It decreases linearly with hole
dimension from 24% to 5%, i.e. a much lower transmission than expected. Example
curves are shown in the transmission plots of Fig. 3.4. Therefore, only a minor part of
the average transmission reduction can be ascribed to the narrowing of the conducting
plane. Secondly, we instead examine if the peak transmission is limited by the effective
width. The peak transmission reduction factor is found to be decreasing from 65% to
21%, and fits the effective width reduction very well for small holes. As the hole size
increases, the effective width is overestimated due to the triangular lattice structure of
the perforation, and the reduction factor approaches the averaged value.
In Fig. 3.4 we compare the electronic transmission and the band structures for two
GALS with large holes with zigzag and armchair edges, respectively. The figure illus-
trates how the transmission can be directly traced back to the band structure of the
GAL. Additionally, we find that there is an important difference between holes of differ-
ent atomic arrangements at the edges. Systems with zigzag edges leads to an additional
splitting into flat minibands around the Fermi level. From the simplest NNTB model
of a 1D chain we know that the energy width of a band is a measure of the strength
of the given atomic states’ interaction with nearest neighbor states1. Therefore, if the
1The energy width obtained from the 1D bands, E(k) = E0 + 2tcos(ka), is WE = 4t, e.g. it is
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Figure 3.4: Left: Band structure for {10arm,5zz} (top) and {10arm,6arm} (bottom)
antidot lattices respectively. Middle: Corresponding electronic transmis-
sion around the Fermi level. The energies of the states illustrated and
compared further are marked with circles. Right: Eigenstates 1, 3, 4 and
6 at the Γ-point with energies as marked in the corresponding band struc-
tures. The eigenstates of the {10,5zz} antidot lattice (top) are very localized
at the edges. The eigenstates of the {10,6arm} antidot lattice (bottom) are
less localized at the edges, but resemble corner states. A phase of zero and
pi is colored blue and yellow, respectively. From Paper I.
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bands are very flat (low dispersion), the interaction is small, and we expect to have
quasi-localized states in the system. This feature can be understood in terms of local-
ized states due to a local excess of atoms of one of the two sublattices in the graphene
bipartite lattice[183]. The local imbalance of A and B type atoms at the edges leads to
the corresponding number of defect states. In hexagonal holes with zigzag edges each
side consists of a segment of either type A or B atoms. The hybridization will be small
between these defect states which are partially separated in space. As illustrated at the
rightmost of Fig. 3.4, the flat minibands are highly localized at the edges. In the case
of hexagonal holes with armchair edges each side consists of an alternating sequence of
A and B atoms. Therefore, these defect states hybridize more resulting in a larger shift
from the Fermi level and a reduced flatness of the bands. As can be seen from Fig. 3.4
the first bands with minimal dispersion are mainly localized in the small zigzag corner
region between two AB sequences. We expect the localized states to be sensitive to dis-
order destroying the pristine edge chirality of the antidots. However, as is indicated by
the {10,6arm} corner states, one can always expect to have some degree of localization
at zigzag edge segments, which we have also found to be true in the mixed edges.
One could also expect that the nature of the localized states at the hole edges de-
pends heavily on the presence of passivation. For the purpose of examining the effect
of passivation we have performed calculations of the band structures with a model in-
cluding two d-orbitals for each C-atom and an explicit model for the carbon-hydrogen
interaction[25]. The qualitative features of the band diagram, and the edge states, de-


























Figure 3.5: Comparison of band structures with and without passivation of a
{10arm,5zz} (left) and {10arm,6arm} (right). Black solid lines are cal-
culated with the conventional pi−model and red dashed lines includes hy-
drogen passivation at the hole edges using the p/d-model. The passivation
is positioned at the same bond angle as in graphene.
pend surprisingly little on the presence of hydrogen passivation, Fig. 3.5. However, the
effect of passivation might be more important in antidot lattices with localized zero
energy states such as in the triangular antidots considered in Ref. [183].
We conclude that the flat minibands of the zigzag antidots are more localized than
the corresponding states of an antidot lattice with armchair edges. This has the impor-
tant consequence that localization in armchair antidots is due to a decreasing hole-hole
distance, whereas it is due to edge states for zigzag antidots. Therefore, the band gaps
proportional to the nearest neighbor hopping element.
3.2 Phonon transport 25
of GALs with armchair edges are determined by the confinement, as opposed to the case
of zigzag edges where it is governed by edge state formation.
3.2 Phonon transport
We now turn to the thermal transport properties of finite GALs. The most time-
consuming part of the thermoelectric calculations is the evaluation of the force constant
matrices and the recursive phonon NEGF calculation. The relaxation is performed with
Gulp[60]. The calculation of the transport matrices are evaluated directly by the Bren-
ner potential[29] enabling a fewer repetitions of the system (only three repetitions are
needed in the transverse direction for transport calculations) and more freedom in par-
allelization. We further speed up simulations by subsequently repeating the dynamical
matrix and Hamiltonian of the center unitcell (2 holes) for longer systems. The first cell
is close to the fixed contact region. Using three unitcells (M=3, 6 holes) was found to
be sufficient.















































Figure 3.6: Left: Convergence with length of phonon transmission for a {10,3arm}
antidot lattice. Right: Thermal conductance from phonons as a function
of hole dimension. The red squares, blue diamonds and green circles label
holes with armchair, zigzag and circular/mixed edges respectively. Four
different temperatures are plotted for each system. From top to bottom the
thermal conductance is found at a temperature [450,300,150,90] K. The
thermal conductance at these four temperatures is for pristine graphene
found to be [8.5,6.1,2.6,1.2]nWK . Inset: fitted dimensionless parameter α
describing the scaling with hole size of the thermal conductance. From
Paper I.
In Fig. 3.6 we show the phonon transmission as a function of M , the number of
repeated unit cells. As it was the case for the electrons we find that the thermal properties
converge at a short length scale. The phonons behave ’bulk-like’ after six to seven unit
cell repetitions, and hereafter have properties equivalent to the periodic superlattice
phonons.
The resulting thermal conductance is shown for a sequence of different antidot sizes
and shapes, Fig. 3.6(right). We will typically examine temperature from slightly above
the boiling point of liquid nitrogen, Tbn = 77.2K, to above room temperature. The ther-
mal conductance due to phonons in pristine graphene at 300 K can be compared to a mea-
sured partially diffusive thermal conductivity[10] of σexpph ≈ 4.5−5.5×103 W/(m K). We
find that the reduced ballistic thermal conductance, κpriph /(W0h) ≈ 4.27× 109 W/(m2K),
is much larger than the experimentally extracted result σexpph /(L
exp) ≈ 0.39 − 0.48 ×
109 W/(m2K). Here h = 3.35 A˚ and Lexp ≈ 11.5µm are the graphite interlayer dis-
tance and traveled distance by the phonons in the experiment by Balandin et al.[10],
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respectively. This result is consistent with other theoretical calculations[84] and the main
difference from the experiments can probably be attributed to isotopes, defect scattering
and especially anharmonicity being important for long devices.
Turning to the antidot results we have calculated an average reduction factor for
the phonon transmission as we did for the electrons. The transmission of the lowest
acoustic and especially the highest optical modes is in general reduced more than the
remaining of the phonon spectrum. There is a tendency that the phonons are scattered
more than the electrons by the nanoperforation for small antidot concentrations. For
large hole dimensions both the electrons and phonons are scattered to an extent where
the transmission is reduced by more than 80% on average for the systems considered.
For the largest holes up to 36% of the atoms was removed from the pristine graphene
plane.
Fig. 3.6(right), illustrates how the thermal conductance decreases almost linearly
with the number of removed atoms (for perforation ratios larger than 5%). Furthermore,
the graph shows that the thermal conductance has a tendency to be slightly larger
for holes with zigzag edges (shown as diamonds in Fig. 3.6). A similar behavior has
been found for graphene nanoribbons with zigzag edges[78]. However, compared to the
electronic case the thermal transport features are less sensitive to the exact shape and
edge of the holes. Only the amount of removed material is of significant importance.
As a consequence we can extract an empirical expression relating the GAL thermal
conductance to that of pristine graphene. In the regime where the thermal conductance







κpriph (T ) . (3.1)
From this approximation we fit the ’linear regime offset’ β ≈ 0.25 and the dimensionless
parameter α(T ), given in the inset of Fig. 3.6. Above room temperature α ≈ 0.5 is
almost constant. The lines in Fig. 3.6 are illustrating this parametrization. Only the
variation of absolute hole size is plotted in Fig. 3.6, for a fixed unitcell dimension L.
No qualitative difference is found regarding antidot concentration dependence of the
thermal conductance keeping the hole geometry fixed and varying the unitcell parameter
L. Again, this illustrates that the phonon properties are less sensitive to the exact nature
of the holes as compared to the corresponding electronic properties.
3.3 Thermoelectric properties
The efficiency of a material in converting temperature gradients into an electric volt-
age, at an average temperature T , is quantified by the dimensionless figure of merit
ZT = S2GeT/κ. Thermoelectric materials with ZT ≈ 1 have an efficiency in the range
of available thermoelectric components based on nanostructered bulk materials, whereas
ZT > 3 is needed to compete with conventional refrigerators and generators[115, 185].
We thus seek a high electronic power factor, S2Ge, and minimal thermal conductance
κ = κph + κe which includes contributions both from phonons and electrons.
Maximal thermoelectric figure of merit, ZT , is obtained after length convergence due
to the increased band gap and decreased thermal conductance. It becomes independent
of length at the same scale as the electron and phonon transmissions (M ≥ 7) as the
superlattice properties settle in. I.e. since our system consists of two graphene leads
connected by a perfect superlattice of holes it never reaches a diffusive transport limit.
3.3 Thermoelectric properties 27




























Figure 3.7: ZT for {10,6arm} and {10,5zz} lattices at the four temperatures
[450,300,150,90] K. At low temperature the pure electronic figure of merit,
ZTel, can be very large due to a vanishing thermal conductance from elec-
trons and sharp features in the transmission spectrum. At low temperature
many sharp transmission features also becomes visible in the actual ZT .
From Paper I.
Fig. 3.7 shows the estimated ZT as a function of chemical potential for two repre-
sentative GALs. ZT has a number of peaks corresponding to a large variation of the
transmission with energy. The Seebeck coefficient is a measure of these changes and
their robustness to temperature smoothening, and displays peak values of the order
of 0.1-1.5 mV/K, which is similar to what has been obtained for other carbon based
nanosystems and molecular contacts[13, 142, 159].





















Figure 3.8: ZT dependence on the ratio of removed atoms in the nanoperfora-
tion at T = 300 K. Systems included in the figure are {10,Szz}
with S=3,4,4.5,5,5.5, {10,Sarm} with S=3,4.5,5,6 and {10,Scir} with
S=3.5,4.7,5 (full lines) and furthermore two set of systems with a fixed
hole {L,3arm} and {L,3zz} with L=6,8,10,12 (dotted lines). From Paper
I.
The Seebeck coefficient is highly sensitive to the variations in the electronic trans-
mission resulting from different hole edges, sizes and so forth. In Fig. 3.8 we collect the
maximum ZT values we have found for a selection of GALs. We can extract a set of
design guidelines from this result. First of all it seems possible to obtain larger ZT from
GALs based on hexagonal holes with armchair edges. The presence of highly splitted
flat-minibands reduce the power factor of GALs with pure zigzag edge chirality. The See-
beck coefficient can be larger for zigzag edges. However, the power factor is significantly
lower due to the lower transmission from the isolated energy levels with low dispersion.
There is also a weak trend that the hole dimension compared to the system size should
be maximized. By increasing the hole dimension we actually reduce the electronic fig-
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ure of merit (κph = 0 result) but increase the obtained fraction of it due to a reduced
phonon conductance. We also examine if the antidot concentration should be varied by
changing the hole size, while keeping the lattice parameter L fixed, or by keeping the
hole size fixed under L variation. The latter examination is computationally possible
only for small antidot dimensions. Therefore, it is possible to see if the thermoelectric
properties depend on the absolute hole size or only on the antidot concentration. For
the examined systems we find that antidots with smaller absolute sizes seem to result in
better thermoelectric performance for holes with armchair edges. For holes with zigzag
edges the exact nature of the localized states comes into play and seems to keep the
thermoelectric performance less sensitive to the absolute hole size. We conclude that it
is possible to obtain fair thermoelectric properties of GALs. ZT can exceed 0.25 and is
highly sensitive to the atomic arrangement at the hole edges.
As mentioned one could expect several effects to further reduce the thermal conduc-
tance relatively more than the electronic conductance. Isotope scattering, anharmonic
interactions, defect scattering in the diffusive limit and graphene-substrate interactions


































































Figure 3.9: ZT variation with a decrease of the phonon thermal conductance at T =
300 K. ∆ describes the fraction of the original thermal conductance used in
the calculation. Top: ZT as a function of the chemical potential and the
phonon thermal conductance for the {10,6arm} (left) and {10,5zz} (right)
GAL. Bottom: Peak ZT as a function of the variation of the phonon
thermal conductance. From Paper I.
illustrate the effect of a reduction of the phonon thermal conductance. The parameter
∆ gives the fraction of the original phonon thermal conductance kept in the calculation.
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For the {10,6arm}GAL the first peak (µ ≈ 0.37 eV) increases more rapidly than the
high energy peaks. The peak position crossover happens around ∆ ≈ 0.35. When the
phonon thermal conductance dominates, the figure of merit variation goes as ZT/∆,
clearly present in the low energy ZT variation (see Fig. 3.9, bottom) even when the
phonon thermal conductance is reduced below 5% of its original value. This illustrates
two important points. At high chemical potential the main limitation is the power
factor and not a further reduction of the phonon heat conductance. On the contrary
one could obtain a significant ZT enhancement at low chemical potential by further re-
ducing the thermal conductance. The main difference between the {10,6arm}GAL and
{10,5zz}GAL is that the first mentioned is limited by the power factor while the latter
is limited by the phonon conductance.
One interesting scattering mechanism that solely reduce the thermal conduction is
the effect of isotopes. The effect of isotopes on the thermal conductivity of graphene
has recently attracted much attention due to the advances in graphene synthesized by
chemical vapor deposition (CVD). By using sequential input of 13CH4 and
12CH4 several
groups have managed to fabricate graphene with regions of different isotopes[103]. The
local thermal conductivity of the regions with different isotopes has been measured
by Raman spectroscopy[37]. The isotope effect has been addressed theoretically for
graphene[125, 206] and nanoribbons[79].
Figure 3.10: The effect of isotopes is considered for a long system (up to M = 12).
The random isotopes of 13C atoms are distribution at random positions
at each M with a concentration of 50%. For the supercell pattern every
second unit cell consist of 13C isotopes. The temperature is 300K. From
Paper III.
In Fig. 3.10 we see how isotope scattering give rise to a significant reduction in
the thermal conductance of two GAL systems with different hole shape and size, as a
function of length of GAL-device. Comparing the reduction from the random isotope
distribution to that of a pattern (alternating isotopes for every 2-hole supercell), it is
clear that the ”clustering” of isotopes leads to an extra reduction for especially the
acoustic modes in the GAL region. With random isotopes the thermal conductance of
the M = 12-{10,6arm}-device is reduced by 55%, compared to 88% with the ordered
isotope pattern. For devices of longer lengths we enter the diffusive region and cannot
neglect phonon-phonon scattering as considered here.
Since isotopes only affect the thermal properties we get a significant increase in ZT ,
especially at low gate bias where thermal transport is dominated by phonons. A peak
max(ZT ) ≈ 0.8 is observed for the supercell pattern of isotopes at 300K, compared to
max(ZT ) ≈ 0.26, 0.17, 0.07 and 0.13 for the ideal {10,6arm}, {10,3arm}, {10,9zz} and
{10,3zz} GALs without isotopes. The oscillations in ZT with M stems from the choice
of patterning where we only have 50%−50% isotopes for even M . With random isotopes
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we can exceed max(ZT ) ≈ 0.4 for the {10,6arm} lattice. This illustrates that one can
benefit from a further reduction of the heat conductance in GAL devices to increase the
thermoelectric efficiency.
We conclude that nanopatterning of isotope distributions can be more efficient in
scattering phonons than a random distribution. This holds true up to a certain cluster
size, where all frequencies are not affected equally anymore. In general isotopes, both
randomly distributed or not, seems very efficient in reducing the thermal conductance.
Other scattering mechanism related to disorder are discussed in Paper III, but will not
be mentioned here.
3.4 Topology optimization of the thermoelectric proper-
ties of graphene
The GAL may be a good guess for a thermoelectric device based on graphene. Cer-
tainly, it allows one to manipulate the thermal properties and band gap in a direct
way. However, modern computer technology allows for optimization routines where one
can scan through a large set of promising configurations. Topology optimization ad-
dress the general problem of “where to put the holes” to optimize a physical parameter
of interest. Within production industries there is a heavy demand for obtaining high
quality at a low material cost. Topology optimization methods were initially developed
within continuum mechanics, but has now found applications in a wide range of engi-
neering fields[3, 16]. For instance, recently developed applications are within nano-scale
heat transfer[55], thermoelectric generators[172], piezoelectric actuators[93, 201], pho-
tonic waveguides[186] and steady-state Navier-Stokes flow in microfluidics[138]. In this
section we develop a methodology for atomistic topology optimization of transport prop-
erties. The result is mainly the method and implementation by itself, but we aim at
topology optimization of ZT for graphene and graphene nanoribbons and discuss some
potential issues with application of the machinery to atomic structures.
3.4.1 The model
In this section we introduce the mathematical model of how the design variable (or
density), ρ, is varied locally in the atomistic transport calculation. We furthermore
perform the sensitivity analysis of how to obtain the change in thermoelectric behavior
with variation of the local density.




S2(µ0, T, ρ)Ge(µ0, T, ρ)






ρ(r)dr− f · |Ω| ≤ 0 (3.4)






To simplify the calculation we keep the phonon thermal conductance fixed and optimize
the electronic part at a specific chemical potential µ0. Instead of performing a phonon
calculation at each iteration we apply a volume constraint. This may reduce the power
factor globally, but to lowest order a larger fraction hereof is obtained when the phonons
3.4 Topology optimization of the thermoelectric properties of graphene 31
are included correctly. From the previous section we know that the thermal conductance
scales linearly with the removed amount of material. For instance eqn. 3.1 suggest a
good initial guess for the thermal conductance at a volume constraint f >60%. An
optimization strategy could therefore be: First optimize ZT with a fixed estimated
thermal conductance, which will be a very fast single orbital problem. Then perform
a single phonon calculation with the dynamical matrix of graphene modified by the
density field and optimize ZT with fixed thermal conductance during some optimization
iterations. This procedure can be repeated so that the thermal conductance eventually
do not need to be updated anymore. Lastly one could do a full optimization where both
electron and phonon properties are modified during each iteration. The main problem
will in this approach be if the relaxation matters, so we are in principle restricted to
f >60% in any case.
We define a density field adjusting the local density of carbon at each site between
’white’ and ‘black’, 0 < ρ < 1. We compare the performance of two different transport
models that both describes the effect of removing individual atomic sites, ρi = 0 for site
’i’.
 Onsite model: The onsite energy is defined as Hii = 0 + (1 − ρi)pmax. The
derivative of the Hamiltonian is ∂Hii∂ρi = −p(1− ρi)p−1max.










The onsite model is frequently used to model point defects and edge disorder in graphene
nanostructures. The hopping model combines the density at the two atomic sites in a
parametrization of the hopping element of a bond. The panelization parameter, p, is
adjusted to obtain as “black-white” configurations as possible.
To illustrate the models we consider the transmission across a minimal armchair
ribbon, where we gradually remove 3 atoms at one edge, Fig. 3.11. In (a) we show the
transmission as a function of energy for varying density at the defect sites. Interestingly,
we find that the transmission peaks, when developed, are fairly stable positioned at
the final peak energy. This is not the case for the onsite model, where we find the
transmission peak position to converge slowly to the correct position. In (b) and (c)
we show the transmission at the defect peak position, µ0 = −0.6 eV, as a function
of design variable. The transmission should be 1 in both limiting cases (from perfect
ribbon at ρ = 1, to defected ribbon at ρ = 0). For the onsite model max ≥ 102 for
the barrier to actually act like a defect. max = ∞ corresponds to the defected GNR
while max = 0 corresponds to graphene. This model seems to trap itself between a
smooth variation and wrong Te at low max versus an abrupt variation and correct Te
at high max. Therefore, the onsite model seems more sensitive, with a very nontrivial
interpolation between transmission and density. On the contrary, the hopping model
shows a change in transmission with density that seems quite smooth and easy to fine
tune with a p in between 1/2 and 5. If we increase the p above 1 a low density will very
fast be equal to a true defect, promoting highly contacted devices. The hopping model
therefore seems the most promising, despite the additional complexity in bookkeeping
of the elements.
3.4.2 Sensitivity analysis and reintroducing recursion
The difficult problem of iteratively minimizing a function on the basis of a series of con-
straints and information from previous iterations is performed with the licensed math-
32 3. Thermoelectric properties of finite GALs






















(a) Transmission from the hopping model at different designed
density at three atomic sites. Insert: The transport setup
of a minimal GNR between two leads. The 3 missing atoms
illustrates the sites where the density ρi is gradually reduced
from one.




































(b) Transmission for the onsite model at the peak
position µ0 = −0.6 eV as a function of design
variable.























(c) Transmission for the hopping model at the peak
position µ0 = −0.6 eV as a function of design
variable.
Figure 3.11: Transmission across a minimal GNR as a function of the design variable,
which illustrates how smooth the transition from perfect to defected ribbon
is within the two models.
ematical Method of Moving Asymptotes (MMA) developed by K. Svanberg[16]. The
essential ingredients is a previous and present set of densities, object functions and sen-
sitivities to changes in the local densities. In our case, the fundamental parameter is the
energy dependent transmission. We now evaluate the sensitivity of the transmission to
a change in the design variable. Direct derivatives of the Green’s functions are rather














The remaining ∂H∂ρi factor is evaluated according to the chosen models in the previous
section. Eqn. 3.7 is consistent with a lowest order Dyson equation, i.e. replacing the
Green’s function in the Landauer formula with Gr/a + Gr/a ∂H∂ρiG
r/a.
We apply a recursive method for evaluating the part of the Green’s function rele-
vant to the transmission and sensitivity calculation. We slice our system in subsystems
from one lead to the other only interacting with the neighbor cells, see Fig. 3.12A. The
equation for the system consisting of (n+1) subsystems is
[
(E + iη)I−H(n) [0 · · · −Vn]T[






















where the Green’s function at the previous step and the coupling parts are written in
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Figure 3.12: A) The full Hamiltonian is partitioned in N subsystems, described by Hn,
only connected by nearest neighbor coupling matrices, Vn. B) Part of full
Green’s function needed to perform transmission calculation. The L and
R regions describes the part connected to the lead self-energies. Only
the corner part with the lead dimensions is needed for the transmission
calculation. C) Part of full Green’s function needed to perform the calcu-
lation of the sensitivity. The full first block row and the last block column
contributes.
























 ,G(n+1)rl = [ G(n+1)n+1,1 · · · G(n+1)n+1,n ] .
We operate with two sets of indices: the lower block indices and the upper iteration
step (length of system). The recursive procedure for obtaining the relevant blocks of the
Green’s function is described in Appendix A, Sec. 9.7.


































Due to the trace and the local nature of the coupling matrices (only nonzero in first and
last block respectively), only the corner part of the full Green’s functions is required, see
Fig. 3.12B.
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Therefore, we only need one block row and column of the full Green’s function, each
with a dimension of the lead, see Fig. 3.12C. By performing the calculations specified
by 9.63-9.66 with the restriction i = 1 we obtain the first and last block rows correctly.
The last block column is related to the last block row by a transpose since the Green’s
function is symmetric. Furthermore, ∂H∂ρn is only nonzero in a single block, and possible
its two neighbor blocks, further reducing the sum over p, q for each n. The recursive
approach has been implemented in Fortran and a speedup is obtained of many orders
of magnitude (compared to the full inversion). However, this is also needed for systems
with more than 102 atoms since on the order of 103 transport calculations are needed in
the optimization.
3.4.3 Simulations
To optimize the algorithm we will not follow the estimated f >60% restriction, but apply
the method to the extreme case of a six unitcell wide GNR with f =0.3 (corresponding
to 3-4 chains between two contacts). The purpose is to illustrate that the method can
be tuned to give ideal atomistic structures. To simplify the analysis we apply a fixed
thermal conductance of 0.25 nW/K. This artificial value is significantly more than what
should be expected for such a narrow ribbon. The drawback of the topology optimiza-
tion techniques is large gray transition regions between solid and void parts that can be
hard to interpret. The tendency to gray transition areas is alleviated by using various
projection methods[187]. Without going into details we apply a threshold projection
filter where one gradually project gray densities above or below 1/2 towards 1 and 0,
respectively. These filtering techniques also impose a characteristic length scale, rmin,
within which sensitivities are obtained as a weighted average. In the examples shown
here, we set rmin equal to the nearest neighbor distance, but for larger structures, it
can be used to define the limit of manufacturability. I.e. structural variation below
the dimensional limits in the fabrication process is removed. As a proof of principle
we illustrate an optimized configuration for a narrow GNR in Fig. 3.13a. A density of
one is displayed as black, while a removed atom, corresponding to a density of zero, is
white. The optimized structure is in this case a constriction with atoms removed in a
periodic fashion along the edge and two point defects. Note that the four disconnected
atoms do not contribute to the transport result. They occur as a result of the projection
technique because the intermediate connecting density at some point was projected to
zero. Additional constraints will be imposed in the future to remove disconnected atoms.
The dramatic change in configuration with projection is also visible as oscillations in the
objective function (ZT ) as a function of iteration number, displayed in Fig. 3.13b. The
objective function is gradually increased during the iterations. As a stable configura-
tion is found the projection toward zeros and ones is increased, resulting in a reduced
objective function. The reduction eventually becomes less pronounced and a physical
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Figure 3.13: Topology optimization of a GNR. a) Configuration consisting of the initial
sites marked by circles. The site density of the final configuration is
displayed as the filling color from white (void) to black (density of one).
The total volume is 0.3 of the configuration space. The breaking of the
left-right symmetry is due to the additional row of atoms used to have
leads with the same geometry. b) Objective function (ZT with an artificial
thermal conductance) as a function of iteration number. Oscillation occur
when gray transition densities are projected further toward zero and one.
c) Conductance and ZT , with an artificial thermal conductance, of the
final configuration.
configuration emerges. The transmission before and after optimization and ZT is il-
lustrated in Fig. 3.13c. The transmission of the ideal ribbon (full line black), with a
density of one everywhere, is unity in the shown energy range. We arbitrarily try to
optimize the ZT at a specific chemical potential, µ0 = −0.6 eV. This is achieved in the
final configuration by introducing a band edge at a slightly lower energy, E ≈ −0.65 eV,
see the final transmission (red full line) in Fig. 3.13c. At T = 300 K a nonvanishing
conductance, high power factor and resulting optimized ZT is achieved at the requested
chemical potential. We conclude that topology optimization methods are applicable
in engineering of transport properties to obtain desired features. It is noted that the
method developed here applies equally well in the thermal transport problem. However,
this is a less sensitive problem that requires longer computations. Topology optimiza-
tion could become a promising tool for optimizing the thermoelectric properties on the
basis of atomistic simulations. Possibly, with additional fine tuning of the projection
techniques to remove gray densities and disconnected atoms.
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3.5 Summary and discussion
In this chapter we presented simulations of the ballistic thermoelectric properties of
finite GAL devices. We showed that the transport properties converge fast toward the
bulk limit with increasing length of the perforated device. GALs with different antidot
shapes and sizes allows one to manipulate the thermal properties and band gap in a direct
way, making graphene a versatile material in electronic as well as thermal management
problems. Specifically, hexagonal holes with pure armchair edges lead to an order-of-
magnitude larger ZT as compared to pure zigzag edges. This behavior was traced back
to the localization of states, which predominantly occurs for zigzag edges, and to an
increased splitting of the electronic minibands, which reduces the power factor of GALs
with zigzag edges.
The simulations were based on the TB+Brenner model. A recent proposal was to uti-
lize edge currents and antidots in zigzag and chiral graphene nanoribbons[36] to obtain
thermoelectric energy conversion. It is noticed that the precise description of these edge
currents relies on extended TB models. However, we believe that the minimal pi-model is
accurate for the periodic structures considered here. Additional phonon scattering mech-
anisms such as isotopes, substrate interaction and anharmonic interaction may further
reduce the excellent thermal transport of graphene to manipulate thermoelectric perfor-
mances. The latter was theoretically found to severely suppress the thermal conductivity
of graphene systems longer than 600A˚[190].
Furthermore, we illustrated how topology optimization techniques may be a promis-
ing tool for generating a set of prototype structures to be tested in more advanced
simulations. This may be a promising route toward atomistic engineering of transport
properties of graphene, as well as other systems, where simple tight-binding simulations
are able to capture many geometrical trends. This was exemplified by optimization of




A key aspect of future graphene-based electronics is the ability to localize carriers
in graphene wires[65], e.g. in order to facilitate electronic graphene networks and
interconnects[4, 24]. The most immediate way of realizing such wire structures is by
cutting graphene into so-called graphene nanoribbons (GNRs). Quantum confinement
will in general induce a band gap in such structures, with a magnitude that scales with
the inverse of the width of the GNR[30, 130]. However, the exact atomistic configuration
of the edge of the ribbon greatly influences the magnitude of this gap, with particular
edge configurations resulting in vanishing gaps or localized edge states.
In this chapter, we review two alternative suggestions to confining charge carries in
graphene published in Paper IV and V. Firstly, in GAL electron waveguides we utilize
the large band gap of GAL structures to guide carriers in graphene in a way closely
analogous to photonic crystal waveguide structures[39]. Secondly, bending graphene
may offer a unique approach towards templated chemical functionalization, which we
use to electronically isolate pseudo-ribbons.
4.1 Graphene antidot lattice waveguides
The previous chapter illustrated how an embedded GAL can be an efficient way of tuning
the electronic and thermal properties of graphene. While bulk GALs are interesting in
their own right, there is a rich opportunity for developing graphene-based devices based
on combinations of GALs and pristine graphene. One such combination, named GAL
waveguides, was suggested in Paper IV.
The basic idea is to sandwich a region of pristine graphene between surrounding
GAL regions with a large band gap, Fig. 4.1. Hereby, one can achieve localized guided
modes in the central graphene region. The periodic perforation induces a band gap in
graphene, rendering it semi-conducting, and the resulting band structure closely resem-
bles that of gapped graphene[149] in the low-energy limit with a parabolic dispersion
Egg ≈ ±
√








. Here we defined the Fermi velocity,
vF = 10
6 m/s, of graphene and the effective gap, 2∆.
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Figure 4.1: (upper panel) Conceptual illustration of a GAL waveguide. A central re-
gion of pristine graphene is surrounded by GAL regions, the band gaps
of which confine states to the waveguide region. Translational symmetry
is assumed in the y–direction, which is along the longitudinal direction of
the waveguide. (lower panel) The geometry of a {7, 3}zz2 GAL waveguide.
Black dots show the location of carbon atoms. Bloch boundary conditions
are imposed on all boundaries. The dashed lines illustrate the enlarged
GAL unit cell, the width of which we denote by w. The lowest-energy
waveguide mode at the Γ point, calculated via the tight-binding model, is
illustrated with circles, the size of which shows the absolute value |ψ(x, y)|
of the (real-valued) eigenstate, while the color indicates the sign. From
Paper IV.
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4.1.1 Dirac model
In this section we employ the simple Dirac continuum model of graphene to derive
analytical expressions for the band structure and eigenstates of the localized modes. This
enables us to extract simple scaling laws for extrapolating results to larger structures and
will be used for benchmarking against the atomistic TB calculation in the next section.
Near the Dirac K point one can linearize the TB Hamiltonian of graphene. The
effective Dirac equation for the two φA and φB spinor eigenstates reads[30, 90][
m(χ) −i (∂χ − i∂γ)











where we introduced dimensionless coordinates (χ, γ) = 2/W × (x, y) and dimensionless
energies  = E/E0, with E0 = 2~vF /W ' 1.278 eV·nm×W−1. We model the GAL re-
gions by introducing a position-dependent dimensionless mass term, m(χ). It is nonzero,
m(χ) = δ = Eg/(2E0) for |χ| > 1 and zero in the waveguide region, |χ| < 1. Here Eg
is the band gap of the GAL region. One should pay careful attention to the alternating
sign between the two sublattices in the diagonal of eqn. 4.1. This sign difference between
the diagonal elements has two important consequences. Firstly, it secures electron-hole
symmetry in the GAL regions. This should be so since the original linearized dispersion
of graphene is symmetric and the scattering from missing atoms is equivalent for elec-
trons and holes. We can explicitly illustrate the electron-hole symmetry by acting twice
with the Dirac Hamiltonian on an eigenstate:[
m(χ)2 − (∂2χ + ∂2γ) 0











From this we see that we have obtained two decoupled ordinary Schro¨dinger equations.
The two spinors are coupled solely through the boundary conditions. Furthermore, the
eigenvalue is now the square of the energy leading to the electron-hole symmetry around
the Fermi energy. This is in contrast to gating graphene in a local area which should
be modelled as a potential term, V (χ), with the same sign in the diagonal of eqn. 4.1.
Gating graphene breaks the electron-hole symmetry by creating a barrier for one carrier
and a well for the other. Secondly, Klein tunneling[90] makes it difficult to achieve
carrier localization in graphene via ordinary gating. The Klein paradox describes the
phenomenon that an relativistic electron can pass through a high barrier perfectly in
contrast to the conventional tunneling. Guiding of electrons via electrostatic gating
was demonstrated experimentally[194] and theoretically[106, 203, 205] albeit with the
caveat that guiding is restricted to a specific range of wave vectors for which Klein
tunneling is negligible. In contrast, the mass term in graphene provides confinement
that is a much closer analogue of gate-defined localization and quantum point contacts
in ordinary two-dimensional electron gases (2DEGs)[177]. This is seen from the fact that
eqn. 4.2 resembles that of a 2DEG, but with the squared energy originating from the
linear dispersion of graphene.
We now discuss the nature of bound states in the waveguide, and thus take 2 < δ2.
The Hamiltonian commutes with the y-component of the momentum operator and we
take spinor components of the form φA(χ, γ) = f(χ)e
iκγ and φB(χ, γ) = g(χ)e
iκγ , where
κ = kW/2 is the dimensionless Bloch wave vector along the longitudinal direction of the




= − (2 −m(χ)2 − κ2) f(χ) . (4.3)
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The normalizable solutions for the first spinor component thus read f(χ) = A±e±βχ
for |χ| > 1 and f(χ) = B cos(αχ) + C sin(αχ) for |χ| < 1. Here, we have defined
α =
√
2 − κ2 and β = √δ2 + κ2 − 2. It is convenient to express the second spinor in





In the waveguide region we obtain the solution g(χ) = i/(Bκ − Cα) cos(αχ) + (Cκ +
Bα) sin(αχ) for |χ| < 1. The general solution is found from the requirement of continuity
of both spinor components at the boundaries of the central waveguide region, see Paper
IV. Here we restrict the discussion to the infinite mass limit, δ →∞, were one can apply
the billiard boundary condition
φB(χ, γ) = −ieiθ(χ,γ)φA(χ, γ) , (4.5)
securing that the local particle current into an infinite mass region is zero[19]. In our
case this results in the conditions that g(±1) = −ie±pi/2f(±1) = ∓f(±1), and after
some algebra (requiring the determinant in coefficient space to be zero) one arrive at an









, n = 0, 1, 2 . . . (4.6)










where Eb(k) = ~vFk is the bulk graphene dispersion relation and s = ±1. The solution
of the problem is thus closely reminiscent of that of an ordinary one-dimensional square
well potential, albeit with the crucial difference that for graphene E ∝ α rather than
E ∝ α2, as a consequence of the linear dispersion relation of graphene. The dispersion
relations of the waveguide modes thus resemble those of gapped graphene[149] with a
mass term of ∆eff = (~vFpi/W )(n+ 12).
We stress that while we focus on GALs for generating a band gap, the Dirac approx-
imation used here is not restricted to this application. The concept of a GAL waveguide
depends only on the existence of a band gap in the GAL region and not on the specific
details.
4.1.2 Simulations
In this section we use the TB model to illustrate how waveguiding modes can be obtained
in GAL waveguides. We extend the GAL notation from the previous chapter to a
waveguide geometry as {L,R}zz/acN . Here L and R are the GAL unit cell and hole
dimensions, respectively. The width W of the waveguide is defined via N ≡ W/w,
where w is the width of the enlarged GAL unit cell, as illustrated in the lower panel of
Fig. 4.1. The superscript ’zz’ (’ac’) denotes a waveguide with the longitudinal direction
along the zigzag (armchair) orientation of the graphene lattice.
The band structure of a {7, 3}zz5 GAL waveguide reveals tightly confined states in
the gapped energy range of the GAL, Fig. 4.2. We take a slightly larger width of
the waveguide, Weff = (N +
1
2)w, than used in the geometry nomenclature, in lack of
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Figure 4.2: (left) Dispersion relation of a {7, 3}zz5 GAL waveguide. The tight-binding
result (thick blue line) is compared to the analytical Dirac results in the
infinite mass-limit results, E∞ns (dashed red) and numerical solution of the
transcendental equation with a finite mass, Ens (full red). For comparison,
the bulk graphene band structure, Eb, is also shown. The shaded gray area
shows the projected bands of the surrounding GAL regions, below which
localized states exist. Note that Λ = 3
√
3La0 (Λ = 3La0) denotes the
lattice constant of the ZZ (AC) waveguide. (right) Corresponding DOS
for the TB model. Note the clear van Hove singularities characteristic of
one-dimensionality. From Paper IV.
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well-defined sharp edges. There is an excellent agreement between the analytical Dirac
results and the TB atomistic calculations. Deviations between the two models mainly
occur for energies close to the projected bands of the GAL, and near the Brillouin
zone edges. The shaded, gray region illustrates the projected bands of the GAL, which
define the region below which localized waveguide states are expected to appear. This
particular waveguide structure supports several localized states. It is worth stressing
that localized waveguide modes exist for all wave vectors in the first Brillouin zone. This
is in contrast to the case of waveguides defined via electrostatic gating, where guided
modes generally exist only for a limited range of wave vectors. The DOS calculated
from the TB model is shown in the right panel of Fig. 4.2. As expected from the
Dirac approximation, the DOS closely resembles one-dimensional gapped graphene, i.e.
g(E) ∝ Θ(E − ∆eff)E/(~vF
√
E2 −∆2eff) with the van-Hove singularities characteristic
















































































Figure 4.3: (a) Energy as a function of waveguide width of the lowest localized waveg-
uide state (Γ-point), for the {7, 3}N family of GAL waveguides. The band
gap is twice this value due to electron-hole symmetry. We compare the
TB model (points) of waveguides oriented along the zigzag (ZZ) and arm-
chair (AC) directions, respectively, to the analytical results obtained via
the Dirac model in the infinite mass limit and including the first-order
correction (black lines). See the legends in panel b. The inset illustrates
the 1/W dependence of the energy for wide waveguides. For comparison,
the thin colored lines show the energies for ZZ and AC GNRs, if certain
edge dependencies are ignored. (b) Corresponding effective masses in units
of the free electron mass, me. In both panels, note the close resemblance
of the results obtained for AC and ZZ oriented waveguides. From Paper
IV.
In Fig. 4.3a, we show the energy of the lowest localized waveguide state at the Γ-
point as a function of the width of a {7, 3}(zz,ac)N waveguide. Again, the analytical results
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are benchmarked against the atomistic model, and we see that the results are overall
in excellent agreement between the two methods. The inset of the figure illustrates
that both ZZ and AC orientations exhibit a clear 1/W dependence of the energies, as
predicted from the Dirac approximation, provided the waveguide is sufficiently wide.
The rather small differences between ZZ and AC orientations are attributed to a slightly
different effective width of the waveguides in the two cases. GAL waveguides are always
semiconducting in contrast to GNRs, where the NNTB model predicts armchair GNRs
alternate between metallic1 and semiconducting behavior depending on the exact width
of the ribbon, while zigzag GNRs display dispersionless midgap states, localized on the
edges[30]. Therefore, one finds a width dependence of the energy of the guided modes
that are simpler than for GNRs, and may be easier to control in experiments. The
figure shows that the energy scaling is in good agreement with that of semiconducting
AC GNRs and ZZ GNRs where the dispersionless midgap states are neglected. GAL
waveguides thus resemble ribbons without the particulars resulting from edge effects.













This result is compared to the numerical simulations in Fig. 4.3b for the lowest waveguide
state. Again, we note that there is excellent agreement between the results obtained
in the Dirac approximation and those from a TB model, for both orientations of the
waveguide. While electrons in pristine graphene have vanishing effective masses, guided
modes obtain a non-zero, albeit still very small effective electron mass, which tend to
zero in the limit of infinitely wide waveguides.
Using the recursive Green’s function method we calculate the transmission through a
GAL waveguide attached to semi-infinite graphene leads, Fig. 4.4a. The conductance of
the ZZ- and AC oriented GAL waveguides is similar in the energy range of the waveguide
mode (shaded area). This is compared to the transmission through a GNR of comparable
dimensions, Fig. 4.4b. We see that the transmission is higher through the GAL waveguide
compared to the GNRs in the energy range for the confined waveguide mode. The
figures also illustrate the conductances with a relatively high level of disorder, for which
edge atoms (at the antidots and GNR edges) are removed with a 5% probability. We
observe that the GAL waveguides retain relatively high conductances. The ZZ and
AC orientations show comparable reductions in the conductance due to disorder. The
ZZ-GNR is less affected by disorder, while the AC-GNR conductance is significantly
reduced except at the lowest energies. We conclude that the GAL waveguides appear to
be relatively robust against structural disorder and in general have higher conductances
than the corresponding GNR systems.
In analogy with photonic crystal waveguides, we expect GAL waveguides to have
a high robustness to kinks along the waveguide. This is illustrated by the local bond
current through the waveguide in Fig. 4.5. The electronic states are clearly localized
in the waveguide and the current is nicely able to follow the guided path through the
device. The left going bond current (per unit energy) in the presence of an infinitesimal
bias voltage is calculated from the left scattering state spectral function, AL,ij , and the
hopping matrix elements Hij from the TB Hamiltonian. Between atom i and j the local
current is AL,ij Hij [180]. To visualize the current on the given scale the current running
away from each atom was calculated and averaged over an applied mesh. The illustrated
1AC-GNRs are metallic for widths W = (3p− 1)√3a0, with p an integer.
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Figure 4.4: Insets show the schematic transport setups for (a) a GAL waveguide and
(b) a GNR, each connecting two semi-infinite graphene leads. Conduc-
tances for pristine (solid lines) and disordered systems (dashed lines) are
shown for (a) GAL waveguides and (b) GNRs, in units of the conductance
quantum G0. The conductance is evaluated at a temperature of T = 100 K.
The straight black dashed lines show the graphene conductance. In the dis-
ordered systems, edge atoms have been randomly removed with a 5% proba-
bility. The length of the waveguides and GNRs are L = 89 nm. The shaded
area in (a) indicates the energy range of the confined waveguide mode. The
transmission is averaged over 100 values of the transverse wave vector, and
we further average over 10 samples with different realizations of the ran-
dom disorder. From Paper IV.
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Figure 4.5: (Left) Bond current through a ’kinked’ {5, 2}(zz)1 GAL waveguide. The cur-
rent is calculated at energy E = 0.25eV with a transmission of T = 1.9.
The current is highly confined to the waveguide region and no additional
reflections are observed due to the kinks. (Right) Conductances of the
’kinked’ waveguide (straight line) and of a straight waveguide of similar
length (dashed line). The shaded area indicates the energy range of the
confined waveguide mode of the straight waveguide. Note the nearly iden-
tical conductances of the two systems. From Paper IV.
average current thus cannot be assigned to the individual atoms anymore, which is the
reason why current appears to occur within the holes in the figure. Since the k-averaged
transmission only changes slightly from the Γ-point result, we use the Γ-point scattering
states. Fig. 4.5 clearly illustrates the confinement of the current to the waveguide region
and the robustness against kinks.
The conductance of the waveguide with a bend is compared to that of a straight
waveguide of similar length, right part of Fig. 4.5. We conclude that the conductance is
nearly identical for the two systems, despite small differences between the two structures
in the oscillations of the conductance. Very low reflection loss is thus introduced by the
kink, despite the fact that the waveguide with a bend switches between zigzag and
armchair orientations. This illustrates the promising prospect in guiding electrons in
electronic wires in graphene.
4.2 Kinked graphene
Graphene consists entirely of surface atoms and it is thus appealing to think of nano-
engineering by chemical modification. Here we discuss local curvature, or bending, of
a graphene sheet as a mean of increasing the chemical reactivity. This presents an
opportunity for templated chemical functionalization as an alternative way to confine
charge carriers in graphene wires.
46 4. Designing the conduction properties in graphene
4.2.1 Curvature-directed process for templated chemical functional-
ization
Recent experiments show that graphene curvature is a mean of hydrogen adsorption,
which may be used for hydrogen storage devices[66] or selective bandgap engineering in
graphane[51]. Graphene exhibits an intrinsic curvature owing to the interaction with
the substrate, but bending graphene could be a feature of the substrate fabrication. For
instance, the bending may be a result of substrate-induced nanomodulation[99, 105, 143]
or thermally generated strains in graphene suspended over a trench[12].
In paper V we suggested to use bending to obtain site-selective adsorption of atomic
hydrogen on convexly curved regions. All simulations are based on SIESTA, with param-
















Figure 4.6: Rippling and kink formation by hydrogen absorption. (a) Smooth ripple-
like structure where the first and last six rows of carbon-dimers are surface-
clamped regions with a separation of L= 90 A˚. Atomic hydrogen is adsorbed
at positions I–VIII. (b) The resulting kinked graphene structure after hy-
drogen is adsorbed in lines at the most reactive position (II) corresponding
to the smallest local radius of curvature. The four kinks divide the structure
into five sections, S1–S5. From Paper V.
one has to bend or ripple graphene by the means illustrated in the experiments, e.g.
nanomodulation by a templated substrate, strain-engineering or thermal expansion of
a sheet suspended over a trench. Secondly, one use curvature-directed linear alignment
to absorb hydrogen along the bend. We examine hydrogen absorption at the I-VIII
positions to predict favorable hydrogen absorption sites. Thirdly, the absorbed hydro-
gen modifies the local bonding from sp2 to sp3 giving a relaxation mechanism towards
linear stable graphene kinks, Fig. 4.6b. In effect one obtains electronically isolated
pseudo-ribbons with properties similar to that of ideal GNRs. Recently, a related pro-
cess sequence was suggested to unzipping GNRs by oxidation[173].
Adsorption of hydrogen on graphene involves a reaction barrier which needs to be
overcome before the single hydrogen atom sticks to the graphene sheet. DFT calcu-
lations have showed that atomic H adsorbs on-top on flat graphene with a barrier of
0.2 eV[77, 195], locally decreasing as more H atoms are added. In Fig. 4.7 we have
4.2 Kinked graphene 47




































Figure 4.7: Calculated reaction barriers for hydrogenation of bend graphene as a func-
tion of the local radius of curvature (II–VIII in Fig. 4.6a). Flat graphene
(position I) has an infinite radius of curvature and is used to normalize
the barriers. Calculations are spin-polarized due to unpaired electrons and
allow for atomic relaxation. From Paper V.
obtained adsorption barriers for reacting with single atomic H on the graphene bend at
positions with different local radius of curvature (RoC) (positions I–VIII in Fig. 4.6a).
The barrier is determined by calculating the total energy for each position of hydrogen
above graphene as the hydrogen is moved successively closer to the graphene with the
hydrogen-bonded carbon atom and its three nearest neighbours free to relax. The second
least curved position (VIII), resulting in a large RoC, reduces the barrier by roughly 3%
compared to flat graphene (position I). The most curved position (II) in our considered
structure has a minimum RoC of ∼20 A˚ resulting in a barrier reduction of roughly 16%.
For comparison, this RoC corresponds roughly to the radius of a (25,25) nanotube. Sim-
ilar enhanced chemical reactivity with decreasing RoC was found in experiments for C60
molecules and carbon nanotubes (CNTs)[157, 169].
We may understand the reaction barrier and its change with curvature by considering
the changes in carbon bond lengths. The barrier is due to the fact that the reacting
carbon atom has to be pulled out of the graphene plane, stretching the strong carbon-
carbon bonds, when reacting with the incoming hydrogen atom. When the graphene
sheet is curved the carbon atom is already slightly out of the plane, and thus the energy
required to pull the atom further out of plane is decreased compared to flat graphene.
We conclude that the considered system allows the adsorption of hydrogen atoms
in single lines. The kink in the atomic structure due to the sp3-binding of a single H
makes the graphene curve even more in its vicinity which, in turn, preferentially lowers
the barrier for absorption of a H along the linear bend. This suggests a mechanism
for curvature-directed linear alignment and leads to the decoration of the entire linear
bend turning it into a kink-line. It may be viewed as analogous to crack formation
mechanisms, where the breaking of a bond increases the stress on neighbouring bonds -
only in this case, the graphene is hydrogenated rather than broken or destroyed.
4.2.2 Kink formation and electronic transmission through kinks
Next, we examine the energetic and transport properties of kink-lines in the armchair-
direction. We first consider a single kink with angle ϕ, e.g. between sections S1 and S2
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in 4.6b. The kink-angle ϕ is varied in the range 0◦. . . 90◦, while the three nearest unit
cells on each side of the kink are allowed to relax. The total energy per H is shown as
a function of ϕ in the inset of Fig. 4.8, showing a minimum energy for ϕ≈50◦. This
angle roughly corresponds to the angle in a sp3-configuration where 2ϕ=109.5◦. The
adsorption of H causes local changes in the geometry, i.e. only the carbon atoms very
close to the kink are moved, while the remaining structure remains unperturbed. For
this reason, the adsorption of hydrogen atoms can be considered as a process which
locally pins the bend in a kink formation.
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Figure 4.8: Electronic transmission through a single kink normalized with the pristine
graphene transmission (T0) as a function of the kink angle, ϕ, for electrons
(E>0) and holes (E<0). The arrow indicates the normalized transmis-
sion at the equilibrium angle determined from the total energy calculations
shown in the inset. From Paper V.
The electron transmission per unit-cell width is linear in energy for pristine graphene
in an energy range around the charge neutrality point (E=0), e.g. T0∝E. We find
similarly that the calculated kink-transmission curves also are linear, and therefore we
express the results for the transmissions in terms of the roughly energy independent
ratio T/T0 =const. The kink breaks the electron-hole symmetry and we fit E>0 and
E<0 separately, as shown in 4.8. Larger kink-angles result in an increase in the overall
transmission, which may be contributed to a better pi-orbital overlap across the kink. For
the equilibrium angle, ϕ=50◦, the ratio T/T0 is close to 0.17 in both regions (indicated
by the arrow in 4.8), corresponding to a transmission reduction of 83%. Thus, we see that
the hydrogen-induced kinks in graphene can be used to form effective electron barriers.
We now show how two parallel kinks lead to a local electronic structure which re-
sembles that of an isolated GNR between the kinks. Hydrogen terminated armchair
GNRs are semiconducting but have a small energy gap when the width in atomic lines
is N = 3L− 1, where L is an integer[30]. In Fig. 4.9 we compare the electronic band-
structure for armchair GNR (aGNR) (left panel) to the electronic transmission through
two kinks separated by the corresponding aGNR width (right panel). In the present
case the initial width (or, kink separation) is N=17 atomic lines of carbon, which shows
a semi-metallic behaviour in the transmission spectrum with a small transport gap. In
accordance with isolated aGNRs the next two widths N=18, 19 are semi-conducting,
while the last investigated width N=20 is semi-metallic again (not shown). The close
correspondence between the electronic band structure for the GNR and the transmission














































Real ribbon Pseudo ribbon
Figure 4.9: (Left) Band structures for H-passivated armchair ribbons with varying
width, N . The ribbons are a zero-gap semi-conductor, a semi-conductor
with band gap EN+1=0.4 eV, and a semi-conductor with band gap
EN+2=0.5 eV for widths N, N + 1, N + 2, respectively. All widths are
based on the number of carbon atom lines N=17. The band gaps are
indicated by arrows and highlighted. (Right) The electronic transmission
functions for the corresponding pseudo-ribbons, i.e. across two parallel
kinks of varied separation as shown in inset. From Paper V.
gap for the double kink system allows us to consider the structure between two kinks
as a pseudo-ribbon. For the semi-conducting pseudo-ribbons transport gaps surrounded
by van Hove-type 1D behavior are seen in the transmission functions (4.9, right panel).
The transport gaps, Egap =0.4 eV and Egap =0.5 eV, are in reasonable agreement with
power-law scaling of Egap with width found for aGNRs[30]. We note that the pseudo-
ribbon breaks electron-hole symmetry. For the N = 18 case a larger van Hove resonance
is seen at the valence band-edge, while for N = 19 a larger resonance is seen at the con-
duction band-edge. There are small transmission values within the electronic band gap
due to leakage through the barriers, which we expect to introduce shifts in the energies
between the real and pseudo aGNRs.
4.3 Summary and discussion
In summary, we have considered two approaches for confining charge carriers based on
GAL waveguides and the functionalization of kinks in graphene.
GAL waveguides support modes which are highly confined to the waveguide region
and are robust against structural disorder and kinks in the waveguide. They differ from
electrostatic waveguides since confinement is not limited to a specific range of wave vec-
tors where Klein tunneling is negligible. Furthermore, we were able to derive analytical
results from the Dirac method. This was used to illustrate that while antidot lattices
do provide means of achieving localization the concept relies on a general principle that
goes beyond the specifics of how a band gap is generated. Additionally, the analytical
results illustrates the scaling with geometrical parameters to larger devices. We found
that GAL waveguides have higher conductances than corresponding GNRs but otherwise
resemble GNRs without the complications related to edges.
Preliminary results for the thermoelectric performance of GAL waveguides suggest
ZT to be limited by the presence of the surrounding GAL. In essence one reduces
the electronic problem to a 1D problem, while the phonons, being less sensitive to the
atomic arrangements, still behave as part of a 2D system. Therefore, ZT is limited by the
nonzero thermal conductance of the surrounding GAL. An advantage of the surrounding
GAL may instead be that it will mechanically stabilize the structure and be able to carry
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some of the generated Joule heat away from the device. GAL waveguides may thus be
an attractable way of realizing electronic wires in integrated graphene circuits.
Additionally, we discussed a curvature-directed process for templated chemical func-
tionalization of graphene. This may result in a pinned kink formation where pseudo-
ribbons are electronically isolated by effective electron barriers in the form of atomic
hydrogen absorbed along the bend. Both the GAL waveguides and kinked graphene il-
lustrate the richness in utilizing nano-engineering and quantum confinement in designing
the conducting properties of graphene to specific applications.
Chapter5
Inelastic signals in graphene
nanoconstrictions
This chapter is concerned with the theoretical modeling of inelastic tunneling spec-
troscopy (IETS). The IV -characteristics can provide a spectroscopic fingerprint of a
molecular junction. We present the newly developed extended LOE (exLOE) method
applicable to systems where the electronic structure is changing on the scale of the
phonon frequencies. This occurs, for instance, in graphene nanostructures where phonon
frequencies can exceed 0.2 eV. Additionally, the results from the exLOE is presented and
compared to that of the original wide-band LOE where all electronic parameters are
evaluated at the equilibrium chemical potential.
5.1 IETS from exLOE
Molecule vibrations are hard to access by experiments in a direct way. However, molecules
can be contacted to metallic leads within state-of-the-art molecular electronics. There-
fore, it is interesting to gain as much information as possible from the IV -characteristics.
In inelastic tunneling spectroscopy one evaluates the second derivative of the current with




used, since the current scales with the number of molecules in the junction. At bias
voltages where electrons are able to lose (gain) energy by emission (absorption) of a
phonon a new transmission channel opens or closes. This results in a peak (dip) in the
second derivative if a channel is opened (closed). Hereby, the spectrum can be used to
identify characteristic vibrations of the molecule that are interacting with the electrons.
The LOE model for inelastic transport has successfully predicted inelastic scattering in
Au-chains[57] and hydrocarbon molecules[146]. One can envision that inelastic mea-
surements could be performed for graphene nanostructures as well. Recent low temper-
ature scanning tunneling spectroscopy measurements on graphene, epitaxially grown on
a Ru substrate, did find inelastic fingerprint features in the IV [32]. To our knowledge,
there are currently no measurements available of the inelastic features in nanostructured
graphene devices. Nanostructuring graphene may give rise to Lorentzian-like resonances
such as the one depicted in Fig. 5.1. When phonon frequencies are much smaller than
the variations in the electron transmission (dashed line, FWHM>> ω) the WBA can be
applied. In the WBA one evaluates the electronic variables at the equilibrium chemical
potential, (µL + µR)/2. This is often a good model for metals. With a peak broadening
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Figure 5.1: Model transmissions with variations on different energy scales. The shown
example is a Lorentzian resonance with a broadening comparable to the
phonon frequencies (full line) and one where the frequencies are much
smaller than the broadening (dashed line). The exLOE procedure extends
the method to model a system with such dramatic variations. Tuning away
from the resonance energy the original LOE and exLOE are equivalent.
comparable to the phonon frequencies (full line, FWHM< ω) it is clearly not accurate
to assume a constant electronic structure.
The success of the original LOE lies partially in the transparency of the equations
that are fairly easy to implement in a DFT-NEGF setup. We here provide a very
convenient extension that takes care of strong variations in the electronic structure but
at the same time keeps the equations in a form very similar to the original formulation.
To illustrate the assumptions that goes into the model we derive the fourth correction to
the current below. The remaining terms are derived in appendix 9.5. For equal electron































Cα¯α(ω)(nαF (ε)− nα¯F (ε− ω)).
We used the relation between the coth(x) and Bose-Einstein distribution (cf. eqn. 9.5)
and defined Cα¯α(ω) ≡
(







temperature the phonon spectral density is A(ω) = 2pi∑n (δ(ω − ωn)− δ(ω + ωn)). For























(µα − µα¯ − ωn) Tr
[
MλnA˜α(µα¯ + ωn + ∆/2)MλnAα¯(µα¯ + ωn + ∆/2− ωn)
]
,
where we assumed a zero electronic temperature in the Fermi functions and in the last
line approximated
∫ a+∆
a f(x)dx ≈ ∆f(a+∆/2). Near the threshold we can assume that




(µα − µα¯ − ωn) Tr
[
MλnA˜α(µ0 + ωn/2)MλnAα¯(µ0 − ωn/2)
]
(5.2)
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At strictly zero phonon temperature Cα¯α(ωn) → 2θ(µα − µα¯ − ωn). This gives the
threshold condition, i.e. phonon emission is possible only when eVa ≡ µα − µα¯ ≥ ωn.
This results in a step function in dI/dVa, and a delta peak or dip in d
2I/dV 2a . For the
opposite bias polarity µα/α¯ = µ0∓ωn/2 the other term from −δ(ω+ωn) will contribute
to phonon emission.
The final expressions for the exLOE is
I(Va) = G(Va)Va +
∑
n
{Csym(ωn, Va)Isym(ωn, Va) + Casym(ωn, Va)Iasym(ωn, Va)}
(5.3)
The difference from the original LOE lies in the frequency dependence of the Csym/asym
coefficients. If the frequencies are set to zero in these coefficients the inelastic signal
obtained is equivalent to that of the original LOE. In the exLOE the coefficients are









Casym(ωn, Va) = 2Re {Tr [MλnAα¯(µα)Γα(µα)Gr(µα)MλnAα¯(µα¯)]
− Tr [MλnAα¯(µα¯)Γα(µα¯)Gr(µα¯)MλnAα(µα)]} , (5.4)



















H{nF (ε′ − ωn)− nF (ε′ + ωn)}(ε) (nF (ε− eVa)− nF (ε)) . (5.6)
The Hilbert transform is defined as H{g(x′)}(x) = 1piP
∫ g(x′)
x′−xdx
′, where P is the prin-
cipal value1. These functions are illustrated in Fig. 5.2. The symmetric term, Isym,
















































Figure 5.2: Generic functions in the LOE expression describing the universal variation
of dIdVa with bias.
corresponds to symmetric conductance steps at the vibrational energies whereas the
asymmetric term, Iasym, corresponds to conductance peaks and dips which are asym-
metric with voltage inversion.
1For the Fermi function difference the integral can be solved analytically by contour integration,










, where h(x) = xψ(ix) and ψ(x)
is the digamma function.
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5.2 IETS for a graphene nanoconstriction
This section presents SIESTA calculations of the inelastic signals obtained from both
the original LOE and novel exLOE. The system is illustrated in Fig. 5.3 along with the
Γ-point transmission. Besides shifting the position of the second peak all main features
Transport 















Figure 5.3: Transport across a GNC passivated by hydrogen between two pristine
graphene leads. The effect on inelastic transport of the presence of a Li or
Zn adatom at the indicated H-site is examined. Left: System setup. Right:
Transmission function from a Γ-point calculation for the three systems.
in the peak neighborhood are unchanged by the presence of the adatoms. In Fig. 5.4
the IV -characteristic of the pristine GNC is illustrated. For now the GNC is gated to
the second peak at µ0 = −0.57eV (cf. Fig. 5.3). The main point is that the results
from LOE and the exLOE are remarkably different. Therefore, we can conclude that
the original LOE formalism breaks down for systems where the electronic structure
is changing on the scale of the phonon frequencies. Within the LOE the electron-
phonon coupling seems artificially strong, i.e. the change of conductance is larger than
a few percents. This exaggerated effect of e-ph interactions is ascribed to the WBA
assumption of a constant electronic structure. An additional option is the inclusion of
the heating[145], where the nonequilibrium phonon numbers are obtained from a steady
state rate equation, within the WBA. From this we see that if one exploits the wide-band
calculation to a maximum unphysical results may return. Specifically we can obtain a
negative differential conductance in a bias region where no phonon modes can give rise
to the change.
Figure 5.5 shows the inelastic tunneling spectrum for the GNC. Five distinct peaks
show up. The strongest interacting modes are located around 170 meV. We will later
analyze how these modes contribute to the local heating of the system. The eight phonon
modes with the largest inelastic signal are also illustrated. A finite broadening is included
in the signal from the finite temperature of T = 4.2K (boiling temperature of helium).
Other broadening mechanisms exist that are not included, e.g. originating from a lock-in
modulation voltage[56, 146] or coupling to the surrounding phonon baths.
Table 5.1 contains the linear frictions, giving the broadening due to the phonon bath,
for the characteristic modes. The friction is calculated from the phonon self-energy due




|ω=0. It will be smallest for modes
localized in the center of the constriction (e.g. M3 and M6) and larger for modes with
displacements near the contacts (e.g. M1, M5 and M7). The largest phonon friction in
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Figure 5.4: Inelastic current and conductance for the GNC. Top: IV -characteristics of
the GNC at a chemical potential of µ0 = −0.57eV. Bottom: dI/dVa(µ0 =
−0.57eV) curves within the different approximations; LOE including the
wide-band heating effect[145], original LOE and exLOE. The LOE result
shown here including the wide-band heating is used to stress that if the
wide-band result is used for the present system unphysical results may occur
- e.g. the negative conductance observed here. The LOE results is strongly
modified in the new exLOE signal including the finite phonon frequencies.
Table of damping
M1 M2 M3 M4 M5 M6 M7 M8
ω [meV] 193 192 172 171 168 128 76 49
ηph [meV] 16.2 3.0 0.6 5.2 6.3 0.2 6.4 2.6
ηe [meV] 12.9 8.0 15.1 7.9 26.0 5.8 1.8 1.0
Table 5.1: The friction from phonon and electron baths for the eight characteristic
modes.
the system is found to be ηph = 77.1 meV for comparison. The table also contains the
electronic friction2. The electronic friction is notable large for mode 5 by comparison
with the phonon friction. This mode also leads to the largest peak in the d2I/dV 2a and
will from hereon be labeled the IETS mode. It is very close in frequency to a runaway
mode heated by a nonlinear mechanism examined in the next chapter.
The Hamiltonian is the same for planar graphene nanostructures whether we move
atoms up or down in the out-of-plane direction. Therefore, the out-of-plane electron-
phonon coupling elements between pi-orbitals will be zero since these are also symmetric
about the out-of-plane direction. Since the current is mainly running through the pi-
orbitals we should expect the current to interact the strongest with longitudinal modes
2In the next chapter the details of the calculation of the friction due to the electron bath will be
given.
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Figure 5.5: Inelastic signal for the GNC. Top: d2I/dV 2a (µ0 = −0.57eV) curves within
the different approximations. The LOE result is compared to the new
exLOE signal including the finite phonon frequencies. Bottom: Main con-
tributing modes to the five main peaks. The contributing modes are the
same within both LOE and exLOE although the exLOE signal is clearly
different.
in the device plane. The characteristic vibrations found for the GNC are all in-plane as
expected.
In Fig. 5.6 we examine the effect of gating the GNC away from the second peak. Three
scenarios are considered: Gating to the peak position as above, gating slightly away to
where the transmission slope is the largest and gating away from the peak. We conclude
that as one move the chemical potential away from the resonant transmission features we
gradually reduce the overall inelastic signal. Especially the low bias features are initially
decreased when gating to the chemical potential where the transmission slope is largest.
The signal originating from optical modes is also suppressed when gating further away
from the peak. Far away from the peak the LOE and exLOE results agree much better
than near the resonance, as expected due to the slower energy variation.
It is also interesting to examine the influence of the adatoms on the inelastic signals.
This will enable one to evaluate the robustness of the results but also to see if new
fingerprint features occur. Fig. 5.3 shows that the main effect of the adatoms on the
electronic structure is to shift the position of the second transmission peak. Therefore,
modifications mainly originate from the change in the local vibrations of the GNC. Both
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Figure 5.6: Inelastic signal for the GNC gated or with adatoms. Left column:
dI/dVa(µ0) curves for the GNC gated to the peak (µ0 = −0.57eV), at
the largest transmission slope (µ0 = −0.62eV) and away from the peak
(µ0 = −0.86eV). Right column: Corresponding d2I/dV 2a (µ0) curves for
the GNC gated to the same three different chemical potentials. Bottom:
Inelastic signals for the pristine GNC and with a Li and Zn adatom on
top the center of a hexagon in the GNC.
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Li and Zn are positioned at the H-site (above the center of a hexagon)3. The main effect
of these light adatoms is a small reduction in the GNC peaks, as shown in Fig. 5.6.
For the Zn adatom additional low frequency peaks occurs whereas no such additional
features are observed for Li. The low frequency of the vibrations of these light adatoms
also supports that the adatoms are weakly bonded. Additionally, we see that the Li
adatoms may be promising candidates for doping of GNCs due to the large shift in
transmission peak without any additional scattering or structural modification. Even
when positioned inside the GNC its effect on the local vibrations and the scattering of
electrons is minimal. We conclude that the main features of the IETS of GNCs seem
fairly robust to a low degree of disorder such as the presence of light adatoms. In general
the developed extension makes it possible to include the effect of electronic resonances
while still being computationally tractable even for larger systems like the GNC.
5.3 Summary and discussion
The new exLOE method is summarized in eqn. 5.3-5.4. One obtains significantly mod-
ified results as compared to the original LOE for a GNC gated to a resonance. Gating
the GNC away from the resonant transmission features gradually changes the exLOE
inelastic signal to that of the LOE. We also showed that high bias features of the IETS
of GNCs are robust to a low scattering disorder. Especially for a Li adatom the IETS is
weakly modified whereas a fingerprint signal may be found for slightly heavier adatoms
such as the Zn adatom considered. A manuscript describing the exLOE method is in
preparation.
As mentioned in Sec. 2.2, we can derive corresponding corrections to the phonon
transmission from the first Born approximation applied in the LOE. We will not show
the results for the GNC here, but mention that both transmission corrections and drag
coefficients are significant. The exLOE method may provide a first step towards evalu-
ating the change in thermoelectric performance due to e-ph coupling of realistic devices,
such as a GNC. Graphene nanostructures are particular interesting in this aspect due
to the adjustability of the electronic structure by an external gate.
3The computational settings for the GNC with adatoms are the same as in Appendix A (Sec. 9.1)
except that a DZP basis is used for the adatoms.
Chapter6
Phonons in the presence of
electronic current
From many experiments on graphene it is known that unstable device behavior occur
when an applied voltage exceeds a certain threshold. For instance, this is observed as
contact disruption in experiments and is used for current-annealing of nanostructured
graphene[52, 83]. With graphene research now at a point where the structural response to
a high bias is being studied by in situ transmission electron microscopy[15, 83], there may
be a unique possibility in understanding the fundamental mechanisms behind current-
induced instabilities at the atomic scale, which takes place far from equilibrium. Typical
explanations are ”inelastic scattering” or ”Joule heating”, but we show here that other
mechanisms should be considered as well.
This chapter presents the theoretical framework for current-induced dynamics based
on a semiclassical generalized Langevin equation (SCLE). We apply this method in
studies of current-induced dynamics of graphene nanoscale devices. It is essential to be
able to predict the stability of nanoscale devices in the design phase of nano-circuitry. On
the basis of the SCLE we can model how the current excites and couples local vibrations
of a nanosystem and perform a harmonic stability analysis of a nanosystem.
Several mechanisms are at play in the presence of an electric current that can in-
duce a breakdown of the harmonic approximation. A force given as a derivative of a
scalar potential (Hellmann-Feynmann definition) will always describe conservative forces,
i.e. the dynamical matrix will always be symmetrical and have real eigenfrequencies.
However, this is not necessarily the case in nonequilibrium conditions. Todorov et al.
have shown that nonconservative forces can lead to complex frequencies and exponen-
tial growing motion[17, 20, 50]. The current flow hereby induces motion akin to atomic
waterwheels[26] with an increasing kinetic energy. This motion is related to electromigra-
tion which is a central problem in integrated circuits due to the breakdown of electrical
interconnects[168]. It was argued that the nonconservative forces from a “wind” of elec-
trons may serve as an ignition key for atomic-scale motors[49]. On a macroscopic scale
wind forces can lead to a nonconservative energy pumping in bridges, as it was the
case of the famous collapse of the Tacoma bridge. An important issue regarding the
electronic wind force is its magnitude compared to other energy-exchange mechanisms
that involve electrons, such as Joule heating and frictional damping. From an electronic
point of view, Head-Gorden and Tully generalized MD to include the equilibrium elec-
tronic friction[73] in their studies of adsorbate dynamics at metal surfaces. We aim at
extending the description of nonadiabatic energy exchange between nuclear and elec-
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tronic degrees of freedom to current-carrying systems[108, 109, 110]. It is essential to
include the damping due to electrode phonons to describe the local heating accurately.
An extension of the SCLE to include the quantum distribution of the phonon baths was
developed by Wang et al.[188, 190]. The generalized Langevin framework constitute a
unified description of the aforementioned mechanisms on equal footing with local Joule
heating.
This chapter reviews the SCLE method and the applications to carbon-chain molecu-
lar junctions and a GNC published in Paper II and VI. We perform a harmonic stability
analysis to predict current-induced instabilities. The two applications illustrate how
two different mechanisms can lead to a breakdown of the harmonic approximation and
runaway modes in graphene devices. Instabilities arise due to the water-wheel effect
rooted in the nonconservative wind force for the carbon-chain system. However, for the
GNC, we show how a phonon “laser”-effect gives rise to negatively damped phonons.
Both of these phenomena may limit the stability of graphene devices and are important
compared to local Joule heating.
6.1 Semiclassical Langevin equation
In this section we present a derivation of the generalized Langevin equation based on
NEGF theory, providing more details than in Paper II. For a more rigorous derivation
based on influence functional theory, see [109]. The starting point is the equation of










The expectation value of the force can be expressed in terms of the lesser Green’s func-

















The corresponding contour ordered Green’s function defined on the Keldysh contour has
a well-defined perturbation expansion obtained from the Dyson equation[72]:








kuk(t). We perform analytical continuation according to Langreths
theorem[72] and obtain
G<(t, t+) = G
<












1This follows from the Heisenberg equation of motion with a replacement of the ionic position oper-
ators by its classical expectation values and is often termed the Ehrenfest approach.
6.1 Semiclassical Langevin equation 61
We then replace the full Green’s function, as in the LOE, by its noninteracting equivalent
to model the effect of electrons to second order in the e-ph interaction. Inserting this in
the equation of motion together with the definition of the e-ph coupling self-energy,
Πre,ij(t, t
′) = −i~ (Tr [MiGr0(t, t′)MjG>0 (t, t′)]+ Tr [MiG<0 (t, t′)MjGa0(t, t′)]) , (6.6)
we obtain
u¨k = i~Tr[MkG<0 (t, t+)]−
∫
Πr(t, t′)u(t′)dt′ + fe , (6.7)
where we in addition to the average force have added a noise term, fe, with a zero




, and it contains a term up to
second order in the e-ph interaction originating from Joule heating. In this semiclassical
approach we replace the full electronic force by the average value plus the deviation
term to second order in the e-ph interaction. In the following sections we will discuss
the separate terms one by one.
6.1.1 Phonon forces and reservoir
We start by considering the first term, i~Tr[MkG<0 (t, t+)], describing the equilibrium
forces. It is rewritten as a harmonic force




The first term describes the harmonic forces due to the local springs in the device region.
The forces in the device region could include the full anharmonicity as it is done in MD
simulations. The second term describes the connection to the bath oscillators in the
electrodes. We will assume that the bath degrees of freedom fulfill a harmonic equation
of motion
u¨α(t) = −Kαuα(t)−Vph,†α u(t) . (6.9)
Thus, the device displacements, in eqn. 6.7, depends on the unknown initial conditions
and displacements of the bath oscillators. The explicit dependence on the initial condi-
tions of the infinite number of bath atoms was, in the 1970’s, suggested to be interpreted
as a result of a stochastic process[1, 2, 88, 89]. Here, we take an approach proposed by
Wang et al.[190], where one assumes that the bath-device interactions are adiabatically
turned on. One can express the bath solution in terms of the free bath solution u0α(t),
satisfying the bath equation of motion with no bath-system interactions:





The phonon force, in eqn. 6.8, is then expressed as









The second term describes the damping force due to the connection with the bath. The









= 0 (undisplaced harmonic oscillators in the leads), and
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is Gaussian distributed if the unknown initial conditions and displacements of the bath










′) > V ph,†α
= V phα i~g>α (t− t′)V ph,†α = i~Π>α (t− t′) (6.12)
The opposite correlation function is
< fphα (t
′)fph,†α (t) > = i~Π<α (t− t′) (6.13)
In the semiclassical approximation one replaces all operators by numbers and uses a

































where Γα(ω) = i (Π
r
α(ω)−Πaα(ω)). Eqn. 6.14 is called the quantum fluctuation-dissipation
theorem and is the basis of QMD simulations[188, 190]. We are thus left with solving
a stochastic differential equation. The expression in eqn. 6.11, with noise distributed
according to eqn. 6.14, gives the final result for the first term in eqn. 6.7.
6.1.2 Average electronic forces
The remaining part of the average electronic force, second term in eqn. 6.7, is related
to the retarded e-ph interaction self-energy. In equilibrium the electronic friction was
related to the interaction-weighted electron-hole pair density of states, Λ, by Head-














× [nF (+ ω − µα)− nF (− µβ)] . (6.15)
We can relate it to the self-energies as
Π˜(ω) = Πe,r(ω)−Πe,a(ω) = Πe,>(ω)−Πe,<(ω) = i2piΛ(ω) (6.16)
In steady state, Πr only depends on the time difference, τ = t − t′, and it is therefore
convenient to work in the frequency(energy) domain. The retarded self-energy is




















ω′ − ω − iη (6.18)
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for η → 0+. Applying the Sokhatsky-Weierstrass theorem(cf. eqn. 9.3), the expression
in eqn. 6.18 gives four deterministic contributions to the atomic forces:
Πe,r(ω) = ipiReΛ(ω)− piImΛ(ω)
+ piH{ReΛ(ω′)}(ω) + ipiH{ImΛ(ω′)}(ω) . (6.19)
The four terms in this expression yields the electronic friction force, nonconservative
wind force, renormalization force and Berry-phase force in the presence of current,
respectively[109, 110]. The friction term is imaginary and symmetric in mode index
m,n and relates to the generation of electron-hole pairs in the electronic environment
by the ionic motion. The term related to the nonconservative wind force is real and
anti-symmetric, which means that the general curl of this force is not zero as discussed
by Dundas and co-workers[50]. This force describes the angular momentum transfer be-
tween electrons and phonons and involves two separate, often nearly degenerate, phonon
modes. The third term is real and symmetric and can be considered a renormalization
of the dynamical matrix. The Berry-phase term is imaginary, anti-symmetric and pro-
portional to ω for small frequencies. It was originally discussed by Lu¨ et al.[108], who
showed that it resembles a Lorentz-like force due to an effective magnetic field, since the
direction of the Berry-phase force is always normal to the velocity in the phase space.
6.1.3 Electronic noise
To obtain all forces to second order in the e-ph coupling we need to include an additional
term describing the Joule heating, i.e. fe in eqn. 6.7. We will interpret this as a stochastic
force with a Gaussian distribution determined by the second order (in M) correlation
function2,
〈fˆei (t)fˆej (t′)〉 = ~2Tr[MiG>0 (t, t′)MjG<0 (t′, t)]
= i~Π>ij(t, t
′) , (6.20)
and at the opposite time
〈fˆej (t′)fˆei (t)〉 = i~Π<ij(t, t′) . (6.21)
Once again we apply the semi-classical approximation to replace the noncommuting









(〈fˆei (t)fˆej (t+ τ)〉+ 〈fˆej (t+ τ)fˆei (t)〉) (6.22)
























This semiclassical noise spectrum predicts a real time correlation function, that can be
used in a semiclassical MD setup. Importantly, the quantum zero-point fluctuation is



































Where we have defined the time ordering operator Tc. For t > t
′ the four operator combination is
expressed in terms of Green’s functions as:
i2/~2 < cˆ†n(t)cˆm(t)cˆ†k(t
′)cˆl(t′) >= G<0,mn(t, t)G
<
0,lk(t
′, t′)−G<0,ln(t′, t)G>0,mk(t, t′).
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encoded in the coth function. We emphasize the ability of the semiclassical approxima-
tion to evaluate the correct quantum mechanical average of two displacement operators
at equal time, 〈ui(t)uj(t)〉. Since the equal time correlation functions commute it is
still possible to describe the quantum mechanical vibrational energy and steady-state
heat transport from the SCLE. The force from the electron bath, the last two terms in
eqn. 6.7, is hereby reduced to five principal forces. Four deterministic in eqn. 6.19 and
the stochastic Joule heating in eqn. 6.22. They are all related to the interaction-weighted
electron-hole pair density of states, Λ, defined in eqn. 6.15.
6.1.4 SCLE
In summary, we have eliminated the bath degrees of freedom due to electrons and elec-
trode phonons in sec. 6.1.1-6.1.3. Collecting the different terms, one only has to consider
the dynamics in the device part described by the SCLE:
u¨(t) = −Ku(t)−
∫ t
Πr(t− t′)u(t′)dt′ + f(t) . (6.23)
The coupling to the electron and phonon baths are described by the total retarded
phonon self-energies Πr = Πre + Π
r
ph, and the random noise force, f (t) = f
ph(t) + fe(t).
The SCLE in eqn. 6.23 is the fundamental equation that describes the dynamics of a
device in the presence of electronic current. However, we still need ways to evaluate
Λ to obtain the forces in nonequilibrium. We next describe two approaches that are
applicable in first-principles calculations. We start with the wide-band approximation,
which afterwards is applied in a study of the dynamics of a carbon chain, and continue
with a spectral expansion technique, that is used to study dynamics of a GNC.
6.2 Wide-band approximation
Earlier studies have successfully employed the wide-band approximation (WBA) to in-
clude the effect of the electronic environment on the atomic motion of realistic molecular
junctions[108]. Within the WBA one assumes that the electronic spectrum varies slowly
not only within the vibrational energy spectrum, but also within the bias window. The
equations governing the atomic forces are dramatically simplified by evaluating all elec-
tronic properties at the Fermi level (µ0). Within this approximation the SCLE reads:
u¨(t) = −Ku(t)− (η0 + ηph)u˙(t) +N0u(t)
− ζ0u(t)− B0u˙(t) + f(t) , (6.24)







Tr [MA(µ0)MA(µ0)] , (6.25)












ImTr [M∆A(µ0)M∂εR(µ0)] , (6.28)
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= Re(Gr0(ε)) , (6.31)
and ∆A(µ0) = AL(µ0)−AR(µ0). The noise correlation function, in eqn. 6.22, simplifies
to



























We next apply the WBA to study current-driven dynamics of a carbon chain from first-
principles.
6.3 Applications in carbon atomic contacts
This section discusses the application of the SCLE to the carbon-chain junction published
in Paper II. All simulations were performed with SIESTA DFT and the detailed settings
are described in the paper. The application illustrates the role current-induced forces can
have on local vibrations. The four-atom carbon chain system between graphene leads is
illustrated in Fig. 6.1. We evaluate the dynamical matrix and e-ph interaction matrix at
zero bias, whereas the finite bias is included in the electronic structure otherwise. The
equal potential drop at the left and right electrodes reflects the electron-hole symmetry
for Vg = 0 V. From the transmission we see, that as long as the gate voltage is kept
below 0.6 V, we can assume the WBA to be a fairly good model. We hereby employ the
SCLE within the WBA, but neglect the coupling to the electrode phonons. This is of
secondary importance for the highest frequency optical modes involved in the following
discussion. We will later elaborate on the effect of the electrode phonon damping for the
GNC.
We can analyze the effect of deterministic current-induced forces by looking at the
eigenmodes of the system. A set of orthogonal normal modes are defined by diagonalizing
K by a unitary transformation; Fig. 6.2(a) illustrates two nearly degenerate modes for the
chain system. The corresponding eigenvalues are the diagonal matrix elements ω2i . These
normal modes are effectively coupled to each other via the interaction with electrons and
the coupling to the environment by a damping. The current is found to interact most
strongly with the two longitudinal modes depicted in Fig. 6.2(a). We can calculate the
new eigenmodes, with eigenfrequencies ω˜i, by including the current-induced coupling.
They are a linear combination of the normal modes, but are not orthogonal anymore.
We obtain the modes from the set of coupled differential equations for displacements
defined by the WBA SCLE in eqn. 6.24 and the Fourier transforms, u˙(ω) = −iωu(ω)
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Figure 6.1: Transport setup for the carbon chain system. Left: The system consists of
a four-atom carbon chain bridging two graphene electrodes. The dangling
bonds are passivated by Hydrogen atoms. We consider the effect of both
an external applied bias voltage (Vb) between the L and R electrodes and a
gate voltage (Vg) perpendicular to the graphene surface. The contour plot
illustrates the electrostatic potential drop across the junction at Vg = 0V,
and Vb = 1V. Right: Transmission function as a function of energy for the
carbon chain system. Partly from Paper II.
Beilstein J. Nanotechnol. 2011, 2, 814–823.
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• This spectral power density can be used to generate an
instance of the Gaussian random noise as a function of
time that is needed in MD simulations. Most importantly
this random force contains not only the thermal excita-
tions but also the excess excitations leading to Joule
heating [32], through the dependence of the chemical
potentials μL − μR = eV. Thus with this formalism it is
possible to disentangle the various contributions to the
forces, being either deterministic or random in nature.
Current-induced vibrational instability
We now turn to illustrations of the use of the semiclassical
Langevin equation to describe current-induced effects. In this
section we employ it to study the effect of the current-induced
forces and Joule heating on the stability of the system, within
the harmonic approximation. We will here ignore the coupling
to electrode phonons. This makes an eigen-mode analysis
possible, which eases the interpretation of the results. The
model system we use is shown in Figure 1, in which a four-
atom carbon chain is bridged between two graphene electrodes
(L and R). We assume a field effect transistor setup, in which a
gate potential, Vg, is applied to the system in addition to the bias
applied between the two electrodes, Vb. We will show that this
offers a convenient way to explore current-induced vibrational
instabilities. We can already see the effect of the gate potential
in the current–voltage (I − Vb) characteristics shown in
Figure 2.
Figure 1: The system considered in the present study is a four-atom
carbon chain bridging two graphene electrodes. The dangling bonds
are passivated by hydrogen atoms. In addition to the bias applied
between the left (L) and right (R) electrodes (Vb), a gate potential (Vg)
can also be applied perpendicular to the graphene surface. The center
panel shows the calculated contour plot of the electrostatic-potential
drop across the junction at Vg = 0 V, and Vb = 1 V. The equal drop at
the left and right electrodes reflects the electron–hole symmetry for
Vg = 0 V [40].
Figure 2: Current–Voltage (I−Vb) curves at different Vg.
The effect of the NC and BP forces is to couple different
phonon modes with nearly similar frequencies. From now on,
we will focus on the two phonon modes around 200 meV,
shown in Figure 3, since the alternating-bond-length-type
modes (200 meV) couple most strongly with the electric
current. This type of mode also gives rise to the most intensive
Raman signals in unpassivated chains between graphene-like
pieces [41].
Figure 3: (a) Motion of the two phonon modes around 200 meV. (b)
Motion of the runaway mode at Vg = 0.6 V, and Vb = 1 V. We depict
the motion using a number of discrete time steps roughly corres-
ponding to a full period. The position of each atom is depicted as a
circle for a sequence of time steps indicated by an increasing radius
with time. The motion is a phase-shifted linear combination of the two
modes in (a). We can see the elliptical motion of the carbon atoms
from the plot. The enclosed area indicates that work can be done by
the current-induced NC force.
The calculation was performed by using the SIESTA density-
functional theory (DFT) method [42], which has been extended
to study elastic [33] and inelastic [34] transport in molecular
Figure 6.2: Modes in nd out of equilibrium. (a) Motion of the two phonon modes
around 200 meV. The main effect of the nonconservative wind force is
to couple these two modes. (b) Motion of the runaway mode at Vg =
0.6V, and Vb = 1V. We depict the motion using a number of discrete time
steps roughly c rresponding to a full oscillati period. The position of
each atom is depicted as a circle for a sequence of time steps indicated
by an increasing radius with time. The motion is a phase-shifted linear
combination of the two modes in (a). We can see the elliptical motion
of the carbon atoms from the plot. The enclosed area indicates a nonzero
work done by the current-induced wind force. From Paper II.
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and u¨(ω) = −iωu˙(ω). The new set of eigenmodes are defined from the double-sized
eigenvalue problem expressed from these equations:[
0 −I











This SCLE dynamical matrix is in general nonhermitian if the damping or electronic
forces are nonzero. Therefore, one obtains complex eigenfrequencies, ω˜i, and we can












If the system is connected to a bath the eigenmodes can describe an elliptical motion in
contrast to the isolated circular motion described by a linear combination of the normal
modes. The new eigenmodes are phase-shifted linear combinations of the normal modes
with a change in amplitude described by the Q-factor, see Fig. 6.2(b).
In the simplest case of a phonon damping/friction the 1/Q-factor will be positive
and the motion damped. In nonequilibrium the motion can be growing in amplitude,
depending on the imaginary part of the eigenfrequency. This important effect, related
to the nonconservative force, was theoretically described by a current-induced change
in the inverse Q-factor by tuning of the bias[108]. The inverse Q-factor is illustrated
for the carbon-chain system in Fig. 6.3. Above a certain threshold bias, it may become
negative, which means the energy stored in the mode gets larger with time until the
amplitude of the motion gets so large that the harmonic approximation breaks down,
and the molecular contact may disrupt. This is also illustrated in the phonon number









Near the threshold bias the occupation diverges as the harmonic approximation breaks
down. We conclude that the bias and gate voltage can be used to tuning the excitation
and life time of the local vibrations of such molecular junctions bridging graphene leads.
After the threshold is reached the system will enter a highly anharmonic regime where
the preceding eigenanalysis formally breaks down.
6.4 Spectral expansion - beyond the WBA
The chain system considered in the previous section is a good example of a system where
it is reasonable to apply the WBA to perform a mode analysis in the presence of current.
We do not examine the chemical potential directly at a transmission peak, since the peak
is outside the experimental reachable potential by gating, see Fig. 6.1. All electronic
variations are reasonably slow as long as the gate voltage is < 0.6 V. However, for the
GNC system the transmission function has peaks at much lower chemical potentials.
Additionally, the peak width is of the order of the phonon frequencies (0.1− 0.2 eV, cf.
Fig. 5.3) for the GNC, where it was much larger (1 eV) for the chain-system. Clearly, the
WBA will break down in that case. The remaining of this chapter is therefore devoted
to discussing the spectral expansion method applicable to systems where the electronic
structure is changing on the scale of the phonon frequencies, as it is the case for the
GNC.










Figure 6.3: Harmonic stability analysis of the carbon chain system. Left: (a) Inverse
Q-factor (1/Q) as a function of gate voltage, Vg, at Vb = 1V for the two
modes around 200 meV. (b) 1/Q as a function of bias voltage, Vb, at fixed
gate voltage Vg = 0.6V, for the same pair of phonon modes. Right: (a)
Effective phonon number (N) for the two phonon modes around 200meV
as a function of gate voltage, Vg, at fixed bias voltage, Vb = 1V. (b) N as
a function of bias voltage, Vb, at fixed gate voltage Vg = 0.6V. Note that it
diverges at the critical point when the damping (1/Q) goes to zero. From
Paper II.
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To go beyond the WBA, we perform an eigenexpansion of the retarded Green’s
function and the spectral density functions. The idea is twofold. Once we have developed
a tool for calculating the effective electron-hole pair density of states within this space
we can try to reduce the number of eigenstates to include. We will show that mainly
the ones with energy around the bias window will contribute. Furthermore, this method
will enable us to go beyond the WBA, which as mentioned is needed to perform a more
quantitative analysis for the GNC. The reason to do an eigenexpansion is that we within
the eigenspace of H+Σ0 can evaluate the energy integrals in the electron-hole pair DOS
analytically. This method will therefore be both fast and more predictive for systems
with Lorentzian-like resonances in the spectral function.
6.4.1 Relation between the Λ function and the MAMA integrals
The five principal current-induced forces in eqn. 6.19 and eqn. 6.22 can all be related to
a sequence of integrals with a special form. We define a non equilibrium field










In terms of this field we can calculate the Λ function, eqn. 6.15, in the following way.



















= IL,Lkl (ω, µ0, µ0 − ω) + IR,Rkl (ω, µ0, µ0 − ω)
+ IL,Rkl (ω, µ0, µ0 − ω) + IR,Lkl (ω, µ0, µ0 − ω) , (6.38)
where we have neglected the electronic temperature broadening (T → 0).






























±MkAα(− ω)MlA()∆nαF (− ω)
])
≈ ImRe[IL,Rkl (ω, µ0 − ω, µL − ω) + IL,Lkl (ω, µ0 − ω, µL − ω)
+ IR,Rkl (ω, µ0 − ω, µR − ω) + IR,Lkl (ω, µ0 − ω, µR − ω)
± (IL,Rkl (−ω, µ0 + ω, µL + ω) + IL,Lkl (−ω, µ0 + ω, µL + ω)
+ IR,Rkl (−ω, µ0 + ω, µR + ω) + IR,Lkl (−ω, µ0 + ω, µR + ω))] (6.39)
Where Im and Re means the real and imaginary part, respectively (with the correspond-
ing sign change in the equation). In the second line the integration variable was changed
as → ± ω in each term, respectively.
For the Hilbert transformed part we define another nonequilibrium field,




































MkAα(− ω)MlRe (G()) ∆nαF(− ω)





Jαkl(−ω, µ0 + ω, µα + ω)∓ Jαkl(ω, µ0 − ω, µα − ω)
)
(6.41)
where we in the second line have changed variables → ±ω in each term, respectively.
From the integrals we can evaluate the full Λ(ω) = Λ0(ω) + ∆Λ(ω) and e-ph polar-
ization bubble:
Πre(ω) = ipiReΛ(ω)− piImΛ(ω) + piH{ReΛ(ω′)}(ω) + ipiH{ImΛ(ω′)}(ω)
= ipiRe (Λ0(ω) + ∆Λ(ω))− piIm (Λ0(ω) + ∆Λ(ω)) + piH{∆Λ}(ω) (6.42)
The term from H{Λ0} is giving the dynamical matrix and is handled by itself.
As shown previously the nonequilibrium noise spectral density


















includes the change to the friction due to the change in the electronic structure in
nonequilibrium conditions and the additional nonequilibrium noise term due to the
nonequilibrium friction and Joule heating. This second contribution can be related






























where we in the second line have changed → −ω in the term with the first Fermi func-





















































[nF(+ ω − µ0)− nF(− µ0)]
+ Iα,β(ω, µ0 − ω, µα − ω)− I∗β,α(−ω, µ0 + ω, µβ + ω)
= Iα,β(ω, µ0, µ0 − ω) + Iα,β(ω, µ0 − ω, µα − ω)− I∗β,α(−ω, µ0 + ω, µβ + ω)(6.45)
3NB: it is not just a summation of the terms from 6.39 as one maybe would expect. This is because
of the mixing between left and right parts used in that expression.
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To conclude we have related the different current-induced forces to integrals of the form
Iα,β and Jα in eqn. 6.37 and eqn. 6.40, respectively.
6.4.2 Eigenexpansion of Green’s function and the MAMA integrals
The remaining challenge in calculating the full Λ function is to find a way to evaluate
integrals of the form Iα,βkl (ω, l, h) and J
α
kl(ω, l, h) in a fast and efficient way. We do
this by an eigenexpansion and by utilizing the matrix nature of the problem. Assuming
a constant self-energy, Σ0, and a orthonormal basis set (S = I, by applying the Lo¨wdin
transformation discussed in Sec. 9.8) we can expand the Green’s function as




ε− εi , (6.46)
where εi, |ψi〉 and 〈φi| are the complex eigenvalues, right and left eigenstates of HD−Σ0.














The coefficients, in eqn. 6.47, were rearranged by using
1




(− ∗j )− (− i)











The spectral function hereby retains some energy dependence, when assuming a constant
self-energy, in contrast to the WBA were one assume a constant spectral function. We
expect this procedure to work quite well for the Lorentzian-like resonance of the GNC
as long as only a single peak lies within the bias window. Otherwise the assumption of
a nearly constant self-energy will break down. How well the assumption works can be
tested by comparison of the transmission function with the full and constant self-energy,
see Fig. 6.4. The figure shows that the transmission is approximated well by the constant
self-energy assumption in a large energy region around the resonances. This holds true
even at high bias. Inserting the expansion in the interaction integral, eqn. 6.37, we get















〈ψ˜βj |Mk|ψi〉〈ψ˜αi |Ml|ψj〉C1,ij + 〈ψj |Mk|ψi〉〈ψ˜αi |Ml|ψ˜βj 〉C2,ij
)
+〈ψ˜βj |Mk|ψ˜αi 〉〈ψi|Ml|ψj〉C∗2,ij + 〈ψj |Mk|ψ˜αi 〉〈ψi|Ml|ψ˜βj 〉C∗1,ij
)
, (6.50)




(εh + ω − εi)(εl − εj)
(εl + ω − εi)(εh − εj)
]
1





εh + ω − εi







εi − ε∗j − ω
(6.51)
4It is here important to express the coefficients in a way that one obtain the retarded response. E.g.
with complex part continuously in the same half-plane.
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Figure 6.4: Constant self-energy approximation. We compare the true transmission
calculation (lines) with that of a constant self-energy evaluated at µ0 =
−0.58 eV (lines with points).
For the second interaction integral, eqn. 6.40, we insert the expansion of the spectral
























〈φj |Mk|ψi〉〈ψ˜αi |Ml|ψj〉C1,ij + 〈φ∗j |Mk|ψi〉〈ψ˜αi |Ml|ψ∗j 〉C2,ij
)
+〈φj |Mk|ψ˜αi 〉〈ψi|Ml|ψj〉C∗2,ij + 〈φ∗j |Mk|ψ˜αi 〉〈ψi|Ml|ψ∗j 〉C∗1,ij
)
. (6.52)
We notice that each factor, in eqn. 6.50 and eqn. 6.52, can be rearranged to a matrix with
dimensions given by the collective index describing the orbitals (i, j) and the degrees of
freedom (k, l). This allows for an efficient evaluation by matrix products for all degrees
of freedoms in one calculation.




























for the first mode of the graphene constriction.
Here µ0 = −0.58eV corresponding to the second transmission peak. The
full-line indicates the exact result obtained by a matrix multiplication of
the full matrices.
Fig. 6.5 compares the result of the spectral expansion formalism, with an increasing
number of included eigenvalues, with that of a direct calculation for the energy inde-
pendent interaction kernel. The spectral expansion result converge fast with number
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of included eigenvalues sorted away from µ0, but a smooth convergence is not guaran-
teed. In principle one can increase the number of included eigenvalues to get the exact
result at the chosen chemical potential. The spectral expansion goes beyond the WBA
since it extends to an energy dependent interaction kernel and includes the finite phonon
frequency in the formalism.
6.5 Current-induced instabilities in nanoconstrictions
We now apply the developed spectral expansion method to a quite generic nanocon-
striction, formed in graphene, conducting an electronic current. Many of the results
are published in paper VI. We investigate the current-induced phonon excitation in the
system using DFT calculations taking full account of the nonequilibrium and coupling to
electrodes. The GNC has a significant greater number of optical modes interacting with
the current as compared to the carbon chain system. Several runaway modes exist when
applying a bias voltage higher than 0.4 V and we will mainly concentrate on the one
ignited at lowest bias voltage. Our results show how the nonlinear heating effects and
instabilities appear for systems with electronic resonances that cannot be quantitatively
described by the WBA.
6.5.1 Origin of the resonances and potential drop
The GNC is illustrated in Fig. 6.6A. The current density is locally very high and we
only include e-ph interaction in the narrow part. Fig. 6.6B shows how the electron
transmission of the GNC has two resonance peaks originating from states presenting
localized current along the edges(1st peak) and through the center(2nd peak) of the rib-
bon, respectively. Resonances occur due to the diffraction barrier at abrupt interfaces in
graphene[43, 82]. In terms of the corresponding band structure of the infinite nanorib-
bon there will not be infinitely many states. Instead a discretized number of states exist
due to quantum confinement between the edges. The resonances were shown to occur at
the ’particle in a box’ wavelengths/energies from the requirement that sin(kzL+ φ˜) = 0.
Here L is the length of the ribbon and φ˜ is the phase obtained by reflection at one
interface[43, 199]. A detailed study of the geometry will not be presented here. How-
ever, we mention that by increasing the length one obtains a larger number of narrow
resonances. Increasing the neck width reduces the interface resistance and the trans-
mission eventually approaches that of graphene. The nonadiabatic transport across a
constriction resembles that of a molecule and the coupling between motion and current
is amplified by the local nature of both phonon and electron modes, increasing the time
to interact.
To visualize the localized voltage drop we define a 2D and 1D potential as













(V (x, y, z; eVa)− V (x, y, z; 0)) ,
where we integrate over the region of nonzero density for all applied bias voltages. The
potential will be varying linearly along the transport direction far away from the device,
where no screening takes place. Fig. 6.7 shows the 1D potential across the constriction at
different bias voltages. The voltage drop takes place exclusively at the constriction region
even at high bias voltage. The 2D localized voltage drop at 0.5 V and high current across
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Transport 




Figure 6.6: A) Transport setup illustrating the hydrogen passivated GNC between two
semi-infinite graphene leads. The left eigenchannel at zero bias and E ≈
−0.58eV (colored according to phase, red-white-blue from −pi to pi). B)
Γ-point and the k-averaged transmission function (E = 0 corresponds to
the Dirac point). C) Bond-currents at the two peaks (Γ) marked in the
transmission plot (E ≈ −0.12eV and E ≈ −0.58eV). From Paper VI.



















Figure 6.7: Real space voltage drop along the device averaged over the two trans-
verse directions. The dashed vertical lines indicate the interface between
graphene leads and the ribbon.




Figure 6.8: Finite bias transport across the GNC. A) Real space potential drop (Va =
0.5 eV) integrated along the out of plane direction. B) IV -characteristics
for the GNC gated to different chemical potential. Gating to a peak lowers
the resistance at low Va. C) Transmission curves (shifted vertically) for
different applied bias (EF = 0). From Paper VI.
the GNC is shown in Fig. 6.8A,B. By employing a gate voltage(Vg) we may tune EF to
a highly conducting peak and consider the phonon excitation close to the resonance. We
will focus on the constriction gated to the 2nd peak which is mostly unaffected by the
boundary conditions in the electrodes(k-point sampling)[27], and which energy position
exhibits little dependence on the applied bias (Va), cf. Fig. 6.8C.
6.5.2 Modelling the phonon bath
The calculation of phonon modes and electron-phonon coupling inside the constriction
was performed at zero bias. When the voltage drop is localized over a few atomic bonds
or a tunnel barrier, the voltage dependence of the electron-phonon coupling could play
an important role[182]. In our case the voltage drop is locally small since it is spread
over the entire constriction region. Therefore, we neglect the additional correction in
phonon frequencies due to the potential drop when performing the initial finite difference
evaluation of the force constants. This would be a minor, computational expensive,
addition to the model as compared to the additional forces due to the electronic current.
We elaborate on the definition of the phonon self-energy of the open system. The





Tr [Dr(ω, ki)ΓR(ω, ki)D
a(ω, ki)ΓL(ω, ki)] . (6.53)
where ΓL,R = i[Π
r
L,R −ΠaL,R] gives the coupling to the electrodes and Nk is the num-
ber of sampled k-points. This corresponds to a sequence of constrictions repeated in
the transverse direction, resembling a line of holes akin to a single line of antidots[69].
We want to address the damping of a single constriction connected to graphene leads.
Therefore, we propagate the self-energy to the device region. In this region we construct
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a k-averaged/real-space self-energy describing the damping of a single constriction con-
nected to infinite graphene leads[207]. In Fig. 6.9 we compare the transmission between

















Figure 6.9: Phonon transmission across the graphene nanoconstriction. We compare
two different phonon baths: The one from periodic boundary conditions
in the transverse direction and that from a real-space self-energy resem-
bling the graphene nanoconstriction. The real-space phonon self-energy
was obtained by propagating to the constriction part and performing the
k-averaging. In both transmission calculations 43 transverse k-points were
used.
these two different setups. It is clear from the figure that the transmission and phonon
damping to some extend is different for the two different configurations.
6.5.3 Harmonic stability analysis
From the SCLE we can obtain the nonequilibrium retarded phonon Green’s function,
Dr(ω) = (Da(ω))† =
[
(ω + iη)2 −K −Πr(ω)]−1 . (6.54)
The phonon DOS is given by −2/piωIm (Dr(ω)) and is illustrated in Fig. 6.10A.
The DOS is affected both by the coupling to electrons, in particular giving rise to
nonequilibrium forces, as well as coupling to the electrode phonons. We show the phonon
DOS at an applied bias of Va = 0 and Va = 0.5V. Most importantly, the DOS becomes
negative at a particular phonon frequency (ω ≈ 170meV), corresponding to a negatively
damped mode. This runaway mode will have a negative life-time.
From the Langevin equation the position correlation function is directly related to
the noise correlation kernel through the phonon Green’s function. We can use this to








We define the local heating as the change in this energy compared to the zero bias
result. Fig. 6.10B shows how the runaway gives rise to a divergence in the current-
induced heating of the GNC at Va ≈ 0.4V. This again signifies an instability and the high
excitation is likely to lead to dramatic effects such as contact disruption. We highlight
several things with respect to the heating. First of all comparing the dashed line (Joule
heating only) and the full line shows that the deterministic forces significantly increases
the heating even before the very nonlinear instability kicks in. Additionally, we find that
the main reason of the instability lies in the bias dependent electronic friction. However,
by comparing the full line with the dotted, we see that the nonconservative (NC) and
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A) 
B) 
Figure 6.10: Harmonic stability analysis of the GNC. A) Dashed(full) lines show the
phonon density of states (DOS) of the GNC with(without) electronic
current. A unstable ”runaway” mode appears for an applied bias of
Va ≈ ±0.4V as a negative DOS peak. B) Heating (change in average
kinetic energy per atom due to current) of the GNC at 300 K. Full line:
Result incl. all current-induced forces. Dashed line: only fluctuating force
(Joule heating) and zero-bias electronic friction. Dot-dashed line: The
wide-band approximation(WBA) without coupling to the electrode phonon
bath. Dotted line: Full calculation neglecting the wind and Berry-phase
forces. From Paper VI.
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Berry-phase (PB) forces reduce the threshold voltage for the runaway mechanism. The
heating resulting from the diagonal WBA calculation without phonon baths (dot-dashed
line) vastly exaggerates the local heating of the nanoconstriction in the high bias limit.
The main reason is that (1) the phonon damping is important and (2) the system is gated
to a resonance, where the WBA assumes a constant electronic structure within the bias
window. If one neglects the damping due to the phonon baths in the full calculation we
find that the threshold for the runaway instability is reduced to 0.15 V.
In the general case of frequency dependent self-energies one obtains a nonlinear eigen-
value problem for the phonon modes. We can analyze the origin of the runaway in detail
by linearizing the EVP near the runaway frequency. We define a set of nonequilibrium
modes as the eigenvectors of K + Πr(ω0). From the complex eigenvalues of this matrix
we can again define 1/Q = −2 Im(ω)Re(ω) = 1/Qph + 1/Qel(Va).
We start by showing that it is important to include the voltage drop in the electronic
structure. Fig.6.11 shows a test calculation where the zero-bias electronic structure was






































Figure 6.11: Harmonic stability analysis of the GNC from the zero bias electronic
structure. (A) Motion of the runaway mode at Va = 0.5 V. We depict
the motion using a number of discrete time steps roughly corresponding
to a full oscillation period. The position of each atom is depicted as a
sphere for a sequence of time steps indicated by an increasing radius with
time. (B) 1/Q as a function of bias voltage, Va, at fixed gate voltage
Vg = −0.58 V. (C) Electronic friction as a function of bias voltage, Va,
at fixed gate voltage Vg = −0.58 V.
used in the stability analysis. In contrast to the finite bias case, the runaway kicks in
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due to the coupling between the IETS mode and the finite bias runaway mode. The zero
bias calculation therefore predicts a waterwheel mode, Fig.6.11A. We do not find the
negative friction from the zero bias calculation (Fig.6.11C) and the 1/Q remains positive
if one use the diagonal approximation, that neglects the NC and BP forces, Fig.6.11B.
We conclude that one cannot neglect the finite bias electronic structure. This simplified
calculation does not include the dominating negative damping mechanism, even though
other instabilities can still be found. Fig. 6.12 illustrates that the NC and BP forces


























































Figure 6.12: NC and BP forces between the IETS and runaway mode in the case of
zero bias electronic structure (A) and the finite bias electronic structure
(B).
are still large if the finite bias electronic structure is taken into account. However, the
friction mechanism is simply dominating and the main effect of the NC and BP forces
is to support the phenomena and reduce the threshold voltage.
The two main modes are displayed in Fig. 6.13. The ”IETS-mode” exhibits the
largest inelastic tunnel spectroscopy signal(IETS) in the electronic current and largest
noise Sf,ii(ωi), while the ”runaway mode” is the first mode that turns unstable with





Runaway mode IETS mode 
Va [V] 
Figure 6.13: A) Two degenerate modes (”runaway”/”IETS”) at Va = 0.4V with ω0 ≈
170meV. The ”runaway” mode break the left-right symmetry due to the
coupling to the non-equilibrium electrons and becomes unstable at finite
bias. The ”IETS” mode yields the largest inelastic signal in the current.
B) Inverse Q-factor (loss) as a function of bias for the modes. From
Paper VI.
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to a current-induced negative friction. This shows that the potential drop is essential
in the description of the current-induced forces. The friction mechanism only involves a
single mode with increasing amplitude instead of the waterwheel motion due to the NC
force. We will now analyze the origin of the negative friction mechanism in detail.
6.5.4 A and B coefficients
The negative friction can be expressed in terms of phonon absorption(emission) pro-
cesses. We will now derive the Einstein rates for these processes. The occupation N
of a single vibrational state coupled to an electron gas satisfy the semi-classical master
equation
N˙ = B(N + 1)−AN, (6.56)
where the Einstein A and B coefficients describe the rates of absorption and emission of
a vibration, respectively. In steady state N˙ is zero, and the steady state occupation is
Nss =
1
A/B − 1 . (6.57)







1− nβF (f )
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1− nβF (f )
)
δ(i − f − ~ω). (6.59)
The α and β indices denotes leads, so e.g. a state |iα〉 is a scattering state originating
from lead α. Expressed in an orthonormal (tight binding) basis
∑
















1− nβF (+ ~ω)
)
δ(− f + ~ω), (6.60)
here we used the properties of the Dirac-delta function to isolate the spectral function
expanded in the scattering states Aα() =
∑












Using the standard formulas




















(1 + nB(~ω + µα − µβ)) Λαβ(−ω) . (6.63)
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(1 + nB(~ω + µα − µβ)) Λβα(ω) . (6.64)














nB(~ω + µα − µβ)Λβα(ω) . (6.65)
In the last expression we exchanged the α and β labeling in the summation for con-





e~ω/kBT in the equilibrium limit where all chemical potentials are equal. This ensures
that the equilibrium distribution is given by the Bose-Einstein distribution. In general
we find that the friction (or electron-hole pair damping rate) is given by




consistent with the previously derived expression. In the nonequilibrium low temperature
limit, eVa ≡ µL − µR, ~ω > kBT , we can use that nB(~ω + eVa) is zero if |eVa| < ~ω
and -1 if |eVa| > ~ω. The B coefficient is only nonzero if the bias is sufficient to excite a
phonon mode:
B = 2pi (θ(−eVa − ~ω)ΛLR(ω) + θ(eVa − ~ω)ΛRL(ω)) =

2piΛLR(ω) , if eVa < −~ω
0 , if |eVa| < ~ω
2piΛRL(ω) , if eVa > ~ω
(6.67)
The A coefficient always have contributions from quantum fluctuations and contains
remaining parts securing relation 6.66:
A = −2pi (ΛLL(ω) + ΛRR(ω) + θ(−eVa − ~ω)ΛRL(ω) + θ(eVa − ~ω)ΛLR(ω))
=

−2pi(ΛRL(ω) + ΛLL(ω) + ΛRR(ω)) , if eVa < −~ω
−2pi(ΛLR(ω) + ΛRL(ω) + ΛLL(ω) + ΛRR(ω)) , if |eVa| < ~ω
−2pi(ΛLR(ω) + ΛLL(ω) + ΛRR(ω)) , if eVa > ~ω
(6.68)
6.5.5 Negative friction mechanism
We will now argue that the negative friction originates from an effective population
inversion, and this is due to the difference in wavefunction symmetry and interaction
matrix elements when absorbing or emitting a phonon. This is in contrast to a population
inversion originating from a difference in the DOS at the changed electron energies, cf.
Fig. 1.4.
We find that the phonon absorption rate decreases while the emission rate increases
as the bias exceeds the mode frequency for the runaway mode, see Fig. 6.14A. The
emission is zero (B = 0) for Va < ω0. When |Va| > 0.4V emission exceeds absorption,
B > A. The electronic friction, A−B, becomes negative at this threshold voltage which
manifests itself in the 1/Q-factor variation with bias for the runaway mode.
















Figure 6.14: Nonequilibrium friction mechanism. A) Phonon absorption/emission
(A/B) rates for the runaway mode. Insert: At resonance scattering
states giving the main contribution to the interaction integrals. The ra-
dius shows the absolute value |ψ(x, y)| of the eigenstate, while the color
indicates the sign of the real-part. B) Runaway occurs for the mode with
the largest emission and lowest phonon friction. Squares indicate modes
with a significant electron friction. These modes all have A,B coefficients
with same behavior as the first runaway mode. Insert: Resonance between
two graphene leads at a certain filling (red dashed line) and bias voltage.
An incoming scattering state (left green dot) at resonance (dashed line)
can either absorb (+ω0) to a state with lower DOS close to the pi-pi
∗
crossing or change to a state with higher DOS by emission (−ω0). From
Paper VI.
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It is illustrative to examine how each mode appears in a parameter space of the
phonon friction and B/A, to evaluate if this is a generic behavior, Fig. 6.14B. As ex-
pected, the runaway modes show up at high B/A and low phonon friction. The negative
friction is a generic nonequilibrium effect that is rooted in the high phonon energies that
lead to markedly different symmetry of the electronic states involved in emission and
absorption. This is illustrated by the red squares all indicating modes with a significant
negative electronic friction. These modes all have A and B coefficients with the same
generic behavior as the first runaway mode.
We will make some additional remarks to elaborate on this conclusion. In the exam-
ined bias window one only find one contributing eigenchannel. Therefore, we can make
an expansion in this single eigenvector,














|〈vL()|M|vR(+ ~ω0)〉|2aL()aR(+ ~ω0) d
4pi2
(6.70)
Expressed in the single flux-normalized eigenchannel (|ψL/R()〉 ≡
√
aL/R()/2pi|vL/R()〉)












where we did not include the intra-electrode terms(ΛLL/RR) in A since these vary only
slightly with Va for the runaway mode.
For the GNC, the eigenvalues (aL/R) are found to be of secondary importance com-
pared to how the wavelength of the eigenstates/scattering states changes with energy at
a given bias potential. In the insert of Fig. 6.14A we illustrate how the right eigenchan-
nel changes with energy. One contributes to the absorption and one to the emission.
For this system we find that the variation of the eigenchannel with energy is quite large.
It is this change in the eigenchannels with energy and bias that determines the overall
trend in the emission and absorption. In Fig. 6.15 we plot the integrands of eqn. 6.69
and 6.70. The emission (red) and absorption (blue) integrands are each products of two
overlapping peaks. The one closest to the Fermi level originates from the eigenvalues
of the spectral function, aL/R. These eigenvalues are found to behave similar with bias
(contact regime), i.e. they cannot be tuned by the bias voltage independently. The next
peak originates from the first factor in the integrand, eqn. 6.69 and 6.70. This factor
describes what part of the current that interacts with the phonon. It is this part that
determines the total decrease in absorption and increase in emission. Fig. 6.16 gives a
supplementary calculation of the B/A from the single scattering state. The calculation
in the first figure row supports the spectral expansion result. The same result is obtained
as for the spectral expansion calculation with the scattering state but now without as-
suming a constant self-energy or a limited number of eigenvalues. Having reduced the
problem to a single scattering state and a single mode allows for a fast evaluation of the
integrals were we can easily change the model of the e-ph coupling. The figure illustrates
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Figure 6.15: The integrands that integrated over the relevant bias window will give the
different contributions to the electron-hole pair interaction. The Fermi
energy and a bias window of 0.5V are illustrated.
that the full interaction matrix elements are needed to account for the phenomena. The
eigenvalues cannot alone describe the observed variation. Also if the coupling matrix M
is set to unity we do not observe the same limitation of the interlead part of A.
In Fig. 6.17 we consider how the symmetry of the scattering states combines with
a selective symmetry of the phonon mode to yield the very low absorption and high
emission. Importantly, we note that the symmetry of the scattering state ψ∗L(EF ) is
almost unchanged from going up in energy (absorption), see ψR(EF + ω0) shown in
Fig. 6.17A. On the other hand the symmetry of ψR(EF − ω0) differs significantly from
this (emission). Thus, in general we can expect that a given phonon will yield very
different emission and absorption matrix elements due to the symmetry. The large
phonon frequencies and linear DOS of graphene strengthens this symmetry breaking.
Acting with the interaction matrix of the runaway mode, MψR, is found to invert all
signs. Therefore, we find a very large cancellation in the absorption elements for the
runaway mode, Fig. 6.17B. This cancellation does not occur for the emission integral.
The electronic (mode independent) DOS is not enough to describe the phenomena, but
the mechanism is driven by the phase matching between the electron state and phonon
modes involved. Selection rules, relating the scattering state symmetry to that of the
vibration, dictate which modes that obtain a negative electronic friction.
In the general case where one has a resonance between graphene leads, insert of
Fig. 6.14B, the wave incoming at resonance will absorb to an eigenstate close to the
Dirac crossing. Hence the state contributing to absorption will have low DOS and a
dissimilar phase. On the contrary, emission leads to an eigenstate with larger DOS
and similar phase. This holds true for states dominated by the inter-lead contributions.
The ”IETS” mode on the other hand has a low emission-absorption ratio due to high
intra-electrode terms, ΛLL/RR and a higher phonon damping.
Our main finding is that a significant fraction of the phonon modes in the GNC
obtains a current-induced negative damping (amplification) due to the coupling to the
nonequilibrium electrons at finite bias. This signifies an instability of the harmonic
approximation, and thus is an important mechanism to include in the description of
current-induced atomic-scale structural instabilities observed in graphene nanostruc-
tures. We can explain the mechanism by a significant asymmetry between phonon emis-
sion and absorption matrix elements around transmission resonances. We believe this
is a mechanism applicable to general graphene nanostructures and should spur further
investigations.





Figure 6.16: Eigenchannel calculation of the A,B coefficients for the runaway mode.
The negative(positive) Λ elements contribute to A(B). a) Full calculation
to be compared with the spectral expansion result. b) Only the eigenvalues
were included - neglecting the interaction matrix element. c) Only the
interaction matrix element was included - neglecting the eigenvalues. d)
The coupling matrix was set to unity - including both eigenvalues and
eigenvectors. In Fig. 6.14 the A,B coefficients were calculated for the
runaway mode. This is a good comparison for a single mode with the
full calculation. We obtain the same result in (a) as with the spectral
expansion. Besides being a good verification of the different numerical
implementations, this method enables further examination of the origin
of the variation with bias.
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A) 
B) 
Figure 6.17: Selection of the symmetry of the scattering state by mode vibration. A)
Symmetry of the scattering states contributing to absorption and emis-
sion. The resonant scattering state from the left lead couple to the right
scattering states shifted by a phonon frequency. We show the absolute
magnitude of the scattering states, |ψ(x, y)|, (summed over orbitals) as
a circle radius at each site and the color indicates the sign of the real-
part. B) Real-space interaction elements that gives the total absorption
and emission coefficients when summed together. In the absorption coef-
ficient a cancellation takes place that reduces its overall magnitude. This
cancellation is not present in case of emission.
6.6 Summary and discussion 87
6.6 Summary and discussion
The previous sections illustrated two different current-induced mechanisms that can
ignite a runaway phenomena in graphene based nanosystems. The nonconservative wind
instabilities and laser-like phonon damping effects contribute significantly to the local
heating of the considered examples even at low bias. Furthermore, they constitute a risk
for device stability with a large applied bias.
In nonequilibrium there is no constraint on or relation between the absorption and
emission. Therefore, we find regions in energy space that allows for a situation where
the probability of emitting a phonon exceeds that of absorbing one. This holds true
even for a system where the density of states for the left and right scattering states are
not independently tunable by the bias. As a result the friction and 1/Q-factor can turn
negative. Two-dimensional systems like graphene make an exciting test-bed for probing
such phenomena by gating of the device.
The phenomenon of contact disruption is formally a speculation within the harmonic
stability analysis. Beyond the runaway threshold the harmonic approximation breaks
down and anharmonic forces kicks in to accommodate the drastic increase in the heating.
Whether this will result in contact disruption or another drastic change of geometry
will remain unanswered within our harmonic phonon treatment. However, one main
conclusion of the analysis of the GNC is that the harmonic instability/runaway is a
common phenomenon for nanostructures under high (yet experimentally realistic) bias.
Several runaway modes appear in our calculation and as the bias voltage is increased
it seems likely that anharmonic effects may not be able to funnel all the heating to the
bulk phonon modes and the contact will eventually disrupt. But in order to answer this
definitively, it would require additional simulations, i.e. by molecular dynamics (MD).
How one can perform such MD simulations in the presence of current is the subject of
the next chapter.
Chapter7
Molecular dynamics in the
presence of current
This chapter presents a quantitative MD framework that enables quantum MD simula-
tions in the presence of an electron current. We target dynamics at temperatures where
the quantum distribution of the electrode phonons is necessary for graphene nanos-
tructures. A quantum molecular dynamics (QMD) method, that includes the colored
(non-Markovian) noise from the phonon baths, was developed by Wang et al.[188, 190],
who demonstrated its usefulness in applications to graphene nanoribbons.
The idea of MD simulations is to split the ensemble averaging into two parts. One has
to perform an initial (analytic) statistical averaging with respect to the bath variables
before the MD simulation. This was performed in chapter 6, where the resulting noise
spectral density and bath damping kernel was derived. The averaging with respect to
the system degrees of freedom is performed from the trajectories from a MD simulation.
In this way the device part can be subject to a general nonlinear force-field.
In this chapter, we discuss the QMD methodology and describe how one generates
and use a colored noise sequence and the corresponding damping memory kernel. We ap-
ply the methodology to obtain the ballistic thermal conductance of a short GAL device.
Furthermore, we extend the QMD framework to nonequilibrium simulations. Nonequi-
librium QMD simulations could become an invaluable tool for predicting the behavior of
current-driven molecular motors[7, 95] and to assess the stability of nanocontacts[108],
before testing these designs in real experiments[26]. The strength of MD simulations
to include a general nonlinear force-field is important when addressing the behavior of
a system near the breakdown of the harmonic approximation. Additionally, we will
demonstrate a significant difference in the current-induced heat dissipation between the
harmonic and anharmonic simulations. Finally, we will present QMD results for the
local heating and current-induced thermal expansion of a GNC.
7.1 QMD methodology
This section describes the methodology of non-Markovian quantum molecular dynamics.
The quantum fluctuations cannot be neglected in graphene due to the large phonon fre-
quencies of the optical modes. Classical MD simulations only predict properties correct
above the Debye temperature (TDB ≈2100 K[153]) making most transport and dynam-
ical phenomena intrinsically quantum mechanical at standard conditions. Performing a
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partial integration of the zero bias damping in the SCLE we obtain
u¨(t) = Fcon −
∫ t
t0
Φ(t− t′)u˙(t′)dt′ + fph(t) . (7.1)
The first term gives the conservative force-field (broken into harmonic and nonlinear
parts):







α u(t) . (7.2)
The last part in eqn. 7.2 gives a renormalization of the local springs by the connection to
the phonon baths and is neglected from hereon. The second term in eqn. 7.1 describes











Finally, the last term in eqn. 7.1 gives the random phonon noise discussed next.
7.1.1 Generating colored noise
We now outline the algorithm for generating colored noise:
1. Choose memory cutoff :
The damping kernel, eqn. 7.3, in principle includes the full history of the MD
simulation. The algorithm implemented deviates from the formulation by Wang
in that we employ a large memory cutoff through a large artificial damping. We
include this in a way that does not violate the fluctuation-dissipation theorem. We
show below that the ballistic thermal conductance can be obtained correctly by a
quite short memory kernel length, ncut.
2. Calculate the memory kernel :
We consider Nk positive frequencies and time steps (2 Nk, taking positive and
negative time into account). The memory kernel is a matrix for each timestep up














where τ = t − t′ is the relative time so that the frictional damping force includes
the memory at time t of a displacement at time t′. We choose a discrete time step
∆t for a Nk step long MD simulation (with corresponding ∆ω and discrete ωk in
frequency space). To improve convergence and computation-time we include an
artificial damping, ad, to reduce the memory kernel length, ncut.
3. Calculating frequency components of the memory kernel :
We calculate a new effective Γ from the memory kernel including the artificial
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4. Calculate spectral function:
Evaluate the spectral function but from the new effective Γ including the artificial
damping.







This is the expression used for generating the full colored phonon noise spectrum.
5. Generate noise in frequency space and transform to time:
A factor of 2Nkdt enters in the expression for the covariance matrix from the
δ(ω+ ω′) factor, S˜f = Sf2Nkdt. From this covariance matrix we can generate the
noise for the statistical independent “noise-modes” in several ways.
a) Diagonalization:
Construct the transformation matrix to statistical independent variables Vf con-
sisting of the eigenvectors of S˜f . This has to be done for each frequency compo-
nent. That is, for each ω solve VfDf = S˜fVf and generate noise and rotate back;
fk(ω) = Vf
√
Df ~χ, where ~χ is a vector of random numbers. Calculate the noise













Calculate the real lower triangular factorization matrix C so that CCT = S˜f . We










where ~χ is a complex vector of random numbers.
We mention that the length of the MD simulations, nstep, should be long enough for
the system to equilibrate (so that time-averages are definable). Furthermore, it should
be long enough to define good Fourier transforms.
7.2 QMD applied to GALs
In this section we apply the QMD method to a {10, 3arm} GAL device between graphene
leads and illustrate that it is indeed possible to describe quantum thermal transport
from MD simulations. We integrate the SCLE, in eqn. 7.1, by the velocity-Verlet MD
algorithm[184] generalized to a non-Markovian matrix memory kernel. The simulations
are based on the Brenner potential.
It is important that the artificial damping and memory cutoff fit together so that all
main features of the damping kernel are taken into account. A given set of parameters
influence how well the original self-energy is represented, Fig. 7.1. The self-energy of
graphene was generated in 350 energy points and reveals several sharp features. Decreas-
ing the memory cutoff plays the role of an effective damping, however abruptly applied
in time. The sharp features in the frequency spectra are hard to reproduce by a short
memory cutoff in time, see (a). With a very long memory, having more points than in
the original energy-grid, one superimpose oscillations of high frequency.
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(a) Frequency dependence of graphene retarded
self-energy generated from the memory kernel
with varying memory length. The artificial
damping is ηad = 0.001eV.


















(b) Zoom around zero frequency.



























(c) Frequency dependence of graphene retarded
self-energy generated from the memory kernel
with varying artificial damping. The memory
length is ncut = 150.
Figure 7.1: Effect of varying phonon memory cutoff and artificial damping in
graphene. The calculations were performed with T = 300K, dt = 0.5fs
and nstep = 10
5.
The phonon friction (constant value around zero frequency, see (a,b)) increases as
the artificial damping is increased and the memory length shortened. One can argue
that the system gradually becomes more classical as the phonon friction increases and
becomes more well defined. However, one can still approximate many main features
of the phonon self-energy with a relatively high artificial damping and short memory
length.
We perform a sequence of thermal nonequilibrium QMD simulations with a 10%
temperature deviation in each lead relative to the equilibrium temperature. In steady













ΦL/R(t− t′)u˙(t′)dt′ + fphL/R(t)
)〉
. (7.9)
The thermal conductance is then defined by
κphL/R = JL/R/(TL/R − TR/L) . (7.10)
One can test that the simulation has indeed reached steady state by comparing the
left and right thermal currents and finally evaluate the average device conductance,
κph = (κphL + κ
ph
R )/2. In Fig. 7.2 we compare to the Green’s function results for the
GAL systems in the ballistic limit. The thermal conductance averaged over four QMD
simulations agrees well with the ballistic NEGF calculation taking full account of the
low-temperature quantum freeze-out of phonons. For this rather short device the har-
monic and nonlinear simulations also agree. The insert of Fig. 7.2 illustrates the noise
correlation function at varying temperatures compared to the damping kernel. As the
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Figure 7.2: Thermal conductance obtained from QMD and NEGF for a {10,3arm}
GAL with M = 1. Parameters used in the simulations are: unequal lead
temperatures TL/R = (1± 0.1)T , ad = 0.05eV, δt = 0.5fs and ncut = 350.
Insert: Temperature dependence of the noise correlation function compared
to the damping kernel. From Paper III.
temperature is increased the quantum correlation functions eventually satisfy the clas-
sical fluctuation-dissipation theorem, i.e. the noise correlation function and damping
kernel only differ by a factor kBT . In this limit the obtained thermal conductance is
equivalent to that obtained by conventional classical MD simulations. We conclude that
quantum thermal transport properties can be obtained from generalized Langevin-MD
simulations with quantum heat baths. This approach yields results similar to those ob-
tained with the NEGF-Landauer approach. The MD approach is, in principle, able to
address the effects of anharmonicity beyond perturbation theory in thermal transport.
7.3 Molecular dynamics including Joule heating
To illustrate how Langevin-type MD simulations can be performed including the Joule
heating effect, we apply the TB+Brenner model in a simple test system consisting of a
5-atom linear carbon chain bridging two graphene leads, Fig. 7.3. As a starting point
Current 
µL, TL µR, TR 
Device 
a) b) 
Figure 7.3: Linear chain system (a) and electron transmission (b).
we will neglect the quantum fluctuations and apply a time-local phonon damping. By
Taylor expanding the Bose distribution function nB(ω) ≈ kBT~ω for ω → 0, we find the
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physical appealing classical white noise spectrum
Sphf (ω) ≈ 2ηphkBT , (7.11)
where the friction matrix is given as






]) |ω=0 . (7.12)
The time-local version is only correct in the high temperature limit. However, it is
instructive to take the friction as a single tunable parameter to illustrate what effect
the coupling to the environment and anharmonic coupling will have on the local Joule
heating. Correspondingly, we approximate the electron spectral power by a white noise
distribution by assuming a large bias voltage:






Here we have neglected the off-diagonal elements within the WBA expression to include
the Joule heating effect in the simplest possible manner. Despite the crudeness of the
model used in this section, it is a prove of concept that both illustrates the power of
SCLE MD simulations and the importance of anharmonic interactions in the description
of the local heating. The MD set up is shown in Fig. 7.4a. We include electrode
regions without interaction with the current (DL,DR), and a device region (D) where
the current density is highest and where the local heating is included. We vary the
value of the phonon friction around typical values found for graphene. This enables
one to quantify the dependence of the local electronic heating in the device region on
this parameter (Fig. 7.4b). The bottleneck for heat transfer away from the device is
at the chain-graphene interface for a high friction. This is an appealing result since the
heat flow away from the contacts is sufficient to maintain the temperature of the heat
baths in that case. As long as the chain-graphene interface acts as a bottleneck for the
heat conduction the local heating is independent of the coupling to the environment and
contacting further away from the device.
We now compare the local heating with(Fig. 7.4c,d) and without(Fig. 7.4e,f) the
anharmonic interactions. In the absence of zero-point motion we define atomic temper-
atures for atom “a” from the equipartition theorem, Ta(t) ≡ ma3kB 〈~v2a(t)〉. Anharmonic
couplings between the vibrational modes have a significant influence on the local Joule
heating of the system. Within the harmonic approximation we find isolated modes with
very high temperatures. The heating is found to be less localized in the chain due to
anharmonicity. This originates from the coupling of different modes and an increased
coupling to the surroundings for configurations where the atoms are displaced from their
equilibrium positions. When anharmonic interactions are included the energy is redis-
tributed and the modes are collectively heated up. We conclude that MD simulations
including current-induced forces enables an energy redistribution mechanism among the
modes, mediated by anharmonic interactions, which is found to be vital in the description
of the electronic heating.
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Figure 7.4: Local heating of the linear 5-atom carbon chain. (a) Definition of system
regions with different types of noise contributions. Leads (L,R) have a
well-defined temperature specified from the phonon noise, the device (D)
temperature will be defined from the electronic heating, and the intermedi-
ate regions (DL,DR) are free and will obtain a temperature from propagat-
ing noise. (b) Temperature of the regions as a function of phonon friction.
(c,d) Obtained temperatures at different atoms within the harmonic ap-
proximation. (c) The simulations are run at T=300K and at eVa = 1eV,
and (d) varying bias voltages. (e,f) Corresponding atomistic temperature
distributions including the anharmonic interactions. The lead temperature
can exceed the equilibrium bath temperature due to propagating noise. Es-
pecially the anharmonic interactions redistribute part of the energy from
the modes in the chain to the bulk modes in the lead. From Paper II.
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7.4 The origin of thermal expansion in current-carrying
graphene nanoconstrictions
In a recent experiment, Bo¨rrnert et al. were able to electrically characterize a bilayer
GNC while at the same time observing the structural response of the device[23]. Their
configuration is illustrated in Fig. 1.2b. They find a highly localized “anomalously”
large lattice expansion inside a less than 10 nm wide constriction, observed trough in
situ atomic resolution TEM.
This section presents preliminary and unpublished results that might contribute to
the explanation of the observed expansion of current-carrying GNCs. The phonons and
anharmonicity is treated with the Brenner empirical potential as described in the QMD
method in section 7.1. The electron bath is described by the DFT calculations within
WBA, as discussed in chapter 6. In principle the novel deterministic forces could be
important. However, to be able to compare with experiments on larger constrictions
we only include the Joule heating mechanism here. The main idea is that a current
can excite the local vibrations of a nanosystem, and that this could have consequences
on the atomic bonds by a different relative occupation of the phonon modes. Within
Gru¨nesen theory one examine how a change in lattice parameters will change the phonon
frequencies and the corresponding DOS. Here we ask the reversed question; how will a
change in phonon populations influence the lattice parameters?
7.4.1 Thermal contraction in graphene and GNCs
Graphene is known to have a negative thermal expansion coefficient, α(T ), for tempera-
tures up to more than 400 K, recently measured by scanning electron microscope[12] and
Raman scattering[200]. Marzari et al. estimated α(T ) by first-principles calculations in
a quasiharmonic model of the vibrational free energy. They found it was negative up to
2500 K and explain it as a result of the ZA (out-of-plane acoustic) vibration[21, 129].
Bao et al. used this effect to thermally generate a graphene ripple suspended over a
trench[12].
We now apply the quasiharmonic approximation, which includes anharmonicity by
the dependence of the phonon frequencies on the lattice parameter. However, it neglects
stronger anharmonic effects such as phonon-phonon interactions. The total oscillator
energy, E{nq,j}, is given by the cohesive energy, U , and the quantized phonon energies
of a collection of quantum harmonic oscillators with occupation numbers, nq,j :










where j and q labels the modes and reciprocal lattice vectors, respectively. We then



















At zero pressure, the equilibrium lattice parameters minimize the Helmholtz free energy:
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Here we included the parametric dependence on the lattice parameters, {ai}. Besides
the cohesive energy, the free energy includes contributions from the temperature inde-
pendent zero-point-motion, FZPM , and a third term, FT , from the thermal occupation of




∂T . It is
possible to evaluate the free energy, eqn. 7.16, as a function of lattice parameters to find
the minimum and directly evaluate the temperature dependence. Alternatively, within
the Gru¨nesen formalism one assumes a linear dependence of the phonon frequencies on
the lattice parameters. In graphene, Marzari et al. expressed the thermal expansion








cv(q, j)2γ(q, j) (7.17)
from the condition that (∂F/∂a)T = 0. Here we have defined the Gru¨nesen parameter





The mode specific heat contributions, cv(q, i), are always positive and the total thermal
expansion coefficient is obtained from the competition between modes with Gru¨nesen
parameters of possible alternating sign. The dispersion of the six phonon branches of
graphene are illustrated in Fig. 7.5, together with the Gru¨nesen parameters and mode
displacements. The Gru¨nesen parameter is evaluated by finite differences for a slightly
strained system to avoid imaginary frequencies close to the Γ-point. Clearly, the source
of negative thermal expansion is the ZA out-of-plane mode. At the Γ-point the ZA mode
has a Gru¨nesen parameter as low as −165. Since this mode has a very low frequency
it will dominate the thermal expansion at low effective temperature, where other modes
are still not excited.
We conclude that we, consistent with the results by Marzari et al., find that the origin
of the contraction is the ZA mode due to its quadratic dispersion. The origin of this is
called the membrane effect, originally predicted by I.M. Lifshitz in 1952. In terms of a
simple vibrating string the vibrational frequency increases if one pull harder at the ends.
Interestingly, the in-plane motion is always coupled anharmonically to the out-of-plane
motion. If one displaces an atom z in the out-of-plane the in-plane force goes as z2. So
even for a harmonic membrane the projected force is always anharmonic. We conclude
that with increasing lattice parameter, the tension of the graphene sheet grows, making
out-of-plane motion more difficult. Therefore, the out-of-plane force constants increase
(becomes harder) and the phonon frequencies effectively increase.
We now consider the velocity-velocity correlation function, Cv(ω) ≡ 〈v(ω)v∗(ω)〉 =
δ(ω − ω′)w2 〈u(ω)u∗(ω′)〉. This is also called the power spectrum, since it gives the
kinetic energy distribution among the modes. It is obtained from the Fourier transformed
displacements along a QMD trajectory, u(ω). In Fig. 7.6, we show the power spectrum
obtained from QMD simulations for the GNC at different temperatures. The total power
increases with temperature. Additionally, the highest frequency modes around 0.2 eV
are shifting down in frequency. We find that the GNC contracts with temperature from
evaluating the average bond-lengths consistent with the quasiharmonic calculation.
Interestingly, the measurements by Bo¨rrnert et al. suggest the opposite effect due to
a current for a bilayer constriction. They observe a large expansion in contrast to the
contraction one should expect from a general temperature increase as above. Several
things could go into the current-induced expansion. For example there is no guarantee
that there is no intrinsic strain in the experiments due to a fixed lead-lead distance.
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Figure 7.5: Phonon dispersion and Gru¨nesen parameters of graphene. (Top leftmost)
Phonon dispersion of graphene between the three high symmetry points,
~G = (0, 0, 0), ~M = 1a0 (pi/3, pi/
√
3, 0) and ~K = 1a0 (2pi/3, 2pi/(3
√
3), 0), from
the empirical Brenner potential. (Top rightmost) Corresponding Gru¨nesen
parameters of the six phonon branches. The modes are sorted according to
the symmetry (overlap) of the displacements. (Bottom) Displacements for
the six phonon modes of graphene.

















Figure 7.6: Power spectrum at different temperatures. It is obtained as an average
over four independent QMD simulations.
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However, the phonon excitation due to the current is the main actor in the explanation.
The optical modes localized in the constriction are softening as the lattice parameter
is increased. At a high bias, it is mainly the optical modes that will be excited as
compared to the ZA-mode. The power spectrum illustrates that the high frequency
modes around 0.2 eV gets remarkedly softer. This down shift in the optical frequencies
was correspondingly observed by Raman spectroscopy on graphene[200]. A hypothesis
is that the different effective temperatures among the modes due to the heating at
finite bias could invert the picture. One could expect to find thermal expansion at low
temperature, where the system was contracting at zero bias voltage.
7.4.2 A two-temperature quasiharmonic model
The Gru¨nesen formalism is convenient and very illustrative for small systems, where
each mode can be clearly distinguished. However, for larger systems such as the GNC
with many modes at nearly equal frequencies it becomes exceedingly hard to sort the
modes by symmetry. To illustrate the above idea we have instead calculated the free
energy, eqn. 7.16, as a function of nearest-neighbor distances to find the optimal lattice
parameter. To include the effect of the current we assume that two different temperatures
exist. We take an equilibrium temperature, T = T0, for modes with ωj < 0.15 eV and an
elevated temperature, T = T0 + ∆T , for modes with ωj ≥ 0.15 eV. The optimal nearest
















Figure 7.7: Nearest neighbor distance, d, minimizing the Helmholtz free energy.
neighbor distance, d, is given as a function of ∆T in Fig. 7.7. Notice the large increase
in the equilibrium lattice constant (∆T = 0) with decreasing temperature. The origin
of this is found to be the zero-point-motion, FZPM . This term exceeds the thermal
contribution, FT , up to above 1000 K. We find that the GNC would expand within
this model as the local heating is increasing with bias. This clearly illustrates that
the phenomena of current-induced expansion is within the physical available parameter
space. However, there may be more important ingredients in the explanation of the
experiment than taken account of in this simple two-temperature model. First of all,
the main assumption (that no modes below the threshold are excited) used in this model
will not hold perfectly true. Anharmonic coupling will transfer heat to the lower lying
modes. Furthermore, the experiment observed a highly localized lattice expansion in
the direction of the current along the constriction. E.g. an anisotropic lattice expansion
only in the constriction part and not in the leads. Furthermore, the experiment was on
bilayer graphene, and it is therefore interesting to consider the importance of a substrate
in the explanation of the effect. We will now consider the heating and lattice parameters
from MD of the constriction on a substrate.
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7.4.3 Nonsuspended graphene
We now include a second graphene layer. As a model we only include the current in the
top layer and treat the second layer as a substrate with varying mass and interaction
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)
, and is scaled between that of bilayer graphene and SiO2.
We take σ0 = 3.326 A˚ and 0 = χ 8.909 meV. For χ = 1 these parameters are equal to
the Si-C interaction of graphene on SiO2[131, 139]. For χ = 0.31 the potential is similar
to that of the graphite and bilayer graphene interaction[98]. For graphene with a strong
interaction with a substrate (χ = 10) an optical surface mode develops as a hybridization
between the ZA mode and Rayleigh surface waves in the substrate[140]. In Fig. 7.8 we
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Figure 7.8: Total energy of a bilayer graphene slap from the Lennard-Jones potential
with a cut-off radius of rcut = 25 A˚
illustrate the total energy, as the interaction strength is tuned between that of bilayer
graphene and graphene on top a SiO2 substrate. In Fig. 7.9 we show the resulting

















































Figure 7.9: (Top) Phonon dispersion (top left) and Gru¨nesen parameters (top right)
of graphene on a substrate. (Bottom) Corresponding mode displacements
of the bilayer system.
phonon dispersions and Gru¨nesen parameters. As we increase the substrate interaction
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the two ZA modes of the uncoupled graphene layers split into a conventional ZA mode
and an additional optical ZO′ out-of-plane mode. In the figure we used the carbon mass
of the atoms in the substrate layer. We have also tested what happens if the mass of
the substrate layer is increased beyond that of graphene. In the infinite mass limit the
ZA mode dispersion vanishes (ωZA = 0), the ZO’ mode is shifted slightly downwards
(the effective interaction, χeff , is scaled slightly down) and the remaining modes are
unaffected. We conclude that substrate interaction increases the ZO’ mode frequency and
stabilizes the system (less tendency to rippling). Furthermore, the Gru¨nesen parameter
of the ZO’ mode becomes less negative. Substrate interaction will therefore decrease
the barrier for crossing from an contracting to an expanding regime by relative phonon
occupations.
7.4.4 Thermal expansion and local heating of the GNC from QMD
We now consider the effect of Joule heating and substrate interaction in QMD simulations
for the GNC. Fig.7.10a illustrates the power spectrum obtained from the simulations











































































Figure 7.10: Power and heating spectrum from QMD. (Top) Average power spectrum
from QMD simulations with varying temperature, bias and substrate in-
teraction. (Middle) Relative change in power at different bias voltages.
(Bottom) The total additional kinetic energy per atom, stored in the sys-
tem, as a function of bias voltage.
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with varying bias voltage and substrate interaction. The substrate interaction is mainly
observed as a decrease of the occupation of the lowest acoustic modes, Fig.7.10top.
We define a heating spectrum as a relative change in kinetic energy, ∆T (ωi, Va) =
2
kB
(Cv(ωi, Va)− Cv(ωi, 0)) dω2pi . Here we included both positive and negative frequency
contributions and choose units so that the total heating is just a sum over discrete
frequencies, ∆T (Va) =
∑
i ∆T (ωi, Va). Despite the substrate interaction, there is still
a significant heating of the low frequency vibrations due to the anharmonic coupling,
Fig.7.10middle. The average heating for the full system is unaffected by the substrate,
Fig.7.10bottom.
























Figure 7.11: Change in the in-plane components of the nearest-neighbor distance, in-
side the constriction, with bias voltage. The average lattice parameter is
found from an average over 4 QMD simulations.
In Fig. 7.11 we consider the change in the in-plane components of the nearest-
neighbor distance with bias voltage. In agreement with the experiment we find a clear
anisotropy between the two in-plane directions. However, we do not find that both di-
rections are expanding. Only the longitudinal direction is expanding while the GNC
contracts in the transverse direction. At a low degree of substrate interaction the con-
striction is expanding more than without substrate. As we increase the substrate interac-
tion above that of SiO2, all graphene modes will eventually expand and the constriction
will be squeezed between the two leads. This is a somewhat artificial effect since the
total unit cell parameter is kept fixed in the QMD simulations. One can expect that the
trend of thermal expansion in the longitudinal direction will be more evident if the unit
cell was not fixed.
The real-space heating can be obtained from the total relative change in kinetic
energy with bias. The result is illustrated in Fig. 7.12. Nonequilibrium QMD simulations
enables one to include a general nonlinear force-field and obtain the local heating with an
accurate description of the quantum occupations and heat dissipation. In a classical MD
simulation all vibrational modes are equally excited, while in QMD simulations phonon
modes are occupied according to the Bose distribution and the bias voltage. One can
therefore not expect to obtain a correct description of the different effective temperatures
obtained from classical MD. We conclude that nonequilibrium QMD simulations may
be a promising tool for describing to local heating and how relative phonon populations
influence the lattice parameters.
7.5 Summary and discussion
This chapter described the QMD methodology and applied it to obtain the ballistic
thermal conductance of a short GAL device. In the presence of bias we demonstrated a
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a) b) 
c) d) 
Figure 7.12: Local Joule heating from QMD simulations at different bias voltages.
significant difference in the current-induced heat dissipation between the harmonic and
anharmonic simulations. Furthermore, QMD was used to obtain the local heating of a
GNC. We have argued that the origin of the experimental observation, that a bilayer
GNC expands in the longitudinal direction with increasing bias voltage, is related to the
relative quantum occupation of phonon modes. In contrast to a conventional tempera-
ture the current may excite optical modes with a positive Gru¨nesen parameter relatively
more than the ZA mode with a negative Gru¨nesen parameter. Substrate interaction will




The interplay between electronic current and phonon dynamics is an important and
intriguing problem in nanoelectronics. This thesis contributes to the understanding
of phonon dynamics in graphene based nanostructures in the presence of an electrical
current. Graphene is particularly interesting since it is capable of sustaining high current
densities and enables fine tuning of the electronic structure by a gate voltage.
The two-dimensional nature of graphene allows us to create nanoscale ”circuits” or
paths for the current, for instance by confining charge carriers in GNRs, GAL waveguides
or between functionalized kinks considered in this work. We found that GAL waveguides
support modes which are highly confined to the waveguide region and are robust against
structural disorder and kinks in the waveguide. We also suggested that the reduction
in the absorption barrier when bending graphene could be used in a curvature-directed
process for templated chemical functionalization of graphene.
Another main result was on the prospect of using ”holey graphene” as thermoelectric
devices, perhaps as an integrated element in future graphene nanoelectronics. Graphene
cannot be used for thermoelectric applications by itself. Its efficiency in transforming
heat into charge current is limited by its very high ability to conduct heat, exceeding that
of copper. However, our transport calculations indicate that drilling a periodic lattice
of nanosized holes in graphene could modify the thermal conductance substantially such
that thermoelectric applications in principle could be possible. It is indeed surprising
that an almost ideal thermal conductor can be used as a basis of thermoelectric com-
ponents. Several recent experiments have shown how such nano-perforations indeed are
possible. Our simulations predict that not only does the nanoperforated graphene pro-
vide a flexible platform for creating a tunable electronic band gab, it is also a platform for
thermal management and thereby reveals several routes to increased thermoelectric effi-
ciency. Topology optimization may be used for prototyping of interesting configurations,
that may assist in developing new devices with increased thermoelectric performance.
Due to the high current densities one inevitably has to consider the effects of having
localized vibrations in nanostructured graphene. The IV -characteristics can provide a
spectroscopic fingerprint of local vibrations in molecular junctions. However, we found
that the electronic spectrum of nanostructured graphene features electronic resonances,
with a broadening on the scale of the phonon frequencies. To accommodate this regime
we presented an extended lowest order expansion that incorporates the effect from the
electronic energy variation on the phonon energy scale in the electronic conductance.
We also developed a spectral expansion technique for quantitative analysis of lo-
cal heating effects, that is computational efficient and more predictive for systems
with Lorentzian-like resonances in the spectral function. Our simulations indicate that
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a ”laser-like” mechanism is behind current-induced vibrational instabilities in narrow
graphene constrictions (GNRs). Recent developments in graphene research enable the
study of the structural response by in situ transmission electron microscopy, while the
current density can be very high locally at narrow GNRs. There may be an unique
possibility in understanding the fundamental mechanisms behind current-induced insta-
bilities observed as contact disruption in experiments and used for current-annealing of
nanostructured graphene. To this end, we have presented state-of-the-art calculations on
a generic GNR formed in graphene, conducting an electronic current. Our main finding
was that a significant fraction of the phonon/vibrational modes in the system obtain a
current-induced negative damping (amplification) due to the coupling to the nonequi-
librium electrons at finite bias. This signifies a vibrational instability and breakdown
in the harmonic approximation. We explained the mechanism by a large variation of
symmetry of the electronic states with energy, with the consequence that the rate of
emission of phonons can exceed that of absorption.
MD simulations in the presence of current demonstrated a significant difference in
the current-induced heat dissipation between the harmonic and anharmonic simulations.
Furthermore, QMD was used to obtain the local heating of a GNC. We argued that
GNCs expand in the longitudinal direction with increasing bias voltage, due to the
relative quantum occupation of phonon modes. The current may excite optical modes
with a positive Gru¨nesen parameter relatively more than the ZA mode with a negative
Gru¨nesen parameter, in contrast to a conventional temperature. Substrate interaction
will further decrease the barrier for crossing from a contracting to an expanding regime
by relative phonon occupations.
In this thesis, we mainly examined ideal structures, and we just briefly considered
disorder effects in GAL devices. However, a more detailed study of the influence of
disorder could be conducted by utilizing scaling theory from effective single scatterer
cross sections[119, 120]. Recently, effects of disorder on diffusive electron transport in
GALs was examined by a time-dependent Kubo method[118, 204]. However, the relative
scattering by disorder of electrons and phonons has not yet been addressed.
Our calculations provide a first step towards evaluating the change in thermoelectric
performance due to e-ph coupling. How large such corrections will be for realizable
systems is still an open question. A possible next step could also be to consider the
nonlinear regime, where a finite temperature and bias voltage is applied simultaneously,
in close resemblance to actual experiments. To this end, QMD in the presence of current
seems a very promising tool. Several new methods are emerging that enables one to
generate colored noise ’on the fly’[14, 41]. Hereby, one reduces the memory requirement
in the inverse Fourier transform of the noise spectral density over the entire time duration
of the MD simulation. Such methods could be useful in making QMD, in and out of
equilibrium, more accessible to the MD community. In addition to graphene a range of
other 2D materials are emerging, such as hexagonal Boron-nitride (hBN) and transition
metal dichalcogenides like MoS2[193]. hBN was suggested as a promising, defect free,
tunnel barrier, which can be used as a support layer, gate dielectric and to encapsulate
devices[61, 133]. In that sense, graphene can be viewed as a key in developing a range
of new layered materials[134], that combines in an unique toolbox to realize patchwork
2D circuits[156].
In summary, the developed methods was described and applied to a number of ex-
perimentally relevant devices based on nanostructured graphene. The obtained results
contributes to the evolving understanding of thermal transport and the interplay between
electronic current and phonon dynamics at the atomic scale.
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Chapter9
Appendix A: Derivations and
technical information
9.1 DFT settings
We use single-zeta-polarized (SZP) localized pseudoatomic orbitals in the basis set for
both hydrogen and carbon. Exchange-correlation effects are handled within GGA-PBE
and a grid cutoff of 210 Ry is applied. The Brillouin zone was sampled with a [5 1 2]
Monkhorst-Pack grid, with the x-axis as the transverse direction and the z-axis as the
transport direction. With these parameters the optimal nearest neighbor distance of
graphene is approximately 1.46 A˚. The system was relaxed until all forces were smaller
than 0.005eV/Ang. The potential drop was applied between the semi-infinite leads as
implemented in the TranSIESTA method[27]. We used 150 points along the bias contour
with a broadening of 0.01 eV.
9.2 Transport cheat sheet: Symmetries and technical re-
lations
This section collects the most important matrix properties of Greens functions, self-
energies and variables for both electrons and phonons.
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9.2.1 Mathematical relations - distribution functions
The Bose-Einstein distribution is related to coth(x). They can be expanded to first order




) = 2nB(~ω) + 1 =
2
















The Bose distribution satisfy
nB(−~ω) = −(1 + nB(~ω))
∂nB
∂~ω














(ω, T ) (9.7)





= −nB(ε1 − ε2 + µβ − µα)
[
nαF (ε1)− nβF (ε2)
]
= − (nB(ε2 − ε1 + µα − µβ) + 1)
[
nβF (ε2)− nαF (ε1)
]
(9.8)
9.2.2 Relations for the noninteracting system
The free electron and phonon greater and lesser Green’s functions are directly related
to the spectral functions as:
















The electron self-energies of the noninteraction leads are expressed in terms of the lead
coupling matrices, Γα:
Σ<α (ε) = inF (ε)Γ
α(ε)
Σ>α (ε) = i(nF (ε)− 1)Γα(ε) (9.10)
The corresponding equations for the free phonon baths are:
Π<α (ω) = −inB(ω)Γαph(ω)
Π>α (ω) = −i(nB(ω) + 1)Γαph(ω) (9.11)
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9.2.3 Symmetry relations
The free phonon variables satisfy
Aα(−ω) = −A∗α(ω)
A˜α(−ω) = −A˜∗α(ω)
Γαph(−ω) = −2Im(Π∗rα (ω)) = −Γαph(ω)
D
r/a
0 (−ω) = D∗r/a0 (ω) (9.12)
The interaction weighted electron-hole density of states satisfy





Λαβkl (ω) = −Λβαlk (−ω), (9.14)
Λ(−ω) = −Λ∗(ω), (9.15)




The spectral density describing the stochastic electronic forces satisfy:
Se†f (ω) = S
e
f (ω) (9.16)
Sef (−ω) = Se∗f (ω) (9.17)
Consequently Sef (t) is real, but S
e
f (−t) 6= Sef (t) at finite bias.
The full self-energy describing the deterministic forces satisfy:
Π˜†(ω) = −Π˜(ω) (9.18)
Π˜(−ω) = Π˜∗(ω) (9.19)
9.3 Ballistic thermoelectric properties
The thermoelectric performance of a device with electrons that do not interact with
phonons is related to the difference in electron distribution if a temperature difference is
imposed between the leads. Starting from the Landauer formula, eqn. 2.4, and assuming
a small bias and temperature difference, we can do a linear expansion of the Fermi
distribution function over δT e/T e and δµ:













Inserting in the Landauer formula, eqn. 2.4, we obtain the linear response to a infinites-
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δµ = µL − µR, (9.24)
δT eL = T
e + δT e, (9.25)















The Onsager reciprocal relation is obviously satisfied. We readily obtain the thermoelec-
tric transport coefficients as given in section 2.1 from eqn. 9.23. The Seebeck coefficient
is negative(positive) if electrons(holes) are dominating the transport.
9.4 Thermoelectric properties of an electron-phonon inter-
acting nanojunction
We consider a system consisting of an interacting central region connected to two non-
interacting electron baths and two phonon baths, see Fig. 2.1. We label the chemical




R and the phonon bath tem-
peratures T phL and T
ph
R . The setup in mind is further described in section 2.2. The
derivation was originally carried out by my colleague Jing-Tao Lu¨, who I thank for the
sharing of knowledge. The problem is well-suited for the NEGF approach due to the
free nature of the separate baths and the strong interactions in a central region driven
by nonequilibrium conditions. The influence of the electronic current on the phonon dis-
tribution and opposite is evaluated as a perturbation to the equilibrium distribution (to
second order in the electron-phonon coupling). The treatment is equivalent to the first
Born approximation applied in the lowest order expansion. This is a current-conserving
approximation that reduce computational demands, and at the same time agrees with
the results of self-consistent approximations, for a range of realistic devices[58].
9.4.1 Electron current
Inserting the lowest order expansion, i.e. the closed Dyson and Keldysh equations in

































































R . In the following we label the four terms in separate paren-
theses by I
(i)
α with i = 1, .., 4. We apply the self-energies of the noninteraction leads as
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expressed in terms of the lead coupling matrices, Γα, see eqn. 9.10. After some algebra,
we obtain the following relation:
Σ>LRgΣ
<





where α¯ is the lead opposite to α and g is any sequence of matrices, i.e. g = Gr0 for I
(2)
α




























































The first term is the noninteracting Landauer part, while the next two terms originate
from a correction in the electron DOS due to e-ph coupling. The fourth, I
(4)
α , term is




































αnαF −Gr0Σ<ephGa0Γα (nαF − 1)
]
(9.31)
For small bias, δµ, and temperature difference, δT e/T e, we can do a linear expansion
of the Fermi distribution function, eqn. 9.20. I
(1)
α gives the usual free electron thermo-
electric coefficients, Ln(µ) in eqn. 2.6, while I
(2,3,4)
α each gives corrections due to e-ph
coupling.
To obtain a closed relation for I
(4)
α we need to assume a specific form of interaction
self-energy, Σeph. Here we apply the two lowest order ’Hartree’ and ’Fock’ diagrams
in eqn. 2.27. Inserting the free electron Green’s functions, in eqn. 9.9, together with
the definition of the direct and time-reversed spectral functions, in eqn. 2.25, in the

















X α˜βji (ε, ε− ω)Aγij(ω)
×
[









Here α, β are indices labeling the electronic baths and γ label the phonon baths.

















X α˜α¯(ε, ε− ω)Aγ(ω)]
× (nγB(ω)− nB(ω + µβ − µα)) (nαF (ε)− nβF (ε− ω)) (9.34)
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9.4.2 Thermal current








r/a(ω) ≈ Dr/a0 (ω) +Dr/a0 (ω)Πr/aeph(ω)Dr/a0 (ω)
D</>(ω) = D</>(ω)Π</>(ω)Da(ω)




























0 . Inserting these expression in the Meir-Wingreen expression
for the phonon thermal current, eqn. 2.15, we once again obtain four different contribu-









where g is any sequence of matrices, i.e. g = Da0 for J
(1,2)

























































Similarly to the electron case, K(2)n and K(3)n are due to corrections to the phonon DOS
∆Aα¯ = Dr0(ε)Πreph(ε)Aα¯(ε) +Aα¯(ε)Πan(ε)Da0(ε). (9.42)
Therefore, we have three corrections to the ballistic transmission function, T (1)ph , due to
electron-phonon interaction:


























where in the last term Πeph(ω) = Π
>
eph(ω)−Π<eph(ω) = Πreph(ω)−Πaeph(ω), while the J (4)α
includes an additional term from the drag coefficient, not derived here.
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9.5 Derivation of the exLOE
The derivation was originally carried out by my colleague Jing-Tao Lu¨, and is only
roughly sketched here for the purpose of illustrating the underlying main assumptions.
9.5.1 Fock selfenergy















≡ ±X (ε)− iH (X ) (ε) (9.47)
Here


























MAβ(ε− ω)MA(ω)nβF (ε− ω) +MAβ(ε+ ω)MA(−ω)nβF (ε+ ω)
)









x′−x = H (f(x′ − x0)) (x).
9.5.2 Transmission correction by Fock diagram
The different transmission corrections will then have four contributions labeled T (n),X1e ,
T (n),X2e , T (n),H(X1)e , T (n),H(X2)e from X1,X1 and their Hilbert transforms respectively.
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The second transmission correction has the following contributions:

























MkH (A(ε′)) (ε− ω)M lGa0(εΓα(ε)Aα¯(ε))]D>kl(ω)






































































Adding the terms that does not contain Hilbert transforms together, the resulting current







We will assume that there is no bandgap or similar sudden change in the spectral func-
tion. This enables one to ignore terms that was not part of the original LOE. The









(ε′ − ε)2 + δ2 dε
′ (9.52)
In the wide-band approximation one could move the spectral functions outside this
transform. However, here we will keep track of the energy shift due to the phonon
frequencies by performing a Taylor expansion of the spectral function around ε:
Aβ(ε
′) = Aβ(ε) + a(ε′ − ε) + · · · (9.53)
Then, if Aβ is smooth function, only Hilbert transform of the first term will give a sharp
divergence. So we only keep this term. The Hilbert transform now becomes
H{Aβ(ε′)fβ(ε′)}(ε) ≈ Aβ(ε)H{fβ(ε′)}(ε). (9.54)







H{nF (ε′ − ωn)− nF (ε′ + ωn)}(ε) (nF (ε− eVa)− nF (ε)) , (9.55)
and the corresponding system specific rate coefficient:
Casym(ωn, Va) = 2<{Tr [MλnAα¯(µα)Γα(µα)Gr(µα)MλnAα¯(µα¯)]
− Tr [MλnAα¯(µα¯)Γα(µα¯)Gr(µα¯)MλnAα(µα)]} . (9.56)
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9.6 Sensitivity analysis
We apply the adjoint method to get rid of derivatives of the Green’s functions but instead
solving an adjoint problem. We subtract two fixed complex adjoint operators λ and Ω
and subtract two zeros in a clever way in the form of the equilibrium equations:
Te(E) = Tr [GrΓRGaΓL (9.57)
− (Gr [E −H−Σr]− I)λΓRGaΓL
− GrΓR (Ga [E −H−Σa]− I) ΩΓL]
(9.58)




































The additional terms where the derivative does not go into the zero factor was removed
























Choosing the adjoint operators as λ = Gr and Ω = Ga we can evaluate the sensitivity
without requiring the calculation of the direct derivative of the Green’s function with













The remaining ∂H∂ρi factor is evaluated according to the chosen density models in the
topology optimization. In Fig. 9.1 we illustrate the numerical error compared to a
numerical expensive brute force finite difference calculation.
9.7 Recursive relations
The block size of each Green’s function is determined by the coupling length of the
problem at hand. Since the coupling matrices between the (n+1)’th cell and the previous
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Figure 9.1: Numerical noise in finite difference (FD) sensitivity calculation. This illus-
trates the correctness of the sensitivity analysis and the numerical stability.
subsystem is only nonzero at the sites coupled to the n’th cell we obtain following





































n,j , i, j ≤ n (9.66)










n,n(E)Vn + ΣR(E), n+ 1 = N (9.68)
These equation can be used to obtain recursive relations for the transmission and density
of states.
Recursive approach for the density of states:
The density of states is related to the trace of the Greens function, ρe(E) = − 1pi Im (Tr [Gr(E)]).


















We now use three set of indices: the upper iteration step (length of system), the lower



































































We insert the remaining recursive relations for the Green’s function to derive a recursive
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Recursive approach for the transmission:
A very intuitive, and simple in terms of bookkeeping, approach is to include each subsys-
tem cell by cell, e.g. in the left lead, to obtain both left and right self-energies in the last
subsystem at the right side. In this way we only need eqn. 9.63 and do a transmission
calculation with the Green’s function obtained at the last cell. This approach is what we
have used so far to obtain transmissions for GAL systems. It can be extended to obtain
the tridiagonal blocks of Green’s functions (and hence the density of states and other
relevant parameters) by storing the left Green’s function for each cell. Propagating back
we can obtain the diagonal blocks by a Dyson equation and the coupling parts. However,
as shown previously the tridiagonal part of the Green’s function is not what is needed
for the sensitivity. An alternative method is to use the original equations 9.63-9.66 to
obtain the relevant part of the Green’s function for the transmission.
9.8 Lo¨wdin transformation
We can orthonormalize a basis set by using the Lo¨wdin orthogonalization procedure[107,
147]. In case of a localized-orbital basis set, such as in SIESTA, the overlap between
the basis functions is nonzero. For basis state ’i’ and ’j’ one defines the overlap matrix
element Sij =< i|j >. Even if the orbitals from each atom are orthogonal the overlap
between orbitals originated at different atoms will be nonzero. The Lo¨wdin procedure
has the important feature of preserving the symmetry of the basis functions and the
hermiticity of the Hamiltonian. The idea is to diagonalize the real and symmetric overlap
matrix by a transformation V :




λV † = S1/2S1/2 , (9.71)







Since the Lo¨wdin transformation is nonunitary we should always test if the quanti-
ties of interest are transformation invariant. We define the transformed Hamiltonian as
H˜ = S−1/2HS−1/2. The Green’s function transforms like H−1; G˜r = S1/2GrS1/2. The
self-energy transforms like H and therefore Γ˜α = i(Σ˜α − Σ˜α,†) = S−1/2Im (Σα) S−1/2
also transforms like H. The spectral function transforms like H−1: A˜α = G˜rΓ˜αG˜a =
S1/2AαS
1/2. From this we see that the transmission is transformation invariant, Tr[Γ˜αA˜α] =
Tr[ΓαAα]. However, the density of states is not; Tr[A˜α] = Tr[S
1/2AαS
1/2] 6= Tr[Aα].
The physical density of states is obtained from Tr[A˜α] since bond charge will be par-
tially double counted if a nonorthogonal basis is used[147]. One should also notice that
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the new orthogonal basis functions are far less spatially localized[147]. As a consequence
it is sometimes difficult to define a bond current or bond charge between two atoms in
the sense that the basis functions in some cases goes beyond the bonding region.
In general the Lo¨wdin transformation will be trace conserving as long as the Tr kernel
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We present calculations of the electronic and thermal transport properties of graphene antidot lattices with
a finite length along the transport direction. The calculations are based on the π -tight-binding model and the
Brenner potential. We show that both electronic and thermal transport properties converge fast toward the bulk
limit with increasing length of the lattice: only a few repetitions (6) of the fundamental unit cell are required
to recover the electronic band gap of the infinite lattice as a transport gap for the finite lattice. We investigate
how different antidot shapes and sizes affect the thermoelectric properties. The resulting thermoelectric figure of
merit, ZT , can exceed 0.25, and it is highly sensitive to the atomic arrangement of the antidot edges. Specifically,
hexagonal holes with pure armchair edges lead to an order-of-magnitude larger ZT as compared to pure zigzag
edges. We explain this behavior as a consequence of the localization of states, which predominantly occurs for
zigzag edges, and of an increased splitting of the electronic minibands, which reduces the power factor S2Ge
(S is the Seebeck coefficient and Ge is the electric conductance).
DOI: 10.1103/PhysRevB.84.155449 PACS number(s): 85.80.Fi, 73.23.Ad, 63.22.Rc, 68.65.Cd
I. INTRODUCTION
Ideal thermoelectric materials conduct electricity very well
while the heat conduction is poor. Their applications include
power generation and refrigeration.1,2 The optimization of
thermoelectric properties has been a topic of wide interest,3,4
and in particular, nanostructured materials for thermoelectrics
is a rapidly expanding field of research. One proposal has
been to increase the Seebeck coefficient S by reducing the
dimensionality of the system.5–7 Another idea is to utilize the
low thermal conductance, together with a sharp resonance in
the electronic conductance Ge, of molecular junctions.8–11 Re-
duction of the thermal conductivity in nanostructured materials
may be achieved using nanomesh structures, surface-disorder
and -decoration, passivation, or by other means. However,
the electronic conductance ideally should not be affected.
Examples of nanostructured thermoelectric materials include
passivated Si nanowires,12 Si antidot lattices,13,14 chevron-
type graphene nanoribbons,15 and connected capped carbon
nanotubes.16 Here we turn our attention toward graphene
antidot lattices (GALs), a nanomesh of holes in graphene with
promising electronic properties such as a tunable band gap.17
The efficiency in converting temperature gradients into an
electric voltage, at an average temperature T , is quantified
by the dimensionless figure of merit ZT = S2GeT /κ , where
high ZT implies a good thermoelectric. We thus seek a high
electronic power factor S2Ge and minimal thermal conduc-
tance κ = κph + κe, which includes contributions both from
phonons and electrons. Thermoelectric materials with ZT ≈ 1
have an efficiency in the range of available thermoelectric
components based on nanostructured bulk materials, whereas
ZT > 3 is needed to compete with conventional refrigerators
and generators.18,19
Graphene can sustain current densities six orders of
magnitude larger than copper, has a measured record high
stiffness, and is foreseen to have numerous applications
ranging from nanoelectronics, spintronics, and nanoelectrome-
chanical devices.20 Graphene is furthermore one of the best
thermal conductors known.21,22 It has been predicted to posses
a giant Seebeck coefficient when gated by a sequence of
metal electrodes.23 However, ways to reduce the superior
thermal conductivity of graphene are needed if one looks
for thermoelectric applications.24 Several ways to reduce the
thermal conductivity have already been examined, such as in-
terface mismatching between graphene and nanoribbons,25,26
the presence of isotopes,27–30 cross-plane phonon coupling
in a few layers of graphene,31 strain,32 random hydrogen
vacancies in graphene,33 and point defects.34–36 Edge disorder
has been predicted theoretically to suppress heat conductance
of graphene nanoribbons,37–39 and ZT exceeding 3 has been
theoretically predicted for such systems in the diffusive
limit.40
GALs have been proposed as a flexible platform for creating
a semiconducting material with a band gap which can be tuned
by varying the antidot size, shape, or lattice symmetry.17,41–43
GALs can be fabricated by electron beam lithography,44,45 by
block copolymer lithography46,47 with hole distances down to
5 nm, and at a larger scale through nanorod photocatalysis48
and anisotropic etching.49 To the best of our knowledge,
no studies have been reported on the thermal properties of
finite GALs. Apart from their intrinsic scientific interest, these
studies are necessary to assess whether the thermal properties
can be engineered in a manner similar to the electronic case.
Of course, all realistic devices are of finite length, and the
study of size effects is important for practical purposes.50
For completeness, we mention here other related studies that
have recently been reported. A number of studies of electron
and/or phonon transport properties of regular defects in ribbons
are available (see, e.g., Refs. 51–53). Recently, Lopata et al.
studied electron transport of infinite GALs.54 Finally, during
the preparation of this manuscript Karamitaheri et al. reported
a combined study of electron and phonon transport properties
based on the band structures of infinite GALs,55,56 and
Tretiakov et al. reported results for topological insulators,57
which share certain key properties (e.g., flatbands) with
GALs.
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FIG. 1. (Color online) System setup and the computational
rectangular unit cell (green rectangle). Two graphene leads are
connected by the finite GAL. The depicted system is a {10,5zz}
GAL with a length of 2 (M = 2) corresponding to four holes in the
direction of transport.
The topic of this paper is thus the electronic and thermal
transport properties of finite graphene antidot lattices. The
finite GALs are viewed as a part of an integrated graphene-
based system, e.g., used as an electrode for molecular
conductors8,58 (see Fig. 1). In order to shed light on the
question of to what extent it may be possible to engineer
the thermoelectric properties, we investigate how different
antidot shapes and sizes affect the thermoelectric properties.
Interestingly, even though the base material—graphene—is
an outstanding thermal conductor, we find that the resulting
thermoelectric figure of merit, ZT , can exceed 0.25. However,
ZT is highly sensitive to the atomic arrangement at the edge
of the etched holes, partly due to electronic quasilocalized
edge states. As we shall show below, this favors antidots with
armchair-type edges for thermoelectrics.
The paper is organized as follows. In Sec. II we introduce
the systems and outline the theoretical and numerical methods
used. In Sec. III we present our results for the electronic
transport properties of GALs. Specifically, we discuss the
convergence with number of repetitions of the basic unit cell
and also consider the localization of electronic states at zigzag
edges. In Sec. IV we examine the influence of the perforation
and geometrical effects on the thermal transport properties.
This leads to the analysis of thermoelectric properties in
Sec. V. The results are summarized and discussed in Sec. VI.
II. SYSTEMS AND METHODS
Throughout in this paper we focus on triangular graphene
antidot lattices: these systems are known to lead to a gap in
the electronic spectrum,42,43 which is essential for the present
purposes. Due to the high lattice symmetry the number of
independent lattice parameters is small, and furthermore, these
systems are the most thoroughly studied, both theoretically
and experimentally. Recent experiments have illustrated that
hexagonal antidots may stabilize with pure zigzag and arm-
chair edge chirality.49 The antidot diameter, shape, position and
the ratio of removed atoms to unit cell size are all important
parameters which we examine to get a full picture of the
electronic, thermal, and thermoelectric properties of GALs.
Another important variable is the length of the region exposed
to the nanoperforation. The systems studied here consist of
an antidot lattice of finite length connected to two pristine
graphene leads (Fig. 1), and the infinite direction perpendicular
to the transport direction is treated using periodic boundary
conditions and corresponding k-point sampling.
We use the nomenclature introduced in Ref. 17 and specify
the GAL by {Ls1,Ss2}, where the L is the length of the side
of a hexagonal Wigner-Seitz cell, and S is the side length of
the antidot (see Fig. 1), both in units of the lattice constant√
3a0, with a0 = 1.42 A˚ being the carbon-carbon distance.
The label s2 = {zz,arm,cir} indicates whether the hole has
zigzag or armchair edges, or if the hole is circular, resulting in
mixed armchair and zigzag edges. In principle, one could also
consider different sheet orientations compared to the transport
direction; we do not present a systematic study here and fix the
underlying graphene sheet as armchair (s1 = arm, as in Fig. 1).
We have tested a selection of “zigzag sheets” and did not
find any qualitative difference with respect to thermoelectric
properties. As an example, {10,5zz} is a L = 10 antidot
lattice with transport direction perpendicular to the armchair
direction59 and with a hexagonal hole with the same orientation
as the lattice hexagons, resulting in zigzag edges and a side
length of S = 5 (see Fig. 1). Armchair edges are obtained if the
hexagonal holes are rotated opposite to the lattice hexagons
(see also Fig. 2 below).
A. Method
Both electronic and phonon transport properties are calcu-
lated from atomistically determined energy-dependent trans-
mission functions Te and Tph, as described below, and using
these in a Landauer-type formula. For a spin degenerate






Te(E)[nF (E,μL) − nF (E,μR)] , (1)
where nF (E,μL/R) is the Fermi-Dirac distribution at the
chemical potential of the left or right lead. We employ this in
the linear-response limit and consider variations with changes
in the chemical potential, e.g., by doping or gating of the
graphene system. The following integrals can be evaluated












They relate the electronic current and the electron heat current















where μ = μL − μR and T = TL − TR . From these in-
tegrals several physical properties follow;60 the electrical
conductance Ge(μ) = ∂I∂V = e2L0, the electron thermal con-




]/T , and the Seebeck coefficient
S(μ) = V
T
|Ie=0 = L1eL0T .







Tph(ω) [nB(ω,TL) − nB(ω,TR)] , (4)
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FIG. 2. (Color online) Change of bond lengths due to the
relaxation of the graphene antidots. Top: Coloring scheme for the
bond lengths. The distribution of bond lengths after relaxation is
given for five different lattices. From top to bottom the considered
lattices have (a) small armchair holes {10,3arm}, (b) large armchair
holes {10,6arm}, (c) small zigzag holes {10,3zz}, (d) large zigzag
holes {10,5zz}, and (e) mixed edges {10,4.7cir}. When the hole
size is increased the spectrum broadens and peaks occur at different
bond lengths. The peaks occur at different positions characteristic
of different hole types. The highly compressed “pink” bond for
armchair edges is positioned between the two atoms pointing into the
hole.
where nB(ω) is the Bose distribution function. Again we use it













kBT − 1)2 . (5)
Both transmission functions Te and Tph are obtained using
a recursive Green’s function method (see Ref. 61 and the refer-
ences cited therein), with self-energies representing the semi-
infinite perfect graphene electrodes. The self-energies L,R
are iteratively constructed from the semi-infinite graphene
left (L) and right (R) leads. The calculation of both electron
and phonon k-averaged Landauer transmissions together with












Here the retarded Green’s function GrD(E,k) is obtained
from the Hamiltonian H, GrD = [EI − H − rL − rR]−1, and
the broadening matrices due to the electrode coupling are
defined as L,R = i[rL,R −aL,R]. The parameter Nk gives
the number of sampled k points.63 Similar equations hold for
the phonon transmission: the Hamiltonian is replaced with the
dynamical matrix H → K, and the energy is replaced with
EI → ω2M, ω being the frequency and M is the diagonal
mass matrix. We first perform a structural relaxation and then
calculate the Hamiltonian/dynamical matrix for three unit cells
(M = 3, 6 holes) between the pristine graphene leads. The
elements corresponding to the center cell (two holes) are then
subsequently repeated to increase the length of the GAL.
The electronic system is modeled by a nearest-neighbor
π model (Vppπ = 2.7 eV) together with the Harrison scaling
law to take into account the changes in the hopping matrix
element due to the edge relaxation.64 Based on the same
method, Guinea and co-workers65 have shown how strain
in graphene can lead to a pseudomagnetic field affecting
the electronic properties. We find that the modulation of the
hopping elements is of minor importance for the present
applications. In order to examine the effect of passivation
we have performed calculations of the band structures with a
model including two d orbitals for each C atom and an explicit
model for the carbon-hydrogen interaction.66 The qualitative
features of the band diagram, and the edge states discussed
below, depend surprisingly little on the presence of hydrogen
passivation. However, the effect of passivation might be more
important in antidot lattices with localized zero energy states
such as in the triangular antidots considered in Ref. 67.
The dynamical matrix is computed using the empirical
Brenner interatomic potential.68 This is done for the system
cell by the finite difference approach after a structure relaxation
performed by the General Utility Lattice Program (GULP).69
Momentum conservation is important for low-frequency
modes, and it is imposed after the finite difference calculation
by adjusting the diagonal elements of the dynamical matrix. A
few representative results of the relaxation are shown in Fig. 2.
We see that the changes in the bond lengths compared
to a0 are below 4%. Compression of bonds at the edge
is followed by a region with elongation of bonds, and the
relaxation is confined in small regions in space. Matching of
edge relaxations can result in longer-ranged relaxations (small
compressions) emanating from the corners. This occurs mainly
for zigzag edges (Fig. 2).
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The results presented below are based on a set of electron
and phonon transport simulations of 20 configurations with
varying hole size and lattice parameters. In addition to this
set, the electronic structure of another 27 systems was studied
to examine the formation of edge states. Finally, a number
of systems has been studied with either the zigzag transport
direction or a rectangular lattice of holes. No qualitative
differences in thermoelectric properties were found for these
systems, and we shall not present these results here.
III. ELECTRON TRANSPORT
In this section we consider the electronic properties of finite
GALs. The result for a series of unit cell repetitions (M) is
shown in Fig. 3. As can be seen the electronic transmission
Te converges fast toward a length-independent result. The
behavior of the transmission function can directly be traced
back to the band structure of the infinite GAL if one defines
a transport gap as the energy range where the transmission is
below a certain small value. The transport gap is in general
found to converge to the band gap of the infinite antidot
lattice found from the band structure, and the system behaves
“bulklike” after only six to seven unit cell repetitions. Thus
the transport gap can be determined from a calculation of the
dispersion on an infinite GAL using a primitive unit cell due
to the fast convergence property illustrated in this section. The
converged values of the transport gap are given in Fig. 4.70
To access the effect of relaxation on the electronic structure,
we have plotted the obtained transport gaps neglecting the


















































FIG. 3. (Color online) Top: Convergence with length (M , the
number of unit cells with two holes along the device) of transmission
for a {10,3arm} antidot lattice. Bottom left: Zoom at the transport gap
for the {10,3arm} GAL. The leftmost vertical dashed line marks the
value of the band gap obtained from the band structure of an infinite
GAL. Bottom right: Transmissions close to the Fermi level for the
selected GALs shown in Fig. 2. The transmission curves have been
shifted by an integer to ease the comparison.
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FIG. 4. (Color online) Scaling of the electronic transport gap
Eg with increasing ratio of removed atoms compared to the
simple scaling law estimated for circular holes.17 The systems
considered are {10,Szz} with S = 3, 4, 4.5, 5, 5.5; {10,Sarm} with
S = 3, 4.5, 5, 6; and {10,Scir} with S = 3.5, 4.7, 5. Furthermore,
we include two sets, {L,3arm} and {L,3zz} for L = 6, 8, 10, 12,
with fixed hole geometry.
modulation of the hopping elements for the results with
varying hole size for the armchair holes (black squares) and
zigzag holes (black diamonds). The relaxation is found not to
play a qualitative role in the equilibrium electronic properties
of GALs within this model. The convergence is independent
of the lattice parameters, and in all simulations presented
hereafter between eight and ten unit cells are used.
Besides the transport gap, we observe that it is possible
to approximate the transmission versus energy as linear
curves corresponding to a simple reduction of the pristine
transmission, T0 ∝ |E| (see example in the transmission plots
in Fig. 5). We have calculated envelope lines obtained from
a scaling of the pristine transmission with the width of
the constriction Teff = Reff T0, where T0 is the transmission
of pristine graphene. The reduction factor Reff describes
the amount of pristine transmission that survives the lattice
perturbation in terms of a regular perforation. The actual
reduction factor is estimated as the average reduction found at
each energy point. We find that the electronic transmission is
reduced more than what would be expected from the effective
width reduction Reff = W/W0. Here W is the minimal width
along the device and W0 is the width of the pristine graphene
sheet. For the systems considered in Fig. 2, the hole dimension
is varying between 1.2 and 2.6 nm, giving an effective width
reduction between 71% and 26%. The actual reduction factor
is decreasing linearly with hole dimensions from 24% to
5%. Therefore only a minor part of the average transmission
reduction can be ascribed to the narrowing of the conducting
plane. The present model does not take special account of
the band gap opening. One could instead ask if the peak
transmission is limited by the effective width. The peak
transmission reduction factor is found to be decreasing from
65% to 21% and fits the effective width reduction very well
for small holes. As the hole size increases the effective width
is overestimated due to the triangular lattice structure of the
perforation, and the reduction factor approaches the averaged
value.
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FIG. 5. (Color online) Left: Band structure for {10arm,5zz} (top) and {10arm,6arm} (bottom) antidot lattices, respectively. Middle:
Corresponding electronic transmission around the Fermi level. The energies of the states illustrated and compared further have been marked
with circles. Right: Eigenstates 1, 3, 4, and 6 at the  point with energies as marked in the corresponding band structures. The eigenstates of
the {10,5zz} antidot lattice (top) are very localized at the edges. The eigenstates of the {10,6arm} antidot lattice (bottom) are less localized at
the edges but resemble corner states. A phase of zero and π is colored blue and yellow, respectively.
A. Localization at zigzag edges
There is an important difference between holes of different
atomic arrangements at the edges. In Fig. 5 we compare the
electronic transmission and the band structures for two large
holes with zigzag and armchair edges, respectively. The figure
illustrates how the transmission can be directly traced back
to the band structure of the GAL. It is furthermore seen how
the structure with zigzag edges leads to an additional splitting
into flat minibands around the Fermi level. This feature can be
understood in terms of localized states due to a local excess of
atoms of one of the two sublattices in the graphene bipartite
lattice.67 The local imbalance of A- and B-type atoms at the
edges leads to the corresponding number of defect states. In
hexagonal holes with zigzag edges, each side consists of a
segment of either type A or B atoms. The hybridization will be
small between these defect states, which are partially separated
in space. As illustrated at the rightmost of Fig. 5, the flat
minibands are highly localized at the edges. In the case of
hexagonal holes with armchair edges, each side consists of
an alternating sequence of A and B atoms. Therefore these
defect states hybridize more, resulting in a larger shift from
the Fermi level and a reduced flatness of the bands. As can be
seen from Fig. 5, the first bands with minimal dispersion are
mainly localized in the small zigzag corner region between two
AB sequences. We expect the localized states to be sensitive to
disorder, destroying the pristine edge chirality of the antidots.
However, as is indicated by the {10,6arm} corner states, one
can always expect to have some degree of localization at zigzag
edge segments, which we have also found to be true in the
mixed edges.
It is possible to quantify the degree of localization from the
weight of the eigenstate at each atom. The localization factor
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FIG. 6. (Color online) Localization factor as a function of conduction state index for a selection of distances between neighboring holes.
We compare two fixed hole geometries, namely, the {L,5zz} (top) and {L,6arm} (bottom) GALs. These figures illustrate the physical difference
between localization of states in GALs with pure zigzag and armchair edges through the variation of L and thereby the distance between the
holes. Localization of states in GALs with zigzag edges is due to edge state localization as opposed to GALs with armchair edges, where
localization is a result of the confinement of the electrons.
This factor equals 1/N when the state is fully delocalized,
and all weights ui have the same value. In the case of a state
localized at a single site it gives 1. The inverse localization
factor gives a measure of the number of sites that contribute to
a given state.
A numerical example is given in Fig. 6. For the system with
L = 10 and zigzag edges, we see that the first conduction states
corresponding to the flat minibands are more localized than
the following bands. For the armchair edge the localization
parameter shows a weaker dependence on the state index.
We conclude that the flat minibands of the zigzag edge are
more localized than the corresponding states of an antidot
lattice with armchair edges. Figure 6 further illustrates that
this conclusion is independent of the values considered here
for the unit cell dimension L. The localization factor for
the armchair edge depends more strongly on the dimension
of the unit cell, that is, the hole-hole distance, and is in
general an order of magnitude lower compared to the zigzag
edge. Therefore the band gaps of GALs with armchair
edges are determined by the confinement, as opposed to
the case of zigzag edges where it is governed by edge
state formation. This is the reason the band gap scales
differently depending on the edge type of the hole (Fig. 4).
For very small holes with zigzag edges we find that the
almost dispersionless GAL minibands are positioned further
into the band structure (see the {L,3zz} curve in Fig. 4).
However, as the length of the edge is increased the zigzag
edge-state energies are located directly at the band gap. It is
therefore not to be expected that a larger hole with certainty
results in a larger band gap or transport gap. Even though
this happens for holes with armchair edges, introduction
of zigzag regions may suppress the band gap, which is
important for electronic and optical applications of antidot
lattices.
We conclude that GALs with armchair edge geometry
have a larger band gap as compared to both zigzag edge
geometries and the predicted scaling.17 Furthermore, the
hexagonal antidots with armchair edges show a systematic
scaling of the transport gap with hole size, making this system
preferable for electronic applications.
IV. HEAT TRANSPORT
We now turn to the thermal transport properties of finite
GALs. In Fig. 7 we show the phonon transmission as a
function of M , the number of repeated unit cells. To quantify
the convergence with length we have calculated the thermal
conductance at 300 K for the antidot lattices of Fig. 2
at different lengths. This shows that the thermal properties
converge at a length scale similar to that of the electrons, so
the phonons also behave “bulklike” after six to seven unit
cell repetitions. In all simulations presented hereafter we use
8 − 10 unit cells.
The thermal conductance due to phonons in pristine
graphene at 300 K should be compared to a measured thermal











































FIG. 7. (Color online) Top: Convergence with length of phonon
transmission for a {10,3arm} antidot lattice. Bottom left: Conver-
gence of the thermal conductance at 300 K from phonons with length,
normalized by its value at M = 8. Bottom right: Comparison of the
thermal conductance as a function of temperature for the selected
GALs shown in Fig. 2.
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FIG. 8. (Color online) Thermal conductance from phonons as a
function of hole dimension. The red squares, blue diamonds, and
green circles label holes with armchair, zigzag, and circular or mixed
edges, respectively. Four different temperatures are plotted for each
system. From top to bottom the thermal conductance is found at
temperatures of [450, 300, 150, 90] K. The thermal conductance at
these four temperatures is for pristine graphene found to be [8.5, 6.1,
2.6, 1.2] nWK . Inset: fitted dimensionless parameter α describing the
scaling with hole size of the thermal conductance.
conductivity21,73 of σ expph ≈ 4.5 − 5.5 × 103 W/(m K). Our
result compares well to other theoretical calculations, where
it similarly was reported74 that the reduced ballistic ther-
mal conductance, which we find to be κpriph/(W0h) ≈ 4.27 ×
109 W/(m2 K), is much larger than the experimentally ex-
tracted partially diffusive result σ expph /(Lexp) ≈ 0.39 − 0.48 ×
109 W/(m2 K). Here h = 3.35 A˚ and Lexp ≈ 11.5 μm are the
graphite interlayer distance and traveled distance, respectively,
by the phonons in the experiment by Balandin et al.21 and
W0 is the computational unit cell width. The main difference
here can probably be attributed to isotopes, electron-phonon
scattering, and especially anharmonicity, being important for
long devices.
In analogy with the electronic transmission we have calcu-
lated an average reduction factor for the phonon transmission.
The transmission of the lowest acoustic and especially the
highest optical modes is generally reduced more than the
remaining of the phonon spectrum. Similarly to the electron
case, the average reduction factor decreases linearly with the
hole width for the considered systems. The average phonon
transmission reduction factor is found to be of the same
order of magnitude as compared to the electron transmission.
Once again only a minor part of the transmission reduction
can be ascribed to the reduction in effective width of the
conducting plane due to the perforation. There is a tendency
that the phonons are scattered more than the electrons by the
nanoperforation for small antidot concentrations. Furthermore,
the electronic reduction factor can be much larger at a specific
chemical potential for small holes. For large hole dimensions
both the electrons and phonons are scattered to an extent where
the transmission is reduced by more than 80% on average for
the systems considered. For the largest holes up to 36% of the
atoms have been removed from the pristine graphene plane.
In Fig. 8 the temperature and hole size dependence of
the phonon thermal conductance is given for our selection of
systems with varying hole size and shape. Figure 8 illustrates
how the thermal conductance decreases almost linearly with
the hole size for typical perforation removal ratios (larger than
5% perforation). Furthermore, the graph shows that the thermal
conductance has a tendency to be slightly larger for holes with
zigzag edges (shown as diamonds in Fig. 8). A similar behavior
has been found for graphene nanoribbons with zigzag edges.52
However, compared to the electronic case the thermal transport
features are less sensitive to the exact shape and edge of the
holes.
For the purpose of making it easy to compare our result
with other calculations and experiments, we give an empirical
expression for the thermal conductance. In the regime where
the thermal conductance is linear in the hole dimension, one









ph(T ) . (8)
From this approximation we fit the “linear regime offset”
β ≈ 0.25 and the dimensionless parameter α(T ), given in
the inset of Fig. 8. The lines in Fig. 8 are illustrating this
parametrization. Only the variation of absolute hole size is
plotted in Fig. 8, for a fixed unit cell dimension L. No
qualitative difference is found regarding antidot concentration
dependence of the thermal conductance, keeping the hole
geometry fixed and varying the unit cell parameter L. Again,
this illustrates that the phonon properties are less sensitive to
the exact nature of the holes as compared to the corresponding
electronic properties.
In Fig. 9 we have illustrated the electronic contribution
to the thermal conductance at four different temperatures.
Due to the vanishing electronic density of states around
zero chemical potential, the thermal conductance of GALs is


































FIG. 9. (Color online) Electronic contribution to the thermal conduction. Top: {10,6arm} antidot lattice. Bottom: {10,5zz} antidot lattice.
From top to bottom the curves are found at a temperature of [450, 300, 150, 90] K. The corresponding phonon thermal conductance has been
marked to the right of the plot for comparison.
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FIG. 10. (Color online) Seebeck coefficient at the four different temperatures [450, 300, 150, 90] K for the {10,6arm} (top) and {10,5zz}
(bottom) GAL. Notice the different scale on the Seebeck coefficient. The main Seebeck peaks of the GAL with zigzag edges occur at the
energies of the low transmitting localized states, whereas the main contribution to the thermoelectric power of the GAL with armchair edges is
positioned at energies further into the band structure.
dominated by phonons, as is also the case of pristine graphene.
However, the electronic contribution can dominate, even at
room temperature, when a large gate bias is applied.
V. THERMOELECTRIC FIGURE OF MERIT
Next we report the thermoelectric properties of the consid-
ered GALs. In Fig. 10 we compare the Seebeck coefficient
for a GAL with armchair edges (top) and zigzag edges
(bottom). The Seebeck coefficient displays peak values75 of
the order of 0.1 − 1.5 mV/K, which is similar to what has been
obtained for other carbon-based nanosystems and molecular
contacts.8,34,76
For bulk materials the thermoelectric figure of merit is
defined in terms of the electrical and thermal conductivities,
σe,σt , as ZT = T σeS2/σt . For the ballistic graphene systems
we can write it in terms of their respective conductances
by introducing a width, effective length, and thickness,
ZT = TGeS2/(κe + κph). The maximal thermoelectric figure
of merit ZT is obtained after length convergence due to
the increased band gap and decreased thermal conductance.
Within the ballistic limit the thermoelectric figure of merit
eventually becomes independent of M at the same scale as
the electron and phonon transmissions (M > 7). Since our
system consists of two graphene leads connected by a perfect
superlattice of holes, it never reaches a diffusive transport limit.
In the following we consider the thermoelectric properties
after length convergence has been achieved. We expect that
a further gain in thermoelectric efficiency could be obtained
in the diffusive limit (in the presence of disorder), as was
seen for edge-disordered nanoribbons.40 This topic should
be investigated in the future. The obtained ZT shown in
Fig. 11 as a function of chemical potential has a number of
peaks corresponding to a large variation of the transmission
with energy. The Seebeck coefficient is a measure of these
changes and their robustness to temperature smoothening.
One important feature is that the high peaks in the Seebeck
coefficient for the {10,5zz} lattice mainly occur at very
low energy, where the transmission is low, whereas for
the {10,6arm} lattice the dominating peaks occur at higher
chemical potential. Therefore the peak ZT is higher for the
{10,6arm} as a result of the higher electronic conductance
at peak position, as illustrated in Fig. 11. The Seebeck
coefficient is highly sensitive to the variations in the electronic
transmission resulting from different hole edges, sizes, and
so forth. In Fig. 12 we collect the maximum ZT values we
have found for a selection of GALs. It seems possible to
obtain larger ZT from GALs based on hexagonal holes with
armchair edges. This is a result of the additional splitting into
minibands for zigzag edges. The reason for this additional
splitting is, as mentioned in Sec. III A, the formation of
edge states at zigzag edges. As a consequence the Seebeck
coefficient can be larger for zigzag edges. However, the power
factor is significantly lower due to the lower transmission
from the isolated energy levels with low dispersion. There
is also a weak trend that the hole dimension compared to
the system size should be maximized. By increasing the hole





= κph + κe
κe
ZT , (9)
























FIG. 11. (Color online) ZT for {10,6arm} and {10,5zz} lattices at the four temperatures [450, 300, 150, 90] K. At low temperature the pure
electronic figure of merit ZTel can be very large due to a vanishing thermal conductance from electrons and sharp features in the transmission
spectrum. At low temperature many sharp transmission features also becomes visible in the actual ZT .
155449-8
THERMOELECTRIC PROPERTIES OF FINITE GRAPHENE . . . PHYSICAL REVIEW B 84, 155449 (2011)




















FIG. 12. (Color online) ZT dependence on the ratio of removed
atoms in the nanoperforation at T = 300 K. Systems included in
the figure are {10,Szz} with S = 3, 4, 4.5, 5, 5.5, {10,Sarm} with
S = 3, 4.5, 5, 6 and {10,Scir} with S = 3.5, 4.7, 5 (full lines) and
furthermore, two set of systems with a fixed hole {L,3arm} and
{L,3zz} with L = 6, 8, 10, 12 (dotted lines).
but obtain a larger fraction of it due to a reduced phonon
conductance. Higher ZT could possibly be obtained by
increasing the hole dimension even further, but these systems
will be very challenging to fabricate.
We have presented calculations in which the antidot
concentration is varied either by changing the hole size (and
shapes), while keeping the lattice parameterLfixed, or keeping
the hole size and shape fixed under L variation. However,
the latter examination is computationally possible only for
small antidot dimensions. Therefore it is possible to see if
the thermoelectric properties depend on the absolute hole
size or only on the antidot concentration. For the examined
systems we find that antidots with smaller absolute sizes seem
to result in better thermoelectric performance for holes with
armchair edges. For holes with zigzag edges the exact nature
of the localized states comes into play and seems to keep the
thermoelectric performance less sensitive to the absolute hole
size.
The electrons-only result, ZTel (κph = 0), describes an
upper bound of the figure of merit. However, we find it to be
somewhat artificial, due to the fact that the phonon contribution
to the thermal conductance shifts the position of the peaks and
ZTel possess a (in principle unbound) peak every time the
electronic thermal conductance is zero [Eq. (9)]. Especially
in the presence of gaps in the electronic band structure, the
computation ofZTel can be numerically challenging. However,
evaluating the ZTel expression at the true peak position can
give an estimate of the gain by a further reduction of the
phonon conductance. For the {10,6arm} GAL the first peak
(μ = 0.37 eV) and the highest peak (μ = 1.23 eV) have a
ZT = 0.17 and 0.26 with corresponding ZTel = 4.78 and
0.77, a factor of 28 and 3 larger than the true ZT , respectively.
For the {10,5zz} lattice we have the first peak valueZT = 0.13
with corresponding ZTel = 5.77, a factor of 44 larger at the
same energy. At high chemical potential the main limitation
is the electronic structure and not a further reduction of the
phonon heat conductance. On the contrary, one could obtain
a significant ZT enhancement at low chemical potential by
further reducing the thermal conductance. Isotope scattering,
anharmonic interactions, electron-phonon interactions, and
graphene-substrate interactions could all contribute to a reduc-
tion of the phonon thermal conductance. In Fig. 13 we illustrate
the effect of a reduction of the phonon thermal conductance.
The parameter  gives the fraction of the original phonon
thermal conductance kept in the calculation. For the {10,6arm}
GAL the first peak (μ ≈ 0.37 eV) increases more rapidly than
the high-energy peaks. The peak position crossover happens
at around  ≈ 0.35. When the phonon thermal conductance
dominates, the figure of merit variation goes as ZT/, clearly
present in the low-energy ZT variation (see Fig. 13, bottom),
even when the phonon thermal conductance is reduced below
5% of its original value.
We propose one of two routes to obtaining higher ZT .
Either one could find a way to reduce the thermal conductance
without affecting the electrons. Surface decoration might be
a promising way to obtain this. Another route could be to
improve the electronic properties of GALs, e.g., by combining




























































FIG. 13. (Color online) ZT variation with a decrease of the phonon thermal conductance at T = 300 K.  describes the fraction of the
original thermal conductance used in the calculation. Top: ZT as a function of the chemical potential and the phonon thermal conductance for
the {10,6arm} (left) and {10,5zz} (right) GAL. Bottom: Peak ZT as a function of the variation of the phonon thermal conductance.
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increase the peak ZT obtained at high chemical potential.
We note that one-dimensional nanosystems may display a large
Seebeck coefficient leading to larger ZT . However, on the
other hand, the two-dimensional (2D) GAL structure may have
an important advantage. In a 2D GAL the system geometry
does not pose inherent limits for the converted power, as it
does for a system of parallel quasi-one-dimensional systems,
such as quantum wires or graphene nanoribbons: the power
can be increased by simply making the GAL system broader.
This provides a strong motivation for further investigations
of GALs as thermoelectric devices, perhaps as an integrated
element in future graphene nanoelectronics. Despite the high
intrinsic thermal conductance of graphene, it is noticeable that
one can utilize the nanoperforation to obtain ZT exceeding
0.25, a factor of 35 enhancement compared to what is found
for bulk graphene.
VI. DISCUSSION AND CONCLUSION
We have theoretically shown that GALs allow the simulta-
neous manipulation of both electronic and thermal transport
properties of graphene sheets. Our calculations have been
carried out in the ballistic limit, which gives a reasonable
first estimate for short devices whose dimensions are smaller
than the various scattering lengths (important scattering mech-
anisms include the anharmonic phonon-phonon interactions,
electron-phonon scattering, and electron-electron scattering).
Also, spin polarization may turn important: recent studies have
shown that one can have spin-splitting and a magnetic moment
in triangular77–79 antidots with pure zigzag edges. Above all,
the most important future task is a systematic study of disorder
effects. Our preliminary results suggest that a low degree of
disorder can increase ZT due to a decrease of the thermal
conductance, whereas a high degree of disorder affects both
electrons and phonons so that the decrease in power factor
outweighs the decrease in thermal conductance.
A key result of our analysis is the convergence of transport
properties with length for GALs. The ballistic transport proper-
ties converge fast toward that of the infinite antidot lattice. We
have also found that the quantization is an important feature
of both electron and phonon transport properties of GALs.
This is seen from the fact that the transmissions are reduced
far more than what would be expected from an effective
width estimation and therefore the exact scattering rate for the
different edge types is important. The average transmission
reduction factor is found to be on the same order of magnitude
for electrons and phonons. In general, the formation of edge
states determine the band gap of GALs with pure zigzag edges
as opposed to pure armchair edges, where the band gap is
determined by the confinement of electrons. Furthermore, the
different edge characteristics play an important role in the
observed difference in thermoelectric properties. ZT is found
to be lower for GALs with zigzag edges due to the additional
splitting into minibands for large structures and a correspond-
ing lower power factor. The maximal thermoelectric efficiency
ZT ≈ 0.3 has been obtained for GALs with pure armchair
edges. Therefore, it is possible to obtain fair thermoelectric
properties of graphene-based nanosystems, even despite lattice
distortions which highly affect both the π -electron-determined
electronic properties and the sp2-bonding-determined ther-
mal conductance, such as the nanoperforations. The main
limitation in thermoelectric applications of GALs at high
chemical potential is set by the electronic structure because the
electronic heat conductance is large at the high-energy peak
position of S and ZT . At low chemical potential we expect
that one could benefit from a further reduction of the phononic
thermal conductance due to isotope scattering and anharmonic
interactions.
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Abstract
Background: The effect of electric current on the motion of atoms still poses many questions, and several mechanisms are at play.
Recently there has been focus on the importance of the current-induced nonconservative forces (NC) and Berry-phase derived
forces (BP) with respect to the stability of molecular-scale contacts. Systems based on molecules bridging electrically gated
graphene electrodes may offer an interesting test-bed for these effects.
Results: We employ a semi-classical Langevin approach in combination with DFT calculations to study the current-induced
vibrational dynamics of an atomic carbon chain connecting electrically gated graphene electrodes. This illustrates how the device
stability can be predicted solely from the modes obtained from the Langevin equation, including the current-induced forces. We
point out that the gate offers control of the current, independent of the bias voltage, which can be used to explore current-induced
vibrational instabilities due the NC/BP forces. Furthermore, using tight-binding and the Brenner potential we illustrate how
Langevin-type molecular-dynamics calculations including the Joule heating effect for the carbon-chain systems can be performed.
Molecular dynamics including current-induced forces enables an energy redistribution mechanism among the modes, mediated by
anharmonic interactions, which is found to be vital in the description of the electrical heating.
Conclusion: We have developed a semiclassical Langevin equation approach that can be used to explore current-induced dynamics
and instabilities. We find instabilities at experimentally relevant bias and gate voltages for the carbon-chain system.
Introduction
The effects of electric current on the motion of atoms have
become particular important in the on-going quest for molecu-
lar-scale electronics [1-4]. Atomic motion due to electric current
is behind the long-term breakdown of interconnects leading to
failure in integrated circuits. This effect is of even greater
importance for systems where the bottle-neck for the current
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flow is a few chemical bonds. The inelastic scattering of elec-
trons by atomic vibrations leads to the well-known effect of
Joule heating, which can have an impact on the electrical
behavior and stability. However, recently it was pointed out
[5-8] that other current-induced forces can play a role. For
instance, in the case of molecular contacts with conductance on
the order of G0 = 2e2/h = 1/12.9 kΩ (e being the electron charge
and h Planck’s constant), and under “high” bias voltage (~1 V),
the current-induced forces that do not conserve the energy of
the atomic motion may lead to run-away behavior. However,
experiments in this regime are very challenging. For example,
for the typical experiments involving molecular-scale contacts
between bulk electrodes it is not possible to image the atomic
structure while the contacts are in place and current is flowing.
Furthermore, it is far from being trivial to add additional gate
potentials in order to modify the electronic structure and gain
independent control of the bias voltage and current [3,9].
On the theoretical side, it is desirable to develop computer
simulation techniques, such as molecular dynamics (MD),
preferably without adjustable parameters, to study in detail the
complex current-driven atomic processes. To this end, we
recently developed an approach based on the semiclassical
Langevin equation, which may form the basis of MD. In this
description the nonequilibrium electronic environment is
described as an effective “bath” influencing the atomic
dynamics. In particular, we identified the forces acting on the
atoms due to the electric current. These include “extra” fluctu-
ating forces yielding the Joule heating, a nonconservative “elec-
tron-wind” force (denoted NC), recently discussed by Todorov
and co-workers [5], and a Lorentz-like force originating from
the quantum-mechanical “Berry phase” of the electronic
subsystem [6] (denoted BP). The purpose of this article is two-
fold. We will illustrate this semiclassical Langevin approach
and show how the current-induced effects could be investigated
in molecular contacts connecting gated graphene or nanotube
electrodes.
Graphene is now being explored very extensively due to its
outstanding electrical and thermal transport properties [10-12].
Besides being highly important in their own right, carbon
nanotube- or graphene-based nanostructures may offer an
interesting test bed for studies of current-induced effects at the
atomic scale. For such systems, experiments with atomic
resolution, employing for instance state-of-the-art electron
microscopes, can be performed in the presence of current,
allowing the dynamics to be followed down to single adatoms
[13]. Electric current has been used to induce changes in
graphene-edges, which were monitored while a current was
simultaneously passed through the structure [14]. This was
explained as carbon edge-dimers desorbing due to Joule-heating
[15]. Taking this a step further, one can imagine that nanostruc-
tured nanotubes or graphene can be used as an electrode
interface to molecular devices based on organic chemistry [16].
Especially promising aspects include the inherent 2-D geo-
metry of graphene, which enables both straightforward elec-
trical gating, and atomic-scale imaging in the presence of
current. There have been a number of microscopy studies of
single-atom carbon chains bridging graphene [13,17] or
nanotubes [18]. On the theoretical side, various aspects of these
systems have been studied, such as the formation of chains
[19,20], their stability [21], and electron-transport properties
[22-24]. Here we explore the current-induced forces and
nanoscale Joule heating of the carbon chain system between
electrically gated graphene electrodes.
The paper is organized as follows. After a brief outline of the
semiclassical Langevin method, we will use it to study the
dynamics of the carbon chain as a function of bias and gate
voltages. We point out that the gate, which offers independent
control of bias voltage and current in the system, can be used to
explore current-induced vibrational instabilities in the current-
carrying chain. Finally, we illustrate how the Langevin molecu-
lar dynamics can be performed for a carbon-chain system with




We outline the Langevin approach here. For a classical oscil-
lator system (mass-scaled coordinate x) in a general nonlinear
force-field, F, coupled linearly to a bath of harmonic oscillators,
it is possible to eliminate the bath variables and describe the
system using the generalized Langevin equation, [25-27],
(1)
Here the bath influences the motion through two distinct force
contributions, (i) a retarded time-kernel, Πr, describing the
back-action at time t after propagation in the bath due to the
motion of x at an earlier time, and (ii) a force ξ of statistical
nature originating from the thermal fluctuations of the bath. In
the case of thermodynamic equilibrium, ξ is characterized by a
temperature and is related to Πr by the fluctuation-dissipation
theorem. Note that in general x, F, and ξ are vectors and Πr is a
matrix. This method was used by Wang and co-workers [28,29]
to describe thermal transport in the quantum limit, with phonons
in the two connecting reservoirs with different temperature
acting as baths and with their quantum fluctuations included in
ξ. This reproduced the Landauer result of thermal transport in
the harmonic case [28].
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It is possible to reach a semiclassical Langevin equation
description of the motion of the ions coupled to the electron gas
if we assume a linear coupling to the electronic environment:
Either in the displacement from an equilibrium or in the
velocity (adiabatic expansion) of the ions. This Langevin/
Brownian motion approach to atomic scattering at metal
surfaces has a rather long history in the case of metal electrons
in thermal equilibrium [30,31].
We have extended this to describe the dynamics of the ions in a
nanoconductor between metal electrodes in the nonequilibrium
case, where an electric current is present [6,32]. In order to
sketch the derivation, we consider a displacement-dependent
tight-binding model with electron states in the scattering region
of interest k,l, and with Hel being the static electronic Hamil-
tonian (scattering region and its coupling to the left and right
electrodes [33]),
(2)
Here x is a column vector comprising the mass-normalized
displacement operators for each degree of freedom, e.g.,
, un and mn being the displacement operator and
mass, and Hph = 1/2 T  + 1/2xTKx corresponds to a set of
harmonic oscillators that couple with the electrons, K being the
dynamical matrix. We construct a localized basis-set describing
the electrons in the scattering region, where  is the
electron creation (annihilation) operator at site k in this region
[34]. Here we only consider the coupling to the electron bath,
but the linear coupling to an external phonon bath can be taken
into account along the same lines and adds a contribution to Πr.
The derivation and result for a linearly coupled harmonic
phonon bath is similar, and was given in [28]. Alternatively, the
dynamics of some external phonons, not coupling to the
electrons directly, may be treated explicitly in actual MD calcu-
lations, as we illustrate below (regions DL, DR in Figure 6a).
The electron–phonon coupling corresponds to matrix elements
of the force operator Mn,kl = . We assumed that
M is small by keeping only the term that is linear in x.
We may obtain an equation of motion for x using Heisenberg’s
equation of motion, , based on atomic units (  = 1)
and implicit mode index (n),
(3)
The term  describes the “forces” due to the interaction with
the electron gas. Importantly, these forces are random in nature
[35]. We can calculate the mean value of  by averaging it
over the nonequilibrium electronic state,
(4)
Here we introduce the electrical lesser-Green’s function,
, which is equivalent to the density
matrix, ρ (multiplied by −i), and depends on x(t), since the elec-
trons are coupled to x in the Hamiltonian. This is similar to the
expression for the average force in Ehrenfest dynamics [5].
We can evaluate this perturbatively by using the unperturbed-
electron lesser Green’s function, , corresponding to the case
of steady-state electron transport without electron–phonon inter-
action [33],
(5)
where AL/R are the density of state matrices for electronic states
originating in the left/right electrodes, each with chemical
potential μL/R [33], which differ for finite bias voltage, V,
as μL − μR = eV, and nF(ω) = 1/(eω/kBT + 1) is the Fermi-Dirac
distribution function. We thus treat the nonequilibrium electron
system as a reservoir unperturbed by the phonons. Using the
nonequilibrium Greens function (NEGF) technique [36], we
may write the 2nd lowest orders in M of  as,
(6)
The first term yields a constant force due to the change in elec-
tron bonding with bias and a “direct force” due to interaction of
charges with the field [37]. Here ρ0 = ρeq + δρ is the nonequilib-
rium electron-density matrix without electron–phonon inter-
action. We split it into an equilibrium contribution ρeq and a
nonequilibrium correction δρ. In linear response, we obtain a
term  · x from the field in Hel,  being the external field,
which yields a “direct” force involving the equilibrium ρeq. We
also obtain a term involving Hel(  = 0), together with the
change in density to first order in the field , in the first
term of Equation 6, resulting from the change of density in the
chemical bonds due to the current [38,39].
The second contribution is the retarded back-action of the elec-
tron gas due to the motion and is equivalent to the retarded
phonon self-energy. In the steady state, Πr only depends on the
time difference, and it is convenient to work in the frequency
(energy) domain. This can be expressed by using the coupling-
weighted electron–hole-pair density of states, Λαβ, inside or
between electrodes α,β  L,R,




where Λ can be expressed in terms of the electrode DOS,
(9)
(10)
We have included a factor of 2 from the spin degeneracy and
have explicitly included the mode index, m,n on the coupling
matrices, M, and on Λ in Equation 10.
The forces described by  in Equation 6 contain a
number of interesting current-induced effects. It is instructive to
split the kernel into parts,
(11)
where
is the Hilbert transform. The Λ matrix has the following





which are helpful when examining the terms in Equation 11,
which are summarized in the following:
• Friction – The first term in Equation 11 is imaginary and
symmetric in mode index m,n. It describes the friction
force due to the generation of electron–hole pairs in the
electronic environment by the ionic motion. This process
exists even in equilibrium [31]. For slowly varying AL/R
with energy as compared to the vibrational energies
(wide-band limit) we obtain the simple time-local
electron friction force, , with
(14)
• NC (wind) force – The second term in Equation 11 is
real and antisymmetric, which means that the general
curl of this force is not zero. It describes the NC force,
discussed very recently by Dundas and co-workers [5].
This force is finite, even in the limit of zero frequency,
where the friction and Joule heating effect is not impor-
tant anymore.
• Renormalization – The third term is real and symmetric
and can be interpreted as a renormalization of the
dynamical matrix. It contains an equilibrium part and a
nonequilibrium correction. The equilibrium part is
already included in the dynamical matrix when we calcu-
late it within the Born–Oppenheimer approximation. The
nonequilibrium part gives a bias-induced modification of
the harmonic potential.
• BP force – Finally, the last term is imaginary, antisym-
metric, and proportional to ω for small frequencies. It
can be identified as the “Berry phase” (BP) force in [6].
Since the direction of this force is always normal to the
velocity in the abstract phase space, it does no work,
resembling a Lorentz force with effective magnetic field
(15)
• Random forces – The randomness of the force 
is characterized by its correlation function in the
frequency domain, which can again be calculated
with NEGF. However, we note that since  is a
quantum operator,  does not result in a real
number. Instead we use the symmetrized and real
. This expression equals
the semiclassical result obtained from the path-integral
derivation of the Langevin equation [6,35] and reads, in
Fourier space,
(16)
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• This spectral power density can be used to generate an
instance of the Gaussian random noise as a function of
time that is needed in MD simulations. Most importantly
this random force contains not only the thermal excita-
tions but also the excess excitations leading to Joule
heating [32], through the dependence of the chemical
potentials μL − μR = eV. Thus with this formalism it is
possible to disentangle the various contributions to the
forces, being either deterministic or random in nature.
Current-induced vibrational instability
We now turn to illustrations of the use of the semiclassical
Langevin equation to describe current-induced effects. In this
section we employ it to study the effect of the current-induced
forces and Joule heating on the stability of the system, within
the harmonic approximation. We will here ignore the coupling
to electrode phonons. This makes an eigen-mode analysis
possible, which eases the interpretation of the results. The
model system we use is shown in Figure 1, in which a four-
atom carbon chain is bridged between two graphene electrodes
(L and R). We assume a field effect transistor setup, in which a
gate potential, Vg, is applied to the system in addition to the bias
applied between the two electrodes, Vb. We will show that this
offers a convenient way to explore current-induced vibrational
instabilities. We can already see the effect of the gate potential
in the current–voltage (I − Vb) characteristics shown in
Figure 2.
Figure 1: The system considered in the present study is a four-atom
carbon chain bridging two graphene electrodes. The dangling bonds
are passivated by hydrogen atoms. In addition to the bias applied
between the left (L) and right (R) electrodes (Vb), a gate potential (Vg)
can also be applied perpendicular to the graphene surface. The center
panel shows the calculated contour plot of the electrostatic-potential
drop across the junction at Vg = 0 V, and Vb = 1 V. The equal drop at
the left and right electrodes reflects the electron–hole symmetry for
Vg = 0 V [40].
Figure 2: Current–Voltage (I−Vb) curves at different Vg.
The effect of the NC and BP forces is to couple different
phonon modes with nearly similar frequencies. From now on,
we will focus on the two phonon modes around 200 meV,
shown in Figure 3, since the alternating-bond-length-type
modes (200 meV) couple most strongly with the electric
current. This type of mode also gives rise to the most intensive
Raman signals in unpassivated chains between graphene-like
pieces [41].
Figure 3: (a) Motion of the two phonon modes around 200 meV. (b)
Motion of the runaway mode at Vg = 0.6 V, and Vb = 1 V. We depict
the motion using a number of discrete time steps roughly corres-
ponding to a full period. The position of each atom is depicted as a
circle for a sequence of time steps indicated by an increasing radius
with time. The motion is a phase-shifted linear combination of the two
modes in (a). We can see the elliptical motion of the carbon atoms
from the plot. The enclosed area indicates that work can be done by
the current-induced NC force.
The calculation was performed by using the SIESTA density-
functional theory (DFT) method [42], which has been extended
to study elastic [33] and inelastic [34] transport in molecular
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Figure 4: (a) Inverse Q-factor (1/Q) as a function of gate voltage, Vg,
at Vb = 1 V for the two modes around 200 meV. (b) 1/Q as a function
of bias voltage, Vb, at fixed gate voltage Vg = 0.6 V, for the same pair
of phonon modes.
conductors. We used similar parameters as detailed in [34], and
in order to keep the calculation simple and tractable, we
modeled the electrodes by simply employing the Γ k-point in
the transverse electrode direction. The electron–phonon
coupling matrix (M) was calculated at zero bias, whereas we
calculated the electronic structure at finite bias. We note that the
voltage dependence of the coupling matrix could play a role,
but this is beyond the scope of the present more illustrative
purpose [43]. Based on these approximations, we can calculate
the full ω-dependent Λ function, and the self-energies, Πr. To
perform the eigen-mode analysis, we further assumed linear
ω-dependent friction, Berry force (BP), constant nonconserva-
tive force (NC), and ignore the renormalization of the dynam-
ical matrix.
We model the effect of Vb as a shift of the equilibrium chem-
ical potential, EF. In this way we can tune the electronic struc-
ture within the bias window by changing the gate potential. In
the following, we look at the bias and gate dependence of the
inverse Q-factor (1/Q) and effective phonon number N. The
inverse Q-factor for mode i (note we use index i for full modes
including the current-induced forces) is defined as
Figure 5: (a) Effective phonon number (N) for the two phonon modes
around 200 meV as a function of gate voltage, Vg, at fixed bias
voltage, Vb = 1 V. (b) N as a function of bias voltage, Vb, at fixed gate
voltage Vg = 0.6 V. Note that it diverges at the critical point when the
damping (1/Q) in Figure 4 goes to zero.
(17)
where ωi are the eigenvalues of the full dynamical matrix,
including the current-induced forces. These modes thus consist
of linear combinations of the “unperturbed” normal modes
of the system, n,m, as calculated by using the standard
Born–Oppenheimer approximation. The phonon number can be
calculated from the displacement correlation function,
(18)
We show the bias and gate potential dependence of the inverse
Q-factor and phonon number in Figure 4 and Figure 5. The
coupling of these two modes due to the bias (gate) dependent
NC and BP force changes their lifetime. The two modes always
have opposite dependence. The vibrational instability occurs at
the critical point where 1/Q = 0 around Vg = ±0.4 V. This corre-
sponds to an infinite phonon number in Figure 5, and we there-
Beilstein J. Nanotechnol. 2011, 2, 814–823.
820
fore call it a “runaway” mode. The motion of this mode at
Vb = 1 V, Vg = 0.6 V is plotted in Figure 3b. We can observe the
elliptical motion of several atoms in real-space. This is critical
because in order for the nonconservative force to do work on
the atoms their motion has to enclose a finite area, either in real
or in abstract phase space.
Finally, we should mention that when the current hits the insta-
bility threshold it will drive the system into a highly anhar-
monic regime, where the preceding eigenanalysis breaks down.
One scenario is that the motion of the system will reach a limit-
cycle determined by the detailed anharmonic potential and the
interaction with the current [7]. In this regime the details of the
damping due to the coupling with phonons in the electrodes
could be important, and the electron–phonon coupling could
also change from the value given around the harmonic equilib-
rium position. In order to address this regime we can perform
molecular-dynamics simulations, taking into account both the
coupling between different modes and their coupling with the
electrode phonons, in order to study how the system actually
reacts due to the instability.
Molecular dynamics with Joule heating
Next we illustrate the use of the Langevin equation to perform
molecular-dynamics simulations of a carbon-chain system, in
the presence of current flow, in the simplest possible setting, but
now including coupling to the electrode phonons. Therefore we
abandon the DFT approach, and instead employ the widely used
π-tight-binding model with hopping parameter β = 2.7 eV, and
the Brenner potential for calculations of the interatomic forces
[44]. We consider the unpassivated structure in Figure 6. The
electron–phonon coupling is modeled by the Harrison scaling
law [45], β = 2.7eV (a0/d)2, determining how β is modified
when the nearest neighbor distance, d, is changed from the equi-
librium value, a0 = 1.4 Å. The same model has recently been
applied in the study of the effect of strain on the electronic
structure of graphene [46]. In the simulation we model the
coupling to the electrode phonons by a friction parameter,
ηph, and a corresponding white equilibrium phonon noise
 = 2ηphkBT on the L,R-electrode regions. This is
similar to the stochastic boundary conditions [27] in which L,R-
atoms act as a boundary. The setup for the MD is shown in
(Figure 6a). We include electrode regions that have no inter-
action with the current (DL,DR), and a device region (D) where
the current density is highest and where the nonconservative
forces and Joule heating are included.
Furthermore, instead of using the full nonlocal time-kernel for
the electrons in Equation 14, we use the wide-band approxima-
tion, and neglect the off-diagonal elements of the electron-noise
spectral power density, (ω). The diagonal of the electron
spectral power can be approximated by white noise in the high-
bias and wide-band limits, where variations in the electronic
DOS are neglected [47]. The assumption of a white-noise spec-
trum implies neglect of the equilibrium zero-point motion of the
atoms, but most importantly here, it includes the Joule heating
effects,
(19)
A factor of 2 should be included in the case of spin degeneracy.
Based on the velocity Verlet algorithm [48] we carried out MD
simulations at a varying bias voltage for zero gate bias
(Vg = 0 V), and phonon friction, ηph. The MD results are
summarized in Figure 6b–f. We note that for the present system
setup the nonconservative force is found not to play a dominant
role compared to the effect of Joule heating. The main insight
we gain from the MD example here is that the anharmonic
couplings are important and effective in redistributing the
energy supplied by the nonequilibrium electrons.
The approximate local phonon friction, ηph, can in general be
expressed from the slope of the corresponding phonon self-
energy at zero frequency, as for electrons, see Equation 14.
However, here we simply varied its value around this in order to
quantify the dependence of the local electrical heating in the
device region on this parameter (Figure 6b). The electrical
heating of the chain was found not to depend much on the
phonon friction when this was chosen to be sufficiently high.
This is an appealing result, since it indicates that the electrical
heating does not depend critically on the measurement setup,
but mainly on the nature of the actual constriction. This seems
to be true as long as the heat flow away from the contacts is
sufficient to maintain the temperature of the heat baths, and the
chain acts as a bottleneck for the heat conduction. However, we
note that for heat conduction in the quantum limit it is impor-
tant to go beyond the white band approximation and include
realistic self-energies for the L,R-electrode phonons [49]. This
will be explored in future work.
Inspired by the equipartition theorem, we define a local
temperature variable for the atoms (indexed by a) with
mass, ma,
(20)
A comparison of the obtained temperature distributions with
(Figure 6c, Figure 6d) and without (Figure 6e, Figure 6f) the
anharmonic interactions shows that anharmonic couplings
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Figure 6: (a) Definition of the system regions with different types of noise contributions. Leads (L,R) have a well-defined temperature determined by
the phonon noise, the device (D) temperature is defined from the electrical heating, and the intermediate regions (DL,DR) are free and are heated by
propagation noise. In the MD setup no atoms are held fixed, but periodic boundary conditions are applied. The figure describes the setup in which the
local temperatures plotted in (c) and (e) should be understood. (b) Temperature of the regions as a function of phonon friction. (c, d) Obtained
temperatures at different atoms within the harmonic approximation. (c) The simulations were run at T = 300 K and at eVb = 1 eV, and (d) varying bias
voltages. (e, f) Corresponding atomistic temperature distributions including the anharmonic interactions. The lead temperature can exceed the equilib-
rium bath temperature due to propagation noise. In particular, the anharmonic interactions redistribute part of the energy from the modes in the chain
to the bulk modes in the lead.
between the vibrational modes have a significant influence on
the heat-transport properties and local Joule heating of the
system. The heating is less localized in the chain due to anhar-
monicity. This originates from the coupling between different
modes and an increased coupling to the surroundings for
configurations in which the atoms are displaced from their equi-
librium positions. Modes localized in the chain can be heated up
to very high temperatures in the harmonic approximation. When
anharmonic interactions are included the energy is redistributed
and the modes are collectively heated up.
The electron–phonon interaction is typically included through
a Taylor expansion of the electronic Hamiltonian around the
equilibrium positions (Equation 2). Within the time-local
white-noise approximation it is possible to address the
effect of changes of electronic Hamiltonian and, especially,
electron-phonon coupling on the motion, which was both
included in the nonequilibrium force calculations here. This
amounts to updating the nonconservative force, friction and
noise on the fly along the path. This is possible for the simple
parametrization used here. Our preliminary results based on this
approximation show that the extra noise contribution from the
higher-order couplings may significantly influence the results
and increase the electronic heating compared to the static elec-
tronic structure approximation. A method which goes beyond
white noise and includes the change in electron–phonon
coupling when the system is far from the equilibrium positions,
e.g., close to bond breaking, remains a challenge for the future.
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Conclusion
We have developed a semiclassical Langevin equation
approach, which can be used to explore current-induced atomic
dynamics and instabilities in molecular conductors. The
Langevin approach can be solved in the harmonic approxima-
tion to obtain eigenmodes and their excitation in the presence of
current, as well as used for molecular-dynamics simulations
based on the full anharmonic potential. Our simple, approxi-
mate MD simulation indicates that anharmonic couplings play
an important role for the energy redistribution and effective heat
dissipation to the electrode reservoirs. However, the MD is
computationally very demanding beyond simplified model elec-
tronic structures and interatomic potentials, and further develop-
ments are necessary. We have used carbon-chain systems both
to illustrate the Langevin approach, and in order to highlight
how graphene might offer a unique test bed for research into
current-induced dynamic effects. Especially, it is straightfor-
ward to employ a gate potential to the gate electrode, and
thereby obtain independent control of current and bias voltage
in the system. Furthermore, atomic-scale resolution can be
obtained in electron microscopes in the presence of current, and
Raman spectroscopy can give insights into the excitation and
effective temperature originating from the electric current [50-
52]. Our results for the simplified carbon-chain systems indi-
cate that it may be possible to tune the current-induced instabili-
ties in the atomic dynamics with gate and bias voltages in the
experimentally relevant range.
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Abstract—We calculate the electronic and thermal transport
properties of devices based on finite graphene antidot lattices
(GALs) connected to perfect graphene leads. We use an atomistic
approach based on the pi-tight-binding model, the Brenner poten-
tial, and employing recursive Green’s functions. We consider the
effect of random disorder on the electronic and thermal transport
properties, and examine the potential gain of thermoelectric
merit by tailoring of the disorder. We propose several routes to
optimize the transport properties of the GAL systems. Finally,
we illustrate how quantum thermal transport can be addressed
by molecular dynamics simulations, and compare to the Green’s
function results for the GAL systems in the ballistic limit.
I. INTRODUCTION
Thermal management in nanoelectronics is a topic of great
importance[1], and it is relevant to consider materials for
thermo-electric cooling at the nanoscale. Although graphene
is an excellent heat conductor, its thermoelectric properties
seem to be highly tunable in nanostructured graphene, such
as graphene antidot lattices (GALs)[2]. GALs have been
proposed as a flexible platform for creating a semiconducting
material[3], [4], [5], [6] and the regular nanoperforation of a
graphene layer may be a solution for making graphene a ver-
satile material for electronics as well as thermal management.
Several groups have developed fabrication techniques for
creating this nanostructured system, e.g. by electron beam
lithography[7], [8] or block copolymer lithography[9], [10].
The latter method results in a highly regular hexagonal lattice
of holes. In another experiment hexagonal holes were obtained
with very pure edge chirality by anisotropic etching[11].
Various types of disorder play an important role for trans-
port properties. Edge disorder in nanoribbons has previously
been theoretically predicted to increase the thermoelectric
efficiency[12] and widen the band gap distribution of GALs
with periodic disorder[13]. Recent experiments have managed
to control the concentration of the 13C isotope in both amount
and space[14] and it has also been possible to measure
the thermal conductivity by Raman spectroscopy[15]. Several
theoretical predictions have been made on the isotope effect
in graphene[16], [17], nanoribbons[18], [19], [20] and carbon
nanotubes[21].
Here we use atomistic modelling to address how structural
and isotope disorder can reduce the thermal conductance of
GAL devices.
II. THE ROLE OF DISORDER IN GALS
The electronic and phonon transport properties are cal-
culated from the energy-dependent transmission functions,
Te and Tph, using a Landauer-type formula. The Landauer







Te(E)[nF (E,µL)− nF (E,µR)] , (1)
where nF (E,µL/R) is the Fermi-Dirac distribution at the
chemical potential of the left/right lead. Within the linear-
response limit we can consider variations with changes in the
chemical potential, µ, e.g. by doping or gating of the graphene














They relate the electronic current and the electron heat current,
in the linear response regime. Thus, we have[22] the electrical
conductance Ge(µ) = ∂I∂V = e








/T , and the Seebeck coefficient
S(µ) = ∆V∆T |Ie=0 = L1eL0T . For phonons the Landauer formula
takes an analogous form and within linear response the thermal




















We consider only disorder in the transport direction in GAL
structures with periodicity in the direction perpendicular to
transport, see Fig. 1, and employ averaging of the transmission
functions over a dense k⊥-point sampling. Using the Brenner
potential[23] we perform structural relaxation, obtain the dy-
namical matrix, and then calculate the electronic Hamiltonian
using the pi-tight-binding model for the device region of a
given length between pristine graphene leads. Based on this we
calculate the k-averaged Te and Tph by an atomistic Green’s
function method, which is efficient for long systems with
different kinds of disorder[24], [25]. Note that we assume the
Fig. 1. System setup and the computational rectangular unit cell (green
rectangle). Two graphene leads are connected by the finite GAL of length
2 (M = 2) corresponding to 4 holes in the direction of transport. The
depicted system is based on a {L = 10, S = 3arm} GAL, where we use
the nomenclature from [2]. The red atoms are randomly removed during the
generation of edge noise. The unit cell is 10 four-atom armchair units wide.
We apply periodic boundary conditions in the transverse direction.
device to be free-standing, and neglect all effects of electron-
phonon interaction such as phonon-drag. Later, we comment
on how anharmonic effects may be included using molecular
dynamics. In the remaining of this section we apply this
method to three types of disorder; edge disorder, position
disorder, and the isotope effects.
A. Lattice disorder
In Fig. 2, we show the outcome of transport simulations
for various GALs with random edge disorder. The system is
constructed from a sequence of GAL unit cells (with two
holes) in which a chosen number of atoms are randomly
removed at the edge one by one. We start from a very small
{10,2.3arm}-GAL, and increase the hole size in this random
fashion until it is comparable to the {10,6arm}, which have
a max(ZT ) ≈ 0.25 at 300K[2]. Here, max(ZT ) refers
to the maximal occurring ZT within a gate bias range of
[−1.5; 1.5]eV. We do not allow for C-atoms with a single
nearest neighbor, since these are energetically less favorable.
Regarding edge disorder the decrease of thermal conductance
outweights the decrease in the power factor (S2Ge), as can
be seen in the increase in ZT with the number of removed
atoms in Fig. 2. However, the effect for disordered antidots is
much smaller as compared to the effect for hole-size for edges
with pure chirality[2]. Therefore, one should preferable avoid
the edge disorder during fabrication if one seeks to optimize
thermoelectric applications. We note that the kinetics of the
system or electronic current[26] may stabilize pure edges to
some extent.
Next, we examine disorder in the hole lattice positions by
randomly shifting a sequence of 2-hole unit-cells along the
transverse direction by dN (armchair unit periodicity). The
resulting figure of merit is given in Fig. 3. The full cell is
L = 10 armchair units wide, and we examine dN = 1, 2, ..5
corresponding to increasing lateral disorder. The electronic
conductance is almost unchanged at a low degree of position
disorder (dN = 1), and the power factor can even initially in-
Fig. 2. Edge disorder in a GAL system with 5 unit cells along the device,
corresponding to a length of 380A˚. The system is based on a {10,2.3arm}
GAL (with a width of 43A˚) and we increase the number of atoms removed
at random positions at the edge (the red atoms in the insert, showing one unit
cell at Nrem/Ntot = 0.19). The ratio of removed atoms to unit cell size
is changed through the interval previously considered for perfect antidots[2].
The resulting edges are highly disordered and can be taken as a worst case
scenario (e.g. by vapor deposition of carbon atoms on a surface).
Fig. 3. Position disorder is here studied by increasing an interface mismatch
between two GAL regions. Increasing the position disorder tends to reduce
both the thermal conductance and also the power factor except at a very low
degree of disorder. The system has a length of 380A˚(M = 5) and is based
on a {10, 6arm} GAL.
crease at a low degree of position disorder, before it eventually
decreases. Meanwhile, the thermal conductance decreases with
increasing dN . Therefore, especially a weak degree of position
disorder increases ZT to above 0.5. For perfect GALs with
a high antidot density the electronic ZT (setting κph = 0) is
not much larger at the chemical potential of the largest peak.
For low µ the κph dominates, and therefore it is the first ZT
peak which is increased by the disorder. On the other hand, the
highest peak at higher µ mainly follows the change in power
factor.
B. Isotope disorder
Now we address the effect of isotopes positioned at random
sites or in a pattern changing with every 2nd 2-hole supercell
(Fig. 4). The effect of isotopes on the thermal conductivity of
graphene has recently attracted much attention due to the ad-
vances in graphene synthesized by chemical vapour deposition
(CVD). By using sequential input of 13CH4 and 12CH4 several
groups have managed to fabricate graphene with regions of
different isotopes[14]. The local thermal conductivity of the
regions with different isotopes has been measured by Raman
spectroscopy[15]. The isotope effect has been addressed theo-
retically for graphene[16], [17] and nanoribbons[18]. Inspired
by this we here consider how the isotopes reduce the thermal
conductance of GAL devices. In Fig. 4A we show Tph (scaled
Fig. 4. The effect of isotopes is considered for a long system (M = 12).
The random isotopes of 13C atoms are distribution at random positions at
each M with a concentration of 50%. For the supercell pattern every second
unit cell consist of 13C isotopes. The temperature is 300K.
by cell-width) for the longest system considered (M = 12 two-
hole unit cells). We clearly see that isotope scattering give rise
to a significant reduction in the thermal transmission. Compar-
ing the reduction from the random isotope distribution to that
of a pattern (alternating isotopes for every 2-hole supercell),
it is clear that the ”clustering” of isotopes leads to an extra
reduction for especially the acoustic modes in the GAL region.
Furthermore, we see that the difference will be less important
at higher temperatures (> 300K used here). In Fig. 4b we
consider the thermal conductance for two GAL systems with
different hole shape and size, as a function of length of GAL-
device. For comparison, the thermal conductance is found to
be 6.1nW/K for a pristine graphene device of the same width,
and 0.41nW/K, 1.17nW/K, 0.76nW/K and 1.38nW/K for ideal
{10,6arm}, {10,3arm}, {10,9zz} and {10,3zz} GALs, with
length M > 5, respectively. With random isotopes the thermal
conductance of the M = 12-{10,6arm}-device is reduced by
55%, compared to 88% with the ordered isotope pattern. For
devices of longer lengths we enter the diffusive region and
cannot neglect phonon-phonon scattering as considered here.
Since isotopes only affect the thermal properties we get
a significant increase in ZT , especially at low gate bias
where thermal transport is dominated by phonons. A peak
max(ZT ) ≈ 0.8 is observed for the supercell pattern of
isotopes at 300K, compared to max(ZT ) ≈ 0.26, 0.17, 0.07
and 0.13 for the ideal {10,6arm}, {10,3arm}, {10,9zz} and
{10,3zz} GALs without isotopes. The oscillations in ZT
with M stems from the choice of patterning where we only
have 50 − 50% isotopes for even M . With random isotopes
we can exceed max(ZT ) ≈ 0.4 for the {10,6arm} lattice.
This illustrates that one can benefit from a further reduction
of the heat conductance in GAL devices to increase the
thermoelectric efficiency.
III. A MOLECULAR DYNAMICS APPROACH TO QUANTUM
THERMAL TRANSPORT
Finally, we will briefly discuss how the elastic quantum
phonon transport can be obtained from generalized Langevin
molecular dynamics(MD), as an alternative to the Green’s
function method. The method was proposed by Wang et
al.[27], and is a promising method for handling both low
temperature quantum freeze-out of phonons, as well as the
anharmonic interaction beyond perturbation theory. Both of
these effects need to be included for graphene at 300K for
devices longer than ≈ 600A˚[28]. Anharmonic effects are
clearly a very challenging problem for larger nanostructures
such as GALs, where the role of the nanostructuring on the
thermal properties needs clarification.
We solve the generalized Langevin equation for the mass-
normalized displacements,
~¨us(t) = ~Fcon −
∫ t
t0
Φ(t− t′) · ~˙us(t′)dt′ + ε˜ph(t) , (5)
by using the velocity-Verlet algorithm. The forces on the right
hand side are from the full Brenner potential, the frictional
damping force and the quantum noise. The two latter are
due to the connection of the device to the two thermal
baths (each lead). The essential variable in quantum thermal
transport is the coupling matrix obtained from the retarded
phonon self energy, Γb(ω) = i(Πr(ω)−Πa(ω)). This object
describes how much heat is absorbed(emitted) to(from) the













Where τ = t − t′ is the relative time so that the frictional
damping force includes the memory at time t of a displacement
at time t′. We choose a discrete time step ∆t for a Nk step long
MD simulation (with corresponding ∆ω and discrete ωk in
frequency space). To improve convergence and computation-
time we include an artificial damping, ad, to reduce the
memory kernel length, ncut. We can from this calculate an







From this we can calculate the noise spectral power density
from the quantum fluctuation-dissipation theorem:







We have implemented this method of generating a colored
noise sequence and show several tests of the outcome with a
large artificial damping below. The aim is to find out how
accurate one has to represent the self-energy in terms of
memory length and artificial damping to get results consistent
with NEGF calculations. In Fig. 5 we show the imaginary
part of the frequency dependent phonon bath self energy, and
the noise correlation function. The first two figures (A and B)
show how, even if we shorten the memory length (which in
principle is as long as the simulation itself) to 100 time steps
and increase the artificial damping to 0.1eV, the selfenergy
is still approximated quite well. In the insert in Fig. 5C we
have calculated the noise correlation function (noise product at
two different times averaged over 104 starting points), which
classically should equal kBTΦ(t − t′). This is not the case
for graphene at 300K. As can be seen from the figure one
has to go above 1000K for the classical fluctuation-dissipation
theorem to be a good approximation. The reason for this is
the quantum fluctuations, which give rise to a larger noise and
kinetic energy below the Debye temperature, and the Bose-
distribution of the phonons. Furthermore, we see from the last
figure that MD with quantum heat baths gives results for the
thermal conductance consistent with NEGF for short devices
even at low temperatures.
IV. CONCLUSION
We have considered electronic and thermal transport prop-
erties of finite GAL structures with disorder. We conclude that
disorder can be a limiting factor for thermoelectric applications
of GALs. A high degree of disorder either due to lattice
irregularity or the lack of pure edge chirality will degrade
the overall thermoelectric performance. However, the trend
that an increased antidot density enhances the thermoelectric
efficiency still survives. The presence of isotopes is found to
Fig. 5. A: Effect of memory length in the effective self energy used in
MD. B: Effect of artificial damping in the effective self energy. C insert:
Temperature dependence of the noise correlation function compared to the
damping kernel. C: Thermal conductance from nonequalibrium MD with a
temperature difference of 10% compared to the NEGF result for a {10,3arm}
GAL with M = 1. ad = 0.05eV, δt = 0.5fs and ncut = 350 is used.
drastically reduce the thermal conductance for GALs. Both
in the case of lattice disorder and isotope mass-variation we
have shown that disorder can be used to greatly enhance
thermoelectric performance. In particular, if lattice disorder
is kept at a minimum, and isotopes are changed in patterns on
a length scale that affect most phonon modes, one can benefit
from a very large reduction of the thermal conductance in such
devices to obtain a good thermoelectric efficiency. Finally, we
have illustrated how the harmonic quantum thermal transport
can be obtained from generalized Langevin-MD simulations
with quantum heat baths, yielding results similar to those
obtained with the Green’s-function/Landauer approach. The
MD approach is, in principle, able to address the effects of an-
harmonicity in thermal transport of nanostructured graphene.
ACKNOWLEDGMENT
The Center for Nanostructured Graphene is sponsored by
the Danish National Research Foundation. We thank the DCSC
for computational resources.
REFERENCES
[1] Alexander A. Balandin. Thermal properties of graphene and nanostruc-
tured carbon materials. Nat. Mat., 10(8):569–581, 2011.
[2] Tue Gunst, Troels Markussen, A. P. Jauho, and Mads Brandbyge.
Thermoelectric properties of finite graphene antidot lattices. Phys. Rev.
B, 84(15):155449, October 2011.
[3] Thomas G. Pedersen, Christian Flindt, Jesper Pedersen, Niels Asger
Mortensen, Antti-Pekka Jauho, and Kjeld Pedersen. Graphene an-
tidot lattices: Designed defects and spin qubits. Phys. Rev. Lett.,
100(13):136804, April 2008.
[4] J. A. Fu¨rst, J. G. Pedersen, C. Flindt, N. A. Mortensen, M. Brandbyge,
T. G. Pedersen, and A. P. Jauho. Electronic properties of graphene
antidot lattices. New J. Phys., 11(9):095020, 2009.
[5] R. Petersen, T. G. Pedersen, and A. P. Jauho. Clar sextet analysis of
triangular, rectangular, and honeycomb graphene antidot lattices. ACS
Nano, 5(1):523–529, 2011.
[6] F. Ouyang, S. Peng, Z. Liu, and Z. Liu. Bandgap opening in graphene
antidot lattices: The missing half. ACS Nano, 5(5):4023–4030, 2011.
[7] J. Eroms and D. Weiss. Weak localization and transport gap in graphene
antidot lattices. New J. Phys., 11(9):095021, 2009.
[8] M. Begliarbekov, O. Sul, J. Santanello, N. Ai, X. Zhang, E. H. Yang,
and S. Strauf. Localized states and resultant band bending in graphene
antidot superlattices. Nano Lett., 11(2):1254–1258, Feb 2011.
[9] Myungwoong Kim, Nathaniel S. Safron, Eungnak Han, Michael S.
Arnold, and Padma Gopalan. Fabrication and characterization of Large-
Area, semiconducting nanoperforated graphene materials. Nano Lett.,
10(4):1125–1131, April 2010.
[10] Jingwei Bai, Xing Zhong, Shan Jiang, Yu Huang, and Xiangfeng Duan.
Graphene nanomesh. Nat. Nanotech., 5(3):190–194, March 2010.
[11] Benjamin Krauss, Peter Nemes-Incze, Viera Skakalova, Laszlo P. Biro,
Klaus von Klitzing, and Jurgen H. Smet. Raman scattering at pure
graphene zigzag edges. Nano Lett., 10(11):4544–4548, November 2010.
[12] H. Sevinli and G. Cuniberti. Enhanced thermoelectric figure of
merit in edge-disordered zigzag graphene nanoribbons. Phys. Rev. B,
81(11):113401, March 2010.
[13] Hideyuki Jippo, Mari Ohfuchi, and Chioko Kaneta. Theoretical study
on electron transport properties of graphene sheets with two- and one-
dimensional periodic nanoholes. Phys. Rev. B, 84(7):075467, 2011.
[14] Xuesong Li, Weiwei Cai, Luigi Colombo, and Rodney S. Ruoff. Evolu-
tion of graphene growth on ni and cu by carbon isotope labeling. Nano
Lett., 9(12):4268–4272, December 2009.
[15] Shanshan Chen, Qingzhi Wu, Columbia Mishra, Junyong Kang, Hengji
Zhang, Kyeongjae Cho, Weiwei Cai, Alexander A. Balandin, and Rod-
ney S. Ruoff. Thermal conductivity of isotopically modified graphene.
Nat. Mat., 11(3):203–207, 2012.
[16] Natalio Mingo, K. Esfarjani, D. A. Broido, and D. A. Stewart. Cluster
scattering effects on phonon conduction in graphene. Phys. Rev. B,
81(4):045408, January 2010.
[17] Hengji Zhang, Geunsik Lee, Alexandre F. Fonseca, Tammie L. Borders,
and Kyeongjae Cho. Isotope effect on the thermal conductivity of
graphene. Journal of Nanomaterials, 2010:1–6, 2010.
[18] Jiuning Hu, Stephen Schiffli, Ajit Vallabhaneni, Xiulin Ruan, and
Yong P. Chen. Tuning the thermal conductivity of graphene nanoribbons
by edge passivation and isotope engineering: A molecular dynamics
study. Appl. Phys. Lett., 97(13):133107, 2010.
[19] Jin-Wu Jiang, Jinghua Lan, Jian-Sheng Wang, and Baowen Li. Isotopic
effects on the thermal conductivity of graphene nanoribbons: Localiza-
tion mechanism. J. Appl. Phys., 107(5):054314, 2010.
[20] Zhen Huang, Timothy S. Fisher, and Jayathi Y. Murthy. Simulation
of thermal conductance across dimensionally mismatched graphene
interfaces. J. Appl. Phys., 108(11):114310, 2010.
[21] Takahiro Yamamoto, Kenji Sasaoka, and Satoshi Watanabe. Universality
and diversity in a Phonon-Transmission histogram of Isotope-Disordered
carbon nanotubes. Phys. Rev. Lett., 106(21):215503, May 2011.
[22] U. Sivan and Y. Imry. Multichannel landauer formula for thermoelectric
transport with application to thermopower near the mobility edge. Phys.
Rev. B, 33(1):551, January 1986.
[23] Donald W. Brenner. Empirical potential for hydrocarbons for use in
simulating the chemical vapor deposition of diamond films. Phys. Rev.
B, 42(15):9458, November 1990.
[24] Troels Markussen, Antti Pekka Jauho, and Mads Brandbyge. Electron
and phonon transport in silicon nanowires: Atomistic approach to
thermoelectric properties. Phys. Rev. B, 79(3):035415, January 2009.
[25] Keivan Esfarjani, Mona Zebarjadi, and Yoshiyuki Kawazoe. Thermo-
electric properties of a nanocontact made of two-capped single-wall
carbon nanotubes calculated within the tight-binding approximation.
Phys. Rev. B, 73(8):085406, February 2006.
[26] Xiaoting Jia, Mario Hofmann, Vincent Meunier, Bobby G. Sumpter,
Jessica Campos-Delgado, Jos Manuel Romo-Herrera, Hyungbin Son,
Ya-Ping Hsieh, Alfonso Reina, Jing Kong, Mauricio Terrones, and
Mildred S. Dresselhaus. Controlled formation of sharp zigzag and
armchair edges in graphitic nanoribbons. Science, 323(5922):1701–
1705, March 2009.
[27] Jian-Sheng Wang. Quantum thermal transport from classical molecular
dynamics. Phys. Rev. Lett., 99(16):160601, October 2007.
[28] Jian-Sheng Wang, Xiaoxi Ni, and Jin-Wu Jiang. Molecular dynamics
with quantum heat baths: Application to nanoribbons and nanotubes.
Phys. Rev. B, 80(22):224302, December 2009.
165
Paper IV
Jesper G. Pedersen, Tue Gunst, Troels Markussen and Thomas G.
Pedersen
Graphene antidot lattice waveguides
Phys. Rev. B 86, 245410 (2012)
PHYSICAL REVIEW B 86, 245410 (2012)
Graphene antidot lattice waveguides
Jesper Goor Pedersen,1 Tue Gunst,2,3 Troels Markussen,4 and Thomas Garm Pedersen1,3
1Department of Physics and Nanotechnology, Aalborg University, Skjernvej 4A DK-9220 Aalborg East, Denmark
2Department of Micro- and Nanotechnology (DTU Nanotech), Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
3Center for Nanostructured Graphene, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
4Center for Atomic-Scale Materials Design, Department of Physics, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
(Received 8 October 2012; published 11 December 2012)
We introduce graphene antidot lattice waveguides: nanostructured graphene where a region of pristine graphene
is sandwiched between regions of graphene antidot lattices. The band gaps in the surrounding antidot lattices
enable localized states to emerge in the central waveguide region. We model the waveguides via a position-
dependent mass term in the Dirac approximation of graphene and arrive at analytical results for the dispersion
relation and spinor eigenstates of the localized waveguide modes. To include atomistic details we also use
a tight-binding model, which is in excellent agreement with the analytical results. The waveguides resemble
graphene nanoribbons, but without the particular properties of ribbons that emerge due to the details of the
edge. We show that electrons can be guided through kinks without additional resistance and that transport
through the waveguides is robust against structural disorder.
DOI: 10.1103/PhysRevB.86.245410 PACS number(s): 72.80.Vp, 73.22.−f, 73.21.Hb, 73.21.Cd
I. INTRODUCTION
Graphene, the two-dimensional allotrope of carbon first
isolated in 2004,1,2 has emerged as a highly attractive mate-
rial for future electronic devices. Graphene has exceptional
electronic properties, as demonstrated in its extremely high
carrier mobility,3 which even at room temperature is limited
predominantly by impurity scattering.4 Already, extremely
fast graphene-based transistors have been realized,5 and
fabrication methods have emerged which allow for large-scale
production of single-layered graphene.6 One key element of
future graphene-based electronics is the ability to localize
carriers in graphene wires, in order to facilitate electronic
graphene networks. The most immediate way of realizing
such wire structures is by cutting graphene into so-called
graphene nanoribbons (GNRs).7 Quantum confinement will
in general induce a band gap in such structures, the mag-
nitude of which scales with the inverse of the width of
the GNR. However, the exact atomistic configuration
of the edge of the ribbon greatly influences the magnitude
of this gap, with particular edge configurations resulting in
vanishing gaps or localized edge states.8,9 An alternative to
this is to rely on controlled generation of extended defects
in graphene to act as metallic wires.10 Relying on results
from two-dimensional electron gases (2DEGs) formed at
the interface of semiconductor heterostructures, one could
also imagine applying electrostatic gating to define wire
geometries. Graphene presents an interesting challenge in
this regard via the phenomenon of Klein tunneling,11 which
makes it difficult to achieve carrier localization in graphene
via ordinary gating. Electrons impinging on a potential barrier
at close to normal incidence are transmitted with vanishing
reflection, regardless of the height of the potential barrier. In
spite of this, guiding of electrons via electrostatic gating has
been demonstrated experimentally,12 albeit with the caveat
that guiding is restricted to a specific range of wave vectors for
which Klein tunneling is negligible. In contrast, a so-called
mass term in graphene provides confinement that is a close
analog of gate-defined localization in an ordinary 2DEG. This
term originates from a Dirac description of graphene, which
emerges as a low-energy approximation of a tight-binding (TB)
model on the honeycomb lattice.13 Adding a diagonal term ±
to the resulting Hamiltonian, with the sign alternating between
the two sublattices of graphene, the spectrum becomes that of
gapped graphene, a semiconductor with an energy gap of twice
the mass term. This staggered potential is commonly denoted
a mass term due to the analogy of the low-energy carriers in
graphene with massless Dirac fermions, which acquire a mass
via such a term in the Hamiltonian.
In this paper, we propose realizing a waveguiding structure
in graphene via graphene antidot lattices (GALs). GALs are
nanostructured graphenes, which in their simplest description
take the form of periodically perforated graphene structures.14
GALs have recently been produced experimentally with
both electron-beam lithography15,16 and block copolymer
lithography.17,18 The periodic perforation induces a band gap
in graphene, rendering it semiconducting, and the resulting
band structure closely resembles that of gapped graphene in
the low-energy limit. GALs thus allow for the realization of a
position-dependent mass term, as illustrated in Fig. 1. The idea
is to sandwich a region of pristine graphene between two GAL
regions, the band gaps of which define an energy range for
which localized guided modes are expected to emerge in the
central region. This idea is closely analogous to how photonic
waveguiding is realized in photonic crystal structures.19 We
note that other methods beside GALs have been proposed for
achieving gaps in graphene via superlattices, such as, e.g.,
patterned hydrogenation20 or superlattices of boron nitride
islands embedded in graphene.21 Another alternative is to
sandwich graphene between hexagonal boron nitride, which is
predicted to induce significant band gaps in graphene.22
We denote a waveguide geometry as {L,R}zz/acN , where L
is the sidelength of the hexagonal unit cell of the surrounding
GAL, while R is the radius of the perforations, both in units of
the graphene lattice constant, a = 2.46 A˚. The width W of the
waveguide is defined via N ≡ W/w, where w is the width of
the enlarged GAL unit cell, as illustrated in the lower panel of
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FIG. 1. (Color online) Upper panel: conceptual illustration of
a graphene antidot lattice (GAL) waveguide. A central region of
pristine graphene is surrounded by GAL regions, the band gaps of
which confine states to the waveguide region. Translational symmetry
is assumed in the y direction, which is along the longitudinal
direction of the waveguide. Lower panel: geometry of a {7,3}zz2 GAL
waveguide. Black dots show the location of carbon atoms. Bloch
boundary conditions are imposed on all boundaries. The dashed lines
illustrate the enlarged GAL unit cell, the width of which we denote by
w. The lowest-energy waveguide mode at the  point, calculated via
the tight-binding model, is illustrated with circles, the size of which
shows the absolute value |ψ(x,y)| of the (real-valued) eigenstate,
while the color indicates the sign.
Fig. 1. The width of the waveguide is of course somewhat more
ambiguous than in the case of GNRs, as we have no sharp edge
defining the precise boundary between the region of pristine
graphene and the surrounding antidot lattice. For denoting
the geometries we simply take W as the distance between
the nearest edges of the two bordering antidot lattice unit
cells. However, as we discuss below, the effective waveguide
width is slightly larger than this. The width w of the enlarged
GAL unit cell depends on the orientation of the waveguide
with respect to the graphene lattice, which we indicate with
the superscript, with zz (ac) denoting a waveguide with the
longitudinal direction along the zigzag (armchair) orientation
of the graphene lattice. Note that in both cases we choose
the orientation of the GAL such that the superlattice basis
vectors lie parallel to carbon-carbon bonds, to ensure that
a band gap always exists for the GAL.23 The lower panel
of Fig. 1 illustrates the geometry of a {7,3}zz2 waveguide.
For simplicity we restrict the width of the waveguide to be
an integer multiple of the width of the GAL unit cell. This
is merely for computational convenience, and as we will
demonstrate in this paper simple scaling laws exist to predict
the properties of more general widths of the waveguide.
In this paper, two different methods will be employed to
determine the waveguiding properties of GAL waveguides.
We first consider a model based on the Dirac approximation,
including the influence of the GAL barriers via a position-
dependent mass term. We will show that this model admits
analytical solutions in certain limits, which is highly beneficial
for determining the general dependence of the waveguide
properties on the various structural parameters. Furthermore,
these results demonstrate clearly the unique properties of
graphene waveguiding compared to quantum-well structures
defined in ordinary 2DEGs. To include the atomistic details
of the structures we also consider a tight-binding model,
which we use to calculate the transmission properties of the
waveguides, taking into account potential structural disorder.
II. DIRAC MODEL
A. Analytical derivation
We first consider a simple model of a GAL waveguide based
on a Dirac model of graphene. For graphene nanoribbons,
the exact edge geometry can be included in a Dirac model
via the boundary conditions of the spinor components in
each valley.9,24 However, in our case, no atomically defined
boundary exists between the central region and the bordering
GAL regions and we thus adopt a model wherein the band
gap Eg of the confining GALs is included via a position-
dependent mass term. We introduce dimensionless coordinates
(χ,γ ) = 2/W × (x,y) and dimensionless energies  = E/E0,
with E0 = 2h¯vF /W  1.278 eV nm×W−1, assuming a Fermi
velocity vF = 106 m/s of graphene. In these units, the
eigenvalue problem for the spinor eigenstates reads[
m(χ ) −i(∂χ − i∂γ )












where the dimensionless mass term m(χ ) = δ = Eg/(2E0)
for |χ | > 1 and zero otherwise. This equation has been
derived from the Dirac Hamiltonian HK , which emerges as
a linearization of a TB model of graphene near the K point.
We will discuss the differences between the two inequivalent
K and K ′ valleys of graphene below. Note that the sign of
the mass term is arbitrary and that changing it has no physical
significance but merely results in an interchange of the two
spinor components. We stress, however, that the sign should
be the same on both sides of the central waveguiding region.
The Hamiltonian commutes with the y component of the
momentum operator, and we thus take spinor components
of the form φA(χ,γ ) = f (χ )eiκγ and φB(χ,γ ) = g(χ )eiκγ ,
where κ = kW/2 is the dimensionless Bloch wave vector
along the longitudinal direction of the waveguide. As the
mass term is piecewise constant, the equations for the spinor
components can be decoupled in each region of the waveguide
structure. We look for bound states and thus take 2 < δ2.
The normalizable solutions for the first spinor component thus
read f (χ ) = A±e±βχ for |χ | > 1 and f (χ ) = B cos(αχ ) +
C sin(αχ ) for |χ | < 1 while the second component is given
via g(χ ) = i(κ − ∂χ )f (χ )/[ + m(χ )]. Here, we have defined
α = √2 − κ2 and β = √δ2 + κ2 − 2. The requirement of
continuity of both spinor components at the boundaries of the
central waveguide region leads to a transcendental equation for
the energies,
√
δ2 − α2 = α tan 2α, regardless of which valley
is considered (see below). The solution of the problem is thus
closely reminiscent of that of an ordinary one-dimensional
square-well potential, albeit with the crucial difference that
for graphene E ∝ α rather than E ∝ α2, as a consequence
of the linear dispersion relation of graphene. Also, we note
that, contrary to the case of the Schro¨dinger equation, the
derivative of the eigenstate spinors need not be continuous at
the boundary.
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B. Infinite mass limit
The standard textbook graphical solution suggests that there
are N bound states in the waveguide if (N − 1)π/2 < δ <
Nπ/2. In general, the energies and spinor components of these
states will need to be determined by numerical solution of the
transcendental equation. However, in the limit of an infinite
mass term, δ → ∞, the problem admits an analytical solution
for the energies:









, n = 0,1,2 . . . , (2)
or, reverting to ordinary units,











where Eb(k) = h¯vF k is the bulk graphene dispersion relation
and s = ±1. The dispersion relations of the waveguide modes
thus resemble those of gapped graphene25 with a mass
term of eff = (h¯vFπ/W )(n + 12 ). Series expansion of the
transcendental equation for the energies in the case of a finite
mass term reveals that α  π/2(n + 1/2)[1 + 1/(2δ)]−1, so
the results in the infinite mass limit are expected to be valid
when Eg 	 2h¯vF /W  1.278 eV nm×W−1. Including the
leading-order correction, the energies are given as











The eigenstate spinors in the infinite mass limit are most
easily determined by using the boundary conditions derived
by Berry,26 which set a phase relationship between the
spinor components at the edge of the waveguide. The spinor

































for n zero or even
−i cos(π/2[n + 12 ]χ ) for n odd
, (6)
for |χ | < 1. Here, we have omitted normalization constants.
We note that, because of the particle-hole symmetry of
graphene, the eigenstates should be normalized separately on
each sublattice.27 The spinors for the  < 0 eigenstates are
given by exchanging fn and gn. Interestingly, and in stark con-
trast to an ordinary infinite square-well potential, this shows
that in the limit of infinite mass the charge density is evenly
distributed within the waveguide, for states with vanishing
wave vectors. We find that this holds true also in the more gen-
eral case of a finite mass term, the main difference being that in
this case the spinors extend slightly into the mass regions. In-
cluding a nonzero wave vector, the charge density is localized
predominantly on either the edges or the middle of the
waveguide.
The derivation above takes as its starting point a lineariza-
tion of graphene near theK valley. The Dirac Hamiltonian near
the inequivalent K ′ valley is such that the energy spectrum of
the waveguide is the same for both valleys, while the eigenstate
spinors are related by an interchange of the spinor components,
i.e., φK ′A = φKB and φK
′
B = φKA . We also note that to obtain
the full wave function, a Bloch phase factor of eiK·r or eiK′ ·r
should be added to the spinors, with K and K′ depending
on the orientation of the graphene lattice. We will return to
this point below, when we compare the results of the Dirac
approximation with those obtained with a tight-binding model.
III. TIGHT-BINDING MODEL
To include the atomistic details of the waveguide structures,
and to clarify the validity of the results derived in the
Dirac approximation, we employ a nearest-neighbor tight-
binding approximation. This will also allow us to assess the
significance of the orientation of the waveguide with respect
to the graphene lattice. The TB model is parametrized via
a hopping term t = −3 eV between π orbitals, the on-site
energy of which we set to zero. We ignore nonorthogonality
of the π orbitals. Figure 1 illustrates the geometry used for the
TB model in the case of a {7,3}zz2 GAL waveguide. We use
periodic boundary conditions along the x axis as well as the
y axis. We have ensured that the results are converged with
respect to the number of GAL unit cells included around the
waveguide. The band gap of the GAL is quite well developed
even with just a few rows of antidots,28 so including three




In Fig. 2, we show the band structure of a {7,3}zz5 GAL
waveguide calculated using the TB model as well as the Dirac
FIG. 2. (Color online) Left: band structure of the {7,3}zz5 GAL
waveguide. The band structures are shown for the tight-binding
model as well as the analytical infinite mass-limit results E∞ns and
numerical solution of the transcendental equation of the Dirac
approximation Ens. The shaded gray area shows the projected bands
of the surrounding GAL regions. For comparison, the bulk graphene
band structure Eb is also shown. Note that  denotes the lattice
constant of the waveguide. Right: corresponding density of states
for the TB model. Note the Van Hove singularities characteristic of
one-dimensional structures.
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approximation. Only electron (E > 0) bands are shown. Both
the TB and the Dirac model exhibit perfect electron-hole
symmetry, so hole (E < 0) bands simply follow from a
sign change. For the Dirac results we take the effective
width of the waveguide to be Weff = (N + 12 )w, slightly
larger than the definition used for denoting the waveguide
geometries. Note that the wave vector is shown relative to the
lattice constant of the GAL waveguide, which is  = 3La
for the zigzag orientation and  = √3La for the armchair
orientation. In the figure, the shaded gray region illustrates
the projected bands of the GAL, which define the region
below which localized waveguide states are expected to appear.
This particular waveguide structure supports several localized
states. Higher-lying band gaps also appear in the GAL, and
we have confirmed that localized waveguide modes are also
supported in these gaps. It is worth stressing that localized
waveguide modes exist for all wave vectors in the first Brillouin
zone. This is in contrast to the case of waveguides defined
via electrostatic gating, where guided modes generally exist
only for a limited range of wave vectors.29 The dispersions
of the waveguide states agree very well between the TB and
the Dirac model, as long as the wave vector is not too near
the Brillouin zone edges. The largest deviations between the
two models occur for energies close to the projected bands
of the GAL, where coupling between the waveguide and
the GAL states is pronounced. We note that the analytical
result obtained in the infinite mass limit E∞ns is a very good
approximation of the lowest waveguide mode. Including the
first-order correction to E∞ns leads to near-perfect agreement
with the full solution of the transcendental equation. Note
that, as illustrated in the derivation of the Dirac result, the
waveguide dispersion relation quite closely resembles that of
gapped graphene, which in turn is approximately the same
as bulk graphene for wave vectors k 	 eff/(h¯vF ). This is
evident in the figure, where for comparison we also include
the bulk graphene dispersion relation. The density of states
(DOS) calculated using the TB model is shown in the right
panel of Fig. 2. As expected from the Dirac approximation,
the DOS closely resembles one-dimensional gapped graphene,
i.e., g(E) ∝ (E − eff)E/(h¯vF
√
E2 − 2eff ) with the Van
Hove singularities characteristic of one-dimensionality clearly
evident in the figure.
B. Band gaps and effective masses
In Fig. 3(a), we show the energy of the lowest localized
waveguide state at the  point as a function of the width
of a {7,3}(zz,ac)N waveguide. Results are shown for the TB
model as well as the analytical results obtained in the Dirac
equation approach. Note that, due to electron-hole symmetry,
the band gap is twice this value. While the solution derived
from the Dirac equation does not distinguish between zigzag
and armchair orientation of the waveguide, the TB model
predicts that there are some differences between the two cases.
To illustrate this, we show results obtained for waveguides
oriented along the zigzag (ZZ) and armchair (AC) directions,
respectively. The inset of the figure illustrates that both ZZ
and AC orientations exhibit a clear 1/W dependence of
the energies, as predicted from the Dirac approximation,
provided the waveguide is sufficiently wide. We note that









































FIG. 3. (Color online) (a) Energy of the lowest localized waveg-
uide state at the  point, for the {7,3}N family of GAL waveguides.
The energy is shown as a function of the width of the waveguide.
Results are shown for TB models (points) of waveguides oriented
along the zigzag (ZZ) and armchair (AC) directions, respectively,
as well as the analytical results obtained via the Dirac model in
the infinite mass limit and including the first-order correction (black
lines). See the legend in panel (b). Inset: 1/W dependence of the
energy for wide waveguides. For comparison, the thin colored lines
show the energies for ZZ and AC GNRs, if certain edge dependencies
are ignored (see text). (b) Corresponding effective masses in units of
the free-electron mass me. In both panels, note the close resemblance
of the results obtained for AC and ZZ oriented waveguides.
while differences do exist between AC and ZZ orientations
these are rather small and could be attributed to a slightly
different effective width of the waveguides in the two cases,
due to the π/6 difference in the orientation of the surrounding
GAL with respect to the waveguide. Indeed, results of the
Dirac approximation fit both orientations quite well, especially
when including the first-order correction. The results of the
Dirac model can be made to fit even better if we take into
account the fact that the effective width of the waveguide is
likely to be somewhat larger than the definition we have used
(see Fig. 1). Indeed, introducing the same effective width in
the Dirac model as we did for Fig. 2 results in even better
agreement with TB results.
The absence of a well-defined edge means that the depen-
dence of the properties of the guided modes on the width of
the waveguide is much simpler than is the case for GNRs.
In particular, GAL waveguides are always semiconducting,
whereas in a nearest-neighbor TB model armchair GNRs
alternate between metallic and semiconducting behavior de-
pending on the exact width of the ribbon, while zigzag
GNRs display dispersionless midgap states, localized on the
edges.9 In Fig. 3(a), we show the energies for ZZ and AC
GNRs, calculated via the TB model. We stress that the ZZ
GNRs also contain dispersionless edge states at the Dirac
point energy. Furthermore, AC GNRs are metallic for widths
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W = (3p − 1)a, with p being an integer.8 To compare with
the waveguide results, we have included only semiconducting
AC GNRs in the figure. With these modifications, there is quite
good agreement between the energies of GNRs and the GAL
waveguide structures. GAL waveguides thus resemble ribbons
without the particulars resulting from edge effects. As such,
we speculate that the electronic properties of GAL waveguides
may be easier to control experimentally.
In Fig. 3(b), we show the effective mass of the lowest
waveguide state at the  point as a function of the width. From
the analytical Dirac results in the limit of an infinite mass
term, we find an effective mass m∞eff = h¯π (n + 12 )/(vFW ).
Again, we note that there is excellent agreement between
the results obtained in the Dirac approximation and those
from a TB model, for both orientations of the waveguide.
Including the first-order correction, results from the Dirac
model are in near-perfect agreement with the TB model. While
electrons in pristine graphene have vanishing effective masses,
the appearance of an effective mass term in the waveguide
structures results in nonzero albeit still very small effective
electron masses, which tend to zero in the limit of infinitely
wide waveguides.
C. Eigenstates
To further compare the AC and ZZ waveguide orienta-
tions, we show in Fig. 4(a) the eigenstates corresponding to
the lowest (positive) energy of {7,3}(zz)5 and {7,3}(ac)3 GAL
waveguides, calculated at the  point. Note that these have
approximately the same waveguide widths. The lower panels in
the figure show the absolute square of the wave function, with
the color indicating the sublattice. These results demonstrate
a crucial difference between the AC and ZZ orientations,
namely, that while for the AC waveguide the wave function is
distributed evenly across the two sublattices the ZZ waveguide
exhibits pseudo-spin-polarization, with the wave functions
of the two sublattices localized predominantly on opposite
edges of the waveguide. We note that the lowest energy
is doubly degenerate and that the second eigenstate (not
shown) has the opposite pseudo-spin-distribution. The upper
panels in the figure show the integrated probability density,
ρ(x) ≡ ∫ |ψ(x,y)|2dy, along the transversal direction of the
waveguide, with color indicating the sublattice. Note that,
despite the lack of a clearly defined edge, the probability
densities very closely resembles those of GNRs.9 The black
lines in the upper panels show the total probability density,
if a broadening of the order of the graphene lattice constant
is included in order to account for the spatial extent of the
π orbitals. As predicted from the Dirac equation approach
above, these results illustrate how the charge density is nearly
uniformly distributed across the entire waveguide also for the
higher-lying states shown in Fig. 4(b). This is in stark contrast
to gate defined waveguides, which have wave functions
more reminiscent of ordinary standing wave solutions.29 In
agreement with the Dirac results, we find that the uniform
distribution only occurs at the  point. For nonzero wave
vectors the density becomes localized predominantly at the
edges of the waveguide for the lowest state, as illustrated with
dashed lines in the figure for k = π/2. In contrast to this,















FIG. 4. (Color online) Wave functions of the localized waveguide
modes corresponding to the (a) lowest and the (b) second-lowest
(positive) energy at the  point of a (left) {7,3}(zz)5 and a (right)
{7,3}(ac)3 GAL waveguide. The lower panels in each case show the
geometry, with carbon atoms indicated with black dots. Note that the
actual computational cell includes additional GAL unit cells on each
side of the central region. Superimposed on top of the geometry
is the wave function, with the size of the circles indicating the
absolute square of the π -orbital coefficient, while the color indicates
the sublattice. The upper panels show the integrated probability
density, ρ(x) ≡ ∫ |ψ(x,y)|2dy. Red and blue circles indicate the
densities on each sublattice. The black line shows the total density,
when including a small broadening term. The dashed line shows the
corresponding density at nonzero wave vectors, k = π/2. Note the
rapid oscillations of the integrated density of the AC waveguide.
the densities of the second-lowest states tend to localize in the
center of the waveguide as the wave vector is increased.
To compare the wave functions with the spinor components
derived via the Dirac equation, we first note that both the K
and the K ′ points of graphene are folded onto the  point
of the waveguide structure. We thus expect the eigenstates to
resemble linear combinations of the eigenstates in both valleys.
The differences between the zigzag and armchair waveguides
emerge due to the Bloch phase factors eiK·r and eiK′ ·r, which
differ depending on the orientation of the graphene lattice. For
the zigzag orientation, the integrated probability density ρ(x)
becomes a simple linear combination of the eigenstates belong-
ing to each valley, ρA(x) ∝ |fK (x) + fK ′ (x)|2 and ρB(x) ∝
|gK (x) + gK ′(x)|2. Using the expressions for the spinor
components derived above, we find ρ(x) ∝ 1 ± sin(2π [n +
1
2 ]x/W ), with the sign depending on the sublattice, which is
in excellent agreement with the TB results. In contrast to this,
because of the mixing of the valleys the probability densities of
the armchair orientation exhibit a rapidly oscillating term, with
a period 2π/K .27 These rapid oscillations are clearly evident
in the right panels of Fig. 4. As shown in the figure, these
rapid oscillations are quickly washed out if a small amount
of broadening is included. In this case, we recover the nearly
uniform charge distribution within the waveguide predicted
from the Dirac results. Finally, we note that the differences
between armchair and zigzag oriented GAL waveguides are
very similar to those seen between GNRs with armchair and
zigzag edges.9 In the case of GNRs, though, the difference
emerges due to different boundary conditions at the edge of the
ribbon, which are not present in the case of GAL waveguides.
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FIG. 5. (Color online) Insets: schematic transport setups for (a) a
GAL waveguide and (b) a GNR, each connecting two semi-infinite
graphene leads. Conductances for pristine (solid lines) and disordered
systems (dashed lines) are shown for (a) GAL waveguides and
(b) GNRs, in units of the conductance quantum G0. The straight
black dashed lines show the graphene conductance. In the disordered
systems, edge atoms have been randomly removed with a 5%
probability. The lengths of the waveguides and GNRs are L = 89 nm.
The shaded area in panel (a) indicates the energy range of the confined
waveguide mode.
D. Conductance
Because the GAL waveguides have no clearly defined
edge, one might wonder whether the guiding properties
of the waveguides would be relatively robust to disorder.
Indeed, the crucial ingredient is the existence of a band gap
in the surrounding GAL. As this gap essentially occurs due
to an averaging of the effect of the individual holes,30 the
emergence of a gap should be relatively robust to disorder.
A thorough investigation of disorder is beyond the scope of
this paper, but as a preliminary study we model disorder by
randomly removing atoms at the edges of the holes in the
GAL. We consider a disordered GAL waveguide sandwiched
between semi-infinite pristine graphene leads as illustrated in
the inset of Fig. 5(a). For comparison we also consider the
analogous system with the two graphene leads connected with
a GNR having the same width as the corresponding waveguide
(W = 4.5 nm for ZZ, W = 6.0 nm for AC), as illustrated in
the inset of Fig. 5(b). We calculate the transmission through
the waveguide and GNR using a recursive Green’s-function
method31 with the lead self-energies determined using an
iterative procedure.32 The transmission is averaged over
100 values of the transverse wave vector, and we further
average over ten samples with different realizations of the
random disorder. To smear out the rapid oscillations that occur
due to interference between transmitted and reflected waves at
the boundaries between the GAL waveguide and the graphene
leads, we calculate the conductance at a finite temperature of
T = 100 K. We consider a relatively high level of disorder,
for which edge atoms are removed with a 5% probability. In
Fig. 5(a), we show the conductance of disordered {7,3}(zz,ac)1
GAL waveguides of length L = 89 nm (dashed lines). For
comparison, we also include the conductance of the pristine
waveguides (solid lines). The shaded area indicates the energy
range for the confined waveguide mode. In Fig. 5(b), we show
the corresponding results for ZZ and AC GNRs.
Focusing first on the conductances for the pristine systems
(solid lines), we observe that the ZZ and AC oriented GAL
waveguides have a similar conductance in the energy range
of the waveguide mode. The high conductances G ∼ 1.5G0
show that there is a relatively good electronic coupling
between the GAL waveguide and the graphene leads. The
metallic ZZ GNR is conducting at all energies, but the
conductance saturates at a value close to unity. In the energy
range of the waveguide mode, the GAL waveguides thus
have a higher conductance than both of the GNRs. Turning
to the results for the disordered systems we observe that
the GAL waveguides retain relatively high conductances.
The ZZ and AC orientations show comparable reductions in
the conductance due to disorder. The ZZ GNR is less affected
by disorder, while the AC GNR conductance is significantly
reduced except at the lowest energies. We conclude that
the GAL waveguides appear to be relatively robust against
structural disorder and in general have higher conductances
than the corresponding GNR systems.
E. Waveguide bends
As mentioned earlier, the waveguides introduced in this
paper are closely analogous to photonic crystal waveguides.
In such structures, light can be guided through bends in
the waveguide with very little radiation loss.19 Relying on
this analogy, we expect GAL waveguides to show a similar
FIG. 6. (Color online) Bond current through a “kinked” {5,2}(zz)1
GAL waveguide. The current is calculated at energy E = 0.25 eV
with a transmission of T = 1.9. The current is highly confined to the
waveguide region and no additional reflections are observed due to
the kinks.
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FIG. 7. (Color online) Conductances of the “kinked” waveguide
shown in Fig. 6 (straight line) and of a straight waveguide of similar
length (dashed line). The shaded area indicates the energy range of
the confined waveguide mode of the straight waveguide. Note the
nearly identical conductances of the two systems.
robustness to kinks along the waveguide. To illustrate the
localization of the electronic state and the guiding properties
of the GAL waveguide we show the local current through
the waveguide in Fig. 6. Similar to the results of Fig. 5, the
waveguide structure is connected on both sides to semi-infinite
bulk graphene leads, not included in the figure. The left
going bond current (per unit energy) in the presence of an
infinitesimal bias voltage is calculated from the left scattering
state spectral function AL,ij and the hopping matrix elements
Hij from the TB Hamiltonian. Between atom i and j the
local current is AL,ij Hij .33 To visualize the current on the
given scale the current running away from each atom was
calculated and averaged over an applied mesh. The illustrated
average current thus cannot be assigned to the individual
atoms anymore, which is the reason why current appears to
occur within the holes in the figure. Since the k-averaged
transmission only changes slightly from the -point result, we
use the -point scattering states. Figure 6 clearly illustrates
the confinement of the current to the waveguide region and the
robustness against kinks.
To further illustrate the strong guiding properties of GAL
waveguides, we show in Fig. 7 the conductance of the
waveguide bend illustrated in Fig. 6. A similar method was
used as that for the results of Fig. 5. For comparison, we
also show the corresponding conductance through a waveguide
generated by omitting the kink in Fig. 6 and instead having
the waveguide run straight through. These results show that,
while there are small differences between the two structures in
the oscillations of the conductance, overall the introduction of
a kink has almost no consequence on the conductance through
the GAL waveguide. Very low reflection loss is thus introduced
by the kink, despite the fact that the waveguide alternates
between zigzag and armchair orientations. We note that we
have found similar results for slightly different waveguide
structures.
V. DISCUSSION AND SUMMARY
The GAL waveguide systems studied in this paper represent
idealized structures, which may be challenging to realize
experimentally due to the small hole sizes. However, the
applicability of the Dirac model allows for simulations of
arbitrarily large structures. Moreover, the Dirac model can
equally well be applied to other gapped graphene systems,
where the band gap is not induced through periodic holes,
but, e.g., via periodically absorbed hydrogen.20 Although the
Dirac and TB models applied in this work are very simple,
previous studies of pure GALs have shown that both the
Dirac and TB models reproduce the trends obtained from
more accurate density-functional theory calculations.34 In any
case, the concept of a GAL waveguide depends only on the
existence of a band gap in the GAL region and not on the
specific details, and we believe our simplified models capture
the correct physics.
In summary, we have introduced GAL waveguides. The
band structures of GAL waveguides have been modeled with
the Dirac model including a mass term, which is shown to be in
excellent agreement with an atomistic tight-binding model. We
have shown that GAL waveguides support modes which are
highly confined to the waveguide region and are robust against
structural disorder and kinks in the waveguide. In transport
calculations, we find that GAL waveguides have higher
conductances than corresponding graphene nanoribbons. A
further advantage of the surrounding GAL may be that it
will mechanically stabilize the structure and be able to carry
some of the generated Joule heat away from the device.
GAL waveguides may thus be an attractable way of realizing
electronic wires in integrated graphene circuits.
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Abstract
Local curvature, or bending, of a graphene sheet is known to increase the chemical reactivity presenting an opportunity for
templated chemical functionalisation. Using first-principles calculations based on density functional theory (DFT), we investigate
the reaction barrier reduction for the adsorption of atomic hydrogen at linear bends in graphene. We find a significant barrier
lowering (≈15%) for realistic radii of curvature (≈20 Å) and that adsorption along the linear bend leads to a stable linear kink. We
compute the electronic transport properties of individual and multiple kink lines, and demonstrate how these act as efficient barriers
for electron transport. In particular, two parallel kink lines form a graphene pseudo-nanoribbon structure with a semimetallic/semi-
conducting electronic structure closely related to the corresponding isolated ribbons; the ribbon band gap translates into a transport
gap for electronic transport across the kink lines. We finally consider pseudo-ribbon-based heterostructures and propose that such
structures present a novel approach for band gap engineering in nanostructured graphene.
Introduction
Nanostructures based on graphene have an enormous potential
for applications. Especially in future electronic devices compat-
ible with and extending silicon technology, due to the
outstanding electronic transport properties of graphene [1].
However, it is crucial to modify the semimetallic electronic
structure of graphene to exploit its full potential for many elec-
tronic applications: a band gap can be introduced by nanostruc-
turing graphene.
A common approach towards engineering the electronic struc-
ture is to form quasi-1D graphene in the form of nanoribbons
(GNR) [2]. The electronic structure of GNRs depends on width,
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direction and edge structure – all parameters that to some
degree can be controlled. GNRs can be formed by etching [2],
by unzipping carbon nanotubes (CNTs) [3], or ultimately be
grown with atomic-scale precision by using self-assembly of
precursor molecules on metal substrates [4]. However, for elec-
tronic applications this approach requires a structure-preserving
means of releasing and transferring the structures to an insu-
lating substrate. Bonding of H or other species to graphene with
large coverage opens an insulating band gap at the adsorption
sites due to sp3 hybridisation [5]. Periodically ordered clusters
of adsorbed hydrogen can be formed on graphene in patterns
dictated by the Moiré lattice mismatch between graphene and
the metal substrate, which opens a semiconducting band gap
[6]. Finally, regular perforations, known as a graphene antidot
lattice (GAL) [7], or a nanoscale mesh of holes [8-10] can have
neck widths [10,11] down to 5 nm corresponding to band gaps
of the order of 1 eV [2].
Graphene consists entirely of surface atoms and is thus exceed-
ingly sensitive to the surroundings. In particular, the van der
Waals (vdW) interaction with the substrate is of importance.
The substrate interactions, which make graphene cling to small
features, may be exploited by manufacturing nanostructures in
the substrate. Periodic steps in a Cu substrate has been used to
induce “wrinkles” or ripples in graphene with period and height
on the order of 10 nm [12]. Recently, Hicks et al. [13] demon-
strated how arrays of 1D large band gap, semiconducting
graphene nanoribbons corresponding to a width of ≈1.4 nm can
be formed in graphene on a step-patterned SiC substrate. The
substrate interactions can clamp a graphene sheet while partly
suspended across small holes, so that a pressure difference
between the in- and outside leads to the formation of bubbles or
“blisters” in the sheet [14]. Also, linear folds, where the
graphene sheet is bulging up from the substrate, have been
induced for graphene suspended over trenches by using heat
treatment [15]. Thus, the sheet can obtain significant bends at
certain places induced by the substrate interaction, substrate
nanostructuring, and subsequent treatments [16]. Calculations
by Low et al. [17] showed how a sharp step of height 1 nm in a
SiC substrate, comparable to experimental values [13], can in-
duce a linear bend in the graphene sheet with a radius of curva-
ture down to around 1 nm.
The ability to accurately control sharp local curvatures of
graphene presents opportunities for strain-assisted modification
of the local electronic structure and chemical reactivity in the
graphene sheet, and may open a route to band gap engineered
devices [13,18-21]. Very recently, Wu et al. [21] showed how
graphene on a Si substrate decorated with SiO2 nanoparticles
induced local regions of strain and increased reactivity in a
selective manner. Atomic hydrogen or other chemical species
Figure 1: (a) Smooth ripple-like structure where the first and last six
rows of carbon-dimers are surface-clamped regions with a separation
of L = 90 Å. Atomic hydrogen is adsorbed at positions I–VIII. (b) The
resulting kinked graphene structure after hydrogen is adsorbed in lines
at the most reactive position (II) corresponding to the smallest local
radius of curvature. The four kinks divide the structure into five
sections, S1–S5.
do not easily react with flat graphene when dosed from a single
side [22]. However, at positions where there is a substantial
local bending, rippling or strain of the graphene sheet the re-
activity changes significantly [5,23]. So far there have been
only a few theoretical studies of the atomic geometry of hydro-
genated ripple structures in unsupported, strain-induced,
graphene ripples [24-26]. However, to the best of our knowl-
edge, no studies have addressed the reactivity of bends or the
transport through hydrogenated ripples, or discussed the possi-
bility of stabilising nonplanar structures by hydrogenation.
In this paper we consider the reactivity of linear bends in a
graphene sheet, and the electronic transport properties of kinks
resulting from the hydrogenation of bends. Our starting point is
the generic graphene structure shown in Figure 1a, which is
inspired by the experimental observation of trench formation
[15]. The bulging of this structure results from shortening the
distance between two separated, clamped regions in the sheet.
The remaining sections of the paper are organised as follows:
Section “System setup” describes our computational method
and setup. In the subsequent section we present our results.
First, we describe the adsorption barriers for the reaction with
single atomic H on the graphene bend at positions with different
local curvature (positions I–VIII in Figure 1a). Then we show
how a linear bend transforms into a kink when decorated by H
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along the most reactive (most curved) line (Figure 1b), and we
present the electronic transmission through a single kink in the
subsection “Single kink”. The kink acts as an effective barrier
with its transmission depending on the kink-angle, φ. In the
subsection “Two kinks” we study how two parallel kinks lead to
the formation of a pseudo-ribbon-type electronic structure.
Finally, in subsection “Multiple kinks” we demonstrate the
opening of a transport gap for multikink systems, such as the
one shown in Figure 1b.
System setup
The bend we consider in Figure 1a is created along the armchair
direction by fixing the first and last six rows of carbon atoms
and shortening the separation L, while the rest of the atoms are
allowed to relax. A separation of L = 90 Å is chosen in order to
obtain realistic curvatures [17]. We first assessed the reactivity
of the structure at positions with different local curvature, see
positions I–VIII in Figure 1a. Subsequently we relaxed the
structure where lines of hydrogen (Figure 1b) have been placed
at the points of lowest radius of curvature, i.e., the points of
highest local reactivity. This particular system is meant to illus-
trate the potential of the hydrogen adsorption mechanism, and
to gain insight into the modification of the electronic properties
due to the hydrogen lines. In a corresponding experimental
setup we can imagine placing graphene across a trench, which
allows hydrogen adsorption on either side of the sheet.
The atomic and electronic structure calculations are based on
density functional theory (DFT) using the SIESTA [27] code,
and the PBE-GGA exchange-correlation [28] functional. We
employ periodic boundary conditions (PBC) in the direction
along the bend with a cell-width of four carbon dimers, and 10
Monkhorst–Pack k-points. We use a mesh cut-off of 500 Ry
throughout. When calculating reactivity in the form of reduced
reaction barriers the unit-cell is chosen so that the distance
between single hydrogen atoms is larger than 8.5 Å. This
ensures low hydrogen–hydrogen interaction, which is known to
impact reaction barriers [29]. In the total energy calculations of
relaxed atomic geometries and reaction barriers, we also use
PBC transverse to the bend (5 k-points). We use a TZP basis-set
for hydrogen and a SZ basis for carbon, except in the reaction
barrier calculations where we compare calculations using a DZP
and SZP basis for the four carbon atoms nearest to the
hydrogen. In the barrier determinations we furthermore use
spin-polarised calculations because of unpaired electrons. For
the relaxed geometries a force tolerance of 0.01 eV/Å is used,
and the final energies are corrected for basis-set-superposition
errors (BSSE) [30].
Based on the computed atomic and electronic structures we
subsequently use the TranSIESTA [31] method to calculate the
electronic conductance per unit-cell width transverse to the
bend. To this end we attach semi-infinite flat graphene elec-
trodes to each side of the selected kinks, i.e., replace sections S1
and S2 in Figure 1b by semi-infinite electrodes in order to calcu-
late the transmission through the single kink separating S1 and
S2. In the conductance calculations we employ a dense trans-
verse k-point grid of 400 points.
Results and Discussion
Adsorption barrier
Adsorption of hydrogen on graphene involves a reaction barrier
that needs to be overcome before the single hydrogen atom
sticks to the graphene sheet. Several investigations based on
DFT calculations show that atomic hydrogen adsorbs on-top on
flat graphene with a barrier about 0.2 eV and binding energy in
the range of 0.7–1.0 eV [22,32-34]. Thus a minimum kinetic
energy for the first hydrogen to react [32,33] is required, in an
out-of-equilibrium situation such as in an atomic beam [34].
Casolo et al. [35] calculated the reaction barrier and adsorption
energy for multiple hydrogen atoms on flat graphene. In agree-
ment with other studies they found decreased barriers to
sticking for the second H atom, compared to the barrier for
adsorbing a single H atom on a clean surface [36].
Here, we first focus on the trends in the change in adsorption
barrier as a function of the local curvature of the graphene
sheet. To this end we have considered atomic hydrogen absorp-
tion at the on-top carbon positions at points with different
curvature on the bent structure, see Figure 1a (positions I–VIII).
The barrier is determined by calculating the total energy for
each position of hydrogen above graphene as the hydrogen is
moved successively closer to the graphene. Following the
adsorption investigations on flat graphene by Ivanovskaya et al.
[37] we perform, in each step, a relaxation of the hydrogen-
bonded carbon atom and its three nearest neighbours. Using the
method described above we obtain a reaction barrier of 0.22 eV
on locally flat graphene. This is comparable to results obtained
by several groups using DZP or plane wave basis sets and the
PW91 functional [22,29,32,33]. We find that a SZP basis set for
the relaxed carbon atoms yields a reduced barrier height of
0.18 eV (both basis sets with orbital range corresponding to an
energy shift of 0.01 eV). Hence, we use the SZP basis in the
following reaction-barrier calculations in order to lower the
computation time.
For the positions (I-VIII) we obtain the reaction barrier for
adsorption of hydrogen as a function of the local radius of
curvature (RoC) shown in Figure 2. The second least curved
position (VIII), resulting in a large RoC, reduces the barrier by
roughly 3% compared to flat graphene (position I). The most
curved position (II) in our considered structure has a minimum
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RoC of ≈20 Å resulting in a barrier reduction of roughly 16%.
For comparison, this RoC roughly corresponds to the radius of a
(25,25) nanotube. Experiments by Ruffieux et al. [38] compare
hydrogen adsorption on C60 molecules, CNTs, and graphite to
show that reactivity is increased with curvature. In our case we
find that the local electronic density of states changes little for
the atoms on the pristine bent graphene sheet (as in Figure 1a).
Thus, we conclude that the lowering of the adsorption barrier
for the moderate RoC of about 20 Å is mainly due to the
mechanical strain in the bend shifting the carbon atoms out of
the graphene plane in the direction of the hydrogen. We note
that an additional increase in reactivity may result from the
change in electronic structure for highly bent graphene. Thus,
we expect an increase in reactivity for the graphene with a
linear bend, and a simple Arrhenius estimate using our data
yields a factor of 3–4 at room temperature (300 K). We have
also performed calculations using the less rigorous DFTB
method [39] and obtained results in agreement with the trend in
reaction-barrier reduction obtained above.
Figure 2: Calculated reaction barriers for hydrogenation of bent
graphene as a function of the local radius of curvature (II–VIII in
Figure 1a). Flat graphene (position I) has an infinite radius of curva-
ture and is used to normalise the barriers. Calculations are spin-
polarised and allow for atomic relaxation.
We may understand the reaction barrier and its change with
curvature by considering the changes in carbon bond lengths.
The barrier is due to the fact that the reacting carbon atom has
to be pulled out of the graphene plane, stretching the strong
carbon–carbon bonds, when reacting with the incoming
hydrogen atom. When the graphene sheet is curved the carbon
atom is already slightly out of the plane, and thus the energy
required to pull the atom further out of plane is decreased
compared to flat graphene. The ortho- and para-locations in the
graphene hexagon have been shown to be the preferred loca-
tions for hydrogen adsorption in studies of flat graphene
[22,29,40]. With this in mind as well as the curvature-related
reduction of reaction barriers, we conclude that the considered
system allows the adsorption of hydrogen atoms in single lines
along armchair-edges. The kink in the atomic structure due to
the sp3-binding of a single H makes the graphene curve even
more in its vicinity, which in turn, preferentially lowers the
barrier for absorption of a H along the linear bend. This
suggests a mechanism in which the hydrogen adsorption is
propagating and leads to the decoration of the entire linear bend
turning it into a kink line. It may be viewed as analogous to
crack-formation mechanisms, where the breaking of a bond
increases the stress on neighbouring bonds; only in this case,
the graphene is hydrogenated rather than broken or destroyed.
Single kink
Next, we examine the energetic and transport properties of
kink-lines in the armchair direction. We first consider a single
kink with angle φ, e.g., between sections S1 and S2 in Figure 1b.
The kink-angle φ is varied in the range 0°…90°, while the three
nearest unit cells on each side of the kink are allowed to relax.
The total energy per H is shown as a function of φ in the inset
of Figure 3, showing a minimum energy for φ ≈ 50°. This angle
roughly corresponds to the angle in an sp3 configuration where
2φ = 109.5°. The adsorption of H causes local changes in the
geometry, i.e., only the carbon atoms very close to the kink are
moved, while the remaining structure remains unperturbed. For
this reason, the adsorption of hydrogen atoms can be consid-
ered as a process that locally pins the bend.
Figure 3: Electronic transmission through a single kink normalised by
the transmission of pristine graphene (T0) as a function of the kink
angle, φ, for electrons (E > 0) and holes (E < 0). The arrow indicates
the normalised transmission at the equilibrium angle determined from
the total energy calculations shown in the inset.
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Figure 4: (Left) Band structures for H-passivated armchair ribbons with varying width, N. The ribbons are a zero-gap semiconductor, a semicon-
ductor with band gap EN+1 = 0.4 eV, and a semiconductor with band gap EN+2 = 0.5 eV for widths N, N + 1, N + 2, respectively. All widths are based
on the number of carbon atom lines N = 17. The band gaps are indicated by arrows and are highlighted. (Right) The electronic transmission functions
for the corresponding pseudo-ribbons, i.e., across two parallel kinks of varied separation as shown in the inset.
The electron transmission per unit-cell width is linear in energy
for pristine graphene in a energy range around the charge
neutrality point (E = 0), e.g., T0  E. We find similarly that the
calculated kink-transmission curves are also linear, and there-
fore we express the results for the transmissions in terms of the
roughly energy-independent ratio T/T0 = const. The kink breaks
the electron–hole symmetry, and we fit E > 0 and E < 0 sepa-
rately, as shown in Figure 3. Larger kink angles result in an
increase in the overall transmission, which may be attributed to
a better π-orbital overlap across the kink. For the equilibrium
angle, φ = 50°, the ratio T/T0 is close to 0.17 in both regions
(indicated by the arrow in Figure 3), corresponding to a trans-
mission reduction of 83%. Thus, we see that the hydrogen-
induced kinks in graphene can be used to form effective elec-
tron barriers. We now turn to the effect of multiple barriers and
periodic kink structures in order to examine resonant tunnelling
phenomena and band gap formation.
Two kinks
Band-structure calculations show that periodic nanoscale
rippling of the graphene is not sufficient to create a band gap
[24] due to the low scattering by the elastic deformation [17]. In
contrast, periodic arrangements of adsorbed hydrogen can
indeed induce a semiconducting band gap [24,26]. The elec-
tronic band structures of hydrogen lines on flat graphene have
been examined by Chernozatonskii et al. [25,26], and recently
also for nanoscale-rippled graphene [24]. Here we show how
two parallel kinks lead to a local electronic structure that resem-
bles that of an isolated GNR between the kinks. Such structures
could be produced experimentally by using the techniques
described by Pan et al. [12]. Hydrogen-terminated armchair
GNRs are semiconducting but have a small energy gap when
the width in atomic lines is N = 3L − 1, where L is an integer
[41]. In Figure 4 we compare the electronic bandstructure for
armchair GNRs (aGNRs) (left panel) to the electronic transmis-
sion through two kinks separated by the corresponding aGNR
width (right panel). In the present case the initial width (or, kink
separation) is N = 17 atomic lines of carbon, which shows a
semimetallic behaviour in the transmission spectrum with a
small transport gap. In accordance with isolated aGNRs the next
two widths N = 18, 19 are semiconducting, while the last
investigated width N = 20 is semimetallic again (not shown).
The close correspondence between the electronic band struc-
ture for the GNR and the transmission gap for the double-kink
system allows us to consider the structure between two kinks as
a pseudo-ribbon.
For the semiconducting pseudo-ribbons transport gaps
surrounded by van Hove-type 1D behaviour are seen in the
transmission functions (Figure 4, right panel). The transport
gaps, Egap = 0.4 eV and Egap = 0.5 eV, are in reasonable agree-
ment with the power-law scaling of Egap with width found for
aGNRs [41]. We note that the pseudo-ribbon breaks the elec-
tron–hole symmetry: For the N = 18 case a larger van Hove
resonance is seen at the valence band edge, while for N = 19 a
larger resonance is seen at the conduction band edge. There are
small transmission values within the electronic band gap due to
leakage through the barriers, which we expect to introduce
shifts in the energies between the real and pseudo aGNR.
Multiple kinks
In order to illustrate the behaviour of systems with more kinks
we consider a system consisting of four hydrogen-induced
kinks, as illustrated in Figure 1b and Figure 5. The sections
S1/S5 are now replaced by left/right infinite-lead structures, and
the “top” S3 pseudo-ribbon is connected to the leads via the
“side” S2, S4 pseudo-ribbons. We keep S2, S3 identical for
simplicity and determine the transmission across the kinks (in
the z-direction in Figure 5), which is experimentally more
feasible. We now investigate how the different sections influ-
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Figure 5: Projected band structure and transmission through structures with multiple kinks. The top (section S3) and connecting pseudo-ribbons
(sections S2/S4) are varied in width, changing their electronic properties. The projected band structure along the pseudo-ribbons (i.e., kx) is shown by
using filled circles with radii proportional to the weight on section S3. Semimetallic (M) pseudo-ribbons corresponding to N = 17 are shown in blue,
while semiconducting (SC) ribbons of width N + 1 are shown in red. Band gaps of the top sections  and connecting sections  are high-
lighted. These are  = 0.39 eV (b),  = 0.42 eV (c), and  = 0.35 eV,  = 0.27 eV (d). The transmission T(E) (per simple transverse
unitcell) is determined across all kinks in the z-direction, and transmission gaps comparable to the band gaps are observed in subfigures b and d.
ence the total transport for the four possible combinations of
semiconducting (SC) and semimetallic (M), corresponding to
the pseudo-ribbon widths N, N + 1 used in Figure 4.
In order to analyse the transmission we single out the band
structure projected on to the top section, S3 (excluding carbon
and hydrogen atoms at the kink), in the band structure along the
pseudo-ribbon direction. The weight on S3 is represented by a
circle of radius Rnk,
(1)
Here Ψ is the wave function at kx (kz = 0) with n (i) being the
band (orbital) index. The obtained projected band structures are
shown in the left parts of each subfigure in Figure 5. Generally,
some bands have no weight (no circles), while others have
significant weight indicating that there is little mixing between
the orbitals from section S3 and other sections.
In Figure 5a and Figure 5b we consider pseudo-ribbons with
semimetallic top regions, namely S2/S3/S4 being M/M/M and
SC/M/SC, respectively. For the all-metal pseudo-ribbons,
M/M/M, an almost energy-independent transmission function is
seen with a transmission close to that of the metallic double-
kink in the previous subsection. The SC/M/SC structure shows
a transport gap similar to that of the single SC pseudo-ribbon
with van Hove resonances, while the S3-projected band struc-
ture reveals isolated metallic states within the gap. We note that
the transmission at the resonances for the SC/M/SC structure is
larger than the corresponding M/M/M transmission. For the
case of semiconducting top pseudo-ribbons in Figure 5c and
Figure 5d, we note that M/SC/M show a greatly reduced trans-
port gap compared to the single pseudo-ribbon case (also, note
the scaling of the transmission axis), while the SC/SC/SC struc-
ture shows a complete extinction of the transmission in the elec-
tronic gap, as expected. Generally, we find that the main behav-
iour of the transmission is controlled by the connecting sections
S2, S4, i.e., there is a good correspondence between the side
section band gaps  and the transmission gaps.
Conclusion
The presented investigations show that linear kink-line struc-
tures may form in graphene by reacting with atomic hydrogen
along a linear bend in the sheet. The adsorption barrier is
lowered in the close vicinity of the bend, which can be
exploited to form the kink. In particular, we have shown that a
radius of curvature of ≈20 Å reduces the hydrogen adsorption
barrier by roughly 16% compared to H adsorption on pristine
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graphene. The calculations suggest that once a single hydrogen
atom has been adsorbed, the induced local kink and resulting
increase in local curvature makes it easier for the following H to
adsorb, thus creating a propagating kink formation. A full line
of hydrogen atoms pins the structure and divides the electronic
systems into different regions. We have shown that the elec-
tronic transmission through a single kink is reduced by 83%
compared to pristine graphene, meaning that the kink-line acts
as an efficient barrier for electron motion. We have demon-
strated how two close-by parallel kinks form a pseudo graphene
nanoribbon with similar behaviour of the electronic structure to
that for isolated nanoribbons. The transmission function
displays transport gap features corresponding to the isolated
nanoribbon band gaps.
The present work thus suggests that it may be feasible to
template functional electronic nanostructures by using the con-
formation of graphene, e.g., to the substrate, and that this in turn
induce changes in local reactivity. Our work clearly calls for
extensions in a number of directions. First of all more calcula-
tions are needed in order to investigate the kink-line propaga-
tion reaction proposed by our results. To this end it is important
to include a realistic description of the actual substrate. It is also
interesting to consider other adsorbate species, possibly intro-
ducing doping of the pseudo-ribbons and electronic gating.
Finally, decoration and pinning of the edges of other geome-
tries such as “bubbles” or “blisters” is of interest, e.g., in order
to produce GAL-like structures [7] without perforating the
graphene sheet. Calculations have shown how the adsorption of
hydrogen is correlated over a length scale involving several of
the unit cells employed in this work [22,35,42,43]. Thus the
adatom–adatom interaction will play a significant role in the
kink-line propagation along the step and will be addressed in a
future study.
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We investigate how a high current density perturbs the phonons in a biased graphene nanoconstriction coupled
to semi-infinite electrodes. The coupling to electrode phonons, electrode electrons under bias, Joule heating, and
current-induced forces is evaluated using first principles density functional theory and nonequilibrium Green’s
function calculations. We observe a strongly nonlinear heating of the phonons with bias and breakdown of the
harmonic approximation when the Fermi level is tuned close to a resonance in the electronic structure of the
constriction. This behavior is traced back to the presence of negatively damped phonons driven by the current.
The effects may limit the stability and capacity of graphene nanoconstrictions to carry high currents.
DOI: 10.1103/PhysRevB.88.161401 PACS number(s): 63.22.Rc, 72.80.Vp, 72.10.Di, 46.32.+x
Graphene has emerged as a highly attractive material for
future electronic devices.1,2 It can sustain current densities
six orders of magnitude larger than copper and is foreseen
to be a versatile material with numerous applications in
nanoelectronics, spintronics, and nanoelectromechanics.3 In
graphene nanoconstrictions (GNCs) the current is passed
through a short ribbon4,5 at the narrowest point. Constrictions
and nanoribbons provide semiconducting interconnects in
graphene nanocircuitry,6,7 and is a central building block
of graphene-based nanoelectronics. Related structures include
graphene antidot lattices,8,9 which can be viewed as a periodic
network of constrictions. Current state-of-the-art experiments
indicate that these may be “sculpted” in monolayer graphene
with close to atomic precision to a width of a few benzene
rings.10
Clearly, for GNCs of this size the current density can locally
be very high, and it is important to address their stability and
performance under bias.11 Experimental results for electron
transport,12,13 local heating by Raman spectroscopy,14–16 and
infrared emission,17 have been published for GNCs. Recently,
it has been argued that several current-induced forces and
excitation mechanisms driven by these, besides Joule heating,
can play a role in the stability of nanoconductors.18–21 In partic-
ular, energy nonconservative “wind”/“waterwheel” forces may
transfer energy to the phonons in parallel with the well-known
Joule heating. However, it is not easy to directly infer these
mechanisms from experiments in most cases. On the other
hand for graphene, the structural response to a high bias can
be studied by in situ transmission electron microscopy, making
graphene nanoconductors a good test bed for current-induced
phenomena.22–24 In particular, a gate electrode can be used
to control Fermi level and electronic states involved in the
transport, and thereby the current-induced excitation.
In this Rapid Communication, we calculate the current-
induced phonon excitation in a small hydrogen-passivated
GNC (Fig. 1) using parameters obtained from density func-
tional theory (DFT). We find a highly nonlinear heating of
the GNC due to the deterministic current-induced forces, as
opposed to the Joule heating by random forces. In particular,
for certain phonon modes in the GNC the nonequilibrium
electronic friction force turns into an amplification for voltages
beyond a threshold voltage. These amplified modes will
dominate the dynamics and lead to a breakdown of the har-
monic approximation beyond the voltage threshold.20,21 The
nonequilibrium negative friction was theoretically predicted
for low conductance tunneling transport through asymmetric
molecules21,25 driven by population inversion between two
molecular states. Here the highly conducting GNC dis-
plays negative friction at finite bias due to a more generic
mechanism, which we trace back to a different coupling to
the electronic states involved in the phonon emission and
absorption processes.
In Fig. 1(b) we see how the electron transmission of the
GNC for energies around the charge neutral Fermi energy
(EF = 0) is dominated by two resonance peaks originating
from states presenting localized current along the edges (first
peak) and through the center (second peak) of the GNC,
respectively. Resonances occur due to the diffraction barrier
at abrupt interfaces in graphene.13,26 The calculated localized
voltage drop and high current across the GNC is shown in
Figs. 2(a) and 2(b). By employing a gate voltage (Vg) we
may tune EF to a highly conducting peak and consider the
phonon excitation close to the resonance. We will focus on
the constriction gated to the second peak which is mostly
unaffected by the boundary conditions in the electrodes (k-
point sampling),27 and exhibits little dependence on the applied
bias (Va) [cf. Fig. 2(c)].
To address the phonon excitation in the presence of current
we employ the semiclassical generalized Langevin equation
(SCLE).19,20,28,29 The SCLE describes the Joule heating,
current-induced forces, and coupling to electrode phonons in
the same formalism. For the mass-scaled ion displacements
(Q) the SCLE reads
¨Q(t) = −KQ(t) −
∫ t
r (t − t ′)Q(t ′)dt ′ + f(t). (1)
Here K is the force constant matrix. The couplings to the
electron and phonon baths are described by the retarded
phonon self-energies r = re + rph, and the random noise
force, f(t), accounts for the Joule heating.28 We consider
the retarded self-energy due to the interaction between the
161401-11098-0121/2013/88(16)/161401(5) ©2013 American Physical Society
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FIG. 1. (Color online) (a) Transport setup illustrating the hy-
drogen passivated GNC between two semi-infinite graphene leads.
The left eigenchannel at zero bias and E ≈ −0.58 eV (colored
according to phase, red-white-blue from −π to π ). (b)  point
and the k-averaged transmission function (E = 0 corresponds to the
Dirac point). (c) Bond currents at the two peaks () marked in the
transmission plot (E ≈ −0.12 eV and E ≈ −0.58 eV).
phonons and the electronic current,
re(ω) = iπ Re (ω) − π Im (ω)




FIG. 2. (Color online) (a) Real space potential drop (Va =
0.5 eV) integrated along the out-of-plane direction (in the region
with nonvanishing electronic density). (b) IV characteristics for the
GNC gated to different chemical potentials. Gating to a peak lowers
the resistance at low Va . (c) Transmission curves (shifted vertically)
for different applied bias (EF = 0).
which is given by the interaction-weighted electron-hole pair
density of states, , and its Hilbert transform (H).30 The
four terms in this expression yield the electronic friction,
nonconservative wind, renormalization, and Berry forces
in nonequilibrium conditions, respectively.19 Especially for
the nonequilibrium electron system,  =∑α,β αβ , with






× [nF (	 + ω − μα) − nF (	 − μβ)]. (3)
Here Mk is the coupling to phonon mode k, Aα is the
electronic spectral density for states originating from lead α
with chemical potential μα , and nF is the Fermi distribution.
The spectral density for the noise, f , including the Joule
heating, is given by









Importantly, we include the full electronic and phononic
structures of the graphene electrodes, and go beyond the
constant/wide-band approximation (WBA) for the electronic
structure. This is essential for our results of the phonon exci-
tation when the graphene system is gated close to electronic
resonance. We determine all parameters entering the SCLE
above in the presence of current using first principles DFT
and nonequilibrium Green’s functions (DFT-NEGF).27,31–33
We restrict the el-ph interaction to the GNC region where the
current density is high, and evaluate the electronic spectrum
at finite bias, but neglect the small voltage dependence of K
and Mk .
We note that the GNC device region in the present
calculation encompasses a basis of 1336 orbitals for the
electronic subsystem [matrix size in Eq. (3)]. Thus in order to
efficiently compute  in Eq. (3) beyond WBA we first limited
the basis. We employed an expansion of the retarded Green’s
function and Aα in the eigenspace of H + 
0(EF ), H being
the electronic Hamiltonian and 
0(EF ) the lead self-energies,
which vary slowly with energy.34 We have found it sufficient
to limit this basis to 200 states within the interval [−7,6] eV
around EF . Secondly, we computed  by parallel execution
over the ω and Va parameters. The phonon self-energies
describing the semi-infinite graphene leads was calculated on
the basis on a zero-bias finite difference calculation. Detailed
information is given in the Supplemental Material.35
From Eq. (1) we can obtain the nonequilibrium retarded
phonon Green’s function,
Dr (ω) = [Da(ω)]† = [(ω + iη)2 − K − r (ω)]−1, (4)







ω2Tr[Dr (ω)Sf (ω)Da(ω)]. (5)
The phonon density of states (DOS) is given by
−2/πω Im[Dr (ω)]. The DOS is affected both by the coupling
to electrons, in particular giving rise to nonequilibrium forces,
as well as coupling to the electrode phonons. In Fig. 3(a)
we show the phonon DOS at applied bias of Va = 0 and
161401-2
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(a) 
(b) 
FIG. 3. (Color online) (a) Dashed (full) lines show the phonon
DOS of the GNC with (without) electronic current. An unstable
“runaway” mode appears for an applied bias of Va ≈ ±0.5 V as a
negative DOS peak. (b) Heating (change in average kinetic energy per
atom due to current) of the GNC at 300 K. Full line: Result including
all current-induced forces. Dashed line: only fluctuating force (Joule
heating) and zero-bias electronic friction. Dot-dashed line: The
wide-band approximation without coupling to the electrode phonon
bath. Dotted line: Full calculation neglecting the nonconservative
wind and Berry-phase forces.
Va = 0.5 V. Most importantly, the DOS becomes negative at
a particular phonon frequency (ω ≈ 170 meV), corresponding
to a negatively damped mode, denoted “runaway”. From
Eq. (5) the runaway gives rise to a divergence in the current-
induced change of Ekin(heating) of the GNC at Va ≈ 0.4 V
[see Fig. 3(b)]. This signifies an instability in the harmonic
approximation, where the high excitation is likely to lead to
dramatic effects such as contact disruption.18
The instability can be traced back to the bias dependent
electronic friction, and disappears when this is kept at its
zero-bias value. We further note that for Va above ∼0.3 V
the deterministic current-induced forces lead to a qualita-
tively different heating compared to that of Joule heating
only. Figure 3(b) furthermore shows how the damping due
to electrode phonons is crucial: The heating increases by an
order of magnitude if the electrode-phonon bath is neglected.
Moreover, if we neglect the damping due to the phonon bath we
observe runaway starting already at Va ≈ 0.15 V, increasing
to more than 15 runaway modes at Va ≈ 0.4 V, both due to
the effects of negative friction and nonconservative forces.18
The nonconservative wind and Berry-phase forces are found
to be on the same order of magnitude for the runaway mode.
Even though they do not themselves lead to the first runaway
condition they lower the runaway threshold.
We will now in detail analyze the origin of the runaway.
We focus on the modes contributing to the phonon DOS peak





Runaway mode IETS mode 
Va [V] 
FIG. 4. (Color online) (a) Two degenerate modes (“runaway”/
“IETS”) at Va = 0.4 V with ω0 ≈ 170 meV. The runaway mode
breaks the left-right symmetry due to the coupling to the nonequilib-
rium electrons and becomes unstable at finite bias. The IETS yields
the largest inelastic signal in the current. (b) Inverse Q factor (loss)
as a function of bias for the modes.
the eigenvectors of K + Re r (ω0). The two main modes are
displayed in Fig. 4. The “IETS mode” exhibits the largest
inelastic tunnel spectroscopy signal (IETS) in the electronic
current and largest noise Sf,ii(ωi), while the “runaway mode”
is the first mode that turns unstable with increasing Va . In
Fig. 4 we show the inverse quality factor 1/Q = −2 Im(ω)Re(ω) =
1/Qph + 1/Qel(Va) (energy loss/period) for the two modes as
a function of Va . The Qph factor is relatively big, especially
for the runaway mode, due to low phonon DOS around ω0.
The runaway corresponds to amplification 1/Q < 0, while
1/Q > 0 remains for the IETS mode despite a strong decrease
with bias.
It is instructive to view the runaway in terms of phonon
absorption/emission processes in a simple master equation for
the phonon number N ,
˙N = B(N + 1) −AN, (6)
where A(B) are the rates for absorption (emission). From




nB(h¯ω0 + μα − μβ)βα(ω0),
and A is obtained by a replacement ω → −ω. Only a single
scattering state |ψL/R〉 contributes toA andB. Expressed in the
single flux-normalized eigenchannel, and assuming kBT 	








|〈ψL(	)|M|ψR(	 + h¯ω0)〉|2 d	2π .
Here we did not include the intraelectrode terms (LL/RR) in
A since these vary only slightly with Va for the runaway mode.
The phonon absorption rate decreases while the emission
rate increases as the bias exceeds the mode frequency [see
161401-3
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FIG. 5. (Color online) Nonequilibrium friction mechanism.
(a) Phonon absorption/emission (A/B) rates for the runaway mode.
Note that B = 0 for Va < ω0. When Va > ±0.4V emission exceeds
absorption, B > A. Inset: at resonance scattering states giving the
main contribution to the interaction integrals. The radius shows the
absolute value |ψ(x,y)| of the eigenstate, while the color indicates
the sign of the real part. (b) Runaway occurs for the mode with the
largest emission and lowest phonon friction (ηph). Squares indicate
modes with a significant electron friction (ηel). These modes all have
A,B coefficients with the same behavior as the first runaway mode.
Inset: resonance between two graphene leads at certain filling (red
dashed line) and bias voltage. An incoming scattering state (left green
dot) at resonance (dashed line) can either absorb (+ω0) to a state with
lower DOS close to the π -π∗ crossing or change to a state with higher
DOS by emission (−ω0).
Fig. 5(a)]. The electronic friction is given by the difference
A− B = −2π∑αβ αβ(ω). This difference manifests itself
in how the Q factor varies with bias for the runaway
mode. The state symmetry changes significantly with energy
[Fig. 1(c)]. Thus we expect that a given phonon will yield very
different emission and absorption matrix elements due to the
symmetry. The symmetry of the scattering state ψ∗L(EF ) is
almost unchanged from going up in energy (absorption) [see
ψR(EF + ω0) in the inset of Fig. 5(a)], while the symmetry
of ψR(EF − ω0) differs significantly from this. In particular,
the el-ph matrix element of the runaway mode yields very low
absorption and high emission due to the selective symmetry
of this phonon mode. The large phonon frequencies and linear
DOS of graphene strengthens this symmetry breaking. The
negative electronic friction is found for several modes and
seems to be a generic phenomena in graphene nanostructures.
In Fig. 5(b) we illustrate how each mode shows up in
a parameter space of the phonon friction and B/A. The
dominating runaway mode shows up at high B/A and low
phonon friction. The other modes with a nonvanishing negative
electron friction are also displayed. All these modes haveA,B
coefficients with the same generic behavior as the first runaway
mode [Fig. 5(a)]. In the general case where one has a resonance
between graphene leads [inset of Fig. 5(b)], the wave incoming
at resonance will absorb to an eigenstate close to the Dirac
crossing. Hence it will have low DOS and a dissimilar phase.
On the contrary emission leads to an eigenstate with larger
DOS and similar phase. This holds true for states dominated
by the interlead contributions. Compared to the runaway mode
the IETS mode has low emission-absorption ratio due to high
intraelectrode terms LL/RR and a higher phonon damping.
We conclude that negative friction can appear for certain
phonons in realistic systems such as graphene nanoconstric-
tions in the presence of electrical current. The negative friction
effect is here rooted in the high phonon energies which lead to
markedly different symmetry of the electronic states involved
in emission and absorption and thus different matrix elements
and rates. Therefore, it is a generic nonequilibrium effect.
Two-dimensional systems like graphene, where a gate can
be applied, make an exciting test bed for probing effects of
electronic current on the atomic scale.
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1
DFT-NEGF CALCULATIONS
The first-principles calculations were performed with the SIESTA/TransSIESTA code[1,
2]. The generalized gradient approximation (GGA-PBE) was used for exchange and cor-
relations. To accurately describe the phonon modes we use a single-ζ polarized basis set
and a mesh-cutoff of 210 Ry. Similar settings were previously used to accurately describe
phonon modes of carbon nanotubes [3]. With these parameters the optimal nearest neighbor
distance of graphene is approximately 1.46 A˚. The potential drop was applied between the
semi-infinite leads as implemented in the TranSIESTA method[2]. Several of the current-
induced forces give rise to changes in the phonon frequencies. Especially we observe a
significant change in phonon frequencies due to the phonon and electron damping forces.
However, we do neglect the additional correction in phonon frequencies due to the poten-
tial drop when performing the initial finite difference evaluation of the force constants. This
would be a minor, computational expensive, change to include as compared to the additional
forces due to the electronic current. The influence of the electronic current on the phonon
distribution is evaluated as a perturbation to the equilibrium distribution (to second order in
the electron-phonon coupling). The treatment is equivalent to the first Born approximation
applied in the lowest order expansion. This is a current-conserving approximation that re-
duce computational demands, and at the same time agrees with the results of self-consistent
approximations, for a range of realistic devices[4]. A self-consistent scheme could induce a
further shift in phonon frequencies than obtained by the lowest order renormalization.
ELECTRON-PHONON CALCULATIONS
The calculation of phonon modes and electron-phonon coupling inside the constriction
was performed within the finite difference approximation as implemented in the Inelastica
package[4] at zero bias. When the voltage drop is localized over a few atomic bonds or
a tunnel barrier, the voltage dependence of the electron-phonon coupling could play an
important role[5]. In our case the voltage drop is locally small since it is spread over the
entire constriction region (cf. Fig. 2). The phonon NEGF calculations were performed by
calculating the force constants of a super cell, e.i. repeating the unit cell in the transverse
direction. In the transport direction semi-infinite graphene leads were used by calculating
2
the surface Green’s function for both electrons (at finite bias) and phonons (at zero bias) by
an iterative procedure[6]. The phonon transmission for both graphene and the constriction
is illustrated in Fig. 1 and compared to that obtained with the widely used empirical Brenner
potential[7]. For the ab initio calculation a cutoff radius smaller than the lead dimension was















FIG. 1. (Color online) Phonon transmission as a function of frequency across ideal graphene and
the graphene nanoconstriction. The result from the DFT calculations are compared to that of the
empirical Brenner potential.
used to apply Green’s function techniques. The momentum conservation was imposed by
adjusting the diagonal elements of the dynamical matrix to secure physical transmissions also
at acoustic frequencies. No changes in the symmetrized result were observed when increasing
the cutoff radii. The figure highlights the importance of using ab initio approaches in the
description of especially optical phonon modes. In the context of current-induced heating
it is these high frequency phonon modes that are excited the most. The phonon bath self-
energies describe the finite life-time of a device phonon, and a finite phonon transmission
reduces the accumulated heat in the device. This is illustrated in Fig.3B of the main text,
where the heating with (full red line) and without (dot-dashed blue line) phonon baths to
absorb part of the excess energy are shown. The heating with the phonon baths (full red
line) is a result of the competition between heat accumulation and energy transfer to the
leads.
We further elaborate on the definition of the phonon self-energy of the open system. In
3





Tr [Dr(ω, ki)ΓR(ω, ki)D
a(ω, ki)ΓL(ω, ki)] . (1)
where ΓL,R = i[Π
r
L,R − ΠaL,R] gives the coupling to the electrodes and Nk is the num-
ber of sampled k-points. This corresponds to a sequence of constrictions repeated in the
transverse direction, resembling a line of holes a kin to a single line of antidots[8]. In the
paper we want to address the damping of a single constriction connected to graphene leads.
Therefore, we propagate the self-energy to the device region. In this region we construct a
k-averaged/real-space self-energy describing the damping of a single constriction connected
to infinite graphene leads[9]. In Fig. 2 we compare the transmission between these two dif-
ferent setups. It is clear from the figure that the transmission and phonon damping to some

















FIG. 2. (Color online) Phonon transmission across the graphene nanoconstriction. We compare
two different phonon baths: The one from periodic boundary conditions in the transverse direction
and that from a real-space self-energy resembling the graphene nanoconstriction. The real-space
phonon self-energy was obtained by propagating to the constriction part and performing the k-
averaging. In both transmission calculations 43 transverse k-points were used.
extend is different for the two different configurations.
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