Deep neural networks (DNNs) have been extensively used in multiple applications. Due to the over-parameterized DNN-based model, the mobile device has computation and energy limitations to deploy such a model for machine learning tasks. Thus, many works focus on compressing a large-scale model to a small-scale model. In addition, the mobile device training a model assisted by the edge server is an emerging solution in the edge computing environment. However, recent researches have found that DNNs are vulnerable to adversarial examples. These crafted adversarial examples can fool a DNN-based model incorrect predictions. In particular, the DNN-based model can cause risks when used in safety-critical settings. To address this problem, we design a framework for generating a robust deep-convolutional-neuralnetwork-based compressed model in the edge computing environment. The model is partitioned and trained by the mobile device and the edge server. The robust compressed model is constructed mainly via model compression and model robustness. In model robustness, a defensive mechanism is proposed for enhancing the robustness of the compressed model against adversarial examples. Furthermore, the weight distribution of the compressed model is considered for improving the model's accuracy in the defense method. The small-scale compressed model is effective and robust as a collaborative device-server inference for providing recognition tasks for the near devices. On the other hand, it is practical to deploy on the mobile device due to its small-size. Experimental results show that the generated compressed model has strong robustness against adversarial examples while holding high accuracy.
I. INTRODUCTION
Deep neural networks (DNNs) have become increasingly popular in multiple application domanis, including image classification [1] , [2] , object detection [3] , [4] and semantic segmentation [5] , [6] . In particular, deep convolutional neural networks, such as LeNet, AlexNet, VGGNet, GoogLeNet and ResNet, have achieved outstanding performance on several machine learning tasks.
Unfortunately, DNN-based applications require powerful computation due to the DNN-based model with a large The associate editor coordinating the review of this manuscript and approving it for publication was Claudio Agostino Ardagna . number of parameters. Hence, the DNN-based model cannot well deployed on mobile devices because of their computation and energy limitations. To overcome this problem, researchers have studies how to compress a large-scale model to a small-scale compressed model. Furthermore, many existing works have shown that the compressed model can achieve high utility via deleting the redundancy of the original model. Parameter pruning is extensively used to alleviate computation workload and enhance energy efficiency [7] - [10] . On the other hand, it is natural to consider usage of the emerging edge computing paradigm where all computation tasks are put on the edge server. Generally, the edge server is located in close proximity to the associated mobile device. Device-only, server-only, and device-server methods for training a DNN-based model in the edge computing setting. (a) Device-only method: The mobile device uses its training dataset to construct a model. Due to computation limitation, the device-only method causes latency. (b) Server-only method: The edge server receives the training dataset from the mobile device and constructs a model for the mobile device. This method causes privacy violation since the mobile device needs to send the training dataset to the edge server. (c) Device-server method: The mobile device and the edge server collaboratively construct a model. Compared with the device-only method, this method is effective because parts of the computation tasks are put on the edge server. In addition, the training dataset's privacy can be protected compared with the server-only method since only the intermediate data is transmitted to the edge server.
Compared with the traditional cloud-center computing structure [11] , [12] , the edge server can result in significant lowlatency and energy-efficiency [13] - [15] .
In the edge computing environment as shown in Fig. 1 , the solution to training a DNN-based model on a mobile device with the edge server's assistance (i.e. the device-server method) is superior to the device-only method and the serveronly method. Since the edge server has powerful computation, this device-server collaborative training approach can offload parts of computational tasks from the mobile device to the near edge server while yielding low-latency compared with the device-only method [16] - [19] . Meanwhile, training dataset can get some privacy preservation. Compared with the server-only method, the mobile device owns its sensitive training dataset and transfers the intermediate data instead of the raw data to the edge server in the device-server method.
In particular, DNNs have been employed in securitycritical settings in recent years [20] - [22] . These applications cause concerns about security of DNNs. Despite their breakthroughs in these complex machine learning tasks, DNNs have been shown to be vulnerable to adversarial examples generated by special methods [23] - [27] . Adversarial examples are maliciously manipulated with small additive perturbations on legitimate samples. Adversarial examples and legitimate samples are indistinguishable to humans. Nevertheless, adversarial examples can fool a DNN-based model as shown in Fig. 2 . Therefore, adversarial defense should be considered when a DNN-based model is used in the edge computing setting.
A volume of existing works focus on adversarial defense such as adversarial training [26] - [28] , and defensive distillation [29] - [31] . However, adversarial training leads to much computational cost due to additive adversarial examples. Defensive distillation has been shown that the robustness of DNNs is not improved remarkably [32] .
To solve the above limitations, we explore a defensive mechanism against this kind of adversarial examples determined by gradients of a model (show in Section V). We focus on enhancing the robustness of a DNN-based model against these adversarial examples. The defensive mechanism FIGURE 2. Vulnerability of a DNN-based model shown in the self-driving vehicle application. A self-driving vehicle with a camera can first identify the road sign. Secondly, the input image is fed to a DNN-based model deployed on the self-driving vehicle. Finally, the model outputs the correspond classification of the road sign with the highest probability. (a) shows the vehicle is in a normal environment. In other words, the road sign is a legitimate example. The model will output the road sign as a right-turn sign. In an adversarial environment as (b) shown, the road sign is an adversarial example. However, the adversarial example can fool the model. The model can misclassify the sign for going straight while humans observe it a right-turn sign. enables high robustness while offering high accuracy of the model (show in Section VI).
We make the following contributions: . Adversarial images are generated by FGSM based the legitimate image shown in Fig. 3 . The compressed model1 is constructed without defensive method (describe in Table 1 in Section VI). The model1 can identify the adversarial example's label as '1' when (a) = 0.005 and (b) = 0.01. However, it can misclassify the label of the adversarial example as '7' when (c) = 0.05 and (d) = 0.1. recognition services. Furthermore, the generated smallscale compressed model is practical to deployed on the mobile device. It is robust when used in the adversarial setting.
• We extensively evaluate our approach on MNIST dataset under different adversarial attacks including FGSM and BIM. Compared the models with no defense method, the results show that our generated models are more effective against adversarial examples. For example, the compressed model with no defense method can defend the FGSM attack when is very small ( = 0.005, 0.01 shown in Fig. 4 ) while suffering from weakness against the BIM attack (show in Fig. 5 ). However, our generated compressed model shows strong robustness against the FGSM and BIM attacks while having high test accuracy. The results suggest that our approach is high robust against the FGSM attack when a large scale of is set ( = 0.005, 0.01, 0.05, 0.1, 0.5, 1 illustrated in Fig. 6 ). In addition, it can defend the BIM attack successfully when setting = 0.005, 0.01, 0.05, 0.1, 0.5, 1 for 20 th step (describe in Fig. 7 ). The rest of this paper is organized as follows. We introduce the background and related work in Section II. The threat model is briefly presented in Section III. We overview the designed framework in the edge computing environment in Section IV. In Section V, we propose our approach for generating a robust DCNN-based compressed model against adversarial examples. Experimental results are discussed under different adversarial settings in Section VI. Finally, we conclude the work in Section VII.
II. BACKGROUND AND RELATED WORK
In this section, we briefly introduce the method for training a model by the mobile device and the edge server in II-A. Deep neural networks are vulnerable to adversarial examples when used in the edge computing setting in II-B. II-C describes existing adversarial attacks. Existing defense methods are introduced in II-D.
A. MOBILE DEVICE AND EDGE SERVER COLLABORATION
The mobile device assisted by edge server for deep learning has been attracted concerns [18] , [19] , [33] . Tao and Li proposed a distributed deep learning framework called eSGD [18] . The mobile devices collaboratively train a convolutional neural network model under the help of the edge server. In eSGD, only the important gradient coordinates instead of all gradients are uploaded to cloud for synchronizing so that the communication and computation cost reduce. A privacy-preserving approach for constructing a convolutional neural network model used for face recognition was introduced [19] . Due to the limited computing, the mobile device trains a model with the help of the edge server. The model is partitioned by the mobile device and the edge server. To protect privacy of training dataset, the intermediate results perturbation with differential privacy are sent to the edge server for training the rest of the model. A pruning framework for generating a device-server cooperative inference was presented [33] . Pruning algorithm and DNN partition are used for improving efficiency. The DNN is deployed between the mobile device and the edge server. The input data is fed to the mobile device and the edge server outputs its classification for recognition tasks.
Due to small-size, our generated compressed model is effective. In addition, the training dataset is protected because the mobile device transmits intermediate results instead of the training dataset to the edge server during training. However, latency reduction and confidential training dataset are not our main considerations in this work. We focus on the robustness of our generated model against adversarial attacks in the edge computing environment.
B. ADVERSARIAL DEEP NEURAL NETWORKS IN EDGE COMPUTING
Deep neural networks have achieved superhuman performance on safety and security critical domains, e.g. self-driving vehicles [34] , mutations in DNA [35] , medical treatments [36] and malware detections [37] .
Whereas DNNs perform computer vision tasks successfully, recent researches have shown that DNNs are vulnerable to input examples crafted by adversarial attacks [23] . These examples are called adversarial examples (show in Definition 1). They are perturbed with small modifications, which can fool DNNs [24] , [25] .
takes a legitimate example as input and outputs a corresponding label y. The adversarial attack aims to manufacture
Hence, x is similar to x so that they are indistinguishable from each other to humans. However, x enables the classifier a different result as f w (x ) = y , y = y.
Edge computing can reduce latency since computing tasks are offloaded from the centralized cloud to the edge server near devices. In addition, the superior performance of DNNs benefits from the capability of providing high accuracy results in learning features from high-dimensional data. DNNs are widely used in many complex applications in the edge computing environment. However, the DNN-based model is not effective to defend adversarial attacks. Hence, we should put much attention on the robustness of the DNN-based model against adversarial examples when the model is employed in edge computing applications.
C. ADVERSARIAL ATTACKS
Adversarial examples can cause security threats in various applications. Many approaches for generating adversarial examples are determined by gradients of the model. In this subsection, we introduce adversarial attacks including Fast Gradient Sign Method (FGSM) and Basic Iterative Method (BIM) against the DNN-based classifier.
1) FAST GRADIENT SIGN METHOD
Goodfellow et al. proposed Fast Gradient Sign Method (FGSM) to generate the adversarial example which is very similar to the legitimate example [26] . Given a legitimate example x, the ground-truth label is y. L(x, y) is a crossentropy loss function to describe the cost of identifying x as the label y. The sign of the gradient at each pixel decides the update direction. This method only performs one-step gradient update.
The adversarial example x holds as follows:
is the volume of the perturbation. The perturbation · sign(∇ x L(x, y)) can be computed via back propagation. Generally, the perturbation is small.
2) BASIC ITERATIVE METHOD
Kurakin et al. presented Basic Iterative Method (BIM) [27] . Compared with FGSM, this method is a finer optimization mechanism for multiple steps. For a small change constraint, the pixel is clipped in each step. Clip x, (x ) aims to scale the adversarial example x in -neighborhood of the legitimate example x.
The adversarial example is constructed in the jth step:
D. DEFENSE MECHANISMS
Various defense mechanisms have been proposed to address the threat of adversarial attacks. We mainly overview adversarial training and defensive distillation in this subsection.
1) ADVERSARIAL TRAINING
Adversarial training is a popular approach to defend against adversarial attacks [26] - [28] . In adversarial training, adversarial examples which are generated by a special adversarial attack method are added to the training dataset for training an improved robust model. On the other hand, the adversarial objective function can also be used to train a robust model. However, online adversarial examples are needed to build. Adversarial training costs more computation than training on legitimate examples only. In addition, the trained model is specific to the adversarial attack. These limitations impede usage of adversarial training.
2) DEFENSIVE DISTILLATION
Existing attack methods depend on optimizing an objective function with respect to the gradient of the model. Naturally, defensive mechanisms focus on how to hide the gradient of the model. Defensive distillation is such a way to train a robust model against adversarial examples so that it is difficult for attackers to generate adversarial examples according to the gradient of the model [29] - [31] . Distillation training techniques are utilized to hide the gradient between the presoftmax layer and softmax outputs [30] . However, DNNs do not enable remarkable robustness shown in [32] .
Adversarial detecting is another approach to detect adversarial examples in the test procedure. The DNN-based model constructed is used for detecting to distinguish the legitimate examples or adversarial examples [38] - [41] .
To defend adversarial attacks, adversarial training and adversarial detecting do not modify the target model. Defensive distillation aims to mask gradients so that parameters of the target model is changed. In our work, the proposed defensive mechanism perturbs parameters of the target model via adding noise. As a result, gradients of the model are masked.
III. THREAT MODEL
The mobile device and the edge server collaboratively build a DNN-based model in the edge computing setting. We assume that the server has infinite computing power. The communication channel between the mobile device and the edge server is secure.
In this section, we discuss the threat model. The adversary aims to attack the model f w (·) with adversarial examples. f w (·) is named the target model. We assume that the adversary has full knowledge of the model, including the model's architecture and parameters.
We also assume that attacks only happen in the test step. They enable only adversarial example generation in the test procedure once the target model is constructed. The adversary has no capacity of modifying the target model such as its parameters, architecture and the training dataset. Specially for the online service setting, it is a general assumption.
IV. FRAMEWORK
In this paper, we concern the robustness of deep convolutional neural networks (DCNNs) in the edge computing setting. We briefly introduce a framework for building a robust DCNN-based compressed model in Fig. 8 . The mobile device trains the model with the assistance of the edge server. The DCNN-based model is partitioned between the mobile device and the edge server. The low-level layers which are close to the input layer are deployed on the mobile device. The highlevel layers which are close to the output layer are deployed on the edge server. In forward propagation, the mobile device first feeds its training dataset to the lower-level layers and transmits the intermediate results to the edge server via the communication channel. Secondly, the edge server continues to finish loss computing with the high-level layers. In back propagation, the edge server employs the loss result to achieve model's parameter update with the mobile device.
The However, the model is vulnerable to adversarial examples. To address the problem, the edge server uses the proposed defensive mechanism for guaranteeing the robustness of the compressed model in model robustness. We directly add Laplace noise to the compressed model after model compression. In particular, we care about the weight distribution of the compressed model for enhancing the model's test accuracy when adding noise. Finally, the robust compressed model with high test accuracy is built. The model is significantly useful for recognition applications. On the one hand, the partitioned compressed model can be regarded as a collaborative device-server inference for recognition tasks. Due to the help of the edge server, latency reduces. Effective recognition services are provided for the near mobile devices. On the other hand, the mobile device receives the noisy part of the model from the edge server to get a small-scale robust compressed model. The model is easy to deploy on the mobile device due to small storage and computation. The DCNN-based model is known to play an increasingly important role in security domains.
V. APPROACH
Deep neural networks, also regarded as deep learning (DL), is a subfield of artificial intelligence (AI). DNNs have the ability to respond to requests like humans do. As a result, DNNs have brought significant performance improvements to many machine learning tasks.
A DNN is composed of the input layer, the hidden layer and the output layer: The neurons in the input layer take the raw data as input; The neurons in the hidden layer compute the weighted sum to feed into the output layer; The neurons in the output layer output the final results of the network. The process of training a DNN-based model can be known as an optimization problem. We define a loss function L(w, x) = The goal is to find w corresponding to the expected small loss. One way to approximately solve the above optimization problem is mini-batch stochastic gradient descent (SGD) method [42] . At t iteration of mini-batch SGD, we choose a random batch B composed of b training examples and update our model at t + 1 iteration according to w t+1 = w t − η t b
x i ∈B L(w t , x i ), where η t is the learning rate at t iteration, w t is the set of the model's parameters at t iteration and w t+1 is the set of the model's parameters at t + 1 iteration.
A. MODEL INITIALIZATION
Due to the huge ability of computing, the edge server assists the mobile device to train the model collaboratively. Before model compression, the mobile device and the edge server first construct a pre-trained DCNN-based model f 1 by a normal network training. To learn the distribution of important network connections, the pre-trained model should have a proper accuracy. Note that the important connections refer to the connections with the large absolute-value weight. The pruned weight threshold t d is set for connection pruning. These less important connections should be deleted if the absolute-value of weights is lower than t d .
B. MODEL COMPRESSION
After model initialization, the model can be compressed. The convolutional layers are known to learn the important features of training dataset. Pruning connections of the convolutional layer will lead to accuracy reduction of the model. Furthermore, compared with the convolutional layer's connections, the fully connected layer's connections are the most part of the model. Thus, we can delete connections of some convolutional layers or only prune that of the fully connected layers.
Our model compressive method is inspired by the pruning approach [9] . Model compression is composed of model pruning and model retraining. Model pruning is accomplished by the edge server. The mobile device and the edge server execute model retraining collaboratively. In model pruning, the less important connections are pruned. To improve the accuracy of the compressed model, model pruning and model retraining should be taken several iterations.
Some methods such as dropout and regularization are widely applied to keep off over-fitting during model training. In dropout, we drop weights probabilistically when retraining but will recover when inference. For preventing over-fitting, regularization is another method used to penalize weights of the model.
In our approach, we use the L 2 norm of weights for regularization.
L(w, x) is the loss function of the model and λ is a regularized parameter.
In SGD, at t step, a batch B randomly made up of b examples (x 1 , x 2 , . . . , x b ) are collected to compute the average gradient as following:
g t realizes weight update (show in Algorithm 1). VOLUME 7, 2019 Size of maximum iteration T ; Learning rate η t 1: Train f 0 and get a pre-trained model f 1 with appropriate accuracy 2: Model pruning on the edge server side: 3: Delete these connections whose absolute-value of weights is lower than t d 4: Model retraing on the mobile device side and the edge server side: 5: for t ∈ [T ] do 6: b random examples taken by the mobile device 7: for x i ∈ B do 8: Weight update by the mobile device and the edge server 9:
end for 12 Intuitively, we inject one single Laplace noise to the compressed model f for enhancing robustness. As described in Section V-B, the convolutional layers are used to extract the important features of training dataset. The additive Laplace noise to the convolutional layers causes low accuracy of the model. Hence, we only add Laplace noise to the fully connected layers. The Laplace noise distribution has a location parameter 0 and a scale parameter 1 b . We define f FC = {w 1 , w 2 , . . . , w N } as the weight set of the whole fully connected layers. Laplace noise is directly added to f FC .
The set {w 
We conduct some experiments to observe the robustness of the model with this naive defense method against adversarial example. Unfortunately, the results show that the model reveals weakness against adversarial examples. Because of test accuracy guarantee, the additive Laplace noise needs very small. Due to the small noise, the model has low robust performance. Hence, we need to consider our defensive mechanism for getting a good trade-off accuracy and robustness of the model. Fig. 9 shows that the weight distribution of the pre-trained model's fully connected layers is a unimodal distribution centered on zero. Due to pruning a large number of lowweight connections close to zero, we observe that the weight distribution becomes an approximate symmetrical bimodal distribution from a unimodal distribution after model retraining (indicate in Fig. 9(b) ). To maintain high robustness, we propose a defensive mechanism against adversarial examples by injecting two symmetrical Laplace noise distributions. One laplace noise distribution is denoted as Laplace (−E, 1 nλP m ) which has a location parameter −E and a scale parameter 1 nλP m and the other is Laplace (+E, 1 nλP m ) with a location parameter +E and a scale parameter 1 nλP m . The volume of Laplace noise can be determined by three parameters including n, λ and P m . n is the size of an input training dataset x. λ is a regularized parameter. P m is a model robustness parameter.
We introduce the robust metric P m in this subsection. P m shows the ability of preventing adversarial examples from fooling a model. Smaller P m leads to larger additive Laplace noise. That is, it is difficult for adversarial examples to fool the model since gradients are masked greatly. However, noise has a passive effect on predicted outcomes. Thus, small P m enables strong robustness of a model while yielding low accuracy for predicting recognition tasks. We should focus on the trade-off between accuracy and robustness of the model. P m should be selected carefully.
Algorithm 2 Defensive Mechanism
Require:
A compressed model
Robust compressed model f r Algorithm 2 describes our defensive mechanism. f FC is made up of f FC1 and f FC2 . hold, then the equation
holds.
VI. IMPLEMENTATION AND EVALUATION A. SETUP
We evaluate our approach on the standard dataset MNIST [43] . The MNIST dataset consists of 55000 training examples, 5000 validation examples and 10000 testing examples of handwritten digits formatted as 28 × 28 gray images in the range [0-9]. They can be classified into 10 classes. We first conduct a deep convolutional neural network as the pre-trained model for MNIST. The train and test accuracy are 98.4% and 97.6% respectively (describe in Table 1 ). As shown in Fig. 10 , the DCNN-based model is composed of two convolutional (i.e. Conv1 and Conv2) layers and three fully connected (i.e. FC1, FC2, and FC3) layers. FC1 layer and FC2 layer have 500 outputs respectively. FC3 has 10 outputs. L 2 -norm regularization is used in the connected fully layers. The convolutional (Conv) layers and pooling (Pool) layers enable feature extraction when an image is fed into a DCNN-based model. The rectified linear unit (ReLU) as the activation function is used for fast training. The softmax layer is the output layer with 10 outputs. The model as our baseline model has more than 60000 parameters including weight and bias. The model is partitioned by the mobile device and the edge server. One convolutional (Conv1) layer is deployed on the mobile device side while one convolutional (Conv2) layer and three fully connected (FC1, FC2 and FC3) layers are deployed on the edge server side. 
B. METRICS

Distance:
Adversarial examples and legitimate examples are indistinguishable to humans. Thus, we should use a distance metric to evaluate difference between an adversarial example and a legitimate example [32] . We use L 2 (i.e. Euclidean distance) in our experiments. L 2 holds as follows:
To evaluate the robustness of the generated compressed model, we investigate two adversarial attacks such as FGSM and BIM. In FGSM, we choose perturbation = 0.005, 0.01, 0.05, 0.1, 0.5, 1 to evaluate the robustness of our approach. In BIM, we set α = 1 and = 0.005, 0.01, 0.05, 0.1, 0.5, 1 for 20 steps to observe the robust performance of our approach.
We use test accuracy and defensive accuracy to evaluate the performance of the generated compressed model in the experiments. Test accuracy shows the ability for prediction task. Defensive accuracy suggests the robustness of the model against adversarial examples. The higher test accuracy and defensive accuracy are, the higher performance of the model has.
Test accuracy: Given a DCNN-based classifier, test accuracy is the probability of the testing legitimate examples which the classifier can classify correctly. In our experiments, we have 10000 MNIST testing examples.
Defensive accuracy: Given a DCNN-based classifier, defensive accuracy is the probability of adversarial examples which the classifier can identify the label of the adversarial example as the label of the legitimate example used to generate the adversarial example. In our experiments, the adversarial examples based 10000 MNIST testing examples are constructed by FGSM and BIM.
C. RESULTS
In model compression as shown in V-B, we build a set of compressed models such as model1, model2, model3 and model4 described in Table 1 based the above pre-trained model. We can see that they have high accuracy for train and test. The four models are constructed with different pruned weight threshold t d and regularized parameter λ. We define a metric called compressed rate R. It holds R = m delete m whole . m delete indicates the number of the deleted connections of the model while m whole shows the number of the whole connections of the model. R is 0.9 when t d is 0.03. R is 0.8 when t d is 0.02. Larger R shows more deleted connections so that the size of the model is smaller and the accuracy is lower.
• Model1: t d = 0.03, λ = 10 −4 . • Model2: t d = 0.02, λ = 10 −4 . • Model3: t d = 0.03, λ = 10 −5 . • Model4: t d = 0.02, λ = 10 −5 . In model robustness as shown in V-C, we add different Laplace noise to the above compressed models (i.e. model1, model2, model3 and model4) for constructing robust compressed models in Table 2 . They have high test accuracy. In particular, the generated robust models based model2 and model4 can get over 96.0% test accuracy as shown in Table 2 .
We first measure the robustness of model1, model2, model3 and model4 which have no defensive method. As shown in Fig. 11 , these compressed models are effective against the adversarial examples generated by FGSM when is very small (i.e. = 0.005, 0.01) while they are very vulnerable when = 0.5. We also examine the robustness of these models under the BIM attack. From Fig. 12 , we can see that the defense ability of the compressed models reduces remarkably as step increases though (i.e. = 0.005) is very small. In other words, these models cannot defend the BIM attack.
Secondly, Fig. 13 -Fig. 20 suggest the results of our robust compressed models in Table 2 under FGSM and BIM attacks. These models outperform dramatically model1, model2, model3 and model4 with no defense method. Our generated models are robust against FGSM as well as BIM for a large scale . can be chosen as 0.005, 0.01, 0.05, 0.1, 0.5, 1.
Furthermore, we investigate different parameters including t d , λ, E and P m on the robust models against FGSM and BIM. As previously discussed, n is the amount of training dataset, which also influences the model's robustness. Since the model's accuracy significantly depends on the size of training dataset, we consistently use n = 55000 for guaranteeing the accuracy of the model. Parameters such as t d and λ have a direct effect on the train and test accuracy of the compressed model during model compression. Additive Laplace noise to the model is determined by parameters including λ, E and P m . These three parameters affects the trade-off between test accuracy and robustness of the model in model robustness. We can see the results shown in Fig. 13 -Fig. 20 . The robust models have the trade-off between high accuracy and strong robustness for a large scale of .
1) IMPACT OF PRUNED WEIGHT THRESHOLD
On the one hand, the pruned weight threshold t d determines the size of the compressed model. Smaller t d yields smaller R. Meanwhile, smaller R means the larger size of the model. On the other hand, t d has an important influence on the train and test accuracy of the compressed model. As Table 1 shown, model2 and model4 have higher accuracy than model3 and model4. Smaller t d leads to smaller R. Hence, the model achieves higher accuracy. Furthermore, the robust models generated based model2 and model4 can reach higher test accuracy than the ones generated based model1 and model3 when the same noise is added (illustrate in Table 2 ). Thus, the robust model with small R holds stronger robustness. For example, the defensive accuracy as illustrated in Fig. 15(b) is over 98.0% for various against the FGSM attack when the Laplace(±0.6, 1/5.5) is injected to the model2. However, the model has about 95.0% defensive accuracy in Fig. 13(b) when the same noise added to model1. The model based model2 in Fig. 16 (a) gets about 99.0% defensive accuracy for different under the BIM attack while the model based model1 in Fig. 14(a) holds about 93.0% defensive accuracy when adding the same Laplace(±0.5, 1/5.5).
2) IMPACT OF LOCATION PARAMETER
We examine the impact of different location parameter E = ±0.5, ±0.6 on the effectiveness of the models against adversarial examples generated by FGSM and BIM while holding high test accuracy. Fig. 13, Fig. 15, Fig. 17 and Fig. 19 report that the models provide strong robustness against FGSM when E is ±0.5 and ±0.6 respectively. The models can achieve over 92.0% defensive accuracy when different are set. Specially, the defensive accuracy can reach more than 99.0% in Fig. 19. Fig. 14, Fig. 16, Fig. 18 and Fig. 20 suggest that our robust models can maintain over 90% defensive accuracy within 20 steps under the BIM attack when E = ±0.5, ±0.6. The model can hold as high as about 99.0% defensive accuracy in Fig. 20 .
3) IMPACT OF REGULARIZED PARAMETER
Regularized parameter λ affects the train and test accuracy of the models (i.e. model1, model2, model3 and model4) in model compression as well as the test accuracy and robustness of the models (show in Table 2 ) in model robustness. From Table 1 , we can see that model1, model2, model3 and model4 can hold about 96.0% accuracy for train and test respectively when λ = 10 −4 or λ = 10 −5 . Fig. 13(b) and Fig. 17(b) show high robustness against the FGSM attack when λ = 10 −4 and λ = 10 −5 respectively. Defensive accuracy can achieve about 95.0% for λ = 10 −4 and λ = 10 −5 respectively. Fig. 14 and Fig. 18 indicate that the models are robust under the BIM attack when λ = 10 −4 or λ = 10 −5 . For the same P m = 10, Fig. 18(a) illustrates that defensive accuracy reaches about 91.0% when λ = 10 −5 while defensive accuracy is about 90.0% in Fig. 14(b) when λ = 10 −4 . Compared with Fig. 14(b) , Fig. 18 (a) has higher defensive accuracy because smaller λ causes larger magnitude of noise so that more noise are injected to the model. More noise means larger perturbation for gradients. Thus, the model in Fig. 18(a) performs better against BIM than the model in Fig. 14(b) .
4) IMPACT OF ROBUSTNESS PARAMETER
Robustness parameter P m has a significant influence on the test accuracy and robustness of the model against adversarial examples. Compared Fig. 14(a) with Fig. 14(b) , smaller P m leads to stronger robustness against the BIM attack. Smaller P m yields larger Laplace noise. Large noise causes big changes of gradients. As we known, the adversarial examples constructed by BIM are based gradients. Larger noise turns out bigger gradient perturbation. As a result, the model has stronger robustness because gradients are better masked. However, the test accuracy goes down when the size of noise increases. Therefore, the noise should select carefully for guaranteeing a good trade-off between test accuracy and robustness of the model. Compared Fig. 14(c) with Fig. 14(d) , we can get the same conclusion. In particular, the defensive accuracy can achieve about 99% against the BIM attack as Fig. 16 and Fig. 20 shown. The compressed models i.e. model2 and model4 have high test accuracy because the compressed rate is relatively low. Hence, the robust models generated based model2 and model4 can get high test accuracy. It returns a positive impact on the defensive accuracy of the models. Therefore, these models can support high robustness against BIM.
However, we can see that the robustness of the model against the FGSM attack increases slightly when P m increases in Fig. 14(b) . Large P m yields small Laplace noise. Intuitively, small noise makes small perturbation for gradients of the model so that the model should have low robustness. On the contrary, Fig. 14(a) shows the different result. Small P m yields large Laplace noise so that the test accuracy of the model reduces. We can see that the defensive accuracy is affected by the test accuracy of the model. The defensive accuracy reduces as the test accuracy reduces. As a result, the robust performance of the model reduces against adversarial examples generated by FGSM.
5) OUR DEFENSE METHOD AGAINST THE ADVERSARIAL IMAGE
Firstly, we construct a compressed model with Han's pruning method [9] when setting t d = 0.02 and λ = 10 −4 . Han's compressed model can get 97.9% for train accuracy and 97.2% for test accuracy. Han's robust compressed model with Laplace(±0.5, 1/5.5) has 96.3% for test accuracy. Compared with our model2 (show in Table 1 ) and the corresponding robust model (show in Table 2) , they have similar test accuracy.
From Fig. 21, Fig. 22, Fig. 23, Fig. 24 , we investigate the robustness of our model2 and Han's compressed model against the adversarial image generated by FGSM and BIM. As Fig. 21 and Fig. 22 shown, our and Han's compressed model with no defensive mechanism can defend the FGSM attack when is very small (i.e. = 0.005, 0.01, 0.05). The adversarial image can fool the models when is 0.1. Similarly, the models can classify the adversarial image constructed by BIM as the right label '1' when is 0.001. However, the adversarial image can be identified as the wrong label '7' when is 0.005. Thus, our and Han's compressed model with no defensive method are vulnerable to the FGSM and BIM attacks.
Secondly, we observe the effectiveness of our defense method against the adversarial image built by FGSM and BIM. From Fig. 25, Fig. 26, Fig. 27, Fig. 28 , we can see that our robust model and Han's robust model protected with our defensive mechanism can defend successfully the adversarial image generated by FGSM and BIM. The models can classify the adversarial image as the right label with confidence as high as about 1 for a large scale of (i.e. = 0.005, 0.01, 0.05, 0.1, 0.5, 1).
VII. CONCLUSION
In this work, we design a framework for constructing a robust DCNN-based compressed model in the edge computing environment. The mobile is partitioned and generated by the mobile device and the edge server. Training the model includes LOCAL TRAINING on the mobile device side and EDGE COMPRESSED TRAINING on the edge server side. The robust compressed model is generated by model initialization, model compression and model robustness. Specially, a defensive mechanism is proposed for enhancing the robustness of the compressed model against adversarial examples in model robustness. For accuracy guarantee, we care about the weight distribution of the compressed model in the defense method. The small-scale compressed model distributed between the mobile device and the edge server can be regarded as a robust collaborative device-server inference for offering recognition tasks. Furthermore, it is practical to deploy on the mobile device due to its small-size. Experimental results show that the generated compressed model has an attractive trade-off between accuracy and robustness.
