We investigate the behavior of electric potentials on distance-regular graphs, and extend some results of a prior paper, [12]. Our main result, Theorem 4 below, shows(together with Corollary 3) that if distance is measured by the electric resistance between points then all points are close to being equidistant on a distance-regular graph with large valency. A number of auxiliary results are also presented.
Introduction
In [2] (or see also [3] ), Biggs laid the foundation for studying electric resistance on distance-regular graphs. Such graphs were shown to be very natural objects in the study of potential theory, due to the ease of making explicit calculations. In the same paper, Biggs made the following conjecture, which has recently been proved in [12] . In this paper we prove several results which extend this theorem, the primary of which is the following.
Theorem 2 Let G be a distance-regular graph with degree larger than 2 and diameter D ≥ 3. Then
where k is the degree of G.
This will be seen to be a corollary of Theorem 4 below. Note that d 1 = min 1≤j≤D d j . Theorem 2 therefore shows, essentially, that under the electric resistance metric all points are more or less equidistant in distance-regular graphs of large degree(other than the strongly regular graphs, which are handled in Section 6). We will proceed as follows. Section 2 gives the definition of distance-regular graphs, while Section 3 gives known properties of electric resistance on this class of graphs. Section 4 states the results of this paper, while Section 5 gives a proof of our main result. Finally, Section 6 discusses the case in which the underlying graph is strongly regular and Section 7 gives a few concluding remarks.
Distance-regular graphs
All the graphs considered in this paper are finite, undirected and simple (for unexplained terminology and more details, see for example [4] ). Let G be a connected graph and let V = V(G) be the vertex set of G. The distance d(x, y) between any two vertices x, y of G is the length of a shortest path between x and y in G. The diameter of G is the maximal distance occurring in G and we will denote this by D = D(G). For a vertex x ∈ V(G), define K i (x) to be the set of vertices which are at distance i from x (0 ≤ i ≤ D). In addition, define K −1 (x) := ∅ and K D+1 (x) := ∅. We write x ∼ G y or simply x ∼ y if two vertices x and y are adjacent in G. A connected graph G with diameter D is called distance-regular if there are integers b i , c i (0 ≤ i ≤ D) such that for any two vertices x, y ∈ V(G) with d(x, y) = i, there are precisely c i neighbors of y in K i−1 (x) and b i neighbors of y in K i+1 (x) (cf. [4, p.126] ). 
Moreover, if we fix a vertex x of G, then |K i (x)| does not depend on the choice of x as c i+1 |K i+1 (x)| = b i |K i (x)| holds for i = 1, 2, . . . D − 1. We will therefore write K i instead of K i (x) where convenient. In the next section, it will be shown that the resistance between any two vertices of G can be calculated explicitly using only the intersection array, so that the proof can be conducted using only the known properties of the array.
Electric resistance on distance-regular graphs
Henceforth let G be a distance-regular graph with n vertices, degree k ≥ 3, and diameter D. To calculate the resistance between any two vertices we use Ohm's Law, which states that
where V represents a difference in voltage(or potential), I represents current, and R represents resistance. That is, we imagine that our graph is a circuit where each edge is a wire with resistance 1. We attach a battery of voltage V to two distinct vertices u and v, producing a current through the graph. The resistance between u and v is then V divided by the current produced. The current flowing through the circuit can be determined by calculating the voltage at each point on the graph, then summing the currents flowing from u, say, to all vertices adjacent to u. Calculating the voltage at each point is thereby seen to be an important problem. A function f on the vertex set V is harmonic at a point z ∈ V if f (z) is the average of neighboring values of f , that is
The voltage function on V can be characterized as the unique function which is harmonic on V − {u, v} having the prescribed values on u and v. For our purposes, on the distance-regular graph G, we will first suppose that u and v are adjacent. It is easy to see that, for any vertex z, |d(u, z) − d(v, z)| ≤ 1, where d denotes the ordinary graph-theoretic distance. Thus, any z must be contained in a unique set of one of the following forms:
It can be shown(see [2] or [12] ) that φ 0 , φ 1 , . . . , φ D−1 is a strictly decreasing sequence. The explicit value of φ i is given by the following equation, first stated by Biggs in [2] .
We then have the following fundamental proposition from [2] .
is harmonic on V − {u, v}.
This leads to the following, also given in [2] .
Corollary 1
The resistance between two vertices of distance j in a graph is given by
Theorem 1 and Corollary 1 imply that
so that the maximal resistance between any two points on a distance-regular graph goes to 0 as the degree of the graph goes to infinity. Note also that Theorem 1 implies the following.
with equality holding only in the case of Biggs-Smith graph.
Results on
The discussion in the previous section indicates that understanding the behavior of the φ i 's is crucial for understanding the theory of electric resistance on distance-regular graphs. In this section, we present some further results. Theorem 1 shows that φ 0 bounds the sum of the terms which follow. Similar behavior is exhibited by the ensuing φ i 's, as the following theorem indicates. 
and the monotonicity of the φ i 's, we have
The last expression is decreasing in l, so we can bound it by plugging in l = m + 2 to get
If we take m = 1 we get φ 2 +. . .+φ D−1 < 6φ 1 . However, this can be improved quite a bit as is shown by the following theorem, which is the main result of this paper.
with equality holding only in the case of the dodecahedron.
The proof of this theorem relies on analyzing a number of cases, and is given in Section 5. This theorem yields an interesting consequence when combined with Corollary 1. Let us consider the ratio of d 1 with the maximal possible resistance on G, d D . This is given by
Theorem 1 implies that this ratio is bounded by 2. Theorem 4 improves this bound, for we see that
If G is not strongly regular(diameter 2), then b 1 ≥ k/3 by Lemma 3 of [10] , and since c 1 is necessarily 1 we see that φ 1 < 3 k φ 0 . This allows us to obtain the following corollary, referred to earlier as Theorem 2.
This shows that for large k, all points become nearly equidistant when measured with respect to the resistance metric. We remark further that it has been shown that b 1 ≥ k/2 in all but a small number of known families of distance-regular graphs; see Theorem 11 in [10] . We may therefore replace the 1 + Note that φ 4 + φ 5 + φ 6 > φ 3 . Nonetheless, we do conjecture the following strengthening of Theorem 3.
Conjecture.
There is a universal constant K such that
for all m and all distance-regular graphs.
It is an educated guess that 2 might work for K, but we do not at this stage have a proof.
Proof of Theorem 4
As in the proof of Theorem 1 in [12] , we will consider a number of special cases.
There is nothing to prove when D = 2, and the case D = 3 is trivial, since φ 2 < φ 1 .
It is known(see [4] , Theorem 7.5.1) that the only distance-regular graphs of degree 3 with diameter greater than 3 are given by the intersection arrays below, and which give rise to the resistances below: Name Vertices Intersection array 
It is known(see [5] ) that the only distance-regular graphs of degree 4 with diameter greater than 3 are given by the intersection arrays below, and which give rise to the resistances below: Name Vertices Intersection array 
It is a consequence of [4, Theorem 5.
c 2 . Using (7), we have The following lemma will be useful in this and subsequent cases. . Thus,
We therefore have
If c 4 ≥ 2c 2 , then ( , and
We will show
We will show this lemma by induction on γ. If γ = 2, then D ≥ 6, and thus b 3 ≥ c 3 . We therefore know Suppose now that the lemma is true for γ. Using the induction hypothesis, in order to obtain the result for γ + 1 we need to show
Note that
This will be an important fact for us. We first suppose that γ + 1 is an even integer. We can check easily that
due to (31) and the fact that 3 + ( γ+1 2 + 2) ≤ D. Also, we may show that
. To see this, note that the first inequality is obtained by merely shifting some of the indices, resulting in smaller quotients, and the second inequality is due again to (31) and the fact that 3+(γ +1)/2+ 2 − i ≤ D. Thus, (30) is true when γ + 1 is an even integer. Now let us suppose that γ + 1 is an odd integer. By the same arguments as above, we have 
To prove this, let us consider several cases. We begin with γ = 1, as the case γ = 0 is trivial. Note that we are still assuming c 3 > 1. . Thus,
(ii) For γ = 2, we know that c 5 ≥ 2c 2 holds by Lemma 1. Thus, . The inequality therefore holds, as . So we may assume c 3 < 2c 2 . i.e., for all integers i ≥ 9. The inequality therefore holds by induction, using (iv) as our initial case. This completes the proof of the lemma, and Case 7 is now complete.
The following is Lemma 11 in [13] . 
It was shown in
k, then the second largest eigenvalue θ 1 of G is bigger than
− 1, there is no distanceregular Terwilliger graph satisfying D ≥ 6 by Proposition 9 in [13] . Thus, we may assume
k. Then the inequality 20c 2 > 2b 2 > k ≥ 50c 2 − 50 holds, and this inequality gives c 2 < 5 3 , which contradicts c 2 ≥ 2.
The following lemma gives a number of key calculations required for this and ensuing cases. The quantities j = inf{i : c i ≥ b i } and h = inf{i : c i > b i } will be fundamental in all that follows. Clearly h ≥ j. From this point on we will define φ i = 0 for i ≥ D; this will allow us to state a number of facts more simply.
Lemma 5
The following relations hold.
To prove (i), note that we must have either c h > b j or c j > b h , and in either case we must have j + h > D, whence D + 1 ≤ j + h by Property (iii) in Section 2. For (ii), let us note that Corollary 5.9.6 of [4] immediately implies that h − j ≤ j. Now assume c j > 1, and let k = inf{i : c i = c j }. Theorem 1.1 of [1] implies that c 2k−1 > c k = c j , so h ≤ 2k − 1. Clearly k ≤ j, and (ii) follows. (iii) follows easily by combining (i) and (ii). The second inequality in (iv) is a simple consequence of (i) and the monotonicity of the φ's, so we need only prove the first. The first inequality is trivial if i = 0(since φ D = 0), and for i > 0 note that
= 1, so using (7) we have
This establishes (iv). Choosing i = h − j in (iv), together with (ii) and (i) imply (v), since by (ii) we have h − 1 ≤ 2j − 1(h − 1 ≤ 2j − 2 when c j > 1) and by (i) we have D − h + j ≤ 2j − 1 as well. To achieve (vi), write
Suppose first that c j > 1, so that h − j ≤ j − 1. There are h − j terms in (I), each of which by (iv) can be paired with one of the j − 1 terms in (II) to form a total bounded by φ j−1 . We arrive at φ j + . . .
If c j = 1, then it can happen that h − j = j. In that case (I) has j terms, but each of the terms in (II) can be paired by (iv) to a term in (I) to form a total bounded by φ j−1 , leaving only the term φ h−1 = φ 2j−1 left. We therefore obtain the weaker bound φ j + . . .
, and (vi) is proved. This completes the proof of the lemma. ♦
We may now dispose of Case 10. Suppose first that b 3 = 1, so j = 3. Using Lemma 5(vi) and (13) we have
As b 2 ≥ 4, we see that this is bounded above by 7 8 . Now suppose b 3 ≥ 2, so j ≥ 4. If j = 4, then again using Lemma 5(vi) and (13) we have
As b 2 ≥ 4, b 3 ≥ 2, this is bounded above by 13 16 . Now suppose j ≥ 5. Let λ =
. For 4 ≤ i < j we see
≤ λ, so once again using Lemma 5(vi) and (13) we have
The last inequality is due to the fact that 1 + λ + λ 2 + . . . = b 3 . As b 2 ≥ 4, the result will follow if we show f (j) := (j − 1/2)
Thus, f (j) > f (j + 1), and this tells us that we may assume j ≤ b 3 + 1. But in that case, (39) is bounded by
This completes the proof of this case. ≤ λ for 5 ≤ i < j. We may then write
where we have used Lemma 5(vi) and the fact that 1 + λ + λ 2 + . . . = b 2 . The same argument as in Case 10 allows us to assume that j ≤ b 2 , and this gives an immediate upper bound of as before,
We now claim φ j +. . .+φ 15 < 7φ j−1 . This is clear if j ≥ 9, since φ j +. . .+φ 15 contains at most 7 elements, whereas Lemma 5(vi) applies if j ≤ 8. Since
gives
where the identity b 2 λ = b 2 − 1 was used. It is now immediate that this is bounded by 1 if b 2 ≥ 5, while we also obtain 1 as a bound if we substitute b 2 = 4, j ≥ 7. Suppose b 2 = 4, j = 6. Then by Lemma 5(vi), φ 6 + . . . + φ 15 < 5φ 5 , and proceeding as before we obtain
and this is less than 1. Now assume b 2 = 4, j = 5. We apply Lemma 5(vi) once again to get , so we have i.e., α × (a 1 + 1) = b 2 ≤ 3 for some integer α. If b 1 = b 2 ∈ {1, 2}, then a 1 = a 2 ∈ {0, 1}, so the valency k is at most 4, and we may appeal to Case 2 or Case 3. We may therefore assume b 1 = b 2 = 3. Then we know a 1 = a 2 ∈ {0, 2}. But a 1 = a 2 = 0 implies that k = 4, handled in Case 3, so we may assume a 1 = a 2 = 2. This implies that k = 6 and G is a line graph, as c 2 = 1 and a 1 = It is straightforward to check that these graphs satisfy the desired inequality. Now let us consider the case a 1 = a 2 , which implies a 2 > a 1 . First, we will assume c 3 = 1. Let x and y be vertices of the graph G, and put ∆(x, y) := {x}∪A∪C, where C is the component of K 2 (x)(the set of vertices at distance two from x) containing x, and A is the union of all maximal cliques containing x and a neighbor of a point of C. Then ∆(x, y) is a strongly regular graph with parameters (v , k , a 1 , c 2 ) = (v , a 2 + 1, a 1 , 1) by [4, Proposition 4.3.11] . As the size of a maximal clique in G is at most b 2 +c 3 , we have a 1 +2 ≤ b 2 +c 3 , which implies a 1 + 1 ≤ b 2 ≤ 3. By [4, Corollary 4.3.12], we also have b 2 ≥ a 2 − 1. Then k = a 2 + 1 ≤ a 1 + b 2 + 1 ≤ 2b 2 ≤ 6 holds. As k ≤ 6 and b 2 ≤ 3, we know v ≤ 25. By checking the table of strongly regular graphs (http://www.win.tue.nl/∼aeb/graphs/srg/), we find that the only possible case is that the strongly regular graph ∆(x, y) is the pentagon. i.e., G has valency k = 5 and intersection numbers a 1 = 0, a 2 = 1 and b 2 = 3. There is no distance-regular graph with c 4 = 1 by [8, Theorem 1.1] and [6, Theorem 
