Many real-world networks depend on other networks, often in non-trivial ways, to keep their functionality. These interdependent "networks of networks" are often extremely fragile. When a fraction 1 − p of nodes in one network randomly fail, the damage propagates to nodes in networks that are interdependent with it and a dynamic failure cascade occurs that affects the entire system. We present novel dynamic equations for two interdependent networks that allow us to reproduce the failure cascade for an arbitrary pattern of interdependency. We study the "rich club" effect found in many real interdependent network systems in which the high-degree nodes are extremely interdependent, correlating a fraction α of the higher degree interdependent nodes on each network.
dent nodes [5, 7] and the random or targeted independency autonomization [8] [9] [10] . In both of these studies, the original theoretical formalism [4] is reformulated to take into account these features.
In this work, we present a simple, unified theoretical framework that allows us to describe the dynamics of failure cascades in interdependent networks after the initial failure of a fraction 1 − p of nodes in one of the networks for an arbitrary interdependency between networks. We apply our framework to partially degree-degree correlated interdependent heterogeneous networks when a fraction α of the higher degree nodes is interdependent.
Here α is a parameter that controls the level of correlation and allows us to explore its effect on system robustness. Using the present theoretical framework supported by extensive simulations we find a rich phase diagram in the plane p − α with a tricritical point that separates two phases with different functional network sizes from a non-functional phase.
In order to derive the analytical equations for the temporal evolution of the cascading failures we briefly review the generating function formalism used in single networks [11] [12] [13] .
The generating functions formalism is exact in the limit of system sizes N → ∞ as long as the network is locally tree-like. In a single network the probability f that transversing a link, a node of the giant connected component is reached, satisfies the self-consistent equation
is the generating function of the excess degree distribution [12] , P [k] is the degree distribution with k min ≤ k ≤ k max , k is the average degree, and p is the fraction of remaining nodes in a dilution percolation process.
Then, the probability that a node with degree k belongs to the GC is p 1
and the relative size [24] of the GC is given by
We consider for simplicity, but without lost of generality, two networks A and B where the degree distribution of the connectivity links is given by
, where k A and k B are the connectivity links of nodes in A and B respectively. We define
as the fraction of nodes in network A (B) that depends on network B (A) which can be a function of the degrees of both networks. When q i [k A , k B ] = 1 (with i = A, B) the system is one-to-one and all the interdependent links are bidirectional, and for
is independent of other network with probability of 1 − p nodes in network A that triggers the process, at each stage of the cascade of failures a node is considered as functional if it belong to the GC of its own network, and the others become dysfunctional because they lose support. A step of the cascade of failures that goes from A to B will be denoted as stage n. At stage n, a node on network A with degree k A is functional, if it can be reached on its own network with probability p(1
This node will not receive the cascade of failures if (a) it is independent of network B with
it depends on network B, but its interdependent node in B is connected to the GC at the previous stage with probability
Thus, the relative size Ψ n of the GC of network A at stage n is given by
where 
Similarly at stage n, the relative size φ n of the GC of network B is given by
where f Bn satisfies an analog self consistent equation
Note that in the r.h.s of Eq. (4) f Bn is not multiplied by p, since we assume that the initial failure of 1 − p nodes occurs only in network A. In the steady state, i.e. for n → ∞, Ψ n ≈ Ψ n−1 and φ n ≈ φ n−1 , thus Ψ n and φ n converges to Ψ ∞ and φ ∞ , respectively.
Equations valid only for the steady state were obtained by Son et. al [14] for uncorrelated interdependent networks and used by Baxer et. al [15] to explain the origin of the avalanche collapse. We introduce here a correlated interdependency model, where interdependent links are bidirectional and a fraction α of the higher degree nodes are fully correlated. This is an extension of the concept of "rich club" [16, 17] to interdependent networks. For certain values of α, this correlation pattern increases the robustness of the system since that under a random initial failure of nodes in one network, the high degree nodes will not fail. As a fraction α of the higher degree nodes depend on each other, for some values of α they will avoid the loss of the functional networks, as we will show below. We assume that the system is bidirectional (q i [k A , k B ] = 1), the degree distribution of both networks is the same (thus k A = k B = k ), and that the joint degree distribution P [k A , k B ] can be written for α < 1 as,
Here k S is the degree above which a fraction α of interdependent nodes are correlated, and w is the fraction of correlated nodes with degree k S such that In Eq. (5), the factor 1 − α takes into account that only a fraction of nodes in two different networks with degree at and below k S are randomly connected. In Fig. 1 we show schematically the model used to correlate the degrees between interdependent nodes and in the inset we show the pairs of interdependent nodes with degree k A − k B . Considering
, the interdependent links are bidirectional and the symmetry of Eqs. (2) and (4) in the steady state (n → ∞) pf A∞ = f B∞ ≡ f ∞ , the self-consistent equations reduce to
We apply this model for pure scale-free (SF) networks with λ = 2.5, k min = 2 and maximal cutoff k max = N 1/2 , with N = 10 6 [18] . Here, the finite cutoff mimics the feature of real networks where the nodes cannot have an unbounded number of links since resources, energy, etc., are limited [19] . On the other hand, a finite cutoff avoids the dissasortative internal correlation introduced by the Molloy-Reed algorithm used to generate the networks [18, 20] , allowing thus to study only the effect of the degree-degree correlation between interdependent 6 . Note that for our system sizes, the number of correlated nodes for the case α = 0.01% is 100 nodes.
nodes.
In Fig. 2 we show the solution of the theoretical equations (1)- (4) and the simulations results for the size of the GC of network A, Ψ n as a function of the stage number n (Fig. 2a) and Ψ ∞ as a function of the p for different values of α [25] (Fig. 2b) .
From the figures we can see the excellent agreement between the theory and the simulations. In the temporal evolution, the Eqs. (2) and (4) needed to reach the steady state is the same that the number of iterations to find the fixed point of Eq. (7), in which Ψ n approaches exponentially [4] to the fixed point Ψ ∞ , and as a consequence, the temporal percolating dilution slows down. Moreover, we can see that around p ≈ 0.63 the dilution rate decreases faster than for other values of p which indicates that the number of iterations steps (NOI) needed to reach the steady state has a peak around this value of p, as we will show below.
In Fig.2b we can see that as α increases, the system is still functional for higher values of initial failures, and thus the critical threshold p c at which the system is completly destroyed decreases. In order to understand how correlation improves the robustness of the networks in Fig. 3a we show the NOI of these systems. For very low values of α there is only one peak at the critical threshold p c that is related to a first order percolating transition (below which there are no more functional nodes). The critical treshold decreases when the correlation increases. Note that as we are using a finite degree cutoff when α → 1, the threshold does not go to zero; however when k max → ∞ in SF networks with λ ≤ 3, p c = 0 in this limit [5] . Surprisingly for increasing α (see the case of α = 0.01% in the figure), there is another peak around the threshold p
at which the sizes of the GCs decrease abruptly but the functional networks are not completely destroyed, since the hubs support each other, enhancing the robustness of the systems against cascade of failures. Moreover, for higher values of α we find that there is one sharp peak that corresponds to a first order phase transition at p = p − c and a rounded peak at p = p + c around which the size of the GC decreases continuously with an increasing value of its derivative with respect to p, dΨ ∞ /dp close to p + c . These findings suggest that finite correlations generate a crossover between an abrupt and a continuous-sharply decreasing in the sizes of the GCs. In Fig. 3b we show the rich phase diagram in the p − α plane. From the figure one can see that as α increases, the line of the first order transition which separates a wide funtional GC phase from a non functional phase forks into two branches, generating a new phase characterized by a small size of the GC ( 10 −3 ). Around this point, small fluctuations in the temporal evolution or in the steady state can induce an abrupt change in the size of the GC, which is reminiscent of the instability of the triple point of liquids where three phases coexist [21] . The lower branch which emerges from the triple point corresponds to the first order transition that separates functional from non-functional phases. The upper one corresponds to the second threshold where the dynamics slows down and at α = α c = 0.0218% [22] , the transition changes from an abrupt variaton to a fast but continuous variation of Ψ ∞ (p). The small value of α c indicates that a small correlation of the highest degree nodes can avoid the abrupt change in the size of the GC. To the best of our knowledge, this rich phase diagram with a tricritical point has not been observed before on interdependent networks under cascade of failures.
We found the same qualitative behavior for other SF networks with 2 < λ ≤ 3 [26] indicating that the tricritical point is characteristic of nontrivial patterns of interdependency.
In summary, using a novel and general framework to obtain the temporal behavior of the cascades of failure with any pattern of interdependency links, we found a rich phase diagram for the degree-degree correlated interdependency with a tricritical point at which a first order transition line splits into two first order lines with an abrupt collapse of the sizes of the functional networks. The agreement between the theory and the simulations is excellent. Our framework can be extended to study the dynamics of the cascade of failure
