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Abstract
On this paper spatial analyticity of solutions to the nonstationary incompressive Navier–Stokes
flow in H˙ n/2−1(Rn) is established. The proof is based on the estimates for the higher order deriva-
tives of solutions. These estimates imply not only the regularizing rates near t = 0 but also decaying
rates at t → ∞, as long as the solution exists. Although basic strategy is similar to our previous work
with Giga for Ln space, one can make the proof short using several tools from harmonic analysis.
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1. Statement of the results
This paper studies the Cauchy problem of the incompressible Navier–Stokes equations
in the whole space Rn for n 2,
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ut − ∆u + (u,∇)u + ∇p = f, ∇ · u = 0 in Rn × (0, T ),
u|t=0 = u0 in Rn. (NS)
Here, u := (u1(x, t), . . . , un(x, t)) ∈ Rn stands for the unknown velocity vector field of
the fluid, and p := p(x, t) ∈ R represents its pressure at the point x := (x1, . . . , xn) ∈
R
n and t > 0. We give the initial velocity u0 := (u10(x), . . . , un0(x)) as a vector-valued
function, and now impose that ∇ · u0 = 0, which is compatibility condition. Also,
f := (f 1(x, t), . . . , f n(x, t)) is given function, which represents the external force. We
have used the standard notations of derivatives; ut := ∂u/∂t , ∆ := ∑ni=1 ∂2i , (u,∇) :=∑n
i=1 ui∂i , ∇ · u :=
∑n
i=1 ∂iui , ∇p := (∂1p, . . . , ∂np), where ∂i := ∂/∂xi .
Most literature on (NS) deals with solutions lying in the class of functions in some
Lebesgue spaces (or Sobolev spaces) with respect to x. Actually, it is well know that
one can construct locally-in-time unique classical solution, at least when u0 belongs
to Hn/2−1(Rn) and f is good function (for example, f ∈ C([0, T ];Hn/2−1(Rn))), see
[3,11]. In [12] Kato and Ponce showed the existence theorem in Hn/2−1(Rn), moreover,
the solution can be extended globally-in-time if ‖u0‖H˙ n/2−1 is small enough; see also [10].
Similarly to usual parabolic type equations, the solution u(t) ∈ C∞(Rn) for any t > 0, if
f is smooth.
On the study of the evolution equations, it seems to be an interesting problem to in-
vestigate the analyticity of solutions. More close to our situation, what is the condition of
f , when the solution is analytic in x? It is essentially known that one can show that the
solution is analytic in x and t , if f is analytic in x and t , which was proved by Masuda
[16]. His proof is based on the implicit function theory. His method was improved by sev-
eral researchers, see [5,7,9,13,17]. But, in order to get the spatial-analyticity only, one can
relax the assumption of f . Hence, our aim on this paper is to show that the solution u is
analytic in x without time-analyticity on f .
Before stating our main results, we now introduce the function spaces used in this paper.
Firstly, we denote Lp := Lp(Rn) by the usual Lebesgue space for p ∈ [1,∞] with norm
‖ · ‖p . We sometimes suppress the domain (Rn), and do not distinguish the spaces between
vector-valued and scalar as well as functions, if there seems to be no confusion likely. Let
L
p
σ be the solenoidal subspace of Lp . For s ∈ R and p ∈ [1,∞] we define the Bessel-
potential space by H˙ sp := (−∆)−s/2Lp equipped the norm ‖f ‖H˙ sp := ‖(−∆)s/2f ‖p . Here
(−∆)s/2 :=F1|ξ |sF , and F stands for the Fourier transform: F−1 is its inverse. Similarly,
we define Hsp := (I − ∆)−s/2Lp . For simplicity someone denotes H˙ s := H˙ s2 , throughout
this paper we use this terminology. The properties of these function spaces are found in,
e.g., [24].
We are now in position to mention the notion of a mild solution, this notion was in-
troduced by Fujita and Kato in [11]. Applying the projection P into the first equations of
(NS), and solving it in time, formally u should satisfy the integral equation
u(t) = et∆u0 −
t∫
0
∇ · e(t−s)∆P(u ⊗ u)(s) ds +
t∫
0
e(t−s)∆Pf (s) ds. (INT)
Here et∆ := Gt∗ denotes the heat semigroup, where
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(
−|x|
2
4t
)
is the Gauss kernel; ∗ means the convolution with respect to x. The Helmholtz projec-
tion denotes by P := (δij + RiRj )1i,jn, where δij is the Kronecker’s delta, and Ri is
the Riesz transform formally defined by Ri := ∂i(−∆)−1/2; u ⊗ u is a tensor, whose ij -
component is uiuj . We often call the solution of (INT) a mild solution. It is easy to see that
(u,p) with p :=∑ni,j=1 RiRjuiuj solves (NS) in classical sense, once we find the mild
solution u.
The purpose of this paper is to obtain the spatial-analyticity of mild solutions in the
class of H˙ n/2−1(Rn). Our main goal is to establish
Theorem 1.1. Let n 2. Assume that u0 ∈ H˙ n/2−1(Rn) satisfying ∇ · u0 = 0. Assume that
there are positive constants L1 and L2 such that∥∥Pf (t)∥∥
H˙
n
2 −1+α  L1(L2α)
αt−
α
2 (1.1)
for all t ∈ (0, T ) and α > 0. Let u be a mild solution on [0, T ] in the class of
u ∈ C([0, T ); H˙ n2 −1)∩ C((0, T ); H˙ n2 −1p ) (1.2)
for some T > 0 and some p ∈ (2,∞]. Let M1 and M2 be positive constants satisfying
M1  sup
0t<T
∥∥u(t)∥∥
H˙
n
2 −1 , (1.3)
M2  sup
0<t<T
t
n
2
( 1
2 − 1p
)∥∥u(t)∥∥
H˙
n
2 −1
p
. (1.4)
Then there exist positive constants K1 and K2 (depending only on n, p, L1, L2, M1
and M2) such that∥∥u(t)∥∥
H˙
n
2 −1+α
q
K1(K2α˜)α˜t−
α˜
2 (1.5)
for all q ∈ [2,∞], t ∈ (0, T ) and α > 0, where α˜ := α + n/2 − n/q .
Remark. (i) The constants M1 and M2 are finite as long as the solution exists in the class
of (1.2). It is evident to see that (1.1) holds if Pf (t) is analytic in x for each t . We need not
assume that f is analytic in time.
(ii) The estimates (1.5) yield the regularizing rates near t = 0 of the mild solution u
including its higher order derivatives. Moreover, (1.5) imply that u(t) is analytic in x. In
fact, we can derive the estimates for the size of radius of convergence of Taylor’s expansion
(=: ρ(t)) by blow
ρ(t) = lim
α→∞
(‖(−∆)α/2u(t)‖∞
α!
)− 1
α
 C
√
t (1.6)
for t ∈ (0, T ). The estimate (1.6) comes from Cauchy’s criterion and Stirling’s formula.
(iii) We easily see that M2 has more important role than M1. Actually, if p and M2 are
finite, then we can derive M1 as finite quantity by estimating (INT), directly. Besides, it
seems to be difficult to yield M2 finite, even if M1 is finite.
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from our method directly. Our method can be applied the solutions established by non-
analytic semigroup, see the recent work by Hieber and the author [8]. The author also
guesses that our method is not applicable for the boundary value problem, since we need
suitable commutativity between the semigroup and differential. In [2] Foias and Temam
obtained the time-analyticity (of the solution to the periodic boundary problem) using
Gevrey class, but their results are not comparable with ours.
Let us consider the case T = ∞. Assume that we can get uniform bounds for M1 and
M2 independent of T ; this situation actually occurs, for example, if ‖u0‖H˙ n/2−1 is small
sufficiently and Pf ≡ 0. Then (1.5) indicate the decaying rates of solution and its higher
order derivatives as t → ∞, since K1 and K2 do not depend on T explicitly. Moreover, if
the linear terms decay more rapidly, then the solution u(t) also decays as same rate. Indeed,
we can get
Theorem 1.2. Assume that u0 ∈ H˙ n/2−1(Rn) satisfying ∇ · u0 = 0 and for t  1,
‖et∆u0‖
H˙
n
2 −1  Mˆ0t
−	
with some 	 0 and Mˆ0 > 0. Assume that there exist constants Lˆ1 and Lˆ2 such that∥∥Pf (t)∥∥
H˙
n
2 −1+α  Lˆ1(Lˆ2α)
αt−
α
2 −	
for all t  1 and α > 0. Let u be a mild solution on [0,∞) in the class of (1.2) for some
p ∈ (2,∞], fulfilling (1.4) with T = ∞ and
Mˆ1  sup
t1
t	
∥∥u(t)∥∥
H˙
n
2 −1
for some constant Mˆ1 > 0. Then there exist positive constants Kˆ1 and Kˆ2 (depending only
on n, p, Lˆ1, Lˆ2, Mˆ0, Mˆ1 and Mˆ2) such that∥∥u(t)∥∥
H˙
n
2 −1+α
q
 Kˆ1(Kˆ2α˜)α˜t−
α˜
2 −	 (1.7)
for all q ∈ [2,∞], t  1 and α > 0.
It seems to be benefit to observe the decaying rates of u (and its higher derivatives).
Many authors have already contributed on this topic. For example, Schonbek [22] estab-
lished the Fourier splitting method so that she obtained the decaying rates of u in 2D case,
if u0 ∈ (L1 ∩ L2)(R2) and f ≡ 0. Her method was improved by several researchers, see
[20,23,26,27]. In [18,19] Miyakawa also studied the decaying rates, assuming some sym-
metricity of solutions. He deduced that the time (and space) decay of the weak solution is
same rate as that of the heat equations. We also deduce the decay rate estimates of u and
its higher order derivatives (1.5) and (1.7), as long as solution exists and M1 and M2 are
finite uniformly in time. Their results are surprising as well as ours, since quadratic terms
do not behave worse.
The author of this paper and Giga [6] derived the estimates similar to (1.5), when
u is in the class of Ln-space. But in their proof we must control ‖u(t)‖∞,‖∇u(t)‖n
and ‖∇mu(t)‖q step by step so that we have to appeal the Gronwall type inequality
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ceed to make the proof shorter than that of [6]; however, we shall apply some tools from
harmonic analysis. It seems to be that Theorem 1.1 (and its Lq -version in [6]) is the first
result to obtain the regularizing rate estimates, decaying rates and analyticity rate (1.6),
simultaneously.
To prove Theorem 1.1, we first prepare in Section 2 the estimates concerning the heat
semigroup with differential (Lemma 2.1). We also recall several estimates in the homo-
geneous Sobolev spaces. In Section 3 we apply lemmas in order to get (1.5) under the
smoothing assumption; see Proposition 3.1. To show Proposition 3.1, we will use same
strategy of [6], essentially. Finally, we will confirm that every mild solutions has this
smoothing property; see Proposition 3.2. Conversely to weak solutions, the advantage of
the mild solutions is this smoothness. The proof of Theorem 1.2 is essentially same as that
of Theorem 1.1.
2. Tools from harmonic analysis
In this section we prepare some lemmas to give the proof of Theorem 1.1. Before prepar-
ing several lemmas, we would refer to the notations of constants in this paper. Throughout
this paper we denote positive constants by C the value of which may differ from one oc-
casion to another. The variables of constant C(· , . . . , ·) indicate the dependence of the
parameters.
We first prepare the Lp–Lq estimate for the heat semigroup with differential
Lemma 2.1. Assume that n 1 and 1 p  q ∞. Then∥∥(−∆)α2 et∆f ∥∥
q
 Cα α2 t−
n
2
( 1
p
− 1
q
)− α2 ‖f ‖p (2.1)
for all α > 0, t > 0 and f ∈ Lp(Rn). Assume, furthermore, that ‖et∆f ‖p  C0t−	‖f ‖p
with some constants 	 0 and C0 > 0, then∥∥(−∆)α2 et∆f ∥∥
q
 C′α α2 t−
n
2
( 1
p
− 1
q
)− α2 −	‖f ‖p (2.2)
for all α > 0, t > 0 and f ∈ Lp(Rn). These constants C and C′ depend only on n.
The proof is standard, we only need to estimate Lr -norm of (−∆)α/2Gt with for some r .
It has already been shown in [6, Lemma 2.1], so we skip it. We also note that ‖∇f ‖2 ∼
‖(−∆)1/2f ‖2 for all f ∈ H˙ 1(Rn); see, e.g., [24]. Here, the meaning of ∼ is for equivalent
norms in both hands.
There are various kinds of estimates for quadratic terms. A typical well-known inequal-
ity in the homogeneous Sobolev spaces H˙ s is
Lemma 2.2. There is a positive constant C = C(n) such that∥∥(−∆)s− n4 (fg)∥∥2 C∥∥(−∆) s2 f ∥∥2∥∥(−∆) s2 g∥∥2
for s < n/2 and f,g ∈ H˙ s .
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is, f ∈ H˙ s if and only if ‖φf ∗ f ‖2  2−jsεj‖f ‖H˙ s for all j , where
∑
ε2j  1; further-
more, we use the Bony’s paraproduct decomposition (see [1]).
In order to obtain our theorem we must establish the estimates for bilinear terms. Un-
fortunately, it seems to be difficult to get suitable estimates if we only use Lemma 2.2. We
thus prepare another Hölder type inequality in Bessel-potential spaces.
Lemma 2.3. Let α,β > 0, 1 < p < ∞, and 1 r , s ∞ satisfying 1
p
= 1
r
+ 1
s
. Then there
exists a positive constant C = C(α,β,p, r, s) such that
‖fg‖H˙ αp  C
(‖f ‖
H˙
−β
r
‖g‖
H˙
α+β
s
+ ‖f ‖
H˙
α+β
s
‖g‖
H˙
−β
r
)
for all f,g ∈ H˙−βr ∩ H˙ α+βs .
Lemma 2.3 was obtained by Kozono and Shimada [14]. In fact, in [14] they gave
the proof of above inequality in the homogeneous Triebel–Lizorkin spaces. Although the
present version has a slight loss in sum-exponent (q of F˙ sp,q), this suffices to apply to our
problem. In fact, they proved it of the case r = ∞, s = p only, but we can modify its
present version easily.
In Theorem 1.1, the case q = ∞ is allowed and important in (1.6). Unfortunately, there
are not any useful embedding to H˙ s∞ for keeping the scalings. To overcome this difficulty,
we recall the following interpolation inequality.
Lemma 2.4. Let λ,µ ∈ R, 1  p,q  r  ∞, 0 < θ < 1 satisfying λ > n
p
− n
r
, µ <
n
q
− n
r
, θ
(
λ − n
p
+ n
r
) + (1 − θ)(µ − n
q
+ n
r
) = 0. Then there exists a positive constant
C = C(λ,µ, θ,p, q, r),
‖f ‖r  C‖f ‖θH˙ λp ‖f ‖
1−θ
H˙
µ
q
for all f ∈ H˙ λp ∩ H˙µp .
Ozawa and Machihara established this inequality in [15]. They proved above inequality
by using standard technique from the Littlewood–Paley theory. Similarly to Lemma 2.3,
although the present version has a slight loss in sum-exponent, this suffices to apply to our
problem.
We recall a variant of the Gronwall type inequality
Lemma 2.5. Let ψ0 be a measurable and locally bounded function in (0, T ). Let {ψj }∞j=1
be a sequence of measurable functions in (0, T ). Assume that α ∈ R and that µ,ν > 0
satisfying µ + ν = 1. Let bε > 0 be a number depending on ε ∈ (0,1), and assume that bε
is nonincreasing with respect to ε. Assume that there is a positive constant σ such that
0ψ0(t) bεt−α + σ
t∫
(t − s)−µs−νψ0(s) ds
(1−ε)t
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0ψj+1(t) bεt−α + σ
t∫
(1−ε)t
(t − s)−µs−νψj (s) ds
for all j  0, t ∈ (0, T ) and ε ∈ (0,1). Let ε0 be a unique positive number such that
I (2ε0) = min
{ 1
2σ , I (1)
}
with I (ε) = ∫ 11−ε(1 − τ)−µτ−α−ν dτ . Then
ψj(t) 2bε0 t−α
for all j  0 and t ∈ (0, T ).
This Gronwall inequality has been proved in [4], originally. In addition, in [6] a full
proof has been given, so we may skip it.
3. Proof of theorems
In this section we shall give the proof of theorems. The proof of Theorem 1.2 is essen-
tial same as that of Theorem 1.1. Hence, we only discuss the proof of Theorem 1.1. For
simplicity of the arguments, we assume that f (∈ Lr for some 1 < r < ∞) is conservative,
i.e., Pf ≡ 0; on this restriction the essential difficulty is unchanged. We now prepare two
propositions. We first derive (1.5) under the extra assumption of the smoothness.
Proposition 3.1. Assume that same hypothesis of Theorem 1.1. Assume furthermore that
the solution u satisfies
u ∈ C((0, T ); H˙ n2 −1+αq (Rn)) (3.1)
for all q ∈ [2,∞] and α > 0. Then, there exist positive constants K1 and K2 (depend only
on n, p, M1 and M2) such that the estimates (1.5) hold for all q ∈ [2,∞], t ∈ (0, T ) and
α > 0.
We may assume that the solution u has the regularity property (3.1) without loss of
generality, because the solution u in Theorem 1.1 always satisfies (3.1) as shown in Propo-
sition 3.2. Thus, Theorem 1.1 evidently follows from Proposition 3.1.
Proof. It may be allowed to impose that u(t) is continuous up to t = 0 with values in H˙ sq
for all s  n/2 − 1 and q ∈ [2,∞] by considering u(η) for η > 0 as initial velocity and
sending η → 0. To prove the Proposition 3.1, we divide the proof into two steps: we first
get the estimates (1.5) for q = 2 in Step 1, we next obtain that for general q in Step 2.
Step 1. We give the proof of (1.5) in the case q = 2. By interpolation theory we have∥∥u(t)∥∥ ˙ n2 −1 Mθ1 M1−θ2 t− n2
( 1
2 − 1q
)Hq
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q(p−2) . So we may assume that p <
2n
n−2 without loss of
generality. Let δ ∈ (1/2,1]. We now prove that there exist positive constants K ′1 (depends
only on n and M1) and K ′2 (depends only on n, p, M1, M2 and δ) such that∥∥(−∆) 12 ∂βx u(t)∥∥H˙ n2 −1 K ′1(K ′2|β|)|β|−δt− |β|+12 (3.2)
for all β ∈ Nn0. We will obtain (3.2) by induction with respect to |β|. Let m be a positive
integer. Assume that (3.2) hold for all β ∈ Nn0 with |β|m− 1. We now proceed to obtain
(3.2) for |β| = m.
Fix δ ∈ (1/2,1]. We take H˙ n/2−1-norm of (−∆)1/2∂βx u(t) by using the representation
formula of (INT). Dividing the integral into two parts with ε ∈ (0,1), we have∥∥(−∆) 12 ∂βx u(t)∥∥H˙ n2 −1

∥∥(−∆) 12 ∂βx et∆u0∥∥H˙ n2 −1
+
( (1−ε)t∫
0
+
t∫
(1−ε)t
)∥∥(−∆) 12 ∂βx e(t−s)∆P∇ · (u ⊗ u)(s)∥∥H˙ n2 −1 ds
=: A1 + A2 + A3.
We shall estimate each term. We first compute A1. By (2.1), A1 is easily estimated:
A1  (−∆) 12 e t2 ∆ ∂βx e
t
2 ∆  ‖u0‖
H˙
n
2 −1  C1
(
2|β|) |β|2 t− |β|+12
with some C1 which depends only on n and M1. Here,  ·  stands for an operator norm
in L2. We next estimate A2. Note that ‖f ‖H˙ s = ‖(−∆)s/2f ‖2 for s ∈ R. By (2.1) and
Lemma 2.2, and boundedness of P in Lq for q ∈ (1,∞) we observe
A2 
(1−ε)t∫
0
∂βx e
t−s
2 ∆ P(−∆)e t−s2 ∆∇  ∥∥(−∆)n2 −1− n4 (u ⊗ u)(s)∥∥2 ds
 C|β| |β|2
(1−ε)t∫
0
(
t − s
2
)− |β|2 − 32 ∥∥(−∆)n4 − 12 u(s)∥∥22 ds
 CM21
(
2|β|) |β|2
(1−ε)t∫
0
(t − s)− |β|2 − 32 ds
 C2
(
2|β|) |β|2 ε− |β|2 − 32 t− |β|+12
with some C2 = C2(n,M1). Similarly to A2,A3 is estimated by
A3 
t∫
P(−∆) 12 − n2
( 1
2 − 1p
)
e(t−s)∆∇  ∥∥(−∆)n2 − 12 − n2p ∂βx (u ⊗ u)(s)∥∥2 ds.(1−ε)t
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( 1
2 − 1p
) ∈ (− 12 ,0) since 2 < p < 2nn−2 , and that n2 − 12 − n2p > 0
since n 2 and p > 2. We calculate ∂βx (u ⊗ u) by Leibniz rule, by (2.1) to get
A3  C
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
) ∑
γβ
(
β
γ
)∥∥(−∆)n2 − 12 − n2p (∂γx u ⊗ ∂β−γx u)(s)∥∥2 ds
 C
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
) ∑
γβ
(
β
γ
)∥∥∂γx u(s)∥∥H˙−νr1
∥∥∂β−γx u(s)∥∥
H˙
n−1− np +ν
r2
ds
for some ν > 0 and 1 < r1, r2  ∞ satisfying 12 = 1r1 + 1r2 , since we have applied
Lemma 2.3. Here we take these exponents as
ν := n
3p
+ 1
3
− n
6
, r1 := 3pn2n + 2p − pn, r2 :=
5
6
− 2
3n
− 2
3p
.
We should note that in these settings we have ν > 0, 2 < p < r1 < ∞ and 2 < r2 < ∞
since p < 2n
n−2 . Thus, we also note the following continuous embeddings (see, e.g., [24]):
H˙
n
2 −1+n
( 1
2 − 1p
)
⊂ H˙
n
2 −1
p ⊂ H˙−νr1 and H˙
n
2 ⊂ H˙ n−1−
n
p
+ν
r2 .
We now divide the sum into two parts, and apply these embeddings to get
A3  C
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
) ∑
0<γ<β
(
β
γ
)∥∥∂γx u(s)∥∥
H˙
n
2 −1+n
( 1
2 − 1p
)
×∥∥∂β−γx u(s)∥∥
H˙
n
2
ds
+C
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
)
‖u(s)‖
H˙
n
2 −1
p
∥∥∂βx u(s)∥∥H˙ n2 ds
=: A4 + A5.
Here γ < β means γ  β and |γ | < |β|. We next estimate A4 and A5.
To estimate A4 we use the assumption by induction, then we have
A4  C
t∫
(1−ε)t
∑
0<γ<β
(
β
γ
)
(t − s)−1+ n2
( 1
2 − 1p
)
K ′1
(
K ′2
{|γ | − µ})|γ |−µ−δs− |γ |−µ+12
×K ′1
(
K ′2
{|β − γ |})|β−γ |−δs− |β−γ |+12 ds,
where µ := 1 − n( 12 − 1p ). Since µ ∈ (0,1), we obtain
A4  CK ′21 K
′ |β|−2δ
2 Θβ,δ
t∫
(t − s)−1+ n2
( 1
2 − 1p
)
s
− |β|2 − 12 − n2
( 1
2 − 1p
)
ds,(1−ε)t
10 O. Sawada / J. Math. Anal. Appl. 312 (2005) 1–13where Θβ,δ := ∑0<γ<β (βγ)|γ ||γ |−δ|β − γ ||β−γ |−δ . To calculate Θβ,δ we now use Ka-
hane’s lemma [9, Lemma 2.1] (the estimate for multiplication of multi-sequences), then
for δ > 1/2 there is a positive constant Λ ∼ ∑∞j=1 j−δ−1/2 (depending only on δ) such
that Θβ,δ Λ|β||β|−δ . So we have
A4  C3ΛJ(ε)K ′21 K
′ |β|−2δ
2 |β||β|−δt−
|β|+1
2 ,
where C3 = C3(n,p), and
J (ε) :=
1∫
1−ε
(1 − τ)−1+ n2
( 1
2 − 1p
)
τ
− |β|2 − 12 − n2
( 1
2 − 1p
)
dτ.
On the other hand, A5 is easily estimated from the assumption (1.4) by
A5  C4
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
)
s
− n2
( 1
2 − 1p
)∥∥(−∆) 12 ∂βx u(s)∥∥H˙ n2 −1 ds
with C4 = C4(n,p,M2). We should note that those constants Cj for 1  j  4 are inde-
pendent of β and γ . Combining these estimates and setting
bε := (C1 + C2)(2β) |β|2
(
1 + ε− |β|2 − 32 )+ C3ΛJ(ε)K ′21 K ′ |β|−2δ2 |β||β|−δ,
then we obtain∥∥(−∆) 12 ∂βx u(t)∥∥H˙ n2 −1
 bεt−
|β|+1
2 + C4
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1p
)
s
− n2
( 1
2 − 1p
)∥∥(−∆) 12 ∂βx u(s)∥∥H˙ n2 −1 ds.
We now apply the Gronwall type inequality (single version of Lemma 2.5) to get∥∥(−∆) 12 ∂βx u(t)∥∥H˙ n/2−1  2b 1|β| t− |β|+12
for sufficiently large β . Note that J (1/|β|) ∼ √e/|β| 2, and |β|3/2+δ  8 · 2|β|−δ . To get
(3.2) we thus take K ′1 and K ′2 satisfying 2bε0 K ′1(K ′2|β|)|β|−δ such as K ′1 = 32(C1 +C2)
and K ′2  4 large so that 4C3ΛK ′1K
′−δ
2 < 1/2. Since K
′
1 and K
′
2 are independent of β (3.2)
hold for all β .
Since ‖(−∆)1/2f ‖2  C(n)‖∇f ‖2, we may observe that (3.2) yields (1.5) for q = 2,
indeed it suffices to take K1 = K ′1 and K2 = C(n)K ′2.
Step 2. We shall prove (3.2) for 2 < q ∞. By Lemma 2.4 we have∥∥u(t)∥∥
H˙
n
2 −1+α
q
 C5
∥∥u(t)∥∥θ
H˙
n
2 −1+α+λ
∥∥u(t)∥∥1−θ
H˙
n
2 −1+α+µ
for 0 < θ < 1, λ > n2 − nq and µ < n2 − nq satisfying θ
(
λ − n2 + n2
)+ (1 − θ)(µ − n2 + nq )
= 0. Here, C5 = C5(n, θ, λ,µ,q) is a positive constant independent of α. Simply, we now
take θ := 1 , λ := n − 2n and µ := 0, then we have2 q
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H˙
n
2 −1+α
q
C5
∥∥u(t)∥∥ 12
H˙
n
2 −1+α+n− 2nq
∥∥u(t)∥∥ 12
H˙
n
2 −1+α
C5
[
K1
{
K2
(
α + n − 2n
q
)}α+n− 2n
q
t
− α2 − n2 + nq
] 1
2 [
K1(K2α)
αt−
α
2
] 1
2
C5K1(2K2α˜)α˜t−
α˜
2 .
To get (1.5) for all q ∈ [2,∞] we should retake the constants K1 for (C5 + 1)K1, and K2
for 2K2. Therefore, this is now complete the proof of Proposition 3.1. 
Proposition 3.2. Assume that f is conservative. Let u0 ∈ H˙ n/2−1(Rn) with ∇ · u0 = 0.
Then there exist T > 0 and a unique mild solution u satisfying∥∥u(t)∥∥
H˙
n
2 −1+α
q
 K˜1(K˜2α˜)
α˜
2 t−
α˜
2 (3.3)
for all t ∈ (0, T ), α > 0 and q ∈ [2,∞], where α˜ := α + n(1/2 − 1/g). Note that K˜1 and
K˜2 are constants depending only on n, T and ‖u0‖H˙ n/2−1 .
Proof. Recall that the mild solution u(t) is the limit function for successive approximation
{uj (t)}j1 by iteration as follows: let u1(t) := et∆u0 and
uj+1(t) := et∆u0 −
t∫
0
e(t−s)∆P∇ · (uj ⊗ uj )(s) ds
for all j  1. Actually, we could prove that there exists T0 > 0 such that
sup
j
∥∥uj (t)∥∥
H˙
n
2 −1
q
 C˜1‖u0‖
H˙
n
2 −1 t
− n2
( 1
n
− 1
q
)
for q ∈ [2,∞] and t ∈ [0, T0], see [3]. Here C˜1 > 0 is a constant depending only on n
and T0. Note that uj converges to u in (0, T ). Let α > 0, and we show (3.3) for the case
q = 2. We define ψj(t) := ‖uj (t)‖H˙ n/2−1+α , and apply the estimates similar to prove Propo-
sition 3.1; then, there are b˜ε (similar to bε in Step 1) and C˜2 (depends only on n, T0 and
‖u0‖H˙ n/2−1 ) such that
ψj+1(t) b˜εt−
α
2 + C˜2
t∫
(1−ε)t
(t − s)−1+ n2
( 1
2 − 1q
)
s
− n2
( 1
2 − 1q
)
ψj (s) ds
for all j  1 and t ∈ (0, T ). We now apply Lemma 2.5 (sequence version) to obtain that
ψj(t)  K˜1(K˜2α)αt−α/2 for all j  1 with K˜1 and K˜2 suitably. For the case q ∈ (2,∞]
we appeal to Lemma 2.4 (same as Step 2 in the proof of Proposition 3.1). Therefore, the
proof is now complete. 
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