We present Pavelka-style fuzzy logic for reasoning about attribute implications, i.e. formulas A ⇒ B known also as association rules and functional dependencies. Fuzzy attribute implications allow for two different interpretations, namely, in data tables with graded (fuzzy) attributes and in data tables over domains with similarity relations. In the first interpretation, A ⇒ B reads "each object having all attributes from A has also all attributes from B". In the second interpretation, A ⇒ B reads "any two table rows which have similar values on attributes from A have similar values on attributes from B". The axioms of our logic are inspired by well-known Armstrong axioms but the logic allows us to infer partially true formulas from partially true formulas. We prove soundness and completeness of our logic in graded style, i.e. we prove that a degree to which an attribute implication A ⇒ B semantically follows from a collection T of partially true attribute implications equals a degree to which A ⇒ B is provable from T .
Introduction
Reasoning about rules A ⇒ B where A and B are collections of attributes plays a crucial role in several areas of computer science and data engineering in particular. Two most important areas are databases where rules A ⇒ B are called functional dependencies [12] , and data mining where the rules are called association rules [15] .
In our previous papers [2, 3, 4, 5, 6] , we studied the rules A ⇒ B from the point of view of fuzzy approach. We presented two kinds of semantics for the rules. First, a semantics in tables where a table entry contains a truth degree to which an object (row) has an attribute (column), see [2, 4] . Second, a semantics in tables which extend ordinary database tables in that each domain is equipped with a similarity relation [6, 7] . We proved that both of the semantics have the same notion of semantic entailment. We developed several issues, e.g. description of non-redundant bases and an algorithm for computing the bases, see [2, 7] . Furthermore, we developed a logical calculus in an ordinary style, i.e. provability is defined from an ordinary set of attribute implications (which are, therefore assumed to be fully valid) using ordinary deduction rules, see e.g. [3, 5] .
Such a notion, however, does not directly capture the fact that an attribute implication may be only partially true, i.e. we may assume its validity only to some degree, say 0.7, not only 0 or 1. In addition to that, an attribute implication can follow semantically from other attribute implications (valid partially or completely) in a degree, say 0.9, not only 0 or 1. In this paper, we develop a logic which captures both inference from partially true attribute implications and semantic entailment in degrees. Our logic fits the framework of graded style (Pavelkastyle) fuzzy logic, see e.g. [9, 10, 14, 13] . The axioms of our logic are inspired by well-known Armstrong axioms from databases. We prove soundness and completeness of our logic.
Preliminaries
Due to lack of space, we just survey basic notions and refer to, e.g., [1, 9, 10] for further details and properties. Our basic structure of truth degrees is a complete residuated lattice with a hedge, i.e., an algebra L = L, ∧, ∨, ⊗, → , * , 0, 1 such that L, ∧, ∨, 0, 1 is a complete lattice with 0 and 1 being the least and greatest element of L, respectively; L, ⊗, 1 is a commutative monoid (i.e. ⊗ is commutative, associative, and a ⊗ 1 = 1 ⊗ a = a for each a ∈ L); ⊗ and → satisfy so-called adjointness property:
Elements a of L are called truth degrees. ⊗ and → are (truth functions of) "fuzzy conjunction" and "fuzzy implication". Hedge * is a (truth function of) logical connective "very true", see [10, 11] . Properties (i)-(iv) have natural interpretations, e.g. (iii) can be read: "if a → b is very true and if a is very true, then b is very true", etc.
A common choice of L is a structure with L = [0, 1] (unit interval), ∧ and ∨ being minimum and maximum, ⊗ being a left-continuous t-norm with the corresponding →. Three most important pairs of adjoint operations on the unit interval are: 
Given L which serves as a structure of truth degrees, we define usual notions: an L-set (fuzzy set) A in universe U is a mapping A : U → L, A(u) being interpreted as "the degree to which u belongs to A"; A is also de-
, which generalizes the classical subsethood relation ⊆.
Described verbally, S(A, B) represents the degree to which
A is a subset of B.
Pavelka-style fuzzy logic for attribute implications

Formulas and basic semantic notions
We first recall basic notions related to (fuzzy) attribute implications; details can be found in [2, 4, 6] . Let Y be a finite set of attributes. A fuzzy attribute implication (over Y ) is an expression A ⇒ B, where A, B ∈ L Y (A and B are fuzzy sets of attributes). Fuzzy attribute implications (FAIs) are formulas of our logic. Next, we introduce a semantics for FAIs. Due to a lack of space and since it is sufficient for our purposes, we present the semantics in tables with fuzzy attributes only (see Section 1.). Rows and columns of these tables are labeled by objects and their attributes; table entries contain truth degrees from L to which a particular object has a particular attribute. Therefore, a table row labeled by object x represents a fuzzy set M of attributes of object x: M(y) equals the table entry at the crossing of row x and column y, i.e. a degree to which x has y. The intuitive meaning of A ⇒ B being true in a data table with fuzzy attributes is: "if it is true that an object has all attributes from A, then it has also all attributes from B". Formally, for a fuzzy set M ∈ L Y of attributes, we define a degree ||A ⇒ B|| M ∈ L to which A ⇒ B is true in M by
where S(· · ·) denote subsethood degrees, see Section 2., and * is a hedge which serves as a parameter (see [2, 4, 6] for details and the role of the hedge). Therefore, ||A ⇒ B|| M is a truth degree of "if it is true that the object has all attributes from A, then it has all attributes from B". According to Pavelka-style fuzzy logic, a theory in our logic is a fuzzy set T of formulas, i.e. a fuzzy set of FAIs; a degree T (A ⇒ B) is intuitively understood as a degree to which we can assume validity of A ⇒ B (e.g. when making deductions from T ). The set Mod(T ) of all models of a theory T is defined by
follows from a theory T is defined by
That is, ||A ⇒ B|| T is a degree to which A ⇒ B is true in each model of T .
Remark 1
Note that for L = 2 (ordinary case in which 0 and 1 are the only truth degrees), the above notions yield their well-known ordinary counterparts, see e.g. [8, 12] . Note also that our extension to a fuzzy setting gives much more expressive power in expressing data dependencies; due to lack of space we refer the reader to the references.
Deduction rules and provability
In Pavelka-style fuzzy logic, one works with truthweighted formulas. Accordingly, we consider weighted FAIs, i.e. pairs A ⇒ B, a where A ⇒ B is a FAI and a ∈ L is a truth degree. Weighted FAIs will be used in making deductions from theories T , i.e. from possibly partially true FAIs. For simplicity, we denote (schemes of) FAIs by ϕ and the like in the subsequent text. Furthermore, T denotes a theory (fuzzy set of FAIs).
Our deduction rules work with weighted FAIs; each n-ary rule R will be visualized by
which reads: from ϕ 1 , a 1 , . . . , ϕ n , a n infer ϕ, a . An n-ary rule R has two parts, a syntactic part R syn and a semantic part R sem . R syn is a partial n-ary mapping assigning a FAI R syn (ϕ 1 , . . . , ϕ n ) to each n-tuple ϕ 1 , . . . , ϕ n of FAIs for which R syn is defined; R sem is an n-ary mapping assigning a truth degree R sem ( ϕ 1 , a 1 , . . . , ϕ n , a n ) to each n-tuple ϕ 1 , a 1 , . . . , ϕ n , a n of weighted FAIs. Note that we have ϕ = R syn (ϕ 1 , . . . , ϕ n ) and a = R sem ( ϕ 1 , a 1 , . . . , ϕ n , a n ) above. Note also that one usually assumes that R sem ( ϕ 1 , a 1 , . . . , ϕ n , a n ) depends only on a 1 , . . . , a n in Pavelka-style fuzzy logic (we therefore allow for a more general case). An example is a rule of modus ponens in Paveka-style [14] : from ϕ, a and ϕ ⇒ ψ, a infer ψ, a ⊗ b . Before showing our deduction rules, we proceed with further notions adopted from a general setting of Pavelka-style fuzzy logic.
Let R be a given set of deduction rules. A (weighted)
proof of ϕ, a from T is a sequence ϕ 1 , a 1 , . . . , ϕ n , a n of weighted FAIs such that ϕ, a = ϕ n , a n and for each i = 1, . . . , n we have a i = T (ϕ i ) or ϕ i , a i is obtained by some of the rules of R from some ϕ j , a j 's ( j < i). A degree |A ⇒ B| T of provability of a FAI A ⇒ B from T is defined by
a is a proof from T }.
A theory T is called syntactically closed w.r.t. R if for each rule R ∈ R and all FAIs . . . , ϕ i , . . . for which R syn is defined we have
i.e., if a FAI can be syntactically inferred from T , then it is in T already. A theory T is called semantically closed if for each FAI ϕ we have
i.e., if a FAI follows semantically from T , then it is in T already. One can denote by syn(T ) the least syntactically closed theory containing T and by sem(T ) the least semantically closed theory containing T . A rule R preserves suprema if 
Soundness and completeness
Our logic uses the following deduction rules: [12] . Note that, in fact, (Sh) is a parameterized rule; we have one rule (Sh C ) for each C.
As usual, we call a rule (3) derivable from a set R of rules if there is a weighted proof of ϕ, b with a ≤ b from T = { a 1 /ϕ 1 , . . . , a n /ϕ n } using rules from R (for each 
i.e., for arbitrary M: if each ϕ 1 , . . . is true in M at least to degree a 1 , . . ., then R syn (ϕ 1 , . . .) is true in M at least to degree R sem ( ϕ 1 , a 1 , . . .). The following theorems show soundness and completeness of our logic for FAIs. Note that provability refers to rules (Ax)-(Sh), i.e. |A ⇒ B| T is a degree of provability using rules (Ax)-(Sh). Proof. "≥" follows from Theorem 6. "≤": Analogously to the proof of Theorem 6, it suffices to show that each syntactically closed theory is also semantically closed. We concentrate on this and present a sketch of proof. Let T be syntactically closed. We need to show sem(T ) ⊆ T . Assume, by way of contradiction, that ||A ⇒ B|| T ≤ T (A ⇒ B) . It is now sufficient to show that there exists a model
Lemma 4 Each of the rules
is a contradiction with our assumption.
To this end, put
Since both Y and L are finite, repeated application of (Add) and syntactical closedness of T yields T (A ⇒ A + ) = 1.
We Remark 8 (1) One can get completeness for arbitrary L when using a modified version of (Add); details omitted.
(2) Note also that a degree of semantic entailment can be captured by an ordinary notion of a proof (from a set of FAIs) using a technical trick [5] . Compared to this, the present framework naturally fits a fuzzy approach to attribute implications.
(3) The full version of this paper contains full proofs, examples, further rules and discussion about their mutual derivability and other issues.
