Abstract-In this correspondence, we develop an adaptive IIR algorithm by means of least squares inverses; the algorithm also guarantees the resulting IIR system to be stable.
I. INTRODUCTION
Current methods in adaptive system identification can be roughly divided into two categories: adaptive FIR (finite impulse response) systems and adaptive IIR (infinite impulse response) systems. If an IIR system is to be identified by an adaptive FIR system, the size of the FIR system is usually fairly large, even though the adaptive procedure converges faithfully. However, the current adaptive IIR systems have two disadvantages that are not found in the adaptive FIR systems [ 11. 1) They become unstable if the poles move outside the unit circle during the adaptive process. 2) Their performance surfaces are generally nonquadratic and may even have local minima.
In 1982, Chui and Chan [2] presented an IIR filter design technique by approximation theory methods. They showed that if H ( z ) E H 2 where H 2 is the usual Hardy-Hilbert space of analytic func- That is, we have a stable all-pole filter approximating H ( z ) .
Based on Chui and Chan's results, we derive the adaptive IIR algorithm which overcomes the two mentioned disadvantages of the current adaptive IIR algorithm. In fact, the new algorithm presented here is of quadratic performance surfaces and results in a stable IIR system. We first give an adaptive algorithm for the allpole system, and the IIR algorithm follows immediately. We now transform (2) into an adaptive algorithm.
THE ADAPTIVE ALL-POLE SYSTEM

Let
QN(z)
Suppose the system H ( z ) is fed with the white noise { x, } of variance u2, and we denote the output as { d, } . It is well known [3] that the autocorrelation sequence of { d, } is given by
Hence, we can rewrite (2) as follows:
where We now introduce an auxiliary quadratic function
where RN is the correlation matrix in (2) and aN is the column vector on the right-hand side of (2). Since RN is positive definite, the minimum of F( QN ) exists. We find the gradient of F with respect to the vector QN:
The equality is then exactly (2). Thus, solving (2) is equivalent to finding the minimum of (4). We next find the minimum of where p is the adaptive gain. According to (5) and (3), the adaptive algorithm is given by
Since this algorithm minimizes the quadratic function F, its characteristics are the same as those of the ordinary adaptive FIR algorithm.
THE IIR ALGORITHM
To complete our adaptive IIR algorithm, it is only necessary to find the numerator polynomial This IIR algorithm consists of two subalgorithms, i.e., the allpole QN ( z ) and all-zero PN ( t ) algorithms. Both are with quadratic performance surfaces and stable. The iterations for Q N ( z ) and PN ( z ) can be executed simultaneously or alternatively. The allpole part is independent of PN ( z ) , but the all-zero part depends on QN ( z ) at each iteration. In many cases, the all-pole model itself is a fairly good approximation of an IIR system. Fig. 1 illustrates a numerical example of an IIR system identification in which the orders of the all-pole, IIR, and FIR model are 6, 6, and 12, respectively.
IV. SUMMARY
In this correspondence, we presented an adaptive IIR algorithm whose performance surfaces are quadratic. The quadratic performance function is given by (4). This function is not the stochastic estimate function of the squared output error, which is commonly called the error surface. The resulting all-pole filter 1 / Q N ( z ) , and hence the IIR filter PN ( z ) / Q N ( z ) , are stable [2] . This is guaranteed by the nature of the least squares inverses. Although our allpole algorithm is somehow similar to Widrow's LMS algorithm [I] w , ( n + 1) = w , ( n ) + p e ( n ) x , ( n ) for i = 0, 1, , N , it is not the same as the conventional adaptive inverse modeling technique. The adaptive inverse modeling [ 11 technique feeds back the output error to adapt the filter parameters. But in our adaptive all-pole algorithm, the output of 1 / Q N ( z ) is never used.
It can be readily shown [4] that the input signal { x , } is not necessary to be the white noise, and the same convergence factor p can be used for both all-pole and FIR adaptations, which is inversely proportional to the power of { d, }. In Section I and in [2] , H ( z ) is assumed to be analytic inside the unit circle, which can be made consistent with the rest of the correspondence by transforming z to z -I .
