Abstract: To detect differences between the mean curves of two samples in longitudinal study or functional data analysis, we usually need to partition the temporal or spatial domain into several pre-determined sub-areas. In this paper we apply the idea of large-scale multiple testing to find the significant sub-areas automatically in a general functional data analysis framework. A nonparametric Gaussian process regression model is introduced for two-sided multiple tests. We derive an optimal test which controls directional false discovery rates and propose a procedure by approximating it on a continuum. The proposed procedure controls directional false discovery rates at any specified level asymptotically.
Introduction
The testing problem in functional data analysis framework is motivated by an example on studying executive functions in children with Hemiplegic Cerebral Palsy. The Big/Little Circle (BLC) test is an attention measure that tests comprehension, learning and reversal of a rule (see e.g. Moore and Puri, 2012) . In this study, the data on BLC mean correct latency was collected from 141 students, aging from 6 to 13, who completed the BLC test. Among them, 56% are action video game players (AVGPs) and 44% are non-action video game players (NAVGPs) as shown in Figure 1 . Let Y 1 (t) and Y 2 (t) be the BLC mean correct latency for NAVGPs and AVGPs groups respectively, where t is the age of children. They are continuous functional variables although observations are collected at discrete points. We are interested in identifying ages that the means of Y 1 (t) and Y 2 (t) have significant difference. In particular, we wish to detect the specific areas of age where the significant differences occur. We will refer such areas as significant areas. Thus we wish to detect the significant areas automatically and at the same time minimize the false nondiscovery rate while controlling false discovery rates. Those works all focused on detecting the overall difference. However, we are often interested in determining the sub-areas of the functional domain (temporal or spatial) where the mean curves are significant different in many problems such as the motivating example we discussed earlier.
To identify specific areas for a significant difference, Ramsay and Silverman (2005) proposed a pointwise t-test without multiplicity control, and Cox and Lee (2008) applied the WestfallYoung randomization method to control the family-wise error rate (FWER). However, when the number of null hypotheses is large, lack of multiplicity control is too permissive, while the full protection resulting from controlling the FWER is too stringent.
Compared with FWER in the context of multiple testing, the false discovery rate (FDR) introduced by Benjamini and Hochberg (1995) Lee and Lee (2014) developed an optimal extended likelihood test with directional FDRs under hidden Markov random field models. However, the multiple testing problems mentioned above are all restricted to the assumption that each hypothesis has its own observed data, while in our motivating example, we only observed BLC mean current latency at finite time points in age range of [6, 13] but we need to make decisions at any age (time) between 6 and 13. Recently, Sun et al. (2015) developed an asymptotic optimal datadriven procedure that controls the FDR for multiple testing on a continuous domain, where the optimality is restricted in a set that test statistic satisfies monotone ratio condition. Their method is confined to change detection of one curve that may not be applicable to test differences in the two mean curves. And they derived the oracle procedure for two-sided tests by only controlling the FDR related to Type I error, which implies that their method may not be powerful in multiple tests with more than two actions.
To address the issue, we propose a new directional FDR procedure for detecting differences in the mean functions of two samples of functional data observed at discrete grid points. This would be the first attempt to handle two-sample multiple testing for detecting mean differences by controlling FDR in functional data analysis framework. In contrast to pointwise testing idea, we introduce a nonparametric Gaussian process regression model for directional two-sided multiple tests. It provides a natural framework on modeling mean structure and covariance structure of the difference between two curves simultaneously and the latter can be used to effectively extract information from nearby points for decision making. In the spirit of definitions in discrete cases, we define the directional FDRs for the continuous hypothesis testing process, and derive a test which optimally controls directional FDRs among all decision rules for multiple testing. Further, to make the continuous decision process applicable, a procedure is proposed by approximating the optimal test on a continuum. It is shown that it can control directional FDRs at any specified level asymptotically. Compared with conventional methods, our simulation studies manifest the drastically improved performance of the proposed procedure on directional error control and power.
The rest of the paper is organized as follows. In Section 2, we formulate the multiple testing problem and introduce directional FDRs for this continuous hypothesis testing process. Section 3 derives the optimal test with directional FDRs and presents a procedure for implementation.
In Section 4, we investigate the finite sample performance of the proposed procedure by simulation studies and an application to the executive function study. The method is extended to equivalence tests in Section 5. The paper is concluded with a discussion in Section 6 and all the technical details are relegated to Appendix.
Problem formulation and directional FDRs
In this section, we formulate the multiple testing problem of detecting differences in the mean functions of two samples of curves and introduce directional FDRs on a continuum.
Let Y g (t), g = 1, 2 be two curves of functional data, which are functions of t. In functional data analysis, t denotes a real-valued variable, which could be time or some other temporal or spatial variable. In this paper, without loss of generality, we assume t is time as in our motivating example and the corresponding time range is a closed interval T ; for simplicity take
We are interested in detecting differences between E(Y 1 (t)) and E(Y 2 (t)) over time on T . Specifically, consider the following functional regression model
where µ(·) and µ d (·) are unknown functions and ǫ 1 (t) and ǫ 2 (t) are the independent random errors. Then, for each time t, we are interested in the directional two-sided test
where ∆ is a pre-specified constant, denoting the size of difference we are interested in. Assume that there is an underlying state z(t) associated with each time t taking one of three states. We set z(t) = 0 if hypothesis at time t is the null and z(t) = 1 or 2 if hypothesis at time t is the alternative 1 or 2, respectively. Let δ(t) ∈ {0, 1, 2} be a decision rule for the hypothesis H 0 (t).
If δ(t) = z(t), the hypothesis is correctly identified by the decision rule, otherwise there exist errors. Let R k = {t ∈ T : δ(t) = k} and V jk = {t ∈ T : z(t) = j, δ(t) = k} for j, k = 0, 1, 2. Table 1 summarizes the possible outcomes of multiple testing with two alternatives, which shows that there exist three types of errors in the directional two-sided multiple testing (2). 
those for Type III error rate as
and those for the sum of the Type I and Type III error rates as
Besides the error rate for discoveries, we can define similar error rate for false nondiscoveries, the false nondiscovery rate and the marginal false nondiscovery rate
which is related to Type II error. Further, to compute the power of a single directional two-sided testing procedure, Leventhal and Huynh (1996) recommended excluding Type III error from the conventional power. Therefore, in this paper, we define a modified power (MP) of a directional two-sided multiple testing procedure by considering both Type II and Type III errors
Remark 1. Lee and Lee (2014) created a similar table to summarize the outcomes of multiple testing with two alternatives and defined the corresponding directional FDRs. The key difference here is that for continuous testing process (2), the false discovery measures are related to the sizes of areas corresponding to three types of errors, which couldn't be calculated directly by counting the number of cases as in discrete case where each hypothesis has its own observed data. Therefore, a new strategy is needed to develop for inference based on the continuous functional data analysis framework but using the data observed at discrete points.
3 Optimal tests for automatic detection of significant areas
Optimal procedures for controlling directional FDRs
Suppose the observed data {(Y 1i , t 1i ) : i = 1, . . . , n 1 } and {(Y 2i , t 2i ) : i = 1, . . . , n 2 } are realizations of two underlying stochastic processes from model (1) . The notation of the time points, t 1i and t 2i , allows for different observation points in the two groups, and t 1i 's and t 2i 's consist of subsets of T . Our objective is to predict the states of hypothesis z(t) ∈ {0, 1, 2} at any time point t ∈ T in an optimal way. Therefore, it is necessary to exploit the temporal correlations and extract information from nearby points for prediction. Consider a loss function
where λ 1 , λ 2 and λ 3 are relative costs. The following theorem derives the optimal rule for the weighted classification problem (3).
Theorem 1 gives the optimal rules for various weighted classification problems. We next show that the optimality property can be extended to the multiple testing problems with respect to various directional FDRs defined in Section 2.
Theorem 2. Let A = {δ (I+III) : λ > 0} be the collection of decision rules in form of δ (I+III) derived in Theorem 1. Given an mFDR I+III level α, let δ = {δ(t) : t ∈ T } be any decision rule satisfying mFDR I+III {δ} ≤ α. Then, there exists a λ determined by δ such that δ (I+III) ∈ A performs better than δ in the sense that
and
Theorem 2 demonstrates that the optimal decision rule for controlling the sum of Type I and Type III errors with the smallest Type II error belongs to the set A. In other words, one only needs to search in A for the optimal rule, instead of searching for all decision rules. Similarly, it can be shown that the optimal decision rule for controlling Type I error with the smallest sum of Type II and Type III errors is in the form of δ (I) derived in Theorem 1.
Remark 2. In the case of λ 3 = 0, Sun et al. (2015) showed the optimal solution to the weighted classification problem is optimal in {δ : δ(t) = I{T (t) < c}, T statisfies monotone ratio condition} for the multiple testing problem, but Theorem 2 extends the result to a more general case, revealing that this solution is even optimal among all decision rules for the multiple testing.
Extension to practical situations
It is not straightforward to use the optimal procedures described in Section 3. 
where function S k (t) = P(z(t) = k|D), k = 0, 1, 2. Therefore, motivated by the limit definition of a definite integral, mFDR I can be estimated by
for any given λ and all parameters in model (1), where r = N i=1 I(δ(t * i ) = 0). According to Theorem 1, it is easy to see that δ (I) (t) = 0 if S 0 (t) ≤ (1 + λ) −1 . Suppose that λ 1 and λ 2 are
, where h (r) is the rth smallest value of S 0 (t * i ). Then,
Thus, mFDR I monotonically decreases with λ, and we propose the following step-down test procedure for FDR I control:
The following theorem shows that this test controls FDR I at level α asymptotically, which implies that the proposed procedure (5) approximates a multiple comparison correction for a continuous comparison process (2) as the grid for pointwise comparisons becomes finer. Similarly, by using mFDR
, we control FDR I+III at the nominal level. However, they are still difficult to implement because of (b).
Further to address (b), we propose a Gaussian process regression (GPR) model for (1) to estimate unknown quantities S k (t) = P(z(t) = k|D), k = 0, 1, 2. GPR model is a good choice as a globally approximated nonlinear functional regression model in (1) (in contrast with locally approximated model for most of conventional nonparametric model); see the details in Shi and Choi (2011) and Wang and Shi (2014) . Specifically, consider {µ(t) : t ∈ T } and {µ d (t) : t ∈ T } as independent random processes and suppose they have Gaussian process priors with zero means and kernel functions κ(·, ·; η) and γ(·, ·; θ), respectively, where Cov(µ(t), µ(t ′ )) = κ(t, t ′ ; η) and
Assume that {ǫ 1 (t) : t ∈ T } and {ǫ 2 (t) : t ∈ T } are Gaussian white noise processes with zero mean and variance σ 2 , which are independent from each other and to both {µ(t) : t ∈ T } and {µ d (t) : t ∈ T }. One example of the kernel function γ(·, ·; θ) is the following squared exponential covariance function with a nonstationary linear term:
where θ = (ξ, ω, ζ) is a set of hyper-parameters. When ζ = 0, the kernel function γ(·, ·; θ) reduces to so-called squared exponential covariance function, which is stationary and nondegenerate (Rasmussen and Williams, 2006) . The parameter ω corresponds to the smoothing parameters in spline. So, we call ω −1 the length-scale. A large length-scale implies the underlying curve is expected to be essentially flat and the decrease in length-scale results in more rapidly fluctuating functions.
is the density of (multivariate) normal distribution, K n and Γ n 1 are covariance matrices ofμ andμ d , respectively, with (i, j)th element κ(t i , t j ; η) and γ(t i , t j ; θ). Then, the parameters Θ can be consistently estimated by maximizing the likelihood (see Shi and Choi, 2011)
T be the estimates of Θ. Then, we can make inference about µ d (t) by using
As the sample size n goes to infinity, we have fΘ(
Now, we consider how to make inference about
is a collection of the center points based on partition
. It is not difficult to prove (see the details in Appendix B) that the conditional distribution of µ N d given the data set D is a multivariate normal distribution with mean and covariance given bȳ
where Ψ(T * ) is the N ×n 1 covariance matrix between µ N d andμ d with (i, j)th element γ(t * i , t j ; θ), Γ N is the covariance matrix of µ N d with (i, j)th element γ(t * i , t * j ; θ), Σ is a n × n block matrix given by
with I n being a n × n identity matrix, and
to calculate mFDR I define in (4), we draw M samples {μ
T is the mth N -dimensional sample predicting the values at time points t * 1 , . . . , t * N . Then, we can approximate mFDR I by replacing S 0 (t * i ) by its estimate S 0 (t * i ). More specifically, note that
Thus, S 0 (t * i ) can be estimated by
Similarly, to implement procedure (5), we compute S 1 (t * i ) and S 2 (t * i ) by
respectively.
Remark 4. The joint density function defined in (7) is the h-likelihood (Lee and Nelder, 1996) when we treatμ andμ d as unobservable random variables. It contains all the information in the data for parameters Θ and unobservable random variablesμ andμ d (Bjørnstad, 1996) . The method discussed above can also be extended to a fully Bayesian way by assuming a hyper-prior distribution for Θ; see Shi and Choi (2011).
Remark 5. Sun et al. (2015) used the similar approximation strategy to mimic the optimal procedure as in (5). But for implementation, they applied a Bayesian computational algorithm and drew MCMC samples during the iterations to estimate S 0 (t * i ), which can be rather computationally intensive when the number of representative points N is large. While for the proposed procedure, we can get the estimates of unknown parameters efficiently by using the nice proprieties of GPR models and estimate S k (t * i ), k = 0, 1, 2 directly by generating the samples from multivariate normal distribution with mean and covariance given in (8) . GPR models can cope with multiple covariates and thus the proposed method can be easily extend to problems in multivariate functional domain for example in 3-dimensional spatial domain or 4-dimensional temporal/spatial domain dynamical fMRI images.
4 Numerical study 4 
.1 Simulation studies
In this subsection, we conduct a set of simulation studies to assess the finite sample performance of the proposed method. The purpose is twofold. First, we compare our method with directional Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) and directional BenjaminiYekutieli procedure Yekutieli, 2001, 2005) . Since both of them only work for discrete case where each hypothesis has its own observed data, in Example 1, we assume two curves observed at the same set of time points and restrict the analysis for testing hypotheses at this set to permit comparisons, which means we have n 1 = n 2 = N . Second, we evaluate the performance of our method in Example 2 to test hypotheses on a continuum T with two curves observed at different discrete grid points.
Example 1 We generate 200 datasets from model (1), where both µ(·) and µ d (·) are Gaussian processes with zero means and covariance functions κ(t i , t j ; η) = 3 exp{−(t i −t j ) 2 } and γ(t i , t j ; θ) = 10 exp −ω(t i − t j ) 2 /2 , respectively, implying two stationery processes, and the error processes ǫ 1 (·) and ǫ 2 (·) are white noise processes with zero mean and finite variance σ 2 = 1.
For each simulated dataset, data are generated at N = 500 time points t i ∼ Uniform( [6, 13] ). Figure 3 shows the averages of FNDR and MP over the 200 datasets. We can see that the proposed method control FDR I and FDR I+III reasonably well. When ω becomes larger, there is a increasing chance to detect µ d (t) to be non-null and declare it to be less than −∆ or larger than ∆. That is, as the correlation of the signals decaying, it is more possible to make directional errors. As expected, Figure 3 Example 2 In this example, the true model is the same as in Example 1, except that the process µ(·) is a Gaussian process with zero mean but a nonstationary covariance function κ(t i , t j ; η) = 3 exp{−(t i −t j ) 2 }+3t i t j . The sampling design for two curves is balanced (n 1 = n 2 = 200), but irregular, and furthermore different across the two samples. Specifically, we assume that {t 1i : i = 1, . . . , n 1 } and {t 2i : i = 1, . . . , n 2 } are iid realizations from Uniform( [6, 13] ) with 20% overlapping. Predictions are made and tests of (2) are conducted at center points of N = 500 equal-length subintervals covering the time range [6, 13] . For all simulations, we set ∆ = 0.80, α = 0.10 and vary the value of ω as in Example 1 and repeat our procedure 200 times for each configuration. 
Real data analysis
To illustrate the proposed method, we analyze BLC mean correct latency for action video game players (AVGPs) and non action video game players (NAVGPs). The data consists of 84 girls and 57 boys from primary and secondary schools, aging from 6 to 13 years old. They were recruited to answer the video game playing questionnaire. Using data from the questionnaire, which were collected separately from children and from their parents for verification, these 141 students were subdivided into two groups: the AVGPs group (56%) and the NAVGPs group (44%). Then, they were required to finish the Big/Little Circle test via an action video game, which was defined as a video game genre that emphasizes hand-eye coordination and reactiontime. Our objective is to detect the areas of age that the significant differences between AVGPs group and NAVGPs group occur.
We use the Gaussian process regression model (1) to fit the data for each group. The estimated mean curves corresponding to AVGPs group and NAVGPs group are given in Figure 6 .
We can see that there are some crossings between these two curves. We first consider a test with from (2) and ∆ = 20, chosen by our collaborators in neuroscience.
We generate samples based on the conditional distribution of µ N d on center points of 500 equal-length subintervals covering the age range [6, 13] , and test the hypotheses at each time point. Figure 6 shows the significant and non-significant areas detected by the proposed procedure, when controlling FDR I+III at level 0.10. Aging from 6 to 9, the NAVGPs have significantly higher BLC mean correct latency than AVGPs, while after 9 years old, they have non-significant differences. It implies that the video game-based therapy may have significant effect on children with hemiplegia aging from 6 to 9 years old, while it may have limited help with of some of symptoms when they are more than 9 years old. The proposed procedure reports mFDR I = 0.08 and mFDR III = 0.02, indicating the Type III errors account for about 20% of mFDR I+III . It reports mFNDR = 0.22, implying that the means of BLC mean correct latency of NAVGPs and AVGPs groups could have differences larger than ∆ = 20 in 22% of areas of age after 9 years old. Age (years)
BLC mean correct latency in ms δ =2 δ =0 Figure 6 : The significant and non-significant areas detected by the proposed procedure under mFDR I+III control at 0.10. Aging from 6 to 9, the NAVGPs have significantly higher BLC mean correct latency than AVGPs (δ(t) = 2), while after 9 years old, they have nonsignificant differences (δ(t) = 0). The solid and the dash lines represent the estimated mean curves for the NAVGPs group (×) and the AVGPs group ( ), respectively. The estimates of errors are: mFDR I = 0.08, mFDR III = 0.02, and mFNDR = 0.22.
Using different values of ∆ in (2) makes the method very flexible. Figure 7 presents the results with ∆ = 1 and ∆ = 100. The estimated mFDR I , mFDR III and mFNDR are also calculated and presented. The former indicates there are two significant areas: one from age 6 to 9.2 and the other from 9.6 to 10.6. Consequently, with a smaller ∆ mFNDR increases, i.e.
there could exist 44% of areas, among declared non-significant areas, that the mean difference of these two groups is larger than ∆ = 1. The results for ∆ = 100 imply that there is no detected significant area, while there would exist 30% of areas that the mean difference of two groups is larger than ∆ = 100 in whole age range [6, 13] . It is not surprising that there is no rejection at all when ∆ ≥ 100. This rather large number makes the result meaningless. In general, the choice of ∆ depends on a scientific question of interest. 
Delta=100
Figure 7: The significant and non-significant areas detected by the proposed procedure under mFDR I+III control at 0.10. Left (∆ = 1): aging from 6 to 9.2 and from 9.6 to 10.6, the NAVGPs have significantly higher BLC mean correct latency than AVGPs (δ(t) = 2), while they have non-significant differences at other ages (δ(t) = 0). The estimates of errors are: mFDR I = 0.01, mFDR III = 0.09, and mFNDR = 0.44; right (∆ = 100): there is no rejection which implies that no significant area is detected. The estimates of errors are: mFDR I = 0, mFDR III = 0, and mFNDR = 0.30.
Equivalence tests
A statistical hypothesis test is a decision rule to check whether the null hypothesis is justifiable given the observed data. We could reject the null hypothesis when there is strong evidence that it is wrong, but we could never prove it. Therefore, failure to reject H 0 (t) in (2) does not mean that the difference between mean functions of two curves Y 1 (t) and Y 2 (t) is no more than ∆ at time t. To demonstrate similarity rather than showing differences, we sometimes need to put the similarity hypothesis into the alternative. We might thus consider the multiple testing
where ∆ E is called equivalence margin that is typically chosen as a limit below which differences are practically meaningful, and we call the test (9) the equivalence testing for functional data.
Equivalence tests have gained increasing attention during the past two decades. The goal of an equivalence test is to establish practical equivalence, which is popular used in application areas such as medicine and biology. There are lots of procedures that have been proposed to conduct equivalence tests for scalar data. For example, Schuirmann (1987) proposed the two one-sided tests procedure for bioequivalence; Anderson and Hauck (1990) Recently, Fogarty and Small (2014) extended the equivalence testing framework to the functional regime. They considered an equivalence testing for overall mean difference. But they cannot test areas of the function domain with location parity. Therefore, it will be interesting to extend the proposed idea to equivalence testing (9).
Let z E (t) be the underlying state at time t. We set z E (t) = 1 or 2 if hypothesis at time t is the null 1 or 2 and z E (t) = 3 if hypothesis at time t is the alternative. Let δ E (t) ∈ {1, 2, 3} be a decision rule for the hypothesis (9) . Let R E k = {t ∈ T : δ E (t) = k} and V E jk = {t ∈ T : z E (t) = j, δ E (t) = k} for j, k = 1, 2, 3. Similar to directional two-sided test (2), there also exist three types of errors in equivalence testing (9) . Table 3 sums up the possible outcomes of multiple testing with two nulls. Then,
) are the sizes of areas corresponding to Type I, Type II and Type III errors, respectively, where L(·) is the Lebesgue measure on T . Hence, we define the marginal false discovery rate as mFDR E = E{L(N E 1 )}/E{L(R E 3 )}, the marginal false nondiscoveary rate for Type II error as mFNDR E II = E{L(N E 2 )}/E{L(R E 1 ∪ R E 2 )} and that for Type III error as mFNDR 
by using ∆ E = 140 is similar to the ones using test (2) with ∆ = 20 (see Figure 6 ). One reason might be the mFDR E (analogous to Type I error) controlled here is actually the mFNDR (analogous to Type II error) in the multiple testing (2) , and the mFNDR E II+III (analogous to the sum of Type II and III errors) minimized in the equivalence testing (9) is actually the mFDR I+III (analogous to the sum of Type I and III errors) in test (2) , which shows the clear differences between these two different types of test. As expected when ∆ E ≤ 100, there is no rejection. 
Discussion
In this paper we proposed a method based on large scale multiple testing to detect differences of the means of two curves. It can automatically detect the significant areas and at the same time control the directional error. By taking advantage of the functional nature of the data, we introduce a nonparametric Gaussian process regression model for simultaneous two-sided tests. We are thus able to make inference at any point in a continuum and derive a procedure which optimally controls directional false discovery rates. To make it workable in practice, an approximation procedure is proposed via a finite approximation strategy. We show that the proposed procedure controls directional false discovery rates at any specified level asymptotically.
Related to the topic discussed in this paper, some interesting problems are worth further development. Though simulation studies validate the good control ability of the proposed procedure over both Type I and directional errors, the estimation of the unknown model parameters may affect the power of the testing method. It is therefore important for us to discuss the asymptotic optimality of the data-driven procedure with estimated model parameters in a more systematic fashion. And this paper focuses mainly on the problem defined in one-dimensional domain. It will be interesting to extend the idea to more complicated case, such as the problem defined in two-or three-dimensional spatial domain, or in temporal-spatio domain. Gaussian process regression model can cope with problems with multidimensional covariates. This good feature makes such extension feasible. On the other side of the spectrum, Fogarty and Small (2014) considered an equivalence testing for overall mean difference with dynamic bands. To extend the equivalence testing (9) to a more general case with dynamic lower and upper equivalence bands is another interesting direction for future investigation.
which can be re-written as
Then, the posterior classification risk is
Therefore, the optimal decision rule δ (I+III) = {δ (I+III) (t) : t ∈ T } = argmin δ E{L(δ, z; λ)|D} is
which finishes the proof of Theorem 1(1). Similar arguments can be used to prove Theorem 1(2).
Proof of Theorem 2. Given an mFDR I+III level α, consider a decision rule δ = {δ(t) : t ∈ T } with mFDR I+III {δ} ≤ α. Let R be the expected rejection area for δ. Define Υ(t) = {min 1≤k≤2 P(z(t) = k | D) + P(z(t) = 0 | D)}/P(z(t) = 0 | D). Then, according to the definition of δ (I+III) , its corresponding expected rejection area is
Hence, R(λ) is decreasing with λ. In addition, it is easy to see that
Consequently, for a given expected rejection area R determined by δ, there exists a unique λ(R) such that the decision rule δ (I+III) has the same expected rejection area.
Further, for δ (I+III) , define TD δ (I+III) , FD δ (I+III) I and FD δ (I+III) III as the expected true discovery area, expected false discovery area related to Type I error and expected false discovery area related to Type III error, respectively. Then, we have
Similarly, let TD δ , FD δI and FD δIII be the expected true discovery area, expected false discovery area related to Type I error and expected false discovery area related to Type III error for δ, respectively. Then, it also holds
Then, the risk for δ and δ (I+III) is
P(z(t) = k)dL(t) + λ(FD ζI + FD ζIII ) − (TD ζ + FD ζIII ).
Since EL(z, δ (I+III) ) ≤ EL(z, δ), it implies that FD δ (I+III) I + FD 
To prove the procedure (5) (S 0 (t * i ) − S 0 (t))dL(t)]. Further, let S N k (t) = P(z N (t) = k | D), k = 0, 1, 2. Note that E|S N k (t) − S k (t)| = P(z N (t) = k, z(t) = k) + P(z(t) = k, z N (t) = k). Then, an application of Lemma 6.1 yields that 
Then, it is straightforward to know that 
