Recent Developments in the Theory of Lorentz Spaces and Weighted
  Inequalities by Carro, Maria J. et al.
ar
X
iv
:m
at
h/
00
10
01
0v
1 
 [m
ath
.C
A]
  2
 O
ct 
20
00
Recent Developments in the Theory of Lorentz
Spaces and Weighted Inequalities
Mar´ıa J. Carro Jose´ A. Raposo Javier Soria
February 1, 2008
Recent Developments in the Theory of Lorentz
Spaces and Weighted Inequalities
Mar´ıa J. Carro Jose´ A. Raposo Javier Soria
ADDRESS
Dept. Appl. Math. and Analysis
Gran Via 585
University of Barcelona
E-08071 Barcelona, SPAIN
E-MAIL: carro@mat.ub.es soria@mat.ub.es
MSC2000: 42B25 (26D10 26D15 46E30 47B38 47G10)
Keywords: Hardy operator, Hardy–Littlewood maximal function, Interpola-
tion, Lorentz spaces, Weighted inequalities.
This work has been partly supported by DGICYT PB97–0986 and CIRIT
1999SGR00061.
Per a la Beatriu
Contents
Foreword vii
Introduction 1
1 Boundedness of operators on characteristic functions and the
Hardy operator 3
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Boundedness on characteristic functions . . . . . . . . . . . . 4
1.3 The Hardy operator and the classes Bp . . . . . . . . . . . . . 13
2 Lorentz Spaces 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 ΛpX(w) spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Quasi-normed Lorentz spaces . . . . . . . . . . . . . . . . . . 30
2.3.1 Absolutely continuous norm . . . . . . . . . . . . . . . 31
2.3.2 Density of the simple functions and L∞ . . . . . . . . . 34
2.4 Duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Normability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.6 Interpolation of operators . . . . . . . . . . . . . . . . . . . . 72
3 The Hardy-Littlewood maximal operator in weighted Lorentz
spaces 81
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2 Some general results . . . . . . . . . . . . . . . . . . . . . . . 83
3.3 Strong-type boundedness in the diagonal case . . . . . . . . . 89
3.4 Weak-type inequality . . . . . . . . . . . . . . . . . . . . . . . 96
3.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Bibliography 113
Index 117
v
Foreword
On September 4, 1998, Jose´ Antonio Raposo, the second named author,
died when he was only 39. He had just received his Ph.D. degree a few
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Introduction
The main objective of this work is to bring together two well known and, a
priori, unrelated theories dealing with weighted inequalities for the Hardy-
Littlewood maximal operator
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)| dy, x ∈ Rn.
For this, we consider the boundedness of M in the weighted Lorentz space
Λpu(w), introduced by G.G. Lorentz ([Lo2]) in 1951,
M : Λpu(w) −→ Λ
p
u(w). (1)
Two examples are historically relevant as a motivation: If w = 1, (1) corre-
sponds to the study of the boundedness
M : Lp(u) −→ Lp(u),
which was characterized by B. Muckenhoupt ([Mu]) in 1972, and the solution
is given by the so called Ap weights. The second case is when we take in (1)
u = 1. This is a more recent theory, and was completely solved by M.A. Arin˜o
and B. Muckenhoupt (see [AM2]) in 1991. It turns out that the boundedness
M : Λp(w) −→ Λp(w),
can be seen to be equivalent to the boundedness of the Hardy operator A
restricted to decreasing functions of Lp(w), since the nonincreasing rearrange-
ment of Mf is pointwise equivalent to Af ∗. The class of weights satisfying
this boundedness is known as Bp. Another results related to this problem
can be found in [Sa], [Ne1], [CS1], [CS2], [Stp1], [Stp2], and [HM].
Even though the Ap and Bp classes enjoy some similar features, they
come from very different theories, and so are the techniques used on each
case: Caldero´n–Zygmund decompositions and covering lemmas for Ap, rear-
rangement invariant properties and positive integral operators for Bp.
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It is our aim to give a unified version of these two theories. Contrary to
what one could expect, the solution is not given in terms of the limiting cases
above considered (i.e., u = 1 and w = 1), but in a rather more complicated
condition, which reflects the difficulty of estimating the distribution function
of the Hardy-Littlewood maximal operator with respect to general measures
(some previous results on this direction can be found in [CHK] and [HK], for
the particular case of the Lp,q(u) Lorentz spaces with a power weight w).
In order to carry out this program as a self-contained monograph, we
study in the first two chapters the main results needed for the rest of the
book. Hence, in Chapter 1 we consider the boundedness of integral operators
on monotone functions. The most important result is Theorem 1.2.11, where
we prove that under very general conditions, the boundedness is determined
by the action of the operator on some characteristic functions (see also [BPS]
and [CS2]). We then consider the main example in this context, namely the
Hardy operator, and introduce the Bp class.
In Chapter 2 we make an exhaustive study of the functional properties
of the Lorentz spaces over general measure spaces, and arbitrary weights.
In particular we consider the discrete case (sequence Lorentz spaces) where
we answer several open questions about normability and duality (see The-
orem 2.4.16). Some previous results were already proved (in the case w
decreasing) in [Al] and [AEP].
Finally, in Chapter 3 we consider the solution to (1), which is proved in
Theorem 3.3.5 (some sufficient conditions had been already obtained in [CS3]
and [Ne2]). We see that the characterization that we obtain is based upon
the so called p− ǫ condition, which is natural since both Ap and Bp enjoy this
property. However is worth noticing that there exist non-doubling weights
u for which M satisfies (1) for suitable weights w (see Theorem 3.3.10). We
also study the weak-type and the restricted weak-type version of (1).
As far as possible, we have always tried to give precise bibliographic
information about the results which were previously known, and also about
the techniques used in the proofs, although due to the big number of people
working in these theories, this a difficult task. We have also followed the
standard notation found in the main reference books (e.g., [BS], [BL], [GR],
[Ru], [Stn], [SW]).
Chapter 1
Boundedness of operators on
characteristic functions and the
Hardy operator
1.1 Introduction
This chapter includes general results on boundedness of operators on Lp such
as the Hardy operator
Af(t) =
1
t
∫ t
0
f(s) ds, t > 0, (1.1)
and the Hardy-Littlewood maximal operator
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)| dy, x ∈ Rn. (1.2)
The main result is Theorem 1.2.11 and its Corollaries 1.2.12 and 1.2.14
where it is proved that a great variety of operators satisfy that their bound-
edness is characterized by the restriction to characteristic functions.
In the third section, we study the Hardy operator, recalling some known
results that we shall use in the following chapters and including a detailed
study of the discrete Hardy operator,
Adf(n) =
1
n+ 1
n∑
k=0
f(k), n ∈ N. (1.3)
The following standard notations will be used very often: Letters such
as X or Y are always σ-finite measure spaces and M(X) (M+(X)) denotes
3
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the space of measurable (resp. measurable and nonnegative) functions on X.
The distribution function of f is
λf(t) = µ({x : |f(x)| > t}),
the nonincreasing rearrangement is
f ∗(t) = inf{s > 0 : λf (s) ≤ t},
and
f ∗∗(t) =
1
t
∫ t
0
f ∗(s) ds.
If f is a positive nonincreasing (nondecreasing) function we will write f ↓
(resp. f ↑). The space Lpdec (Lpinc) is the cone of all nonincreasing (resp.
nondecreasing) functions in Lp. Two positive quantities A and B, are said
to be equivalent (A ≈ B) if there exists a constant C > 1 (independent of
the essential parameters defining A and B) such that C−1A ≤ B ≤ CA. If
only B ≤ CA, we write B <
∼
A. The undetermined cases 0 · ∞, ∞
∞
, 0
0
, will
always be taken equal to 0.
1.2 Boundedness on characteristic functions
In this section we consider the problem of characterizing the boundedness of
T : (Lp0(X) ∩ L , ‖ · ‖p0) −→ L
p1(Y ), (1.4)
where L is a subclass of M(X) and T is an operator (usually linear or
sublinear). That is, we are interested in studying the inequality
‖Tf‖Lp1(Y ) ≤ C‖f‖Lp0(X), f ∈ L. (1.5)
In some cases inequality (1.5) holds for every f ∈ L if and only if it holds
on characteristic functions f = χA ∈ L. This happens (see [CS2] and [Stp1])
in the case L = Lp0dec(w0), X = (R
+, w0(t) dt) and Y = (R
+, w1(t) dt) in the
range of indices 0 < p0 ≤ 1, p0 ≤ p1 <∞ and operators of the type
Tf(r) =
∫ ∞
0
k(r, t)f(t) dt , r > 0, (1.6)
for positive kernels k. Using this, one can easily obtain a useful charac-
terization of (1.4). For example, in the previous case the condition on the
weights w0, w1 (nonnegative locally integrable functions in R
+) for which
T : Lp0dec(w0)→ L
p1(w1) (defined by (1.6)) is:(∫ ∞
0
( ∫ r
0
k(s, t) dt
)p1
w1(s) ds
)1/p1
≤ C
( ∫ r
0
w0(s) ds
)1/p0
, r > 0.
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The range 0 < p0 ≤ 1, p0 ≤ p1 <∞ is fundamental and, in fact, the previous
principle also works in other situations, as in the case of increasing functions
(see [Stp1])
T : Lp0
inc
(w0)→ L
p1(w1)
where T is as in (1.6).
As we shall see (Theorem 1.2.11) all this is a consequence of a general
principle that can be applied to a more general class of operators than those
of integral type and for a bigger class of functions that includes the monotone
functions.
We first need some definitions.
Definition 1.2.1 We say that ∅ 6= L ⊂M(X) is a regular class in X if, for
every f ∈ L,
(i) |αf | ∈ L, for every α ∈ R,
(ii) χ{|f |>t} ∈ L, for every t > 0, and
(iii) there exists a sequence of simple functions (fn)n ⊂ L such that 0 ≤
fn(x) ≤ fn+1(x)→ |f(x)| a.e. x ∈ X.
Example 1.2.2 (i) If X is an arbitrary measure space, every functional
lattice in X (i.e., a vector space L ⊂M(X) with g ∈ L if |g| ≤ |f |, f ∈ L)
with the Fatou property (see [BS]), is a regular class. In particular the
Lebesgue space Lp(X) and the Lorentz space Lp,q(X), 0 < p, q ≤ ∞ (see
(1.8)) are regular classes.
(ii) If C is a class formed by measurable sets in X containing the empty
set,
LC = {f ∈M(X) : {|f | > t} ∈ C, ∀t ≥ 0}
is a regular class in X. To see this we observe that the conditions (i) and
(ii) of Definition 1.2.1 are immediate to be checked while to prove (iii) we
observe that if 0 ≤ f ∈ LC , the simple functions
fn =
n2n−1∑
k=0
k2−nχ{k2−n<f≤(k+1)2−n} + nχ{f>n}, n = 1, 2, . . . ,
form an increasing sequence that converges pointwise to f , whose level sets
are also level sets of f and hence they belong to C.
(iii) If L is a regular class in X,
L∗ = {f ∗ : f ∈ L}
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is a regular class in R+.
(iv) In R+ the positive decreasing functions are a regular class and the
same holds for the increasing functions.
(v) In Rn radial functions, positive and decreasing radial functions, or
positive and increasing radial functions are also regular classes.
Definition 1.2.3 Let Y be a measure space, L a regular class and T : L→
M(Y ) an operator.
(i) T is sublinear if |T (α1f1+. . .+αnfn)(y)| ≤ |α1Tf1(y)|+. . .+|αnTfn(y)|
a.e. y ∈ Y , for every α1, . . . , αn ∈ R, and every f1, . . . , fn ∈ L such that
α1f1 + . . .+ αnfn ∈ L.
(ii) T is monotone if |Tf(y)| ≤ |Tg(y)| a.e. y ∈ Y , if |f(x)| ≤
|g(x)| a.e. x ∈ X, f, g ∈ L.
(iii) We say that T is order continuous if it is monotone and if for every
sequence (fn)n ⊂ L with 0 ≤ fn(x) ≤ fn+1(x) → f(x) ∈ L a.e. x ∈ X, we
have that limn |Tfn(y)| = |Tf(y)| a.e. y ∈ Y .
Remark 1.2.4 It is immediate that a sublinear and monotone operator sat-
isfies the following properties:
(i) T (0)(y) = 0 a.e. y ∈ Y ,
(ii) |T |f |(y)| = |Tf(y)| a.e. y ∈ Y, f ∈ L.
Remark 1.2.5 (i) Every maximal operator of the form
T ∗f(x) = sup
T∈B
|Tf(x)| , x ∈ X, f ∈ L,
is order continuous, where, for every x ∈ X, B is a set of order continuous
operators T .
(ii) In particular every integral operator Tf(r) =
∫ ∞
0
k(r, t)f(t) dt, r >
0, f ∈ L ⊂M+(R+) (with k : R+ × R+ → [0,∞)), is order continuous. For
example the Hardy operator (see (1.1)) and its conjugate
Qf(r) =
∫ ∞
r
f(t)
dt
t
.
(iii) Also the identity operator f 7→ f is obviously order continuous.
The following property of the sublinear and monotone operators will be
fundamental.
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Theorem 1.2.6 Let L ⊂ M(X) be a regular class and T : L → M(Y ) a
sublinear and monotone operator. Then, for every simple function f ∈ L,
|Tf(y)| ≤
∫ ∞
0
|Tχ{|f |>t}(y)| dt , a.e. y ∈ Y.
Proof. By Remark 1.2.4 (ii) we can assume f ≥ 0. Then,
f =
N∑
n=1
an χBn ,
with a1, a2, . . . , aN > 0 and (Bj)j is an increasing sequence of measurable
sets in X: B1 ⊂ B2 ⊂ . . . ⊂ BN . Set An =
∑N
j=n aj , n = 1, . . . , N,
AN+1 = 0 and note that {f > t} = ∅ if t ≥ A1 and {f > t} = Bn for
An+1 ≤ t < An , n = 1, . . . , N . In particular χBn is in L (by Definition 1.2.1
(ii)) and since T is sublinear, it follows that
|Tf(y)| ≤
N∑
n=1
an|TχBn(y)| , a.e. y ∈ Y. (1.7)
On the other hand Tχ∅(y) = 0 a.e. y ∈ Y (by Remark 1.2.4 (i)) and hence
∫ ∞
0
|Tχ{f>t}(y)| dt =
N∑
n=1
∫ An
An+1
|TχBn(y)| dt =
N∑
n=1
an|TχBn(y)| ,
since An−An+1 = an. The last expression coincides with the right hand side
of (1.7) and the theorem is proved. 
Remark 1.2.7 If the operator T is linear and positive (Tf ≥ 0 if f ≥ 0),
the inequality in the previous theorem is, in fact, an equality when f ≥ 0.
The following equality will be very much useful later on and it has been
proved by several authors. See, for example, [HM].
Lemma 1.2.8 If 0 < p ≤ 1,
sup
f↓
( ∫ ∞
0
f(t) dt
)p
∫ ∞
0
f p(t)tp−1 dt
= p .
We introduce now some new spaces which play an important role in this
theory, and make some important comments about its definition.
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Definition 1.2.9 If 0 < p, q <∞, we define the Lorentz space
Lp,q(X) =
{
f : ‖f‖Lp,q(X) =
( ∫ ∞
0
(t1/pf ∗(t))q
dt
t
)1/q
<∞
}
. (1.8)
If q = ∞ the space Lp,∞(X) is defined with the usual modification. When
the space X is clearly understood on the context, we will simply write ‖f‖p,q.
Remark 1.2.10 (i) If 1 ≤ q ≤ p, the functional ‖·‖p,q is a norm. In general,
it is only a quasi-norm (see [SW]).
(ii) In the case 1 < p < q ≤ ∞ we can define
‖f‖(p,q) =
( ∫ ∞
0
(t1/pf ∗∗(t))q
dt
t
)1/q
(with the usual modification if q = ∞) which is a norm (see [BS]) and it is
equivalent to the original quasi-norm:
‖f‖p,q ≤ ‖f‖(p,q) ≤
p
p− 1
‖f‖p,q, f ∈M(X). (1.9)
(iii) It is easy to show that ‖f‖p,q =
( ∫ ∞
0
(tλ
1/p
f (t))
q dt
t
)1/q
(see Proposi-
tion 2.2.5).
Let us state the main result of this section.
Theorem 1.2.11 Let L ⊂ M(X) be a regular class, T : L → M(Y ) an
order continuous sublinear operator and 0 < q0 ≤ 1, 0 < p0 <∞. Then
(a) If q0 ≤ q1 ≤ p1 <∞,
sup
f∈L
‖Tf‖Lp1,q1 (Y )
‖f‖Lp0,q0 (X)
= sup
χB∈L
‖TχB‖Lp1,q1 (Y )
‖χB‖Lp0,q0 (X)
.
(b) If q0 < p1 < q1 ≤ ∞,
sup
f∈L
‖Tf‖Lp1,q1 (Y )
‖f‖Lp0,q0 (X)
≤
(
p1
p1 − q0
)1/q0
sup
χB∈L
‖TχB‖Lp1,q1 (Y )
‖χB‖Lp0,q0 (X)
.
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Proof. Let
C = sup
χB∈L
‖TχB‖Lp1,q1 (Y )
‖χB‖Lp0,q0 (X)
.
We have to prove that ‖Tf‖Lp1,q1 (Y ) ≤ K C ‖f‖Lp0,q0 (X) for every f ∈ L with
K = 1 (in the case (a)) or K = (p1/(p1−q0))
1/q0 (case (b)). By Remark 1.2.4
(ii) we can assume f ≥ 0 and since there exists an increasing sequence of
positive simple functions (fn)n ⊂ L converging to f a.e., with
|Tfn(y)| ≤ |Tfn+1(y)| → |Tf(y)| a.e. y,
(Definitions 1.2.1 and 1.2.3), by the monotone convergence theorem, it is
enough to prove the previous inequality for (fn)n. That is, we can assume
that 0 ≤ f ∈ L is a simple function.
Let p = p1/q0, q = q1/q0. By Theorem 1.2.6 and Lemma 1.2.8,
‖Tf‖q0p1,q1 = ‖|Tf |
q0‖p,q ≤
∥∥∥∥ ∫ ∞
0
q0t
q0−1|Tχ{f>t}(·)|
q0 dt
∥∥∥∥
p,q
.
In the case (a), ‖ · ‖p,q is a norm and we obtain that
‖Tf‖q0p1,q1 ≤
∫ ∞
0
q0t
q0−1‖|Tχ{f>t}|
q0‖p,q dt.
In the case (b), ‖ · ‖(p,q) is a norm satisfying (1.9) and it follows that
‖Tf‖q0p1,q1 ≤
p
p− 1
∫ ∞
0
q0t
q0−1‖|Tχ{f>t}|
q0‖p,q dt
=
p1
p1 − q0
∫ ∞
0
q0t
q0−1‖|Tχ{f>t}|
q0‖p,q dt.
That is, in any case
‖Tf‖q0p1,q1 ≤ K
q0
∫ ∞
0
q0t
q0−1‖|Tχ{f>t}|
q0‖p,q dt
= Kq0
∫ ∞
0
q0t
q0−1‖Tχ{f>t}‖
q0
p1,q1
dt
≤ (KC)q0
∫ ∞
0
q0t
q0−1‖χ{f>t}‖
q0
p0,q0
dt
= (KC)q0
∫ ∞
0
p0t
q0−1(λf (t))
q0/p0 dt
= (KC)q0‖f‖q0p0,q0. 
Applying the previous result to the strong (i.e., diagonal) case T : Lp0 →
Lp1 we obtain:
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Corollary 1.2.12 Let L ⊂M(X) be a regular class and T : L→M(Y ) an
order continuous sublinear operator. If 0 < p0 ≤ 1, p0 ≤ p1 <∞ we have
sup
f∈L
‖Tf‖Lp1(Y )
‖f‖Lp0(X)
= sup
χB∈L
‖TχB‖Lp1 (Y )
‖χB‖Lp0(X)
.
Remark 1.2.13 The range of exponents p0, p1 in Corollary 1.2.12 is optimal.
To see this, observe:
(i) The result is not true if p0 > 1. A counterexample is the Hardy operator
A. Given 1 < p0 ≤ p1, a necessary and sufficient condition to have the
boundedness A : Lp0dec(w0)→ L
p1(w1) is (see [Sa]),
W
1/p1
1 (r) ≤ CW
1/p0
0 (r),( ∫ ∞
r
w1(t)
tp1
dt
)1/p1( ∫ r
0
(
W0(t)
t
)−p′0
w0(t) dt
)1/p′0
≤ C. (1.10)
It is easy to see that the condition
‖Aχ(0,r)‖Lp1 (w1) ≤ C ‖χ(0,r)‖Lp0 (w0), r > 0
obtained from Corollary 1.2.12 is equivalent to the inequalities
W
1/p1
1 (r) ≤ C1W
1/p0
0 (r), r > 0,(∫ ∞
r
(
r
t
)p1
w1(t) dt
)1/p1
≤ C1W
1/p0
0 (r), r > 0.
Observe that these two last inequalities are true for the weights w0(t) =
tp0−1 , w1(t) = t
p1−1χ(1,2)(t) while these weights do not satisfy (1.10).
(ii) The statement does not hold if p1 < p0. To see this, it is enough to
consider T = Id : Lp0dec(w0)→ L
p1(w1). Then,
sup
f↓
∫ ∞
0
f p1(t)w1(t) dt(∫ ∞
0
f p0(t)w0(t) dt
)p1/p0 = sup
g↓
∫ ∞
0
g(t)w1(t) dt( ∫ ∞
0
gp0/p1(t)w0(t) dt
)p1/p0 .
(1.11)
The last supremum is equivalent (c.f. [Sa]), up to multiplicative con-
stants depending only on p0/p1, to( ∫ ∞
0
(
W1(t)
W0(t)
)p1/(p0−p1)
w1(t) dt
)(p0−p1)/p0
. (1.12)
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On the other hand, if Corollary 1.2.12 were true in this case, (1.11)
would be equal to
sup
r>0
‖χ(0,r)‖Lp1(w1)
‖χ(0,r)‖Lp0(w0)
= sup
r>0
W
1/p1
1 (r)
W
1/p0
0 (r)
.
This last supremum is finite for the weights wi(t) = t
αi , i = 0, 1, if
(1 + α1)/p1 = (1 + α0)/p0 , α0, α1 > −1, while (1.12) is always infinite
in this case whatever α1, α2 are.
Considering the weak-type case T : Lp0 → Lp1,∞, we have as a conse-
quence of Theorem 1.2.11 the following statement.
Corollary 1.2.14 Let L ⊂M(X) be a regular class and let T : L→M(Y )
be an order continuous sublinear operator. If 0 < p0 ≤ 1, p0 < p1 <∞,
sup
f∈L
‖Tf‖Lp1,∞(Y )
‖f‖Lp0(X)
≤
(
p1
p1 − p0
)1/p0
sup
χB∈L
‖TχB‖Lp1,∞(Y )
‖χB‖Lp0(X)
.
Remark 1.2.15 The previous corollary is not true if p0 > 1, as can be seen
in the case
A : Lp0dec(w0) −→ L
p1,∞(w1). (1.13)
As was proved in [CS2] (see also [Ne1]), a necessary and sufficient condition
to have (1.13) is
( ∫ r
0
(
W0(t)
t
)−p′0
w0(t) dt
)1/p′0
W
1/p1
1 (r) ≤ Cr, r > 0, (1.14)
W
1/p1
1 (r) ≤ CW
1/p0
0 (r), r > 0,
that does not coincide with the condition
W
1/p1
1 (t)
t
≤ C
W
1/p0
0 (r)
r
, 0 < t < r <∞ ,
which can be obtained applying Corollary 1.2.14. For example, the two
weights in Remark 1.2.13 (iii.1) satisfy this last condition but not (1.14).
A consequence of Theorem 1.2.11 and the Marcinkiewicz interpolation
theorem is the following result on interpolation of operators of restricted
weak-type, which is a generalization of the well known Stein-Weiss theorem
(Theorem 3.15 in [SW] or Theorem 5.5 in [BS]).
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Theorem 1.2.16 Let 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, p0 6= p1, q0 6= q1
and let us assume that T : (Lp0,1 + Lp1,1)(X) → M(Y ) is a sublinear order
continuous operator satisfying
‖TχB‖q0,∞ ≤ C0‖χB‖p0,1, B ⊂ X,
‖TχB‖q1,∞ ≤ C1‖χB‖p1,1, B ⊂ X.
Then
T : Lp,r(X) −→ Lq,r(Y ), 0 < r ≤ ∞,
if
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
, 0 < θ < 1.
Proof. Since Ls,t0 ⊂ Ls,t1 if t0 < t1, there exist indices r0, r1 ∈ (0, 1) with
ri < qi, i = 0, 1 and such that
‖TχB‖qi,∞ ≤ Ci‖χB‖pi,ri, B ⊂ X, i = 0, 1.
Theorem 1.2.11 tells us that the previous inequality holds for every function
f ∈ Lpi,ri and the result follows from the general Marcinkiewicz interpolation
theorem (Theorem 5.3.2 in [BL]). 
Remark 1.2.17 (i) The norm of a characteristic function in Lp,q does not
depend (up to constants) on q. Therefore, the previous theorem remains true
if we substitute the original spaces Lpi,1 by Lpi,ri with 0 < ri ≤ ∞, i = 0, 1.
(ii) In the classical result of Stein-Weiss mentioned above, the previous
result is proved for a more restricted set of indices:
1 ≤ p0, p1 <∞, 1 ≤ q0, q1 ≤ ∞.
(iii) Corollary 1.2.12 can be also generalized to consider the case of two
operators. The following result gives such extension (the proof is similar to
the one given in Corollary 1.2.12, and it is also based upon some ideas found
in [BPS]).
Theorem 1.2.18 Let L ⊂ M(X) be a regular class, and let Ti : L −→
M(Yi), i = 0, 1 be two order continuous operators. Assume that T0 is positive
and linear and T1 is sublinear. Then, for each of the following cases:
(a) 0 < p0 ≤ 1 ≤ p1 <∞,
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(b) T1 = Id, 1 ≤ p1 <∞, 0 < p0 ≤ p1,
(c) T0 = Id, 0 < p0 ≤ 1, p0 ≤ p1 <∞,
(d) T0 = T1, 0 < p0 ≤ p1 <∞,
we have that
sup
f∈L
‖T1f‖Lp1(Y1)
‖T0f‖Lp0(Y0)
= sup
χB∈L
‖T1χB‖Lp1 (Y1)
‖T0χB‖Lp0 (Y0)
.
1.3 The Hardy operator and the classes Bp
The Hardy operator A defined in (1.1) will play a fundamental role in the
following chapters. In particular we shall be interested in the boundedness
A : Lp0dec(w0) −→ L
p1(w1) (1.15)
and, also,
A : Lp0
dec
(w0) −→ L
p1,∞(w1). (1.16)
The diagonal case A : Lpdec(w) → Lp(w) , p > 1 was solved by Arin˜o and
Muckenhoupt in [AM1]. The condition on the weight w is known as Bp.
This motivates the following definition.
Definition 1.3.1 We write w ∈ Bp if
A : Lp
dec
(w) −→ Lp(w),
and w ∈ Bp,∞ if
A : Lpdec(w) −→ L
p,∞(w).
Analogously we write (w0, w1) ∈ Bp0,p1 if the boundedness (1.15) holds and
we say that (w0, w1) ∈ Bp0,p1,∞ if (1.16) holds.
Remark 1.3.2 Since Lp(w) ⊂ Lp,∞(w) we have that
Bp0,p1 ⊂ Bp0,p1,∞, 0 < p0, p1 <∞.
In particular Bp ⊂ Bp,∞, 0 < p <∞.
The characterization of the weights satisfying (1.16) is obtained applying
directly Theorem 3.3 in [CS2]:
Theorem 1.3.3 Let 0 < p1 <∞. Then,
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(a) If p0 > 1 the following conditions are equivalent:
(i) (w0, w1) ∈ Bp0,p1,∞,
(ii)
( ∫ r
0
(
W0(t)
t
)1−p′0
dt
)1/p′0
W
1/p1
1 (r) ≤ Cr, r > 0,
(iii)
( ∫ r
0
(
W0(t)
t
)−p′0
w0(t) dt
)1/p′0
W
1/p1
1 (r) ≤ Cr,
W
1/p1
1 (r) ≤ CW
1/p0
0 (r), r > 0.
(b) If p0 ≤ 1 the following conditions are equivalent:
(i) (w0, w1) ∈ Bp0,p1,∞,
(ii)
W
1/p1
1 (r)
r
≤ C
W
1/p0
0 (t)
t
, 0 < t < r.
The strong boundedness A : Lp0dec(w0) → L
p1(w1) is not so easy and,
in fact, the case 0 < p1 < p0 < 1 is still open. The result that follows
characterizes the classes Bp. The proof of (i) ⇔ (ii) can be found in [AM1]
(case p ≥ 1) and it is a consequence of Corollary 1.2.12 in the case p < 1.
The equivalences with (iii) and (iv) are proved in [So].
Theorem 1.3.4 (Arin˜o-Muckenhoupt, J. Soria) For 0 < p <∞ the follow-
ing statements are equivalent:
(i) w ∈ Bp.
(ii)
∫ ∞
r
(
r
t
)p
w(t) dt ≤ C
∫ r
0
w, r > 0.
(iii)
∫ r
0
tp−1
W (t)
dt ≤ C
rp
W (r)
, r > 0.
(iv)
∫ r
0
1
W 1/p(t)
dt ≤ C
r
W 1/p(r)
, r > 0.
The classes Bp0,p1 with p0 ≤ 1, p0 ≤ p1 can be characterized using Corol-
lary 1.2.12 (see also [CS2]). The case p1, p0 > 1 was solved by Sawyer ([Sa]).
Stepanov ([Stp2]) solved the case 0 < p1 ≤ 1 < p0 and Sinnamon and
Stepanov ([SS]) solved the case 0 < p1 < 1 = p0.
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We shall also be interested in the boundedness of the discrete Hardy
operator Ad acting on sequences f = (f(n))n≥0 in the form
Adf(n) =
1
n+ 1
n∑
k=0
f(k), n = 0, 1, 2, . . .
In the next chapter, it will be very much useful to know the boundedness of
Ad : ℓ
p
dec
(w) −→ ℓp,∞(w), (1.17)
and also,
Ad : ℓ
p,∞
dec (w) −→ ℓ
p,∞(w), (1.18)
where w = (w(n))n is a weight in N
∗, that is, a sequence of positive numbers,
and ℓp(w) is the Lebesgue space Lp in N∗, with measure
∑
n w(n)δ{n}, that
is,
ℓp(w) =
{
f = (f(n))n ⊂ C : ‖f‖ℓp(w) =
( ∞∑
n=0
|f(n)|pw(n)
)1/p
<∞
}
.
ℓpdec(w) is the class of positive and decreasing sequences f (we shall use the
notation f ↓) in ℓp(w) while ℓp,∞(w) is the weak version of ℓp(w) and it is
defined by the semi-norm
‖f‖ℓp,∞(w) = sup
t>0
t1/pf ∗w(t),
where f ∗w is the decreasing rearrangement of f = (f(n))n in the measure
space (N∗,
∑
nw(n)δ{n}). Similarly as was done in R
+, for each weight w
(resp. w0, u, . . .) in N
∗ we denote by W (resp. W0, U, . . .) the sequence,
W (n) =
n∑
k=0
w(k), n = 0, 1, 2, . . . (1.19)
With this notation, it can be easily seen that
‖f‖ℓp,∞(w) = sup
n≥0
W 1/p(n)f(n), f ↓ . (1.20)
It is now the moment to recall an important result due to E. Sawyer which
will be used several times in what follows. The original proof can be seen in
[Sa] and other proofs in [CS2] and [Stp2].
Theorem 1.3.5 If 1 < p <∞ we have that
sup
f↓
‖f‖L1(w1)
‖f‖Lp(w0)
≈
( ∫ ∞
0
(
W1(t)
W0(t)
)p′−1
w1(t) dt
)1/p′
≈
( ∫ ∞
0
(
W1(t)
W0(t)
)p′
w0(t) dt
)1/p′
+
W1(∞)
W
1/p
0 (∞)
.
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Let us now formulate a discrete version of the above result.
Theorem 1.3.6 Let w = (w(n))n, v = (v(n))n be weights in N
∗ and let
S = sup
f↓
∑∞
n=0 f(n)v(n)
(
∑∞
n=0 f(n)
pw(n))1/p
.
Then,
(i) If 0 < p ≤ 1,
S = sup
n≥0
V (n)
W 1/p(n)
,
with W defined by (1.19) and V analogously.
(ii) If 1 < p <∞,
S ≈
(∫ ∞
0
(
V˜ (t)
W˜ (t)
)p′−1
v˜(t) dt
)1/p′
≈
(∫ ∞
0
(
V˜ (t)
W˜ (t)
)p′
w˜(t) dt
)1/p′
+
V˜ (∞)
W˜ 1/p(∞)
,
where v˜ is the weight in R+ defined by
v˜ =
∞∑
n=0
v(n)χ[n,n+1)
and V˜ (t) =
∫ t
0
v˜(s) ds and analogously for w˜ and W˜ .
Moreover, the constants implicit in the symbol ≈ only depend on p.
Proof. (i) is obtained applying Corollary 1.2.12 with p1 = 1, p0 = p, X =
Y = N∗, T = Id to the regular class L of decreasing sequences in N∗.
(ii) can be deduced from Theorem 1.3.5 observing that
S = sup
f˜↓
∫ ∞
0
f˜(t)v˜(t) dt( ∫ ∞
0
f˜ p(t)w˜(t) dt
)1/p . (1.21)
To see this, note that if f = (f(n))n is a decreasing sequence in N
∗ and we
define f˜ =
∑∞
n=0 f(n)χ[n,n+1) ∈Mdec(R
+), it is obvious that
∞∑
n=0
f(n)v(n)
( ∞∑
n=0
f(n)pw(n)
)1/p =
∫ ∞
0
f˜(t)v˜(t) dt( ∫ ∞
0
f˜ p(t)w˜(t) dt
)1/p .
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Therefore S is less than or equal to the second member in (1.21). On the other
hand, if g ≥ 0 is a decreasing function in R+ and we define the decreasing
sequence f(n) = (
∫ n+1
n g
p(s) ds)1/p, n = 0, 1, . . ., we obtain∫ ∞
0
gp(t)w˜(t) dt =
∑
n
f(n)pw(n),
while by Ho¨lder’s inequality∫ ∞
0
g(t)v˜(t) dt =
∑
n
v(n)
∫ n+1
n
g(t) dt
≤
∑
n
v(n)
(∫ n+1
n
gp(t) dt
)1/p
=
∑
n
v(n)f(n).
Hence, ∫ ∞
0
g(t)v˜(t) dt( ∫ ∞
0
gp(t)w˜(t) dt
)1/p ≤
∞∑
n=0
f(n)v(n)
( ∞∑
n=0
f(n)pw(n)
)1/p ≤ S.
Thus (1.21) is proved and (ii) follows by applying Theorem 1.3.5. 
The following result characterizes the boundedness (1.17).
Theorem 1.3.7
(a) If 0 < p ≤ 1 we have that Ad : ℓ
p
dec(w) −→ ℓp,∞(w) if and only if
W 1/p(n)
n+ 1
≤ C
W 1/p(m)
m+ 1
, 0 ≤ m ≤ n. (1.22)
(b) If 1 < p <∞ the following statements are equivalent:
(i) Ad : ℓ
p
dec(w) −→ ℓp,∞(w),
(ii) w˜ =
∑∞
n=0w(n)χ[n,n+1) ∈ Bp,
(iii)
∑n
k=0
1
W 1/p(k)
≤ C n+1
W 1/p(n)
, n = 0, 1, 2, . . .
Proof. The boundedness of Ad : ℓ
p
dec(w) −→ ℓp,∞(w) is equivalent (c.f.
(1.20)) to the inequality
W 1/p(n)Adf(n) ≤ C‖f‖ℓp(w), f ↓, n = 0, 1, 2, . . .
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Equivalently
W 1/p(n)
n+ 1
sup
f↓
∑n
k=0 f(k)
(
∑∞
k=0 f(k)
pw(k))1/p
≤ C. (1.23)
Hence, (a) is obtained applying Theorem 1.3.6 (i). Also observe that
the condition (1.22) is obtained applying (1.23) to sequences of the form
f = (1, 1, 1, . . . , 1, 0, 0, . . .) (characteristic functions in N∗) and thus it is also
necessary in the case p > 1.
To prove (b), that is the case p > 1, we note, as we already did in
Theorem 1.3.6, that the discrete supremum in (1.23) can be substituted by
a supremum on decreasing functions in R+ with weights χ(0,n+1) and w˜:
sup
g↓
∫ n+1
0
g(t) dt(∫ ∞
0
gp(t)w˜(t) dt
)1/p .
Therefore (1.23) is equivalent to
W˜ 1/p(n+ 1)Ag(n+ 1) ≤ C‖g‖Lp(w˜), g ↓, n = 0, 1, 2, . . .
In fact the previous inequality is true (with constant 2C) substituting n+ 1
by any value t > 0. To see this, if 0 < t < 1,
W˜ 1/p(t)Ag(t) = (w(0)t)1/p t−1
∫ t
0
g(s) ds
≤ (w(0)t)1/p t−1
( ∫ t
0
gp(s) ds
)1/p
t1/p
′
≤
( ∫ t
0
gp(s)w˜(s) ds
)1/p
≤ ‖g‖Lp(w˜),
and if t ∈ [n, n+ 1), n ≥ 1, we obtain, using (1.22),
W˜ 1/p(t)Ag(t) ≤ W˜ 1/p(n+ 1)Ag(n) ≤ 2CW˜ 1/p(n)Ag(n) ≤ ‖g‖Lp(w˜).
Summarizing, in the case p > 1 the boundedness of Ad : ℓ
p
dec(w) −→ ℓp,∞(w)
is equivalent to the inequality
W˜ 1/p(t)Ag(t) ≤ C‖g‖Lp(w˜), t > 0,
which holds for every function g ↓ in R+. But this means that we have the
boundedness of the continuous Hardy operator
A : Lp
dec
(w˜) −→ Lp,∞(w˜),
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which is equivalent (Definition 1.3.1) to w˜ ∈ Bp,∞ = Bp (the classes Bp and
Bp,∞ coincide if p > 1, see [Ne1]). We have then proved the equivalence
(i) and (ii). To see the equivalence with (iii) let us first observe that this
condition also implies (1.22) since if m ≤ n,
m+ 1
W 1/p(m)
≤
m∑
k=0
1
W 1/p(k)
≤
n∑
k=0
1
W 1/p(k)
and by (iii), the last expression is bounded above by C(n + 1)/W 1/p(n).
Hence, in the proof of (ii)⇔(iii) we can assume that (1.22) holds. With
this (and taking into account the definition of w˜) it is immediate to show
the equivalence between the condition w˜ ∈ Bp (that is (ii)), that by Theo-
rem 1.3.4 (iv) is ∫ r
0
1
W˜ 1/p(t)
dt ≤ C
r
W˜ 1/p(r)
, r > 0,
and condition (iii):
n∑
k=0
1
W 1/p(k)
≤ C
n+ 1
W 1/p(n)
, n = 0, 1, 2, . . .
It is enough to discretize the integral and to note that∫ n+1
n
1
W˜ 1/p(t)
dt ≈
1
W 1/p(n)
, n = 0, 1, 2, . . . 
The characterization of the boundedness (1.18) can be seen very easily
and it is equivalent to the condition (b)(iii) of the previous theorem.
Theorem 1.3.8 For 0 < p <∞ we have that
Ad : ℓ
p,∞
dec
(w) −→ ℓp,∞(w)
if and only if
n∑
k=0
1
W 1/p(k)
≤ C
n+ 1
W 1/p(n)
, n = 0, 1, 2, . . .
Proof. The boundedness in the statement is equivalent to the inequality
‖Adf‖ℓp,∞(w) ≤ C, f ↓, ‖f‖ℓp,∞(w) ≤ 1. (1.24)
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Now, if f is decreasing ‖f‖ℓp,∞(w) = supnW
1/p(n)f(n) (cf. (1.20)) and
‖f‖ℓp,∞(w) ≤ 1 implies f(n) ≤ W
−1/p(n), for every n. On the other hand
the sequence W−1/p is decreasing and with norm 1. Therefore f = W−1/p is
the sequence that attains the maximum in the left hand side of (1.24) and
the characterization will be
‖AdW
−1/p‖ℓp,∞(w) = C <∞.
Taking into account that AdW
−1/p is decreasing and (1.20) for the norm in
ℓp,∞(w) of such sequences, we obtain the condition of the statement. 
Corollary 1.3.9 If 1 < p <∞ the following conditions are equivalent:
(i) w˜ =
∑∞
n=0w(n)χ[n,n+1) ∈ Bp,
(ii)
∑n
k=0
1
W 1/p(k)
≤ C n+1
W 1/p(n)
, n = 0, 1, 2, . . . ,
(iii) Ad : ℓ
p
dec(w) −→ ℓp,∞(w),
(iv) Ad : ℓ
p,∞
dec (w) −→ ℓp,∞(w),
(v) Ad : ℓ
p
dec(w) −→ ℓp(w).
Proof. The first four equivalences are a consequence of the two previous
theorems. On the other hand, (v) implies (iii) and (i) implies
A : Lp
dec
(w˜) −→ Lp(w˜).
It is immediate to check that this boundedness of the Hardy operator in R+
implies the corresponding boundedness for the discrete Hardy operator Ad,
that is (v). 
Chapter 2
Lorentz Spaces
2.1 Introduction
If (X,µ) is a measure space, w is a weight in R+ (see Definition 2.1.1 below)
and 0 < p < ∞, the Lorentz space ΛpX(w) is defined as the class of all
measurable functions f in X for which
‖f‖ΛpX(w)
def.
=
(∫ ∞
0
(f ∗(t))pw(t) dt
)1/p
<∞, (2.1)
where f ∗ is the nonincreasing rearrangement of f with respect to µ. These
spaces were first introduced by G.G. Lorentz in [Lo2] for the case X = (0, 1).
By choosing w properly, one obtains the spaces Lp,q defined in (1.8). As we
shall see, we also have a weak-type version denoted by Λp,∞X (w).
In this chapter we are going to consider the study of analytical properties
of these function spaces, giving a complete description of some previously
known partial results. Already in the work of Lorentz ([Lo2]) there exists
a characterization of when (2.1) defines a norm. Later, A. Haaker ([Ha])
extends this result to the case of X = R+ and w /∈ L1, and considers also the
existence of a dual space. E. Sawyer ([Sa]) gives several equivalent conditions
on w so that Λp
Rn
(w) is a Banach space, when p > 1, and M.J. Carro, A.
Garc´ıa del Amo, and J. Soria ([CGS]) study the normability in the case
p ≥ 1 and X is a nonatomic space. For these same conditions, J. Soria ([So])
characterizes the normability of the weak-type Lorentz spaces. We present a
throughout account of all these properties in the general setting of resonant
spaces, allowing us to also consider the discrete case X = N and the sequence
spaces ℓp. These discrete spaces (which are also known as d(w, p)) had been
previously studied for decreasing weights w (and hence ‖ · ‖Λp(w) is always a
norm if p ≥ 1). Here we will consider general weights and also the weak-type
spaces d∞(w, p).
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This chapter is divided into several sections. After the definition and
first properties of section 2.2 we consider in section 2.3 the quasi-normed
Lorentz spaces (for which only minimal assumptions on the monotonicity of
the primitive of w are required). Density properties for simple functions and
absolute continuity of the quasi-norm are also considered. Section 2.4 is the
largest and we study the duality results. In particular we characterize when
Λ∗ = Λ′ and when these are the trivial space. In section 2.5 we give necessary
and sufficient conditions to have that the Lorentz spaces are Banach spaces.
Finally in section 2.6 we study interpolation properties and the boundedness
of certain operators.
We fix now the main definitions and notations used in what follows.
Definition 2.1.1 We denote by R+ = (0,∞). The letters w, w˜, w0, ..., are
used for weight functions in R+ (nonnegative locally integrable functions in
R+). For a given weight w we write W (r) =
∫ r
0
w(t) dt <∞, 0 ≤ r <∞.
If (X,µ) is a measure space, f ∈ M(X), we denote the distribution
function and the nonincreasing rearrangement of f as λf(t) and f
∗(t), and if
the measure dµ(t) = w(t) dt, we will write λwf and f
∗
w to show the dependence
on the weight w.
If (X,µ) = (Rm, w(t)dt) we write Lp,q(w) instead of Lp,q(X).
2.2 ΛpX(w) spaces
In this section (X,µ) denotes, except if otherwise mentioned, a general mea-
sure space.
Definition 2.2.1 Let w be a weight in R+. For 0 < p < ∞ we define the
functional ‖ · ‖ΛpX(w) :M(X)→ [0,∞] as
‖f‖ΛpX(w) =
( ∫ ∞
0
(f ∗(t))pw(t) dt
)1/p
, f ∈ M(X).
The Lorentz space Λp(w) = ΛpX(w) is the class
ΛpX(w) = {f ∈M(X) : ‖f‖ΛpX(w) <∞}.
Observe that ‖f‖ΛpX(w) = ‖f
∗‖Lp(w). This allows us to extend the previous
definition. For 0 < p, q ≤ ∞ set
Λp,qX (w) = {f ∈M(X) : ‖f‖Λp,qX (w) = ‖f
∗‖Lp,q(w) <∞}.
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From now on, the notation ΛpX(w) or Λ
p,q
X (w) without any reference to
w, means that w is a weight in R+ not identically zero on (0, µ(X)). The
symbol Λ will denote any of the spaces previously defined. Sometimes we
will write Λp as a shorthand for ΛpX(w) if X and w are clearly determined.
Similarly Λ(w),ΛX,Λ
p(w), etc. Observe that Λ∞,q = {0} if 0 < q <∞.
These spaces were introduced by Lorentz in [Lo1] and [Lo2] for the case
X = (0, l) ⊂ R+. They are invariant under rearrangement and generalize the
Lp Lebesgue spaces and Lp,q (see Examples 2.2.3(i) and 2.2.3(ii)). The spaces
Λp(w) we have defined are usually called the “classical” Lorentz spaces to
distinguish them from Lp,q.
Remark 2.2.2 (i) f ∗(t) = 0 if t ≥ µ(X). Hence, the behavior of the weight
w in [µ(X),∞) is irrelevant. We will assume, without loss of generality, that
the weight w vanishes in [µ(X),∞) if µ(X) <∞. Observe that, in this way,
we have that w ∈ L1(R+) if µ(X) <∞.
(ii) If w /∈ L1(R+) then limt→∞ f
∗(t) = 0 if f ∈ Λp,q(w) (p <∞).
(iii) Simple functions with finite support are in Λp,q(w). If w ∈ L1 then
L∞ ⊂ Λp,q(w) and every simple function is in Λp,q(w).
(iv) Observe that Λp,p(w) = Λp(w), 0 < p ≤ ∞.
Example 2.2.3 (i) In the case w = 1 we have, for 0 < p, q ≤ ∞, Λp,qX (1) =
Lp,q(X). Here W (t) = t, t ≥ 0.
(ii) If 0 < p, q < ∞, ΛqX(t
q/p−1) = Lp,q(X) with equality of “norms”. In
this case W (t) = p
q
tq/p, t ≥ 0.
(iii) If w = χ(0,1), the space Λ
1
X(w) = Λ
1
X(χ(0,1)) contains L
∞(X) and
W (t) = t, 0 ≤ t < 1. In this case the functional ‖ · ‖Λ1 is a norm and the
space is a “Banach function space” (see Definition 2.4.3).
(iv) If X = N∗ = {0, 1, 2, . . .} and we consider the counting measure, then
measurable functions in X are sequences f = (f(n))n≥0 ⊂ C and
‖f‖ΛpX(w) =
( ∞∑
n=0
(f ∗(n))pΩn
)1/p
,
where for each n = 0, 1, 2, . . . , Ωn =
∫ n+1
n
w(s) ds = W (n+1)−W (n). Thus,
ΛpX(w) depends only on the sequence of positive numbers Ω = (Ωn)
∞
n=0 and
it is usually denoted as d(Ω, p). In the weak-type case,
‖f‖Λp,∞
X
(w) = sup
n≥0
( n∑
k=0
Ωk
)1/p
f ∗(n),
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and we will use the symbol d∞(Ω, p) to denote Λp,∞X (w). Given d(Ω, p) or
d∞(Ω, p) we will assume that Ω is always a sequence of positive numbers.
It is clear that both d(Ω, p) and d∞(Ω, p) are always contained in ℓ∞(N∗)
and if Ω ∈ ℓ1(N∗) we have in fact that d(Ω, p) = d∞(Ω, p) = ℓ∞(N∗) (with
equivalent norms). The only interesting case is hence Ω /∈ ℓ1(N∗). In this
case, the space is contained in c0(N
∗), the space of sequences that converge
to 0 and, for each f ∈ d(Ω, p) (f ∈ d∞(Ω, p)), (f ∗(n))n≥0 is the nonincreasing
rearrangement of the sequence (f(n))n≥0.
If the sequence Ω = (Ωn)n of the previous example is decreasing and
p ≥ 1, d(Ω, p) is a Banach space. This case has been studied by several
authors ([Ga], [CH], [Al], [Po], [NO], [AM2], etc.). The case Ω increasing is
considered in [AEP]. We will assume no a priori conditions on Ω.
The following lemma (see [CS1]) will be very useful.
Lemma 2.2.4 Let 0 < p < ∞ and v ≥ 0 be a measurable function in R+.
Let V (r) =
∫ r
0
v(s) ds, 0 ≤ r < ∞. Then, for every decreasing function f
we have that ∫ ∞
0
f p(s)v(s) ds =
∫ ∞
0
ptp−1V (λf (t)) dt.
The following result gives several equivalent expressions for the functional
‖ · ‖Λp,q
X
(w). In particular, we see that it only depends on W .
Proposition 2.2.5 For 0 < p, q <∞ and f measurable in X,
(i) ‖f‖Λp,q
X
(w) =
( ∫ ∞
0
ptq−1W q/p(λf(t)) dt
)1/q
,
(ii) ‖f‖ΛpX(w) =
( ∫ ∞
0
ptp−1W (λf(t)) dt
)1/p
,
(iii) ‖f‖Λp,∞X (w) = supt>0 tW
1/p(λf(t)) = supt>0 f
∗(t)W 1/p(t).
Proof.
(i) Since every function and its decreasing rearrangement have the same
distribution function (see [BS]) we have that,
W (λf(t)) = W (λf∗(t)) =
∫ λf∗(t)
0
w(s) ds =
∫
{f∗>t}
w(s) ds = λwf∗(t).
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By Lemma 2.2.4 and since λwf∗ = (f
∗)∗w, we obtain that
( ∫ ∞
0
ptq−1W q/p(λf(t)) dt
)1/q
=
( ∫ ∞
0
ptq−1(λwf∗(t))
q/p dt
)1/q
=
( ∫ ∞
0
tq/p−1
∫ (f∗)∗w(t)
0
qsq−1 ds dt
)1/q
=
( ∫ ∞
0
((f ∗)∗w(t))
qtq/p−1 dt
)1/q
= ‖f‖Λp,q
X
(w).
(ii) It is an immediate consequence of (i).
(iii) For the first inequality we observe that
‖f‖Λp,∞
X
(w) = ‖f
∗‖Lp,∞(w) = sup
t>0
t(λwf∗(t))
1/p = sup
t>0
tW 1/p(λf(t)).
The second inequality for characteristic functions is trivial and, by mono-
tonicity, the general case follows. 
Remark 2.2.6 (i) If we compare 2.2.5 (i) and 2.2.5 (ii) we see that, for
q < ∞, ‖f‖Λp,qX (w) = ‖f‖Λ
q
X(w˜)
where w˜(t) = W q/p−1(t)w(t), 0 < t < µ(X).
Therefore, every Lorentz space as defined here reduces to ΛpX(w) and its weak
version Λp,∞X (w).
(ii) From 2.2.5 (iii), we deduce that Λp,∞X (w) = Λ
q,∞
X ((q/p)w˜) for 0 <
p, q <∞.
For the spaces Lp,∞(X) it is known that the quasi-norm ‖f‖p,∞ is, for
every q < p, equivalent to the functional
sup
E⊂X
‖fχE‖q µ(E)
1/p−1/q.
This is the so-called Kolmogorov condition (see e.g. [GR]). An analogous
version for Λp,∞(w) also holds.
Proposition 2.2.7 If 0 < q < p <∞ and f ∈ M(X),
‖f‖Λp,∞X (w) ≤ sup
E⊂X
‖fχE‖Λq
X
(w)W (µ(E))
1/p−1/q ≤
(
p
p− q
)1/q
‖f‖Λp,∞X (w),
where the supremum is taken over all measurable sets E ⊂ X.
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Proof. Let
S = sup
E⊂X
‖fχE‖ΛqX(w)
W (µ(E))1/p−1/q.
To show the first inequality, let E = {|f | > t}, t > 0. Then,
S ≥ ‖fχE‖Λq
X
(w)W (µ(E))
1/p−1/q
=
(∫ ∞
0
((fχE)
∗(s))qw(s) ds
)1/q
W (µ(E))1/p−1/q
≥
(
tq
∫ µ(E)
0
w(s) ds
)1/q
W (µ(E))1/p−1/q
= tW (µ(E))1/p = tW (λf (t))
1/p,
and taking the supremum in t > 0 we get ‖f‖Λp,∞X (w) ≤ S (c.f. 2.2.5 (iii)).
To prove the second inequality, for each f ∈ M(X), E ⊂ X, let a =
‖f‖Λp,∞X (w)W (µ(E))
−1/p. Then, by 2.2.5 (iii),
‖fχE‖
q
Λq
X
(w) =
∫ ∞
0
qtq−1W (λfχE(t)) dt
=
∫ a
0
qtq−1W (λfχE(t)) dt+
∫ ∞
a
qtq−1W (λfχE(t)) dt
≤ W (µ(E))
∫ a
0
qtq−1 dt+
∫ ∞
a
qtq−1
‖f‖pΛp,∞
X
(w)
tp
dt
=
p
p− q
‖f‖qΛp,∞X (w)
W (µ(E))1−q/p.
Hence,
‖fχE‖Λq
X
(w)W (µ(E))
1/p−1/q ≤
(
p
p− q
)1/q
‖f‖Λp,∞X (w). 
In the following proposition we state some elementary properties for these
spaces (see [BS]).
Proposition 2.2.8 For 0 < p, q ≤ ∞ and f, g, fk, k ≥ 1, measurable func-
tions in X, we have that:
(i) |f | ≤ |g| ⇒ ‖f‖Λp,qX (w) ≤ ‖g‖Λ
p,q
X (w)
,
(ii) ‖tf‖Λp,qX (w) = |t|‖f‖Λ
p,q
X (w)
, t ∈ C,
(iii) 0 ≤ fk ≤ fk+1−→
k
f a.e. ⇒ ‖fk‖Λp,q
X
(w)−→
k
‖f‖Λp,q
X
(w),
(iv) ‖ lim infk |fk|‖Λp,qX (w)
≤ lim infk ‖fk‖Λp,q
X
(w),
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(v) Λp,q0X (w) ⊂ Λ
p,q1
X (w) continuously, 0 < q0 ≤ q1 ≤ ∞,
(vi) If W (µ(X)) <∞ then, for 0 < p0 < p1 ≤ ∞, we have that Λ
p1,q
X (w) ⊂
Λp0,rX (w), 0 < r ≤ ∞ continuously,
(vii) χE ∈ Λ
p,q
X (w) if µ(E) <∞.
The following property connects the norm convergence ‖ · ‖Λp,q
X
(w) with
the convergence in measure and it is related to the “completeness” property
of our spaces.
Proposition 2.2.9 Assume that W > 0 in (0,∞), let Λ = Λp,qX (w) be a
Lorentz space and let (fn)n be a sequence of measurable functions in X.
(i) If limm,n ‖fm − fn‖Λ = 0 then (fn)n is a Cauchy sequence in measure
and there exists f ∈M(X) such that lim ‖f − fn‖Λ = 0.
(ii) If f ∈ M(X) and limn ‖f − fn‖Λ = 0 then (fn)n converges to f in
measure and there exists a partial (fnk)k convergent to f a.e.
Proof. The case q < p =∞ is trivial and in the case p = q =∞, Λp,q =
L∞ and the result is already known. If p < ∞ it is immediate, by Proposi-
tion 2.2.5, that
W (λf(r)) ≤ Cp,q
‖f‖pΛp,qX (w)
rp
, r > 0, 0 < q ≤ ∞.
Using the hypothesis of (i) we obtain then that W (λfn−fm(r))−→m,n 0, for every
r > 0, which (since W > 0) implies λfn−fm(r)−→m,n 0, r > 0, that is, (fn)n is
a Cauchy sequence in measure. We know that this implies the convergence
in measure of (fn)n to some measurable function f and the existence of a
partial (fnk)k converging to f a.e. By Proposition 2.2.8 (iv) we have that
‖f − fn‖Λ ≤ lim infk ‖fnk − fn‖Λ and, thus, limn ‖f − fn‖Λ = 0.
The proof of (ii) is analogue. 
The functional ‖ · ‖Λ is not, in general, a quasi-norm and, in fact, Λ
could not even be a vector space. The following lemma characterizes the
quasi-normability of these spaces, which, as we will see, only depends on the
weight w and on the measure space X.
Lemma 2.2.10 If 0 < p < ∞ and 0 < q ≤ ∞, the space Λp,qX (w) is quasi-
normed if and only if
0 < W (µ(A ∪ B)) ≤ C(W (µ(A)) +W (µ(B))), (2.2)
for every pair of measurable sets A,B ⊂ X with µ(A ∪ B) > 0.
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Proof. Sufficiency: The hypothesis implies thatW (µ(A)) > 0 if µ(A) > 0.
If ‖f‖Λp,q = 0, by Proposition 2.2.5, we have that W (λf(t)) = 0, t > 0, and
hence, λf (t) = 0 for every t > 0, that is f = 0 a.e. It remains to show the
quasi-triangular inequality and it suffices to prove it for positive functions.
Let 0 ≤ f, g ∈ Λp,q(w) and t > 0. Then {f + g > t} ⊂ {f > t/2}∪ {g > t/2}
and by hypothesis
W (λf+g(t)) ≤ C(W (λf(t/2)) +W (λg(t/2))).
Since C does not depend on t, it satisfies that (Proposition 2.2.5)
‖f + g‖Λp,q(w) ≤ Cp,q(‖f‖Λp,q(w) + ‖g‖Λp,q(w)).
Necessity: If A,B are two measurable sets with µ(A ∪ B) > 0, χA∪B ≤
χA+χB and since Λ
p,q(w) is quasi-normed, we have that (Proposition 2.2.5),
0 < Cp,qW
1/p(µ(A ∪ B)) = ‖χA∪B‖Λp,q(w)
≤ ‖χA + χB‖Λp,q(w)
≤ C(‖χA‖Λp,q(w) + ‖χB‖Λp,q(w))
= C ′p,q(W
1/p(µ(A)) +W 1/p(µ(B)))
which is equivalent to the condition of the statement. 
The previous result motivates the following definition.
Definition 2.2.11 Let w be a weight in R+. We write W ∈ ∆2(X) (or
W ∈ ∆2(µ)) if W satisfies (2.2). If X = R we shall simply write W ∈ ∆2.
Therefore, Lemma 2.2.10 tells us that, for every 0 < p <∞, 0 < q ≤ ∞,
Λp,qX (w)is quasi-normed ⇔W ∈ ∆2(X).
Proposition 2.2.12 The following conditions are equivalent:
(i) W ∈ ∆2,
(ii) W (2r) ≤ CW (r), r > 0,
(iii) W (t+ s) ≤ C(W (t) +W (s)), t, s > 0,
and in any of these cases, W (t) > 0, t > 0.
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This proposition (whose proof is trivial) shows that W ∈ ∆2 is some-
thing easy to check. The condition W ∈ ∆2 is sufficient to have the quasi-
normability of Λp,qX (w), independent of the measure space X and this is the
content of the following theorem. The second part was proved in [CS1] and
the proof of (i) is immediate.
Theorem 2.2.13 Let 0 < p <∞, 0 < q ≤ ∞.
(i) If W ∈ ∆2, Λ
p,q(w) is quasi-normed.
(ii) If X is nonatomic, Λp,qX (w) is quasi-normed if and only if W ∈ ∆2.
That is, ∆2 ⊂ ∆2(X) for every X and if X is nonatomic, ∆2 = ∆2(X) (we
are assuming that w is zero outside of (0, µ(X))).
Remark 2.2.14 For the case p = q = ∞, it is obvious that the following
properties are equivalent:
(i) Λ∞X (w) is quasi-normed.
(ii) Λ∞X (w) = L
∞(X) (with equality of norms).
(iii) (Λ∞X (w), ‖ · ‖Λ∞X (w)) is a Banach space.
(iv) W (µ(A)) > 0 if µ(A) > 0, A ⊂ X.
Any of these conditions hold if W ∈ ∆2(X).
Let us recall the following definition that we shall use quite often in what
follows.
Definition 2.2.15 A resonant measure space X ([BS]) is a σ-finite space
which is nonatomic or it is a union (at most countable) of atoms with equal
measure.
If X is nonatomic we have already characterized (Theorem 2.2.13) when
ΛX is quasi-normed. The following theorem completes the characterization
for the case X is a resonant measure space. Its proof is immediate.
Theorem 2.2.16 Let X be an atomic measure space whose atoms have mea-
sure b > 0. Then W ∈ ∆2(X) if and only if
W (2nb) ≤ CW (nb), n ≥ 1.
In particular, if 0 < p < ∞ the spaces d(Ω, p) and d∞(Ω, p) (Exam-
ples 2.2.3(iv)) are quasi-normed if and only if
2N∑
n=1
Ωn−1 ≤ C
N∑
n=1
Ωn−1, N = 1, 2, . . .
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2.3 Quasi-normed Lorentz spaces
In this section (X,µ) will be an arbitrary σ-finite measure space and the
Lorentz spaces will be defined on the measure space X. We shall study
the topology and some elementary properties of the quasi-normed Lorentz
spaces. As we know, the condition to have that ΛX(w) is quasi-normed is
W ∈ ∆2(X) (Lemma 2.2.10).
As in every quasi-normed space, we consider in Λ the topology induced
by the quasi-norm ‖ · ‖Λ : G ⊂ Λ is an open set if for every function f ∈ G
there exists r > 0 such that {g ∈ Λ : ‖f − g‖Λ < r} ⊂ G. We know that
there exists in Λ a translation invariant distance d and an exponent p ∈ (0, 1]
so that
d(f, g) ≤ ‖f − g‖pΛ ≤ 2d(f, g), f, g ∈ Λ. (2.3)
This is a common fact in every quasi-normed space (see [BL]). Inequality
(2.3) tells us that the topology of Λ coincides with the one induced by the
metric d and hence, Λ is a metric space. From Proposition 2.2.9 it can be
also deduced that it is complete. Λ is then a quasi-Banach space. These and
other facts are summarized in the following theorem. Its proof is obvious
using the previous considerations and Proposition 2.2.9 (see also [BL] for
property (iii) and [BS] for (iv)).
Theorem 2.3.1 Every quasi-normed Lorentz space Λ is quasi-Banach. In
particular Λ is an F-space (topological vector space which is metrizable with
a translations invariant measure and complete). Every function in Λ is finite
a.e. and if (fn)n ⊂ Λ,
(i) (fn)n is a Cauchy sequence, if and only if limm,n ‖fn − fm‖Λ = 0 and
then it is also a Cauchy sequence in measure.
(ii) Λ−lim fn = f if and only if limn ‖f−fn‖Λ = 0 and then (fn)n converges
to f in measure and there exists a partial that converges to f a.e.
(iii) If p = log(2)/ log(2C) where C is the constant of the quasi-norm ‖ · ‖Λ
in Λ, there exists a p-norm in Λ equivalent to ‖ · ‖pΛ. If
∑
n ‖fn‖
p
Λ <∞
the series
∑
n fn is convergent in Λ.
(iv) If ΛX ⊂ Λ˜X and both are quasi-normed Lorentz spaces, the embedding
is continuous.
(v) If F is another quasi-normed space, a linear operator T : Λ → F is
continuous if and only if sup‖f‖Λ≤1 ‖Tf‖F <∞.
M.J. Carro, J.A. Raposo, and J. Soria 31
2.3.1 Absolutely continuous norm
We now study the equivalent property to the dominated convergence the-
orem of the Lp spaces: If limn fn(x) = f(x) a.e. x and |fn| ≤ g ∈ L
p then
‖fn−f‖p−→
n
0. In general, in a Banach function space (on X σ-finite) a func-
tion g as before is said to have an absolutely continuous norm. A space in
which every function has absolutely continuous norm satisfies the dominated
convergence theorem (see [BS]).
Definition 2.3.2 Let (E, ‖ · ‖), E ⊂ M(X), be a quasi-normed space. A
function f ∈ E is said to have absolutely continuous norm if
lim
n→∞
‖fχAn‖ = 0,
for every decreasing sequence of measurable sets (An)n with χAn → 0 a.e.
If every function in E has this property, we say that E has an absolutely
continuous norm.
The connection of this property with the dominated convergence theorem
is clear from the following proposition. Its proof is (except on some minor
modifications) identical to the one in [BS] (pp. 14–16) for Banach function
spaces and we omit it.
Proposition 2.3.3 If Λ is a quasi-normed Lorentz space and f ∈ Λ, the
following statements are equivalent:
(i) f has absolutely continuous norm.
(ii) limn ‖fχEn‖Λ = 0 if (En)n is a sequence of measurable sets with χEn →
0 a.e.
(iii) limn ‖fn‖Λ = 0 if |fn| ≤ |f | and limn fn = 0 a.e.
(iv) limn ‖g − gn‖Λ = 0 if |gn| ≤ |f | and limn gn = g a.e.
The following result shows that, except in the special case µ(X) = ∞
and w ∈ L1, the spaces ΛpX(w) have absolutely continuous norm.
Theorem 2.3.4 Let 0 < p <∞ and ΛpX(w) be a quasi-normed space. Then,
(i) If µ(X) <∞, ΛpX(w) has absolutely continuous norm.
(ii) If µ(X) = ∞, ΛpX(w) has absolutely continuous norm if and only if
w /∈ L1.
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Proof. (i) Let us assume that µ(X) < ∞ and let us see that if 0 ≤ f ∈
ΛpX(w) and (gn)n is a sequence of measurable functions satisfying
0 ≤ gn ≤ f ∈ Λ, gn → 0 a.e.,
then limn ‖gn‖Λ = 0. Since the space is of finite measure, the point-
wise convergence implies the convergence in measure and we have that
limn λgn(t) = 0, 0 < t < ∞. In particular W (λgn(t)) → 0, t > 0. Since
W (λgn(t)) ≤W (λf(t)) and f ∈ Λ
p, from Proposition 2.2.5(ii) and the domi-
nated convergence theorem, it follows that limn ‖gn‖Λ = 0.
(ii) Assume that w /∈ L1, 0 ≤ f ∈ ΛpX(w) and (gn)n is as above. The
hypothesis on w implies λf(t) <∞, t > 0 and the sets Ek = {f ≤ 1/k} have
complement of finite measure and, if fk = fχEk we have that f
∗
k ≤ 1/k and
also f ∗k ≤ f
∗. By the dominated convergence theorem ‖fk‖Λ → 0. Therefore,
given ǫ > 0 there exists a measurable set E ⊂ X with µ(X \ E) < ∞
and such that ‖fχE‖Λ < ǫ. Then the functions gnχX\E are as in (i) and
‖gnχX\E‖Λ → 0. We also have that
lim sup
n
‖gn‖Λ ≤ C lim sup
n
(‖gnχX\E‖Λ + ‖gnχE‖Λ) ≤ C‖fχE‖Λ ≤ Cǫ.
And, since this is true for every ǫ > 0, we obtain that limn ‖gn‖Λ = 0.
This proves the sufficiency in (ii). To show the necessity, let us assume
that µ(X) = ∞, w ∈ L1 and let us see that ΛpX(w) has not absolutely
continuous norm. In this case, since X =
⋃∞
n=1Xn with µ(Xn) < ∞ for
every n, the sets En =
⋃∞
k=nXk satisfy χEn → 0 a.e. and also, χ
∗
En = 1.
Thus, limn ‖χEn‖Λp = ‖w‖
1/p
1 > 0 and the function 1 ∈ Λ
p
X(w) does not have
absolutely continuous norm. 
Corollary 2.3.5 If 0 < p < ∞ and ΛpX(w) is a quasi-normed space, every
function in this space which vanishes in the complement of a set of finite
measure, has absolutely continuous norm.
The analogous question in the case of the weak-type space Λp,∞X (w) is
solved in the following theorem, for the case when X is a resonant mea-
sure space: these spaces do not have, except in the trivial case, absolutely
continuous norm.
Theorem 2.3.6 If X is a resonant measure space, 0 < p < ∞ and W ∈
∆2(X), Λ
p,∞
X (w) has absolutely continuous norm if and only if X is a finite
union of atoms.
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Proof. If X is a finite union of atoms the proof is trivial. Hence, we shall
assume that this is not the case and we consider two possibilities:
(i) If X is nonatomic, since the function W−1/p is decreasing and contin-
uous in R+, there exists a measurable function f ≥ 0 in X such that f ∗(t) =
W−1/p(t), 0 < t < µ(X). Therefore ‖f‖Λp,∞(w) = suptW
1/p(t)f ∗(t) = 1 and
f ∈ Λp,∞(w). The sets En = χ{f>n}, n = 1, 2, . . . form a decreasing sequence
with χEn → 0 a.e. and, however, ‖fχEn‖Λp,∞ = 1 for every n, since
(fχEn)
∗(t) = f ∗(t)χ[0,λf (n))
(t) = W−1/p(t)χ[0,λf (n))
(t), 0 < t <∞.
Hence, f does not have an absolutely continuous norm.
(ii) If X =
⋃∞
n=0Xn with Xn an atom of measure b > 0 and Xn ∩Xm =
∅, n 6= m, the function
f =
∞∑
n=0
W−1/p((n+ 1)b)χXn
is in Λp,∞X (w) and has norm 1. The sets EN =
⋃∞
n=N Xn, N = 1, 2, . . . form
a decreasing sequence with χEn → 0 a.e. and, for each N ,
(fχEN )
∗(nb) =W−1/p((n+N + 1)b), n = 0, 1, 2, . . .
Using that f ∗ is constant on every interval [nb, (n+1)b) and Theorem 2.2.16,
we obtain
‖fχEN‖Λp,∞ = sup
t>0
W 1/p(t)(fχEN )
∗(t)
= sup
n≥1
W 1/p(nb)W−1/p((n +N)b)
≥ (W (Nb)W−1(2Nb))1/p
≥ C−1/p.
Then, limN ‖fχEN‖Λp,∞ 6= 0 and Λ
p,∞
X (w) does not have absolutely continuous
norm. 
Definition 2.3.7
L∞0 (X) = {f ∈ L
∞(X) : µ({f 6= 0}) <∞}.
We can now state a positive partial result for the spaces Λp,∞.
Proposition 2.3.8 If 0 < p < ∞ and W ∈ ∆2(X), every function in
L∞0 (X) has absolutely continuous norm in Λ
p,∞
X (w).
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Proof. If f ∈ L∞0 , let Y = {f 6= 0} ⊂ X. Then, if (An)n is a sequence
of measurable sets with χAn → 0 a.e., the functions (fχAn)n are zero in
the complement of Y and limn f(x)χAn(x) = 0 a.e. x ∈ Y . Since Y has
finite measure, it follows from Egorov’s theorem, that the convergence of the
previous functions is quasi-uniform. Thus, since ǫ > 0, there exists a set
Yǫ ⊂ Y of measure less than ǫ and such that fχAn → 0 uniformly in X \ Yǫ.
Therefore, there exists n0 ∈ N such that
|f(x)χAn(x)| < ǫ, x ∈ X \ Yǫ, n ≥ n0.
Let n ≥ n0. Then:
(i) if t ≥ ‖f‖∞,
tW 1/p(λfχAn (t)) = tW
1/p(0) = 0,
(ii) if ǫ ≤ t ≤ ‖f‖∞,
tW 1/p(λfχAn (t)) ≤ tW
1/p(µ(Yǫ)) ≤ ‖f‖∞W
1/p(ǫ),
(iii) if 0 ≤ t < ǫ,
tW 1/p(λfχAn (t)) ≤ ǫW
1/p(µ(Y ))
and by Proposition 2.2.5 (iii) we get that
‖fχAn‖Λp,∞X (w)
≤ max {‖f‖∞W
1/p(ǫ), ǫW 1/p(µ(Y ))}, n ≥ n0,
that is,
lim sup
n
‖fχAn‖Λp,∞X (w)
≤ max {‖f‖∞W
1/p(ǫ), ǫW 1/p(µ(Y ))}.
Since this inequality holds for every ǫ > 0 and limt→0W (t) = 0, we conclude
that
lim
n
‖fχAn‖Λp,∞X (w)
= 0. 
2.3.2 Density of the simple functions and L∞
Let us now study the density of the simple functions and also of L∞ in the
quasi-normed Lorentz spaces. This question is solved in a positive way for
the spaces Λp (except when µ(X) = ∞, w ∈ L1). The behavior of the
density in the spaces Λp,∞ is more irregular. It is not true here that the
simple functions are dense and, in fact, not even L∞ is always dense in Λp,∞.
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Definition 2.3.9 Let us denote by S = S(X) the class of simple functions
in X. That is
S = {f ∈M(X) : card(f(X)) <∞}.
S0 will be the simple functions with support in a set of finite measure:
S0 = S0(X) = {f ∈ S : µ({f 6= 0}) <∞}.
It is clear that S0 ⊂ L
∞
0 ⊂ Λ for every Lorentz space Λ.
Lemma 2.3.10 If f ∈M(X) there exists a sequence (sn)n ⊂ S satisfying
(i) limn sn(x) = f(x), x ∈ X,
(ii) (|sn(x)|)n is an increasing sequence and |sn(x)| ≤ |f(x)|, for every
x ∈ X,
(iii) |f − sn| ≤ |f |, n ∈ N.
Moreover, if f is bounded then sn → f uniformly. In particular S is dense
in L∞.
Theorem 2.3.11 If Λ(w) is a quasi-normed Lorentz space,
S0 ⊂ L
∞
0 ⊂ Λ(w)
and S0 is dense in L
∞
0 with the topology of Λ. If w ∈ L
1,
S ⊂ L∞ ⊂ Λ(w)
and S is dense in L∞ but, in this case, L∞0 is not dense in L
∞, if µ(X) =∞
(always with the topology of Λ).
Proof. The embeddings are trivial. On the other hand, if f ∈ L∞0 and
E = {f 6= 0}, µ(E) < ∞ and if (sn)n ⊂ S is the sequence of the previous
lemma, since |sn| ≤ |f |, these functions have also support in E and (sn)n ⊂
S0. Besides ‖f − sn‖L∞ → 0 and thus,
‖f − sn‖Λ ≤ ‖‖f − sn‖L∞χE‖Λ = ‖f − sn‖L∞‖χE‖Λ → 0.
This proves that S0 is dense in L
∞
0 . If w ∈ L
1, L∞ ⊂ Λ and this embedding is
continuous (Theorem 2.3.1). Since S is dense in (L∞, ‖·‖L∞) (Lemma 2.3.10),
we have that S is dense in L∞ with the topology of Λ. In this case 1 ∈ L∞ ⊂ Λ
and if g ∈ L∞0 , |g − 1| = 1 in a set of infinite measure if µ(X) = ∞. Thus,
(1− g)∗ ≥ 1 and ‖1− g‖Λ ≥ CΛ > 0. Therefore, 1 cannot be a limit in Λ of
functions in L∞0 and this set is not dense in L
∞. 
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Theorem 2.3.12 Let 0 < p <∞ and W ∈ ∆2(X). Then,
(i) if w /∈ L1, L∞0 is dense in Λ
p(w),
(ii) if w ∈ L1, L∞ is dense in Λp(w). But, in this case, L∞0 (X) is not
dense in ΛpX(w), if µ(X) =∞.
Proof. Let us see that L∞ (L∞0 in the case w /∈ L
1) is dense in Λp.
If f ∈ Λp, Proposition 2.2.5 tells us that limt→∞ λf (t) = 0. If for each
n = 1, 2, . . .we define fn = fχ{|f |≤n}, since f−fn = fχ{|f |>n}, then (f−fn)
∗ =
f ∗χ[0,λf (n))
and we have that limn(f − fn)
∗(t) = 0, t > 0. On the other
hand (f − fn)
∗ ≤ f ∗ and by the dominated convergence theorem, we get
‖f−fn‖Λp → 0. This proves that L
∞∩Λp is dense in Λp. If w ∈ L1, the first of
these spaces is L∞ and we are done. If w /∈ L1 we only have to see that every
function in L∞∩Λp is limit (in Λp) of functions in L∞0 . But if g ∈ L
∞∩Λp and
w /∈ L1, limt→∞ g
∗(t) = 0 and the functions gn = gχ{|g|>g∗(n)} ∈ L
∞
0 , n =
1, 2, . . . , satisfy (g−gn)
∗ ≤ g∗(n)→ 0 and since (g−gn)
∗ ≤ g∗, the dominated
convergence theorem shows that ‖g − gn‖Λp → 0.
It only remains to see that L∞0 is not dense in Λ
p(w) if w ∈ L1 and
µ(X) = ∞. But, in this case, we know by Theorem 2.3.11, that L∞0 is not
dense in L∞ and, hence, it can neither be dense in Λp ⊃ L∞. 
In the weak-type case we have the following result of density.
Theorem 2.3.13 If X is a resonant measure space, 0 < p <∞ and Λp,∞X (w)
is a quasi-normed space,
(i) L∞0 is dense in Λ
p,∞ ∩ L∞ if and only if µ(X) < ∞ and then they
coincide (the density is considered with respect to the topology of Λp,∞).
(ii) Λp,∞ ∩ L∞ is dense in Λp,∞ if and only if X is atomic and then they
coincide.
Hence, in both cases, if these two spaces do not coincide, the smaller one is
not dense in the other.
Proof. (i) If µ(X) < ∞ both spaces coincide and there is nothing to
prove. If µ(X) =∞ and X is not atomic, we can take f ∈ L∞ ∩ Λp,∞ with
f ∗ =W−1/p(1)χ[0,1) +W
−1/pχ[1,∞).
If g ∈ L∞0 and E = {g = 0} then b = µ(X \ E) <∞ and
(f−g)∗(t) ≥ ((f−g)χE)
∗(t) = (fχE)
∗(t) ≥ f ∗(b+t) = W−1/p(t+b), t > 1,
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and we have that,
‖f − g‖Λp,∞ = sup
t
W 1/p(t)(f − s)∗(t) ≥ sup
t>1
W 1/p(t)
W 1/p(t+ b)
.
If w ∈ L1 the above supremum is 1 and, in the opposite case, since W ∈
∆2, W (t+b) ≤ C(W (t)+W (b)) (cf. Theorem 2.2.13 and Proposition 2.2.12)
we obtain that ‖f − g‖Λp,∞ ≥ C
−1/p and f cannot be the limit of functions
in L∞0 . This shows that L
∞
0 is not dense in L
∞∩Λp,∞ in the nonatomic case.
If µ(X) = ∞ and X is an atomic resonant measure space, X =
⋃∞
n=0Xn
with every Xn an atom of measure b > 0 and Xn ∩Xm = ∅, n 6= m, and the
function
f =
∞∑
n=0
W−1/p((n+ 1)b)χXn
is in Λp,∞X (w) ∩ L
∞ and has norm 1. If g ∈ L∞0 , then its support has finite
measure (a finite union Xn1∪ . . .∪Xnk of atoms) and there exists N ∈ N such
that g = 0 in
⋃∞
n=N Xn. Hence, (f − g)
∗(nb) ≥ f ∗((n + N)b) = W−1/p((n +
N +1)b), n = 0, 1, 2, . . . , proceeding as in the proof of Theorem 2.3.6 we can
conclude that ‖f − g‖Λp,∞ ≥ C > 0. Thus, f is not the limit of functions in
L∞0 and consequently this set is not dense in Λ
p,∞ ∩ L∞ and (i) is proved.
(ii) As before, if X is atomic both spaces coincide and there is nothing to
be proved. If X is nonatomic, there exists 0 ≤ f ∈M(X) with f ∗ = W−1/p
in [0, µ(X)). Thus, ‖f‖Λp,∞ = 1 and f ∈ Λ
p,∞ \ L∞. If g ∈ L∞(X) with
‖g‖∞ = b, then |f − g| ≥ |f | − b and, hence, (f − g)
∗(t) ≥ f ∗(t) − b =
W−1/p(t)− b if 0 ≤ t < λf(b) = t0. Therefore,
‖f − g‖Λp,∞ = sup
t
W 1/p(t)(f − g)∗(t) ≥ sup
0<t<t0
(1− bW 1/p(t)) = 1,
since t0 = λf(b) > 0. We conclude that f is not the limit in Λ
p,∞ of functions
in L∞(X). This proves that L∞∩Λp,∞ is not dense in Λp,∞ in this case. 
2.4 Duality
In this section (X,µ) will be a σ-finite measure space. d(Ω, p) and its weak
version d∞(Ω, p) will be the Lorentz spaces on N∗ introduced in Exam-
ple 2.2.3(iv). Here Ω = (Ωn)
∞
n=0 is a sequence of positive numbers Ω0 6= 0.
We shall study the dual spaces and the associate spaces of the Lorentz
spaces on X with special attention to the case when X is a resonant measure
space (Definition 2.2.15). We shall describe the associate space and we shall
deduce a necessary and sufficient condition to have that the dual and the
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associate spaces coincide. In some cases, we shall also give a description of
the Banach envelope of Λ, which is of interest if this space is not a normed
space. In our study, we include the sequence Lorentz spaces d(Ω, p) with
Ω arbitrary. As far as we know, only the Banach case has been previously
studied (that is, the case Ω decreasing).
We shall introduce the associate space generalizing the definition that can
be found in [BS] in the context of Banach function spaces.
Definition 2.4.1 If ‖ · ‖ : M(X) → [0,∞] is a positively homogeneous
functional and E = {f ∈ M(X) : ‖f‖ < ∞}, we define the associate
“norm”
‖f‖E′ = sup
{ ∫
X
|f(x)g(x)| dµ(x) : ‖g‖ ≤ 1, g ∈ E
}
, f ∈M(X).
The associate space of E is then E ′ = {f ∈M(X) : ‖f‖E′ <∞}.
Remark 2.4.2 The following properties are immediate:
(i) ‖ · ‖E′ is subadditive and positively homogeneous and, if E contains
the characteristic functions of sets of finite measure, (E ′, ‖ · ‖E′) is a normed
space.
(ii) If (E, ‖ · ‖) is a lattice (‖f‖ ≤ ‖g‖, if |f | ≤ |g|) then E ′ is also a
lattice. If ‖ · ‖ has the Fatou property, the same happens to ‖ · ‖E′.
(iii) If we denote by E ′′ = (E ′)′ we have that E ⊂ E ′′ and ‖f‖E′′ ≤ ‖f‖
for every f ∈M(X).
Definition 2.4.3 A Banach function space (BFS) E in X is a subspace of
M(X) defined by E = {f : ‖f‖ < ∞} where ‖ · ‖ = ‖ · ‖E is a norm
(called “Banach function norm”) that satisfies the following properties, for
f, g, fn ∈ E, A ⊂ X measurable (see [BS]):
(i) ‖f‖ ≤ ‖g‖ if |f | ≤ |g|,
(ii) 0 ≤ fn ≤ fn+1 → f ⇒ ‖fn‖ → ‖f‖,
(iii) χA ∈ E if µ(A) <∞ and E 6= {0},
(iv)
∫
A
|f(x)| dµ(x) ≤ CA‖f‖ if µ(A) <∞.
The result that follows establishes that the associate space Λ′X of a quasi-
normed Lorentz space is a Banach function space whenever X is a resonant
measure space.
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Theorem 2.4.4 If ΛX is a quasi-normed Lorentz space on a resonant mea-
sure space X, the associate space Λ′X is a rearrangement invariant Banach
function space. For every f ∈ Λ′X,
‖f‖Λ′X = sup
{ ∫ ∞
0
f ∗(t)g∗(t) dt : ‖g‖ΛX ≤ 1
}
. (2.4)
Moreover, a function f ∈M(X) is in Λ′X if and only if
∫
X
|f(x)g(x)| dµ(x) <
∞ for every g ∈ ΛX and Λ
′
X 6= {0} if and only if ΛX ⊂ L
1
loc
(X).
Proof. Let us first prove (2.4). If f, g ∈ M(X), we have that∫
X
|f(x)g(x)| dµ(x) ≤
∫ ∞
0
f ∗(t)g∗(t) dt and thus,
‖f‖Λ′X ≤ sup
{ ∫ ∞
0
f ∗(t)g∗(t) dt : ‖g‖ΛX ≤ 1
}
.
To prove the other inequality, we observe that for g ∈ ΛX , with ‖g‖ΛX ≤ 1
we have, since X is resonant,∫ ∞
0
f ∗(t)g∗(t) dt = sup
h∗=g∗
∫
X
|f(x)h(x)| dµ(x)
≤ sup
‖h‖ΛX≤1
∫
X
|f(x)h(x)| dµ(x) = ‖f‖Λ′X .
Hence, the functional ‖ · ‖Λ′
X
is rearrangement invariant.
Let us now prove that f ∈ Λ′X if and only if
∫
X
|f(x)g(x)| dµ(x) < ∞
for every g ∈ ΛX . The necessity is a consequence of the definition of Λ
′
X .
The sufficiency follows from the closed graph theorem (see [Ru]) since under
the hypothesis, the linear operator Tf (g) = fg, Tf : ΛX → L
1(X) is well
defined and both are F-spaces continuously embedded inM(X) (from which
one can immediately see that the graph is closed). Tf is then continuous and
this proves (Theorem 2.3.1 (v)) that
∫
X
|f(x)g(x)| dµ(x) ≤ C‖g‖ΛX and thus
f ∈ Λ′X .
Let us now see that Λ′X is a Banach function space. That ‖·‖Λ′X is a norm
is immediate. Properties (i) and (ii) in the definition of BFS (Definition 2.4.3)
are also trivial. Property (iv) of that definition is also very easy, since if
µ(A) <∞ and f ∈ Λ′X ,∫
A
|f(x)| dµ(x) ≤ ‖χA‖ΛX‖f‖Λ′X .
It only remains to prove (iii). That is that χA ∈ Λ
′
X if µ(A) < ∞ and
Λ′X 6= {0}. In the atomic case it is trivial and if X is not atomic we have
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that, if 0 6= f ∈ Λ′X there exists t > 0 such that, if E = {|f | > t}, then
µ(E) > 0. Hence, tχE ≤ |f | and χE ∈ Λ
′
X . That is, if Λ
′
X 6= {0} there exists
χE ∈ Λ
′
X with b = µ(E) > 0. Since ‖ · ‖Λ′X is rearrangement invariant and
monotone, we have that χA ∈ Λ
′ for every measurable set A with µ(A) ≤ b.
If ∞ > µ(A) > b, the above is also true since A =
⋃N
n=1An with µ(An) ≤ b
and ‖χA‖Λ′
X
≤
∑
n ‖χAn‖Λ′X <∞.
It only remains to prove that Λ′X 6= {0} if and only if ΛX ⊂ L
1
loc(X).
The necessity is immediate since Λ′X 6= {0} and µ(A) < ∞ then we have
already seen that χA ∈ Λ
′
X and, in particular
∫
A
|f(x)| dµ(x) <∞, f ∈ ΛX .
On the other hand if ΛX ⊂ L
1
loc
(X) and 0 < µ(A) < ∞ we have that∫
X
|f(x)χA(x)| dµ(x) < ∞ for every f ∈ ΛX and that implies χA ∈ Λ
′
X and
Λ′X 6= {0}. 
Remark 2.4.5 If in the previous theorem, we omit the condition that X is
a resonant measure space we can still prove that Λ′X is a Banach space with
monotone norm and with the Fatou property. The convergence in Λ′X implies
the convergence in measure on sets of finite measure (same for the Cauchy
sequences) and it is also true that f ∈ Λ′X if and only if
∫
X
|f(x)g(x)| dµ(x) <
∞ for every g ∈ ΛX . The last statement of the theorem is not true (in
general) in this case.
The result that follows describes the associate space of ΛX in the case X
nonatomic. But first, we need to define the Lorentz space Γ.
Definition 2.4.6 If 0 < p ≤ ∞ we define
ΓpX(w) =
{
f ∈ M(X) : ‖f‖ΓpX(w) =
(∫ ∞
0
(f ∗∗(t))pw(t) dt
)1/p
<∞
}
.
The weak-type version of the previous space is
Γp,∞X (w) =
{
f ∈M(X) : ‖f‖Γp,∞X (w) = supt>0
W 1/p(t)f ∗∗(t) <∞
}
.
The last definition can be extended in the following way. If Φ is an arbitrary
function in R+ we write
Γp,∞X (dΦ) =
{
f ∈M(X) : ‖f‖Γp,∞X (dΦ) = supt>0
Φ1/p(t)f ∗∗(t) <∞
}
.
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We can always assume that the function Φ in the previous definition is
increasing since otherwise it can be substituted by Φ˜(t) = sup0<s<tΦ(s), t >
0, which is increasing and satisfies ‖f‖Γp,∞X (dΦ) = ‖f‖Γp,∞X (dΦ˜)
.
Condition (ii) of the following result is a direct consequence of Sawyer’s
formula stated in Theorem 1.3.5 while (i) was proved in [CS2].
Theorem 2.4.7 Let X be a nonatomic measure space and let w be an arbi-
trary weight in R+.
(i) If 0 < p ≤ 1, then
ΛpX(w)
′ = Γ1,∞X (dΦ) (with equal norms),
where Φ(t) = tW−1/p(t), t > 0.
(ii) If 1 < p <∞ and f ∈M(X), then
‖f‖Λp
X
(w)′ ≈
( ∫ ∞
0
(
1
W (t)
∫ t
0
f ∗(s) ds
)p′
w(t) dt
)1/p′
+
∫ ∞
0
f ∗(t) dt
W 1/p(∞)
≈
( ∫ ∞
0
(
1
W (t)
∫ t
0
f ∗(s) ds
)p′−1
f ∗(t) dt
)1/p′
.
(iii) If 0 < p <∞, then
Λp,∞X (w)
′ = Λ1(W−1/p) (with equal norms).
Proof. Since X is nonatomic and σ-finite, every decreasing function in
[0, µ(X)) equals a.e. to the decreasing rearrangement of a function inM(X).
Besides, X is resonant and hence,
‖f‖Λp,qX (w)
′ = sup
g∈Λp,q
X
(w)
∫
X
|f(x)g(x)| dµ(x)
‖g‖Λp,qX (w)
= sup
g↓
∫ ∞
0
g(t)f ∗(t) dt
‖g‖Lp,q(w)
.
The first case (i) is solved applying Corollary 1.2.12 (with p1 = 1, T = Id) to
the regular class L =Mdec(R
+) or Theorem 2.12 in [CS1]. The second case
(ii) is an immediate consequence of Theorem 1.3.5 (E. Sawyer). Finally, (iii)
corresponds to q =∞ and we have that,
‖f‖Λp,∞
X
(w)′ = sup
{∫ ∞
0
f ∗(t)g(t) dt : ‖g‖Lp,∞(w) = 1, g ↓
}
.
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Now, if g ↓, ‖g‖Lp,∞(w) = suptW
1/p(t)g(t) and ‖g‖Lp,∞(w) = 1 implies g ≤
W−1/p, and therefore
‖f‖Λp,∞
X
(w)
′ ≤
∫ ∞
0
f ∗(t)W−1/p(t) dt = ‖f‖Λ1(W−1/p).
On the other hand W−1/p is decreasing, ‖W−1/p‖Lp,∞(w) = 1 and we have
the equality. 
Remark 2.4.8 (i) If p > 1 and w˜(t) = tp
′
W−p
′
(t)w(t), t > 0, then (ii) of
the previous theorem can be stated of the following way:
ΛpX(w)
′
= Γp
′
X(w˜), if w /∈ L
1,
ΛpX(w)
′ = Γp
′
X(w˜) ∩ L
1(X), if w ∈ L1.
It is assumed that the norm in the intersection space is the maximum of the
sum of both norms and in these equalities we are assuming the equivalence
of the norms.
(ii) If w /∈ L1, p > 1 and w˜ (as above defined) is in Bp′, the Hardy
operator A satisfies the boundedness A : Lp
′
dec(w˜)→ Lp
′
(w˜) and then,
‖f‖ΛpX(w)′ ≈ ‖f‖Λp′X(w˜)
, f ∈M(X).
It is easy to see that this condition on the weight w is equivalent to( ∫ r
0
(
W (t)
t
)−p′
w(t) dt
)1/p′
W 1/p(r) ≥ Cr, r > 0, (2.5)
which is the opposite inequality to the condition w ∈ Bp,∞ = Bp (Theo-
rem 1.3.3). Since one of the embedding always holds, it follows that condition
(2.5) is necessary and sufficient (in the case w /∈ L1) to have the identity
ΛpX(w)
′ = Λp
′
X(w˜) (with equivalent norms).
(iii) If 1 < p < ∞ the space Λp
′
X(w
1−p′) is embedded in ΛpX(w)
′ since, by
Ho¨lder’s inequality,∫
X
|f(x)g(x)| dµ(x) ≤
∫ ∞
0
(f ∗(t)w1/p(t))(g∗(t)w−1/p(t)) dt
≤ ‖f‖Λp(w)‖g‖Λp′(w1−p′).
If w˜ is as before, we have that
Λp
′
X(w
1−p′) ⊂ ΛpX(w)
′ ⊂ Γp′X(w˜) ⊂ Λ
p′
X(w˜). (2.6)
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(iv) The comments made after Definition 2.4.6 tell us that, for every
0 < p ≤ 1,
ΛpX(w)
′ = Γ1,∞X (dΦp) (with equal norms),
where Φp(t) = sup0<s<t sW
−1/p(s), t > 0. Note that
Φp(t) =
t
inf0<s<t
t
s
W 1/p(s)
=
t
infs>0max (1,
t
s
)W 1/p(s)
=
t
Wp(t)
,
where Wp(t) = infs>0max (1,
t
s
)W 1/p(s), t > 0. It is easy to check that
this function is quasi-concave ([BS]). In fact, it is the biggest quasi-concave
function majorized byW 1/p and consequently it is called the greatest concave
minorant of W 1/p (see [CPSS]). Hence, we can write,
‖f‖ΛpX(w)′ = supt>0
1
Wp(t)
∫ t
0
f ∗(s) ds, f ∈M(X).
As a first consequence of Theorem 2.4.7 we obtain the characterization of
the weights w for which Λ′(w) = {0}.
Theorem 2.4.9 If X is nonatomic:
(i) If 0 < p ≤ 1, (ΛpX(w))
′ 6= {0} ⇔ sup0<t<1
tp
W (t)
<∞.
(ii) If 1 < p <∞, (ΛpX(w))
′ 6= {0} ⇔
∫ 1
0
(
t
W (t)
)p′−1
dt <∞.
(iii) If 0 < p <∞, (Λp,∞X (w))
′ 6= {0} ⇔
∫ 1
0
1
W 1/p(t)
dt <∞.
Proof. Since Λ′ is a BFS, it is not identically zero if and only if it contains
the functions χE with µ(E) <∞, that is if and only if ‖χE‖Λ′ <∞, µ(E) <
∞. The conditions are then obtained applying Theorem 2.4.7. 
Remark 2.4.10 Since W is continuous in R+, the condition of the previous
theorem only depends on the local behavior of w at 0.
Definition 2.4.11 A weight w in R+ is called regular (see [Re]) if it satisfies
W (t)
t
≤ C w(t), t > 0,
with C > 0 independent of t. A sequence of positive numbers (Ωn)
∞
n=0 is
said, analogously, to be regular if
1
n+ 1
n∑
k=0
Ωk ≤ C Ωn, n = 0, 1, 2, . . .
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Every increasing sequence and every power sequence are regular. In [Re]
it is proved that if w is regular and decreasing, the spaces Λp
′
X(w
1−p′) and
ΛpX(w)
′ coincide. In the following result, we extend this to the case of an
arbitrary weight w.
Theorem 2.4.12 Let 1 < p <∞ and X be nonatomic. Then:
(i) If w /∈ L1, ΛpX(w)
′ = Λp
′
X(w
1−p′) if and only if there exists C > 0 such
that, for r > 0,∫ r
0
w1−p
′
(t) dt ≤ C
(
rp
′
W 1−p
′
(r) +
∫ r
0
tp
′
W−p
′
(t)w(t) dt
)
. (2.7)
(ii) If w is regular,
Λp
′
X(w
1−p′) = ΛpX(w)
′ = Γp′X(w˜) = Λ
p′
X(w˜),
where w˜(t) = tp
′
W−p
′
(t)w(t), t > 0.
(iii) If w is increasing, ΛpX(w)
′
= Λp
′
X(w
1−p′) with equality of norms.
Proof. (i) We have observed in Remark 2.4.8 that we always have
Λp
′
X(w
1−p′) ⊂ ΛpX(w)
′
= Γp
′
X(w˜). Thus, the equality of these two spaces is
equivalent to the embedding
Γp
′
X(w˜) ⊂ Λ
p′
X(w
1−p′),
which is also equivalent to the opposite inequality for the Hardy operator,
‖g‖Lp′(w1−p′) ≤ C‖Ag‖Lp′(w˜), g ↓ .
A necessary and sufficient condition for it can be found in [CPSS] or in [Ne1].
This condition is∫ r
0
w1−p
′
(t) dt ≤ C
(
W˜ (r) + rp
′
∫ ∞
r
t−p
′
w˜(t) dt
)
,
which is (2.7), since W˜ (r) =
∫ r
0
tp
′
W−p
′
(t)w(t) dt, and
rp
′
∫ ∞
r
t−p
′
w˜(t) dt = rp
′
∫ ∞
r
W−p
′
(t)w(t) dt =
1
p′ − 1
rp
′
W 1−p
′
(r).
(ii) If w is regular we have that
w1−p
′
(t) = w(t)w−p
′
(t) ≤ Cw(t)tp
′
W−p
′
(t) = Cw˜(t).
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Hence, Λp
′
(w˜) ⊂ Λp
′
(w1−p
′
) and by Remark 2.4.8 (iii), we conclude the equal-
ity of the four spaces in the statement.
(iii) If f ∈ M(X) and w is increasing, the function g0 = (f
∗w−1)p
′−1 is
decreasing in R+ and we have that
‖f‖Λp(w)′ = sup
g↓
∫ ∞
0
f ∗(t)g(t) dt( ∫ ∞
0
gp(t)w(t) dt
)1/p
≥
∫ ∞
0
f ∗(t)g0(t) dt( ∫ ∞
0
gp0(t)w(t) dt
)1/p = ‖f‖Λp′(w1−p′ ).
Since the opposite inequality is always true (Remark 2.4.8 (iii)), we get the
result. 
The following result describes the biassociate space of Λp in the case
p ≤ 1. See also [CPSS].
Theorem 2.4.13 Let X be nonatomic and let w be a weight in R+. Let
0 < p ≤ 1 and Wp the greatest concave minorant of W
1/p (Remark 2.4.8
(iv)). Then there exists a decreasing weight w˜p with
1
2
W˜p ≤ Wp ≤ W˜p and
such that ΛpX(w)
′′
= Λ1X(w˜p). Moreover,
1
2
‖ · ‖Λ1X(w˜p) ≤ ‖ · ‖Λ
p
X(w)
′′ ≤ ‖ · ‖Λ1X(w˜p).
Proof. Let us note that ‖g‖Λp(w)′ = supt>0W
−1/p(t)
∫ t
0
g∗(s) ds (see
Theorem 2.4.7) and this norm is less than or equal to 1, if and only if∫ t
0
g∗(s) ds ≤ W 1/p(t), t > 0. By Lemma 2.2.4 and Proposition 2.2.5, we
obtain, for f ∈M(X),
‖f‖Λp(w)′′ = sup
{ ∫ ∞
0
f ∗(t)g∗(t) dt : ‖g‖Λp(w)′ ≤ 1
}
= sup
{ ∫ ∞
0
f ∗(t)w˜(t) dt : w˜ ↓,
∫ t
0
w˜(s) ds ≤W 1/p(t), ∀t > 0
}
= sup
{ ∫ ∞
0
W˜ (λf(t)) dt : W˜ ∈ Υ
}
,
where Υ = {W˜ : w˜ ↓, W˜ ≤ W 1/p}. Every function in Υ is quasi-concave
and it is majorized by W 1/p. Hence, W˜ ≤ Wp for every W˜ ∈ Υ. On the
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other hand Wp is quasi-concave and there exists a concave function W˜p(t) =∫ t
0
w˜p(s) ds, t > 0, with
1
2
W˜p ≤ Wp ≤ W˜p (see [BS]). In particular w˜p ↓ and
1
2
W˜p ∈ Υ. It follows that
1
2
‖f‖Λ1X(w˜p) =
∫ ∞
0
1
2
W˜p(λf(t)) dt ≤ ‖f‖Λp(w)′′
≤
∫ ∞
0
W˜p(λf(t)) dt = ‖f‖Λ1X(w˜p). 
It is convenient now to recall the definition of the discrete Hardy operator
Ad that has already appeared in (1.3). This operator acts on sequences
f = (f(n))n by
Adf(n) =
1
n+ 1
n∑
k=0
f(k), n = 0, 1, 2, . . .
We can also describe the associate space when X is resonant totally atomic.
If µ(X) < ∞, Λp,qX (w) = L
∞(X) (with equivalent norms) and in this case
it is not of interest. If µ(X) = ∞ there are only, up to isomorphisms, two
spaces: d(Ω, p) and d∞(Ω, p) (Example 2.2.3 (iv)) and the most interesting
case is when Ω /∈ ℓ1. Up to now, the space d(Ω, p)′ had been identified only
in some special cases. In [Al] it is solved for p ≥ 1 with Ω decreasing and
regular. In [Po] and [NO] the case 0 < p < 1 and Ω ↓ is studied, while in
[AEP] the associate is described under the condition Ω ↑ unbounded (this
seems to be the unique reference where the sequence Ω is not decreasing).
Here, we shall identify these spaces in the most general case:
Theorem 2.4.14 Let Wn =
∑n
k=0Ωk, n = 0, 1, 2, . . . Then, for every f =
(f(n))∞n=0 ⊂ C,
(i) If 0 < p ≤ 1,
‖f‖d(Ω,p)′ = sup
n≥0
W−1/pn
n∑
k=0
f ∗(k).
(ii) If 1 < p <∞ and Ω /∈ ℓ1,
C1‖f‖d(Ω,p)′ ≤
( ∞∑
n=0
(Adf
∗(n))p
′
Ω˜n
)1/p′
≤ C2‖f‖d(Ω,p)′,
with Ω˜0 = W
1−p′
0 , Ω˜n = (n + 1)
p′(W 1−p
′
n−1 − W
1−p′
n ), n ≥ 1, and the
constants C1 and C2 depending only on p.
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(iii) If 0 < p <∞,
‖f‖d∞(Ω,p)′ =
∞∑
n=0
f ∗(n)W−1/pn = ‖f‖d(W−1/p,1).
Proof. By definition
‖f‖d(Ω,p)′ = sup
g
∑∞
n=0 f(n)g(n)
‖g‖d(Ω,p)
= sup
g↓
∑∞
n=0 f
∗(n)g(n)(∑∞
n=0 g(n)
pΩn
)1/p .
Then (i) can be directly deduced applying the first part of Theorem 1.3.6.
Applying the second expression of the same theorem in (ii), we obtain, for
p > 1,
‖f‖p
′
d(Ω,p)′ ≈
∫ ∞
0
(
V˜ (t)
W˜ (t)
)p′
w˜(t) dt,
where, v˜ =
∑∞
n=0 f
∗(n)χ[n,n+1), w˜ =
∑∞
n=0Ωnχ[n,n+1), V˜ (t) =
∫ t
0
v˜(s) ds,
W˜ (t) =
∫ t
0
w˜(s) ds, t > 0. Being f ∗ decreasing we have, for n ≥ 1 and
t ∈ [n, n+ 1),
1
2
(f ∗(0) + . . .+ f ∗(n)) ≤ V˜ (t) ≤ (f ∗(0) + . . .+ f ∗(n)).
On the other hand∫ n+1
n
w˜(t)
W˜ p′(t)
dt =
∫ 1
0
Ωn(Ω0 + . . .+ Ωn−1 + Ωnt)
−p′
=
W 1−p
′
n−1 −W
1−p′
n
p′ − 1
= Cp
Ω˜n
(n+ 1)p′
.
Hence,
‖f‖p
′
d(Ω,p)′ ≈
∫ 1
0
(
V˜ (t)
W˜ (t)
)p′
w˜(t) dt+
∞∑
n=1
∫ n+1
n
(
V˜ (t)
W˜ (t)
)p′
w˜(t) dt
≈ f ∗(0)p
′
Ω1−p
′
0 +
∞∑
n=1
( n∑
k=0
f ∗(k)
)p′ Ω˜n
(n+ 1)p′
=
∞∑
n=0
(Adf
∗(n))p
′
Ω˜n.
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It only remains to prove (iii). Note that
‖f‖d∞(Ω,p)′ = sup
{ ∞∑
n=0
f ∗(n)g∗(n) : ‖g‖d∞(Ω,p) ≤ 1
}
= sup
{ ∞∑
n=0
f ∗(n)g∗(n) : g∗(k) ≤W
−1/p
k , ∀k ≥ 0
}
,
and this supremum is attained at the sequence W−1/p = (W−1/pn )n. Hence,
‖f‖d∞(Ω,p)′ =
∞∑
n=0
f ∗(n)W−1/pn . 
Remark 2.4.15 (i) Both d(Ω, p) and d∞(Ω, p) are continuously embedded
in ℓ∞ and, thus, ℓ1 ⊂ d(Ω, p)′ (and also ℓ1 ⊂ d∞(Ω, p)′) for 0 < p < ∞. In
particular, the associate space of these spaces is never trivial.
(ii) The argument used in Remark 2.4.8 (iii) is also useful here and, for
1 < p <∞,
d(Ω1−p
′
, p′) ⊂ d(Ω, p)′,
and ‖f‖d(Ω,p)′ ≤ ‖f‖d(Ω1−p′ ,p′) for every sequence f . If Ω ↑ we can use the
argument in the proof of Theorem 2.4.12 (iii) and conclude (as in [AEP])
that the two previous spaces (and their norms) are equal.
In [Al], Allen proves, in the case Ω ↓, p > 1, that d(Ω, p)′ = d(Ω1−p
′
, p′) if
Ω is regular. The following theorem extends this result to the general case.
Theorem 2.4.16 Let 1 < p < ∞ and Ω /∈ ℓ1. Then d(Ω, p)′ = d(Ω1−p
′
, p′)
if and only if
n∑
k=0
Ω1−p
′
k ≤ C
n∑
k=0
(AdΩ(k))
1−p′, n = 0, 1, 2, . . .
In particular d(Ω, p)′ = d(Ω1−p
′
, p′) if Ω is regular.
Proof. The equality of the two spaces is equivalent (see Remark 2.4.15)
to the embedding d(Ω, p)′ ⊂ d(Ω1−p
′
, p′) that, by Theorem 2.4.14 (ii), holds
if and only if the inequality
( ∞∑
n=0
g(n)p
′
Ω1−p
′
n
)1/p′
≤ C
( ∞∑
n=0
(Adg(n))
p′Ω˜n
)1/p′
(2.8)
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holds for every positive and decreasing sequence g = (g(n))n. Here Ω˜ is the
sequence defined by Ω˜0 = Ω
1−p′
0 ,
Ω˜n
(n + 1)p′
=
( n−1∑
k=0
Ωk
)1−p′
−
( n∑
k=0
Ωk
)1−p′
, n = 1, 2, 3, . . .
The class of positive and decreasing sequences is regular (Definition 1.2.1)
in N∗ and we can use Theorem 1.2.18 with T0 = Ad (which is order contin-
uous, linear and positive) to characterize (2.8). The condition is obtained
“applying” the inequality to the sequences (1, 1, . . . , 1, 0, 0, . . .) (decreasing
characteristic functions in N∗) and it is equivalent to
n∑
k=0
Ω1−p
′
k <∼
Ω1−p
′
0 +
n∑
k=1
(k + 1)p
′
(W 1−p
′
k−1 −W
1−p′
k )
+ (n + 1)p
′
∞∑
k=n+1
(W 1−p
′
k−1 −W
1−p′
k ),
n = 1, 2, . . ., with Wk =
∑k
j=0Ωj . The second term is equivalent, for n ≥ 1,
to the expression
Ω1−p
′
0 +
n∑
k=1
(k + 1)p
′
(W 1−p
′
k−1 −W
1−p′
k ) + (n+ 1)
p′W 1−p
′
n ≈
n−1∑
k=0
(
Wk
k + 1
)1−p′
≈
n∑
k=0
(
Wk
k + 1
)1−p′
.
And the condition of the theorem is obtained.
The second assert is immediate, since every regular weight trivially sat-
isfies the given condition. 
In [NO], M. Nawrocki and A. Ortyn´ski prove, for the case Ω decreasing,
that the associate of d(Ω, p), p ≤ 1, is ℓ∞ if the condition
∑n
k=0Ωk ≥ C(n+1)
p
holds. We now extend this result proving that this condition also works for
the general case. Moreover, this condition is also necessary.
Theorem 2.4.17 Let 0 < p ≤ 1. Then d(Ω, p)′ ⊂ ℓ∞, and these two spaces
are equal, if and only if there exists C > 0 such that
n∑
k=0
Ωk ≥ C(n+ 1)
p, n = 0, 1, 2, . . .
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Proof. By Theorem 2.4.14 (i), we have that, with Wn =
∑n
k=0Ωk,
‖f‖d(Ω,p)′ ≥ W
−1/p
0 f
∗(0) =W
−1/p
0 ‖f‖ℓ∞.
Therefore, d(Ω, p)′ ⊂ ℓ∞.
If the inequality of the theorem holds,
W−1/pn
n∑
k=0
f ∗(k) =
n+ 1
W
1/p
n
Adf
∗(n) ≤ C−1/pAdf
∗(n) ≤ C−1/p‖f‖ℓ∞,
for all n = 0, 1, 2, . . . Hence, ‖f‖d(Ω,p)′ = supnW
−1/p
n
∑n
k=0 f
∗(k) ≤
C−1/p‖f‖ℓ∞ and we have that ℓ
∞ = d(Ω, p)′.
Conversely, if ℓ∞ ⊂ d(Ω, p)′, then 1 ∈ d(Ω, p)′ and supn
n+1
W
1/p
n
= ‖1‖d(Ω,p)′
= C <∞, which implies the result. 
The following result describes the biassociate of d(Ω, p) in the case p ≤ 1
in an analogous way as we did in the nonatomic case (Theorem 2.4.13). We
omit here the proof.
Theorem 2.4.18 Let 0 < p ≤ 1 and let us denote by Wn =
∑n
k=0Ωk, n =
0, 1, 2, . . . Then there exists a decreasing sequence Ω˜ = (Ω˜n)n satisfying
1
2
n∑
k=0
Ω˜k ≤ inf
m≥0
max
(
1,
n + 1
m+ 1
)
W 1/pm ≤
n∑
k=0
Ω˜k,
and such that d(Ω, p)′′ = d(Ω˜, 1) with equivalent norms. More precisely,
1
2
‖ · ‖
d(Ω˜,1)
≤ ‖ · ‖d(Ω,p)′′ ≤ ‖ · ‖d(Ω˜,1) .
Let us study now the topologic dual and its connection with the associate
space.
Definition 2.4.19 If (E, ‖ · ‖) is a quasi-normed space, we define the dual
E∗ in the usual way:
E∗ = {u : E → C : u linear and continuous}.
If u ∈ E∗ we denote by ‖u‖ = ‖u‖E∗ = sup {|u(f)| : ‖f‖ ≤ 1, f ∈ E} ∈
[0,∞).
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The dual E∗ of a quasi-normed space (E, ‖ · ‖E) is a Banach space. If E
∗
separates points, every f ∈ E can be identified with the linear and continuous
form f˜ : E∗ → C such that f˜(u) = u(f), u ∈ E∗. We have then a continuous
injection,
(E, ‖ · ‖E) →֒ (E
∗∗, ‖ · ‖E∗∗),
and the constant of this embedding is less than or equal to 1 since, for f ∈ E,
‖f‖E∗∗ = ‖f˜‖(E∗,‖·‖E∗)∗ = sup
u∈E∗
|u(f)|
‖u‖E∗
≤ ‖f‖E.
The Mackey topology in E associated to the dual pair (E,E∗), is defined
as having as a local basis the convex envelope of the balls in E (see [Ko¨]). It
is the finest locally convex topology in E having E∗ as its topological dual.
The completion E˜ with this topology is called Mackey completion or also
Banach envelope of E. In a quasi-normed space whose dual separates points,
this topology corresponds to the one induced in E by (E∗∗, ‖ · ‖E∗∗) and the
Mackey completion is then the closure of E in (E∗∗, ‖ · ‖E∗∗).
In our case E = Λ is a quasi-normed Lorentz space. If f ∈ Λ′ the
application uf : Λ → C such that uf(g) =
∫
X
f(x)g(x) dµ(x) is obviously
linear and continuous with norm equal to ‖f‖Λ′. Thus, Λ
′ is isometrically
isomorphic to a subspace of Λ∗ and, in fact, we shall identify the functions
of Λ′ as linear and continuous forms in Λ:
Λ′ ⊂ Λ∗.
On the other hand, Λ is continuously embedded in (Λ′′, ‖·‖Λ′′) (Remark 2.4.2),
and therefore (if Λ∗ separates points) we are working with three independent
topologies in Λ and two embeddings with constant 1:
(Λ, ‖ · ‖Λ) →֒ (Λ
∗∗, ‖.‖Λ∗∗),
(Λ, ‖ · ‖Λ) →֒ (Λ
′′, ‖ · ‖Λ′′).
Proposition 2.4.20 If Λ is a quasi-normed Lorentz space whose dual sepa-
rates points,
(Λ, ‖ · ‖Λ) →֒ (Λ, ‖ · ‖Λ∗∗) →֒ (Λ, ‖ · ‖Λ′′),
and ‖f‖Λ′′ ≤ ‖f‖Λ∗∗ ≤ ‖f‖Λ, f ∈ Λ. If in addition, Λ
′ = Λ∗, then Λ′′ is
isometrically identified with a subspace of Λ∗∗. In particular, ‖f‖Λ′′ = ‖f‖Λ∗∗,
for every f ∈ Λ, in this case.
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Proof. If f ∈ Λ, then f ∈ Λ∗∗ and
‖f‖Λ ≥ ‖f‖Λ∗∗ = sup
u∈Λ∗
|u(f)|
‖u‖Λ∗
≥ sup
g∈Λ′
∫
|fg|
‖g‖Λ′
= ‖f‖Λ′′.
If Λ′ = Λ∗, every continuous and linear form u ∈ Λ∗ is of the form
u(f) = ug(f) =
∫
X
f(x)g(x) dµ(x) with g ∈ Λ′. Also, to every function
f ∈ Λ′′ we can associate the linear form f˜ : Λ′ = Λ∗ → C defined by
f˜(g) = f˜(ug) =
∫
X
f(x)g(x) dµ(x) and with norm
‖f˜‖Λ∗∗ = sup
ug∈Λ∗
|f˜(ug)|
‖ug‖Λ∗
= sup
g∈Λ′
∫
|fg|
‖g‖Λ′
= ‖f‖Λ′′. 
We shall now study, among other, the two following questions: (i) To
characterize the weights w for which Λ(w)∗ = {0}. (ii) When is Λ′ = Λ∗? As
in the case of the Lebesgue space Lp, Radon-Nikodym theorem is the key for
the following result.
Proposition 2.4.21 Let Λ be a quasi-normed Lorentz space on X. If u ∈
Λ∗, there exists a unique function g ∈ Λ′ with ‖g‖Λ′ ≤ ‖u‖, satisfying
u(f) =
∫
X
f(x)g(x) dµ(x), f ∈ L∞0 .
Proof. Let us first assume that µ(X) < ∞ (in this case S ⊂ L∞ ⊂ Λ).
For every E ⊂ X let
σ(E) = u(χE) ∈ C.
Then σ is a complex measure in X (the fact that it is σ-additive is a con-
sequence of the fact that µ(X) <∞), absolutely continuous with respect to
the σ-finite measure µ of X, since µ(E) = 0 implies ‖χE‖Λ = 0 and thus
u(χE) = 0. By Radon-Nikodym theorem, there exists a function g ∈ L
1(X)
so that σ(E) =
∫
E
g(x) dµ(x) for every measurable set E ⊂ X. In particular
(since u is linear) u(f) =
∫
X
f(x)g(x) dµ(x) for f ∈ S ⊂ Λ. This also holds
if f ∈ L∞(X) ⊂ Λ since there exists a sequence (sn)n ⊂ S ⊂ Λ converging
to f in Λ and also uniformly (see the proof of Theorem 2.3.11).
If µ(X) =∞, the previous argument is true in any subset Y ⊂ X of finite
measure: we define a complex measure σY in Y and we obtain the existence
of a function gY ∈ L
1(Y ) with u(f) =
∫
X
f(x)g(x) dµ(x) for every f ∈
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L∞(X) supported in Y . If Y1, Y2 are two sets of finite measure, necessarily∫
E
gY1(x) dµ(x) =
∫
E
gY2(x) dµ(x) for every measurable set E ⊂ Y1 ∩ Y2 and
it follows that gY1(x) = gY2(x) a.e. x ∈ Y1 ∩ Y2. Hence, since X is σ-finite
we can assure the existence of a function g ∈ L1
loc
(X) such that u(f) =∫
X
f(x)g(x) dµ(x) for every f ∈ L∞0 (X).
To show that ‖g‖Λ′ ≤ ‖u‖, let α ∈M(X) with |α| = 1, αg = |g| and let
also (Xn)n be an increasing sequence of sets of finite measure with
⋃
nXn =
X. If f ∈ Λ, we consider fn = |f |χ{|f |≤n}∩Xn . Then 0 ≤ fn ≤ fn+1 → |f |
and every fn is bounded and with support in a set of finite measure. Then,∫
X
|f(x)g(x)| dµ(x) = lim
n
∣∣∣∣ ∫
X
α(x)fn(x)g(x) dµ(x)
∣∣∣∣
= lim
n
|u(αfn)| ≤ ‖u‖ lim
n
‖fn‖Λ = ‖u‖‖f‖Λ,
from which g ∈ Λ′ and ‖g‖Λ′ ≤ ‖u‖.
Finally, the uniqueness of g is also clear, since if g1 is another function with
the same properties than g, we have that
∫
E
g(x) dµ(x) =
∫
E
g1(x) dµ(x) =
u(χE) for every measurable set E ⊂ X of finite measure, which implies that
g = g1. 
Remark 2.4.22 If µ(X) =∞ and w ∈ L1 every simple function, regardless
of the measure of its support, is in ΛX(w). We can then define, for every
linear form u ∈ Λ′,
σ(E) = u(χE), E ⊂ X measurable.
but this set function, defined on the whole σ-algebra of X, is not σ-additive
in general. To have this property, we need that, for every family of disjoint
measurable sets (En)n, the functions χ⋃N
1
En
have to converge to χ⋃∞
1
En in
Λ. Contrary to what happens if µ(X) < ∞, this is not true in general
in this case. For example, in Λ1
R
(χ(0,1)) the sets En = (n, n + 1) give a
counterexample.
This explains why we need the restriction “support of finite measure” in
the previous proposition.
Corollary 2.4.23 If Λ is a quasi-normed Lorentz space on X, Λ′ = {0} if
and only if every functional u ∈ Λ∗ is zero on L∞0 (X). In particular, if X is
resonant, Λ∗X separates points if and only if Λ
′
X 6= {0}.
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Corollary 2.4.24 If Λ is a quasi-normed Lorentz space and f ∈ Λ has ab-
solutely continuous norm, then ‖f‖Λ∗∗ = ‖f‖Λ′′.
Proof. Since f is pointwise limit of a sequence (fn)n in L
∞
0 with |fn| ≤ |f |
and it has absolutely continuous norm, we have that f = limn fn in Λ and,
by continuity, (Proposition 2.4.20), we also have the convergence in Λ′′ and
in Λ∗∗. Hence, it is sufficient to prove the result assuming that f ∈ L∞0 .
By Proposition 2.4.21, for every u ∈ Λ∗ there exists g ∈ Λ′ with ‖g‖Λ′ ≤
‖ug‖Λ∗ = ‖u‖Λ∗ and such that u(f) = ug(f) =
∫
X
f(x)g(x) dµ(x). Then,
‖f‖Λ∗∗ = sup
u∈Λ∗
|u(f)|
‖u‖Λ∗
= sup
g∈Λ′
|ug(f)|
‖ug‖Λ∗
= sup
g∈Λ′
∫
|f(x)g(x)| dµ(x)
‖g‖Λ′
= ‖f‖Λ′′. 
We can give now a representation of the dual of ΛpX for an arbitrary
σ-finite measure space X.
Theorem 2.4.25 If 0 < p <∞ and W ∈ ∆2(X),
ΛpX(w)
∗ = ΛpX(w)
′ ⊕ ΛpX(w)
s ,
where
ΛpX(w)
s = {u ∈ Λp(w)∗ : |u(f)| ≤ C lim
t→∞
f ∗(t), ∀f ∈ ΛpX(w)}.
This last subspace is formed by functionals that are zero on the functions
whose support is of finite measure and it is not zero only if µ(X) = ∞ and
w ∈ L1.
Proof. That every functional in Λp(w)s is zero on functions with sup-
port of finite measure is immediate from the definition, since for such
a function f we have that limt→∞ f
∗(t) = 0. This also tells us that
Λp(w)′ ∩ Λp(w)s = {0} since if u = ug is in the previous intersection we
have that
∫
X
f(x)g(x) dµ(x) = u(f) = 0 for every f ∈ Λp with support of
finite measure. Then it follows that
∫
X
f(x)g(x) dµ(x) = 0 for every f ∈ Λp
and hence u = 0. Let us see now the decomposition Λ∗ = Λ′ + Λs. To this
end, let u ∈ Λp(w)∗. By Proposition 2.4.21, there exists g ∈ Λp(w)′ such that
the continuous linear functional ug(f) =
∫
X
f(x)g(x) dµ(x) coincides with u
in L∞0 . If f ∈ Λ
p and Y = {f 6= 0} has finite measure, then u(f) = ug(f)
since u and ug are continuous linear forms on Λ
p
Y (w) and coincide in L
∞
0 (Y ),
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which is dense in ΛpY (w) (Theorem 2.3.12). Let u
s = u− ug. Then u
s is zero
on the functions of Λp supported in a set of finite measure. Therefore, if f any
function in Λp and a = limt→∞ f
∗(t) and fn = fχ{|f |≤a+1/n}, n = 1, 2, . . . , we
have us(f) = us(fn) for every n (since f − fn has support of finite measure).
Thus,
|us(f)| = |us(fn)| ≤ ‖u
s‖‖fn‖Λp, n = 1, 2, . . .
We now have two cases: (i) w /∈ L1. Then a = 0 and Λp(w) has absolutely
continuous norm (Theorem 2.3.4). Since |fn| ≤ |f | and |fn| → 0 a.e. we
get that ‖fn‖Λp → 0 and |u
s(f)| = 0 = a. (ii) w ∈ L1. Then ‖fn‖Λp ≤
‖fn‖∞‖w‖
1/p
1 ≤ (a + 1/n)‖w‖
1/p
1 and we have that |u
s(f)| ≤ ‖us‖‖w‖
1/p
1 a =
Ca = C limt→∞ f
∗(t). In any of these two cases, there exists C ∈ (0,+∞)
(independent of f) such that |us(f)| ≤ C limt→∞ f
∗(t). That is, us ∈ Λp(w)s
and we have Λ∗ = Λ′ ⊕ Λs.
It remains to prove that Λp(w)s 6= {0} if and only if µ(X) = ∞ and
w ∈ L1. If µ(X) < ∞ or if w /∈ L1 every function f ∈ Λp(w) satisfies
limt→∞ f
∗(t) = 0 and therefore, for u ∈ Λs, we get u(f) = 0, for every
f ∈ Λp. That is u = 0 or equivalently Λs = {0}. If µ(X) = ∞ and w ∈ L1,
the functional p(f) = limt→∞ f
∗(t), p : Λp → [0,+∞), is a seminorm:
(i) p(λf) = |λp(f)| (obvious),
(ii) p(f + g) = lim
t→∞
(f + g)∗(t) ≤ lim
t
(f ∗(t/2) + g∗(t/2)) = p(f) + p(g).
Since p(1) = 1 (the constant function 1 is in Λp(w) in this case) p is not zero
and there exists a nonzero linear form u on Λp satisfying
|u(f)| ≤ p(f) = lim
t→∞
f ∗(t), ∀f ∈ Λp (2.9)
(see [Ru] for example). In particular, u is continuous since
‖f‖Λp(w) =
( ∫ ∞
0
(f ∗(t))pw(t) dt
)1/p
≥ p(f)‖w‖
1/p
1 , ∀f,
and it follows that |u(f)| ≤ p(f) ≤ C‖f‖Λp, for every f . Finally, (2.9) tells
us that u ∈ Λs and hence Λs 6= {0}. 
We shall state two immediate consequences of the last theorem that solve,
in the case Λ = Λp, the two questions about duality we were looking for.
Corollary 2.4.26 Let 0 < p <∞ and W ∈ ∆2(X).
(i) If µ(X) <∞ or w /∈ L1,
ΛpX(w)
′ = ΛpX(w)
∗.
In particular d(Ω, p)∗ = d(Ω, p)′ if Ω /∈ ℓ1 and d(Ω, p) is quasi-normed.
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(ii) If µ(X) =∞ and w ∈ L1,
ΛpX(w)
′
 ΛpX(w)
∗.
In particular ΛpX(w)
∗ 6= {0} in this case.
As a consequence of this last result, Theorems 2.4.14, 2.4.16, 2.4.17 and
Remark 2.4.15, remain true (in the case d(Ω, p) quasi-normed, Ω /∈ ℓ1) if we
substitute d(Ω, p)′ by d(Ω, p)∗.
Corollary 2.4.27 Let X be a nonatomic measure space and let W ∈ ∆2.
(i) If 0 < p ≤ 1, ΛpX(w)
∗ = {0} if and only if the two following conditions
hold:
i.1) µ(X) <∞ or else µ(X) =∞ and w /∈ L1, and
i.2) sup
0<t<1
tp
W (t)
=∞.
(ii) If 1 < p <∞, ΛpX(w)
∗ = {0} if and only if it holds:
ii.1) µ(X) <∞ or else µ(X) =∞ and w /∈ L1, and
ii.2)
∫ 1
0
(
t
W (t)
)p′−1
dt =∞.
The spaces d(Ω, p) have been studied up to now in the case Ω ↓. As we
shall see, this condition asserts (if p ≥ 1) that ‖·‖d(Ω,p) is a norm. In the case
Ω ↓, p < 1 there has been interest in finding the Banach envelope of d(Ω, p)
(see for example [Po] and [NO]). The following theorem solves this question
in the general case of w /∈ L1.
Theorem 2.4.28 Let 0 < p ≤ 1.
(i) Let X be nonatomic and let us assume that
(a) W ∈ ∆2,
(b) w /∈ L1 or µ(X) <∞,
(c) sup0<t<1
tp
W (t)
<∞.
Then, there exists a decreasing weight w˜ with
W˜ (t) ≈ inf
s>0
max(1, t/s)W 1/p(s), t > 0,
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and such that the Mackey topology in ΛpX(w) is the one induced by the
norm ‖ · ‖Λ1
X
(w˜). The Banach envelope of Λ
p(w) is Λ1(w˜) if w˜ /∈ L1,
and it is the space
Λ1(w˜)0 = {f ∈ Λ
1(w˜) : lim
t→∞
f ∗(t) = 0}
otherwise.
(ii) If Ω /∈ ℓ1 and the space d(Ω, p) is quasi-normed, there exists a decreasing
sequence Ω˜ = (Ω˜n)n such that
n∑
k=0
Ω˜k ≈ sup
m≥0
max
(
1,
n + 1
m+ 1
)( m∑
k=0
Ωk
)1/p
, n = 0, 1, 2, . . . ,
and the norm ‖ · ‖
d(Ω˜,1)
induces the Mackey topology in d(Ω, p). If
Ω˜ /∈ ℓ1 the Mackey completion of d(Ω, p) is d(Ω˜, 1), and this space is
c0 = c0(N
∗) otherwise.
Proof. By Corollary 2.4.26 the dual and the associate space of Λ = ΛpX(w)
(Λ = d(Ω, p) in the case (ii)) coincide, and moreover Λp(w)′ = Λp(w)∗ 6= {0}
by Theorem 2.4.9. It follows then from Proposition 2.4.20 that the Mackey
topology in Λ (the topology of the bidual norm) is the one induced by the
norm of the biassociate space, and since Λ′′ is complete, the Mackey comple-
tion Λ˜ is contained in Λ′′. By Theorem 2.4.13 (Theorem 2.4.18 in the case
(ii)), Λ′′ = Λ1(w˜) (Λ′′ = d(Ω˜, 1) resp.). If w˜ /∈ L1 (Ω˜ /∈ ℓ1), Theorem 2.3.12
tells us that Λ is dense in Λ′′ (since L∞0 ⊂ Λ) and hence Λ˜ = Λ
′′. If, on
the contrary w˜ ∈ L1, Λ1(w˜)0 is closed in Λ
1(w˜) and it contains the space
Λp(w). If f ∈ Λ1(w˜)0, the functions fn = fχ{|f |>f∗(n)} have support in a set
of finite measure and converge to f in Λ1(w˜). Each of these functions fn has
absolutely continuous norm (Corollary 2.3.5) and thus fn is limit in Λ
1(w˜)
of function in L∞0 . It follows that this space is dense in Λ
1(w˜)0 and since
L∞0 ⊂ Λ
p(w), we conclude that the Banach envelope of Λp(w) is Λ1(w˜)0. In
the atomic case, Ω˜ ∈ ℓ1 implies Λ′′ = d(Ω˜, 1) = ℓ∞ and Λ˜ = c0. 
Remark 2.4.29 Conditions (a) and (c) in (i) of the previous theorem are
natural, since if W /∈ ∆2 there is no topology in Λ
p(w) and, if condition (c)
fails, Λ∗ = {0} (Theorem 2.4.9) and it does not make sense to consider the
Mackey topology in Λp(w) with “respect to the dual pair (Λp(w),Λp(w)∗)”.
The conditions on Ω in (ii) are not at all restrictive, since if Ω ∈ ℓ1, d(Ω, 1) =
ℓ∞ and the Mackey completion is, in this case, the same space d(Ω, p) = ℓ∞.
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N. Popa proves in [Po], for the case Ω ↓, that the Mackey completion of
d(Ω, p) (0 < p < 1) is ℓ1 if and only if d(Ω, p) ⊂ ℓ1. By Theorem 2.4.28 we
can extend this result to the general case.
Corollary 2.4.30 Let 0 < p ≤ 1, Ω /∈ ℓ1. Then the Banach envelope of
d(Ω, p) is ℓ1 if and only if d(Ω, p) ⊂ ℓ1.
Proof. If d(Ω, p) ⊂ ℓ1 then ℓ∞ = (ℓ1)′ ⊂ d(Ω, p)′ and it follows (Theo-
rem 2.4.17) that these last two spaces are equal, and hence d(Ω, p)′′ = ℓ1.
Since d(Ω, p)′′ = d(Ω˜, 1) for some sequence Ω˜ (Theorem 2.4.18), it follows
that Ω˜ /∈ ℓ1 and, by the previous theorem, the Banach envelope of d(Ω, p) is
d(Ω, p)′′ = ℓ1.
The converse is immediate. 
Let us now study the weak-type spaces Λp,∞. First we shall consider the
nonatomic case X.
Theorem 2.4.31 If 0 < p < ∞, W ∈ ∆2 and X is nonatomic, then
Λp,∞X (w)
′ = Λp,∞X (w)
∗ if and only if these two spaces are zero.
Proof. The sufficiency is obvious. To see the necessity, we only need to
prove that Λp,∞X (w)
′ 6= Λp,∞X (w)
∗
if the first of these spaces is not trivial.
But if Λp,∞X (w)
′ 6= {0}, the function W−1/p is locally integrable in [0,∞)
(Theorem 2.4.9) and we can define the seminorm
H(f) = lim sup
t→0
∫ t
0
f ∗(s) ds∫ t
0
W−1/p(s) ds
, f ∈ Λp,∞.
If f ∈ Λp,∞X (w) we have that f
∗(t) ≤ ‖f‖Λp,∞W
−1/p(t), and therefore H is
well defined and it is continuous. Moreover, it is not zero because there exists
f0 ∈ Λ
p,∞ with f ∗0 = W
−1/p in [0, µ(X)) and hence H(f0) = 1. By Hahn-
Banach theorem, there exists a nonzero u ∈ Λ∗ such that |u(f)| ≤ H(f), for
every f . This linear form is not in Λ′, because it is zero over all functions
f ∈ L∞0 :
H(f) = lim sup
s→0
∫ s
0
f ∗(t) dt∫ s
0
W−1/p(t) dt
≤ ‖f‖L∞ lim sup
s→0
s∫ s
0
W−1/p(t) dt
= 0.
Thus Λp,∞X (w)
∗ 6= Λp,∞X (w)
′
. 
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Theorem 2.4.32 Let 0 < p < ∞ and d∞(Ω, p) be quasi-normed. Let
Wn =
∑n
k=0Ωk, n = 0, 1, . . . Then, if Ω /∈ ℓ
1 and W−1/p /∈ ℓ1, we have
that d∞(Ω, p)∗ 6= d∞(Ω, p)′.
Proof. The seminorm
H(f) = lim sup
n→∞
∑n
k=0 f
∗(k)∑n
k=0W
−1/p
k
, f ∈ d∞(Ω, p),
is continuous and nonzero, and ifW−1/p /∈ ℓ1, it is zero on all finite sequences.
Thus, using and analogous argument as in the previous proof, there exists
u ∈ d∞(Ω, p)∗ \ d∞(Ω, p)′. 
In the nonatomic cases, it remains to characterize the identity Λ1,∞X (w)
∗ =
{0}. We first need the following results.
Lemma 2.4.33 Let W ∈ ∆2. If µ(X) = ∞ and w ∈ L
1, then Λ1,∞(w)∗ 6=
{0}.
Proof. By hypothesis, we have that if H(f) = limt→∞ f
∗(t), then H :
Λ1,∞(w) → [0,∞) is a continuous seminorm in Λ1,∞(w) not identically zero
(since 1 ∈ Λ1,∞(w) and H(1) = 1 6= 0). By Hahn-Banach theorem it follows
that Λ1,∞(w)∗ 6= {0}. 
Lemma 2.4.34 Let X be nonatomic and f ∈ Λ1,∞X (w). If limt→∞ f
∗(t) = 0
there exists F ∈ Λ1,∞X (w) satisfying:
(i) |f(x)| ≤ F (x) a.e. x ∈ X.
(ii) F ∗(t) = ‖f‖Λ1,∞W
−1(t), 0 < t < µ(X).
Proof. We can assume ‖f‖Λ1,∞ = 1. Let A = {f 6= 0}, a = µ(A). Since
f ∗(t)−→
t→∞
0, there exists a measure preserving transformation σ : A → (0, a)
such that |f(x)| = f ∗(σ(x)) a.e. x ∈ A (see Theorem II.7.6 in [BS]). Define
F0(x) =W
−1(σ(x))χA(x), x ∈ X.
Since σ is measure preserving, F ∗0 (t) = W
−1(t), 0 < t < a. Besides, since
f ∗ ≤W−1, we have that
F0(x) ≥ f
∗(σ(x)) = |f(x)| a.e. x ∈ A.
If a = µ(X) the function we are looking for is clearly, F = F0. If on the
contrary a < µ(X), we take 0 ≤ F1 ∈ M(X \ A), with F
∗
1 (t) = W
−1(a +
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t), 0 ≤ t < µ(X \ A). It is then immediate to check that the function
F = F0 + F1χX\A satisfies the statement. 
Let us define now the seminorm N whose properties (Proposition 2.4.36)
will be very useful.
Definition 2.4.35 If (E, ‖ · ‖) is a quasi-normed space, we define the semi-
norm N : E → [0,+∞) by
N(f) = NE(f) = inf
{ K∑
k=1
‖fk‖ : (fk)k ⊂ E, f =
∑
k
fk
}
, f ∈ E.
It can be proved that N is the bidual norm:
N(f) = sup
u∈Λ∗
|u(f)|
‖u‖Λ∗
= ‖f‖Λ∗∗.
Proposition 2.4.36 Let Λ be a quasi-normed Lorentz space, and N = NΛ.
Then for f, g ∈ Λ we have,
(i) N(f) ≤ ‖f‖Λ.
(ii) |f | ≤ |g| ⇒ N(f) ≤ N(g).
(iii) N(f) = N(|f |).
(iv) N(f) = inf
{∑K
k=1 ‖fk‖Λ : |f | ≤
∑
k |fk|
}
.
Moreover Λ∗ = {0} if and only if N = 0.
Proof. (i) is immediate. To see (ii), if g =
∑
k gk we have that f =
(f/g)g =
∑
k(f/g)gk, hence N(f) ≤
∑
k ‖(f/g)gk‖Λ ≤
∑
k ‖gk‖Λ and thus
N(f) ≤ N(g). (iii) and (iv) are corollaries of (ii).
Let us now prove the last statement. If there exists 0 6= u ∈ Λ∗, we
can find f ∈ Λ with u(f) 6= 0. For every finite decomposition f =
∑
k fk
we then have that, |u(f)| ≤
∑
k |u(fk)| ≤ ‖u‖
∑
k ‖fk‖Λ. Hence
∑
k ‖fk‖Λ ≥
|u(f)|/‖u‖ and taking the infimum, we obtain N(f) ≥ |u(f)|/‖u‖ > 0, that
is, N 6= 0. Conversely, since N is a continuous seminorm in Λ (by (i)), if
N 6= 0 there exists (Hahn-Banach theorem, [Ru]) a nonzero continuous linear
form u in Λ. 
In the following result, proved by A. Haaker in [Ha] for the case X = R+,
we give a necessary condition to have that the dual of Λ1,∞(w) is zero. As
we shall see in Theorem 2.4.40, this condition is also sufficient. Our proof is
based on the proof of A. Haaker.
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Lemma 2.4.37 Let X be nonatomic and W ∈ ∆2. If Λ
1,∞
X (w)
∗ = {0} and
ǫ > 0, there exists n ∈ N such that∫ s
nt
W−1(r) dr ≤ ǫ
∫ s
t
W−1(r) dr, 0 < t < nt < s ≤ µ(X).
Proof. We can assume that W is strictly increasing (otherwise, we sub-
stitute this function by W (t)(1 + 2t)/(1 + t)). Let 0 ≤ f ∈ Λ1,∞(w) with
f ∗ = W−1 in (0, µ(X)). By Proposition 2.4.36, N(f) = 0 and there exist
positive functions f1, . . . , fn−1 ∈ Λ
1,∞(w) with
f ≤
∑
k
fk,
and such that, if ak = ‖fk‖Λ1,∞ , k = 1, . . . , n− 1, then∑
k
ak < ǫ.
By Lemma 2.4.33, µ(X) < ∞ or µ(X) = ∞ and w /∈ L1. In any case
limt→∞ f
∗
k (t) = 0, k = 1, . . . , n−1. We can then take functions g1, . . . , gn−1 ∈
Λ1,∞(w) with gk ≥ fk a.e. and g
∗
k(t) = akW
−1(t), 0 < t < µ(X) (using
Lemma 2.4.34). Summarizing,
(i) f ≤ g1 + . . .+ gn−1 a.e.,
(ii) g∗k(t) = akW
−1(t), 0 < t < µ(X),
(iii) a1 + . . .+ an−1 < ǫ.
If s, t > 0, with nt < s < µ(X), we define
F = {x ∈ X : W−1(s) < f(x) ≤W−1(t)},
Ek = {x ∈ F : gk(x) ≤ akW
−1(t)}, k = 1, . . . , n− 1,
E =
n−1⋂
k=1
Ek.
Since f ∗ =W−1 and this function is strictly decreasing,
µ(F ) = λf∗(W
−1(s))− λf∗(W
−1(t)) = s− t.
Moreover,
µ(F \ Ek) = µ({x ∈ F : gk(x) > akW
−1(t)}) ≤ λg∗
k
(akW
−1(t)) = t,
and µ(F \ E) = µ((F \ E1) ∪ . . . ∪ (F \ En−1)) ≤ (n− 1)t. Hence,
µ(E) ≥ µ(F )− (n− 1)t = s− nt.
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Since E ⊂ F , if G = {W−1(s) < f ≤ W−1(s − µ(E))}, the distribution
function of fχE majorizes fχG and we have that∫
E
f(x) dµ(x) =
∫ ∞
0
(fχE)
∗(r) dr ≥
∫ ∞
0
(fχG)
∗(r) dr (2.10)
=
∫ s
s−µ(E)
W−1(r) dr ≥
∫ s
nt
W−1(r) dr.
On the other hand,
∫
E
f(x) dµ(x) ≤
n−1∑
k=1
∫
E
gk(x) dµ(x)
≤
∑
k
∫
Ek
gk(x) dµ(x) =
∑
k
∫ ∞
0
(gkχEk)
∗(r) dr,
but µ(Ek) ≤ µ(F ) = s− t and in this set gk ≤ akW
−1(t) = g∗k(t). Hence, if
Hk = {g
∗
k(t) ≥ gk > g
∗
k(s)}, the distribution function of χHk majorizes the
distribution function of χEk (observe that g
∗
k = akW
−1 is strictly decreasing)
and we have that∫ ∞
0
(gkχEk)
∗(r) dr ≤
∫ s
t
g∗k(r) dr = ak
∫ s
t
W−1(r) dr,
and hence, ∫
E
f(x) dµ(x) ≤
∑
k
ak
∫ s
t
W−1(r) dr < ǫ
∫ s
t
W−1(r) dr.
This and (2.10) end the proof. 
Definition 2.4.38 A function f ∈ M(X) is a step function if it is of the
form
f =
∞∑
n=1
anχEn ,
where (an)n ⊂ C and (En)n is a sequence of pairwise disjoint measurable sets
in X.
The proof of the following result is totally analogous to that of Lemma 7
in [Cw1], where the author considers the case W (t) = t1/p.
Lemma 2.4.39 Every function 0 ≤ f ∈ Λ1,∞X (w) is majorized by a step
function F ∈ Λ1,∞.
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Now, we can prove the following result.
Theorem 2.4.40 Let X be nonatomic and W ∈ ∆2. If 0 < p <∞,
Λp,∞X (w)
∗ = {0}
if and only if
lim
t→0+
sup
0<r<µ(X)
W 1/p(tr)
tW 1/p(r)
= 0. (2.11)
Proof. By Remark 2.2.6, we can assume p = 1.
Sufficiency. We assume that (2.11) holds and we shall prove that N =
NΛ1,∞ = 0. By Proposition 2.4.36 we have Λ
p,∞
X (w)
∗ = {0}. Let then f ∈
Λ1,∞ and let us see that N(f) = 0. By Lemma 2.4.39 and Proposition 2.4.36
(ii), we can assume that f is a positive step function:
f =
∑
n
anχAn , (an)n ⊂ (0,∞), An ∩Am = ∅, n 6= m.
Observe that either µ(X) < ∞ or, by (2.11), W (∞) = ∞. Therefore,
limt→∞ f
∗(t) = 0, and hence µ(An) < ∞ for every n = 1, 2, . . . Also by
(2.11), for every ǫ > 0 there exists m ∈ N such that
2m
W (2−mr)
W (r)
< ǫ, 0 < r < µ(X).
That is,
W−1(2mt) < ǫ 2−mW−1(t), 0 < t < 2−mµ(X).
Let us divide the sets An into 2
m pairwise disjoint measurable subsets (Akn)
2m
k=1
and with equal measure. For every k = 1, 2, . . . , 2m, we have
fk =
∑
n
anχAkn .
Thus f =
∑
k fk and for 0 < t < 2
−mµ(X) (f ∗k is zero outside this interval)
we have,
f ∗k (t) = f
∗(2mt) ≤W−1(2mt)‖f‖Λ1,∞
< ǫ 2−mW−1(t)‖f‖Λ1,∞, k = 1, . . . , 2
m.
Therefore, ‖fk‖Λ1,∞ ≤ ǫ 2
−m‖f‖Λ1,∞ and,
N(f) ≤
∑
k
‖fk‖Λ1,∞ ≤ ǫ ‖f‖Λ1,∞.
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Since this holds for every ǫ > 0 we conclude that N(f) = 0.
Necessity. Let us assume now that Λ1,∞X (w)
∗ = {0}. By Lemma 2.4.37,
there exists n ∈ N such that∫ s
nt
W−1(r) dr ≤
1
2
∫ s
t
W−1(r) dr, t, s > 0, nt < s < µ(X). (2.12)
To see (2.11) we shall prove that for K ∈ N,
sup
0<r<µ(X)
W (tr)
tW (r)
≤ 4n 2−K ,
if 0 < t < n−2K . To this end, let us define for 0 < r < µ(X)
Ak =
∫ r
nktr
W−1(x) dx, k = 0, 1, . . . , K.
By (2.12),
A0 ≥ 2A1 ≥ 4A2 ≥ . . . ≥ 2
KAK
and
1
2
≥
A1
A0
= 1−
A0 − A1
A0
≥ 1− 2−K
A0 − A1
AK
.
But A0 − A1 =
∫ ntr
tr
W−1(x) dx ≤ (n − 1)trW−1(tr) and AK ≥ (1 −
nKt)rW−1(r). Hence,
1
2
≥ 1− 2−K
(n− 1)tW (r)
(1− nKt)W (rt)
.
And then,
W (tr)
tW (r)
≤ 21−K
n− 1
1− nKt
≤ 4n 2−K. 
Remark 2.4.41 (i) Condition (2.11) appears for the first time in [Ha] where
A. Haaker proves the previous result for the case X = R+, w /∈ L1.
(ii) In the proof, we have seen that the condition of Lemma 2.4.37 implies
(2.11). Therefore such condition is also equivalent to Λ1,∞(w)∗ = {0}.
Corollary 2.4.42 Let 0 < p < ∞, X be nonatomic and Λ = Λp,∞X (w) be
quasi-normed. Then:
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(i) If limt→0+ sup0<r<µ(X)
W 1/p(tr)
tW 1/p(r)
= 0,
{0} = Λ′ = Λ∗.
(ii) If the previous condition fails, two cases can occur:
(ii.1) If
∫ 1
0
W−1/p(s) ds =∞,
{0} = Λ′  Λ∗.
(ii.2) If
∫ 1
0
W−1/p(s) ds <∞,
{0} 6= Λ′  Λ∗.
Proof. It is an immediate consequence of Theorems 2.4.9, 2.4.31, and
2.4.40. 
Example 2.4.43
(i) We can apply the previous result to identify the dual and associate
space of the Lorentz spaces Lp,q(X) (X nonatomic), observing that Lp,q =
Λq(tq/p−1) and Lp,∞ = Λp,∞(1). We obtain, then, by other methods, results
already known (see [Hu, CS, Cw1, Cw2]):
(i.1) Lp,q(X)′ = Lp,q(X)∗ = {0}, if 0 < p < 1, 0 < q <∞,
(i.2) L1,q(X)′ = L1,q(X)∗ = L∞(X), if 0 < q ≤ 1,
(i.3) L1,q(X)′ = L1,q(X)∗ = {0}, if 1 < q <∞,
(i.4) Lp,q(X)′ = Lp,q(X)∗ = Lp
′,∞(X), if 1 < p <∞, 0 < q ≤ 1,
(i.5) Lp,q(X)′ = Lp,q(X)∗ = Lp
′,q′(X), if 1 < p <∞, 1 < q <∞,
(i.6) Lp,∞(X)′ = Lp,∞(X)∗ = {0}, if 0 < p < 1,
(i.7) {0} = L1,∞(X)′  L1,∞(X)∗,
(i.8) {0} 6= Lp,∞(X)′  Lp,∞(X)∗, if 1 < p <∞.
(ii) If w = χ(0,1), Λ
p
R+
(w) ⊃ Λp
R+
(1) = Lp(R+). Λp
R+
(w)∗ 6= {0} for every
p ∈ (0,∞) while, as for Lp, Λp
R+
(w)′ 6= {0}, if and only if p ≥ 1. In the
weak-type case, Λp,∞
R+
(w)∗ 6= {0} for every p ∈ (0,∞) and the associate space
is not zero only if p > 1.
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2.5 Normability
In this section (X,µ) is an arbitrary σ-finite measure space. We shall study
when Λp,qX (w) is a Banach space in the sense that there exists a norm in
Λp,qX (w) equivalent to the functional ‖ · ‖Λp,qX (w). In the nonatomic case, some
results are already known: G.G. Lorentz ([Lo2], 1951) proved that, for p ≥ 1,
‖ · ‖Λp
(0,l)
(w) is a norm if and only if w is decreasing (that is, equal a.e. to
a decreasing function) in (0, l). A. Haaker ([Ha], 1970) characterizes the
normability of Λp,∞
R+
(w), 0 < p < ∞ (see also [So]), and gives some partial
results for Λp
R+
(w), p < ∞. E. Sawyer ([Sa], 1990) gives a necessary and
sufficient condition to have that ΛpX(w) is normed in the case 1 < p <
∞, X = Rn, while in ([CGS], 1996) the authors solve the case 0 < p <
∞, µ(X) =∞, X nonatomic.
In the case X = N∗ (spaces d(Ω, p)) we do not know any previous result
concerning normability. Except some isolated case, in all the references we
know on the spaces d(Ω, p), it is assumed that the sequence Ω is decreasing
which, in the case p ≥ 1, ensures that ‖ · ‖d(Ω,p) is already a norm.
Here, we solve the general case for a resonant measure space X unifying
in this way all the previous results and including the unknown results for the
spaces d(Ω, p). In the atomic case we shall reduce the problem to Rn.
Let us start with some general results.
Theorem 2.5.1 If 1 ≤ p <∞ and w ↓, then ‖ · ‖ΛpX(w) is a norm.
Proof. In the nonatomic case,
‖f + g‖ΛpX(w) =
( ∫ ∞
0
((f + g)∗(t))pw(t) dt
)1/p
= sup
h∗=w
(∫
X
|f(x) + g(x)|ph(x) dµ(x)
)1/p
,
and the triangular inequality is immediate. On the other hand if X is σ-
finite, we know (retract method) that there exists a nonatomic space X¯ and
a linear application F : M(X) → M(X¯) such that F (f)∗ = f ∗ (c.f. [BS])
and the result follows immediately from the atomic case. 
The following result gives sufficient conditions to have the normability.
Theorem 2.5.2 Let X be a σ-finite measure space. Then,
(i) if 1 ≤ p <∞ and w ∈ Bp,∞, Λ
p
X(w) is normable,
(ii) if 0 < p <∞ and w ∈ Bp, Λ
p,∞
X (w) is normable.
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Proof. (i) If p = 1 and w ∈ Bp,∞ = B1,∞, there exists a decreasing
function w˜ with W˜ ≈ W ([CGS]). It follows that ‖ · ‖Λ1(w˜) is a norm in
Λ1(w) equivalent to the original one. If p > 1 and w ∈ Bp,∞, the Hardy
operator A satisfies A : Lpdec(w) → Lp(w) and it follows that the functional
‖f‖ = ‖f ∗∗‖Lp(w) is an equivalent norm to the original quasi-norm.
(ii) If w ∈ Bp we have that A : L
p,∞
dec (w) → Lp,∞(w) (see [So]) and the
functional ‖f‖ = ‖f ∗∗‖Lp,∞(w) is an equivalent norm. 
Remark 2.5.3 The functional ‖ · ‖Λp,∞ is not a norm, except in some trivial
cases. In fact, if (X,µ) is an arbitrary measure space and there exist two
measurable sets E ⊂ F ⊂ X with 1 < a = W (µ(F ))/W (µ(E)) <∞ (where
w is an arbitrary weight in R+), we have that ‖f+g‖Λp,∞ > ‖f‖Λp,∞+‖g‖Λp,∞
for f = aχE + χF\E , g = χE + aχF\E (assuming without loss of generality
that µ(F \ E) ≤ µ(E)). Then, the following statements are equivalent:
(i) ‖ · ‖Λp,∞ is a norm.
(ii) ‖ · ‖Λp,∞ = C‖ · ‖L∞.
(iii) The restriction of W to the range of µ is constant.
Theorem 2.5.4 A Lorentz space Λ is normable if and only if Λ = Λ′′, with
equivalent norms. In particular, every normable Lorentz space Λ is a Banach
function space with the norm ‖ · ‖Λ′′.
Proof. The sufficiency is obvious. Conversely, if Λ is normable with a
norm ‖ · ‖, it has to be equivalent to ‖ · ‖Λ∗∗ , (by Hahn-Banach theorem),
and by Corollary 2.4.24, we have ‖f‖Λ ≈ ‖f‖Λ′′ for every function f with
absolutely continuous norm in Λ. Since every |f | ∈ Λ is a pointwise limit of
an increasing sequence of functions in L∞0 (which have absolutely continuous
norm by Corollary 2.3.5 and Proposition 2.3.8) and the functionals ‖ · ‖Λ and
‖·‖Λ′′ have the Fatou property, it follows that ‖f‖Λ ≈ ‖f‖Λ′′ for every f ∈ Λ.
Finally, it is immediate to prove that the norm ‖ · ‖Λ′′ satisfies the properties
of Definition 2.4.3. 
Remark 2.5.5 If ‖ · ‖Λ is a norm, then (Λ, ‖ · ‖Λ) is a Banach function space
and ‖ · ‖Λ = ‖ · ‖Λ′′ (see [BS]).
From now on, we shall consider the case X resonant. We shall see how
the previous conditions are also necessary (in the atomic case). As an imme-
diate consequence of the previous theorem and the representation theorem
of Luxemburg ([BS]) we have the following result.
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Corollary 2.5.6 Let X be a nonatomic measure space, 0 < p, q ≤ ∞. If
Λp,qX is normable, so is Λ
p,q
(0,µ(X)), and if ‖ · ‖Λp,qX is a norm the same holds for
‖ · ‖Λp,q
(0,µ(X))
.
Lemma 2.5.7 Let A ⊂ R be a measurable set, and let w be a weight with
w = wχ(0,|A|). Then,
(i) ‖ · ‖ΛA(w) is a norm if and only if ‖ · ‖ΛR(w) is a norm,
(ii) ΛA(w) is normable if and only if ΛR(w) is normable.
Proof. Since ΛA(w) ⊂ ΛR(w) the “if” implication is immediate. To see
the other part, let us assume that∥∥∥∥ n∑
j=1
fj
∥∥∥∥
ΛA(w)
≤ C
∑
j
‖fj‖ΛA(w), ∀f1, . . . , fn ∈ ΛA(w),
and let us first see that we have an analogous inequality substituting A by
an arbitrary set Y ⊂ R with |Y | ≤ |A|. By monotonicity we can assume
|Y | < |A|. Then there exists an open set G ⊃ Y , with b = |G| < |A|.
Let A˜ ⊂ A with |A˜| = b and let σ1 : A˜ → (0, b) be a measure preserving
transformation (Proposition 7.4 in [BS]). Since G is a countable union of
intervals, it is easy to construct another measure preserving transformation
σ2 : (0, b)→ G. Then σ = σ2◦σ1 : A˜→ G preserves the measure and for each
f1, . . . , fn ∈ M(Y ) ⊂M(G), the functions f˜j = fj◦σ ∈M(A), j = 1, . . . , n,
satisfy f˜ ∗j = f
∗
j , for every j and (f˜1 + . . .+ f˜n)
∗ = (f1 + . . .+ fn)
∗. Hence
‖f1+. . .+fn‖ΛY (w) = ‖f˜1+. . .+f˜n‖ΛA(w) ≤ C
∑
j
‖f˜j‖ΛA(w) = C
∑
j
‖fj‖ΛY (w).
If now f1, . . . , fn are arbitrary measurable functions in R and we choose
Y ⊂ {|f1 + . . . + fn| ≥ (f1 + . . . + fn)
∗(|A|)}, with |Y | = |A|, since w is
supported in (0, |A|) we have that
‖f1 + . . .+ fn‖ΛR(w) = ‖(f1 + . . .+ fn)χY ‖ΛR(w) =
∥∥∥∥∑
j
fjχY
∥∥∥∥
ΛY (w)
,
and it follows that
‖f1 + . . .+ fn‖ΛR(w) ≤ C
∑
j
‖fjχY ‖ΛY (w) ≤ C
∑
j
‖fj‖ΛR(w).
If C = 1 we conclude that ‖·‖ΛR(w) is a norm. If 1 < C <∞, the previous
inequality proves that ΛR(w) is normable (the functional N defined in 2.4.35
would be, for example, an equivalent norm). 
The following result characterizes the normability in the nonatomic case.
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Theorem 2.5.8 Let (X,µ) be a nonatomic measure space, 0 < p <∞, w =
wχ(0,µ(X)). Then:
(i) ‖ · ‖ΛpX(w) is a norm if and only if p ≥ 1, w ↓.
(ii) ΛpX(w) is normable if and only if p ≥ 1, w ∈ Bp,∞.
(iii) ‖ · ‖Λp,∞X (w) is not a norm (except if µ(X) = 0).
(iv) Λp,∞X (w) is normable if and only if w ∈ Bp.
Proof. That the conditions are sufficient has been already seen in The-
orems 2.5.1, 2.5.2, and Remark 2.5.3. To see the necessity, we use Corol-
lary 2.5.6 and Lemma 2.5.7 to conclude that we can substitute the space X
by R. Then (i) follows from [CGS] and [Lo2]; (ii) from [CGS] and [Sa]; (iii)
from Remark 2.5.3, and (iv) follows from [So]. 
We shall now study the normability of the sequence Lorentz spaces d(Ω, p)
and d∞(Ω, p).
Theorem 2.5.9 Let Ω = (Ωn)
∞
n=0 ⊂ [0,∞).
(i) If 0 < p < 1, ‖ · ‖d(Ω,p) is a norm if and only if Ω = (Ω0, 0, 0, . . .).
(ii) If 1 ≤ p <∞, ‖ · ‖d(Ω,p) is a norm if and only if Ω ↓.
Proof. The sufficiency in (i) is obvious and in (ii) has already been proved
in Theorem 2.5.1. Let us see that if ‖ · ‖d(Ω,p) is a norm, necessarily Ω ↓.
For n ∈ N and t ∈ (0, 1), let f = (1, 1, . . . , 1, t, 0, 0, 0, . . .) and let g =
(1, . . . , 1, t, 1, 0, 0 . . .). Then,
‖f‖d(Ω,p) = ‖g‖d(Ω,p) = (Ω0 + . . .+ Ωn + t
pΩn+1)
1/p,
‖f + g‖d(Ω,p) = (2
pΩ0 + . . .+ 2
pΩn−1 + (1 + t)
p(Ωn + Ωn+1))
1/p.
Form the inequality ‖f + g‖d(Ω,p) ≤ ‖f‖d(Ω,p) + ‖g‖d(Ω,p) it follows that
Ωn+1 ≤
2p − (1 + t)p
(1 + t)p − 2ptp
Ωn,
and letting t tend to 1 we obtain that Ωn+1 ≤ Ωn and (ii) is proved.
Let us assume now that ‖ · ‖d(Ω,p) is a norm and p < 1. Then (Re-
mark 2.5.5) it coincides with the norm of the biassociate space. Then
since by Theorem 2.4.14 (i), d(Ω, p)′ = d(Ω˜, 1)′, where Ω˜0 = Ω
1/p
0 , Ω˜n =
(
∑n
k=0Ωk)
1/p − (
∑n−1
k=0 Ωk)
1/p, n = 1, 2, . . ., we obtain that ‖ · ‖d(Ω,p)′′ =
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‖ · ‖
d(Ω˜,1)′′
. Applying this equality of norms to f = (1, t, 0, 0, . . .), t ∈ (0, 1),
we obtain that
(Ω0 + t
pΩ1)
1/p = ‖f‖d(Ω,p) = ‖f‖d(Ω˜,1)′′ ≤ ‖f‖d(Ω˜,1)
= Ω
1/p
0 + t((Ω0 + Ω1)
1/p − Ω
1/p
0 ),
and hence
(Ω0 + t
pΩ1)
1/p − Ω1/po
t
≤ C <∞.
If Ω1 6= 0 the limit, when t→ 0, of the left hand side is +∞, and thus Ω1 = 0
and, since the sequence is decreasing, we finally obtain Ωn = 0, n ≥ 1. 
Let us consider now the normability of d(Ω, p).
Theorem 2.5.10 Let Ω = (Ωn)
∞
n=0 ⊂ [0,∞) and let us denote Wn =∑n
k=0Ωk, n = 0, 1, 2, . . .
(i) If 0 < p < 1, d(Ω, p) is normable if and only if Ω ∈ ℓ1.
(ii) d(Ω, 1) is normable if and only if
Wn
n+ 1
≤ C
Wm
m+ 1
, 0 < m < n.
(iii) If 1 < p <∞, d(Ω, p) is normable if and only if
n∑
k=0
1
W
1/p
k
≤ C
n+ 1
W
1/p
n
. n = 0, 1, 2, . . .
That is, if p < 1, d(Ω, p) is not normable except in the trivial case Ω ∈ ℓ1
and then d(Ω, p) = ℓ∞.
Proof. (i) If Ω ∈ ℓ1, d(Ω, p) = ℓ∞ and there is nothing to prove. Con-
versely, if d(Ω, p) is normable, ‖ · ‖d(Ω,p)′′ is a norm in this space (Theo-
rem 2.5.4) which is majorized by the norm of d(Ω˜, 1), with Ω˜0 = Ω
1/p
0 , Ω˜n =
(
∑n
k=0Ωk)
1/p − (
∑n−1
k=0 Ωk)
1/p, n = 1, 2, . . . (see the proof of the previous
theorem). We have then the inequality,
( ∞∑
n=0
g(n)pΩn
)1/p
≤ C
∞∑
n=0
g(n)Ω˜n, g ↓ .
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If r = 1/p > 1 the previous expression is equivalent to
S = sup
g↓
∑∞
n=0 g(n)Ωn
(
∑∞
n=0 g(n)
rΩ˜n)
1/r
<∞.
By Theorem 1.3.6,
S ≈
( ∫ ∞
0
(
W (t)
W˜ (t)
)p/(1−p)
w(t) dt
)1−p
,
with w =
∑∞
k=0Ωkχ[k,k+1), W (t) =
∫ t
0
w(s) ds and analogously w˜ and W˜ .
Using that W ∈ ∆2 (because d(Ω, p) is quasi-normed), one can easily see
that the above integrand is comparable, in every interval [n, n + 1), to the
function w/W . We have then
∫ ∞
1
w(t)
W (t)
dt = log
W (∞)
W (1)
<
∼
S <∞,
which implies w ∈ L1 and Ω ∈ ℓ1.
(ii) and (iii): Let w(t) =
∑∞
k=0Ωkχ[k,k+1)(t), t > 0. Then the condition
of the statement implies w ∈ Bp,∞ (c.f. Theorem 1.3.3 and Corollary 1.3.9)
and by Theorem 2.5.2, d(Ω, p) = Λp
N∗
(w) is normable. To see the converse,
let f ≥ 0 be a decreasing sequence in d(Ω, p). If n ≥ 1, let us define gn =∑n
j=−n fj where, for each j ∈ N
∗, fj(k) = f(k + j)χ{k≥−j}(k), k = 0, 1, 2, . . .
Then
‖gn‖d(Ω,p) ≤ C
n∑
j=−n
‖fj‖d(Ω,p) ≤ (2n+ 1)C‖f‖d(Ω,p), ∀n, (2.13)
and on the other hand, we have gn ≥ (f(0) + . . . + f(n))χ{0,...,n} and hence
‖gn‖d(Ω,p) ≥ (f(0) + . . . + f(n))‖χ{0,...,n}‖d(Ω,p) = (f(0) + . . . + f(n))W
1/p
n .
Combining this with (2.13) we obtain that
Adf(n)W
1/p
n ≤ 2C‖f‖d(Ω,p) = 2C‖f‖ℓp(Ω), n ∈ N, f ↓,
which is equivalent to the boundedness of Ad : ℓ
p
dec(Ω) → ℓp,∞(Ω). Now, by
Theorem 1.3.7, the conditions of the statement follow. 
To finish this section, we characterize the normability in the weak case.
Theorem 2.5.11 Let 0 < p < ∞, Ω = (Ωn)
∞
n=0 ⊂ [0,∞) and let us denote
by Wn =
∑n
k=0Ωk, n = 0, 1, 2, . . . Then:
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(i) ‖ · ‖d∞(Ω,p) is a norm if and only if Ω = (Ω0, 0, 0, . . .).
(ii) d∞(Ω, p) is normable if and only if
n∑
k=0
1
W
1/p
k
≤ C
n + 1
W
1/p
n
, n = 0, 1, 2, . . .
Proof. (i) is a consequence of Remark 2.5.3. To see (ii) it is enough to
observe that the normability of d∞(Ω, p) is equivalent to the boundedness of
Ad : ℓ
p,∞
dec (Ω)→ ℓ
p,∞(Ω), (2.14)
since if (2.14) holds, then ‖f‖ = ‖Adf
∗‖ℓp,∞(Ω) is a norm in d
∞(Ω, p) equiv-
alent to the original quasi-norm, and if d∞(Ω, p) is normable, the same ar-
gument used in the last part of the previous theorem (changing ‖f‖d(Ω,p)
by ‖f‖d∞(Ω,p)) shows (2.14). Applying now Theorem 1.3.8 we conclude the
proof. 
2.6 Interpolation of operators
In this section (X,µ) and (X¯, µ¯) are σ-finite measure spaces, although this
will not be necessary in the interpolation theorems for the spaces Λp,qX (w). In
some cases (Theorem 2.6.3) no conditions on the weight w will be required.
In the more general result (Theorem 2.6.5) we will assume that the spaces
involved are quasi-normed (W ∈ ∆2(X)). This theorem is a generalization
of Marcinkiewicz theorem adapted to the context of the Λp,q(w) spaces.
Finally, we shall see how some of the results of chapter 1 on boundedness
of order continuous operators can be extended to the context of Lorentz
spaces.
We start by recalling some concepts connected with the real method of
interpolation. In this section we call functional lattice to any class A formed
by measurable functions and defined by
A = {f : ‖f‖A <∞},
where ‖ · ‖A is a nonnegative functional that acts on measurable functions
and satisfies ‖rf‖A = r‖f‖A, r > 0, and ‖f‖A ≤ ‖g‖A if |f(x)| ≤ |g(x)|
a.e. x. In particular the Lorentz spaces Λp,qX (w) are of this type. In what
follows A,B,A0, A1, B0, B1 denote arbitrary functional lattices. We shall
write A ≈ B, if A = B and‖·‖A ≈ ‖·‖B. Let us now recall the definition of the
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K-functional associated to the pair (A0, A1). For every function f ∈ A0+A1
and t > 0
K(f, t, A0, A1) = inf
f=f0+f1
(‖f0‖A0 + t‖f1‖A1),
where the infimum extends over all possible decompositions f = f0+f1, fi ∈
Ai, i = 0, 1. We shall simply write K(t, f) if it is clear which pair (A0, A1)
we are working with. The main properties of K are the following:
(i) K(rf, t) = rK(f, t), r > 0,
(ii) |f | ≤ |g| ⇒ K(f, t) ≤ K(g, t),
(iii) Ai ≈ Bi, i = 0, 1⇒ K(f, t, A0, A1) ≈ K(g, t, B0, B1).
Properties (i) and (iii) are immediate while (ii) can be seen in [KPS]. For
each 0 < θ < 1, 0 < q ≤ ∞, we define the following “norm” in A0 + A1:
‖f‖(A0,A1)θ,q =
( ∫ ∞
0
(t−θK(f, t, A0, A1))
q dt
t
)1/q
,
(supt t
−θK(f, t, A0, A1) if q =∞). It is then natural to define the space
(A0, A1)θ,q = {f ∈ A0 + A1 : ‖f‖(A0,A1)θ,q <∞}.
We say that the operator T , defined in A0+A1, and with values in B0+B1,
is quasi-additive if there exists k > 0 such that
|T (f + g)(x)| ≤ k(|Tf(x)|+ |Tg(x)|) a.e. x,
for every pair of functions f, g, f + g ∈ A0 + A1.
The fundamental result of this theory is the following.
Theorem 2.6.1 Let T be a quasi-additive operator defined in A0 + A1 and
such that
T : A0 −→ B0,
T : A1 −→ B1.
Then, for 0 < θ < 1, 0 < q ≤ ∞, we have,
T : (A0, A1)θ,q −→ (B0, B1)θ,q.
Our purpose now is to identify the space (A0, A1)θ,q or, equivalently, the
functional ‖ · ‖(A0,A1)θ,q when A0, A1 are Lorentz spaces. As we shall see,
‖·‖(A0,A1)θ,q will be, under appropriate conditions, equivalent to the “norm”of
a certain Lorentz space.
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Theorem 2.6.2 If 0 < p <∞ and f ∈M(X),
K(f, t,ΛpX(w), L
∞(X)) ≈ K(f ∗, t, Lp(w), L∞(w)), t > 0,
with constants depending only on p. In particular, for 0 < θ < 1, 0 < q ≤ ∞,
(ΛpX(w), L
∞(X))θ,q ≈ Λ
p¯,q
X (w)
where,
1
p¯
=
1− θ
p
.
Proof. If f = f0 + f1 with f0 ∈ Λ
p
X(w), f1 ∈ L
∞(X), we have that
f ∗(s) ≤ f ∗0 (s) + f
∗
1 (0) = f
∗
0 (s) + ‖f1‖L∞(X), s > 0. Hence,
K(f ∗, t, Lp(w), L∞(w)) ≤ ‖f ∗0‖Lp(w) + t‖f1‖L∞(X) = ‖f0‖ΛpX(w) + t‖f1‖L∞(X).
Taking the infimum over all decompositions f = f0 + f1 ∈ Λ
p
X(w) + L
∞(X)
we obtain,
K(f ∗, t, Lp(w), L∞(w)) ≤ K(f, t,ΛpX(w), L
∞(X)).
To prove the converse inequality, if f ∈ M(X), t > 0 let a = (f ∗)∗w(t
p)
and let
f0 =
(
f − a
f
|f |
)
χ{|f |>a}, f1 = f − f0.
Then (f ∗0 )
∗
w = ((f
∗)∗w− a)χ[0,tp) while f
∗
1 ≤ a. Since f = f0+ f1 we have that
K(f, t,ΛpX(w), L
∞(X)) ≤ ‖f0‖ΛpX(w) + t‖f1‖L∞(X)
≤ ‖f ∗0‖Lp(w) + ta
= ‖(f ∗0 )
∗
w‖p + ta
=
( ∫ tp
0
((f ∗)∗w(s)− a)
p ds
)1/p
+
( ∫ tp
0
ap ds
)1/p
≤ Cp
(∫ tp
0
((f ∗)∗w(s))
p ds
)1/p
.
Since the last expression is equivalent to K(f ∗, t, Lp(w), L∞(w)) (see [BL]),
the first part of the theorem is proved.
The second part is an immediate consequence of the previous one. To
see this, observe that the “norm”in (ΛpX(w), L
∞(X))θ,q is defined using the
K-functional and we have
‖f‖(ΛpX(w),L∞(X))θ,q
= ‖f ∗‖(Lp(w),L∞(w))
θ,q
,
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and the last “norm”is (see [BL]),
‖f ∗‖Lp¯,q(w) = ‖f‖Λp¯,qX (w)
. 
A consequence of this result is the following interpolation theorem with
L∞(X).
Theorem 2.6.3 If 0 < p, p¯ < ∞ and T is a quasi-additive operator in
ΛpX(w) + L
∞(X) such that,
T : L∞(X) −→ L∞(X),
T : ΛpX(w) −→ Λ
p¯,∞
X¯
(w¯),
then for q, q¯ ∈ (0,∞) satisfying q/p = q¯/p¯ > 1, we have
T : Λq,rX (w) −→ Λ
q¯,r
X¯ (w¯), 0 < r ≤ ∞.
Proof. The argument used in the first part of the previous theorem to
prove the inequality
K(f ∗, t, Lp(w), L∞(w)) ≤ K(f, t,ΛpX(w), L
∞(X)),
still works if we substitute the spaces Lp(w) and ΛpX(w) by L
p¯,∞(w¯) and
Λp¯,∞
X¯
(w¯) respectively. Therefore, with 1/q¯ = (1 − θ)/p¯, it follows that (see
[BL]),
‖Tf‖Λq¯,r
X¯
(w¯) = ‖(Tf)
∗‖Lq¯,r(w¯) = ‖(Tf)
∗‖(Lp¯,∞(w¯),L∞(w))
θ,r
≤ ‖Tf‖(Λp¯,∞(w¯),L∞)
θ,r
and the rest is a consequence of Theorem 2.6.1 and Theorem 2.6.2. 
Remark 2.6.4 Observe that in the last two results, it is not necessary that
the Lorentz spaces involved are quasi-normed. If we assume that these spaces
are quasi-normed (that is W ∈ ∆2) we can use the reiteration theorem
to obtain a more general result analogous to the interpolation theorem of
Marcinkiewicz.
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Theorem 2.6.5 Let 0 < pi, qi, p¯i, q¯i ≤ ∞, i = 0, 1, with p0 6= p1, p¯0 6=
p¯1 and let T be a quasi-additive operator defined in Λ
p0,q0
X (w) + Λ
p1,q1
X (w)
satisfying
T : Λp0,q0X (w) −→ Λ
p¯0,q¯0
X¯
(w¯),
T : Λp1,q1X (w) −→ Λ
p¯1,q¯1
X¯
(w¯).
Assume that W ∈ ∆2(X) and W¯ ∈ ∆2(X¯). Then, for 0 < θ < 1, 0 < r ≤ ∞,
T : Λp,rX (w) −→ Λ
p¯,r
X¯ (w¯),
where
1
p
=
1− θ
p0
+
θ
p1
,
1
p¯
=
1− θ
p¯0
+
θ
p¯1
.
Proof. Let 0 < s < min{p0, p1} and take θ0, θ1 ∈ (0, 1) such that 1/pi =
(1− θi)/s, i = 0, 1. Then, by Theorem 2.6.2 it follows,
(Λp0,q0X (w),Λ
p1,q1
X (w))θ,r ≈
(
(ΛsX(w), L
∞(X))θ0,q0, (Λ
s
X(w), L
∞(X))θ1,q1
)
θ,r
.
Since W ∈ ∆2(X) we have that Λ
s
X(w) is a quasi-Banach space and we can
apply the reiteration theorem (Theorem 3.11.5 in [BL]) to identify the above
space:
(ΛsX(w),Λ
∞
X (w))η,r
with η = (1− θ)θ0 + θθ1. Applying again Theorem 2.6.2, we finally obtain
(Λp0,q0X (w),Λ
p1,q1
X (w))θ,r ≈ Λ
p,r
X (w)
since (1− η)/s = (1− θ)/p0 + θ/p1. The same argument works for Λ
p¯i,q¯i
X¯ (w¯)
and analogously,
(Λp¯0,q¯0
X¯
(w¯),Λp¯1,q¯1
X¯
(w¯))θ,r ≈ Λ
p¯,r
X¯
(w¯).
The result now follows from Theorem 2.6.1. 
Remark 2.6.6 J. Cerda` and J. Mart´ın ([CM]) have proved, under some
conditions on the weights w0, w1 that,
K(f, t,Λp0,r0(w0),Λ
p1,r1(w1)) ≈ K(f
∗, t, Lp0,r0(w0), L
p1,r1(w1))
for 0 < p0, p1, r0, r1 ≤ ∞. This allows them to obtain a more general inter-
polation theorem including the case
T : (Λp0,q0X (w0),Λ
p1,q1
X (w1)) −→ (Λ
p¯0,q¯0
X¯
(w¯0),Λ
p¯1,q¯1
X¯
(w¯1)),
with w0 6= w1, w¯0 6= w¯1.
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The following Marcinkiewicz interpolation type result is a direct conse-
quence of Theorem 2.6.5.
Corollary 2.6.7 Let 0 < p0 < p1 ≤ ∞, W ∈ ∆2(X), and W¯ ∈ ∆2(X¯). If
T is a quasi-additive operator in Λp0X (w) + Λ
p1
X (w) such that,
T : Λp0X (w) −→ Λ
p0,∞
X¯
(w¯),
T : Λp1X (w) −→ Λ
p1,∞
X¯
(w¯),
then, for p0 < p < p1,
T : ΛpX(w) −→ Λ
p
X¯
(w¯).
Before ending this chapter, we shall extend some of the results of sec-
tion 1.2 about boundedness of order continuous operators. The first result is
a generalization of Corollary 1.2.12.
Theorem 2.6.8 Let L ⊂ M(X) be a regular class and let T : L → M(X¯)
be a sublinear order continuous operator. If 0 < p0 ≤ 1, p0 ≤ p1 < ∞ and
w1 ∈ Bp1/p0,∞, we have
‖Tf‖Λp1
X¯
(w1)
≤ C‖f‖Λp0X (w0), f ∈ L, (2.15)
if and only if there exists C0 <∞ such that
‖TχB‖Λp1
X¯
(w1)
≤ C0‖χB‖Λp0
X
(w0)
, χB ∈ L.
Proof. We shall assume the last inequality and we shall prove (2.15).
By monotonicity, it is sufficient to prove it for a simple function f ≥ 0.
Proceeding as in the proof of Theorem 1.2.11,
‖Tf‖p0
Λ
p1
X¯
(w1)
= ‖|Tf |p0‖
Λ
p1/p0
X¯
(w1)
≤
∥∥∥∥ ∫ ∞
0
p0t
p0−1|Tχ{f>t}(·)|
p0 dt
∥∥∥∥
Λ
p1/p0
X¯
(w1)
.
But the condition w1 ∈ Bp1/p0,∞ implies that ‖ · ‖Λp1/p0
X¯
(w1)
is equivalent to a
Banach function norm (Theorem 2.5.2) and it follows,
‖Tf‖p0
Λ
p1
X¯
(w1)
≤ C1
∫ ∞
0
p0t
p0−1‖|Tχ{f>t}|
p0‖
Λ
p1/p0
X¯
(w1)
dt
= C1
∫ ∞
0
p0t
p0−1‖Tχ{f>t}‖
p0
Λ
p1
X¯
(w1)
dt
≤ C1C
p0
0
∫ ∞
0
p0t
p0−1‖χ{f>t}‖
p0
Λ
p0
X (w0)
dt
= Cp0
∫ ∞
0
p0t
p0−1W0(λf(t)) dt
= Cp0‖f‖p0
Λ
p0
X (w0)
. 
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Using the same idea, one can easily prove an analogous result for the
weak-type case:
Theorem 2.6.9 Let L ⊂ M(X) be a regular class and let T : L →M(X¯)
be a sublinear order continuous operator. If 0 < p0 ≤ 1, 0 < p1 < ∞ and
w1 ∈ Bp1/p0, we have
‖Tf‖Λp1,∞
X¯
(w1)
≤ C‖f‖Λp0
X
(w0)
, f ∈ L,
if and only if, there exists C0 <∞ such that
‖TχB‖Λp1,∞
X¯
(w1)
≤ C0‖χB‖Λp0
X
(w0)
, χB ∈ L.
Combining the previous results with the general interpolation theorem
(Theorem 2.6.5) we obtain a generalization of Stein and Weiss theorem on
restricted weak-type operators ([SW]).
Theorem 2.6.10 Let 0 < p0, p1, q0, q1 ≤ ∞, p0 6= p1, q0 6= q1 and let us
assume that T : (Λp0X (w)+Λ
p1
X (w))→M(X¯) is a sublinear order continuous
operator satisfying
‖TχB‖Λq0,∞(w¯) ≤ C0‖χB‖Λp0(w), B ⊂ X,
‖TχB‖Λq1,∞(w¯) ≤ C1‖χB‖Λp1(w), B ⊂ X.
Then, if W, W¯ ∈ ∆2, we have
T : Λp,rX (w) −→ Λ
q,r
X¯
(w¯), 0 < r ≤ ∞,
if
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
, 0 < θ < 1.
Proof. If W¯ ∈ ∆2 there exists t > 0 such that w¯ ∈ Bt (see [CGS]).
Since the classes Bp are increasing in p, there exists an index r ∈ (0, 1)
with r < pi, i = 0, 1 and such that w¯ ∈ Bqi/r, i = 0, 1. Since ‖χB‖Λpi =
Cpi,r‖χB‖Λpi,r , B ⊂ X, we have
‖TχB‖Λqi,∞(w¯) ≤ C
′
i‖χB‖Λpi,r(w), B ⊂ X, i = 0, 1.
But Λpi,r(w) = Λr(w˜i) with w˜i = W
r/pi−1w (Remark 2.2.6) and by Theo-
rem 2.6.9 it follows that
T : Λpi,rX (w) −→ Λ
qi,∞
X¯
(w¯), i = 0, 1.
Applying then Theorem 2.6.5 we obtain the result. 
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Remark 2.6.11 (i) Since ‖χB‖Λpi = Cpi,r‖χB‖Λpi,r , B ⊂ X, the previous
theorem is still true if we substitute the spaces Λpi(w) by Λpi,ri(w), with
0 < ri ≤ ∞, i = 0, 1.
(ii) An analogous result holds, without the hypothesis W ∈ ∆2, if we
change the space Λp1(w) by L∞, and with 1/p = (1 − θ)/p0. This is true
since, in this case, one can use Theorem 2.6.2 (where this hypothesis is not
needed) to identify the interpolated space.
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Chapter 3
The Hardy-Littlewood maximal
operator in weighted Lorentz
spaces
3.1 Introduction
In the previous chapter, we have introduced and studied the Lorentz spaces
Λp,qX (w). Our purpose in this new chapter is to study the boundedness of the
Hardy-Littlewood maximal operator of the type
M : Λpu(w) −→ Λ
p
u(w), (3.1)
and its weak version, M : Λpu(w) → Λ
p,∞
u (w) (see below for the definition of
these spaces). Our goal is to find necessary and/or sufficient conditions on
the weights u and w (in Rn and Rm respectively) to have (3.1). We shall also
obtain some positive result for the nondiagonal case
M : Λp0u0(w0) −→ Λ
p1,∞
u1
(w1). (3.2)
If w = 1, (3.1) is equivalent toM : Lp(u) −→ Lp(u) and this problem was
completely solved by Muckenhoupt ([Mu]), who obtained the condition u ∈
Ap, 1 < p <∞ (see (3.21)). On the other hand, if u = 1, the characterization
of (3.1) is equivalent to the boundedness of the Hardy operator A : Lpdec(w)→
Lp(w) and was obtained (p > 1) by Arin˜o and Muckenhoupt ([AM1]). The
condition, in this case, is w ∈ Bp (see Definition 1.3.1).
The problem (3.2) and the corresponding strong-type boundedness when
w0, w1 are power weights (wi(t) = t
αi) reduces to M : Lp0,q0(u) → Lp1,q1(u)
and was solved, for some cases, by Chung, Hunt, and Kurtz in [CHK, HK]
(see also [La]). The complete solution for the general diagonal case (3.1) has
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been an open question so far, although there are some partial results due to
Carro-Soria ([CS3]) and Neugebauer ([Ne2]). In this chapter, we prove (see
Theorem 3.3.5) a complete characterization of (3.1) and give necessary and
sufficient conditions to have the weak-type boundedness.
The chapter is organized as follows: in section 3.2 we present some general
results which will be used in what follows, in section 3.3, we show that (3.1)
holds if and only if there exists q ∈ (0, p) such that
W (u(
⋃
j Qj))
W (u(
⋃
j Ej))
≤ Cmax
j
(
|Qj|
|Ej|
)q
,
for every finite family of cubes and sets (Qj , Ej)j, with Ej ⊂ Qj .
In many cases this condition can be simplified. Among other results, we
shall see that although the weight w in (3.1) has to be in some class Bp, the
weight u need not be even in A∞ (see (3.24)). In fact, we shall show that
(3.1) can be true with weights u which are not doubling.
In section 3.4, we study the weak boundedness. For example, we prove
that if u0 = u1 = u ∈ A1, (3.2) is equivalent to the case u0 = u1 = 1. Finally,
in section 3.5, we completely solve the problem
M : Lp,q(u) −→ Lr,s(u),
and also (3.2), whenever u0 = u1 = u is a power weight.
Notation: Letters u, u0, u1, . . ., will be used to denote weights in R
n. They
will be nonnegative measurable functions, not identically zero and integrable
on sets of finite measure. If A ⊂ Rn is measurable, we shall denote by u(A)
the measure of A in the space X = (Rn, u(x)dx); that is,
u(A) =
∫
A
u(x) dx.
The distribution function of f ∈M(Rn) in this space, will be denoted by
λuf and the decreasing rearrangement by f
∗
u . Λ
p,q
u (w) will be the Lorentz space
Λp,qX (w). If u = 1 we simply write Λ
p,q(w). Hence, the “norm” of f in the
weighted Lorentz space Λpu(w) will be given by
‖f‖Λpu(w) =
( ∫ ∞
0
(f ∗u(t))
pw(t) dt
)1/p
,
and, in the weak space,
‖f‖Λp,∞u (w) = sup
t>0
W 1/p(t)f ∗u(t) = sup
t>0
tW 1/p(λuf (t)).
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Let us also recall that w is a weight in R+ with support in [0, u(Rn)] and
that
0 ≤W (t) =
∫ t
0
w(s) ds <∞, t > 0.
Finally, the Hardy-Littlewood maximal operator M is defined by
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)| dy, x ∈ Rn, f ∈M(Rn),
where the supremum extends over all cubes Q, with sides parallel to the axes.
3.2 Some general results
It is known that the decreasing rearrangement of Mf , with respect to the
Lebesgue measure, is equivalent ([BS]) to the function f ∗∗:
(Mf)∗(t) ≈ f ∗∗(t) = Af ∗(t), t > 0. (3.3)
Since every decreasing and positive function in R+ is equal a.e. to the decreas-
ing rearrangement of a measurable function in Rn, we deduce that the bound-
edness of M : Λp(w) → Λp,∞(w) (resp. M : Λp(w) → Λp(w)) is equivalent
to the boundedness of A : Lpdec(w) → Lp,∞(w) (resp. A : L
p
dec(w) → Lp(w)).
Therefore (see section 1.3) a necessary and sufficient condition is w ∈ Bp,∞
(resp. w ∈ Bp). On the other hand, when w = 1, the boundedness
M : Λpu(w)→ Λ
p,∞
u (w) is equivalent to M : L
p(u)→ Lp,∞(u) which is known
to be u ∈ Ap (for p ≥ 1), the Muckenhoupt class of weights ([Mu, MW, CF]).
This motivates the following definition:
Definition 3.2.1 If 0 < p < ∞, we write w ∈ Bp(u) (respectively w ∈
Bp,∞(u)) if the boundedness M : Λ
p
u(w) → Λ
p
u(w) (resp. M : Λ
p
u(w) →
Λp,∞u (w)) holds. We shall also write u ∈ Ap(w) if M : Λ
p
u(w) → Λ
p,∞
u (w)
holds.
That is, u ∈ Ap(w)⇔ w ∈ Bp,∞(u). It is clear then that Ap(1) = Ap, 1 ≤
p < ∞, and that Bp(1) = Bp, Bp,∞(1) = Bp,∞, 0 < p < ∞. On the other
hand, since Λp ⊂ Λp,∞, we always have that Bp(u) ⊂ Bp,∞(u), 0 < p < ∞.
With this terminology, our purpose will be to identify the classes Bp(u) and
Bp,∞(u), or equivalently to identify the classes Ap(w).
Using (3.3), the nondiagonal case (with u = 1) is also very simple: the
boundedness ofM : Λp0,q0(w0)→ Λ
p1,q1(w1) is equivalent to the boundedness
of the Hardy operator A : Lp0,q0dec (w0) → L
p1,q1(w1), which is known in most
of the cases.
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The natural question now is to see if there exists an analogue to (3.3)
when the rearrangement f ∗ is taken with respect to a weight u 6= 1; that
is, if (Mf)∗u(t) ≈ Af
∗
u(t) or (Mf)
∗
u(t) ≤ CAf
∗
u(t), when u is a weight in R
n
satisfying certain conditions. However, it was shown in [CS3] (see also [LN1,
LN2]) that (Mf)∗u ≈ Af
∗
u if and only if u ≈ 1, and (Mf)
∗
u ≤ C(Af
∗p
u )
1/p if and
only if M : Lp(u) → Lp,∞(u), p > 1 (equivalently if u ∈ Ap). The following
theorem generalizes this result, characterizing M : Λpu(w) → Λ
p,∞
u (w) in
terms of an expression like (3.3).
Theorem 3.2.2 If 0 < p < ∞, M : Λpu(w) → Λ
p,∞
u (w) is bounded if and
only if
(Mf)∗u(t) ≤ C
(
1
W (t)
∫ t
0
(f ∗u)
p(s)w(s) ds
)1/p
, t > 0, f ∈ M(Rn).
Proof. The inequality of the statement implies
W 1/p(t)(Mf)∗u(t) ≤ C
( ∫ t
0
(f ∗u)
p(s)w(s) ds
)1/p
≤ C‖f‖Λpu(w), t > 0,
or, equivalently, ‖Mf‖Λp,∞u (w) ≤ C‖f‖Λpu(w). This proves that this condition
is sufficient. On the other hand, let us assume that M : Λpu(w) → Λ
p,∞
u (w)
is bounded and let f ∈ Λpu(w). If f = f0 + f1, with f1 ∈ L
∞, we have, for
every t > 0,
(Mf)∗u(t) ≤ (Mf0)
∗
u(t) + (Mf1)
∗
u(0)
≤ W−1/p(t)‖Mf0‖Λp,∞u (w) + ‖Mf1‖L∞(u)
≤ CW−1/p(t)(‖f0‖Λpu(w) +W
1/p(t)‖f1‖L∞(u)),
and taking the infimum over all decompositions f = f1 + f0 we obtain
(Mf)∗u(t) ≤ CW
−1/p(t)K(f,W 1/p(t),Λpu(w), L
∞(u)), t > 0. (3.4)
By Theorem 2.6.2, K(f ∗u ,W
1/p(t), Lp(w), L∞(w)) is equivalent to the K-
functional and therefore (see [BL]) equivalent to(∫ W (t)
0
((f ∗u)
∗
w)
p(s) ds
)1/p
=
(∫ t
0
(f ∗u)
p(s)w(s) ds
)1/p
.
This and (3.4) give us the inequality we are looking for. 
Remark 3.2.3 The same argument works for the nondiagonal case and
hence (3.2) is equivalent, if 0 < p0, p1 <∞, to the inequality
(Mf)∗u1(t) ≤ C
(
1
W
p0/p1
1 (t)
∫ W0(t)
0
((f ∗u0)
∗
w0
)p0(s) ds
)1/p0
, t > 0.
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Next result gives a necessary and sufficient condition to have the weak-
type inequality,
‖Mf‖Λp1,∞u1 (w1)
≤ C‖f‖Λp0u0(w0)
on characteristic functions f = χE , E ⊂ R
n.
Theorem 3.2.4 Let 0 < p0, p1 <∞. Then,
‖MχE‖Λp1,∞u1 (w1)
≤ C‖χE‖Λp0u0(w0)
, E ⊂ Rn measurable, (3.5)
if and only if, for every finite family of cubes (Qj)
J
j=1 and every family of
measurable sets (Ej)
J
j=1, with Ej ⊂ Qj , for every j, we have that
W
1/p1
1 (u1(
⋃
j Qj))
W
1/p0
0 (u0(
⋃
j Ej))
≤ Cmax
j
|Qj|
|Ej|
. (3.6)
Proof. To prove the necessary condition, let us consider f = χE with
E =
⋃
j Ej. If t > 0 is such that 1/t > maxj
|Qj |
|Ej |
, then
1
|Qj|
∫
Qj
f(x) dx ≥
|Ej |
|Qj|
> t,
and we have that Qj ⊂ {Mf > t}. This holds for every j = 1, . . . , J and
hence,
⋃
j Qj ⊂ {Mf > t}. Therefore,
tW
1/p1
1 (u1(
⋃
j
Qj)) ≤ tW
1/p1
1 (λ
u1
Mf(t)) ≤ C‖f‖Λp0u0(w0)
= CW
1/p0
0 (u0(
⋃
j
Ej)),
and consequently
W
1/p1
1 (u1(
⋃
j Qj))
W
1/p0
0 (u0(
⋃
j Ej))
≤
C
t
.
Since 1/t > maxj
|Qj |
|Ej |
is arbitrary, we have shown (3.6).
Conversely, let us assume that (3.6) holds. Then, this inequality also holds
if the families (Qj)j , (Ej)j are countable nonfinite. If f = χE ∈M(R
n) and
t > 0, for every x ∈ {Mf > t}, there exists a cube Q, with x ∈ Q and
such that
∫
Q
f(x) dx = |E ∩Q| > t. By definition we have that Mf(y) > t,
for every y ∈ Q and hence, Q ⊂ {Mf > t}. Using again this argument,
we obtain a countable family of cubes (Qj)j such that {Mf > t} =
⋃
j Qj
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and satisfying (with Ej = E ∩ Qj) |Ej |/|Qj| > t, j = 1, 2, . . . Then, t ≤
infj
|Ej |
|Qj|
= ( supj
|Qj|
|Ej|
)−1 and we have, applying (3.6),
tW
1/p1
1 (λ
u1
Mf (t)) ≤
W
1/p1
1 (u1(
⋃
j Qj))
supj
|Qj |
|Ej |
≤ CW 1/p00 (u0(
⋃
j
Ej)) ≤ CW
1/p0
0 (u0(E)).
Taking now the supremum in t we obtain that
‖Mf‖Λp1,∞u1 (w1)
≤ CW 1/p00 (u0(E)) = C‖f‖Λp0u0(w0)
. 
Remark 3.2.5 In the condition (3.6), we can assume that the sets (Ej)j
are disjoint. In fact, for every finite family of cubes (Qj)j there exists a
subfamily (Qjk)k of disjoint cubes such that
⋃
j Qj ⊂
⋃
kQ
∗
jk
, where every
Q∗jk is a dilation of Qjk with side three times bigger (see for example [Stn]).
The sets (Ejk)k are then disjoint and, if the condition holds, we have
W
1/p1
1 (u1(
⋃
j Qj))
W
1/p0
0 (u0(
⋃
j Ej))
≤
W
1/p1
1 (u1(
⋃
kQ
∗
jk
))
W
1/p0
0 (u0(
⋃
k Ejk))
≤ Cmax
k
|Q∗jk |
|Ejk |
≤ CCnmaxk
|Qjk |
|Ejk |
≤ CCnmaxj
|Qj|
|Ej|
.
Corollary 3.2.6 If M : Λp0u0(w0)→ Λ
p1,∞
u1
(w1), 0 < p0, p1 <∞, then
W
1/p1
1 (u1(Q))
|Q|
≤ C
W
1/p0
0 (u0(E))
|E|
, E ⊂ Q,
for every cube Q ⊂ Rn. In particular W0(t) > 0, t > 0, and u0(x) > 0 a.e.
x ∈ Rn.
The following two propositions are a consequence of these results.
Proposition 3.2.7 Let 0 < p0, p1 < ∞ and let us assume that M :
Λp0u0(w0)→ Λ
p1,∞
u1
(w1), then u0 /∈ L
1(Rn).
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Proof. By Corollary 3.2.6 we have that, for every cube Q,
|E|
|Q|
≤ C
W
1/p0
0 (u0(E))
W
1/p1
1 (u1(Q))
, E ⊂ Q. (3.7)
Let us assume that u0(R
n) < ∞. Then, if a ∈ (0, u1(R
n)) and b ∈ (0, 1) are
such that
C
W
1/p0
0 (bu0(R
n))
W
1/p1
1 (a)
< 5−n,
with C as in (3.7), we have that, if u1(Q) ≥ a, the inequality u0(E)/u0(Q) ≤ b
implies
|E|
|Q|
≤ C
W
1/p0
0 (u0(E))
W
1/p1
1 (u1(Q))
≤ C
W
1/p0
0 (bu0(R
n))
W
1/p1
1 (a)
< 5−n;
that is, if Q is an arbitrary cube with u1(Q) ≥ a,
E ⊂ Q, |E| ≥ 5−n|Q| ⇒ u0(E) > bu0(Q). (3.8)
Let now Q0 be a cube with u1(3Q0) ≥ a (for each cube Q, kQ denotes
another cube with the same center Q and side k times bigger than Q). Let
Q˜ ⊂ 3Q0 be a cube whose interior is disjoint with Q0 and such that |Q˜| =
|Q0|. Then, 5Q˜ ⊃ 3Q0 and hence, u1(5Q˜) ≥ a, and we have by (3.8)
u0(Q˜) > bu0(5Q˜) ≥ bu0(Q0).
Therefore, u0(3Q0) ≥ u0(Q0) + u0(Q˜) ≥ (1 + b)u0(Q0) = αu0(Q0), where
α = 1+b > 1. By the same argument, u0(9Q0) ≥ αu0(3Q0) ≥ α
2u0(Q0) and,
in general, u0(3
nQ0) ≥ α
nu0(Q0). Since limn u0(3
nQ0) = u0(R
n) and α > 1
we have that u0(R
n) = ∞ (observe that u0(Q0) > 0 by (3.7)) contradicting
the initial assumption. 
Proposition 3.2.8 Let 0 < p0, p1 < ∞. If M : Λ
p0
u (w) → Λ
p1,∞
u (w), then
p1 ≤ p0. If, in addition, w /∈ L
1(R+), then p1 = p0.
Proof. By Corollary 3.2.6, we have that
W 1/p1−1/p0(u(Q)) ≤ C,
for every cube Q ⊂ Rn, and by Proposition 3.2.7
W 1/p1−1/p0(r) ≤ C, r > 0.
Since limt→0W (t) = 0, we obtain that p1 ≤ p0. If w /∈ L
1(R+),
limt→∞W (t) =∞ and the previous inequality holds only if p0 = p1. 
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Proposition 3.2.9 Let 0 < p, q, r < ∞. If M : Λp,qu (w) → Λ
p,r
u (w), then
r ≥ q.
Proof. |f | ≤ Mf for every f ∈ M(Rn) and the hypothesis implies
that Λp,qu (w) ⊂ Λ
p,r
u (w). Since (R
n, u(x)dx) and (Rm, w(t)dt) are nonatomic
spaces, and ‖f‖Λp,qu (w) = ‖f
∗
u‖Lp,q(w), the previous embedding implies that( ∫ b
0
gr(t)tr/p−1 dt
)1/r
≤ C
(∫ b
0
gq(t)tq/p−1 dt
)1/q
, g ↓,
with b = W (u(Rn)). Equivalently,
sup
g↓
∫ b
0
g(t)tr/p−1 dt( ∫ b
0
g(t)q/rtq/p−1 dt
)r/q <∞.
Now, by Theorem 1.3.5 in [Sa], this supremum is finite if r < q. 
The following result is a consequence of the interpolation theorems de-
veloped in section 1.2 of the previous chapter.
Theorem 3.2.10 Let 0 < p0, p1 < ∞ and let us assume that W1 ∈ ∆2.
Then, the boundednessM : Λp0u0(w0)→ Λ
p1,∞
u1 (w1) on characteristic functions:
‖MχE‖Λp1,∞u1 (w1)
≤ C‖χE‖Λp0u0(w0)
, E ⊂ Rn,
implies
M : Λq0,ru0 (w0) −→ Λ
q1,r
u1
(w1), 0 < r ≤ ∞,
for pi < qi < ∞, i = 0, 1, p1/p0 = q1/q0. In particular, we have that
M : Λq0u0(w0)→ Λ
q1
u1(w1) if p1 ≥ p0.
Proof. Since M : L∞ → L∞, the statement is an immediate consequence
of Theorem 2.6.10 (see also Remark 2.6.11). 
Combining Theorem 3.2.4 with the results of section 2.6 of the previous
chapter, on boundedness of continuous order operators on Lorentz spaces,
we obtain the following characterization for the weak-type boundedness in
the case 0 < p0 ≤ 1 and w1 ∈ Bp1/p0.
Theorem 3.2.11 If 0 < p0 ≤ 1, 0 < p1 < ∞, and w1 ∈ Bp1/p0 we have the
boundedness M : Λp0u0(w0)→ Λ
p1,∞
u1
(w1) if and only if, for every finite family
of cubes (Qj)
J
j=1 and every family of measurable sets (Ej)
J
j=1 with Ej ⊂ Qj,
for every j, we have that
W
1/p1
1 (u1(
⋃
j Qj))
W
1/p0
0 (u0(
⋃
j Ej))
≤ Cmax
j
|Qj|
|Ej|
.
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Proof. Since M is an order continuous operator (Definition 1.2.3) on the
regular class L = Λp0u0(w0), we have, by Theorem 2.6.9, that the bound-
edness is equivalent to (3.5) and thus, condition (3.6) is necessary and
sufficient. 
3.3 Strong-type boundedness in the diagonal
case
In this section we shall give a characterization of the Bp(u) class in the more
general case; that is, we shall obtain a necessary and sufficient condition to
have the boundedness
M : Λpu(w) −→ Λ
p
u(w).
To this end, we first need the two following technical lemmae:
Lemma 3.3.1 Let 0 < p < ∞ and let us assume that, for every cube Q ⊂
Rn,
W (u(Q))
|Q|p
≤ C
W (u(E))
|E|p
, E ⊂ Q,
with C independent of Q. Then, w ∈ Bq for every q > p. In particular
W ∈ ∆2.
Proof. The measure u(x)dx is σ-finite and nonatomic and, therefore,
(Rn, u(x)dx) is a resonant measure space. In these spaces, it holds that∫ ∞
0
f ∗(s)g∗(s) ds = sup
h∗=g∗
∫
f(x)h(x)u(x) dx
(see [BS]) for every measurable functions f, g. In our case, we have that, for
0 < t < u(Q),
(u−1χQ)
∗∗
u (t) =
1
t
∫ t
0
(u−1χQ)
∗
u(s) ds
=
1
t
sup
{ ∫
Q
u−1(x)χE(x) u(x) dx : u(E) = t, E ⊂ Q
}
=
1
t
sup {|E| : u(E) = t, E ⊂ Q}
≤ C
|Q|
W 1/p(u(Q))
W 1/p(t)
t
.
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Since the function (u−1χQ)
∗∗
u is decreasing and,
(u−1χQ)
∗∗
u (t) ≥ (u
−1χQ)
∗∗
u (u(Q)) =
|Q|
u(Q)
,
we obtain that
W 1/p(u(Q))
u(Q)
≤ C
W 1/p(t)
t
, 0 < t < u(Q),
which is equivalent to W
1/p(r)
r
≤ CW
1/p(t)
t
, 0 < t < r <∞ and hence (see, for
example [So]) w ∈
⋃
q>pBq. 
We shall also need the following result due to Hunt-Kurtz ([HK]).
Lemma 3.3.2 If t > 0, E ⊂ Rn, and we denote by Et = {MχE > t}, there
exists a constant α > 1, depending only on the dimension, such that
(Et)s ⊃ Eαts, s, t ∈ (0, 1).
It is known that the boundedness of M : Lp(u) → Lp(u), p > 1, implies
M : Lp−ǫ(u) → Lp−ǫ(u) for some ǫ > 0. Analogously, M : Λp(w) → Λp(w)
is equivalent to w ∈ Bp, that implies w ∈ Bp−ǫ. As we are going to see
next, this also holds for the general case M : Λpu(w) → Λ
p
u(w); that is, if
w ∈ Bp(u), 0 < p < ∞, there exists ǫ > 0 such that w ∈ Bp−ǫ(u). In fact,
in our next theorem, we prove a stronger result: if M : Λpu(w) → Λ
p
u(w) on
characteristics functions, then w ∈ Bp−ǫ. Part of its proof follows the same
patterns developed in Theorem 2 of [HK].
Theorem 3.3.3 Let 0 < p, r <∞ and let us assume that
‖MχE‖Λp,ru (w) ≤ C‖χE‖Λ
p
u(w), E ⊂ R
n.
Then, there exists q ∈ (0, p) such that M : Λqu(w)→ Λ
q
u(w).
Proof. First, we shall prove that the inequality of the statement is also
true if we substitute the indices p, r by some others p˜ and r˜ with p˜ < p and
r˜ < r. To this end, let us observe that the hypothesis of the theorem is
equivalent (c.f. Proposition 2.2.5) to the inequality
∫ 1
0
tr−1W r/p(u(Et)) dt ≤ BW
r/p(u(E)), E ⊂ Rn, (3.9)
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with Et, t > 0, defined as in the previous lemma, and B is a constant
independent of E. Let α > 1, the constant, depending only on the dimension,
of Lemma 3.3.2. We shall prove that, for every n = 0, 1, 2, . . ., the inequality∫ 1
0
tr−1W r/p(u(Et))
1
n!
logn
1
t
dt ≤ B(Bαr)nW r/p(u(E)), E ⊂ Rn,
(3.10)
holds. If n = 0, (3.10) is (3.9). By induction, we only have to show that
(3.10) implies an analogous inequality with n + 1 instead of n. To see this,
and since s ∈ (0, 1), we apply (3.10) to the set E = Es, obtaining∫ 1
0
tr−1W r/p(u((Es)t))
1
n!
logn
1
t
dt ≤ B(Bαr)nW r/p(u(Es)). (3.11)
By Lemma 3.3.2, the left hand side of (3.11) is greater than or equal to∫ 1/α
0
tr−1W r/p(u(Eαst))
1
n!
logn
1
t
dt
= (αs)−r
∫ s
0
xr−1W r/p(u(Ex))
1
n!
logn
αs
x
dx
≥ (αs)−r
∫ s
0
xr−1W r/p(u(Ex))
1
n!
logn
s
x
dx.
Thus, from (3.11) it follows that
1
s
∫ s
0
xr−1W r/p(u(Ex))
1
n!
logn
s
x
dx ≤ (Bαr)n+1sr−1W r/p(u(Es)).
Integrating in s ∈ (0, 1) both members of this inequality and by (3.9), we
deduce that∫ 1
0
1
s
∫ s
0
xr−1W r/p(u(Ex))
1
n!
logn
s
x
dx ds ≤ B(Bαr)n+1W r/p(u(E)),
and changing the order of integration in the left hand side, we obtain∫ 1
0
xr−1W r/p(u(Ex))
1
(n+ 1)!
logn+1
1
x
dx ≤ B(Bαr)n+1W r/p(u(E)),
as we wanted to prove.
Let now R ∈ (0, 1). The inequality (3.10) can be written in the following
form: ∫ 1
0
tr−1W r/p(u(Et))
( R
Bαr
log 1
t
)n
n!
dt ≤ BRnW r/p(u(E)),
and summing in n we obtain, with δ = R/(Bαr) > 0,∫ 1
0
tr−δ−1W r/p(u(Et)) dt ≤
B
1−R
W r/p(u(E)),
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equivalently
‖MχE‖Λp˜,s˜u (w) ≤ C˜‖χE‖Λp˜u(w), E ⊂ R
n,
where p˜ = p(r − δ)/r < p, s˜ = r − δ (see Proposition 2.2.5). In particular,
‖MχE‖Λp˜,∞u (w) ≤ C˜‖χE‖Λp˜u(w), E ⊂ R
n.
Also, by Theorem 3.2.4 and Lemma 3.3.1 we have that W ∈ ∆2. Then, we
can apply Theorem 3.2.10 (with u0 = u1 = u, w0 = w1 = w, p0 = p1 = p˜) to
conclude the result. 
An immediate consequence of Theorem 3.3.3 and Lemma 3.3.1 is the
following:
Corollary 3.3.4 Let 0 < p < ∞ and let u be an arbitrary weight in Rn.
Then,
1. If w ∈ Bp(u) there exists q < p such that w ∈ Bq(u).
2. Bp(u) ⊂ Bp, that is, the boundedness M : Λ
p
u(w) → Λ
p
u(w) implies
M : Λp(w)→ Λp(w).
We can now obtain the characterization of the boundednessM : Λpu(w)→
Λpu(w) or equivalently of the classes Bp(u) for every u.
Theorem 3.3.5 Let u, w be weights in Rn and R+ respectively. If 0 < p <∞
the following results are equivalent:
(i) M : Λpu(w)→ Λ
p
u(w).
(ii) ‖MχE‖Λpu(w) ≤ C‖χE‖Λ
p
u(w), E ⊂ R
n.
(iii) M : Λqu(w)→ Λ
q
u(w), with q ∈ (0, p).
(iv) There exists q ∈ (0, p) such that ‖MχE‖Λq,∞u (w) ≤ C‖χE‖Λ
q
u(w), E ⊂
Rn.
(v) There exists q ∈ (0, p) such that, for every finite family of cubes (Qj)
J
j=1
and every family of measurable sets (Ej)
J
j=1 with Ej ⊂ Qj , for every j,
we have that
W (u(
⋃
j Qj))
W (u(
⋃
j Ej))
≤ Cmax
j
(
|Qj |
|Ej|
)q
. (3.12)
(vi) ((MχE)
∗
u(t))
q ≤ C
W (u(E))
W (t)
, t > 0, E ⊂ Rn, with q ∈ (0, p) indepen-
dent of t and E.
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Proof.
(i)⇒ (ii) is immediate and (ii)⇒(iii) is given in Theorem 3.3.3. (iii)⇒(iv)
is also immediate and (iv)⇒(i) is a consequence of Theorem 3.2.10 (since
W ∈ ∆2 by Theorem 3.2.4 and Lemma 3.3.1). The equivalence (iv)⇔(v) is
Theorem 3.2.4. On the other hand, (vi) implies, for E ⊂ Rn,
‖MχE‖Λq,∞u (w) = sup
t>0
W 1/q(t)(MχE)
∗
u(t) ≤ CW
1/q(u(E)) = C‖χE‖Λqu(w),
which is condition (iv). Finally, (iii) implies M : Λqu(w) → Λ
q,∞
u (w) and by
Theorem 3.2.2, we get (vi). 
Remark 3.3.6
As we mentioned in Remark 3.2.5, we can assume that the sets (Ej)j in (3.12)
are disjoint. If the weight u is doubling (i.e., u(2Q) ≤ Cu(Q)), then also the
cubes (Qj)j can be taken disjoint.
Let us assume that the weight w satisfies the following property: for every
α > 1 there exists a constant Cα such that
W (
∑
j rj)
W (
∑
j tj)
≤ Cαmax
j
(
W (rj)
W (tj)
)α
, (3.13)
for every finite family of positive numbers {(rj, tj)}
m
j=1, with 0 < tj < rj, j =
1, . . . , m. Then, we only need to check condition (3.12) for a unique cube Qj
and a unique set Ej , that is, it is equivalent to the inequality
W (u(Q))
|Q|q
≤ C
W (u(E))
|E|q
, E ⊂ Q, (3.14)
for q < p, and for every cube Q ⊂ Rn. To see this, observe that this condition
is a consequence of (3.12) and, if (3.14) holds and (Ej)j is a disjoint family
with Ej ⊂ Qj , then
W (u(
⋃
j Qj))
W (u(
⋃
j Ej))
≤
W (
∑
j u(Qj))
W (
∑
j u(Ej))
≤ Cαmax
j
(
W (u(Qj))
W (u(Ej))
)α
≤ CCαmax
j
(
|Qj|
|Ej|
)αq
,
and it is enough to take α > 1 with αq < p. We observe that every power
weight w(t) = tα, α > −1, satisfies the above condition.
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If w = 1, p > 1, condition (3.12) says that u ∈ Ap, since this last condition
is equivalent (see, for example [Stn]) to the existence of q ∈ (1, p) such that
u(Q)
|Q|q
≤ C
u(E)
|E|q
, E ⊂ Q,
for every cube Q, which is equivalent to (3.12) (by (ii)).
If u = 1, then it is immediate to see that (3.12) is equivalent to w ∈ Bp.
This last observation can be generalized in the following way.
Theorem 3.3.7 If u ∈ A1 then,
M : Λpu(w)→ Λ
p
u(w) ⇔ M : Λ
p(w)→ Λp(w), 0 < p <∞.
With more generality, if 0 < p < ∞, then Bp(u) = Bp if and only if u ∈⋂
q>1Aq.
Proof. We already know, by Corollary 3.3.4, that Bp(u) ⊂ Bp. On the
other hand, if w ∈ Bp, there exists l < p such that w ∈ Bl and we have
that W (r)/W (t) ≤ C(r/t)l, 0 < t < r < ∞. Let s > 1 be such that
sl < p. If u ∈
⋂
q>1Aq, in particular u ∈ As, and it holds that u(Q)/u(E) ≤
C(|Q|/|E|)s, E ⊂ Q. Therefore, for every family (Qj)j of cubes and Ej ⊂ Qj
(pairwise disjoint),
W (u(
⋃
j Qj))
W (u(
⋃
j Ej))
≤
W (
∑
j u(Qj))
W (
∑
j u(Ej))
≤ C
(∑
j u(Qj)∑
j u(Ej)
)l
≤ Cmax
j
(
u(Qj)
u(Ej)
)l
≤ Cmax
j
(
|Qj |
|Ej|
)sl
,
which implies that w ∈ Bp(u) (Theorem 3.3.5 (v)).
Conversely, let us assume now that Bp(u) = Bp. For every q < p the
weight w(t) = tq−1 is in Bp = Bp(u) and by (3.12) we have that, with
q1 ∈ (q, p), (
u(Q)
u(E)
)q
=
W (u(Q))
W (u(E))
<
∼
(
|Q|
|E|
)q1
,
and thus,
u(Q)
|Q|q1/q
≤ C
u(E)
|E|q1/q
, E ⊂ Q,
for every cube Q and hence, if r = q1/q ∈ (1, p/q), we obtain u ∈
⋂
s>r As.
Since this argument works for q < p, we deduce that u ∈
⋂
s>1As. 
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Remark 3.3.8 (i) We know that the boundedness of M : Λp(w) → Λp(w)
holds if and only if w ∈ Bp and, on the other hand, M : Λ
p
u → Λ
p
u, p > 1
(that is, M : Lp(u) → Lp(u)) if and only if u ∈ Ap. Then, one could think
that the boundedness M : Λpu(w) → Λ
p
u(w), p > 1, holds if and only if
u ∈ Ap, w ∈ Bp, that is, Bp(u) = Bp if u ∈ Ap. The previous result shows
that this is not true. In fact, as a consequence of it, Bp(u) 6= Bp, 1 < p <∞,
if u ∈ Ap \ Aq with 1 < q < p.
(ii) The fact that Bp ⊂ Bp(u) if u ∈
⋂
q>1Aq was already proved in [CS3]
and [Ne2], for the case p ≥ 1.
Using the same idea one can analogously prove the following result which
together with Theorem 3.3.7 improves Corollary 3.3 in [CS3] and Theo-
rem 4.1 in [Ne2], to consider the whole range 0 < q <∞.
Theorem 3.3.9 If 1 < p < ∞ and u ∈ Ap, then Bq/p,∞ ⊂ Bq(u), 0 < q <
∞.
By Proposition 3.2.7 we know that the boundedness of M : Λpu(w) →
Λpu(w) implies u(R
n) = ∞. This is, essentially, the best we can say about
u, since there are examples in which u is not in any Ap class. In fact,
the following result proves something stronger: the weight u could be not
doubling. See also Proposition 3.4.12.
Theorem 3.3.10 If u(x) = e|x|, x ∈ R, and w = χ(0,1), we have that M :
Λqu(w) → Λ
q
u(w) for every q > 1. Therefore, it is not necessary, in general,
that the weight u is doubling to have the boundedness M : Λpu(w)→ Λ
p
u(w).
Proof. Since the weight w satisfies condition (3.13) of Remark 3.3.6, it is
enough to show that, for every cube Q ⊂ R we have,
W (u(Q))
|Q|
≤ C
W (u(E))
|E|
, E ⊂ Q. (3.15)
If u(E) ≥ 1 then u(Q) ≥ 1,W (u(E)) = W (u(Q)) = 1, and (3.15) holds (with
C = 1) trivially. Thus, we can assume that u(E) < 1. Then, W (u(E)) =
u(E) and (3.15) is equivalent, by Lebesgue differentiation theorem, to
W (u(Q))
|Q|
≤ Cu(x), a.e. x ∈ Q. (3.16)
To prove (3.16), we can assume Q = (a, b) with 0 ≤ a < b since u is an even
function: for cubes of the form Q = (−a, b) we have
W (u(Q))
|Q|
≤
W (2u(0, b))
|(0, b)|
≤ 2
W (u(0, b))
|(0, b)|
,
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and we use that the essential infimum of u in (0, b) and in (−a, b) coincide.
Let then Q = (a, b) with 0 ≤ a < b and let us see (3.16). The infimum
of u in Q is ea and, hence, we have to show that W (u(Q))/|Q| ≤ Cea. If
eb − ea = u(Q) ≥ 1 then b ≥ log(1 + ea) and hence
W (u(Q))
|Q|
=
1
b− a
≤
1
log(1 + ea)− a
=
1
log(1 + e−a)
≤ Cea.
If, on the contrary, eb− ea = u(Q) < 1, we have that b− a < eb− ea < 1 and
therefore,
W (u(Q))
|Q|
=
u(Q)
|Q|
=
eb − ea
b− a
≤ eb = eaeb−a ≤ eea. 
3.4 Weak-type inequality
In this section, we shall study necessary and/or sufficient conditions for the
weak-type inequality to hold,
M : Λpu(w) −→ Λ
p,∞
u (w).
The following result (see [CS3]) gives a necessary condition.
Theorem 3.4.1 Let 0 < p0, p1 <∞ and let us assume that M : Λ
p0
u0
(w0) −→
Λp1,∞u1 (w1). Then, there exists a constant C > 0 such that
‖u−10 χQ‖(Λp0u0 (w0))′
‖χQ‖Λp1u1 (w1)
≤ C|Q| (3.17)
for every cube Q ⊂ Rn. Here, ‖ · ‖(Λp0u0(w0))′
denotes the norm in the associate
space (c.f. Definition 2.4.1, Theorem 2.4.7).
In what follows, we shall study condition (3.17) and we shall obtain some
important consequences. For example, combining the previous statement
with some of the results in chapter 2, we obtain a condition that reduces
(depending on w0) the range of indices p0 for which the boundedness of
M : Λp0u0(w0) → Λ
p1,∞
u1 (w1) can be true. To this end, we define the index
pw ∈ [0,∞) as follows:
pw = inf
{
p > 0 :
tp
W (t)
∈ Lp
′−1
(
(0, 1),
dt
t
)}
, (3.18)
(where p′ =∞ if 0 < p ≤ 1).
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Theorem 3.4.2 Let 0 < p1 <∞ and let us assume that we have the bound-
edness of M : Λp0u0(w0) −→ Λ
p1,∞
u1 (w1). Then, p0 ≥ pw0. If pw0 > 1 the
previous inequality is strict.
Proof. If M : Λp0u0(w0) −→ Λ
p1,∞
u1
(w1), we have, by Theorem 3.4.1,
(Λp0u0(w0))
′ 6= {0}. Then, Theorem 2.4.9 implies tp0/W (t) ∈ Lp
′
0−1((0, 1), dt/t).
That is,
p0 ∈
{
p > 0 :
tp
W (t)
∈ Lp
′−1
(
(0, 1),
dt
t
)}
= I.
The result we are looking for, follows from the fact that I is an interval in
[0,∞), unbounded in the right hand side, and open in the left hand side by
pw0, if pw0 > 1. 
Theorem 3.4.3 If p0 < 1 there are no weights u0, u1 such that M :
Lp0(u0)→ L
p1,∞(u1), 0 < p1 <∞ is bounded.
Proof. It is enough to observe that Lp0(u0) = Λ
p0
u0
(1) and that, if w =
1, pw = 1 (c.f. (3.18)). 
To find equivalent integral expression to (3.17), it will be useful to asso-
ciate to each weight u in Rn the family of functions {φQ}Q defined in the
following way. For every cube Q ⊂ Rn,
φQ(t) = φQ,u(t) =
u(Q)
|Q|
∫ t
0
(u−1χQ)
∗
u(s) ds , t ≥ 0. (3.19)
It will be also very useful the right derivative of the function φQ
φ′Q(t) =
u(Q)
|Q|
(u−1χQ)
∗
u(t), t ≥ 0. (3.20)
Observe that φ′Q(t) = 0 if t ≥ u(Q), and that φ
′
Q(t) ≤ φQ(t)/t, t ≥ 0. Now,
we can give an equivalent expression of (3.17) in terms of these functions.
These integral expressions are quite similar to those for the classes Bp0,p1,∞
(Theorem 1.3.3).
Proposition 3.4.4 Let φQ = φQ,u0.
(a) If 1 < p0 <∞ each of the following expressions are equivalent to (3.17):
(i) ( ∫ u0(Q)
0
W
1−p′0
0 (s) dφ
p′0
Q (s)
)1/p′0
W
1/p1
1 (u1(Q)) ≤ Cu0(Q).
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(ii) ( ∫ u0(Q)
0
(
W0
φQ
)−p′0
(t)w0(t) dt
)1/p′0
W
1/p1
1 (u1(Q)) ≤ Cu0(Q)
W
1/p1
1 (u1(Q)) ≤ CW
1/p0
0 (u0(Q)).
(b) If 0 < p0 ≤ 1, (3.17) is equivalent to
W
1/p1
1 (u1(Q))
u0(Q)
≤ C
W
1/p0
0 (t)
φQ(t)
, 0 < t ≤ u0(Q).
We are assuming both in (a) and (b) that the inequalities are true for every
cube Q ⊂ Rn, and that the constant C is independent of Q.
Proof. Observe that, by definition,
∫ t
0
(u−10 χQ)
∗
u0
(s) ds =
|Q|
u0(Q)
φQ(t).
Hence, by Theorem 2.4.7 (with r = u0(Q)),
‖u−10 χQ‖(Λp0u0 (w0))′
≈
|Q|
u0(Q)
( ∫ u0(Q)
0
W
1−p′0
0 (s) dφ
p′0
Q (s)
)1/p′0
≈
|Q|
u0(Q)
( ∫ u0(Q)
0
(
W0
φQ
)−p′0
(s)w0(s) ds
)1/p′0
+
∫ ∞
0
(u−10 χQ)
∗
u0(s) ds
W
1/p0
0 (u0(Q))
,
in the case p0 > 1, and
‖u−10 χQ‖(Λp0u0 (w0))′
=
|Q|
u0(Q)
sup
t>0
φQ(t)
W
1/p0
0 (t)
,
in the case 0 < p0 ≤ 1. Since ‖χQ‖Λp1u1 (w1)
= W
1/p1
1 (u1(Q)) and∫ ∞
0
(u−10 χQ)
∗
u0
(s) ds =
∫
Rn
u−10 (x)χQ(x)u0(x) dx = |Q|, the given expression
can be immediately deduced from (3.17). 
Remark 3.4.5 In many cases, condition (3.17) is also sufficient. For exam-
ple:
(i) If w0 = w1 = 1, p0 = p1 = p ≥ 1 inequality (3.17) is
‖u−10 χQ‖Lp′ (u0)‖χQ‖Lp(u1) ≤ C|Q|,
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or equivalently,(
1
|Q|
∫
Q
u1(x) dx
)(
1
|Q|
∫
Q
u
−1/(p−1)
0 (x) dx
)p−1
≤ C, (3.21)
in the case p > 1, and
u1(Q)
|Q|
≤ C
u0(E)
|E|
, E ⊂ Q,
in the case p = 1. This is the so-called Ap condition for the pair (u1, u0) and
it is known to be sufficient for the boundedness M : Lp(u0) → L
p,∞(u1) or,
in other terms, M : Λpu0(1)→ Λ
p,∞
u1 (1) (see [GR]).
(ii) If u0 = u1 = 1, then φQ(t) = t, 0 ≤ t ≤ 1, and condition (3.17) (or any
of the expressions of Proposition 3.4.4) is equivalent to (w0, w1) ∈ Bp0,p1,∞
(Theorem 1.3.3). That is, the condition is also sufficient.
(iii) If u0 = u1 = u, p0 = p1 = q ≥ 1 and w0(t) = w1(t) = t
q/p−1, 1 <
p <∞, we are in the case M : Lp,q(u) −→ Lp,∞(u). Then condition (3.17) is
equivalent to the inequality
‖u−1χq‖Lp′,q′ (u)‖χQ‖Lp,q(u) ≤ C|Q|. (3.22)
This case was studied by Chung, Hunt, and Kurtz in [CHK] (see also [HK])
where they proved that (3.22) is a necessary and sufficient condition.
The study of the properties of the functions {φQ} will allow us to better
understand condition (3.17), and obtain some consequences. In the following
proposition, we summarize some of these properties.
Proposition 3.4.6 Let u be a weight in Rn and, for every cube Q ⊂ Rn, let
φQ = φQ,u. Then,
(i) φQ(t) =
u(Q)
|Q|
max {|E| : E ⊂ Q, u(E) = t}, 0 ≤ t ≤ u(Q).
(ii) φQ| [0,u(Q)] : [0, u(Q)] −→ [0, u(Q)] is strictly increasing, onto, concave
and absolutely continuous.
(iii) φQ(t) ≥ t ∈ [0, u(Q)] and u ∈ A1 if and only if φQ(t) ≤ Ct, 0 ≤ t ≤
u(Q).
(iv) If 1 < p <∞, 0 < q ≤ p′, u ∈ Ap ⇔ ‖φ
′
Q(u(Q) · )‖Lp′,q ≤ C.
(v) If u ∈ Ap, 1 ≤ p <∞, then φ
′
Q(u(Q)t) < Ct
−1/p′, 0 < t ≤ 1.
(vi) If 1 < p <∞ and φ′Q(u(Q)t) < Ct
−1/p′, 0 < t ≤ 1, then u ∈
⋂
q>pAq.
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In (iii), (iv), (v), and (vi), C represents a constant not depending on Q.
Proof.
(i) Let 0 ≤ t ≤ u(Q) and E ⊂ Q be a measurable set such that u(E) = t.
Then
|E| =
∫
Rn
u−1(x)χQ(x)χE(x) u(x) dx ≤
∫ ∞
0
(u−1χQ)
∗
u(s)(χE)
∗
u(s) ds
=
∫ t
0
(u−1χQ)
∗
u(s) ds =
|Q|
u(Q)
φQ(t).
On the other hand, since (Q, u(x)χQ(x)dx) is a strongly resonant measure
space (see [BS]), there exists f ≥ 0 measurable in Q with f ∗u = (χE)
∗
u = χ[0,t)
and such that
|Q|
u(Q)
φQ(t) =
∫ ∞
0
(u−1χQ)
∗
u(s)(χE)
∗
u(s) ds
=
∫
Q
f(x)u−1(x)χQ(x)u(x) dx. (3.23)
It follows that f = χR, with R ⊂ Q, u(R) = t and, by (3.23),
|Q|
u(Q)
φQ(t) =
|R|.
(ii) Let us see that φQ| [0,u(Q)] is strictly increasing (the rest of the
properties are obvious). It is enough to prove that (u−1χQ)
∗
u(t) > 0 for
0 < t < u(Q). On the contrary, there would exist t0 ∈ (0, u(Q)) such that
(u−1χQ)
∗
u(t0) = 0 and hence u({u
−1χQ > 0}) ≤ t0. Since t0 < u(Q), we
would have that u({x ∈ Q : u(x) = +∞}) = u({u−1χQ = 0}) > 0, which
contradicts the fact that u is locally integrable.
(iii) Since φQ is concave in [0, u(Q)], t
−1φQ(t) is decreasing and, thus,
t−1φQ(t) ≥ u(Q)
−1φQ(u(Q)) = 1 for 0 ≤ t ≤ u(Q). The second part of (iii)
follows from (i) and the fact that u ∈ A1 if and only if
u(Q)
|Q|
≤ C u(E)
|E|
.
(iv) By definition (see [Stn]), u ∈ Ap
⇔
u(Q)
|Q|
(
1
|Q|
∫
Q
u−p
′/p(x) dx
)p/p′
≤ C
⇔
u(Q)1/p
|Q|
(∫
Rn
(u−1(x)χQ(x))
p′u(x) dx
)1/p′
≤ C1
⇔
u(Q)1/p
|Q|
(∫ ∞
0
(u−1χQ)
∗
u
p′
(s) ds
)1/p′
≤ C1 ⇔ ‖φ
′
Q(u(Q) · )‖p′ ≤ C1.
Since Lp
′,q ⊂ Lp
′
if 0 < q ≤ p′, we have proved the sufficiency in (iv).
Conversely, if u ∈ Ap it is known that u ∈ Ap−ǫ for some ǫ > 0. Therefore, by
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the previous equivalence, ‖φ′Q(u(Q) ·)‖(p−ǫ)′ ≤ C. Observe that φ
′
Q(u(Q)t) =
u(Q)
|Q|
(u−1χQ)
∗
u(u(Q)t) = 0 for t ≥ 1. Since L
p1,r(X) ⊂ Lp0,q(X) if p0 < p1 and
X is of finite measure (see [BS]), we have that
‖φ′Q(u(Q) · )‖p′,q ≤ ‖φ
′
Q(u(Q) .)‖(p−ǫ)′ ≤ C.
(v) The case p = 1 is a consequence of (iii) and the inequality φ′Q(t) ≤
φQ(t)/t. If u ∈ Ap, 1 < p <∞ then, by (iv), we have that ‖φ
′
Q(u(Q) ·)‖p′,∞ ≤
‖φ′Q(u(Q) · )‖p′ ≤ C. Since φ
′
Q(u(Q) · ) is decreasing, right continuous and
equal to zero in [1,∞), ‖φ′Q(u(Q) · )‖p′,∞ = sup0<t<1 t
1/p′φ′Q(u(Q)t) and we
obtain (v).
(vi) The hypothesis implies ‖φ′Q(u(Q) · )‖Lp′,∞ ≤ C. But φ
′
Q(u(Q) · ) is
supported in [0, 1] and therefore,
‖φ′Q(u(Q) · )‖Lq′ ≤ ‖φ
′
Q(u(Q) · )‖Lp′,∞ ≤ C,
for q > p and (vi) follows from (iv). 
Let us see a useful consequence of the two above propositions.
Proposition 3.4.7 If 0 < p0, p1 <∞ and M : Λ
p0
u0
(w0)→ Λ
p1,∞
u1
(w1), then
(i)
W
1/p1
1 (u1(Q))
u0(Q)
≤ C
W
1/p0
0 (t)
φQ(t)
, 0 < t ≤ u0(Q),
(ii)
W
1/p1
1 (u1(Q))
u0(Q)
≤ C
W
1/p0
0 (u0(S))
u0(S)
, S ⊂ Q.
Here φQ = φQ,u0 and we are assuming that the previous inequalities are
satisfied for every cube Q ⊂ Rn, with C independent of Q.
Proof. (ii) is a consequence of (i) and Proposition 3.4.6 (iii). Hence, we
only have to show (i). If p0 ≤ 1, (i) is Proposition 3.4.4 (b). For p0 > 1 we
have, by Proposition 3.4.4 (a.i),( ∫ t
0
W
1−p′0
0 (s) dφ
p′0
Q (s)
)1/p′0
W
1/p1
1 (u1(Q)) ≤ Cu0(Q),
for 0 < t ≤ u0(Q). Since W0 is increasing, it follows that
W
−1/p0
0 (t)
(∫ t
0
dφ
p′0
Q (s)
)1/p′0
W
1/p1
1 (u1(Q)) ≤ Cu0(Q),
and we obtain (i). 
The following result establishes that in the boundedness M : Λp0u (w0)→
Λp1,∞u (w1) we can always assume that u ≡ 1.
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Theorem 3.4.8 If 0 < p0, p1 < ∞ and M : Λ
p0
u (w0) → Λ
p1,∞
u (w1), we have
that
M : Λp0(w0) −→ Λ
p1,∞(w1),
that is, (w0, w1) ∈ Bp0,p1,∞.
Proof. If p0 > 1 then, by Proposition 3.4.4 (a.ii) and using that φQ(t) ≥
t, 0 < t < u(Q) (Proposition 3.4.6 (iii)) we have the inequalities( ∫ u(Q)
0
(
W0(t)
t
)−p′0
w0(t) dt
)1/p′0
W
1/p1
1 (u(Q)) ≤ Cu(Q),
W
1/p1
1 (u(Q)) ≤ CW
1/p0
0 (u(Q)),
for every cube Q ⊂ Rn. But we have proved (Proposition 3.2.7) that
u(Rn) = ∞. Then, for every r > 0 there exists a cube Q with u(Q) = r.
Therefore, the two previous inequalities are equivalent to the condition (a.iii)
of Theorem 1.3.3 and hence, (w0, w1) ∈ Bp0,p1,∞.
If p0 ≤ 1 we apply Proposition 3.4.4(b) to obtain the expression of The-
orem 1.3.3 to conclude the same. .
Corollary 3.4.9 Bp,∞(u) ⊂ Bp,∞, 0 < p <∞.
Remark 3.4.10 (i) If M : Λ1u(w) → Λ
1,∞
u (w) then, by Corollary 3.4.9,
w ∈ B1,∞. The bigger class Bp contained in B1,∞ is B1 and if w ∈ B1,
Theorem 3.2.11 characterizes the previous boundedness. That is, the prob-
lem M : Λ1u(w)→ Λ
1,∞
u (w) only remains open in the case w ∈ B1,∞ \B1.
(ii) Condition (3.17) is sufficient in the case M : Λ1u(w)→ Λ
1,∞
u (w) if the
weight w satisfies
n∑
j=1
W (tj)
W (rj)
rj ≤ C
W (
∑
j tj)
W (
∑
j rj)
∑
j
rj,
for every finite families of numbers {(tj , rj)}j with 0 < tj < rj, j = 1, . . . , n.
To see this, we observe that if the previous condition and (3.17) hold (which
implies (3.7)) we have, for every finite family of disjoint cubes (Qj)j and
every family of sets (Ej)j with Ej ⊂ Qj ,
∑
j
|Ej|
|Qj |
u(Qj) ≤ C
∑
j
W (u(Ej))
W (u(Qj))
u(Qj) ≤ C
W (u(
⋃
Ej))
W (u(
⋃
Qj))
∑
j
u(Qj).
This also holds (since W ∈ ∆2) if the cubes Qj are “almost” disjoint (if∑
j χQj ≤ k = kn). If 0 ≤ f ∈M(R
n) is bounded and with compact support
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and t > 0, the level set Et = {Mf > t} is contained (see [LN1]) in a finite
union of cubes (Qj)j such that
∑
j χQj ≤ k = kn (only depending on the
dimension) and 1
|Qj|
∫
Qj
f(x) dx > t, for every j. Then,
t
∑
j
u(Qj) ≤
∫
Rn
f(x)
(∑
j
u(Qj)
|Qj|
u−1(x)χQj (x)
)
u(x) dx
≤ ‖f‖Λ1u(w)
∥∥∥∥∑
j
u(Qj)
|Qj|
u−1χQj
∥∥∥∥
(Λ1u(w))
′
and, to prove that ‖Mf‖Λ1,∞u (w) ≤ C‖f‖Λ1u(w) is bounded, we only have to
see that ∥∥∥∥∑
j
u(Qj)
|Qj |
u−1χQj
∥∥∥∥
(Λ1u(w))
′
<
∼
∑
j u(Qj)
W (u(
⋃
j Qj))
,
(since then we have that tW (u(Et)) ≤ tW (u(
⋃
j Qj)) ≤ C‖f‖Λ1u(w)). But,
since
∑
j χQj ≤ k,
∫ t
0
(∑
j
u(Qj)
|Qj|
u−1χQj
)∗
u
(s) ds = supu(E)=t
∫
E
∑
j
u(Qj)
|Qj|
u−1(x)χQj (x) u(x) dx
= supu(E)=t
∑
j
|E ∩Qj |
|Qj|
u(Qj)
<
∼
W (t)
W (u(
⋃
j Qj))
∑
j
u(Qj),
and (see Theorem 2.4.7(i)) the inequality we are looking for follows.
(iii) If w ∈ L1(R+), the condition on w of the previous observation can
be weakened up: it is sufficient that it holds “near 0”, that is, with
∑
rj < ǫ
(for some fixed ǫ > 0).
(iv) It is easy to see (using the two previous observations) that, for the
weights w = χ(0,1), w(t) = ( log
+(1/t))α, w(t) = ( log+ log+(1/t))α, w(t) =
tα, condition (3.17) is also equivalent (in the case p0 = p1 = 1, u0 = u1, w0 =
w1 = w.)
Theorem 3.4.11 Let 1 ≤ p <∞, 0 < q <∞. Then,
(i) Bq/p ⊂ Bq,∞(u) implies u ∈
⋂
r>pAr.
(ii) If q ≤ 1, Bq,∞ ⊂ Bq,∞(u) implies u ∈ A1.
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Proof. (i) It is immediate to check (Theorem 1.3.4) that the weight w(t) =
tr−1 is in Bq/p ⊂ Bq,∞(u), for 0 < r < q/p. Hence, by Proposition 3.4.7 (i),
we have that, for every cube Q ⊂ Rn and 0 < t < u(Q),
φQ(t) ≤ Cu(Q)
W 1/q(t)
W 1/q(u(Q))
= Cu(Q)1−r/q tr/q.
Since φ′Q(t) ≤ φQ(t)/t, 0 < t < u(Q), we obtain that φ
′
Q(u(Q)t) ≤
Ctr/q−1, 0 < t < 1, and by Proposition 3.4.6(vi), u ∈ As for every s > q/r.
Since this holds for 0 < r < q/p, we conclude that u ∈
⋂
r>pAr.
(ii) Observe that (using, for example, Theorem 1.3.3) w(t) = tq−1 ∈
Bq,∞ ⊂ Bq,∞(u). From Proposition 3.4.7(i) (with w0 = w1 = t
q−1 , u0 = u1 =
u , p0 = p1 = q) we obtain now that φQ(t) ≤ Ct, 0 < t < u(Q), and the
result is a consequence of Proposition 3.4.6 (iii). 
The following result is related to the A∞ class. Let us recall that (see,
for example, [Stn]) u ∈ A∞ =
⋃
p≥1Ap if and only if there exist constants
ǫ, C > 0 so that
u(Q)
|Q|ǫ
≥ C
u(E)
|E|ǫ
(3.24)
for every cube Q and every measurable set E ⊂ Q. In general, the bound-
edness of M : Λpu(w) → Λ
p,∞
u (w) does not imply u ∈ A∞ (Theorem 3.3.10).
But we can still give a sufficient condition on the weight w.
Proposition 3.4.12 Let us assume that there exist constants ǫ, C > 0 so
that
W (r)
rǫ
≥ C
W (t)
tǫ
, 0 < t < r <∞.
Then Ap(w) ⊂ A∞, 0 < p <∞.
Proof. We can assume ǫ < p. If u ∈ Ap(w), by Proposition 3.4.7,
φQ(t) ≤ C1
W 1/p(t)
W 1/p(u(Q))
u(Q) ≤ C2
(
t
u(Q)
)ǫ/p
u(Q),
for every Q and 0 < t < u(Q). Then,
φ′Q(u(Q)t) ≤
1
u(Q)t
φQ(u(Q)t) ≤ C2t
ǫ/p−1, 0 < t < 1,
and, from Proposition 3.4.6 (vi), it follows that u ∈ Aq′, for the range q <
p/(p− ǫ). 
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Remark 3.4.13 The condition on w of Proposition 3.4.12 is not equivalent
to w ∈
⋃
pBp (as it happens with the classes Ap). For example, the weight
w = χ(0,1) ∈ B1,∞ does not satisfy that condition. Even if we impose w /∈
L1(R+) as the example w(t) = 1/(1 + t) shows.
Power weights w(t) = tα trivially satisfy the condition of Proposi-
tion 3.4.12. Another nontrivial example, of a function satisfying such condi-
tion (with ǫ = 1/2) is w(t) = 1 + log+ (1/t).
Up to now, we have only seen necessary conditions for the weak-type
boundedness. Let us see now some sufficient conditions. For example, from
Theorem 3.2.2, we deduce the two following results.
Theorem 3.4.14 Let 0 < p, q < ∞ and let us assume that M : Λpu(w) →
Λp,∞u (w) is bounded. Let w˜ another weight. Then we have that M : Λ
q
u(w˜)→
Λq,∞u (w˜) is bounded in each of the following cases:
(i) If 0 < q ≤ p and the condition
W˜ 1/q(r)
W 1/p(r)
≤ C
W˜ 1/q(t)
W 1/p(t)
, 0 < t < r <∞
holds.
(ii) If p < q <∞ and it satisfies
(
1
W˜ (t)
∫ t
0
(
W (s)
W˜ (s)
) q
q−p
w˜(s) ds
) q−p
q
≤ C
W (t)
W˜ (t)
, t > 0.
Proof. Let us fix t > 0 and let us consider the weights
w1(s) =
w(s)
W (t)
χ(0,t)(s), w0(s) =
w˜(s)
W˜ (t)
χ(0,t)(s), s > 0.
Under the hypothesis of (i) we have, by Theorem 1.2.18 (d)
sup
g↓
( ∫ ∞
0
gp(t)w1(t) dt
)1/p
( ∫ ∞
0
gq(t)w0(t) dt
)1/q = sup
s>0
W
1/p
1 (s)
W
1/q
0 (s)
≤ C.
Therefore,(
1
W (t)
∫ t
0
(f ∗u)
p(s)w(s) ds
)1/p
≤ C
(
1
W˜ (t)
∫ t
0
(f ∗u)
q(s)w˜(s) ds
)1/q
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and we obtain (i).
To see (ii), observe that the hypothesis implies, with r = q/p > 1,
B = B(t) =
( ∫ ∞
0
(
W1(s)
W0(s)
)r′
w0(s) ds
)1/r′
+
W1(∞)
W
1/r
0 (∞)
≤ C + 1 <∞,
and by Theorem I.5.7 in [Sa], we have
sup
g↓
( ∫ ∞
0
gp(s)w1(s) ds
)1/p
( ∫ ∞
0
gq(s)w0(s) ds
)1/q =
(
sup
g↓
∫ ∞
0
g(s)w1(s) ds( ∫ ∞
0
gr(s)w0(s) ds
)1/r
)1/p
≤ (C ′B)1/p ≤ (C ′(C + 1))1/p = C ′′ <∞.
In particular,(
1
W (t)
∫ t
0
(f ∗u)
p(s)w(s) ds
)1/p
≤ C ′′
(
1
W˜ (t)
∫ t
0
(f ∗u)
q(s)w˜(s) ds
)1/q
,
for every t > 0 and f ∈ M(Rn) and by Theorem 3.2.2 we get the result. 
Corollary 3.4.15 Let 0 < p < ∞ and let us assume that M : Λpu(w) →
Λp,∞u (w) is bounded. If 0 < q ≤ p and w˜ is a weight such that W˜
1/q/W 1/p is
decreasing, then M : Λqu(w˜) −→ Λ
q,∞
u (w˜) is also bounded.
The following result completes Theorem 3.4.8.
Theorem 3.4.16 If u ∈ A1, we have the boundedness M : Λ
p0
u (w0) →
Λp1,∞u (w1), if and only if M : Λ
p0(w0)→ Λ
p1,∞(w1). In particular Bp,∞(u) =
Bp,∞, 0 < p <∞, if u ∈ A1.
Proof. The “only if” condition is Theorem 3.4.8. To see the other im-
plication, let us observe that if u ∈ A1 we have, by Theorem 3.2.2 (applied
to w ≡ 1, p = 1) that (Mf)∗u(t) <∼
Af ∗u(t), t > 0, f ∈ M(R
n), where A
the Hardy operator. Since the boundedness of M : Λp0(w0) → Λ
p1,∞(w1) is
equivalent to A : Lp0dec(w0)→ L
p1,∞(w1), we get
W
1/p1
1 (t)(Mf)
∗
u(t) <∼
‖Af ∗u‖Lp1,∞(w1) <∼
‖f ∗u‖Lp0(w0) = ‖f‖Λp0u (w0), t > 0,
which is equivalent to ‖Mf‖Λp1,∞u (w1) <∼
‖f‖Λp0u (w0). 
Using the same idea, we can prove the following result analogous to The-
orem 3.2 in [CS3].
M.J. Carro, J.A. Raposo, and J. Soria 107
Theorem 3.4.17 Let 0 < p0, p1 <∞, 1 ≤ p <∞ and let us assume u ∈ Ap.
Then,
(i) If (w0, w1) ∈ Bp0,p1, we have that M : Λ
pp0
u (w0)→ Λ
pp1
u (w1) is bounded.
(ii) If (w0, w1) ∈ Bp0,p1,∞, then M : Λ
pp0
u (w0)→ Λ
pp1,∞
u (w1) is bounded.
Proof. If u ∈ Ap, by Theorem 3.2.2, (Mf)
∗
u(t)
p <
∼
A((f ∗u)
p)(t). The
hypothesis in (i) implies that A : Lp0dec(w0)→ L
p1(w1) and it follows that
‖Mf‖p
Λ
pp1
u (w1)
=
( ∫ ∞
0
((Mf)∗u)
pp1(t)w1(t) dt
)1/p1
<
∼
‖A((f ∗u)
p)‖Lp1(w1)
<
∼
‖(f ∗u)
p‖Lp0(w0) = ‖f‖
p
Λ
pp0
u (w0)
.
Analogously, one can easily prove (ii). 
If p > 1, p0 ≤ p1, (ii) can be improved in the following way:
Corollary 3.4.18 Let 0 < p0 ≤ p1 < ∞. If u ∈ Ap, p > 1, and (w0, w1) ∈
Bp0,p1,∞, then M : Λ
pp0
u (w0)→ Λ
pp1
u (w1) is bounded.
Proof. If u ∈ Ap then u ∈ Aq for some q ∈ (1, p), and by the pre-
vious theorem, M : Λqp0u (w0) → Λ
qp1,∞
u (w1) is bounded. Applying now
the interpolation theorem (Theorem 2.6.3) we obtain the boundedness of
M : Λpp0u (w0)→ Λ
pp1,pp0
u (w1) ⊂ Λ
pp1
u (w1). 
Remark 3.4.19 In [Ne2], Neugebauer introduces the classes A∗p which are
defined by
A∗p = { u ∈ A∞ : p = inf{q ≥ 1 : u ∈ Aq} }, 1 ≤ p <∞.
These classes are pairwise disjoint and the union of all of them is A∞. With
this terminology, Theorem 3.3.7 states that Bp(u) = Bp, 0 < p < ∞, if
u ∈ A∗1 (and this condition is also necessary). From Theorems 3.4.11 and
3.4.17 we can deduce (using the property w ∈ Bp ⇒ w ∈ Bp−ǫ) that, for
1 < p <∞, 0 < q <∞,
(a) u ∈ A∗p ⇒ Bq/p ⊂ Bq(u),
(b) Bq/p = Bq(u) ⇒ u ∈ A
∗
p.
This cannot be improved (as it happens in the case p = 1), that is, it
is not true that the characterization of the classes Bq(u) when u ∈ A∞, is
Bq(u) = Bp/q for p such that u ∈ A
∗
p. In fact, it is easy to check that the
weight u(x) = 1 + |x|, x ∈ R, is in A∗2 and, by Theorem 3.3.5 (see also
Remark 3.3.6(ii)), w = χ(0,1) ∈ B3/2(u) (condition (3.12) holds with q = 1).
However, w /∈ B3/4 and thus, B3/2(u) 6= B3/4.
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We shall study now a sufficient condition to have the weak-type bound-
edness. To this end, we shall need the following notation. We shall associate
to each weight u in Rn a function Φu which is connected with the family of
functions {φQ}Q introduced in (3.19). This new function is defined by
Φu(t) = sup
Q
φ′Q(u(Q) t), 0 < t <∞, (3.25)
where the supremum is taken over all cubes Q ⊂ Rn. Let us observe that
Φu(t) = sup
Q
u(Q)
|Q|
(u−1χQ)
∗
u(u(Q) t), 0 < t <∞.
Therefore, Φu(t) = 0 if t ≥ 1. Moreover, by Proposition 3.4.6(iii),∫ t
0
Φu(s) ds ≥ t, 0 < t < 1. We know that if u ≡ 1, (Mf)
∗
u(t) ≈
A(f ∗u)(t), t > 0, where A is the Hardy operator. And although this does
not happen when u 6= 1 (see [CS3]) there exists the following positive partial
result due to Leckband and Neugebauer ([LN1]).
Theorem 3.4.20 Let u be a weight in Rn. Then, for each f ∈ M(Rn) we
have that
(Mf)∗u(t) ≤ C
∫ ∞
0
Φu(s)f
∗
u(st) ds, 0 < s <∞,
where C is a constant depending only on the dimension.
Using this theorem, we can find a sufficient condition to have the bounded-
ness M : Λp0u (w0)→ Λ
p1,∞
u (w1). Observe the analogy with the corresponding
expressions of Proposition 3.4.4.
Theorem 3.4.21 Let 0 < p1 <∞.
(a) If 1 < p0 <∞ and there exists a constant C <∞ such that
(i)
( ∫ r
0
( ∫ t/r
0
Φu(s) ds
)p′0
W
−p′0
0 (t)w0(t) dt
)1/p′0
W
1/p1
1 (r) ≤ C, r > 0,
(ii) W
1/p1
1 (r) ≤ CW
1/p0
0 (r), r > 0,
then M : Λp0u (w0)→ Λ
p1,∞
u (w1) is bounded.
(b) If 0 < p0 ≤ 1, we have the same if the following condition holds
∫ t/r
0
Φu(s) ds ≤ C
W
1/p0
0 (t)
W
1/p1
1 (r)
, 0 < t < r <∞.
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Proof. Let us consider the operator
Tg(t) =
∫ ∞
0
Φu(s)g(st) ds =
∫ ∞
0
k(t, s)g(s) ds,
(with k(t, s) = (1/t)Φu(s/t)) acting on functions g ↓. By Theorem 3.4.20,
the boundedness of
T : Lp0
dec
(w0) −→ L
p1,∞(w1) (3.26)
implies the result. The characterization of (3.26) can be obtained as a direct
application of Theorem 4.3 in [CS2]. 
Remark 3.4.22 (i) The sufficient condition of the previous theorem is not
necessary in general. For example, if w0 = w1 = w = χ(0,1), p0 = p1 = 1,
such condition is
∫ t
0
Φu(s) ds <
∼
t, 0 < t < 1, and by Proposition 3.4.6, it
is equivalent to u ∈ A1. That is, A1 ⊂ A1(χ(0,1)). However, for this weight,
condition (3.17) is necessary and sufficient in this case (see Remark 3.4.10).
This condition is (Proposition 3.4.4b) φQ(t) <
∼
u(Q)
W (u(Q))
W−1(t), t > 0, and,
by Proposition 3.4.6(i), it is equivalent to
W (u(Q))
|Q|
≤ C
W (u(E))
|E|
, E ⊂ Q.
It is a simple exercise to check that (with w = χ(0,1)) the weight u(x) =
1 + |x|, x ∈ R, satisfies this condition. However, u /∈ Ap if p ≤ 2, and it
follows that A1(χ(0,1)) 6= A1, that is, the condition of Theorem 3.4.21 is not
necessary.
(ii) Let us assume that the weight u satisfies the following property: for
every r > 0 there exists a cube Qr so that
(a) u(Qr) ≈ r,
(b)
∫ t
0
Φu(s) ds ≈
∫ t
0
φQr(u(Qr)s) ds, 0 < t < 1.
Then the condition of the previous theorem is equivalent to (3.17) and,
hence, both are equivalent to the boundedness of M : Λp0u (w0)→ Λ
p1,∞
u (w1).
This follows immediately from the expressions of Theorem 3.4.21 and by
Proposition 3.4.4 (with u0 = u1 = u) since, fixed r > 0 one can substitute, in
the expressions of Theorem 3.4.21, r by u(Qr) and the integral
∫ t/r
0
Φu(s) ds
by
∫ t/r
0
φQ(u(Qr)s) ds to obtain the condition of Proposition 3.4.4 and vicev-
ersa.
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(iii) Every power weight u(x) = |x|α, x ∈ Rn, α > 0 satisfies the previous
condition. In fact, if Q is a cube centered at the origin, one can easily see
that
φQ(u(Q)t) ≈ Φu(t) ≈ t
−α
n+α , 0 < t < 1.
Therefore, the characterization of the boundedness of M : Λp0u (w0) →
Λp1,∞u (w1) is given in this case by the expressions of Theorem 3.4.21 (which
is now equivalent to (3.17). See also Theorem 5.7.
3.5 Applications
We can use now the result of the previous sections, to characterize in its total
generality, the boundedness of
M : Lp,q(u)→ Lr,s(u), (3.27)
completing results of [Mu, CHK, HK, La].
Theorem 3.5.1 Let p, r ∈ (0,∞), q, s ∈ (0,∞].
(a) If either p < 1, p 6= r or s < q, there are no weights u satisfying the
boundedness M : Lp,q(u)→ Lr,s(u).
(b) The boundedness of
M : L1,q(u) −→ L1,s(u)
only holds if q ≤ 1, s =∞ and, in this case, a necessary and sufficient
condition is u ∈ A1.
(c) If p > 1 and 0 < q ≤ s ≤ ∞, a necessary and sufficient condition to
have the boundedness of
M : Lp,q(u) −→ Lp,s(u)
is:
(1) If q ≤ 1, s =∞ :
u(Q)
|Q|p
≤ C
u(E)
|E|p
, E ⊂ Q.
(2) If q > 1 or s <∞ : u ∈ Ap.
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Proof. (a) By Proposition 3.2.9, the boundedness of
M : Lp,q(u) −→ Lr,s(u) (3.28)
implies s ≥ q. On the other hand, (3.28) implies the boundedness of M :
Lp,q(u)→ Lr,∞(u) which is equivalent to M : Λqu(t
q/p−1)→ Λr,∞u (1) and from
Corollary 3.2.6 it follows that
(u(Q))1/r
|Q|
≤ C
(u(E))1/p
|E|
, E ⊂ Q. (3.29)
By the Lebesgue differentiation theorem, we have that necessarily p ≥ 1.
Moreover, applying (3.29) with E = Q we obtain that (u(Q))1/r−1/p ≤ C and
since u(Q) can take any value in (0,∞) (Proposition 3.2.7), we get p = r.
(b) Since the norm of a characteristic function in L1,q does not depend
on q, the boundedness in (b) implies ‖MχE‖L1,s(u) ≤ C‖χE‖L1(u), E ⊂ Q.
If s < ∞ we obtain, from Theorem 3.3.3, the boundedness of M : Lp(u) →
Lp(u) with p < 1 and, by (a), we have a contradiction. Therefore, s =∞. On
the other hand, the boundedness of M : L1,q(u)→ L1,∞(u) is the same than
M : Λqu(t
q−1) → Λq,∞u (t
q−1) and by Corollary 3.2.6 we obtain u(Q)/|Q| ≤
Cu(E)/|E|, E ⊂ Q, which is u ∈ A1. We know that this condition is
sufficient if q ≤ 1. But from Corollary 3.4.9 we get tq−1 ∈ Bq,∞, and this is
only possible (see Theorem 1.3.3) if q ≤ 1.
(c) If q ≤ s < ∞, by Theorem 3.3.3 and using interpolation, the
boundedness of M : Lp,q(u) → Lp,s(u) is equivalent to the boundedness
of M : Lp(u)→ Lp(u) and a necessary and sufficient condition is u ∈ Ap. In
the caseM : Lp,q(u)→ Lp,∞(u) (that is s =∞) we have two possibilities: (i)
if q > 1 a necessary and sufficient condition is (see [CHK]) u ∈ Ap, and (ii) if
q ≤ 1, from Corollary 3.2.6 we obtain the condition u(Q)/|Q|p ≤ u(E)/|E|p.
In [CHK] it is shown that this condition is sufficient in the case q = 1 and
(since Lp,q ⊂ Lp,1 if q ≤ 1) also in the case q ≤ 1. 
Remark 3.5.2 (i) The cases M : L1(u) → L1,∞(u) and M : Lp,q(u) →
Lp,s(u) with 1 < p ≤ q ≤ s ≤ ∞ were solved by Muckenhoupt in [Mu],
giving rise to the Ap classes. Chung, Hunt, and Kurtz ([CHK, HK]) solved
the case M : Lp,q(u) → Lp,s(u) with p > 1, 1 ≤ q ≤ s ≤ ∞ and Lai ([La])
proved the necessity of the condition p = r to have (3.27).
(ii) The conditions obtained in the cases of weak-type inequalities (q, s <
∞) coincide with (3.17).
The following result characterizes the boundedness of
M : Λp0u (w0)→ Λ
p1,∞
u (w1) (3.30)
when u(x) = |x|α, x ∈ Rn.
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Theorem 3.5.3 Let u(x) = |x|α, x ∈ Rn, α > −n.
(a) If α ≤ 0, (3.30) is equivalent to (w0, w1) ∈ Bp0,p1,∞.
(b) If α > 0 (3.30) holds if and only if (w¯0, w¯1) ∈ Bp0,p1,∞, where for each
i = 0, 1,
w¯i(t) = wi(t
n+α
n ) t
α
n , t > 0.
Proof. (a) is consequence of Theorem 3.4.16, since u(x) = |x|α ∈ A1 if
α ≤ 0. To prove (b) we use the condition of Theorem 3.4.21 that (by Re-
mark 3.4.22(iii)) is necessary and sufficient. The final condition is obtained
making the change of variables t = t¯(n+α)/n, r = r¯(n+α)/n and comparing
the expression we get with the corresponding to the classes Bp0,p1,∞ (Theo-
rem 1.3.3). 
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