We continue our research in the enumeration of Hamiltonian cycles (HCs) on thin cylinder grid graphs C m × P n+1 by studying a triangular variant of the problem. There are two types of HCs, distinguished by whether they wrap around the cylinder. Using two characterizations of these HCs, we prove that, for fixed m, the number of HCs of both types satisfy some linear recurrence relations. For small m, computational results reveal that the two 1 This work was supported by the Ministry of Education and Science of the Republic of Serbia (Grants OI 174018, OI 174026, OI 171009 and III 46005). 406 O. Bodroža-Pantić, H. Kwong, R. Doroslovački and M. Pantić numbers are asymptotically the same. We conjecture that this is true for all m ≥ 2.
Introduction
A Hamiltonian cycle (HC) on a simple graph is a cycle that visits every vertex exactly once. While it is an intensely studied topic in mathematics, physicists and chemists also find many applications of Hamiltonian cycles in their own fields of study, especially in polymer physics, which refer to the protein folding problem and a mathematical idealization of polymer melts (see [1] or [8] and references in them for a brief overview). For example, the number of Hamiltonian cycles on a graph corresponds to the entropy of a polymer system. The entropy per site is
where C N,P is the number of Hamiltonian cycles in a N -point lattice with periphery P (see Section 7). Many efforts have been devoted to the enumeration of Hamiltonian cycles and related problems in a rectangular grid graph P m × P n+1 . They are documented in, among others, [1, 4, 7, 8, 10, 13, 14, 15, 19, 20] . The transfer matrix method [5, 18] provides a powerful tool in this regard. Simply put, for each fixed m, we analyze how a Hamiltonian cycle grows or evolves as n increases. By taking a snapshot of how each column within the Hamiltonian cycle may look like, we compile a list of possible configurations. A transfer matrix is used to record the transition between these configurations, which allows us to determine the generating function for the number of Hamiltonian cycles. Since m is fixed, and n increases, we call the underlying graphs "thin" rectangular grids.
We have extended the research in two different directions. By adding a diagonal in every cell within a rectangular grid graph, a triangular grid graph [11, 16] is formed. We studied its enumeration problem in [2] . It is obvious that the analysis is much more involved than that in a rectangular grid. Another direction is to study the thin grid cylinder graph C m × P n+1 . This time, the difficulty arose from the existence of two kinds of Hamiltonian cycles, each with its own distinctive properties. In brief, the first kind perches on or wraps around the cylindrical surface, while the second kind can be viewed as being pasted onto the surface. In topological language, one can call the first ones non-contractible (as Jordan curves) HCs, and the second ones contractible HCs (see Figure 1) . Our findings were reported in [3] .
In contrast to the approach in [1, 10] that encodes the vertices of the grid graph, in this paper and [2, 3] , we encode the cells (regions) in the grid graph. Despite the fact that all three research projects utilize the same idea of k-SIST equivalence relation (which was first used in [4] and independently in [19] ), the structure of each of these grid graphs calls for separate and different analyzes in each of them. In this paper, we turn our attention to thin triangular grid cylinder graphs. They are constructed from C m ×P n+1 by adding a diagonal in each of its mn cells. Hence, it is a combination of the two problems mentioned above. We are interested in finding, for each fixed m, the two sequences t nc m (n) n≥1 and t c m (n) n≥1 , where t nc m (n) and t c m (n) denote the number of the two kinds of Hamiltonian cycles. We find that their generating functions share the same denominator. Therefore, we deduce that both sequences satisfy the same linear homogeneous recurrence relation with constant coefficients. For each fixed integer m between 2 and 10 and large enough n, our computational data suggest that t nc m (n) and t c m (n) have the same number of digits, and they start with the same sequence of digits. For example, both t nc 10 (100) and t c 10 (100) have 317 digits, and their first 42 digits are identical: It appears that t nc m (n) ∼ t c m (n) for each fixed integer m between 2 and 10. This prompts the questions whether it is true for all integers m ≥ 2, and why is this happening.
Preliminaries
The graph C m × P n+1 can be represented as a rectangular grid cylinder with mn cells. Let its vertices be labeled (i, j), where 1 ≤ i ≤ m, and 1 ≤ j ≤ n + 1. For each i ≤ m and j ≤ n, adding a diagonal that joins the vertex (i, j) to the vertex ((i + 1) mod m, j + 1) produces two subregions that we shall call windows, as they were referred to in some literature [2, 3, 4] . The window lying above the diagonal is called the up-window, and denoted u i,j . Likewise, the down-window d i,j is the one that lies below the diagonal. If the position is not our primary concern, we will simply denote a window w i,j . We call the resulting graph a triangular grid cylinder graph, and denote it by T m,n . Obviously, each column of T m,n contains 2m windows.
We distinguish two types of HCs: those that divide the cylindrical surface (imagine it as being extended indefinitely to both left and right) into two infinite regions, and those that divide the surface into one finite (bounded) and one infinite region (see Figure 1 ). The first type wraps around the cylindrical surface, hence divides the cylindrical surface into the left half and the right half, it resembles a bracelet around an arm. The second type encloses a finite region (the interior region) and leaves an infinite region on the outside. One could imagine it being pasted onto the cylindrical surface. Geometrically, the second kind can be contracted, but the first kind cannot. Hence, we call them type NC and type C, and, abbreviate them as HC nc and HC c , respectively. We use t nc m (n) and t c m (n) to indicate the number of HC nc s and HC c s. Their respective generating functions are written as T nc m (x) and T c m (x). Here is an another way to look at the differences between these two types of HCs. Let us "cut open" the cylindrical surface of T m,n along the line M N (see Figure 1) , then "flatten" it and line up infinitely many copies of the obtained picture of our graph as shown in Figure 2 . By doing so we form an infinite triangular lattice of width n. The subgraph of it produced from a HC nc (Figure 2 left) represents an infinite broken line (curve consisting of countably many connected line segments) which divides the plane into two regions: one on the left, the other on the right, of the HC. We call them the zero region and the positive region, respectively. In the case of a HC c (Figure 2 Figure ( 1,1) (1, n+1)
.. . The vertices in W m,n are called 0-and 1-vertices, depending on whether they represent 0-or 1-windows in T m,n . The 1-vertices in W m,n form a forest of positive trees (PTs). In the case of a HC c , the forest has only one component. Since it is found in the interior of the HC, we also call it the interior tree. Note that, in contrast, the forest formed by 1-vertices on a HC nc may have more than just one component, but that every such tree has exactly one vertex corresponding to an up-window from the last column. We call that vertex the right root of this tree. The 0-vertices form a forest of zero trees (ZTs) for both types of HCs. For a HC nc , every zero tree has exactly one vertex corresponding to a down-window from the first column. We call it the left root. For example, the HC nc in Figure 3 has two zero trees with left roots d 2,1 and d 4,1 , and two positive trees with right roots u 3,7 , and u 5,7 .
For a HC c , we also call the zero trees its exterior trees (abbreviated ETs). An up-window in the first column belonging to an ET is called its left root. Similarly, a down-window in the last column belonging to an ET is called its right root.
Because a HC c has only one exterior region (which extends to both left and right sides of T m,n on the cylindrical surface) and only one interior (bounded) region, there is exactly one ET with both left and right roots. We call it the split tree of the HC. Every ET different from a split tree has either exactly one left root and no right roots or exactly one right root and no left roots. For example, the HC c in Figure 3 has a split tree with the left root d 4,1 and the right root u 4,7 , and one ET with the left root d 2,1 .
Let t m (n) be the number of HCs in T m,n , where n ≥ 1. Obviously, t m (n) = t nc m (n) + t c m (n) for each n ≥ 1. Our main objective is to find the generating function T m (x) = n≥0 t m (n+1)x n , which is the sum of the generating functions T nc m (x) = n≥0 t nc m (n + 1)x n and T c m (x) = n≥0 t c m (n + 1)x n . In the next two sections, we describe two different methods of characterizing Hamiltonian cycles. In Section 5, we discuss how to use the second characterization to obtain the generating functions. The results are presented in Section 6. In Section 7, we study the asymptotic values of t c m (n) and t nc m (n) as n approaches infinity, and propose an open problem for further investigation.
To facilitate our discussion in Section 4, we need a few more definitions.
Definition. Given a nonnegative integer word
, its support is defined as the wordd 1d2 · · ·d 2m , wherē
The support of a nonnegative integer matrix [d i,j ] is defined in a similar manner.
Definition. The subword u of a word v is called a b-factor if it is a block of consecutive letters all of which equal to b. A b-factor of v is said to be maximal if it is not a proper factor of another b-factor of v.
First Characterization of HC
Any fixed HC on T m,n induces an encoding of its 2mn cells with 0 and 1 (see Figure 3 ). We can summarize the encoding with a (0, 1)-matrix A = [a * i,j ] 2m×n , where 
A4. The last column (LC) condition:
• For type NC:
It is clear that every HC determines exactly one matrix A described above. More importantly, the converse is also true. Proof. The 1-windows form a collection of regions whose boundaries, according to the three conditions FC, HN, and LC, produce a 2-factor (that is, a spanning 2-regular subgraph) in T m,n . The TR condition asserts that the 2-factor has only one component, hence is a HC, which is uniquely determined by the 1-windows.
We note that the TR condition can be replaced by a similar condition on the 0-windows, whose corresponding vertices form a forest in W m,n . A3 ′ . The zero tree (ZT) condition:
• For type NC: Each component of W m,n induced by 0-windows is a tree with exactly one down-window from the first column of W m,n (the root of the ZT).
• For type C: Each component of W m,n induced by 0-windows is a tree (an exterior tree) with exactly one window that is either an up-window from
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the last column of W m,n or a down-window from the first column of W m,n (the root of the ET) except for the unique tree (split tree) that has both unique up-window from the last column of W m,n and unique down-window from the first column of W m,n .
Second Characterization of HC
There are only a limited number of possible configurations that a column within a HC nc or HC c can take on. The characterization of HCs to be introduced in this section allows us to encode the columns of T m,n for any HC nc or HC c in a way that the connections between t nc m (n) and t nc m (n + 1), or t c m (n) and t c m (n + 1), can be obtained by studying the transfer matrix relating the configurations that could possibly occur. This leads to the generating functions T nc m (x) and T c m (x), and consequently the recurrence relation for t nc m (n) and t c m (n). In a way, we are observing how a HC develops, one column at a time, from left to right. The first k columns in a partially formed HC tell us what could happen in the next column, the (k + 1)st column. By analyzing the number of ways a HC can grow from the first column to the last column, we are able to enumerate them. In this regard, the characterization in Section 3 does not provide an effective tool for enumeration. Whether two columns are adjacent depends not only on their configurations, but also the columns before them.
From the perspective of W m,n , the 1-vertices form a union of the trees with right roots in the case of a HC nc , or a tree in the case of a HC c . The 1-vertices in the first k columns form a forest. On a HC c , this forest may not evolve into a tree until the very last column. Hence, some of the 1-vertices in the first j columns that appear to be disconnected may become connected later in column ℓ for some integer ℓ > j. This prompts us to define the notion of two 1-windows being k-joined.
Definition. Two 1-windows w i,r and w j,s in T m,n (likewise, two 1-vertices in W m,n ), where r, s ≤ k, are said to be joined at the kth column, or simply kjoined, if their corresponding vertices in W m,n belong to the same component in the subgraph formed by the 1-vertices in the first k columns.
For example, in Figure 4a , the windows u 1,1 and d 3,1 are 3-joined but not 1-joined and 2-joined, and the windows u 3,4 and d 4,4 are 5-joined but not 4-joined. It is obvious that if two windows are k-joined, then they are ℓ-joined for any ℓ ≥ k.
Within a HC, for each fixed k, being k-joined is an equivalence relation on the set of 1-windows in the first k columns, and it has at most m equivalence classes. For example, in Figure 5 left, within column 2, the relation 2-joined has two equivalence classes. We number these equivalence classes, from top to bottom, 2, 3, . . . . Accordingly, we can label the 1-windows within a column of a HC with these numbers to indicate the component they belong to. Call the new labels b * i,j . For example, the labels in column 2 for the considered HC nc form the word 2202203300. 
The positive letters within any column of B, when read from top to bottom and discarding repetitions, form the sequence 2, 3, . . . , ℓ for some integer ℓ. • For type NC: In the nth column, there is at most one k-factor for each k > 1.
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• For type C: The factors in the nth column are either 0-factors or 2-factors. Proof. Because of the encoding method we use to construct B, it must satisfy conditions BM and KC(b). The k-joined relation implies that conditions KC(a), KC(c), and KC(e) must be met. The property KC(e) corresponds to the tree property that any two nodes are connected by a unique path. If condition KC(f) is not true, then the subgraph of W m,n induced by the 1-windows would have more than one component (impossible for HC c ) or have a tree without right root (impossible for HC nc ). We need condition KC(d) because a cycle will be formed amongst the 1-vertices in W m,n if this is not true. Further, the occurrence of a column with no zero window or with no positive window would imply that the corresponding subgraph in T m,n is not connected, which is impossible. So, the condition KC(g) is valid. Proof. It suffices to show that the support of B (which could be either B nc or B c ) satisfies conditions FC, HN, TR and LC in Theorem 1. Since condition BM implies that conditions FC, HN, and LC are met, we only need to show that condition TR is also met. The conditions KC(a) and KC(c) ensure that all the 1-windows in the same column belonging to the same equivalence class of the equivalence relation of being k-joined are labeled by the same number. Properties KC(d) and KC(e) yield the forest structure for the subgraph of W m,n induced by positive windows (since no cycle can occur). The properties KC(f), KC(b) and BM (LC) for type NC Hamiltonian cycles assert that every positive tree in W m,n has exactly one right root. For type C Hamiltonian cycles, the property KC(f) implies that for every positive window there exists a path starting from this window and finishing in the last column of W m,n , and the property KC(b) guarantees that the subgraph of W m,n induced by the positive windows is connected. We note that Faase [6] used a similar method to enumerate spanning subgraphs of G × P n that meet specific conditions.
Technique for Enumerating Hamiltonian Cycles
Because of the rotational symmetry of T m,n and using similar observations like the ones make in [2] , we can further simplify the digraph D m by identifying Hamiltonian Cycles on Thin Triangular Grid Cylinder Graphs 417 some of its vertices. This produces a multidigraph D * m , whose adjacency (transfer) matrix T * m is smaller than the original adjacency matrix T m . In closing, we would like to remark that there exist other coding schemes for similar problems that are computational more efficient than the ones we propose here. For example, Jensen [9] used a vertex-based coding method. The order of the number of states in Jensen's method is roughly 4 m , while ours is approximately 9 m . Nevertheless, using our method, we are able to enumerate the two types of HCs (HC nc and HC c ) separately.
The situation is similar in the enumeration of HCs on triangular grids (graphs obtained from the rectangular grids by adding a diagonal in every window). The theoretic bound for the number of states in [2] (which used window-coding) is expressed in terms of Motzkin's numbers, and the bound in [11] (using vertexcoding) is in terms of Catalan numbers. This makes the theoretic bounds in [2] much higher. However, when we look at the order of the reduced transfer matrix (the order of the reduced multigraph), the numbers of states are comparable, and indeed almost identical. The same can be said when we compare the bounds from [3] and [10] or [1] concerning thin grid cylinder graphs.
Computational Results
We implemented the discussion in Section 5 with Pascal programs. Some of the data are collected in Table 1 We find t nc 2 (1) = 5, t c 2 (1) = 4, t 2 (1) = 9, and t nc 2 (n) = t c 2 (n) = 2 n+1 , for n ≥ 2. Consequently, t 2 (n) = 2 n+2 for n ≥ 2. The generating functions are 
