Rapid imaging techniques are increasingly used in functional MRI studies because they allow a greater number of samples to be acquired per unit time, thereby increasing statistical power.
sensitivity to intervolume motion; as such motion reduces spatial correspondence between the calibration data and the aliased images to be unfolded. With parallel imaging, a further signal-to-noise ratio (SNR) penalty results from the omission of k-space samples, whereby an acceleration factor R reduces the SNR by a factor of ffiffiffi R p . The shorter repetition time (TR) of multiband imaging and the concomitant reduction in flip angle, also reduces the steady-state magnetization and therefore the SNR.
The focus of this work is the increase in serial or temporal correlation that results from increasing the sampling rate (Purdon & Weisskoff, 1998) ; for example, due to physiological effects, motion, or scanner drift.
These correlations mean that the effective degrees of freedom are smaller than the number of acquired samples. Modeling temporal correlations is essential to preclude overestimation of functional sensitivity and to prevent an inflated false-positive rate. A well-established approach for modeling and removing temporal correlations is to use a mixture of white noise and a first-order autoregressive model (Friston et al., 2002) . However, with the advent of rapid imaging techniques, it has been shown that such a model may not sufficiently capture temporal correlations in time series acquired with very short TR (Bollmann, Puckett, Cunnington, & Barth, 2018; Eklund, Andersson, Josephson, Johannesson, & Knutsson, 2012; Olszowy, Williams, Rua, & Aston, 2017) . To address this issue, a more complex model, implemented under the name of "FAST" in SPM12
(R7203, Wellcome Centre for Human Neuroimaging, http://www.fil.ion.
ucl.ac.uk/spm) is investigated here. While the use of this method has previously been reported (Todd et al., 2016) , to our knowledge, only one recent study (Bollmann et al., 2018) investigated its performance in terms of prewhitening. Here, we present a complementary analysis of the effectiveness of the approach for removing temporal correlations from rapidly sampled time series. The efficiency of the model is investigated with sampling intervals (volume TRs) ranging from 0.35 to 2.8 s.
The range of penalties and benefits associated with rapid imaging techniques make it difficult to predict which set of sequence parameters will provide the optimal functional sensitivity. As the aim of fMRI is to detect a BOLD-related signal change over and above random fluctuations in the time series, a commonly used measure is the temporal signal-to-noise ratio (tSNR). This measure quantifies the mean signal relative to its standard deviation over time and therefore requires an accurate estimate of the standard deviation of the time series. However, the standard deviation will be underestimated, and therefore, the tSNR overestimated, if temporal autocorrelations are not taken into account and modeled appropriately. Even if the standard deviation is correctly estimated, the tSNR will still not account for the effective degrees of freedom afforded by the time series. To incorporate this important determinant of functional sensitivity (Murphy, Bodurka, & Bandettini, 2007) , the estimated tSNR value has previously been multiplied by the square root of the number of samples (Smith et al., 2013) , or (equivalently) divided by the square root of the TR (Poser, Koopmans, Witzel, Wald, & Barth, 2010) . However, this approach assumes independent samples and will likely overestimate the functional sensitivity of a protocol, particularly when high temporal sampling rates are used. Here, we use the general linear model (GLM) framework, as typically used to analyze fMRI time series (Worsley & Friston, 1995) , to make an inference about the mean signal contrast using a t-score.
Characterising a time series in this way ensures that the imaging protocol is evaluated within the same context as the detection of functional activation-and allows varying degrees of temporal correlation present in the data to be accounted for. We show that, with a well-controlled number of parameters in the "FAST" model, this measure is directly related to the t-score testing for functional activation in a visual perception experiment, unlike the conventionally used metrics. Therefore, with the proposed approach, the benefits of highly accelerated protocols can be more accurately quantified and compared in terms of functional sensitivity, even when the numbers of samples and temporal correlations present in the time series are varied.
| TH EOR Y: GL M /T-SCOR E
2.1 | The GLM parameters estimation and t-score computation
Detection of neuronal activity via the BOLD signal in fMRI is most often based on describing the acquired data, Y, by a GLM (Worsley & Friston, 1995) :
Each row of the design matrix, X, corresponds to a single observation (i.e., acquisition volume). Each column represents an explanatory variable, for which b constitutes the regression coefficients. e is an error term, assumed to follow a Gaussian distribution with zero mean, and covariance r 2 V, where r is the standard deviation and V is an autocorrelation matrix.
The most common approach for making inferences about neuronal activation in response to a task is based on classical statistics. Classical inference relies on calculating a t-score to evaluate the significance of an effect of interest, c T b:
Here, c is a contrast vector of weights andb5X 2 Y are maximum likelihood estimates with " 2 " denoting the pseudoinverse.
However, if temporal autocorrelations are present in the time series (i.e., in the case of nonsphericity), such that V is not equal to the identity matrix, the denominator of Equation 2 will no longer be the square-root of a v 2 distribution. In this case, Equation 2 no longer follows a t-distribution, which prohibits inference based on comparing it to a Student t null distribution (Kiebel & Holmes, 2003) .
One solution is to adjust the degrees of freedom of the Student t null distribution compared against, using the Satterthwaite approximation based on moment matching (Worsley & Friston, 1995) . A second solution, which is used here, rests on whitening the data before fitting the GLM.
The whitening matrix W is defined by W T W5V 21 . Equation 1 becomes
where I is the identity matrix. Both solutions require an accurate model of the temporal correlation within the time series to correctly estimate V.
Once V is estimated and the data are whitened, the maximum likelihood regression coefficientsb are estimated via WX ð Þ 2 WY and the standard deviation of the error termr is estimated from the residuals of the GLM fit. The t-score now follows a Student t-distribution and can then be calculated as follows:
The parameter h is introduced to illustrate the impact of the prewhitening step.
In this framework, the variance is estimated as proposed by Worsley and Friston (1995) 
where e5RWY are the residuals and R is the residual forming matrix
V w is the autocorrelation matrix after prewhitening the data and therefore taken to be the identity matrix in this framework.
| Model of temporal correlations for rapidly sampled data
Estimating the covariance matrix is a key element of the analysis since it is used to derive the prewhitening matrix W. The autocorrelation matrix V can be estimated, using Restricted Maximum Likelihood (ReML), as a linear combination of a fixed set of covariance components, V5 P i k i C i modeling a mixture of white noise and a first-order autoregressive process AR(1) (Friston et al., 2002) . However, recent studies have shown that this simple model with two components may not be enough to model temporal correlations of accelerated sequences with more rapid sampling rates (Bollmann et al., 2018; Eklund et al., 2012; Olszowy et al., 2017) . To address this issue, a model of serial correlations comprised of an extended basis set of covariance matrices has been developed. This algorithm, termed "FAST," is implemented as a processing option in SPM.
In this model, a dictionary of covariance components, of length 3p, is composed of p different exponential time constants, a (indexed by q)
and their derivatives with respect to a up to second order (indexed by n) by constructing a set of Toeplitz matrices C na with elements defined as follows:
1 if j5i and n50 jj2ij n e 2ajj2ij otherwise ; n 2 0; 2 ½ ( with a5 8 2 q ; q 2 1; p ½
The covariance components included in this model are illustrated in Figure 1 for the case of p 5 9.
| Functional sensitivity measure accounting for temporal correlations
Considering a contrast vector, c 0 , testing the mean signal, the resulting t-score would be
This t-score testing for the mean signal can be used to evaluate the functional sensitivity of the imaging approach with which the time series was acquired. In the simple case of X being a unitary vector of length N, and W being the identity matrix (i.e,. there being no temporal correlation in the data), the t-score testing for the mean signal, t 0 , reduces to the more commonly used tSNR weighted by the square root of the number of samples, as h 0 reduces to ffiffi ffi 1 N q . As such, h 0 can be viewed as the "inverse effective degrees of freedom" or the "effective precision." In other words, this measure captures the uncertainty we have about our estimate (r) of the standard deviation. Note that this is distinct from the degrees of freedom of the student distribution of the t-score. In the presence of temporal correlations that are correctly modeled, this uncertainty estimate will accurately increase leading to an overall decrease in the t-score testing for the mean signal.
Conversely, if these temporal correlations are not modeled accurately, the effective precision of the variance estimate will be inflated (in other words, our uncertainty estimate will be inaccurately low), falsely increasing the t-scores and producing an increased false-positive rate.
In what follows, the t-score testing for the mean signal t 0 and the weighted tSNR, labelled tSNR w , are computed based on the GLM The data were acquired on a 3 T Tim Trio (Siemens, Erlangen, Germany) using a 2D gradient echo EPI sequence with multiband capability for simultaneous excitation of multiple slices (R012, from the Center for Magnetic Resonance Research, University of Minnesota). This sequence utilizes the blipped-CAIPI approach for controlled aliasing of simultaneously excited slices (Setsompop et al., 2012) . Sequence parameters were chosen to be similar to those typically used for moderate resolution whole-brain fMRI studies at 3 T and are summarized in Table 1 . Multiband (MB) factors of 1, 2, 4, and 8 were used. As the TR was reduced with increasing MB factor, the flip angle was optimized to match the Ernst angle based on a grey matter (GM) T1 value of 1,000 ms at 3 T (Weiskopf et al., 2013) . All multiband RF excitations were performed with MB RF Phase Scramble selected (Wong 2012 ) and the data were reconstructed using the MB LeakBlock Kernel option (Cauley et al., 2014) , which has been shown to suppress residual aliasing of BOLD signal across slices in fMRI (Risk, Kociuba, & Rowe, 2018; Todd et al., 2016) . The same echo-time was chosen for all the protocols (TE 5 30.2 ms). No in-plane acceleration was used.
| fMRI processing
Each time series was realigned to the first volume and co-registered to a T1-weighted image acquired in the same scanning session. The unified segmentation algorithm (Ashburner & Friston, 2005) , as implemented in SPM12, was used to generate participant-specific GM masks and to normalize all data to Montreal Neurological Institute (MNI) group space. Volumes were then smoothed with a 6 mm FWHM isotropic Gaussian kernel. The design matrices of all GLMs included regressors for motion, a high-pass filter (cutoff period 128 s), and the stimulation blocks convolved by the canonical hemodynamic response function. A set of 14 physiological regressors, generated using an inhouse developed Matlab toolbox (Hutton et al., 2011) , were based on cardiac and respiratory traces recorded on Spike2 (Cambridge Electronic Design Limited, Cambridge, UK) with a respiration belt and pulse oximeter. Twelve regressors, based on a set of sine and cosine Fourier series components extending to the third harmonic, were built to model the cardiac and respiratory phase (Glover, Li, & Ress, 2000; Josephs, Howseman, Friston, & Turner, 1997) . Two additional regressors were included to model the variation in respiratory volume (based on Birn et al., 2006 Birn et al., , 2008 and heart rate (based on Chang & Glover,
2009) .
A cohort-wise GM mask was defined as those voxels that had a GM probability >0.6 in at least half of the cohort. This mask defined the voxels included in the estimation of the GLM parameters. Activation based on viewing scenes or objects was expected in primary visual cortex (V1) and so a further participant-specific mask of V1 was defined as described in a previous study (Todd et al., 2017) .
Temporal autocorrelations were modeled either with a mixture of an AR(1) model 1 white noise or with the FAST model (SPM12 revision 7203) with varying numbers of components, p 2 1 9 ½ : For reference, the data were also analyzed without prewhitening.
3.3 | Evaluation of the "FAST" model
| Efficiency of prewhitening
A Ljung-Box Q test (Box & Pierce, 1970 ) was used to test if any autocorrelations remained in the residuals of the first 100 data points after estimating the parameters of the GLM. Every lag up to 20 volumes was tested. The proportion of voxels rejecting the null hypothesis, of no correlation at any lag, was calculated, with significance defined as p < .05 after false discovery rate correction for multiple comparison.
Several GLMs were tested by including or excluding the 14 physiological regressors in the design matrix but also by varying the size of the dictionary of covariance components, 3p, with p ranging from 1 to 9.
| The stability of the estimator
The standard precision (inverse of the standard error) of the model parameter estimates is expected to increase linearly with the square root of the number of samples. This was assessed by truncating each time series. To ensure sufficient data was available to estimate the model parameters, the minimum number of samples was set to 100.
The number of samples was therefore varied from 100 to 153*MB factor in 5 equal intervals. Given that the variation in the number of samples was too small (from 100 to 153) for the longest TR, this dataset was not analyzed.
For each of the three TRs, the temporal correlations were modeled with the FAST model using either 18 (p 5 6) or 27 (p 5 9) components.
In addition, the optimal model as determined by the Ljung-Box Q test was also examined. This analysis was performed with physiological regressors included in the design matrix. The model that was deemed optimal was the one that used the fewest model components while still resulting in the minimum temporal correlations in the residuals. This was FAST with 9 components for TR 5 1.4 s, FAST with 12 components for TR 5 0.7 s, and FAST with 15 components for TR 5 0.35 s.
| Bayesian model comparison
The hyperparameters of the GLM model are estimated via restricted maximum likelihood (ReML) as implemented in SPM. In this context, the objective function is the (log) marginal likelihood as approximated by variational free energy. This accounts for the accuracy but also the complexity of the model of temporal correlations .
The free energy provides a lower bound on the model evidence enabling Bayesian model comparison. For a given covariance component dictionary size, the ReML algorithm returns the hyperparameter values (i.e., covariance parameters: k i ) that maximize the free energy. In this study, the resulting free energy (i.e., log marginal likelihood or model evidence) was compared across 10 dictionaries: the FAST model with p 2 1; 9 ½ and the AR(1) 1 white noise model. As implemented in SPM (spm_reml.m), the algorithm used for the AR(1) 1 white noise model or the FAST model was exactly the same, with the exception that the number of hyperparameters was increased for the latter. The algorithm performs a Fisher scoring ascent on variational free energy (i.e., a lower bound on Bayesian model evidence) to identify maximum a posteriori covariance component (hyper) parameter estimates, as described in (Friston et al., 2002; Penny et al., 2007; Starke & Ostwald, 2017 However, the FAST model with a minimum of 15 components was necessary to reach a plateau level of 13.1% with physiological regressors (27.0% without).
In summary, as the TR decreased, a greater number of model components was required to accurately prewhiten the time series.
The frequency content of the residuals was also calculated to further assess the relative performance of the AR(1) 1 white noise model and the FAST model with 18 components (Figure 3 ).
The power spectra obtained without including physiological regressors in the design matrix showed frequency peaks consistent with physiological effects, regardless of which model for temporal correlations was used (Figure 3 , upper row). These peaks were removed when physiological regressors were included in the design matrix.
The power spectra showed low frequency contents at every TR when no prewhitening was applied. The residuals obtained with the AR(1) 1 white noise model with the longest TR (2.8 s) show a flat spectrum, whereas this is not the case for TR 1.4 s.
While the power spectra of the residuals obtained with the AR(1) 1 white noise model showed slow variation in power at low frequencies for TR 1.4 s, this was no longer present when using the FAST model. The same relationship was observed using a FAST model with 18 components for every TR (R 2 0.95).
| Stability of the model
However, a large deviation from the linear correlation was observed for all TRs when the dictionary size was 27. The deviation was larger for longer TR (R 2 5 0.27, 0.58, and 0.86 for TR 5 1.4, 0.7, and 0.35 s, respectively). This effect is due to poorly conditioned covariance components and subsequent numerical instabilities.
| Complexity and accuracy of the model
The free energy was calculated for each participant and each prewhitening model of temporal correlations ( Figure 5 ).
With the longest TR of 2.8 s, the maximum free energy was obtained for the FAST model with 3 components for every participant. However, for every participant, the difference in free energy between the AR(1) 1 white noise model and the FAST model with 3 components did not exceed 3, a minimum threshold commonly used in Bayesian analyses to define a significant difference in evidence for one model over another (i.e., a log odds ratio of e 3 20 : 1) (Jeffreys, 1961) .
For a TR of 1.4 s, the number of dictionary components that maximized the free energy varied across participants: free energy was maximized with AR(1) 1 white noise model for 2 participants, FAST with 3 components for 2 participants, FAST with 6 components for 5 participants, and FAST with 9 components for 1 participant. However, none of these models showed a difference in free energy relative to the AR(1) 1 white noise model that exceeded 3.
The dictionary sizes that maximized the free energy increased as the TR was reduced to 0.7 s: FAST with 9 components for 7 participants, FAST with 12 components for 2 participants, and FAST with 15 components for 1 participant. In this case, all these FAST models showed a difference in free energy relative to the AR(1) 1 white noise model that was greater than 3, indicating a significant difference in model evidence in favor of the FAST model.
With the shortest TR of 0.35 s, the maximum free energy was produced by the FAST model with 12 components for 4 participants, FAST with 15 components for 4 participants, and FAST with 18 components for 2 participants. Again, all these FAST models showed a difference in free energy, relative to the AR(1) 1 white noise model, greater than 3. Simulations show that when temporal correlations are accurately modeled, the t-score testing for the task is directly proportional to the tscore testing for the mean signal (Figure 6a , red) for all sampling intervals examined. Conversely, as the sampling interval, Dt, decreases and the total number of samples, N, concomitantly increases, the tSNR weighted by the square root of N increases more rapidly than the tscore testing for the task (Figure 6a, blue) . While the t-score testing for the mean signal is proportional to the weighted tSNR measure for low N and longer Dt, it increases less rapidly than the tSNR weighted by the square root of the number of samples as Dt decreases and N concomitantly increases (Figure 6b ).
| In vivo: t-score testing for the mean versus weighted tSNR
The t-score testing for the visual task, the weighted tSNR, and the tscore testing for the mean signal were computed across V1 using the optimal model as determined via the Ljung-Box Q test: AR (1) The weighted tSNR was also lower when using the optimal FAST model instead of the AR(1) 1 white noise model; however, this difference never exceeded 5% (relative to the optimal model).
As opposed to the weighted tSNR, the t-score testing for the mean was highly dependent on the model used to remove temporal corre- The difference between the t-score testing for the mean signal calculated with the FAST model using 18 components or the optimal FAST model was always below 2%.
| D ISC USSION
Functional MRI analyses typically rely on a statistical test to infer BOLDrelated activation based on calculated t scores, using the Student t test. It can be seen from Equation 4 that the t score is the ratio of the GLM parameter estimates and their standard error. Therefore, in addition to the model estimates, the standard deviation of the time series and the correlation matrix of the observation error must also be calculated accurately. As such, the t score is dependent on several estimators, none of which should be neglected. The t score increases with the number of samples-via a decrease in the standard error of the parameter estimates, rh. However, increasing the number of samples without increasing the A simple way to remove long-range temporal correlations is to apply a high-pass filter to the data. All the results here were processed with a standard processing pipeline, including a high-pass filter with a cutoff at 128 s, which has previously been shown to be an essential processing step (Worsley & Friston, 1995) .
A second solution to account for temporal correlations is to regress out the physiological components of the signal that may drive serial correlations. Here, we have shown that this reduces the level of temporal correlations in the residuals regardless of the sampling interval ( Figure 2b ). The efficiency of the regression may depend highly on the way the regressors are generated, which in this study were derived FIG URE 7 Relationship between the 10% highest t-scores testing for the task (scenes vs object) in V1 and both the t-score testing for the mean signal, t 0 (a) and the weighted tSNR, tSNR w (b) averaged across V1. Each data point is the median across participants. The vertical and horizontal bars illustrate the first and third interquartiles across participants. (c) The relationship between the t-score testing for the mean signal and the weighted tSNR. The optimal model determined by the Ljung-Box Q test is used for the prewhitening to remove temporal correlations in the time series [Color figure can be viewed at wileyonlinelibrary.com]
FIG URE 6 (a) Simulated relationship between the t-score testing for the task and the weighted tSNR (tSNR w, blue cross) or the t-score testing for the mean signal (t 0 , red circle). By increasing the number of samples while decreasing the sampling interval, the weighted tSNR overestimates the increase in functional sensitivity, whereas the t-score testing for the mean is directly proportional to the functional sensitivity. Indeed the tscore testing for the mean signal and the weighted tSNR are not proportional (b), instead the t-score testing for the mean tends to increase less rapidly than the weighted tSNR as the sampling interval decreases [Color figure can be viewed at wileyonlinelibrary.com] from breathing and heart rate data recorded via respiratory belt and a pulse oximeter, respectively. The basis sine and cosine Fourier series modeling the fluctuations are sampled at the middle of the volume acquisition time, meaning that longer TRs will compromise their explanatory power, potentially reducing accuracy. However, the fact that frequency peaks consistent with physiological effects of cardiac pulsation and breathing were no longer visible in the spectra of the residuals (Figure 3) after including physiological regressors in the design matrix suggests that these effects have been modeled accurately. Nonetheless, the power spectra of the residuals continued to show structure at low frequencies that would be consistent with the hypothesis that unmodeled neural activity can also lead to serial correlations in the residuals (Bianciardi et al., 2009; Bollmann et al., 2018; Tong & Frederick, 2014) .
As high-pass filtering and the inclusion of physiological regressors do not fully remove temporal correlations, particularly at short TR (see Figure   2b , "No" condition and Figure 3 , bottom line, "No model," yellow curve), an additional-commonly used-step is to prewhiten the data before estimating the parameters of the GLM. This whitening procedure relies on having an appropriate model of the temporal correlations present in the data to accurately estimate the noise covariance matrix. The typical approach for fMRI studies is to use a mixture of white noise and a first-order autoregressive process. By adding this third step, the proportion of voxels showing temporal correlations in the residuals further reduced to 11.5% with the longest TR. However, if the model fails to faithfully capture the temporal correlations, as appears to be the case here for TR 1.4 s (Figures 2 and 3) , serial correlations will remain in the residuals and the t score used for inference will be overestimated, thereby increasing the false-positive rate. The failure of the AR(1) 1 white noise model is also qualitatively observed in the power spectra of the residuals after prewhitening, which showed variation in power across frequencies for TR 1.4 s.
| Investigation of the FAST model
The FAST model aims to more accurately model the temporal correlations in rapidly sampled data by incorporating a more complete model of temporal correlation with a larger number of components. This Based on this free energy model comparison, the optimal model for long TR (2.8 s) was the FAST model with 3 components. However, given that the difference in free energy was less than 3, we can conclude that there is no strong evidence for the use of FAST with 3 components over the AR(1) 1 white noise model in this case. However, for
shorter TR, the minimum number of model components providing the maximum free energy increased with decreasing TR, consistent with the need to have more complex models of serial correlations in more rapid imaging scenarios. When using FAST the optimal number of terms was participant-specific ranging from 3 to 9 for TR 5 1. Figure 8 ) never exceeded 7.1%.
As highlighted by previous studies (Bollmann et al., 2018; Eklund et al., 2012; Olszowy et al., 2017) , the traditional AR(1) 1 white noise model may fail to prewhiten the data for short TR. Here, we have shown that a more comprehensive model can improve the efficiency of prewhitening for TR 1.4s. However, like the AR(1) 1 white noise model, the FAST approach still uses a global correlation matrix V. There may be additional benefit to be gained from using spatially varying model coefficients (Eklund et al., 2012; Penny, Kiebel, & Friston, 2003; Sahib et al., 2016) . However, regionally specific estimates of serial correlations are necessarily less efficient and might introduce unwanted variability in the estimates of nonsphericity.
5.2 | t-score testing for the task, the mean signal, and the weighted tSNR
Note that the impact of temporal correlation modeling has only been investigated here for single-subject analyses. When making inferences at the group level (using the standard summary statistic approach to random effects analysis), only (contrasts of) parameter estimates are taken to the second level, and not the standard error. As the model parameters are unbiased maximum likelihood estimators (and only the estimate of the standard error depends on serial correlations), serial correlations cannot bias inference at the group level when used in this context. The impact of serial correlations modeling for alternative analysis approaches that do propagate error estimates to the second-level would require further investigation.
In first-level analyses, the t-score testing for the task is highly sensitive to the approach used to model temporal correlations. In this particular study, at a TR of 0.35 s, the t-score testing for the visual task was increased by 75% compared to the optimal FAST model, reducing the proportion of voxels with residual temporal correlations to below 14%.
Our numerical simulations illustrate that, when temporal correlations are accurately modeled, the t-score testing for the mean signal will provide a more accurate predictor of task-related functional sensitivity than the tSNR, even when the latter is adjusted to account for the number of acquired samples (Figure 6 ). This was also confirmed by the in vivo analyses. Once the temporal correlations were properly modeled and taken into account, the t-score of the mean was a better predictor of the functional sensitivity. The weighted tSNR does not account for temporal correlations and therefore tends to overestimate the functional sensitivity when the number of samples is increased (Figure 7) . For example, the benefit of a high multiband factor of 8 over a lower factor of 4 was overestimated by the weighted tSNR. The t-score testing for the mean signal indicates that the concomitant effects of increasing the g-factor, reducing the flip angle and reducing the TR, lead to a tSNR decrease and more temporal correlations in the data, which counterbalanced the benefit of higher statistical power afforded by having more samples in the MB factor 8 case.
Although the weighted tSNR does not account for temporal correlations, Figure 8 shows a small variation in weighted tSNR across the different models of serial correlations. This is because it is estimated within SPM's GLM framework meaning that the estimate of the variance in the time series will in part depend on the model of temporal
correlations. An unbiased estimate of the standard deviation requires accurate estimation of the correlation matrix V (Equation 5). If this is incorrectly taken to be the identity matrix, the estimator of the standard deviation is biased and underestimated (Zieba, 2010) , the higher the degree of temporal correlation, the greater the underestimation.
This also demonstrates that the chosen model affects not only the h parameter but also the standard deviation r estimation, two key parameters of the statistical tests used in fMRI.
The computation of the t-score testing for the mean signal is recommended as an alternative measure to be used when selecting a protocol.
The input data may come from the pilot of the study or a simple taskfree acquisition. In the latter case, all voxels within the specified mask are used for estimating the covariance matrix, whereas only voxels correlating with the experimental conditions are used if such conditions are specified in the design matrix. Given that this measure includes the estimates of both r and h, it should be more representative of the true functional sensitivity, as evidenced by the results presented here.
A key insight from this analysis is that improving the sensitivity of fMRI is not simply a matter of reducing the amplitude of random fluctuations, which in any event may be irreducible if they are physiologically mediated. Rather it is important to characterize how efficiently both the amplitude of the signal and any random fluctuations can be estimated. In other words, one has to accurately quantify the uncertainty about the parameter estimates. Given that the functional sensitivity is also dependent on the covariance of the design matrix, which will further increase h, that is, increase the standard error of the parameter estimate, the t-score testing for the mean may concurrently help in selecting both the optimal sequence and the optimal task design.
| CON CL U S I ON
Temporal correlations are a crucial feature of the time-series acquired in fMRI experiments and must be accurately modeled to avoid overestimation of the t-score and unreliable statistical inferences leading to increased false-positive rates. The traditional AR(1) 1 white noise model for temporal correlations is susceptible to failure at short TR. A more complete model, implemented as the "FAST" option in SPM, has been designed to capture temporal correlations with longer temporal lag and has proven to be more powerful for TR 1.4 s. Comparing the functional sensitivity of sequences with different numbers of samples, sampling intervals, and SNR is not trivial, especially because currently used metrics do not account for temporal correlations. To address this issue, the tscore testing for the mean is proposed as an alternative to the weighted temporal SNR. This metric shows higher correlation with functional sensitivity as long as an accurate model for temporal correlations is used.
