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Résumé : Le but de cette étude est l’estimation des paramètres du bruit et de la fonction de
flou en imagerie satellitaire. En effet, ces images sont dégradées par le système optique, et
par un bruit additif lié au capteur. Les paramètres instrumentaux, connus lors du lancement
du satellite, peuvent évoluer au cours du temps. Il est alors nécessaire de pouvoir les estimer
à partir des images observées, afin de pouvoir corriger ces images, par déconvolution, dans
les meilleures conditions.
Le noyau de convolution est paramétré par une fonction traduisant la physique du sys-
tème imageur étudié. Il s’agit d’estimer les paramètres du noyau, ainsi que la variance du
bruit, qui est supposé blanc et gaussien.
Pour la déconvolution à paramètres fixés, nous utilisons une approche variationnelle, qui
consiste à minimiser une fonctionnelle traduisant l’attache aux données et la régularisation
de l’image cherchée, interdisant l’amplification du bruit tout en préservant les contours.
La méthode proposée repose essentiellement sur deux étapes. Le bruit est estimé en
utilisant un filtre passe-bande au moyen d’une transformée en cosinus. Ensuite, l’estima-
tion conjointe du paramètre de régularisation et des paramètres du noyau est effectuée par
Maximum de Vraisemblance (MV), en utilisant une méthode de Monte Carlo par Chaînes
de Markov (MCMC).
Nous présentons également dans ce rapport un état de l’art des méthodes de déconvo-
lution aveugle, ainsi qu’une étude sur l’estimation du noyau de convolution lorsqu’il n’est
pas paramétré.
Mots-clés : Dévonvolution aveugle, Champs de Markov, Modèles variationnels, Estima-
tion, Maximum de Vraisemblance, Paramètres, Images satellitaires
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lation SPOT 5).
Study of the estimation of instrumental parameters
in satellite imaging
Abstract: The purpose of this study is the estimation of the parameters of the noise and the
blur function in remote sensing. Indeed, satellite images are corrupted by the optical system
and by an additive noise due to the sensor. The instrumental parameters, known at the lauch
of the satellite, can evolve with time. Therefore, it is necessary to estimate them from the
observed images, to enable the deconvolution of these images in the best conditions.
The convolution kernel is parametrized by a function which describes the physics of the
imaging system. We have to estimate the parameters of the kernel as well as the variance of
the noise supposed to be white and Gaussian.
For the deconvolution with fixed parameters, we use a variational approach which con-
sists of minimizing a functional involving the data and the regularization of the solution,
avoiding the amplification of the noise while preserving edges.
The proposed method essentially consists of two steps. The noise is estimated using
a bandpass filter using a Cosine transform. Then, the joint estimation of the regularizing
parameter and the kernel parameters is achieved by computing the Maximum Likelihood
(ML), using a Markov Chain Monte Carlo (MCMC) method.
We also present in this report the state of the art of blind deconvolution methods and a
study of the estimation of the convolution kernel when it is not parametrized.
Key-words: Blind deconvolution, Markov Random Fields, Variational models, Estimation,
Maximum Likelihood, Parameters, Satellite images
Acknowledgements: The authors would like to thank the French Space Agency (CNES)
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Chapitre 1
Notations, hypothèses






désigne un vecteur, formé par les valeurs d’intensité aux pixels de l’image dans l’ordre
lexicographique.
est la valeur du site (ou pixel)  .
	 
est la valeur du pixel situé à la colonne  et à la ligne  . On a  
     . 
est le ! -ième vecteur de la suite "#  .
Par abus de notation, on écrit $ "  au lieu de $  %   où  est une variable aléatoire
multidimensionnelle.
&
est l’observation (image dégradée).'




est le générateur de
'





), conserve les valeurs moyennes
( 0 	1 * 	+ 32 ), et respecte la propriété de Shannon.
Dans le cas où
*
est paramétré, il s’écrit
* 	+ 54  6 798: où  et  sont des indices, et 8
est un vecteur de paramètres. La fonction 4 est construite de manière à respecter les condi-
tions énoncées ci-dessus.
N représente le bruit. Il est considéré comme additif, gaussien, et dont la variance dépend
de l’intensité. Sa variance au pixel
 6  est donnée par ;=<?> &A@	1 où &=@ est l’image floue
non bruitée.
La variance moyenne est B ( .
L’équation d’observation est









sont les opérateurs de dérivation sur les images, par rapport aux colonnes et
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aux lignes :















étant une matrice de dimension

	    ( 

















est l’espace de configuration des images (ensemble des images de dimension
 A  -
à pixels réels tel que :
   "! 0 	   
	1 !#%$ ).
&
est l’espace de configuration des noyaux
*
, défini en fonction des contraintes sur
*
:& '  (  0 	  * 	1  2 $ .
)
désigne la transformée de Fourier, continue ou discrète.
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Le problème posé est celui de la déconvolution d’images satellitaires en présence de
bruit, lorsque la fonction de transfert de l’appareil optique n’est pas connue. Ce problème
est appelé, dans la littérature scientifique, le problème de la déconvolution aveugle. Nous
disposons d’une image observée (image dégradée) notée
&
, dont on suppose qu’elle vérifie&  *C E <   où * est la réponse impulsionnelle de l’opérateur de flou, E est l’image réelle
non dégradée, et
 
représente le bruit. Il est supposé blanc, additif, gaussien, stationnaire
et indépendant des données, et de variance B ( . Cette équation s’écrit aussi &  ' E <   ,
où
'
est la matrice de dimension
  (   (









, ne connaissant que la structure de la dégradation. Il nous faut donc




et B ( .
Le problème de la déconvolution connaissant la dégradation (
*
et B ( ) est un problème
mal posé qu’il faut régulariser. De manière générale, un modèle est choisi sur

. Il sert de
contrainte sur

lors de la déconvolution. La technique de déconvolution que l’on utilise
(voir paragraphe 3.1.2 pour les détails et les équations) consiste à minimiser un critère com-
posé d’un terme des moindres carrés issu de l’équation d’observation   
& 
  (  et d’un ou
plusieurs termes de contrainte sur

. Nous utilisons un modèle sur

pour obtenir une ré-
gularisation par morceaux, c’est-à-dire une régularisation qui préserve les discontinuités de
afin de reconstruire des images ayant des contours non lissés. Nous utilisons le modèle
des 	 -fonctions introduit dans l’approche stochastique par utilisation de champs de Markov
[9, 20, 21, 22, 23, 25, 27, 29, 44] ou dans l’approche variationnelle [1, 6, 18, 51, 58, 69].
Si le problème de la déconvolution (connaissant
*
et B ( ) est mal posé, celui de la dé-
convolution aveugle l’est encore plus car nous augmentons le nombre d’inconnues sans
augmenter le nombre de données. A priori, il est difficile de discerner à partir d’une image
floue, quelle est la part du flou de celle du signal. Il semble que plusieurs solutions puissent
répondre à ce problème, comme par exemple la solution triviale
  & et * un dirac d’am-
plitude un. Afin de diminuer l’ensemble des solutions possibles et de régulariser au mieux
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ce problème, des contraintes doivent être introduites non seulement sur

comme cela est
fait en déconvolution classique mais aussi sur
*
. La plupart des méthodes proposées dans la
littérature sur le sujet utilisent des contraintes fortes sur l’image et sur la fonction de flou,
comme par exemple des contraintes de positivité (des valeurs négatives ne peuvent corres-
pondre à des signaux physiques). D’autre part, on remarque que des informations a priori
sont souvent introduites afin de lever l’indétermination liée à la déconvolution aveugle [28].
Nous présentons brièvement dans le chapitre suivant les grandes catégories de méthodes
de déconvolution aveugle.
2.2 Synthèse des méthodes
Un certain nombre de méthodes ont été proposées en déconvolution aveugle. Une grande
partie des travaux se situe dans le domaine de l’astrophysique, pour la déconvolution d’images
astronomiques. Certaines contraintes introduites sont spécifiques à cette application et ne
pourront donc pas correspondre à notre problème (comme la contrainte de support sur

par exemple qui suppose toute image constante sur le bord). Nous présentons néanmoins
ces travaux dans la mesure où la méthode considérée peut s’appliquer à notre problème, en
changeant ou en retirant simplement cette contrainte. Par contre, nous n’aborderons pas du
tout le problème connexe, mais différent, de la déconvolution aveugle à partir de plusieurs
images du même objet avec des fonctions de flou différentes [26, 66]. Les problèmes po-
sés sont alors fondamentalement différents, ne serait-ce que par le volume d’inconnues par
rapport aux observations.
Nous considérons les travaux en déconvolution aveugle à partir d’une seule observation.
Divers classements peuvent être dégagés parmi toutes les méthodes, selon que l’on met
en avant les spécificités d’une application, le type de bruit considéré sur l’observation, la
paramétrisation de la fonction de flou, les méthodes d’estimation utilisées... Nous avons
choisi un regroupement qui s’inspire de celui proposé dans [38, 39].
2.2.1 Identification indépendante de la restauration
Ce paragraphe correspond aux méthodes où l’on s’intéresse à l’identification de la fonc-
tion de flou, de manière indépendante à l’estimation de l’image. Ces travaux correspondent
à des applications où l’on a de très fortes contraintes sur l’objet ou sur la fonction de flou. Ce
sont des applications comme le contrôle non destructif en imagerie X où l’on a une connais-
sance de certains contours de l’objet imagé

[15]. On considère aussi les applications où
la fonction de flou modélise un bougé de la camera ou une défocalisation [11, 16, 45]. Ces
fonctions de flou ont des zéros dans l’espace de Fourier. En modélisant un bougé par la
direction et la longueur, il est complètement défini par ses zéros dans l’espace de Fourier.
Il s’agit donc d’estimer les zéros de l’image observée et de les attribuer à la fonction de
flou afin de la reconstruire. Cette technique est un peu sensible au bruit dans la mesure où le
bruit fausse l’estimation de l’emplacement des zéros dans l’espace de Fourier. Evidemment,
pour les fonctions de flou que nous considèrerons ces techniques ne sont pas adaptées.
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2.2.2 Séparation des plages de zéros (zero sheet)
Ces méthodes sont basées sur le théorème de Lane et Bates de 1987 [43], qui stipule





&  * C  a une solution unique à
condition qu’un certain nombre d’hypothèses soient vérifiées, comme le fait que la dimen-






soient irréductibles (on ne peut trouver
  et  ( tels
que
    C  ( , idem pour * ), que l’observation soit non bruitée... Ces hypothèses ne
sont pas vérifiées en pratique et les algorithmes issus de cette approche sont très sensibles




est le nombre de pixels de l’image.
Ce théorème est toutefois intéressant pour la compréhension du problème de la déconvolu-
tion, analysé à travers les zéros de la transformée en   de
&
, dans un espace de dimension
supérieur à deux.
2.2.3 Modélisation ARMA et identification
L’image

est modélisée par un modèle AutoRégressif (AR). Le système formé de
l’équation du modèle AR et de l’équation d’observation
&  *=C  <   . Ceci peut se
récrire en une nouvelle équation formant un modèle ARMA, la partie moyenne mobile
MA (Moving Average) correspondant à l’équation d’observation. En utilisant les techniques
d’identification des modèles ARMA, les paramètres du modèle et ceux de la dégradation
sont estimés en même temps. Ces paramètres sont estimés au sens du maximum de vrai-
semblance en utilisant un algorithme EM par exemple, [7, 40, 41] ou par validation croisée
généralisée [55]. L’inconvénient de ces méthodes est la simplicité du modèle sur l’image

dans le sens où le modèle est linéaire et stationnaire, ce qui ne correspond pas du tout à des
hypothèses réalistes pour une image.

peut être considéré linéaire et stationnaire par mor-
ceaux, mais cette hypothèse ne peut s’étendre au niveau global sans entraver la restitution
des contours de l’image.
2.2.4 Paramétrisation de la fonction de flou
Une autre catégorie de techniques consiste à donner une forme imposée à la fonction de
flou, cette forme étant paramétrée par un nombre restreint de paramètres. C’est le moyen le
plus simple d’imposer un très grand nombre de contraintes sur
*
simultanément, comme la
positivité, le fait que
*
n’ait pas de gain ( 0 	 * 	  2 ), que les coefficients soient décroissants
dans toutes les directions depuis l’origine, que le filtre coupe les hautes fréquences...
Ce petit nombre de paramètres peut alors être estimé par les techniques d’estimation de
paramètres classiques. Le cadre de l’estimation est celui des données incomplètes puisque
est inconnu. On peut considérer l’estimation des paramètres de
*
par maximum de vrai-
semblance $ "&  , où  représente le vecteur contenant tous les paramètres à estimer :   98   98
	= B  . Dans le cas des données incomplètes, cette vraisemblance n’est pas
unimodale. Les méthodes par descente de gradient ne donneront qu’un minimum local. Ce
sera le cas du gradient stochastique généralisé développé par L. Younes [71], qui est une
extension de la méthode du gradient stochastique en données complètes.
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connu (voir chapitre suivant), ce qui conduit au calcul d’espérance mathématique (et donc
d’échantillonnage) selon les lois a priori et a posteriori sur

pour l’évaluation du gra-
dient de $ "&   par rapport à  . L’approximation de ces espérances peut être envisagée
par construction de chaînes de Markov, comme il est fait dans la méthode du gradient sto-
chastique généralisé [71] ou dans [29]. Une difficulté est le calcul d’échantillons suivant la
loi a posteriori de

, car le terme d’attache aux données induit, au travers de l’opérateur'
, un voisinage de dépendance entre les pixels très étendu, rendant impossible l’utilisation
d’algorithmes classiques d’échantillonnage tels que l’échantillonneur de Gibbs ou la dyna-
mique de Metropolis. Cependant, même si l’on sait développer des échantillonneurs pour la
loi a posteriori, par passage dans le plan de Fourier [29] , il n’est pas certain que le nombre
d’échantillons nécessaires à l’estimation de ces espérances ne soit prohibitif dans le cas de
l’estimation des paramètres de la fonction de flou.
Il est possible de se ramener à des méthodes ne demandant qu’un échantillonnage de la




. Un certain nombre d’al-
gorithmes itératifs pour l’estimation de paramètres en données incomplètes ont été proposés
dans la littérature, dont le plus populaire est sans doute l’algorithme E.M. (“Expectation-
Maximization”) introduit dans [19] et utilisé dans [13, 14, 36, 72]. Une amélioration de
l’algorithme EM a été proposée par Celeux et Diebolt sous forme de EM stochastique (dit
SEM) [12]. Un autre type d’algorithme consiste à maximiser la vraisemblance généralisée$ "&     par une méthode sous-optimale de minimisation alternée sur les paramètres  et
l’image

. C’est ce que proposent Lakshmanan et Derin [42] avec le recuit simulé adaptatif
ou bien Pieczynski [53] pour l’algorithme de l’estimation conditionnelle itérative, dit ICE
(“Iterated Conditional Estimation”).
Une telle technique itérative a été développée pour la déconvolution aveugle dans [60].
Les auteurs proposent une paramétrisation de la fonction de flou, basée sur un modèle phy-
sique et en estiment les paramètres et l’image par un algorithme EM. L’estimation de

s’effectue par l’algorithme de Richardson-Lucy [46, 56], très populaire en astrophysique.
C’est un algorithme de gradient de type multiplicatif, i.e. un algorithme dont le but est de
résoudre l’équation
&  '  lorsque les données sont dégradées par un bruit de Poisson
et non plus gaussien. C’est le cas de données à faible flux comme le comptage de photons,
que l’on retrouve en médecine nucléaire par exemple ou en astrophysique. On rappelle que
dans le cas additif, l’itération  de l’algorithme de gradient est 	    	 < ; ' "&  '  	  (2.1)
et dans le cas multiplicatif  	    	  '  "&"'  	 6 (2.2)
où les caractères ‘.’ et ‘/’ symbolisent des opérations entre vecteurs effectuées point à point.
L’algorithme multiplicatif est à convergence lente, c’est-à-dire que s’il n’y a pas de bruit
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sur les observations, il faut beaucoup d’itérations pour avoir une bonne précision sur les
données. Lorsqu’il y a du bruit, l’algorithme doit être arrêté avant que le bruit ne soit am-
plifié, mais la plage des itérations admissibles est grande. L’itération d’arrêt est fixée de
manière arbitraire. Ceci ne peut être fait avec un algorithme d’inversion à convergence plus
rapide comme le gradient conjugué par exemple car le bruit est amplifié trop rapidement.
C’est la raison principale pour laquelle cet algorithme a été longtemps utilisé en médecine
(l’algorithme est déduit de l’algorithme EM [19]) ou en astrophysique. La régularisation
est obtenue par arrêt de l’algorithme itératif mais les résultats sont peu sensibles à l’instant
d’arrêt.
La deuxième raison de son succès est qu’étant multiplicatif, les signes sont conser-
vés, autrement dit si l’estimée initiale est positive, la solution le sera aussi et partout où
il y a des zéros, ils seront conservés. C’est pourquoi on retrouve souvent l’algorithme de
Richardson-Lucy pour la déconvolution d’images astronomiques. Dans [60], l’algorithme
de Richardson-Lucy est utilisé au cours de l’algorithme EM pour l’estimation conjointe de
et des paramètres définissant
*
.
2.2.5 Fonction de flou estimée en tout point
Dans le paragraphe précédent, après reparamétrisation, le nombre d’inconnues définis-
sant la fonction de flou est faible. Elles sont donc estimées en tant que paramètres détermi-
nistes d’une loi de distribution. Ici au contraire, sans reparamétrisation, le nombre de co-
efficients définissant
*




Du point de vue de l’estimation, ces coefficients sont alors considérés comme aléatoires,
avec une certaine distribution de probabilité. Cette distribution de probabilité contiendra
l’information correspondant aux contraintes sur
*
. Ces paramètres seront estimés selon les
estimateurs statisques classiques, de la même manière que le signal

. C’est dans cette
catégorie de méthodes que l’on trouve la plupart des méthodes les plus générales pour la
déconvolution aveugle.
Le principe en est simple : le terme d’attache aux données     

  (  sera minimisé en'
et en

. Des contraintes sont introduites au cours de la minimisation. Elles peuvent l’être
de manière artificielle comme dans Gerchberg et Saxton [24] et l’on ne sait plus ce que l’on
minimise, ni si l’algorithme va converger. Elles le seront en général de manière plus propre,
soit par projection, soit par pénalité, soit par reparamétrisation, ou encore par minimisation
sous contrainte. Nous serons amenés à minimiser un critère du type
 &  '   (
	 B ( <
"  < "' 
où  "  et  "'  comprennent les termes de contrainte sur  et ' .
L’interprétation bayesienne est de considérer la maximisation de la loi jointe a poste-
riori $ "  *  &  $ "&   *  $  *  $ "  . Les contraintes seront exprimées dans les loi a
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priori $ "  et $  *  . Ces critères seront minimisés alternativement en  à * fixé et en * à
fixé. Cette procédure est courante et se retrouve sous le terme d’algorithme IBD (“Itera-
tive Blind Deconvolution”).
La contrainte de positivité sera satisfaite naturellement si l’algorithme utilisé est celui de
Richardson-Lucy. Sinon, cette contrainte peut être imposée par l’introduction d’une pénalité
sur les valeurs négatives, sous la forme d’un terme 0  	  "  où 	        si   . et
	    - . sinon. Cette technique est utilisée dans [35] par exemple. Dans ce travail, les




dans le domaine spatial et














selon la procédure IBD. Bien sûr ce type de procédure est sensible à l’estimée initiale et
peut être instable.
Ce type de procédure se retrouve dans [67, 68] où le critère considéré est
 &  '   (
	 B ( <





sont régularisées de manière anisotrope par des 	 -fonctions. Le cri-









et 0 	 * 	 32 ) sont introduites par projection.
Ce même principe est repris dans [5] et [64], mais l’algorithme minimise






par l’algorithme de Richardson-Lucy. Les contraintes de posi-
tivité sont nécessairement vérifiées et la contrainte de normalisation de
*
est obtenue par
projection à chaque itération sur
*






Dans Ayers et Dainty [2], les auteurs proposent un algorithme itératif IBD basé sur









(type support, positivité, fréquence de coupure...), par projection dans
l’espace des contraintes en spatial et en fréquentiel. L’algorithme utilise donc des transfor-
mées de Fourier directes et inverses pour la projection des contraintes dans l’espace de
Fourier.





pour assurer la contrainte de positivité et
* 	
est reparamétré par
&   &  pour assu-
rer en même temps la positivité et la contrainte de normalisation. D’autres contraintes sont
utilisées (contrainte de support sur
*
en spatial et en fréquentiel, ainsi qu’une contrainte
d’aberration de phase) et le critère final est minimisé par deux gradients conjugués itératifs,
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et constitue encore un algorithme IBD.
Un autre algorithme itératif, différent des algorithmes IBD, est celui proposés par Kun-
dur [38, 39]. Il consiste à trouver un filtre FIR    , qui varie au cours des itérations 8 . Ce
filtre est appliqué sur l’image floue
&
. Les coefficients du filtre sont optimisés de manière
à ce que la sortie
   &    vérifie un certain nombre de contraintes, par minimisation
d’un critère. Par exemple,     sera obtenu par minimisation de
 
	   ( 2   ! "  	 -<  
	    ( <       2! 
(
où
   &"    , H $#&% est le support de l’objet imagé et 'H(#&% est le complémentaire.
Dans ce critère, des contraintes de support et de positivité sont introduites. Il est possible
d’introduire aussi des contraintes de lissage linéaire sur
 
. Si la convergence semble plus
rapide et plus sûre que celle des algorithmes IBD, cet algorithme a cependant un gros incon-
vénient. En effet, cette approche par filtrage s’apparente à un filtre inverse, certes optimisé
pour que la solution vérifie les contraintes, mais l’amplification du bruit n’est pas prise en
compte explicitement. Les auteurs proposent d’éviter l’amplification du bruit par arrêt de
l’algorithme, dont la convergence est plus rapide et plus sûre que celles des algorithmes
IBD.
Citons encore, pour terminer sur ce type d’approche, les travaux de McCallum [47] où
le critère    

  (  est minimisé en * et  par un algorithme de recuit simulé, dans lequel*
et

sont imposées positives et à support connu.
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Chapitre 3
Méthode proposée : étude théorique
3.1 Introduction
3.1.1 Principe
Nous rappelons que l’équation d’observation, modélisant la formation de l’image ob-
servée
&
à partir d’une image originale
E
, s’écrit :
&  * C E <   (3.1)
où
*
est le noyau de convolution et
 





du bruit sont inconnus (la loi du bruit est donnée).
Dans ce chapitre, nous proposons une méthode automatique permettant à la fois d’esti-
mer les paramètres instrumentaux, comme le bruit et le noyau de convolution, et de décon-
voluer l’image observée.
La déconvolution étant un problème inverse mal posé, il est régularisé par ajout d’un
terme qui pénalise les solutions trop bruitées. Ce problème inverse, dans notre approche,
concerne tout aussi bien la restauration de l’image





Ainsi, il est possible de construire un algorithme complet, qui ne nécessite qu’une image
observée, et très peu de connaissance a priori sur cette image et la manière dont elle a
été dégradée. En effet, les images satellitaires sont modélisées par des zones homogènes
séparées par des contours francs, admettant également des détails assez fins (au niveau du
pixel). Nous utilisons pour cela une pénalisation basée sur des 	 -fonctions (modèle non
linéaire).
D’autre part, le noyau de convolution est supposé positif et conserve les moyennes, ce
qui est physiquement réaliste dans la mesure où le flou provient du système optique et des
mouvements du système imageur.
Pour le respect de ces contraites, ainsi que pour prendre en compte la physique du
capteur, il est apparu nécessaire de paramétrer le noyau de la manière suivante, par une
fonction 4 : * 	1 ?4  6 798: (3.2)
où 8 est le vecteur de  paramètres, 8  8   98 	  .
RR n° 3957
16 A. Jalobeanu , L. Blanc-Féraud , J. Zerubia
Une étude menée dans le cadre d’un contrat CNES [30] a montré que si l’on cherche
à estimer le noyau en tout point, il faut alors le régulariser de la même façon que l’image.
Il est alors non seulement il est difficile (voire impossible?) d’estimer les paramètres de
régularisation associés, mais la forme du noyau est étroitement liée au modèle imposé. La
méthode d’estimation est, en plus, particulièrement coûteuse en temps de calcul.
Si l’on impose directement la forme du noyau sous forme d’une fonction (3.2), le noyau
obtenu dépend très étroitement des paramètres 8 mais il n’y a pas besoin de le régulariser
en calculant, par exemple, un maximum a posteriori. De plus, les contraintes de positivité et
de normalisation peuvent être imposées directement dans la fonction 4 . Ce type d’approche
a été utilisé par exemple dans [45] ou [60].
Il nous semble plus judicieux de paramétrer le noyau par une fonction connue, relative
à la physique du problème étudié (par exemple une gaussienne, un bougé linéaire...), que de
chercher à l’estimer en tout point.
Enfin, le bruit est supposé blanc et gaussien. Comme il est essentiellement d’origine
thermique (l’observation de la Terre s’effectue à fort flux), l’hypothèse est ici réaliste. Il
est stationnaire, mais sa variance dépend de l’intensité. Ses paramètres sont estimés au
préalable à partir du spectre de
&
.
Nous supposons, lors de la reconstruction et de l’estimation du noyau de convolution,
que la variance du bruit, notée B ( , est constante, pour des raisons pratiques (moindre com-
plexité calculatoire). Cette variance est obtenue en moyennant les variances calculées lors
de l’estimation des paramètres du bruit.
Pour estimer les hyperparamètres du modèle de régularisation, ainsi que les paramètres
du noyau, il est possible d’utiliser l’estimateur du Maximum de Vraisemblance (MV) cal-
culé sur l’image observée. Cet estimateur a de bonnes propriétés, dans la mesure où il est
efficace et non biaisé [37, 49], lorsque l’on dispose d’un grand nombre de données. L’op-
timisation de la vraisemblance est effectuée, dans ce cas, par une technique stochastique
basée sur des méthodes de Monte Carlo par chaînes de Markov (MCMC) [57]. Son calcul
implique l’évaluation d’espérances, nécessitant d’échantillonner une suite d’images
"  
par rapport à certaines lois de probabilité qui entrent en jeu dans cet estimateur.
L’image est déconvoluée en utilisant une approche basée sur celle que nous avons déve-
loppée dans [29], dans laquelle le paramètre du modèle de régularisation sur l’image, ainsi
que les paramètres du noyau, sont estimés en même temps que l’image.
3.1.2 L’approche bayésienne
Maximum a posteriori





, sachant que tous les paramètres instrumentaux sont connus.




suit la distribution du bruit (supposé
gaussien de variance B ( ), qui est indépendant de  . Comme    & *DC  , on a donc :
$ "&  98  B   $ "               (          
& 
   (  (3.3)
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   est une constante de normalisation qui ne dépend ni de  ni de * . On remarque alors
que la minimisation de
 &  * C   (
par rapport à

équivaut à la maximisation de$ "&   98  B  : le critère des moindres carrés est équivalent au critère du maximum de vrai-
semblance, dans le cas d’un bruit additif gaussien, ce qui est bien connu. Si l’on cherche à
maximiser cette vraisemblance pour restaurer l’image, on tient compte alors uniquement de
l’adéquation aux données et la solution obtenue est très bruitée (en effet, le problème est mal




Pour estimer les paramètres du noyau de convolution, on cherche à maximiser la proba-
bilité d’avoir





et les paramètres B ,  et 8 :
   
		  & $ "  &   98  B  (3.4)
Expression des différentes lois de probabilité
C
Régularisation de l’image
$ "    correspond à la connaissance a priori de l’image  que l’on veut obtenir.
C’est ici que l’on introduit les contraintes de lissage avec préservation des contours sur
l’image, autrement dit, la régularisation. Cela signifie simplement qu’une image n’ayant
pas les propriétés de régularité désirées est considérée comme peu probable.
L’image

est un champ de Markov [4] : la valeur d’un pixel
 	
ne dépend que de ses
voisins  	 . En effet, la régularisation fait intervenir les plus proches voisins (prise en compte
des contours), et le noyau de convolution
*
a une petite taille devant la taille de l’image à
traiter. $ " 	      6  $ " 	   	   6  ( (3.5)
THÉORÈME 3.1.1 (HAMMERSLEY-CLIFFORD [23])
est un champ de Markov sur  par rapport à un système de voisinage  si et seulement
si il est un champ de Gibbs sur  par rapport à ce même système de voisinage  .
Grâce à ce théorème, il est possible d’écrire l’expression de la probabilité $ "  en fonction
d’une énergie  "  .
$ "     2    ! #" %$ avec  &  '  )(+*   ! #" %$ (3.6)
où  "  s’écrit en fonction des gradients de l’image  :
 "    	+-, 	/. "H
   	+0 1 < 	2. "H







représentent les opérateurs de dérivation suivant les colonnes et les lignes.
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 
est l’espace des configurations de

(voir chapitre 1).    est une constante appe-
lée fonction de partition, par analogie avec la physique statistique ( 2   est la température
et  "  l’énergie du champ  ). Cette énergie est définie à partir de l’ensemble  des
cliques associées au système de voisinages   . Une clique    est soit un point seul, soit
un ensemble de points tels que :               . A chaque type de voisi-
nage correspond un ensemble de cliques. Nous utilisons ici la différence entre deux pixels
adjacents, c’est-à-dire que les cliques utilisées sont constituées uniquement de deux pixels
voisins. 	 est une fonction potentiel à définir. Par exemple, 	 peut être une des fonctions ha-
bituellement utilisées dans les modèles variationnels [17, 18]. La fonction 	 est symétrique,
positive et croissante ; elle est appliquée aux gradients de l’image de façon à pénaliser les
images très bruitées.
En prenant par exemple 	        ( , on effectue une régularisation au sens de Tikhonov
[63]. Le terme que l’on ajoute ainsi pénalise les forts gradients, aussi bien le bruit que les
contours, en lissant dans toutes les directions de manière identique.
Pour éviter un lissage isotrope, on choisit une fonction 	 non quadratique, qui pénalise
les faibles gradients (dus au bruit) tout en préservant les plus forts (ie. les contours). Si on se
place sur un contour  (ie. ligne de niveau) de l’image, on voudrait effectuer alors un lissage
selon le contour, en évitant de lisser dans la direction du gradient pour ne pas dégrader ce
contour.
Le choix de la fonction potentiel 	 est déterminant, c’est elle qui fixe le « coût » de
chaque valeur du gradient.
PROPRIÉTÉ 3.1.1 (FONCTION POTENTIEL 	 [17, 18])
Pour préserver les détails tout en lissant les zones homogènes, 	 doit vérifier les propriétés
suivantes :
i) 	
  # @  " # $( # 32
ii) 	
  #   " # $( #  .
iii) 
 " # $( # est continue et strictement décroissante sur  .  <  .
Cela signifie grossièrement que 	 doit croître « moins vite » que   ( , pour permettre la pré-
servation des forts gradients, tout en restant équivalente à   ( en 0 (faibles gradients), effec-
tuant une régularisation de Tikhonov pour les zones homogènes. Les principales fonctions
utilisées sont illustrées sur la figure 3.1, leurs expressions sont données par le tableau 3.2.
Habituellement, on utilise un facteur d’échelle
0
pour adapter la forme de la fonction
	 à l’amplitude des contours présents dans l’image (voir équation (3.7)). Ce paramètre est
fixé, car son estimation pose des problèmes d’unicité comme il a été montré dans [29], et
aussi parce qu’il ne constitue pas réellement un paramètre de régularisation mais juste un
moyen de déformer le modèle.
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FIG. 3.1 – Quelques fonctions 	     en fonction de   : 	   , 	   , quadratique.
Fonction potentiel Expression de 	  
	 Quadratique (convexe)   (
	 	 Quadratique tronquée (non convexe)  

    (  2 
	    Geman & McClure (non convexe)   (  2 <  (
	   Hebert & Leahy (non convexe) 	   2 <   ( 
	  Green (convexe) 	 	       6
	    Hyper Surfaces (convexe) 	 2 <   (  	
FIG. 3.2 – Tableau des fonctions 	    
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C
Expression de la loi a posteriori
En utilisant le théorème de Bayes, on développe la loi (3.4) :
$ "  &   98  B   $
"&     98  B  $ "   98  B 
$ "&   98  B  (3.8)
Si l’on cherche à la maximiser par rapport à

, le terme $ "&   98  B  est fixé.
Finalement, on obtient l’expression suivante pour la loi a posteriori, en utilisant les
expressions de la vraisemblance (3.3) et de la loi a priori (3.7) :
$ "  &   98  B   2
       7       &     (   ! "  $ (3.9)
avec la fonction de partition a posteriori définie par :
           '  )( *       &     (     #"  $   (3.10)
Ainsi, on voit que minimiser l’énergie  "  *  définie par :
 "    & )* C   ( 	 B ( <   "  (3.11)
est équivalent à maximiser la loi a posteriori, car elle est proportionnelle à 
  " %$ .
Les deux formulations, déterministe et probabiliste, sont équivalentes, et l’on peut traiter
le problème des deux façons. Si  "  a un minimum unique ( 	 convexe), il vaut mieux
faire appel à un algorithme déterministe, cette approche étant d’ailleurs assez répandue dans
la littérature [1, 8, 18, 69]. Dans le cas contraire, seul un algorithme stochastique [23] (tel
le recuit simulé [65]), parviendra à sortir des minima locaux.
Nous utilisons ici une approche déterministe, basée sur des travaux que nous avons pré-
cédemment effectués [29, 32].
Estimation des paramètres par maximum de vraisemblance
L. Younes [70, 71] propose d’utiliser le maximum de vraisemblance sur Y, c’est-à-dire
de maximiser la probabilité de l’image observée
&
sachant les paramètres
 98  B  .
     8   B   		     $ "&   98  B  (3.12)
L’observation étant effectuée, cette vraisemblance ne dépend plus que des paramètres.
On a :
$ "&   98  B  
'
 (+* $ "&     98  B    (3.13)
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D’après le théorème de Bayes, on a :
$ "&   98  B  
'
 )( * $ "&    98  B  $ "      (3.14)
Pour calculer cette probabilité, on utilise les expressions de la distribution a priori (3.6) et a
posteriori (3.9). On obtient alors la relation :
$ "&  98  B     
     
 &    (3.15)
où   ,    et          sont respectivement les fonctions de partition correspondant à la loi a
priori de

, à la vraisemblance de

, et à la loi a posteriori.
Toute la difficulté de l’estimation des hyperparamètres provient de ces fonctions de
partition, qui ne sont pas calculables directement.
Nous chercherons donc à minimiser
  98  B   	  $ "&   98  B  :  98  B   	           < 	    < 	     (3.16)





, 8 et B , il est possible d’utiliser une méthode de type
Newton-Raphson ou de type gradient conjugué pour effectuer l’optimisation.
On peut écrire
           	  . pour chaque  	 si  représente le vecteur des paramètres,
i.e.
   98   98
	= B  . L’estimateur du maximum de vraisemblance est alors noté   . Les
paramètres optimaux vérifient donc les équations suivantes :  	              	       (3.17)
 6   	            8 	  . (3.18)  	            B    	      B (3.19)
C
Calcul des dérivées de la log-vraisemblance
Si l’on note

le vecteur de tous les paramètres,
 	
étant un des paramètres, on utilise la
propriété suivante :
PROPRIÉTÉ 3.1.2 (DÉRIVÉE DE LOG Z)
Si $ "         # "    $ , avec la fonction de partition     (+*   # "    $ , alors on a
  	      	   "  $	  " 
  $      "      	  (3.20)
où
   désigne l’espérance sur  de loi $ "   .
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DÉMONSTRATION 3.1.1  	        	             	    )(+*     "        	       # "    $
et comme $ "        # "    $ on obtient   (+* $ "      "        	 , ce qui est bien
l’espérance
 "  $	  " %$      "        	  .
Tous les calculs de dérivées de la log-vraisemblance

passent donc par l’évaluation de
ces espérances, que l’on peut approcher par la moyenne empirique :
 "  $	  "  $     "    	   2! " $	  "  $    "
    	 (3.21)
si ! est le nombre d’échantillons  tirés avec la loi de probabilité $ "  	  .
On note
          ,     et     les espérances respectivement par rapport aux lois(3.9), (3.6) et (3.3).
Les équations (3.20) et (3.21), écrites pour une loi quelconque notée $ "  , peuvent
être facilement réécrites avec la loi a priori $ "   ou la loi a posteriori $ "  &    . a
posteriori $ "  , peuvent être facilement adaptées à la loi $ "  .
On a alors à résoudre le système stochastique suivant :          "        "   (3.22)            "   8 A . (3.23)
L’équation (3.19) donne quant à elle une expression directe de B ( en fonction de l’es-
pérance a posteriori :
          & )*DC   ( ?B   	      B (3.24)
or la fonction de partition    est calculable (elle correspond à une loi gaussienne), on a
     B  	
	      . On trouve alors : B (  2   -          & )* C   ( (3.25)
Ainsi, il est nécessaire de prendre en compte deux types d’espérance :
     calculée avec la loi a priori de l’image    ! #" %$ , sans attache aux données(équation (3.6)) ;
           calculée avec la loi a posteriori       &     (   ! #" %$ , avec attacheaux données (équation (3.9)) ;
Comment pouvons-nous construire des images

de distribution donnée $ "  ? Nous
devons utiliser un échantillonneur, c’est-à-dire un algorithme qui va générer de façon itéra-
tive une suite d’images obéissant à la bonne loi de probabilité. Cette suite d’images constitue
une chaîne de Markov, d’où l’appellation méthode MCMC [57].
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3.2 Échantillonnage
Nous allons chercher à résoudre les équations stochastiques (3.22) et (3.23) afin d’es-
timer les paramètres 8 du noyau * et le paramètre de régularisation  , ainsi que l’équation
(3.25) pour estimer la variance du bruit B ( .
Ces équations faisant intervenir des espérances, nous avons vu que leur calcul néces-
site d’échantillonner les différentes lois de probabilité : la loi a posteriori $ "  &   98  B  et
la loi a priori $ "    . Nous allons expliquer, dans cette partie, quelles sont les difficul-
tés rencontrées lors de l’échantillonnage, quel est le principe des échantillonneurs, et nous
détaillerons finalement les algorithmes d’échantillonnage que nous avons développés.
3.2.1 Difficultés de l’échantillonnage
Convergence des échantillonneurs
Soit
	 "  la loi à échantillonner. Un échantillonneur est un algorithme itératif, permet-
tant de créer une chaîne de Markov
"   , constituant une suite d’images dont la distribution
de probabilité converge vers la distribution stationnaire
	 "  .   est la matrice de transition




avec la probabilité de transition :
$   "  
' ( * $  "    "      (3.26)
On peut trouver dans [57, 59, 61] des indications concernant l’étude théorique de la conver-
gence des chaînes de Markov. Nous retiendrons essentiellement que la possibilité de passer
d’un état
 	
à tout autre état
 
(par la matrice de transition   ), est une condition suffisante
de convergence.
Loi a posteriori
L’échantillonnage soulève ici une difficulté, quelle que soit la manière dont
*
est estimé :
pour la loi a posteriori, il faut tenir compte de l’attache aux données, donc de la convolution
ce qui interdit, pour des raisons pratiques, l’utilisation d’échantillonneurs classiques comme
Gibbs [23] ou Metropolis [48].
Attache aux données
Le voisinage correspondant au champ de Markov n’est pas limité au premier ordre (4






	 < 2  #
	 </2  ,
on doit considérer le voisinage dont l’ordre correspond à tous les pixels
    dont dépend
	 
: on a 8 	        < 
 et         < 
 .
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Le cœur des algorithmes liés à la dynamique de Metropolis et à l’échantillonneur de
Gibbs est le calcul de l’énergie  lorsque l’on modifie un pixel au hasard. Dans le pre-
mier cas, on cherche une variation d’énergie locale, et dans le second cas, on construit une
fonction de répartition en calculant les probabilités conditionnelles locales. Cette énergie
est d’autant plus longue à calculer qu’elle fait intervenir un grand nombre de pixels, ici
	 < 2  ( . Chaque itération de l’échantillonneur de Gibbs correspondrait (en temps de cal-
cul) à autant de convolutions par
*
qu’il y a de niveaux de gris (256 au minimum).
Il est indispensable d’utiliser un autre type d’échantillonneur, si l’on veut tenir compte
de l’attache aux données. C’est pourquoi nous avons introduit dans [29] une version mo-
difiée de l’algorithme de Geman & Yang [21]. Son principe réside dans la diagonalisation
de l’opérateur de convolution, ce qui équivaut à remplacer la convolution, lourde à calculer,
par une multiplication pixel par pixel dans l’espace des fréquences. On utilise pour cela une
transformée de Fourier (FFT) dans la méthode originale. Nous avons utilisé une transformée
en Cosinus (DCT) permettant de respecter les conditions aux bords symétriques de l’image
et d’éviter ainsi les artefacts qui apparaissent avec la FFT.
3.2.2 Introduction de variables auxiliaires
Nous avons proposé dans [29, 31] un algorithme d’échantillonnage de

dans l’espace
fréquentiel en introduisant une variable auxiliaire. Cela permet de linéariser la dérivée du
terme de régularisation (3.7) contenant la fonction 	 .
La puissance de la régularisation par 	 -modèle réside dans le fait qu’elle n’est pas
quadratique. Mais c’est aussi de là que proviennent les difficultés du calcul d’optimisation
et de l’échantillonnage. Si 	 est quadratique, la fonctionnelle à minimiser est quadratique,
donc le minimum est unique et facile à calculer en une seule étape, par résolution d’une
équation linéaire.
On va donc chercher à se ramener à un modèle quadratique. Cela consiste à rempla-
cer 	     par une nouvelle fonction de   et d’une variable auxiliaire > , en faisant appel au
théorème semi-quadratique [1, 17, 21, 28] :
	          >  ( <   >  avec 	     

       >  ( <   >   (3.27)
La valeur de > qui minimise ce développement est donnée par :
> 	 
	     2	 	      (3.28)
La fonction

est définie par la relation suivante :
  >   #  	          >  (  (3.29)
Ce développement semi-quadratique a été introduit à l’origine par Geman & Yang [21] pour
permettre d’optimiser les fonctionnelles de type  "  (cf. équ. (3.11)). La minimisation
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de l’énergie  est effectuée de manière alternée par rapport aux variables principales et
auxiliaires, le théorème ci-dessus assurant que cela correspond bien à une minimisation
utilisant la fonction 	 .
Ce type de développement a été utilisé dans un contexte probabiliste, et il est à la base
de l’algorithme d’échantillonnage de Geman & Yang [21]. Étant donné la fonction  défi-
nie par (3.7), les variables auxiliaires > sont les composantes des images auxiliaires F  etF 




F    F   avec $ "  F   F   et F    F   à partir
de
 
avec $  F   F     . On définit ainsi un processus augmenté "  F   F   , dont la
convergence sera étudiée au paragraphe suivant.






sont fixés permet d’avoir une dis-
tribution conditionnelle gaussienne et de diagonaliser la matrice de covariance par une FFT.
Les formes quadratiques et les matrices de covariance correspondantes seront détaillées
dans les paragraphes 3.2.7 et 3.2.8. L’échantillonnage consiste à effectuer le tirage dans la
base de Fourier (base des vecteurs propres de la matrice de covariance) où les composantes
sont indépendantes. Tous les pixels sont alors tirés en parallèle selon la loi normale
   .  2  ,
puis multipliés par la valeur propre correspondante. L’échantillon est finalement obtenu en
calculant la FFT inverse.
Le tirage de
F   F  , à  fixé, s’effectue de même en une seule passe, car les F 	+ , ainsi
que les
F 	1 , sont indépendants deux à deux.
On remplace donc  par le critère augmenté   défini par :
   "  F   F     H
 0  F   ( <  H
 0  F   ( <  	     F 	+  <   F 	+  (3.30)
Nous montrerons dans le paragraphe suivant que l’échantillonnage ainsi effectué ne
correspond pas tout à fait aux lois (3.6) et (3.9) définies avec la fonction 	 , mais à une
loi où intervient une fonction 	 , voisine de 	 (même comportement, quadratique en 0 et
linéaire en < ).
3.2.3 Convergence des processus augmentés
Marginale d’une loi jointe





sont des vecteurs, on considère alors le processus augmenté
"     . Au lieu
d’échantillonner directement la loi $ "  on préfère, pour des raisons pratiques, échan-
tillonner la loi jointe $ "     , et utiliser ensuite uniquement les  sans tenir compte des 
qui ont été générés.
Cela revient alors à considérer la loi $ "  comme loi marginale de la loi jointe $ "     ,
en écrivant $ "    ( *  $ "        . L’espace de configuration de la variable auxiliaire   est ici   . Cela impose donc une condition sur le choix de la distribution jointe,
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puisque sa marginale doit nous permettre de retrouver exactement la loi à échantillonner$ "  .
Considérons un opérateur linéaire   , un paramètre  et une loi définie par :
$ @ "         " "  %$   $ (3.31)
On est tenté, lorsqu’on cherche à échantillonner une telle loi, d’utiliser le développement
semi-quadratique pour définir la variable auxiliaire et, de la même façon, l’expression de la
loi jointe. Soit 	 une fonction non quadratique, qui est l’une des fonctions du tableau 3.2
utilisée pour la régularisation de l’image

. Il convient alors de partir d’un développement
donné :
	      9>       >  ( <   >  (3.32)
où la fonction

peut ou non correspondre au développement semi-quadratique donné par
(3.27) et (3.29), et de définir la loi jointe de la façon suivante :
$ "             "   $             
	  "   $               (3.33)
Soit 	  la fonction intervenant dans la marginale de cette loi, où  est un indice montrant la
dépendance de cette fonction par rapport au paramètre  .
$ "  
' ( *  $ "       	    " "   $   $ (3.34)
D’après l’expression (3.33), les
 	+
sont indépendants, alors on a :
$ "   	 
'  
  
 	  "  %$                 	1 (3.35)
ce qui permet de calculer 	  (on pose         	+ et >   	1 ) :

  " # $  '       " #   $   "  $   > (3.36)
La fonction 	  ainsi définie dépend de la valeur du paramètre  , et n’a aucune raison d’être
égale à 	 définie par (3.27).
Exemple : la fonction « hypersurfaces »
On s’intéresse à la fonction 	 , que nous prenons ici égale à la fonction « hypersurfaces »
(HS) : 	      	  2 <   (  	 , illustrée sur la figure 3.1, et définie aussi dans le tableau 3.2. Il
est possible de définir une fonction
 
pour chaque valeur de  , qui est, à une constante près,
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une approximation analytique de la fonction

donnée par l’équation (3.29), correspondant
au développement semi-quadratique (3.27).
   >    >  <  2 < > (  2 <  avec   
'  
  
 "    
  
        $  > (3.37)
Les fonctions 	  correspondantes sont données par intégration numérique de (3.36). La
constante   permet de s’assurer que 	   .   . . Ces fonctions sont illustrées sur la figure
3.3. On constate que lorsque  est grand, ces fonctions tendent vers une fonction-limite qui
n’est autre que la fonction 	 .
En utilisant la loi jointe (3.33), on génère donc des échantillons relatifs à la loi (3.31)
avec 	  	  , qui est une approximation de la fonction 	 . Pour de grandes valeurs du
paramètre de régularisation  (que l’on identifie ici à  ), on se rapproche de la fonction 	 .
Dans la pratique, la valeur de ce paramètre n’est pas forcément grand devant 1 et il faut alors
tenir compte de la forme exacte des fonctions 	  lors de la déconvolution. Ceci peut être
réalisé en calculant au préalable 	      pour des valeurs discrètes de  et   et en effectuant
ensuite une interpolation, car   et  sont des réels.
Mais ce n’est pas le seul moyen d’effectuer la restauration et l’estimation par rapport
à la même fonction 	 . Il existe une méthode plus simple, rapide et qui donne de très bons

















FIG. 3.3 – Fonctions 	      pour différentes valeurs de  (en pointillés), et fonction limite
	     (trait plein).
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Approximation par un mélange gaussien
Nous pouvons calculer une très bonne approximation de la distribution
        " # $ ,
au moyen d’un mélange gaussien. Il s’agit d’exprimer         comme le mélange pondéré
de plusieurs variables gaussiennes, de même variance, et de moyenne différente. Pour une
fonction 	 telle que la fonction HS, cette approximation est très satisfaisante (voir simula-
tion figure 3.5). Ce type d’approximation est connu dans le domaine des réseaux de neu-
rones : toute fonction continue, bornée et intégrable, peut être décomposée en une somme
pondérée de noyaux gaussiens [52].
Nous pourrions utiliser la méthode d’optimisation de Levenberg-Marquardt [50] afin
d’ajuster un mélange gaussien sur la fonction
    , mais nous préférons développer une
méthode plus simple, dans laquelle les gaussiennes ont toutes la même variance (correspon-
dant à la fonction 	        ( ). En effet, nous voulons exprimer     comme un produit de
convolution d’une gaussienne 
  #  et d’une autre fonction.
En notant     	   , l’approximation en 	 ! composantes gaussiennes que nous pro-
posons est la suivante :

   " # $       @ ;      " #    $  <   " #    $   avec  6 ; 	 	/. (3.38)
Le calcul des coefficients ;  est détaillé dans le paragraphe 3.2.6. L’équation (3.38) s’écrit
aussi :

   " # $      #  C     ;        8   <    =< 8    (3.39)
où

est la distribution de Dirac. Nous pouvons alors écrire explicitement la convolution :

   " # $   '       " #   $        ;    >  8     > avec ;   ?;  (3.40)
On pose :
  > 
    ;    >  8   (3.41)
On obtient alors l’expression suivante :

   " # $   '       " #   $    >   > (3.42)
ce qui revient à écrire
    comme la marginale de la loi jointe   9>  définie de la manière
suivante :   9>     " #   $    >  (3.43)
Ainsi, nous pouvons introduire une loi augmentée différente par rapport au développe-
ment semi-quadratique vu précédemment (voir équation (3.36)), et qui a l’avantage de se
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a) -15 -10 -5 0 5 10 15
b) -15 -10 -5 0 5 10 15
FIG. 3.4 – Distribution $        "  $ avec   .  	 : a) P(x) (trait plein) et mélange
gaussien correspondant (pointillés), b) Distribution
  >  de la variable auxiliaire discrète >
a) -15 -10 -5 0 5 10 15
b) -8 -6 -4 -2 0 2 4 6 8
FIG. 3.5 – Distribution $        "  $ (pointillés) et simulation par mélange gaussien
(trait continu) - a)
  .  	 , b)   .  
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ramener à une loi marginale très proche de
         " # $ . La particularité de cette loi aug-
mentée est que la loi conditionnelle de la variable auxiliaire > est discrète. Elle est donc très
simple à échantillonner, d’autant plus que l’ordre du développement ( ! ) est généralement
inférieur à 10. (Voir figure 3.4 pour une illustration du mélange gaussien et de la variable
associée > .)
Comme nous allons le voir dans le paragraphe suivant, le tirage s’effectue de manière
alternée selon les lois conditionnelles
    >  et   >     , ainsi on obtient des couples    9> 
obéissant à la loi jointe. Si l’on regarde alors la distribution de   l’on s’aperçoit qu’elle
correspond bien à la distribution cherchée (voir figure 3.5).
Dans le cas d’une image, nous définissons de la même manière la distribution augmentée
a priori :
$ "  F   F    98  B                                   	    F 	+    F 	+  (3.44)
et la distribution augmentée a posteriori :
$ "  F

 F
  &   98  B  (3.45)

    
& 







, la méthode reste la même que dans











indépendants deux à deux. L’algorithme permettant le tirage des variables auxiliaires est
détaillé au paragraphe 3.2.6.





ne permettent pas d’avoir, comme les lois conditionnelles, des éléments
indépendants deux à deux. Pour échantillonner les lois ci-dessus, il reste indispensable d’ef-
fectuer un tirage alterné, comme décrit ci-dessous.
Convergence de l’échantillonnage alterné
Entre deux échantillons successifs, les transitions ne s’effectuent pas directement de 	
à
 









condition suffisante de convergence est, comme on l’a vu précédemment, la possibilité de
passer d’un état à l’autre (par l’intermédiaire d’une image auxiliaire
 
).
On cherche à échantillonner la loi jointe $ "     , en utilisant les transitions $ "    
et $ "     . Cette méthode est correcte, car la mesure $ "     est invariante par rapport
à ces deux transitions. La réversibilité est, en effet, vérifiée :
$ "    +$  '    ?$  '    +$ "     "  ' &  ( (3.46)
$ "    +$  '     $  '    +$ "     "  ' &  ( (3.47)
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Il est donc possible de générer
"     selon la loi jointe $ "     par un échantillon-
nage alterné, en considérant uniquement les probabilités conditionnelles d’une variable par
rapport à l’autre. Cela permet finalement d’échantillonner une loi de type $ "  &   98  B 
(loi a posteriori (3.9)) en prenant la marginale de la loi $ "  F   F   &   98  B  qui est plus
simple à échantillonner que la loi originale. Cela permet ainsi de s’affranchir du problème
de la non-linéarité soulevé par la fonction 	 .





correspondent à la linéarisation de 	 comme nous l’avons vu précédemment. Il faut donc






, résultant de l’expression (3.9) et du
développement semi-quadratique (3.30) :
$ "  F   F   &   98  B       
& 
    (      "        $ (3.48)
Pour la loi a posteriori, on alterne les étapes suivantes :
   $ "  F   F   &   98  B 
  F   F    $  F   F     &   98  B  (les éléments de F  et F  sont indépendants)
La technique reste la même pour l’échantillonnage de la loi a priori.
Nous déterminerons, au chapitre suivant, le nombre d’itérations nécessaires à l’initia-
lisation de l’échantillonneur (période de chauffage permettant d’atteindre la distribution







étudié dans [29, 31], 5 itérations suffisent.
On peut trouver dans [10] toute une série de critères de convergence appliqués aux algo-
rithmes de type MCMC. Certains sont basés sur la norme
 (
entre la distribution courante,
à l’itération ! , et la distribution d’équilibre 	 que l’on cherche à atteindre. On montre alors
que cette distance peut être estimée à l’aide de plusieurs chaînes de Markov parallèles (in-
dépendantes), initialisées différemment, en utilisant le noyau de transition (3.26) permettant
de passer d’un échantillon à un autre (comme on le fait dans l’échantillonneur de Gibbs ou
la dynamique de Metropolis).
D’autres auteurs cherchent à obtenir une borne supérieure de la norme
 
entre des
probabilités de transition de plusieurs chaînes définies de la même façon. Il est également
possible d’utiliser les taux d’acceptation et de réjection lorsqu’on utilise un échantillonneur
de Metropolis.
La méthode que nous utilisons consiste à tracer une fonction scalaire (par exemple
l’énergie de régularisation  ) des échantillons en fonction du nombre d’itérations, et de
voir à partir de combien d’itérations cette énergie se « stabilise ». Elle est justifiée par le
fait que lors de l’estimation des paramètres, nous devons calculer l’espérance
    , et ilest nécessaire d’attendre la stabilisation de la chaîne afin de les calculer avec la précision
souhaitée.
Durant la phase d’initialisation, tant que l’équilibre n’est pas atteint, l’énergie croît sen-
siblement si l’on part d’une image constante (à énergie minimale), ou décroît si l’on part,
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au contraire, d’une image très bruitée. Il est difficile d’établir un critère d’arrêt fiable, à
cause des fluctuations de la quantité que l’on mesure sur les échantillons. Pour réduire d’un
facteur
 ! les fluctuations, il est possible de calculer ! chaînes en parallèle et effectuer des
moyennes. Mais ceci n’est qu’une étude préalable, permettant de fixer une fois pour toutes
le nombre d’itérations de chauffage nécessaires à la convergence. Pas question de procé-
der ainsi durant l’estimation des paramètres, car cela allonge considérablement le temps de
calcul.
3.2.4 Sensibilité aux conditions initiales
Lorsque l’on cherche à échantillonner le modèle a priori, trois principaux types d’image
peuvent être utilisés pour initialiser les algorithmes :
– image aléatoire, dont chaque pixel a une valeur uniformément distribuée dans  .  	      ;– image constante, chaque pixel ayant une valeur fixée, en général 128 (pour éviter tout
dépassement de dynamique) ;
– échantillon calculé pour des valeurs de paramètres proches de celles qui nous inté-
ressent.
La convergence est très lente, en général, si les conditions initiales sont aléatoires [29].
Selon la valeur des paramètres, pour la loi conditionnelle de

, les réalisations les plus pro-
bables sont plus ou moins « bruitées », avec des gradients plus ou moins marqués. Lorsque  0
est faible, elles sont pratiquement aléatoires, c’est le seul cas où l’algorithme peut être
initialisé de façon aléatoire, et il converge alors en quelques itérations. Par contre, dès que
devient supérieur à
0
, ce type d’initialisation entraîne l’apparition de zones plus ou moins
homogènes séparées par de forts gradients, et la taille de ces zones augmente avec le nombre
d’itérations. Le modèle tend à créer des interactions à longue portée, les contours sont in-
stables et les zones finissent par fusionner. Au bout d’un très grand nombre d’itérations
(qui dépend de la taille de l’échantillon), il ne reste plus qu’une seule zone assez homogène
(gradients faibles).
Ce type d’image est en revanche obtenu en quelques itérations seulement lorsque l’on
part d’une image constante. Ce qui démontre l’importance du choix des conditions initiales,
malgré les preuves théoriques assurant la convergence quelle que soit l’image de départ.
L’équilibre est atteint très rapidement dans ce cas, alors que l’énergie décroît progressive-
ment et lentement dans l’autre cas (convergence très lente en 10000 itérations minimum!).
3.2.5 Symétries et optimisation
Dans la pratique, pour accélérer les calculs des transformées de Fourier (FFT) néces-
saires à l’échantillonnage, nous profitons des différentes propriétés de symétrie relatives aux






, à partir d’une zone
de taille
(     (    extraite d’une image satellitaire, qui vérifient la propriété de symétrie
suivante, permettant ainsi de respecter les conditions aux bords de Neuman :. !      . !      
	      	      
	          	         (3.49)
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Nous avons montré dans [29] que la FFT d’une image qui respecte cette propriété est
donnée, à un déphasage près, par sa transformée en cosinus (DCT). Il suffit de calculer cette
DCT sur le premier quadrant de l’image, de taille
(    (   , les autres quadrants étant
déduits par symétrie. En notant
 
la FFT, on a en effet pour
. !       et . !    :
   #           #        #              #        DCT    #   (3.50)	   #   	       < 	      et   #    (      (    .
D’autre part,
*
est supposé vérifier une autre propriété :
*
est symétrique par rapport
aux lignes et aux colonnes
. !      . !    -  * 	   *   	   * 	     *   	    (3.51)





, correspondant à des dérivées d’images vérifiant la pro-
priété (3.49), sont antisymétriques :
. !       . !       F
	    F

  	  (   et
F 	    F
	     ( (3.52)
Nous en tiendrons compte lors de leur échantillonnage.
3.2.6 Échantillonnage des variables auxiliaires
Les méthodes qui sont présentées dans ce paragraphe conviennent à la fois pour les lois











(3.45) ou à la loi jointe a




est la suivante :





, ainsi que toutes leurs composantes, sont indépendantes, comme on




      	        
	             F 	+         
	             F 	+  (3.54)
Chaque composante > suit donc une loi différente notée $ #    >  , déterminée par les para-
mètres
"H    	+  0 , "H    	+  0 et  , selon la direction des gradients. D’après l’équation
(3.41), on a :
$ #    >      " #   $    >      ;     " #   $    >  8   (3.55)
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$ #    >           >  8   où    ;     "
#    $ 
0      ;     " #    $  (3.56)
Il s’agit donc d’échantillonner une loi discrète, consistant à tirer une valeur dans l’en-
semble   !   +!  
 avec les probabilités respectives         
 . Pour obtenir les  	 ,
il faut donc calculer les coefficients de la décomposition ; 	 , les pondérer par    " #   $  , et
ensuite normaliser.
Le calcul des coefficients ; 	 est effectué de manière itérative. Nous tenons compte de la
parité ;    ;  .
Le premier coefficient ; @ correspond à une fonction 	 quadratique. On a donc ; @  2 .
Ensuite on calcule la valeur en  du résidu     " # $     #  (différence entre la distribution
originale et son approximation), ce qui donne ;  . On itère ensuite, et on obtient la récurrence
suivante, qui consiste à évaluer en 8  le résidu à l’ordre 8 :
;       "   $       ;     "      $  (3.57)
On peut simplifier en remplaçant  par   	   . On a alors :
; @  2  ;       "   $       ;    ( "    $  et ;   ?;  (3.58)
Ces coefficients sont générés avant l’échantillonnage, pour une valeur donnée de

. Durant




, on effectue une pondération tenant




F 	+ suivant $ #   :
 F    	+  $ #    >       ;     " #   $    >  8   avec    "H   	+  0 (3.59)
 F    	+  $ #    >        ;    " #   $    >  8   avec    "H    	+  0 (3.60)





est échantillonné ; nous utilisons alors la propriété (3.52) pour
déduire les autres variables.
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3.2.7 Échantillonnage de la loi a posteriori
Nous utilisons ici les résultats que nous avons décrits dans [29, 31] permettant d’échan-
tillonner la loi a posteriori de

sachant les autres variables, par une méthode introduisant





Nous nous intéressons ici à la loi conditionnelle de

:
$ "  &  F   F   *       
& 
    (                                 (3.61)
qui est une loi gaussienne, et nous notons  
%6  sa matrice de covariance et #@ sa moyenne,
qui la définissent entièrement. Nous avons alors :
$ "  &  F   F   *     "    $ 	 * 
     "    $ (3.62)
où  
%6  et  @ sont calculés en utilisant (3.30) :
  
%6      '  '  B ( < 	 0 (  H  H
 < H  H
 (3.63)
 @  
%6   '  &  B ( < 	  0  H  F  < H  F    (3.64)







(3.63) sont circulants par blocs, cela permet d’effectuer une diagonalisation par FFT, comme
nous l’avons vu pour l’échantillonnage de
*
.
La modification que nous avons apportée à la méthode présentée dans [21] par Geman
et Yang consiste à employer une transformée en cosinus rapide au lieu d’une FFT. L’utili-
sation de conditions aux bords périodiques (comme pour la FFT) entraîne l’apparition de
discontinuités sur les bords de l’image, qui font naître des oscillations lors de la décon-
volution. C’est pourquoi nous imposons des conditions aux bords symétriques. Pour cela,
les images traitées, de taille
      
, doivent être symétriques conformément à l’équation
(3.49). On utilise alors une DCT au lieu de la FFT, comme nous l’avons vu précédemment.
L’échantillonnage est réalisé uniquement sur le premier quadrant de

, et ensuite le résultat





H  F  < H  F  , puisque
cette expression obéit à la même symétrie (3.49).
D’autre part, l’algorithme original travaillait avec des valeurs complexes ; nous utilisons
des valeurs réelles étant donné les symétries (3.49) et (3.51).
Nous notons G %6  la FFT de   %6  :
G
%6     )  *   (  B ( < 	 0 (   )      ( <  )      (    (3.65)
La FFT de la moyenne
 @
s’écrit :
)   @   G %6  . )  *   )  &   B ( < 	  0  )  H  F  < H  F    1 (3.66)
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Si l’on note   l’image dont les pixels sont des variables normales    .  2  , alors  est
donné par :    @ < )    G %6     (3.67)





 F      F    est finalement :
    )    G %6  . )  *    )  &   B ( < 	  0  )  H   F    < H   F      1 <  G %6    (3.68)
Ainsi, tous les pixels du premier quadrant de   étant indépendants, ils sont tirés en pa-












) et deux DCT (taille
(   (   ). Dans le cas où * est para-
métré, sa FFT est calculée au préalable (avant l’échantillonnage) et il ne faut plus compter
alors que deux DCT par échantillon.
Algorithme d’échantillonnage a posteriori






est observée, et les paramètres

, 8 et B sont fixés.
 Déconvolution de & par calcul du MAP pour obtenir  
(paragraphe 3.4, algorithme 3.4.1)
 Initialisation de  par la moyenne de la distribution de  :  @   
 Répéter  	 fois (initialisation de la chaîne   F   F  )
puis  fois (nombre d’échantillons) :
1. Tirage de




 F     ,  F     et *  , en utilisant (3.68) et (3.65)
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X
a posteriori















FIG. 3.6 – Algorithme d’échantillonnage de la loi a posteriori $ "  &   98  B 
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3.2.8 Échantillonnage de la loi a priori
Il est possible d’utiliser ici la même méthode que pour la distribution a posteriori, c’est-
à-dire de diagonaliser    "  F   F   , le développement semi-quadratique de  "  , et
d’utiliser une méthode alternée de type Geman et Yang [21].







$ "  F   F                                    (3.69)
qui est une loi gaussienne, et nous notons  
%  	
sa matrice de covariance et
 @
sa moyenne.
Nous avons alors :
$ "  F   F      "    $   *     "    $ (3.70)
où  
%  	 et  @ sont calculées en utilisant (3.30) :
  
%  	     	 0 (  H  H  < H  H   (3.71)
 @   
%  	 	  0  H  F  < H  F   (3.72)
Nous effectuons une diagonalisation par une FFT, comme nous l’avons vu précédem-
ment. Nous notons G %  	 la FFT de   %  	 :
G
%  	   	 0 (   )      ( <  )      (    (3.73)
La FFT de la moyenne
 @
s’écrit :
)   @   	 G %  	  0  )  H  F  < H  F    (3.74)
Si l’on note   l’image dont les pixels sont des variables normales    .  2  , alors  est
donné par :    @ < )    G %  	   (3.75)
La formule permettant d’obtenir
  
à partir de
 F      F    est finalement :
    )    	 G %  	  0  )  H   F    < H   FD     <  G %  	    (3.76)
Comme nous l’avons vu pour la distribution a posteriori, l’échantillonnage n’est effectué
que sur le premier quadrant (en utilisant des DCT), le reste étant déduit par symétrie.
Ainsi, tous les pixels du premier quadrant de   étant indépendants, ils sont tirés en






est rapide, puisqu’il ne nécessite
que deux DCT (de taille
(  -  (   ), G &%  	 étant calculée une fois au début.
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Algorithme d’échantillonnage a priori
Pour échantillonner

selon $ "    , nous utilisons la loi jointe $ "  F   F     .






 Initialisation de  par la moyenne de la distribution :  @  . .
 Calculer G %  	 en utilisant (3.73)
 Répéter  	 fois au début (initialisation de la chaîne),
puis  fois (nombre d’échantillons) :
1. Tirage de


















FIG. 3.7 – Algorithme d’échantillonnage de la loi a priori $ "   
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3.3 Estimation des paramètres
Soit

le vecteur des paramètres tel que
   98  98
	= B  . Nous rappelons que la
valeur optimale, au sens du maximum de vraisemblance, est la solution de l’équation sto-
chastique suivante :      4 "       4 "   (3.77)
ce qui correspond aux équations (3.22), (3.23) et (3.24), 4 "  étant une fonction des échan-
tillons

, obtenus par les algorithmes des paragraphes précédents.
Ces espérances sont estimées par la moyenne empirique suivante, où  est le nombre
d’échantillons

tirés avec la loi $ "  :
 "  $	  "  $  4 "     2 " $	  " %$ 4 "   (3.78)
Descente de gradient
Pour maximiser la vraisemblance $ "&   , une méthode classique consiste à minimiser    définie par l’équation (3.16) en utilisant un algorithme de descente de type Newton-
Raphson [29, 31]. Nous notons
   la dérivée        	 , et     la dérivée seconde   (      	 (
(diagonale du Hessien). On a alors :
            "  *    	          "  *    	  (3.79)
La dérivée seconde est, quant à elle, calculée numériquement :
     
          
  	 (3.80)





  	   	  ;
 
    
 	  ;   	
          (3.81)
où ; est un facteur compris entre 0 et 1, permettant de stabiliser l’algorithme.
On note   "  *    &  * C   ( .
L’équation (3.79) s’écrit, pour chaque paramètre :
            "        "   (3.82)   2B (             *  8 C    "& )*DC    (3.83)   2B             "  *         B (3.84)
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En pratique, pour chaque valeur des paramètres, deux chaînes de Markov de  élé-
ments chacune sont générées, suivant la loi a posteriori (3.9) et la loi a priori (3.6) :   %6  

et   %  	 
 , en utilisant les algorithmes 3.2.1 et 3.2.2. Les gradients de  par rapport aux
paramètres sont estimés de façon suivante dans le cas où
*
n’est pas paramétré :
    2      " %6       " %  	   (3.85)
    2 2B (       .   *  8 C  %6  1  "& )* C  %6    (3.86)
      2B  2       * %6    <      B (3.87)
Algorithme de type EM
Pour accélérer l’algorithme d’optimisation de la log-vraisemblance, il est possible d’es-
timer les paramètres de régularisation en utilisant une technique différente, basée sur les
méthodes de type EM (Expectation Maximization). Le principe de l’EM consiste à maxi-




, prise selon la loi a posteriori, :   	  	      	  $ "  &    (3.88)
En pratique, la recherche de paramètres optimaux selon ce critère est très difficile, c’est
pourquoi nous utilisons une forme itérative, plus simple à mettre en œuvre, et pour laquelle
des résultats théoriques existent [3, 54].
Si l’on suppose que
 
est connu à l’itération ! , cela consiste à chercher   tel que :     		       	  $ "  &    (3.89)
En dérivant cette expression par rapport à chaque
 	
, on obtient finalement :
         "    	           "    	  (3.90)
ce qui s’écrit, pour chaque paramètre :
       "                 "   (3.91) -  
B   
2 B   
              "   (3.92)
Si l’on se réfère aux équations (3.22) et (3.23), la principale différence entre l’emploi
d’une méthode de type EM et une descente de gradient de type Newton réside dans la ma-
nière de mettre à jour les paramètres. Dans le cas de l’EM, il s’agit d’attribuer une nouvelle
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valeur aux paramètres qui correspond à maximiser la vraisemblance en données complètes,
alors que l’autre méthode consiste à descendre d’un pas dans la direction du gradient, ce qui
est en général moins rapide, et la stabilité est moindre.
En ce qui concerne le vecteur de paramètres 8 , son estimation n’est pas adaptée à un
algorithme de type EM, étant donné que 8 n’intervient que dans la distribution a posteriori.
L’estimation sera donc effectuée par une méthode de descente de gradient.
On distingue donc deux étapes dans une méthode de type EM : le calcul de l’espérance
a posteriori avec
 
, puis la maximisation, c’est-à-dire la recherche des nouvelles valeurs
des paramètres
  	 telles que l’espérance a priori soit égale à l’espérance a posteriori, qui
est une constante calculée lors de l’étape précédente.
Supposons que l’on connaisse, comme pour B , l’expression de l’espérance a priori en
fonction de

, que l’on notera  #   . L’étape de maximisation devient alors très rapide, en
utilisant la fonctions réciproque  
  :
                      "    (3.93)B     -   B                   "  *      (3.94)
Il est possible de calculer numériquement (en utilisant les échantillonneurs décrits pré-
cédemment), pour un ensemble de valeurs discrètes de

, l’espérance      . Ensuite, la
réciproque est déterminée puis stockée dans un tableau, qui pourra être utilisé pour opti-
miser l’estimation, sans qu’il soit nécessaire de recalculer les espérances par une méthode
MCMC.
La fonction      et sa réciproque sont illustrées par les figures 3.8 et 3.9. Pour estimer
le paramètre

, nous utiliserons la variante de la méthode EM présentée précédemment, avec
l’équation (3.93). Nous pouvons en effet déterminer expérimentalement une approximation
analytique de la fonction réciproque  
  :
 
       .    @   (3.95)
3.3.1 Problèmes liés à l’estimation de 
L’estimation de B par maximum de vraisemblance s’est avérée impossible, dans la me-
sure où la valeur de B qui maximise la vraisemblance est B   . . Des tests ont été effectués
avec une fonction 	 quadratique, ce qui a permis d’obtenir une expression déterministe du
gradient de la log-vraisemblance.
D’autre part, dans ce cas particulier, il est également possible d’évaluer directement la
vraisemblance en effectuant des sommes dans le domaine fréquentiel, puisque l’on a une
forme quadratique qui est diagonalisée par la transformée de Fourier (FFT). Nous avons pu
vérifier que la vraisemblance augmente lorsque B diminue, quelle que soit la valeur de 
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FIG. 3.9 – Réciproque de l’espérance  
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ou de 8 . Cela est vrai aussi bien pour de faibles valeurs de B @ que pour de plus grandes
valeurs (10 à 20), où l’on note B @ la vraie valeur de B (bruit ajouté à l’image floue lors de la
simulation).
Lorsque l’image originale et le noyau sont connus, l’estimateur du maximum de vrai-
semblance donne de bons résultats pour l’estimation du bruit. Mais dans le cas où ni le
noyau, ni l’image ne sont connus, cette méthode ne fonctionne plus, et nous devons utiliser
une autre technique afin de déterminer les paramètres du bruit.
3.3.2 Estimation du bruit : méthode proposée
Principe de la méthode
Le modèle de bruit additif, blanc et gaussien relatif aux simulations SPOT 5 est :
var
"  	+  ?; < > & @	1 (3.96)
où
& @
désigne l’image floue non bruitée, telle que
& @  * CE .
Nous supposerons dans la suite que pour estimer > , on considère que &A@   & . La va-
riance du bruit en chaque pixel dépend alors de la valeur, en ce pixel, de l’image observée&
. En effet, le bruit est suffisamment faible pour que l’on puisse faire ce genre d’approxi-
mation :
var
" 	+    ; < > & 	1 (3.97)
Lors de la déconvolution, il n’a été constaté aucune amélioration sensible des résultats
lorsque l’on prend en compte le fait que le bruit dépende de l’intensité. C’est pourquoi
nous utilisons, dans nos algorithmes, uniquement l’écart-type B équivalent à un bruit blanc
gaussien de variance constante, qui est lié à ; et > par la relation :
B (   ; < > 2 -    	   & 	+ (3.98)
ce qui équivaut à prendre la variance moyenne sur toute l’image observée
&
.
Nous proposons ici une méthode générale permettant d’estimer les paramètres ; et > à
partir de l’image dégradée
&
. L’écart-type B peut être retrouvé soit à partir de ces paramètres
en utilisant la relation ci-dessus, soit directement à partir du spectre de
&
.
Nous supposons, dans la suite de ce rapport, que l’image
&
est floue, et donc que les
plus hautes fréquences de son spectre contiennent uniquement du bruit. D’autre part, nous
supposons également que les conditions aux bords sont symétriques (conditions de Neu-
man), ce qui permet d’employer une DCT au lieu d’une FFT. En effet, l’utilisation d’une
FFT conduit généralement à l’apparition d’artefacts dans le spectre, ceci étant dû aux condi-
tions aux bords symétriques, et non périodiques, qui sont appliquées lors de la convolution
de l’image originale par le noyau
*
lors de la simulation de
&
. L’emploi d’une DCT nous
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a permis de réduire sensiblement ces artefacts, et donc d’obtenir une estimation des para-
mètres du bruit plus précise.
Le principe de la méthode proposée est d’utiliser un filtre passe-bande pour isoler le
bruit qui se trouve dans les plus hautes fréquences de la DCT. Les basses fréquences, au-
dessous de  @ , sont éliminées, car elles sont susceptibles de contenir du signal en plus du
bruit. D’autre part, le bruit inter-colonne présent sur les simulations SPOT 5 se traduit par
l’apparition de pics dans les plus hautes fréquences, ce bruit n’est pas gaussien et ne corres-
pond pas au modèle (3.97), nous ne chercherons donc pas à l’estimer. Ce bruit structuré est
donc filtré de la même façon que les basses fréquences. En résumé, sont mises à zéro toutes
les fréquences en-dehors de la bande   @     (cf. figure 3.10).Le choix de  @ et   est déterminé par la nature du bruit présent dans les images, ainsi
que par l’importance du flou. Pour être certain que la bande sélectionnée ne contient que
du bruit, nous prenons  @ 	 ( . D’autre part, s’il existe du bruit structuré en lignes ou en
colonnes, il se traduit par des pics dans les fréquences spatiales les plus élevées. Ce bruit
n’est pas estimé puisqu’il ne correspond pas aux hypothèses de travail, il est donc filtré et
l’on choisit     (( .
Soit !   le nombre de pixels de la DCT dont la fréquence  vérifie  @ !  !   . On
obtient alors, pour la variance moyenne :
B (   2!  

          DCT  &  (	1 (3.99)
où  	+ est la fréquence correspondant au pixel de coordonnées    dans l’espace de la DCT.
Le bruit, une fois isolé dans le domaine fréquentiel, est transformé par DCT inverse pour
fournir, dans l’espace image, un bruit coloré permettant de remonter aux paramètres ; et > .
Ce bruit est noté
  	
. Bien qu’il ne soit plus blanc, après avoir subi un filtre passe-bande, ses
caractéristiques spatiales sont suffisantes pour permettre l’estimation du paramètre > . Nous
effectuons une approximation qui consiste à dire que la variance de
  	
est proportionnelle
à la variance de
 
, le bruit original non filtré. Le coefficient de proportionnalité

est égal
à la fraction des pixels conservée lors du filtrage,
   ( . Le bruit filtré est donc divisépar  avant l’estimation des variances.
Il faut ensuite estimer la variance du bruit filtré au pixel
 6  en fonction de la valeur & 	+
correspondante. Pour obtenir une meilleure précision des quantités calculées, nous séparons
les valeurs des pixels en plusieurs classes notées
  , et pour chaque classe nous calculons
la variance
  sur l’image & , et la moyenne   sur le bruit filtré   	 . Cela permet de tracer
la variance moyenne de chaque classe en fonction de la moyenne de cette classe, les couples
(moyenne,variance) formant une droite dont les paramètres (estimés par régression linéaire)
sont égaux à ; et > .
Le nombre de classes doit être suffisamment élevé pour permettre de retrouver > avec
précision, et les classes doivent être suffisamment peuplées afin que les variances soient es-
timées avec une bonne précision. En prenant 16 classes de 16 valeurs chacune (
 @ regroupe
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FIG. 3.10 – Principe de la méthode d’extraction du bruit (filtre passe-bande dans la DCT)
les pixels de valeurs entre 0 et 15, etc.), on vérifie ces deux conditions (pour des images
codées sur 8 bits, ce qui est le cas des simulations SPOT 5 étudiées).
On a donc :     ; < >   (3.100)
Si l’on note !  le nombre de pixels de la classe   , les moyennes et variances peuvent être
estimées de la manière suivante :
   2!        & 	1 et    2!   2       "  		+  ( (3.101)
Les données ainsi obtenues,    
 et    
 , sont pondérées par  !  , l’inverse de l’er-
reur relative sur la variance pour la classe 8 , lors de la régression linéaire pour obtenir les
paramètres optimaux ; et > . Sur la figure 4.4 sont représentées les variances en fonction
des moyennes, les barres d’erreur correspondant à l’erreur relative commise lors du calcul
des variances, proportionnelle à 2   !  . Les classes très peu peuplées ne permettent pas
d’estimer précisément une variance. Ce sont les classes les plus peuplées (barres d’erreur
les plus petites) qui déterminent la droite optimale   ?; </>   .
Cette méthode a été testée sur des images floues auxquelles nous avons ajouté un bruit
simulé avec différentes valeurs de ; et > , et les résultats obtenus sont très satisfaisants.
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ALGORITHME 3.3.1 (ESTIMATION DU BRUIT
 B  ;:9>  ) DCT de l’image observée &
 Filtre passe-bande conservant     @     DCT inverse pour obtenir   	
 Normalisation : division de   	 par        Les pixels de   	 sont regroupés en différentes classes   en fonction de & (les
classent forment une partition de l’espace des valeurs des pixels  .  2  	     
 )
 Calcul du nombre de pixels !  de chaque classe
 Calcul des moyennes    
 et des variances    
 de chaque classe en utilisant les
équations (3.101)
 Régression linéaire pondérée sur    
 et    
 (en utilisant (3.100))
Il est possible d’effectuer une régression linéaire en utilisant tous les pixels : cela consiste
à trouver la relation linéaire entre la valeur de chaque pixel de
&
et le carré de la valeur du
bruit
  	 associée à ce pixel. Néanmoins, la méthode précédente est plus précise, dans la
mesure où elle permet d’éliminer les classes les moins peuplées, pour lesquelles il peut y
avoir un écart notable par rapport à la loi linéaire que l’on cherche à ajuster (écart lié au
manque de précision sur la variance).
Autres méthodes possibles
Il est possible d’estimer les paramètres ; et > par maximum de vraisemblance, à partir
du bruit filtré
  	
et de l’image observée
&
. On suppose pour cela que
  	
constitue une
bonne approximation du bruit non filtré
 
.
On écrit alors :   ;   >     		

  $ "   ;:9>  (3.102)
avec la loi non stationnaire pour le bruit
 
:
$ "   ;9>   2     	  
     ( "       $ (3.103)
On considère, en effet, que les pixels de
 
sont indépendants (cela fait partie des hypo-
thèses). La fonction de partition     s’écrit alors :
      	    	
	  ; < > &:	+  (3.104)
Il est alors possible de calculer les dérivées de
 	  $ "   ;9>  par rapport à ; et > afin
de maximiser la vraisemblance par une méthode de gradient. Nous ne donnons pas ici les
détails de cette technique, car cette méthode n’apporte pas d’amélioration significative des
résultats par rapport à la méthode approchée du paragraphe précédent. D’autre part, la tech-
nique précédente est plus rapide dans la mesure où elle n’est pas itérative.
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3.3.3 Estimation des paramètres du noyau
Pour l’estimation de 8 , il est possible d’utiliser le maximum de vraisemblance, comme
l’ont suggéré certains auteurs [60] : 8 	  	 $ "&  98  B  (3.105)
ce qui s’écrit aussi :
         2B ( .   *  8 C  1  "& )* C     . (3.106)
Principe de la méthode d’estimation
L’écart-type du bruit B a été déterminé au préalable. Il reste donc à estimer  (régulari-
sation de

) et 8 (paramètres du noyau).
Nous rappelons ici l’expression approchée qui nous permet, à partir d’une chaîne
" %6  
d’images tirées avec la loi a posteriori $ "&   98  B  , d’estimer la dérivée de la -log vraisem-
blance :
    2 2B (      .   *  8 C  %6  1  "& )* C  %6    (3.107)
Cette équation est à la base d’une méthode de descente de type Newton-Raphson. La dérivée
seconde, nécessaire à cet algorithme, est calculée numériquement à partir de
  .
Nous utilisons donc l’algorithme suivant, permettant d’estimer conjointement

et 8 :
ALGORITHME 3.3.2 (ESTIMATION DE

ET 8 )B est estimé par l’algorithme 3.3.1.:@
et 8 @ sont initialisés avec des valeurs réalistes, selon le type d’image utilisé.
Répéter jusqu’à la convergence :
 Mise à jour de  (cf. figure 3.9 pour  
  ) :
                     "    Mise à jour de 8 :
8    8       8: .    8 <  8:     8: 8 1  
où  8 	 . et .     2 (coefficient facilitant la convergence)
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Résultats obtenus
Nous avons simulé des images floues et bruitées en utilisant des noyaux paramétrés
de différentes formes et différentes valeurs de l’écart-type du bruit. Nous avons ensuite
estimé les paramètres du noyau ainsi que le paramètre de régularisation

, par maximum de
vraisemblance. Cela nous a permis de vérifier que l’estimateur proposé permet de retrouver,
avec une bonne précision, les paramètres du noyau
*
.
Des tests ont été effectués avec un noyau gaussien :* 	+   
	   (       (  
(3.108)
L’écart-type du bruit est choisi entre 0.5 et 2. Une zone de taille 2 	   2 	  , extraite de
l’image originale de Nîmes, a été utilisée pour les tests. Les résultats sont donnés sur la
figure 3.11.
Ces résultats montrent que le paramètre 8 est estimé correctement, malgré la présence du
bruit. D’ailleurs, les cas choisis sont particulièrement difficiles, et les dégradations subies
par les images satellitaires sont moindres dans le cas réel. Les valeurs de 8 estimées par
maximum de vraisemblance permettent une restauration correcte de l’image même dans
ces cas difficiles.
Nous présenterons les résultats sur l’image Nîmes (simulation SPOT 5) au chapitre
suivant, d’autres tests sur d’autres simulations ont été effectués dans le cadre d’un contrat
CNES [30].
B =0.5 B =1 B =2
k=1 1.0 1.1 1.1
k=2 1.9 1.8 1.7
k=3 2.8 2.6 2.4
FIG. 3.11 – Valeurs du paramètre 8 estimées sur une image dégradée par différentes fonc-
tions de flou (définies par l’équation (3.108)) et différentes valeurs de B
3.4 Déconvolution
3.4.1 Régularisation avec préservation des contours
Nous supposons, dans ce paragraphe, que les paramètres

, 8 et B sont fixés.
Nous rappelons que pour chercher l’image

liée à l’image observée
&
par l’équation
(3.1), nous devons minimiser le critère suivant par rapport à

:
 "    & )* C   ( 	 B ( <   "  (3.109)
Le choix d’une fonction 	 non quadratique, telle que la fonction 	      	  2 <  (  	 ,
permet de filtrer le bruit tout en préservant les contours. La fonction intervenant dans la
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régularisation du noyau est quadratique, interdisant justement les discontinuités, puisque ce
noyau est supposé lisse.
Nous utilisons l’algorithme défini dans [29, 31], qui est rapide, et dont la complexité ne
dépend pas de la taille de
*
puisqu’il travaille dans le domaine fréquentiel.
On remplace  par le critère augmenté    , pour se ramener à une fonctionnelle qua-
dratique par rapport à

:
   "  F   F     H  0  F   ( <  H  0  F   ( <  	     F 	+  <   F 	+  (3.110)
en utilisant le théorème semi-quadratique (3.27). Cela définit l’énergie augmentée à mini-
miser par rapport à






   "  F   F     & )* C   ( 	 B ( <     "  F   F   (3.111)
Nous minimisons  de manière alternée par rapport à  , F  et F  .




sont fixées, on a une forme quadratique en
: "   @     "   @  (3.112)
avec   et  @ donnés par :
   '  '  B ( < 	
0 (  H  H
 < H  H
  (3.113)
 @      '  & B ( < 	  0  H  F  < H  F    (3.114)
Nous utilisons une diagonalisation par une FFT, calculée au moyen d’une DCT [29], comme
pour l’échantillonnage a posteriori de

détaillé dans le paragraphe 3.2.7.
Nous notons G  la FFT de   :
G     )  *   (  B ( < 	 0 (   )      ( <  )      (    (3.115)
La FFT de la moyenne
 @
s’écrit :
)   @   G  . )  *   )  &   B ( < 	  0  )  H  F  < H  F    1 (3.116)





 F      F    est finalement :
    )    G  . )  *    )  &   B ( < 	  0  )  H   F    < H   F      1  (3.117)
Cet algorithme est rapide, puisqu’il ne nécessite qu’une FFT (taille
      
) et deux
DCT (taille
(    (   ).
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Lorsque

est fixé, la minimisation par rapport aux variables auxiliaires est effectuée
en utilisant le théorème semi-quadratique (3.28), avec la fonction de pondération :
	 % 8:  8  2	 	 " 8:  8  8    2 < 8 ( (3.118)
On obtient alors
 F     et  F     en fonction de    :
 F    	+  	 %   H      	+  0  (3.119) F    	+  	 %  H







est observée, et les paramètres

, 8 et B sont fixés.
 Initialisation de  :  @  &
 Répéter  fois, jusqu’à la convergence :
1. Minimisation par rapport à
 F     et  F     à   fixé
en utilisant (3.119) et (3.120)
2. Minimisation par rapport à
  
à
 F     ,  F     et *  fixés
en utilisant (3.117) et (3.115)
k









FIG. 3.12 – Algorithme de déconvolution par minimisation de  " 
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est effectuée en calculant le Maximum A Posteriori (MAP),
par l’algorithme 3.4.1. Le noyau de convolution est paramétré par une fonction 4    98:
correspondant à la physique du système imageur. Les paramètres du noyau ainsi que le
paramètre de régularisation de l’image sont estimés par maximum de vraisemblance. Les
paramètres ; et > du bruit, ainsi que l’écart-type moyen B sont estimés par l’algorithme
3.3.1.
On suppose que la fonction  
  a été calculée au préalable et tabulée, en utilisant
l’échantillonneur a priori 3.2.2.
L’initialisation des paramètres

et 8 est arbitraire ; on peut profiter ici d’éventuelles
connaissances a priori sur le type d’image utilisé et la taille du noyau
*
. Lorsque l’on traite
une série d’images, l’estimation sur la première image peut servir à initialiser les valeurs
des paramètres pour toutes les autres, si celles-ci ont des caractéristiques semblables.






et 8 sont initialisés (  ?.  2 , 8  2 ).
Répéter  fois, jusqu’à la convergence :
 Estimation de B , ; et > par l’algorithme 3.3.1
 Estimation de    par déconvolution, en fonction de   , 8  et B , en maximisant$ "  &    98   B  (algorithme 3.4.1)
 Échantillonnage a posteriori sur  (algorithme 3.2.1) en fonction de   , 8  et B ,
pour calculer les espérances
  et   , relatives aux gradients par rapport à  et 8 ,
par moyenne empirique (équation (3.78))
 Calcul de :  en fonction de   et     en utilisant l’équation (3.93) Calcul de 8   en fonction de   et 8  en utilisant l’expression du gradient (3.86)
(voir algorithme 3.3.2)
Cet algorithme de déconvolution aveugle effectue en fait de façon simultanée l’estima-
tion des paramètres et la déconvolution, puisque l’échantillonneur a posteriori est initialisé
avec le résultat de la déconvolution pour les valeurs courantes des paramètres. Néanmoins,
nous l’utilisons sur une petite zone de l’image (en général      ou 2 	   2 	  ) afin de
réduire le temps de calcul, et en profitant du fait que le noyau
*
est invariant par translation.
En effet, le but de cet algorithme est essentiellement l’estimation de
*
et de
 B  ;:9>  . Une
fois que ces paramètres instrumentaux ont été estimés, il est possible de mettre en œuvre
des techniques de déconvolution plus rapides [34, 33] afin de restaurer l’image dégradée
dans son intégralité.
INRIA





















FIG. 3.13 – Algorithme de déconvolution aveugle : estimation du bruit
 B  ;9>  , puis esti-
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3.5.2 Coût et complexité
Estimation du bruit
L’estimation des paramètres du bruit par l’algorithme 3.3.1 nécessite deux DCT, appli-
quées à l’image entière afin d’obtenir une précision maximale sur ; et > . Le coût lié aux
autres opérations est négligeable par rapport aux DCT.
La DCT est calculée grâce à une FFT. La FFT à 1 dimension et ! pixels demande
  ! 	  ( ! 	 opérations. À 2 dimensions, on effectue 	 ! FFT à 1 dimension, soit   ! ( 	  ( !
opérations en tout, soit   	  ( ! par pixel. Il faut compter environ 15 opérations supplémen-
taires pour chaque pixel, lors du calcul de la DCT par une FFT.
Cela représente donc 2 . 	  ( !-<  . opérations par pixel pour l’estimation du bruit (par
exemple 110 opérations par pixel pour l’image de Nîmes   2 	   2 	 ).
Estimation du noyau de convolution
Nous considérons ensuite l’algorithme 3.5.1, pour l’estimation du noyau de convolution.
La complexité de cette technique est essentiellement déterminée par la FFT et la DCT.
Ces transformées sont effectuées aussi bien dans l’échantillonnage a posteriori que dans
l’étape de déconvolution à paramètres fixés.
Pour des imagettes de taille 2 	   2 	  , le calcul des espérances a posteriori nécessite en-
viron 20 échantillons (on suppose que les espérances a priori ont déjà été calculées). Il faut
ajouter à cela les  	 =15 itérations nécessaires pour l’initialisation, donc il faut compter en-
viron  =35 itérations au total pour l’échantillonneur a posteriori. Le calcul de l’espérance
de  n’est pas coûteux en lui-même, en revanche le calcul de l’espérance correspondant au
gradient
  (paramètres du noyau) nécessite deux DCT (des multiplications sont effectuées
aussi bien dans l’espace image que dans l’espace fréquentiel).
Les  itérations sont nécessaires pour le tirage alterné  , F  et F  . Le tirage condi-
tionnel de







Pour le calcul des espérances, il faut compter environ 30 DCT pour les itérations d’ini-
tialisation, puis 80 DCT pour les itérations comprenant le calcul des espérances, donc 110
DCT au total, et ceci lors de chaque étape de descente de gradient. Mais si l’on utilise des
imagettes de taille 2 	   2 	  , ce qui est largement suffisant pour l’estimation des paramètres
de
*
, cela représente moins de 4 secondes sur un Sun Ultra 1 à 166 MHz.
Il faut ajouter à cela l’étape de déconvolution, dont le temps de calcul est plus court que
pour l’estimation, puisque 15 itérations (ce qui représente 30 DCT) suffisent pour obtenir la
convergence. Cela nécessite seulement quelques secondes de calcul sur la même machine,
si l’on se réfère à des imagettes de même taille.
Chaque itération de base de l’algorithme 3.5.1 (déconvolution, espérances et mise à jour
des paramètres) nécessite finalement le calcul de 140 DCT.
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Comme 20 itérations (descente de gradient) suffisent, finalement le coût total de l’es-
timation du noyau
*
est de 2800 DCT, ou 2   . . . 	  ( ! <   	 . . . opérations par pixel. En
temps de calcul, cela signifie 80 secondes sur un Sun Ultra 1 à 166 MHz.
3.5.3 Optimisations possibles
Le calcul préalable d’espérance a priori permet de gagner du temps au cours de l’esti-
mation. Nous en avons tenu compte dans les calculs ci-dessus. Ainsi seules les espérances
a posteriori sont à estimer pour chaque image, puisqu’elles dépendent de l’image à traiter.
Nous avons testé des techniques d’approximation qui permettraient de diviser le temps
de calcul par 35 (moins de 3 secondes pour une imagette 2 	  2 	  ). Les détails de ces tech-
niques sont confidentiels. Même si la qualité des images ainsi restaurées n’est pas aussi sa-
tisfaisante, nous avons pu vérifier que les paramètres du noyau
*
ainsi estimés sont corrects.
Ces résultats devront être confirmés par des tests complémentaires sur un grand nombre
d’images.
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Chapitre 4
Résultats
Nous avons estimé les paramètres instrumentaux sur l’image de Nîmes (simulation
SPOT 5 fournie par le CNES), de taille   2 	   2 	 . L’estimation du bruit a été effectuée
sur l’image entière, mais nous avons utilisé une imagette de taille 2 	  2 	  pour l’estima-
tion des paramètres du noyau.
Le noyau
*
théorique, ayant servi pour la dégradation, est donné sur la figure 4.1.
L’écart-type théorique, dans l’approximation où le bruit est de variance constante, estB   2      . Les paramètres du bruit variable sont ;
32  	  et >  .  . .   .
Avec l’algorithme 3.3.1 nous avons obtenu ;   2    . , >   .  . .  . et B   2    	 . La
relation entre la variance du bruit et la valeur des pixels de l’image observée est illustrée par
la figure 4.4.
Le noyau est paramétré dans l’espace fréquentiel par une exponentielle. Nous n’avons
pas modélisé ici le flou lié au déplacement du satellite.
Dans l’espace image, cela revient à utiliser la fonction suivante :
* 	+  22 <  ( 	 8 (
2
2 <# ( 	 8 (( (4.1)
L’algorithme complet de déconvolution aveugle 3.5.1 fournit les valeurs 8   8 (   2  2 ,
le noyau obtenu est représenté sur la figure 4.3.
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FIG. 4.1 – Noyau
*
correspondant à l’image de Nîmes à 2.5m
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FIG. 4.2 – Image de Nîmes   2 	   2 	 , floue et bruitée (résolution 2.5m)
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FIG. 4.3 – Noyau
*
estimé sur les imagettes de la figure 4.2, avec un paramétrage donné
par l’équation (4.1) et 8  ?8 (   2  2
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Valeur moyenne des pixels
"Nimes"
1.3+0.007*x
FIG. 4.4 – Estimation des paramètres ; et > du bruit blanc gaussien variable par l’algo-
rithme 3.3.1
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Chapitre 5
Conclusion
5.1 Synthèse des résultats
Le but de cette étude est la restitution des paramètres instrumentaux en imagerie satel-
litaire (tests sur des simulations SPOT 5).
Pour cela, le noyau de convolution est paramétré, par une fonction traduisant la physique
du système imageur étudié. Il s’agit d’estimer les paramètres de ce noyau, ainsi que ceux
du bruit additif lié au capteur.
La méthode proposée repose essentiellement sur deux étapes :
 Estimation des paramètres  ;9>  B  du bruit blanc gaussien variable, par filtrage passe-
bande de la DCT de l’image observée
&
, et par calcul de la variance du bruit après
classification des pixels dans l’espace image.
 Estimation conjointe des paramètres 8 (noyau de convolution) et du paramètre  (ré-
gularisation de l’image) par maximum de vraisemblance, en utilisant une méthode
MCMC. La vraisemblance est optimisée par une méthode de type Newton ; les gra-









). Les problèmes d’échantillonnage en

selon les loi a
priori et a posteriori étaient donc déjà résolus.
Cependant, le passage au cas où
*
est aussi inconnu, a posé plusieurs difficultés nou-
velles, car l’on a d’abord cherché à l’estimer en tout point [30]. Nous avons traité le pro-
blème de l’échantillonnage du noyau
*
, sous contraintes de positivité et de normalisation,
permettant d’optimiser la vraisemblance des paramètres par une méthode MCMC. Cela a
été rendu possible en utilisant une diagonalisation par DCT, comme dans le cas où le noyau





Toutes ces difficultés ont été levées [30].
Cependant, il n’a pas été possible d’estimer
*
en tout point, car il n’existe pas de solution
au problème d’estimation du paramètre  de régularisation du noyau. D’autre part, nous
avons également constaté que le modèle de régularisation sur
*
impose, en fait, la forme du
noyau, et cela équivaut, en pratique, à paramétrer le noyau [30].
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La méthode qui a été finalement retenue consiste à paramétrer le noyau de convolution,
en fonction des données dont on dispose concernant la physique du problème étudié. Les
résultats obtenus sont très satisfaisants, compte tenu du fait que l’unique a priori imposé
à l’ensemble du problème de déconvolution aveugle se réduit au choix de la fonction
*
paramétrée. En effet, nous n’avons pas imposé de contrainte particulière à l’image inconnue
, si ce n’est le modèle a priori, mais le paramètre de ce modèle a été estimé de manière
automatique.
5.2 Perspectives
5.2.1 Estimation de la réponse impulsionnelle
Pour permettre de valider et d’améliorer la méthode utilisée pour l’estimation des pa-
ramètres du noyau de convolution, des tests doivent être effectués sur différentes images
(simulations SPOT 5 et Pléiades), avec différents niveaux de bruit, chacune des images cor-
respondant soit à un modèle de réponse impulsionnelle différent, soit à différentes valeurs
des paramètres du même modèle.
La connaissance de la physique du capteur étudié pourra être avantageusement utilisée,
afin d’améliorer la précision du noyau estimé. Ainsi, les fonctions correspondant à un flou
de défocalisation, de bougé, etc. pourront être utilisées dans le modèle ; les paramètres es-
timés auront une signification physique et leur utilisation sera plus aisée (par exemple pour
corriger, à distance, les défauts de réglage du système optique).
5.2.2 Prise en compte d’une grille quinconce
La méthode que nous avons développée fonctionne avec une grille d’échantillonnage
carrée.
Lorsque les images sont échantillonnées sur une grille quinconce, ce qui sera le cas
pour le futur satellite SPOT 5, il est possible de se ramener à une grille carrée par sous-
échantillonnage, mais la précision d’estimation est moindre par rapport au cas où l’échan-
tillonnage quinconce est directement incorporé dans l’algorithme d’estimation des para-
mètres instrumentaux.
D’autre part, la prise en compte de la grille quinconce permettrait également d’exprimer
la fonction de flou directement dans le repère du capteur, ce qui simplifierait la modélisa-
tion. Cela permettrait notamment d’améliorer l’estimation du bougé lié au déplacement du
satellite pendant la prise de vue.
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