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We show that the chaos representation of some Compound Pois-
son Type processes displays an underlying intrinsic combinatorial
structure, partly independent of the chosen process. From the com-
putational viewpoint, we solve the arising combinatorial complexity
by means of the moments/cumulants duality for the laws of the cor-
responding processes, themselves measures on distributional spaces,
and provide a combinatorial interpretation of the associated ‘ex-
tended’ Fock spaces. From the theoretical viewpoint, in the case of
the Gamma measure, we trace back such complexity to its ‘simpli-
cial part’, i.e. the Dirichlet–Ferguson measure, hence to the Dirich-
let distribution on the finite-dimensional simplex. We thoroughly ex-
plore the combinatorial and algebraic properties of the latter distribu-
tion, arising in connection with cycle index polynomials of symmet-
ric groups and dynamical symmetry algebras of confluent Lauricella
functions.
1. Introduction. Given a probability distribution ν on a linear space Φ, denote by
L[ν](tX) :=
∫
Φ
exp[tX(x)] dν(x) , resp. by K[ν](tX) := lnL[ν](tX) ,
its moment, resp. cumulant, generating function computed at a real-valued random variable X.
The coefficients in the corresponding McLaurin expansions in t, respectively the (raw) mo-
ments µ′n = µ′ νn [X] and the cumulants κn = κνn[X], represent a cornerstone in elementary
probability, with both broad-ranging applications and great interest per se (e.g. – for the cu-
mulants – in free probability [5, 39, 40, and ref.s therein] and kinetic derivation theory [44, 45];
also, see [27] for historical remarks). Among the inherent problems, that of obtaining moments
from cumulants is seemingly a simple one, usually reduced to the observation that
µ′n = Bn[κ1, . . . , κn] ,
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where Bn denotes the n-variate (complete) Bell polynomial. Similar formulae hold for obtaining
cumulants from moments, raw moments from central moments and vice versa, thus suggesting
for these correspondences the – somewhat informal – designation of dualities.
In this article we show the following:
• appropriate generalizations of such dualities (Thm. 3.3) provide a better understanding
(e.g. Rem.s 5.8&6.3) and simpler proofs (e.g. Thm. 6.1, Prop. 6.2) of multiple stochas-
tic integration (MSI) and related results for the (compensated) Poisson measure P, the
Gamma measure G and the laws of other compound Poisson type (CPT) processes;
• the intrinsic exponential nature of CPT laws (§§3.1&5.1) results in an expression for their
cumulants (eq. (5.2)) in terms of the moments of the associated intensity and Le´vy mea-
sures and more generally prompts to cumulants as preeminent over moments for compu-
tational purposes;
• if the moments of the CPT laws’ Le´vy measures have a peculiar factorial part – we discuss
the case of G as a prototypical example – the combinatorial complexity of MSI, pertinent
to set partition lattices, is reduced to that of permutations (§2.1, Rem. 5.4, Prop. 5.7);
• in the case of G, such combinatorial complexity is traced back to the simplicial part of
the law, namely the Dirichlet–Ferguson measure D, whence to the Dirichlet distribution
on the finite-dimensional standard simplex. We show how a detailed study of the latter
cannot prescind from combinatorics and algebra and yields interesting connections with
enumeration theory (§4.3) and Lie representation theory (§§4.4&8), which we thoroughly
explore in the finite-dimensional framework.
Throughout the paper we focus on P, G and D as three major examples. Most of the results
concerned with D are proved as generalizations of their analogues for the Dirichlet distribution in
finite dimensions. Where such generalizations are not yet at hand, suitable conjectural statements
and heuristics are provided (§5.3), on which we plan to base future work along the line sketched
in §7.
Motivations. Our study is partly motivated by that of chaos representation (§6.1) for square-
integrable functionals of CPT random measures, which provide a large class of interesting exam-
ples. As noticed in Kondratiev et al. [34, 4.5] for the Gamma measure (§5.2), CPT processes do
not posses the chaos representation property (CRP). As a consequence, decompositions of the
space of square-integrable functionals obtained via generalized Fourier transforms become in this
case particularly involved (cf. e.g. [9, 34, 46]). A useful tool in the ‘simpler’ framework of CRP
for processes of Poisson and Gaussian type is Engel–Rota–Wallstrom MSI theory, based on the
combinatorial properties of set partitions lattices (see the standard reference monograph Peccati–
Taqqu [54]). Despite the great generality achieved and some strikingly simple formulations of
otherwise highly non-trivial expressions for moments and cumulants of multiple stochastic inte-
grals (e.g. Rota–Wallstrom [58]), such theory heavily relies on set partitions equations, usually
hardly tractable in explicit non-recursive forms.
Partly because of such complexity, the chaos representation for CPT processes has been var-
iously addressed (cf. e.g. [19, 46]) by MSI with respect to power jump processes (i.e. Nualart–
Schoutens chaos representation [53]), via orthogonalization techniques for polynomials on dis-
tributions spaces [46], through vector valued Gaussian white-noise (Tsilevich–Vershik [72]), or
by MSI with respect to Poisson processes, which is mostly the case of our interest. In that
framework, unitary isomorphisms are realized, via Jacobi fields, to Fock-type spaces. Whereas
the combinatorial properties of such Jacobi fields are often intractable and usually settled
by means of recursive descriptions (e.g. [9, 14, 35, 46]), the said extended/non-standard Fock
spaces [9, 12, 34, 35, 46] associated to CPT processes display an intrinsic structure, addressed
in full generality in Lytvynov [46], and connected to (the enumeration of) set partitions, thus
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hinting to Engel–Rota–Wallstrom theory. A basic example of this interplay between MSI and set
partitions (lattices) in the CPT case is the ‘minimality’ of the embedding [34] of the standard
Fock space associated to P into the extended Fock space of G (see Rem. 6.3).
Set partitions enumeration appearing as a tool in the aforementioned approach to CRP turns
out to be an incarnation of moments/cumulants dualities for the laws of the considered CPT
processes, in which setting we show that cumulants (rather than moments) are the interesting
quantities. We base this observation, of rather physical flavor, on the study of Gibbs measures,
a Leitmotiv in heuristic derivations in probability from Feynman’s derivation of the Wiener
measure to that of the entropic measure in Wasserstein diffusion (von Renesse–Sturm [73]).
Indeed, the Helmholtz free energy (see Rem. 5.6) associated to a Gibbs measure is (up to sign and
normalization) the cumulant generating function of the energy of the system, and the additivity
of the latter translates into a classical feature of cumulants: linearity on independent random
variables. This property becomes of particular importance when the partition function of the
system, here playing as a moment generating function, may be expressed – in a ‘natural’ way – in
exponential form. Physical heuristics aside, in the CPT framework the required exponential form
is clear, as it is provided by the well-known Le´vy–Khintchine formula (3.3); hence, for example,
the cumulant generating function of a CPT random measure with no drift nor Brownian part is
linear in the Le´vy measure. The computation of cumulants becomes then essentially trivial and
moments are recovered via duality.
Results. Among other CPT processes, we compare the law P of the Poisson process with
that, G, of the Gamma process, showing how set partitions combinatorics entailed in the mo-
ments/cumulants duality may be significantly simplified, thus making the set partitions lattices
machinery unnecessary. Indeed, while the moments of P are given by Bell polynomials (com-
puted at monomial powers, see Thm. 5.2 & Rem. 5.8) – hence, naturally, by averages over set
partitions –, those of G are given by augmented cycle index polynomials of symmetric groups
(Prop. 5.7) – related in the same way to integer partitions.
On the one hand, provided this understanding of moments, we show how convoluted (recur-
sive) expressions for the scalar product of the extended Fock space of G (and of other non-
standard Fock spaces) follow immediately (cf. e.g. Prop. 6.2) from classical identities for Bell
polynomials. On the other hand, the correspondence between integer partitions and the cyclic
structure of permutations (§2.1) suggests that the arising structure is purely a property of the
‘simplicial part’ (cf. [66]) of G, i.e. of the Dirichlet–Ferguson measure D (see [22], §5.2), supported
on a space of probability measures.
Alongside with its finite-dimensional analogue, i.e. the Dirichlet distribution (see [52], §4.1),
the Dirichlet–Ferguson measure D has been widely studied both per se (e.g. Lijoi–Regazzini [42])
and in connection with the Gamma process (Tsilevich–Vershik–Yor [66, 67]), mostly owing
to its numerous applications, ranging from population genetics to coalescent theory, number
theory and Bayesian nonparametrics (see e.g. the monograph Feng [21] and the surveys Lijoi–
Pru¨nster [41] and Berestycki [11]). In this work, we focus on the combinatorial and algebraic
properties of the Dirichlet distribution, which we subsequently extend to the case of D.
On the combinatorial side, deepening results by Kerov–Tsilevich [30], we compute the mo-
ments of the Dirichlet distribution (Thm. 4.2) as cycle index polynomials of symmetric groups
and interpret this result in light of Po´lya enumeration theory (Prop. 4.4). As a byproduct, we
obtain a new representation (Prop. 4.5) and asymptotic formulae (Prop. 4.6) for the moment
generating function of the distribution, i.e. the second multivariate Humbert function kΦ2, a
confluent form of the Lauricella function kFD; we subsequently generalize this limiting behavior
to the Dirichlet–Ferguson measure, matching on arbitrary compact separable spaces a result
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in [73] for the entropic measure on the 1-sphere (Prop. 5.5). A key roˆle in this combinatorial
perspective is assumed by the actions of symmetric groups on supports of Dirichlet distribu-
tions (i.e. the standard simplices), for which we provide different complementary interpretations
(Rem. 4.1, Prop. 8.3).
On the algebraic side, a metaphor of urns and beads (§4.3) points to the dynamical symmetry
algebra of the second Humbert function. By means of the general theory in Miller [49, and ref.s
therein] we show (Thm. 8.2) that the said algebra is the special linear Lie algebra of square
matrices with vanishing trace. The result is then – partly heuristically – extended by means
of Lie theory to the infinite-dimensional case of D (Thm. 5.9, Conj. 5.11); the construction is
reminiscent of Vershik’s construction of the infinite-dimensional Lebesgue measure [70]. We point
out that this connection with Lie theory arising from the study of Dirichlet(–Ferguson) measures
is not entirely surprising: For instance, several results concerned with the Gamma measure
(e.g. Kondratiev–Lytvynov–Vershik [36, and ref.s therein]) were obtained as part of a much
wider program (cf. e.g. [72, §1.4]) to study infinite-dimensional representations of (measurable)
sl2(R)-current groups.
We postpone some final remarks to §7.
Summary. Firstly, basic facts on partitions and permutations, exponential generating functions
and multi-sets are reviewed (§2). Secondly, some notions are recalled on infinitely divisible distri-
butions and the Le´vy–Khintchine formula for measures on finite-dimensional linear spaces (§3.1)
and on cylindrical measures on nuclear spaces (§3.2), turning then to dualities between moments
and cumulants for measures on such spaces (§ 3.3) and their applications to CPT processes. The
main results are contained in §§4&5, where we comparatively explore some properties of the
Poisson, Gamma and Dirichlet distributions, respectively of the laws P, G and D of Poisson,
Gamma and Dirichlet–Ferguson processes, mostly focusing on the Dirichlet case. The combina-
torial properties of (extended) Fock spaces are addressed in §6. Some conclusive remarks are
found in §7. Finally, complementary results and proofs, mainly concerned with Lie theory, are
collected in the Appendix §8.
2. Combinatorial preliminaries.
Notation. Let n be a positive integer (in the following usually implicit) and set
x := (x1, . . . , xn) e
i := (10, . . . , 0, i1, 0, . . . , n0)
1 := (11, . . . , n1) ixj := (xi+1, xi+2, . . . , xj−1, xj)
|x| :=x1 + · · ·+ xn xıˆ := (x1, . . . , xi−1, xi+1, . . . , xn)
~n := (1, . . . , n) x⊕ y := (x1, . . . , xn, y1, . . . , yn)
[n] := {1, . . . , n} pi ∈ Sn := {permutations of [n]}
xpi :=
(
xpi(1), . . . , xpi(n)
)
x  y :=(x1y1, . . . , xnyn)
xn :=x  . . .  x︸ ︷︷ ︸
n times
x · y :=x1y1 + · · ·+ xnyn ,
where we stress the position of an element in a vector with a left subscript. We stress that |x|
is always a signed quantity and the symbol |x| never denotes a norm of the vector x.
For f : C→ C or f :=(f1, . . . , fn) with fi : C→ C, write
f[x] := (f [x1], . . . , f [xn]) f[x] := (f1[x1], . . . , fn[xn])
f [x] :=(f[x])1 f [x] :=(f[x])1 ,
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e.g. xy = (xy11 , . . . , x
yn
n ) while xy = x
y1
1 . . . x
yn
n . Finally, denote by Γ the Euler Gamma function,
by 〈α〉k := Γ[α+ k]/Γ[k] the Pochhammer symbol of α > 0, by
B[x, y] :=
Γ[x]Γ[y]
Γ[x+ y]
resp. B[x] :=
Γ[x]
Γ[|x|]
the Euler Beta function, resp. its multivariate analogue. We reserve the upright typeset ‘B’ for
the Beta function, so that no confusion with Bell polynomials or Bell numbers (see below) may
arise.
2.1. Partitions and permutations combinatorics. We briefly review some basic facts about
partitions, permutations and multi-sets. Concerning set partitions, resp. Bell and Touchard poly-
nomials, a more exhaustive exposition may be found in [54, §2.3, resp. §2.4]; however, we rather
put the emphasis on the comparison among enumeration of set partitions, integer partitions and
permutations. Further related results in enumerative combinatorics may be found in [62].
Set and integer partitions. A set partition of [n] is a tuple L := (L1, . . . , Lr) of disjoint sub-
sets ∅ ( Li ⊆ [n], termed clusters or blocks, and such that unionsqiLi = [n]. For any such partition
write L ` [n] and L `r [n] if |L| = r, i.e. if L has r clusters.
A (integer) partition λ of n into r parts (write: λ `r n) is a vector of non-negative integer
solutions of the system |~n  λ| = n, |λ| = r. Term λ a (integer) partition of n (write: λ ` n) if
the second requirement is dropped. We always regard a partition in its frequency representation,
i.e. as the vector of its ordered frequencies (see e.g. [2, §1.1]).
To a set partition L `r [n] one can associate in a unique way the partition λ(L) `r n by
setting λi(L) := # {h ∈ [r] | #Lh = i}. The number of set partitions L ` [n] with subsets of
given cardinalities λ :=λ(L) ` n is counted by the Faa` di Bruno’s coefficient (or multinomial
number of the third kind)
M3[λ] :=n!
(
n∏
i
(i!)λiλi!
)−1
=
n!
λ!(~n!)λ
.
An interpretation of M3[ · ] in terms of set partitions lattices may be found in [54, (2.3.8)].
A permutations pi ∈ Sn is said to have cyclic structure λ if the lengths of its cycles co-
incide with λ (a permutation is thus always understood in its one-line notation). Denote
by Sn(λ) ⊆ Sn the set of permutations with cyclic structure λ and recall that two permu-
tations have the same cyclic structure if and only if they are conjugate to each other as group
elements of Sn. Also recall (cf. [62, I.1.3.2]) that
M2[λ] := #Sn(λ) = n!
(
n∏
i
iλiλi!
)−1
=
n!
λ! ~nλ
,
termed multinomial number of the second kind. Given pi ∈ Sn, denote by λ(pi) the unique integer
partition of n encoding the cycle structure of pi, so that pi ∈ Sn(λ(pi)).
Finally, a multi-index m of size k and length n is any vector in Nk0 such that |m| = n. Such
multi-indices encode the functions f : [n]→ [k] by regarding mi as #f−1[i]. Their count is given
by the multinomial coefficient
(
n
m
)
of the multi-index.
In a similar fashion, a positive multi-index of size k and length n is any vector in Nk1 such
that |m| = n. Such multi-indices encode surjective functions in [k][n], since (strict) positivity of
every entry in m entails that every element of [k] is targeted by f . Up to permutation of the
elements of [k], surjective functions in [k][n] are bijective to set partitions of [n] into k blocks,
hence the latter ones’ total count is given by 1k!
(
n
m
)
.
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Remark 2.1. For the sake of completeness, let us point out that – in this context – the
multinomial coefficient M1[m] :=
(|m|
m
)
ought to be thought of as the first element in a se-
quence M1[ · ], M2[ · ], M3[ · ] and deserves the name of multinomial number of the first kind.
We prefer however to keep the usual notation and terminology, but we shall say ‘multinomial
numbers’ when collectively referring to the three of them.
As well as being encoded by a partition λ `r n, the cyclic structure of a permutation pi ∈ Sn
with r cycles is also encoded by a multi-index m ∈ Nk0 of length |m| = n. Visually, the set of
such multi-indices is bijective to that of monotone excursions on the lattice Z2 starting at (0, 1)
and ending at (n, k). In this case, r counts the number of non-zero elements in m, which in turn
count the lengths of cycles. The general statement is readily deduced from the following example
via a Catalan-type diagram
The horizontal lines describe the cycles of the following permutation, resp. partition, multi-
index
pi =( · )( · · )( · · · · )( · )( · · · ) ∈ S11 ,
λ = (12, 21, 31, 41, 50, . . . , 110) `5 11
m = (1, 2, 0, 4, 0, 1, 0, 0, 3) ∈ N90 .
The latter is obtained by counting the length of horizontal lines on the lower side of each
square, separated by as many 0’s as the number of vertical lines on the right side of each
square, reduced by one. The number of parts in which n is subdivided, given by |λ|, accounts
for the number of non-zero entries in m, hence for the number of different groups of contiguous
horizontal lines in the diagram.
Remark 2.2. When regarded as encoding the cyclic structure of a permutation, multi-
indices m and integer partitions λ ought to be understood as ‘dual’ notions, the ‘duality’ being
given by flipping (along the main diagonal) the Catalan type diagram for m constructed above.
Loosely speaking, if a property involving a multi-index m in Nk0 and of length n holds, then
one would expect some ‘dual’ property to hold for the partition λ corresponding to m. As
the correspondence between integer partitions and multi-indices is not bijective – hence the
quotation marks –, we shall refrain from addressing it further. It will however be of guidance in
discussing instances of the aggregation property of the Dirichlet distribution in §4 below.
Bell polynomials and the cycle index polynomial of Sn. The cluster structure of a parti-
tion L `r [n], resp. L ` [n], is encoded by the partial, resp. complete, Bell polynomial
Bn r[x] :=
∑
λ`rn
M3[λ]x
λ , resp. Bn[x] :=
∑
λ`n
M3[λ]x
λ ,(2.1)
where λ :=λ(L) and the index of each variable in the monomial xλ = xλ11 · · ·xλnn indicates the
size of the cluster, i.e. there are λ1 clusters of size 1, up to λn clusters of size n. Bell polynomials
count the Bell number Bn :=Bn[1] of partitions of [n] and satisfy the identities
Bn r[b(a1)
~n  x] =anbrBn r[x] Bn[(a1)~n  x] =anBn[x] ,(2.2)
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the recursive identity
(2.3) Bn+1[x] =
n∑
k=0
(
n
k
)
Bn−k[xn−k]xk+1 B0[∅] :=1 , x` :=(x1, . . . , x`) ,
and the binomial type (cf. [57]) identity
Bn[x+ y] =
n∑
k=0
(
n
k
)
Bk[xk]Bn−k[yn−k] .(2.4)
In the same way as the Bell polynomial Bn encodes (the cardinalities of) set partitions of [n],
the cycle index polynomial of Sn defined by
Zn[x] :=
Bn[Γ
[~n]  x]
n!
=
1
n!
∑
λ`n
M2[λ]x
λ(2.5)
encodes integer partitions of n and satisfies the recurrence relation
(n+ 1)!Zn[x] =
n∑
k=0
n!Zn−k[xn−k]xk+1 Z0[∅] := 1 , x` :=(x1, . . . , x`) .(2.6)
Remark 2.3 (Cycle index polynomials of permutation groups). Cycle index polynomials
may be defined for any permutation group G ⊆ Sn by the formula
ZG[x] :=
1
#G
∑
pi∈G
xλ(pi) .
One of their numerous applications is Po´lya Enumeration Theory, whose main result is recalled
in §4.3 below.
A combinatorial proof of (2.3) and (2.6) is best given in terms of Young tableaux. Indeed,
let e.g. λ = (1, 1, 0, 2, 0, . . . , 110) `4 11, which induces by augmentation the following partitions
of 12
λ = −→ ,
obtained by adding to each subset of λ one additional element in such a way that the associated
tableau remains of Young type. Labelling each box in a tableau allows to consider set partitions
rather than integer partitions.
For arbitrary n, the set partitions of [n+ 1] are thus obtained by fixing S ⊆ [n] a subset of k
elements and adding to it the additional element n+ 1, so that the size #S ∪{n+ 1} = k+ 1 of
the resulting cluster is encoded in the variable xk+1, while the partitions of the remaining n− k
elements are encoded in the Bell polynomial Bn−k. Since there are
(
n
k
)
possible choices for the
subset S, equation (2.3) follows. Taking this choice to be irrelevant, for each of the so chosen
clusters S has cardinality k + 1, we get (2.6).
2.2. Exponential generating functions. Given a sequence (an)n of real numbers, we denote
by EGF[an](x) :=
∑
n≥0 anx
n/n! its exponential generating function.
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EGF’s and partitions. It is a well-known fact in enumerative combinatorics that exponential
generating functions provide yet another way to account for multinomial numbers, hence to
count e.g. set partitions.
Proposition 2.4. Let f [x] := EGF[an](x) and f`[x] := EGF[a
(`)
n ](x) for ` ∈ [k]. It holds
k∏
`
f`[x] = EGF[an](x) an :=
∑
m∈Nk0
|m|=n
(
n
m
)
a(1)m1 · · · a(k)mk(2.7a)
f [x]k
k!
= EGF[bn](x) bn :=
∑
m∈Nk1
|m|=n
1
k!
(
n
m
)
am1 · · · amk(2.7b)
ef [x] = EGF[cn](x) cn :=
∑
λ`n
M3[λ] a
λ1
1 · · · aλnn = Bn[a1, . . . , an] .(2.7c)
Proof. A proof of (2.7a) (whence of (2.7b)) follows by induction from the classical Cauchy
product of power series. Proofs of (2.7a) and of the formula for the composition of EGF’s
(whence of (2.7c)) are also found in [62, 5.1.3, 5.1.4], together with the respective combinatorial
interpretations. We rather discuss the specific combinatorial interpretation of (2.7c), which is as
follows. Firstly, we have from (2.7b)
ef [x] =
∞∑
k=0
f [x]k
k!
=
∞∑
k=0
∑
m∈Nk1
|m|=n
1
k!
(
n
m
)
am1 · · · amk .
As shown in the last paragraph, the coefficient 1k!
(
n
m
)
in (2.7b) accounts for the number of
surjective functions in [k][n], which we can regard as set partitions of [n]. Since k is itself varying
in N, we are interested in set partitions L ` [n] into clusters of arbitrary cardinality (hence in
set partitions with arbitrary number of clusters). Letting the subscript mi of ami denote the
cardinality of the set Li in L, the number of clusters in L with cardinality mi is then given by
coefficient λi in the integer partition λ :=λ(L), whence (2.7c) follows by the above discussion
on Bell polynomials. 
Example 2.5. The exponential generating function for the number of cyclic permutations
of order n, given by #Sn(e
n) = M2[e
n] = Γ[n], is
EGF[M2[e
n]](x) =
∑
n
Γ[n]xn
n!
= − log(1− x) .(2.8)
As a simple check, since every permutation pi ∈ Sn is uniquely partitioned into cyclic permu-
tations of maximal length, the exponential generating function for the total number of permu-
tations is obtained by exponentiating the one above, viz.
EGF[#Sn](x) =
1
1− x =
∞∑
n=0
n!
xn
n!
.
2.3. Multi-sets. We conclude this section by recalling some basic properties of multi-sets.
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Notation. Given a set S, a finite S-multi-set is any function s : S → N such that #s := 〈# | s〉
is finite, where 〈# | · 〉 denotes integration on S with respect to the counting measure. We are
mainly interested in real multi-sets, which we denoted by
{s1, . . . , s1︸ ︷︷ ︸
α1
, s2, . . . , s2︸ ︷︷ ︸
α2
, . . . } =: JsαK ,
where α is the vector of positive values attained by the function s and s is a real valued vector
with mutually different entries; since #JsαK := #s is finite, s is a simple function and thus α has
finitely many entries; furthermore #JsαK = |α|.
We term the set {s1, . . . , sk} the underlying set to JsαK, the number αi the multiplicity of si, k
the number of (different) types in JsαK and |α| the cardinality of the multi-set. Finally, recall
that the total number of multi-sets of cardinality n with k types is given by the number of
solutions in Nk of the equation |α| = n and counted (see [62, §I.1.2]) by the multi-set coefficient(
k
n
)
:= 〈k〉n /n! .
For further purposes notice that the expression
(
α
n
)
is meaningful for any real α > 0.
3. Moments and cumulants on nuclear spaces. We give here a short review of moments
and cumulants in fairly broad generality, namely for (probability) measures on nuclear dual
spaces (i.e. nuclear spaces admitting a strongly continuous pre-dual, not to be confused with
dual nuclear or co-nuclear spaces, i.e. spaces with nuclear dual) and more generally for cylindrical
measures on topological linear spaces.
3.1. Infinitely divisible distributions and the Le´vy–Khintchine formula. For the sake of sim-
plicity, we review here Le´vy processes on Rd, mainly following [3, 59, 63]. Generalizations to
measure-valued Le´vy processes on Riemannian manifolds, Le´vy processes on (separable) Banach
and nuclear spaces may be found in [46], [4] and in [68] respectively. For convolution and infinite
divisibility of measures on finite-dimensional spaces see [59, §7] or [63, §3.2.1]; for the convo-
lution calculus on spaces of distributions with applications to stochastic differential equations
see e.g. [10]. For those Le´vy processes on Polish spaces relevant in the applications to random
measures below specific references are provided in §5.
Infinite divisibility. A probability distribution ν on Rd is termed infinitely divisible if for every
positive integer k there exists a probability distribution νk such that ν = ν
∗k
k , where λ
∗k denotes
the k-fold convolution of the measure λ with itself and we set λ∗0 := δ0d . In words, a distribution ν
is infinitely divisible if it has convolution roots of arbitrary integer order in the convolution
algebra of measures on Rd, in which case each convolution root is unique (see [59, 7.5-6]) and it
is possible to define arbitrary (non-integer) convolution powers (see [59, §7]) of ν. Term further
a (probability) distribution ν on Rd to be of Poisson type if there exists c > 0 and a probability
distribution λ, defined on the same space as ν, such that
ν = νcλ = exp
∗[cλ] := e−c
∞∑
n=0
ck
k!
λ∗k ,(3.1)
where e−c is a normalization constant. We term λ the convolution logarithm of νcλ and denote
it by ln∗[νcλ]. Morally, a distribution is infinitely divisible if and only if it admits a well-defined
convolution logarithm; it is indeed possible to show (see [63, §3.2.1]) that every infinitely divisible
distribution is in the closure of Poisson type measures with respect to the narrow topology.
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Le´vy processes. Recall that a Le´vy process in law on Rd is any stochastically continuous process
starting at 0d with stationary independent increments; any such process admits a modification
with ca`dla`g paths (see [3, 2.1.7]), usually termed a Le´vy process; since we are mainly interested
in the laws of Le´vy processes, the term ‘in law’ is henceforth omitted and, whenever relevant,
only modifications with ca`dla`g paths are considered. A distribution on Rd is the law of some
Le´vy process if and only if it is infinitely divisible (see [59, 7.10]) and distributions as such are
characterized by the following well-known representation theorem.
Theorem 3.1 (Le´vy–Khintchine formula (see e.g. [59, 8.1])). A probability distribution ν
on Rd is infinitely divisible if and only if there exist
• a constant c in Rd;
• a non-negative definite quadratic form A on Rd;
• a Le´vy measure λ on Rd, i.e. satisfying
λ {0d} =0 and
∫
Rd
(
1 ∧ ‖x‖22
)
dλ(x) <∞ ,(3.2)
such that
F [ν](z) = exp
[
−12A[z, z] + i c · z+
∫
Rd
(
ei z·x − 1− i(z · x)1D(x)
)
dλ(x)
]
,(3.3)
where z ∈ Rd and D denotes the closed ball in Rd of radius 1, centered at the origin. Furthermore,
if this is the case, then c, A and λ are unique.
It is well-known (see e.g. [59, 2.5&7.5]) that the Fourier transform of an infinitely divisible
distribution on Rd is a non-negative definite (in the sense of (3.4) below) functional on Rd,
continuous at 0d with value 1, and nowhere vanishing. Whereas these conditions are not sufficient
to ensure infinite divisibility, we are interested in those infinite-dimensional linear spaces Φ
(playing the roˆle of Rd) such that any functional as above is the Fourier transform of some
probability measure on Φ. A wide class of such spaces, seemingly sufficiently general to include
most applications, is constituted by nuclear spaces.
3.2. Measures on nuclear spaces. We follow [25, §IV.1.1-4, IV.4.1-2]. A modern treatment
of analysis on nuclear spaces may be found in [13]. Topological linear spaces are always meant
to be Hausdorff; the term is however omitted.
Cylindrical measures. Let Φ be a co-nuclear space and denote by Φ′ its topological dual (a nu-
clear dual space) endowed with the weak* topology induced by the canonical duality pair 〈 · | · 〉.
Let further F be a finite-dimensional linear subspace of Φ and denote by F⊥ its annihilator
in Φ′. Given a subset A of the finite-dimensional vector space Φ′
/
F⊥ define the cylinder set
with base set A and generating subspace Φ′
/
F⊥ as the pre-image of A under the quotient
map pr: Φ′ → Φ′/F⊥ . Since Φ′/F⊥ is finite-dimensional, it may be endowed with a unique (lo-
cally convex) vector space topology and the induced Borel σ-algebra. By a cylindrical measure ν
on Φ′ we mean a non-negative real-valued function on the cylinder sets of Φ′, countably addi-
tive on families of cylinder sets with same generating subspace and disjoint Borel measurable
base sets, additionally satisfying the normalization νΦ′ = 1. A cylindrical measure ν is termed
continuous if the functionals
〈u ◦ y〉ν :=
∫
Φ′
u [y  (h1)] dν(h)
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are sequentially continuous in the variables y on Φ×k for every real-valued function u continuous
and bounded on Rk and arbitrary k in N1. With common abuse of notation, we hereby implicitly
denote by y the linear functional 〈 · | y〉 for y in Φ, hence we set
y  (h1) := (y1h, . . . , ykh) = (〈h | y1〉 , . . . , 〈h | yk〉) ,
and by 〈 · 〉ν the expectation with respect to ν. Any continuous cylindrical measure on a nuclear
dual space is countably additive (see [25, §IV.2.3]), thus in fact a probability measure.
Fourier & Laplace transforms. Given a cyclindrical measure ν on Φ′, define its Fourier, resp.
Laplace, transform in the variable y as
F [ν](y) := 〈exp iy〉ν , resp. L[ν](y) := 〈exp y〉ν .
We borrow the term transform from infinite-dimensional analysis; in the case Φ = Rd those
of characteristic, resp. moment generating, function are of common use. It is not difficult to
show (see [25, §IV.4.1]) that the Fourier (or Laplace) transform of ν is actually characterized
by the ν-measure of half-spaces in Φ′. Indeed, for any finite-dimensional subspace F ⊆ Φ, every
half-space of the form y ≤ c with y in F and c a real constant consists of cosets induced by the
quotient map pr: Φ′ → Φ′/F⊥ (see above). Thus, the ν-measure of the half-space y ≤ c in Φ′
coincides with the pr] ν-measure of the half-space defined by the same inequality in the quotient
space Φ′
/
F⊥ and it holds that
F [ν](y) = F [pr] ν](y) .
The Bochner–Minlos Theorem. Among the reasons why we are interested in cylindrical mea-
sures on nuclear spaces is the following well-known realization theorem, which allows for the
identification of those linear functionals on a space Φ that are Fourier transforms of some (cylin-
drical) measure on the dual space Φ′. Recall that a functional F on a topological linear space Φ
is termed non-negative definite if
k∑
i,j
F(yi − yj)αiαj ≥ 0(3.4)
for every y = (y1, . . . , yk) in Φ
×k, α in Ck and k in N1.
Theorem 3.2 (Bochner–Minlos (see [25, §IV.4.2])). Let F be a functional on a topological
linear space Φ. Then, F is the Fourier transform of a cylindrical measure ν on Φ′ if and only if
it is non-negative definite, sequentially continuous and such that F [0Φ] = 1.
If, in addition, Φ is a nuclear space (hence Φ′ is a nuclear dual space), the same statement
holds for (countably additive, rather than only cylindrical) probability measures.
3.3. Moments, central moments and cumulants. We are solely concerned with linear mo-
ments and cumulants, i.e. those of linear functionals. However, when referring to moments and
cumulants, the term ‘linear’ is always omitted.
Notation. Let ν be a cylindrical measure on a (topological) dual linear space Φ′. By (raw),
resp. central, (univariate) moments of ν we mean any integral of the form
µ′ νn [y] := 〈yn〉ν , resp. µνn[y] := 〈(y − 〈y〉ν)n〉ν ,
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where yn := 〈 · | y〉n for fixed y in Φ. We drop the superscript ν whenever the measure may be
inferred from the context, thus writing only µn in place of µ
ν
n. Let now y := (y1, . . . , yk) be a
vector in Φ×k and denote the vector (〈 · | y1〉 , . . . , 〈 · | yk〉) in the same way. The multivariate
Fourier, resp. Laplace, transform in the variables y is defined as
F [ν](y) := 〈exp[i|y|]〉ν , resp. L[ν](y) := 〈exp |y|〉ν .
The corresponding multivariate moments of order n are defined analogously by setting
µ′ νm[y] := 〈ym〉ν , resp. µνm[y] := 〈(y − 〈y〉ν)m〉ν ,
where m is any multi-index in Nk0 of length n and, consistently with the established notation
and the aforementioned abuse thereof, we set
〈w〉ν := 〈w1〉ν · · · 〈yk〉ν , and 〈w〉ν := (〈w1〉ν , . . . , 〈wk〉ν) .
Whenever m = 1 (whence k = n), we write µn[y] in place of µ1[y] in order to keep track of
the dimension of y. Finally, we denote collectively by µ◦ both raw and central moments. Given
y as above and L ⊆ [n], denote by yL the product ∏i∈L 〈 · | yi〉. We define further the total
multivariate cumulant of order n as (cf. [54, 3.2.19])
κn[y] = κ
ν
[n][y] :=
n∑
r=1
(−1)r−1Γ[r]
∑
L`r[n]
∏
L∈L
〈
yL
〉
ν
,(3.5)
the corresponding univariate version being simply
κn[y] :=κn[y 1] .
More general definitions of cumulants are possible, which can be straightforwardly adapted
to the present setting. For instance (see e.g. [44, §A]), one can recursively define multivariate
cumulants with arbitrary indices in terms of lower order moments by setting
κL[y] :=
∑
∅(I⊆L
〈
yL\I
〉
ν
κI [y] , κ∅[y] :=0 ,(3.6)
in which case κn[y] = κ[n][y].
Finally, cumulants enjoy the following properties
(i) homogeneity : κL[c  y] = c1κL[y] for c in Rk;
(ii) additivity : if y ⊥⊥ w, then κL[y +w] = κL[y] + κL[w];
(iii) shift equivariance: κ1[y + c] = κ1[y] + c for c ∈ R;
(iv) shift invariance: κn[y + c] = κn[y] for c ∈ R and n ≥ 2;
(v) independence: κL[y] = 0 as soon as yL1 ⊥⊥ yL2 for some non-trivial L := {L1, L2} ` L.
The same holds in fact for an arbitrary measure ν and random variables Y,W (see e.g. [54,
§3.1] for the easy proofs).
Dualities. We stress that, a priori, none of the above integrals is well-defined.
If the (k-variate) Laplace transform L[ν] is well-defined and strictly positive on some domain
D ⊆ Φ (resp. D ⊆ Φ×k), one can define the cumulant generating function of ν by setting, on
the same domain
K[ν] := lnL[ν] .
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In light of the discussion on half-spaces in §3.2, we shall focus on (cylindrical) measures ν on Φ′
such that L[ν](ty) and K[ν](ty) (resp. L[ν](t ·y) and K[ν](t ·y)) are analytic in the variable(s) t
(resp. t) in a neighborhood of t = 0 (resp. t = 0 in Rk) for every fixed y in some affine open half-
space H ⊆ Φ containing 0Φ (resp. y in some affine hyper-octant of Φ×k). We shall term these
measures to be analytically of exponential type, in which case one can check by straightforward
computations that the (multivariate) raw moments, resp. (multivariate) cumulants, are precisely
the coefficients in the McLaurin expansion of the respective generating functions; that is e.g.
µ′m[y] = (−i)|m| ∂mt
∣∣
t=0
F [ν](t · y) t ∈ Rk ,(3.7a)
κm[y] = (−i)|m| ∂mt
∣∣
t=0
lnF [ν](t · y) t ∈ Rk ,(3.7b)
where we denote by ∂mt the multivariate differential operator of indices m in the variables t.
The identity (3.7b) (usually taken as a definition) yields the cumulance property, motivating
the terminology. Namely, whenever ν1, ν2 are finite Borel measures on a topological group with
analytic Fourier transform and such that their convolution is defined, then by properties of the
latter
K[ν1 ∗ ν2] = K[ν1] +K[ν2]
so that κν1∗ν2m = κν1m + κν2m.
Theorem 3.3 (Moments/cumulants and central/raw moments dualities). Let ν be a (cylin-
drical) measure analytically of exponential type on a (topological) dual linear space Φ′. Then,
the moments µ′n :=µ′n[y] and the cumulants κn :=κn[y] may be inferred from each other via the
formulae
µ′n =Bn[κ1, . . . , κn] ,(3.8a)
κn =B
∗
n[µ
′
1, . . . , µ
′
n] :=
n∑
k=1
(−1)n−k(n− k)!Bnk[µ′1, . . . , µ′k] ,(3.8b)
where Bn and Bnk are the Bell polynomials (2.1). Analogously, the raw moments µ
′
n and the
central moments µn :=µn[y] are related by the binomial transforms (also Mo¨bius inversion for-
mulae [54])
µn =
n∑
k=0
(
n
k
)
(−1)n−kµ′n−k1 µ′k µ′0 =1 ,(3.9a)
µ′n =
n∑
k=0
(
n
k
)
µ′n−k1 µk µ0 =1, µ1 = 0 .(3.9b)
The corresponding (recursive) multivariate formulae for moments and cumulants are straight-
forwardly deduced from (3.5)-(3.6), while those for raw and central moments are as follows
µm[y] =
∑
0≤j≤m
(
m
j
)
(−1)|m−j| 〈y〉m−jν µ′j[y] µ′0 =1 ,(3.9c)
µ′m[y] =
∑
0≤j≤m
(
m
j
) 〈y〉m−jν µj[y] µ0 =1, µei = 0 .(3.9d)
Proof. The assumptions on ν grant the existence of moments and cumulants in y (resp. y)
for y (resp. yi) in an appropriate affine half-space of Φ. A proof is then straightforwardly deduced
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from the classical case Φ = Rd. For example, (3.8a) is a consequence of the Faa` di Bruno-type
formula
dt exp[f(t)] = Bn
[(
f (1)(t), . . . , f (n)(t)
)]
exp[f(t)](3.10)
restricted to t = 0, obtained by differentiating (2.7c). See e.g. [54, §3.2] and [6, §2] for the details
in the classical case and [61] for additional recursive formulae. 
4. The Dirichlet distribution. We take here a digression into some combinatorial as-
pects of the Dirichlet distribution on the finite-dimensional standard simplex, instrumental to
the discussion on Dirichlet–Ferguson and Gamma random measures in §5 below. Our purpose is
twofold: On one hand we show that the combinatorics of symmetric groups provides interpreta-
tion and, occasionally, new proofs for well-known properties of the Dirichlet distribution; on the
other hand, we wish to draw attention on how these combinatorial aspects may be subsumed in
the study of Lauricella hypergeometric functions, which we expect to constitute a link towards
(Lie) representation theory, loosely in the spirit of [66, 67, 70].
4.1. The Poisson, Gamma and Dirichlet distributions. We minimally recall the main def-
initions and some facts on the Poisson, Gamma and Dirichlet distributions. Importantly, we
describe the Dirichlet distribution on the standard simplex ∆k ⊆ Rk+1 rather than on the corner
simplex ∆k∗ ⊆ Rk (in the Literature both choices are common).
Poisson distribution. The Poisson distribution of expectation c > 0 is the discrete distribution
with density d Poi[c](k) := e−cck/k!, so that
Poi[c](k) := exp∗[cδ1] ,(4.1)
which motivates the terminology of (C)PT distribution in §3.1. The moments of a Poisson
distribution of expectation c are given by Tn[c] where
Tn[x] :=Bn[x1] = e
−x
∞∑
k=0
xkkn
k!
denotes the nth Touchard polynomial, with exponential generating function
(4.2) EGF[Tn](x, t) :=
∞∑
n=0
Tn[x]t
n
n!
= ex(e
t−1) .
The moments of the Poisson distribution with expectation 1 are thus precisely the Bell num-
bers Bn (Dobin´ski formula), while the cumulants of Poi[c] are simply, cf. (3.8a),
κn[s] = c = µ
′ ln∗ Poi[c]
n [s] .
Gamma distribution. The Gamma distribution of shape θ > 0 and (inverse) scale k > 0 is
defined as
Gam [θ, k] (x) :=
kθ
Γ[θ]
xθ−1e−kx 1[0,+∞][x] .
The distribution is characterized by the following property (Lukacs’ characterization, see [43]):
If Y and W are independent positive non-degenerate random variables, then Y + W and
Y/(Y + W ) are independent if and only if Y and W have Gamma distributions with the same
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scale parameter. Furthermore, the distribution Gam[θ, k] is moment determined, with moment
generating function L[Gam[θ, k]](t) = (1 + kt)−θ and moments
µ′ Gam[θ,k]n = 〈θ〉n kn .(4.3)
Given Y := (Y1, . . . , Yk) i.i.d. random variables with Yi ∼ Gam[αi, `], their sum satisfies
|Y| ∼ Gam[|α|, `] ,
hence, inductively, V is independent of the distribution of the ∆k−1-valued random vector
W := |Y|−1Y. The distribution of the latter is W ∼ Dir[α], where Dir is the following Dirichlet
distribution on the simplex ∆k−1.
Dirichlet distribution. Let ∆k−1 := conv
(
ei
)k
i
⊆ Rk be the standard (k − 1)-dimensional sim-
plex. We denote by
Dir [α] (x) :=
1∆k−1 [x]
B [α]
k∏
i=1
xαi−1i = 1∆k−1 [x]
xα−1
B [α]
the Dirichlet distribution with parameter α > 0 (see e.g. [52]). The Dirichlet distribution is
quasi-exchangeable, i.e.
Dir[α](x) = Dir[αpi](xpi) pi ∈Sk(4.4)
and satisfies the following aggregation property (see e.g. [37, §49.5]) . Setting
y?+i :=yıˆ + yie
i = (y1, . . . , yi−1, yi + yi+1, yi+2, . . . , yk) ,
a random vector Y satisfies
Y ∼ Dir[α] =⇒ Y?+i ∼ Dir[α?+i] .(4.5)
In the case α = α1 one has αpi = α for every pi, thus quasi-exchangeability coincides with
exchangeability, hence the name.
By compactness of ∆k−1, the Dirichlet distribution is moment determined for any choice of
the parameters α. As a consequence, any property holding for the Dirichlet distribution may be
checked for a measure ν with the same moments as Dir[α]. The moments are straightforwardly
computed as
(4.6)
µ′n[s,α] :=
∫
∆k−1
(s · x)n Dir[α](x) dx
=
∑
m∈Nk0
|m|=n
(
n
m
)
smB[α +m]B[α]−1 =
n!
〈|α|〉n
∑
m∈Nk0
|m|=n
sm
m!
〈α〉m ,
so that the Laplace transform of the distribution satisfies
(4.7)
L[Dir[α]](s) :=
∫
∆k−1
exp(s · x) Dir[α](x) dx
=
∞∑
n=0
µ′n[s,α]
n!
=
∑
m∈Nk0
(
α
m
) sm
〈|α|〉|m|
=: kΦ2[α; |α|; s] .
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We denoted here by kΦ2 a confluent form of the k-variate Lauricella hypergeometric function
of type D, a brief account of which is given in §4.4 below. Let us point out that, since we
denoted by s a vector in Rk meant as a linear functional on the same space, our usual notation
for univariate moments established in §3.3 would be conflicting with the one for multivariate
moments and therefore be inconsistent. We thus write µ′n[s,α] in place of µ
′ Dir[α]
n [s · ( · )].
Since the vertices of ∆k−1 are in bijection with [k] and the Dirichlet distribution is quasi-
exchangeable, the question arises from Remark 2.2 wether the aggregation property has a natural
generalization in terms of partitions of k. One notices that this is indeed the case by defining
(for λ ` k) the +-contraction
(4.8)
y?+λ :=(y1, . . . , yλ1︸ ︷︷ ︸
λ1
, yλ1+1 + yλ1+2, . . . , yλ1+2λ2−1 + yλ1+2λ2︸ ︷︷ ︸
2λ2
, . . . ,
y|(~kλ)k−1|+1 + · · ·+ y|(~kλ)k−1|+λk , . . . , y|~kλ|−λk+1 + · · ·+ y|~kλ|︸ ︷︷ ︸
kλk
) ,
whence inductively applying (4.5) yields Y ∼ Dir[α] =⇒ Y?+λ ∼ Dir[α?+λ] for λ ` k.
Combining the latter with the quasi-exchangeability (4.4), the Dirichlet distribution satisfies
then
Y ∼ Dir[α] =⇒ Ypi,?+λ ∼ Dir[αpi,?+λ] pi ∈ Sk,λ ` k .(4.9)
The implication (4.5) is readily recovered by choosing λ :=(k − 2, 1, 0, . . . ) ` k, thus y?+λ =
y?+(k−1), hence by quasi-exchangeability.
Remark 4.1 (Models for ∆k−1 and Sk). Regarding ∆k−1 endowed with the usual topology
as (homeomorphic to) the space of probability measures over [k] endowed with the narrow topol-
ogy, the aggregation property may be given a natural measure-theoretical interpretation. Indeed,
let si : [k] → [k − 1] denote the ith degeneracy map of [k], i.e. the only weakly order preserving
surjection ‘hitting’ i twice, set η :=
∑
`∈[k] η`δ` and interpret the Dirichlet distribution Dir[α] as
induced by a (positive) reference measure α on [k]. Then si]η = η?+i and
(si])]Y]P = (si]Y)]P = (Y?+i)]P ,
hence, choosing Y ∼ Dir[α], the aggregation property (4.5) translates into
(si])] Dir[α] = Dir[α?+i] = Dir[s
i
]α] .
In the same way, letting g : [k]→ [k], the aggregation property (4.9), together with the quasi-
exchangeability, translates into
(g])] Dir[α] = Dir[g]α] .
Next, we turn to the permutation group Sk appearing in the definition of quasi-exchange-
ability above. The group – or, rather, its action – may be given several different interpretations.
Certainly it can be regarded as acting on the simplex ∆k−1 by permutation of its vertices, i.e.
by permutation of coo¨rdinates in the ambient space Rk, or, equivalently, by permutation of
the vectors
{
e1, . . . , ek
}
, supporting the Markov–Krein transform [30, 4.8] of Dir[α]. Another
more involved and essentially algebraic interpretation is given in Proposition 8.3 below. For the
purposes of the next sections, the right interpretation to keep in mind is however the following.
Regarding again ∆k−1 as the space of probability measures over [k], Sk naturally acts, by
push-forward, as the space of measurable isomorphisms (or, equivalently, of homeomorphisms,
diffeomorphisms) of [k]. That is, any pi in Sk acts on a measure η in ∆
k−1 by setting pi.η :=pi]η.
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4.2. Moments of the Dirichlet distribution. Let us now observe that the (raw) moments
µ′n[s,α] (see (4.6)) of the k-variate Dirichlet distribution are given by a summation indexed over
the set of multi-indices in Nk0 with fixed length n. In view of §2.1, it is possible to rearrange
the sum indexing it over partitions, and to formulate the result in terms of the cycle index
polynomials (2.5).
Theorem 4.2 (Moments of the Dirichlet distribution). The following identity holds
µ′n[s,α] =
n!
〈|α|〉n
∑
m∈Nk0
|m|=n
sm
m!
〈α〉m =
n!
〈|α|〉n
Zn[s
1 ·α, . . . , sn ·α] =: ζn[s,α] .(4.10)
Proof. We give here an elementary combinatorial proof, independent of any property of the
Dirichlet distribution. Let
µ˜n[s,α] :=
〈|α|〉n
n!
µ′n[s,α] , ζ˜n[s,α] :=
〈|α|〉n
n!
ζn[s,α] .
The statement is equivalent to µ˜n = ζ˜n, which we prove in two steps.
Step 1. The following identity holds
µ˜n−1[s,α + e`] =
n∑
h=1
sh−1` µ˜n−h[s,α] .(4.11)
By induction on n with trivial (i.e. 1 = 1) base step n = 1. Inductive step. Assume for every
α ∈ Rk+ and s ∈ Rk
µ˜n−2[s,α + e`] =
n−1∑
h=1
sh−1` µ˜n−1−h[s,α] .(4.12)
Notice that
(4.13)
∂jµ˜n[s,α] =
∑
m∈Nk0
|m|=n
kjs
m−ej
m!
〈α〉m =
∑
m∈Nk0
|m|=n
sm−ej
(m− ej)!αj
〈
α + ej
〉
m−ej
=αj
∑
m∈Nk0
|m|=n−1
sm
m!
〈
α + ej
〉
m
= αjµ˜n−1[s,α + ej ] .
If k ≥ 2, we can choose j 6= `. Applying (4.13) to both sides of (4.11) yields
∂jµ˜n−1[s,α + e`] =αjµ˜n−2[s,α + ej + e`]
∂j
n∑
h=1
sh−1` µ˜n−h[s,α] =
n∑
h=1
sh−1` αjµ˜n−h−1[s,α + e
j ]
=αj
n−1∑
h=1
sh−1` µ˜n−h−1[s,α + e
j ] ,
where the latter equality holds since µ˜−1 = 0. Letting now α′ :=α+ej and applying the inductive
hypothesis (4.12) with α← α′ yields
∂j
[
µ˜n−1[s,α + e`]−
n∑
h=1
sh−1` µ˜n−h[s,α]
]
= 0
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for every j 6= `. By arbitrariness of j, the bracketed quantity is a polynomial in the sole variables
s` and α of degree at most n − 1 (obviously, the same holds also in the case k = 1). As a
consequence of the above statement (or trivially if k = 1), every summand in which s` does not
appear freely cancels out by arbitrariness of s, yielding
µ˜n−1[s,α + e`]−
n∑
h=1
sh−1` µ˜n−h[s,α] =
sn−1`
(n− 1)! 〈α` + 1〉n−1 −
n∑
h=1
sh−1`
sn−h`
(n− h)! 〈α`〉n−h .
The latter quantity is proved to vanish as soon as
〈α+ 1〉n−1
(n− 1)! =
n∑
h=1
〈α〉n−h
(n− h)! , or equivalently 〈α+ 1〉n−1 =
n−1∑
h=0
〈α〉h (n− 1)!
h!
,
in fact a particular case of the well-known Chu–Vandermonde identity (e.g. [57, 5.3.1])
〈α+ β〉n =
n∑
k=0
(
n
k
) 〈α〉k 〈β〉n−k .
Step 2. It holds that µ˜n = ζ˜n. By strong induction on n with trivial (i.e. 1 = 1) base step n = 0.
Inductive step. Assume for every α ∈ Rk+ and s ∈ Rk that µ˜n−1[s,α] = ζ˜n−1[s,α]. Then
∂jµ˜n[s,α] =
∑
λ`n
M2[λ]
n!
n∑
h=1
∂j(s
h ·α)λh
(sh ·α)λh
n∏
i=1
(si ·α)λi
=
∑
λ`n
M2[λ]
n!
n∑
h=1
hλhs
h−1
j αj
sh ·α
n∏
i=1
(si ·α)λi
=αj
n∑
h=1
sh−1j
∑
λ`n
hλh
1λ1λ1! . . . hλhλh! . . . nλnλn!
1
sh ·α
n∏
i=1
(si ·α)λi
=αj
n∑
h=1
sh−1j
∑
λ`n−h
M2[λ]
(n− h)!
n−h∏
i=1
(si ·α)λi
=αj
n∑
h=1
sh−1j ζ˜n−h[s,α] .
The inductive hypothesis, (4.11) and (4.13) yield
∂j ζ˜n[s,α] = αj
n∑
h=1
sh−1j µ˜n−h[s,α] = ∂jµ˜n[s,α] .
By arbitrariness of j this implies that ζ˜n[s,α] − µ˜n[s,α] is constant as a function of s (for
fixed α), hence vanishing by choosing s = 0. 
For the sake of completeness, let us point out that, in the case |α| = 1, proofs of the above
proposition may also be inferred from [30, 7.4] or [21, 5.2–5.4]. Our proof is however elementary
and does not rely on properties of the distribution.
4.3. Urns, beads and Po´lya Enumeration Theory. An interpretation of the moments for-
mula (4.10) may be given in enumerative combinatorics, by means of Po´lya Enumeration The-
orem 4.3 below. We refer the reader to [18] for a didactic exposition on the subject; a minimal
background is as follows.
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Urns and beads. Consider the vector ~n as a set [n] of labeled beads, acted upon by a permutation
group G. An arrangement f ∈ [k][n] is any way of placing the beads into k different urns, labeled
by weights sj for j ∈ [k]. A pattern is any equivalence class of arrangements up to the action
of G, i.e. with respect to the equivalence relation defined on [k][n] by setting f1 ∼ f2 if and only
if f1(g.x) = f2(x) for g ∈ G and x ∈ [n]. As an example, choosing G = Cn (the cyclic group of
order n) we are considering the labeling of the beads modulo n, while choosing G = Sn we are
disregarding the labeling of the beads completely. The pattern inventory is then defined as the
sum
ΠGn [s] :=
∑
f•
∏
j∈[k]
sf(j)
where f is any arrangement yielding the pattern f• and the sum runs over all such patterns.
Theorem 4.3 (Po´lya Enumeration Theorem [55, §4]). Standing the terminology and nota-
tion above, the pattern inventory is given by
ΠGn [s] = Z
G [p1[s], p2[s], . . . ] ,(4.14)
where pi[s] :=
∣∣si∣∣ = si ·1 denotes the ith power sum symmetric polynomial and ZG is the cycle
index polynomial of G defined in Remark 2.3.
In the case of our interest G = Sn, thus (4.14) reads Zn[s
1 · 1, . . . , sn · 1], that is, it coincides
(up to normalization) with the moment µ′n[s,1] of the Dirichlet distribution Dir[1] on ∆k−1. This
provides a new proof of the aggregation property (4.5), which simply translates into merging
the content of two urns into one.
Proposition 4.4 (Aggregation property by means of Po´lya Enumeration). The Dirichlet
distribution satisfies the aggregation property (4.9).
Proof. Standing the metaphor of urns above, assume that si = si+1 for some i in [k], so
that the corresponding urns are now indistinguishable. This amounts to replacing s with t := sıˆ
in the pattern inventory count, which becomes
µ˜′n[s,1] = Zn
[∣∣s1∣∣, . . . , |sn|] = Zn[t1 · 1?+i, . . . , tn · 1?+i] = µ˜′n[t,1?+i] ,
where µ˜′n denotes the normalized moment introduced in (4.10). That is, µ˜′n[s,1] coincides with
the normalized moment of the Dirichlet distribution with parameter 1?+i on ∆
k−2. Since Dir
is moment determinate (hence also determined by its normalized moments), this proves (4.5)
for Dir[1].
In light of the generalization of the aggregation property from (4.5) to (4.9), the case when
α ∈ Nk1 is similar. Indeed, the normalized moment µ˜′n[s,α] of the Dirichlet distribution coincides
with the pattern inventory ΠSnn when we allow for the urns’ weights {s1, . . . , sk} to be actually
the multi-set JsαK, with k types si of multiplicity αi each. In the metaphor, this amounts to
display n (non-labeled) beads into |α| different urns, weighted according to the multi-set JsαK,
and then merge all urns with the same weight into one.
Finally, recalling that, for integer-valued α, one has #JsαK = |α|, the case when α ∈ Qk+
amounts to only consider the occurrence rate ratios of elements in the multi-set, normalized
with respect to #JsαK. The general case of real-valued α may be given the same interpretation
by approximation. 
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Together with the metaphor of urns and beads, the above corollary provides a combinatorial
interpretation for the right-hand side of (4.10). To see this, we regard the weights s as dummy
variables, encoding for the type of each element in a multi-set of cardinality |α|, itself subdi-
vided into k different multi-sets of cardinality αi. By definition of multi-set coefficient one can
rewrite (4.6) as
µ′n[s,α] =
n!
〈|α|〉n
∑
m∈Nk0
|m|=n
(
α
m
)
sm ,
which in turn makes sense for arbitrary non-negative α. In conformity with the established
notation we set
(
α
m
)
:=
∏k
i
(
αi
mi
)
.
Operations on the set of urns. As suggested by any of the moments’ formulae for Dir[α], the
case when |α| = 1 is singled out as both computationally easiest (since 〈1〉n = n! simplifies
the expression of each moment, also cf. Prop. 4.5 below) and most ‘meaningful’, α representing
in that case a probability distribution on the set [k] in the sense of Remark 4.1. For these
reasons, this is usually the sole considered case (cf. e.g. [30, 41]). On the other hand though,
the above metaphor of urns and beads suggests that the case when α is any positive (integer)
vector is equally interesting, since it allows for some natural operations on the multi-set of urns,
corresponding to functionals of the distribution. Such operations are given in Table 1.
Table 1
Some natural operations on multi-sets of urns with α ∈ Rk+, s ∈ Rk, hence Dir[α] on ∆k−1
operations on urns on Dir[α]
type addition J(s⊕ (sk+1))α⊕(αk+1)K Dir[α⊕ (αk+1)]
type deduction J(sk−1)αk−1K Dir[αk−1]
urns merge J(sıˆ)α?+iK Dir[α?+i]
urn addition Jsα+eiK αi Dir[α+ ei]
urn deduction Jsα−eiK −(1− |α|) Dir[α− ei]
We mean by the above table that, given a multi-set of weights JsαK, the cycle index poly-
nomial Zn computed at the new multi-set Js′α′K listed in the second column is the normalized
moment of the (normalized) Dirichlet distribution listed in the third column. For the sake of no-
tational simplicity, addition and deletion of types was given for the last type in a fixed order for s′;
this is however irrelevant as s′ is naturally unordered when describing the multi-set Js′α′K; con-
sistently, a typographically more general formulation may be inferred by quasi-exchangeability.
The last two operations refer instead to the addition and deletion of urns of given weight si,
when urns of the same weight already exist in the configuration, i.e. αi > 0, and, concerning
deletion only, the resulting configuration still has some urns of the same weight as that of the
deleted one, i.e. αi > 1.
The first two correspondences are straightforward; the third one was discussed in Proposi-
tion 4.4. The last two require however some more work, for they rely on a characterization of
the dynamical symmetry algebra of the function kΦ2, which we address in the next section.
4.4. Hypergeometric Lauricella functions of type D. Most properties of the Dirichlet distri-
bution may be inferred from its moment generating function kΦ2, a confluent form of the fourth
k-variate Lauricella hypergeometric function kFD introduced in [38] as a multivariate gener-
alization of the more familiar Appell hypergeometric function F1 and Gauss hypergeometric
function 2F1. We refer the reader to [20] for a classical treatment of hypergeometric functions.
Many remarkable connections between (functionals of) the Dirichlet distribution/process and
the function kFD have been investigated in two series of mostly independent papers [42, 56], [30,
MOMENTS & CUMULANTS IN INFINITE DIMENSIONS 21
66, 67] (see [42, §1&3] for a time-line of the main developments). Both of them almost exclusively
rely on integral representations of kFD. Basing instead on the series representation below, we
enlarge the picture by providing some combinatorial and algebraic insights.
Some representations. Recall the multiple series and integral representations of FD [20, §2.1]
kFD[a;b; c;x] :=
∑
m∈Nk0
〈a〉|m| 〈b〉m xm
〈c〉|m|m!
‖x‖∞ < 1(4.15)
=
1
B[a, c− a]
∫ 1
0
ta−1(1− t)c−a−1(1−tx)−b dt <c > <a > 0(4.16)
and its confluent form (or second k-variate Humbert function [20, ibid.])
kΦ2[b; c;x] := lim
ε→0 k
FD[1/ε;b; c; εx] =
∑
m∈Nk0
〈b〉m xm
〈c〉|m|m!
x ∈ Ck .(4.17)
Proposition 4.5. The function kΦ2[st; 1;α] is the exponential generating function of the
cycle index polynomials of Sn, in the sense that
kΦ2[α; 1; st] = EGF[Zn[
(
t1 ·α, . . . , tn ·α)]](s) t ∈Rk,α ∈ Rk+ .
Proof. Fixing |α| = 1 and recalling that kΦ2[α; |α|; s] = L[Dir[α]] by (4.7), we see that
equation (4.10) provides an exponential series representation for the Laplace transform of the
Dirichlet distribution in terms of the cycle index polynomials of symmetric groups, viz.
L[Dir[α]](s) =
∞∑
n=0
Zn[
(
s1 ·α, . . . , sn ·α)]
n!
.(4.18)
Choosing s := st above and using (2.2) to extract the term sn from each summand the con-
clusion follows. 
Asymptotic distributions in the space of parameters. Profiting (4.7), it is possible to compute
non-trivial confluent forms of the Humbert function kΦ2 for appropriate choices of the parame-
ters. We have for instance
lim
β→0+ k
Φ2[βα; |βα|; s] =|α|−1α · exp[s] ,
lim
β→+∞ k
Φ2[βα; |βα|; s] = exp[|α|−1α · s] ,
which results from the limit distributions of Dir[α], obtained in the following proposition.
Proposition 4.6. There exist the narrow limits
lim
β→0+
Dir[βα] =|α|−1
k∑
i=1
αiδei , lim
β→+∞
Dir[βα] =δ|α|−1α .
Proof. Since Dir[α] is moment determinate, it suffices by Stone–Weierstraß Theorem and
compactness of ∆k−1 to show the convergence of its moments. Thus,
µ′n[e
i, βα] :=
n!
〈β|α|〉n
Zn[βαi 1] =
1
〈β|α|〉n
n∑
r=1
βr
∑
λ`rn
M2[λ]α
|λ|
i
∼
β1
1
βn|α|nβ
nM2
[
ne1
]
α
|ne1|
i = |α|−nαni .
The computation for β −→ 0 is analogous and therefore omitted. 
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The dynamical symmetry algebra of the second Humbert function. Details and proofs for results
in this paragraph are provided in the Appendix §8.
We are now ready to investigate the two operations on our urn model which were left as an
open problem in §4.3. Since the Dirichlet distribution is characterized by its moment generating
function, adding/deducting urns of a given type amounts to raise/lower indices of the vector α
in kΦ2[α; |α|; s]. In particular, understanding the mapping of JsαK into Jsα+eiK amounts to find
a (differential) operator Ei = E+i, acting on the sole variables s (more precisely, not acting
on α), independent of α and such that
(Ei kΦ2)[α; |α|; s] = Cα kΦ2[α + ei;
∣∣α + ei∣∣; s] ,
where Cα is some constant, possibly depending on α.
For practical reasons, it is convenient to collectively consider the linear span l0 of the op-
erators {E±1, . . . , E±k}, endowed with the bracket induced by their composition. In analogy
with quantum theory (see §8), the smallest Lie algebra l extending the bracket on l0 is termed
the dynamical symmetry algebra of the function kΦ2[α; |α|; s]; we postpone an extensive treat-
ment of such construction to §8, where we show (Thm. 8.2) that l ∼= slk+1, the Lie algebra of
(k + 1)-square matrices with vanishing trace, and that the operators above satisfy
(4.19)
(Ei kΦ2)[α; |α|; s] =αi kΦ2[α + ei;
∣∣α + ei∣∣; s] ,
(−E−i kΦ2)[α; |α|; s] =(|α| − 1) kΦ2[α− ei;
∣∣α− ei∣∣; s] .
Combining (4.10) with the same argument in the proof of Proposition 4.5, this yields e.g.
αi d
n
t
∣∣
t=0 k
Φ2[α + e
i;
∣∣α + ei∣∣; ts] = αi µ′n[s,α + ei] ,
that is, the moment µ
′αiDir[α]
n [s · ( · )] of the distribution αi Dir[α+ ei]. This proves the last two
correspondences in Table 1.
5. Gamma and Dirichlet–Ferguson random measures. Following the same scheme as
in the previous section for finite-dimensional distributions, we focus on the infinite-dimensional
counterparts.
Notation. Everywhere in the following we denote by (X, τ,B(τ), σ) a Borel space of finite
diffusive (i.e. atomless) measure fully supported on a perfect locally compact Polish space (X, τ)
and respectively by
• Γ the space of configurations;
• M the vector space of finite signed Radon measures;
• M+ the space of non-negative Radon measures;
• M+b the space of non-negative finite (Radon) measures;
• P the space of probability (Radon) measures;
• K the space of discrete finite (Radon) measures;
• K the space of discrete probability (Radon) measures
over (X,B(X)). Each of the above is endowed with the vague topology (i.e. the weak*-topology)
and the relative (trace) σ-algebra, denoted by B (e.g. B(M+)). Notice that, since the measure σ
is assumed to be diffusive and to have full topological support, perfectness is in fact redundant;
furthermore, it is well-known that any such measure is in fact Radon. Finally, denote by X̂ the
(Polish) product space X × R, endowed with the product topology, product σ-algebra and a
product measure σ ⊗ λ with λ satisfying (3.2), and set Γ̂ := Γ
X̂
.
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5.1. (Compound) Poisson Type processes. The Poisson process is defined as the unique (in
law) measure-valued process on (X,σ) whose law Pσ satisfies the Fourier transform characteri-
zation
F [Pσ](f) = exp
[〈
eif − 1
〉
σ
]
f ∈ C0(X) ,
where C0(X) denotes the space of functions on (X, τ) vanishing at infinity. The existence of Pσ
as a cylindrical measure follows by Theorem 3.2, while the existence of the process, as a point
process, follows e.g. by [29, §2.1]. When X is a Riemannian manifold, it is well-known (cf. e.g. [1,
§2]) that Pσ – constructed via Kolmogorov Extension – is in fact a Borel measure on the Polish
space Γ (endowed with the vague topology and Borel σ-algebra) and a Borel measure on M
endowed with the σ-algebra B(M ) = B(M , τ(M , Cc(X))). We prove (Thm. 5.2 below) that
under our general assumptions on X, the law Pσ is in fact a Radon measure on the σ-algebra
induced on M by the topology of total variation.
Given a Poisson measure Pσ⊗λ on X̂, the diffusivity of σ implies that
∀γ := {(xi, si)}i≥0 ∈ Γ̂ ∀i, j ∈ N, i 6= j (xi, si) 6= (xj , sj) =⇒ xi 6= xj ,
so that the map H: γ 7→ η :=∑(x,s)∈γ sδx is a measurable isomorphism Γ̂ → M+ on its image
endowed with the appropriate trace σ-algebra. We define the CPT law with intensity measure σ
and Le´vy measure λ as the measure Rσ,λ := H]Pσ⊗λ, satisfying the Fourier transform character-
ization
F [Rσ,λ](f) = exp
[∫
X̂
(eisf(x) − 1) dλ(s) dσ(x)
]
.(5.1)
We will not discuss the properties of processes with law Rσ,λ. In this respect, we only no-
tice that, in the case when Rσ,λ may be regarded as supported on a nuclear dual space, the
existence of a (unique in law) additive process with ca`dla`g paths whose law satisfies the above
characterization follows by results in [68, §3].
Suitable definitions concerned with more general Le´vy measures may be found in [26, 36, 46].
Cumulants and CPT laws. It is relevant to many applications wether the computation of mo-
ments can be made easier than that of cumulants or vice versa, so to retrieve, via duality, the ones
from the others. Cumulants turn out to be preeminent over moments when the Fourier/Laplace
transforms of the distributions in question are of exponential type. In that case, the cumulant
generating function is immediately seen to be linear, rather than exponential (as the moment
generating function), in the interesting quantities.
Courtesy of the Le´vy–Khintchine formula, a rich class of examples is provided by those (com-
pletely) random measures that are laws of Le´vy processes, whose most representative instances
– together with Brownian motion – are (C)PT processes. For these processes, (analytically of ex-
ponential type by (5.1) as soon as their Laplace transform is finite), a straightforward application
of (3.7b) to (5.1) yields
κ
Rσ,λ
m [f ] = µ
′λ
|m|[1]µ
′σ
m [f ] ,
hence in particular, for Pσ = Rσ,δ1 , the formula
κPσm [f ] = µ
′σ
m [f ] ,(5.2)
where we take care to interpret f = (〈 · | f1〉 , . . . , 〈 · | fk〉) in the left-hand side. The moments of
CPT laws, usually the interesting quantities in the applications, are then retrieved via duality
from the cumulants computed above (see e.g. Prop. 5.7 and Rem. 5.8 below for two simple
examples).
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Remark 5.1 (Convolution logarithm of Poisson laws). Equation (4.1) suggests a different
way to look at the previous formula for cumulants, involving the convolution logarithm of Pσ.
More precisely, let Pσ be a Poisson law with finite intensity σ and set δ : x 7→ δx. Fixing f = fk
a vector of continuous functions on X one has
(5.3)
µ
′ δ]σ
m [f ] =
∫
M+
dδ]σ(η)
k∏
i=1
〈η | fi〉mi =
∫
X
dσ(x)
(
k∏
i=1
〈 · | fi〉mi ◦ δ
)
[x]
=
∫
X
dσ(x)
k∏
i=1
〈δx | fi〉mi =
∫
X
dσ(x) fm[x] = µ′σm [f ] ,
where again we take care to interpret f = (〈 · | f1〉 , . . . , 〈 · | fk〉) in the left-hand side. Together
with (5.2) this shows that κPσm [f ] = µ
′ δ]σ
m [f ]. A comparison of the latter equality with (4.1) is
reason for the claim that ln∗ Pσ = δ]σ. A rigorous proof of the statement in full generality is
however not immediate.
Theorem 5.2 (Convolution logarithm of Poisson measures). Let (X, τ,B(τ), σ) be a finite
diffusive Borel measure space over a locally compact Polish space. Then
Pσ = exp∗[δ]σ] .
Proof. For the sake of clarity, in this proof we state topologies and σ-algebras explicitly,
withholding our usual conventions established in the beginning of the present section.
Let E := Cc(X) denote the space of continuous compactly supported functions on X endowed
with the supremum norm. By assumptions on (X, τ), the topological dual space E′ may be
identified with the Banach space M endowed with the total variation norm. Denote further
by E′s the said space when endowed with its strong (i.e. norm) topology and the associated
Borel σ-algebra, resp. by E′w∗ the same space endowed with the weak* topology τ(E′, E) and
the associated Borel σ-algebra. Recall as a standard fact in functional analysis that E′w∗ is
completely regular Hausdorff.
Throughout the proof fix c := |σ|.
Step 1 (δ]σ is E
′
s-Radon). Recall as standard fact in measure theory that every finite Borel
measure on a Polish space is Radon, hence σ is a Radon measure on X.
The Dirac embedding δ : X →P ⊆ E′w∗ is readily seen to be continuous (i.e. continuous with
respect to the vague topology on P), hence (X,σ)-E′w∗-almost-continuous (in the sense of [24,
411M]) by [24, 418I]. Every almost-continuous (Hausdorff-valued) image of a (locally) finite
Radon measure is itself Radon ([24, 418I]), thus the measure δ]σ is E
′
w∗-Radon, hence τ(E
′, E)-
smooth (in the sense of [69, §I.3.2], also τ -additive, τ -regular) by [69, §I.3.2, Prop. 3.1.c].
The measure σ is tight onX by Ulam’s Theorem ([69, §I.3.2, Thm. 3.1]), hence, for every ε > 0,
there exists a compact set Kε ⊆ X such that σKε > c− ε. By E′w∗-continuity of δ, the set δ[Kε]
is itself compact, hence the measure δ]σ is itself E
′
w∗-tight on E
′
w∗ . Recall now that every τ -
smooth tight Baire measure on a completely regular Hausdorff space admits a unique Borel
Radon extension ([69, §I.3.5, Thm. 3.3]); since the Baire σ-algebra of E′s coincides with the
Borel σ-algebra of E′w∗ (by [69, §I.2.2, Prop. 2.7]), the measure δ]σ uniquely extends to a Radon
measure on E′s, denoted in the same way.
Step 2 (well-posedness of exp∗). In analogy with (3.1), notice that δ]σ = cδ]σ.
The convolution of two τ -smooth (resp. Radon) probability measures on a topological vector
space is itself a τ -smooth (resp. Radon) probability measure by [69, §I.4.2, Prop. 4.4], hence
all of the convolution powers (δ]σ)
∗k are Radon probability measures on E′s, in fact supported
on E′+ = M+b (X) by non-negativity of σ (whence of σ). Denote by pn[t] :=
∑
0≤k≤n t
k/k! the
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truncation of the exponential power series up to n and by p∗n its convolution analogue. The
sequence of measures $σn := pn[c]
−1p∗n[δ]σ] satisfies
‖$σn −$σm‖tv ≤
∣∣pn[c]−1 − pm[c]−1∣∣ ‖p∗n[δ]σ]‖tv + pn[c]−1 ‖p∗n[δ]σ]− p∗m[δ]σ]‖tv
≤ |pn[c]− pm[c]|+ ‖p∗n[δ]σ]− p∗m[δ]σ]‖tv
≤ |pn[c]− pm[c]|+ |pn[1]− pm[1]| ,
hence it is a fundamental sequence in M (E′s), the space of finite Borel (not necessarily Radon)
measures on E′s, endowed with the total variation norm. By completeness of the former there
exists the limit limn$
σ
n =: exp
∗[δ]σ], itself a probability measure on E′s.
Step 3 (Le´vy Continuity and identification). Since the narrow topology on M (E′s) is coarser
than the topology of total variation, the countable set Π := {$σn}n≥0 is narrowly (sequentially)
compact. As a consequence, by Le´vy’s Continuity Theorem in the form [69, Thm. IV.3.1], as soon
as the Fourier transforms F [$σn]( · ) converge pointwise on E to a functional φ, there exists a
unique narrow (hence total variation) E′s-Radon cluster point $σ of Π, and such that F [$σ] = φ.
Now, usual properties of the Fourier transform of probability measures with respect to the
convolution of measures (see [69, Prop. IV.2.3]) yield
F [$σn](f) =pn[c]−1F [p∗n[δ]σ]](f) = pn[c]−1pn[F [δ]σ]](f) f ∈ E ,
where, reasoning as in (5.3) above (and retaining once more the abuse of notation on linear
functionals),
F [δ]σ](f) :=
∫
E
ei〈η | f〉 dδ]σ(η) = F [σ](f) f ∈ E .
Since limn pn[a]
±1 = e±a for any constant a, choosing respectively a = c and a = F [δ]σ](f)
we have
φ := lim
n
F [$σn](f) = exp[F [σ](f)− c] = exp
[∫
X
(eif(x) − 1) dσ(x)
]
f ∈ E .
As a consequence of the above reasoning, $σ := exp∗[δ]σ] satisfies
F [$σ](f) =F [Pσ](f) f ∈ E ,
hence, by [69, §IV.2.1, Cor. 2] we get exp∗[δ]σ] = Pσ as measures on E′w∗ . We can thus re-
gard exp∗[δ]σ] as defined above as a Radon extension of Pσ. 
A generalization of the statement to the case of σ-finite intensity σ follows by approxima-
tion via a suitable generalization of Le´vy’s Continuity Theorem (e.g. de Acosta’s Theorem [69,
§IV.3.2, Thm. 3.3]). The proof may be greatly simplified if one assumes that E′w∗ is con-
tained (both as a topological and measurable space) in D′ for some ‘nice’ nuclear Gel’fand rig-
ging D ⊆ L2σ ⊆ D′, e.g. in the case of the standard Schwartz rigging S(Rd) ⊆ L2(Rd) ⊆ S ′(Rd).
5.2. Gamma and Dirichlet–Ferguson random measures. We are now able to introduce the
Gamma and Dirichlet–Ferguson processes, and the associated laws. While we are mainly inter-
ested in the measures, the processes provide useful heuristics and characterizations.
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Notation. In addition to the notation already established in §5.1, we set the following. For µ
in Mb \ {0}, we denote further by evf : µ 7→ 〈µ | f〉 the evaluation map of f , also setting
evA := ev1A and |η| := evX η; by µ the corresponding normalized measure µ/ |µ| in P and
by N : µ 7→ µ the normalization map. For η ∈ K let further τ(η) := {x ∈ X | η {x} > 0} be
the pointwise support of η and notice that τ(η) = τ(η). Finally, write X×n for the n-fold carte-
sian product of X endowed with the product topology and σ-algebra, x :=(x1, . . . , xn) for a tuple
in X×n,
X˜×n :=
{
x ∈ X×n | xi 6= xj , i, j ∈ [n], i 6= j
}
and Xn := X×n
/
Sn , the group Sn acting on X
×n by permutation of coo¨rdinates.
The Gamma measure. Momentarily, let X = Rd. The Gamma process γθ,k with intensity σ,
shape θ > 0 and scale k > 0 is the unique M+-valued process on X̂ with Le´vy measure
dλθ,k(s) := θs
−1e−ks ds .
The corresponding infinitely divisible law is the Gamma distribution Gam[θ, k] and the cor-
responding intensity measure on X̂ is κσ,θ,k :=σ⊗λθ,k. As an equivalent definition [26, 3.1], the
Gamma measure Gσ,θ,k := law γθ,k satisfies the Laplace transform characterization
L[Gσ,θ,k](f) = exp [−θ 〈[log [1− f ]]〉σ] f ∈ Cc(X) | f < 1 .(5.4)
Existence (also in the general case when X is a Polish space) follows from that of CPT
laws in the previous section (see also [31]). If γk is the Gamma process with scale parameter k
then γk = kγ1 in distribution, thus, following [67], we restrict to the case k = 1. It is also
apparent from (5.4) that Gσ,θ,1 = Gθσ,1,1, thus, without loss of generality up to multiply σ by θ,
we may further restrict ourselves to consider the random measure Gσ :=Gσ,1,1, which is in turn
characterized by the Mecke identity (see e.g. [26, 3.2])
(5.5)
∫
K
dGσ(η)
∫
X
dη(x)F (η, x) =
∫
K
dGσ(η)
∫
X̂
dσ(x) ds e−sF (η + sδx) .
Furthermore, it follows from Lukacs characterization of the Gamma distribution (see above)
that the total charge of the Gamma process is independent of the normalized Gamma (or Diri-
chlet–Ferguson) process
γθ,k :=
γθ,k
|γθ,k|
and satisfies (see Lemma 5.3 below)
|γθ,k| ∼ Gam[θ |σ| , 1] .
The Gamma process is in fact characterized by this property (cf [67, 2.1]), i.e. if for a Le´vy
process the total charge and the normalized process are independent, then the processes is a
Gamma process (compare with Lukacs’ characterization of the Gamma distribution, see §4.1
above). Finally, as the Gamma process is a point process, the set of discrete Radon measures
has full Gσ-measure.
Lemma 5.3 (Distribution of the total mass, properties of the support). Let σ = βσ. Then, the
total mass |η| is Gσ(dη)-a.e. Gam [β, 1]-distributed. Furthermore, η has full topological support.
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Proof. Proofs of both statements are well-known, especially in the infinite-dimensional anal-
ysis Literature, (see e.g. [26, 32, 67]) and generally based on properties of the Gamma process.
We give here a proof based on the Mecke identity (5.5), hence not relying on the existence of the
process as a point process.
For L ⊆ [0,+∞] let KL :=K ∩ev−1X (L), Ku :=K{u} and set G :=Gβσ for notational purposes.
Let {Gu}u be the (Rokhlin) disintegration of G with respect to the total mass | · | and notice that
G({0}) = G(K∞) = 0
(the latter by finiteness of σ). For a measurable subset A ⊆ X set
CA := {η ∈ K | τ(η) ⊆ A} = {η ∈ K | evA[η] = |η|} ∈ B(K )
and notice that it is measurable since so is evA. Choosing F (η, x) :=1K[0,t] 1CA in the Mecke
identity (5.5) yields∫
K
dG(η) |η|1K[0,t](η)1CA(η) =
=
∫
K
dG(η)
∫
X
dβσ(x)
∫ ∞
0
ds e−s 1K[0,t−s](η)1[0,t](s)1CA(η)∫ ∞
0
du
∫
Ku
dGu(η) |η|1[0,t](|η|)1CA(η) =
= β
∫ ∞
0
du
∫
Ku
dGu(η)
∫ t
0
ds e−s 1CA(η)1[0,t−s](|η|)∫ ∞
0
duu1[0,t](u)
∫
Ku
dGu(η)1CA(η) =
= β
∫ ∞
0
du
∫ t
0
ds e−s 1[0,t−s](u)
∫
Ku
dGu(η)1CA(η)∫ t
0
duugA(u) =β
∫ t
0
ds e−s
∫ t−s
0
du gA(u) ,
where we set gA(u) := 〈1CA〉Gu . Differentiating in t twice yields
tg˙A(t) = (β − 1− t) gA(t) .(5.6)
If A is σ-co-negligible, monotonicity of measures implies
1 = G(K ) = lim
t→∞G(K[0,t] ∩ CA) ,(5.7)
and the unique solution gA = Gam[β, 1] to (5.6) with initial condition (5.7) is the required
distribution of the total charge. Assume now that A is not of full σ-measure. Since X is perfect
(non-empty), there exists an infinite family {An}n≥0 of measurable subsets An ⊆ X, such that
A0 :=A, σ(An) = σ(A0) independently of n and Ai ∩ Aj is σ-non-negligible for i 6= j. The
corresponding sets CAn form an infinite disjoint family C in B(K ). Since G(CAn) only depends
on σ(An) we have G(CAn) = c0 independently of n, hence the disjointness and cardinality of C
together with the fact that G is a probability measure imply that c0 = 0. This proves supp η = X
for a set of full G-measure. 
Now that we have the distribution of the total charge, the aforementioned independence allows
to decompose Gσ as a product measure
Gβσ =Dσ ⊗Gam[β, 1](s) ds
N]Gσ =Dσ
σ = βσ ,(5.8)
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where Dσ is the simplicial part and Gam[β, 1](s) ds the conic part of the measure (cf. [66, 67]).
As detailed in [66], the simplicial part is the law of the Dirichlet–Ferguson process below.
The Dirichlet–Ferguson measure. Set
evβX : P −→ β∆k−1 ⊆ Rk
ν 7−→ β (νX1, . . . , νXk)
X := (X1, . . . , Xk) ⊆ B(X) .
The Dirichlet–Ferguson measure Dβσ = Dβσ of parameter β and reference measure σ, intro-
duced in [22, §1, Def. 1] (see also [60, §2] for an explicit construction), is the unique random
measure on P with intensity σ such that
(
ev1X
)
]
Dβσ ∼Dir
[
evβX [σ]
] X := (X1, . . . , Xk) ⊆ B(X)
X = unionsqi Xi
.(5.9)
More explicitly (cf. e.g. [64, 6.1]), for every measurable function u : ∆k−1 → R
(5.10)
∫
P
(
u ◦ ev1X
)
[η] dDβσ(η) =
∫
∆k
u(y) Dir
[
evβX [σ]
]
(y) dy .
Together with that of Dirichlet–Ferguson, the measure is known by a number of different
names, including Dirichlet (e.g. [41]), Poisson–Dirichlet (e.g. [33]) and Fleming–Viot with
parent-independent mutation (e.g. [21]).
Existence was originally proved in [22] by means of Kolmogorov Extension Theorem. Since X
is Polish, it is in fact sufficient by the Portmanteau Theorem [15, §8.2] to consider u continuous
with ‖u‖∞ < 1 and X consisting of continuity sets for σ (cf. e.g. [64, 6.4]). The measure,
concentrated on K by (5.8) and Lemma 5.3 (also cf. [60, property P2]), is the law of the
normalized Gamma process γ1,1.
Observe the notational analogy |α| = |σ|; in light of Remark 4.1, the characterization (5.10)
is equivalent to the requirement that
(g])]Dσ = Dir[g]σ]
for arbitrary g : X → [k] constant on each Xi (and such that every σ-representative of g is
surjective). It is in fact straightforward to check that for any measurable space Z satisfying the
same hypotheses as X (see above) and for any measurable map f : X → Z, such that f]σ is
again diffusive, it holds
(f])]Dσ = Df]σ
(cmp. the same result for Pσ, [32, §2.3]).
Remark 5.4 (Contractions, quasi-exchangeability and symmetry). Recall that a random
measure R on X is termed ν-symmetric or symmetric with respect to a measure ν on X if
for every realization ρ of R and every ν-preserving map f : X → X (i.e. such that f]ν = ν) it
holds that f]ρ = ρ in distribution. From [29, 9.0] we know that R is ν-symmetric iff the random
vector ρX := (ρX1, . . . , ρXk), with X as in (5.9), is distributed as a function of νX iff ρX
is exchangeable for every X such that νX = νX1 1. Choosing R = Dσ and ν = σ yields the
symmetry of Dσ by (quasi-)exchangeability of Dir[σX1 1].
Essentially because of this symmetry, contractions analogous to the one in (4.8) appear, else-
where in the following, in different forms. The underlying common principle is that a contraction
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is but an operation on subsets of a set of indices (e.g. [k] in the description of the aggregation
property (4.9)), thus naturally encoded by set partitions, and in particular by the set partition
~L(λ) := {{1, . . . , λ1} , {λ1 + 1, . . . , λ1 + 2λ2} , . . . } ,
appearing e.g. in the statement of Rota–Wallstrom Theorem [54, 6.1.1] (see also [54, §6 passim]).
Wether this operation may be described via integer rather than set partitions depends on the
possibility to freely permute the set of the indices, in the case of the Dirichlet distribution a
consequence of quasi-exchangeability.
Courtesy of the finite-dimensional projections (5.10), the moments of Dσ may be inferred
by (4.6) and Theorem 4.2. Indeed, if X is a measurable partition of X, s is a simple function
attaining the value sj on Xj and α := evX[σ], then∫
K
evs[η]
n dDσ[η] =
∫
∆k−1
(s · x)n Dir[α](x) dx = µ′n[s,α] .
A simple density argument, Dominated Convergence Theorem and Theorem 4.2 yield for any
bounded measurable f : X → R
µ′ D
β
σ
n [f ] =
n!
〈β〉n
Zn
[〈
(f 1)~n
〉
σ
]
.(5.11)
As a consequence, fixing β := |σ| = 1 and arguing along the same lines as above for the Laplace
transform yields, up to rearranging series,
L[D1σ](evf ) =
∑
m
∞∏
i=1
〈
f i
〉mi
σ
imimi!
=: Φ[σ, 1, f ] , f ∈ C(X), ‖f‖∞ < 1,(5.12)
where m is any non-negative finite multi-index in an arbitrary number of coo¨rdinates.
Proposition 5.5 (Asymptotic behavior of the Dirichlet–Ferguson measure). When X is
compact, the asymptotic behavior in Proposition 4.6 generalizes to the infinite-dimensional case
as
D0σ := lim
β→0
Dβσ = δ]σ , D∞σ := lim
β→∞
Dβσ = δσ ,(5.13)
where δ : X 3 x 7→ δx ∈P denotes the canonical embedding of X into P.
Proof. By Prokhorov Theorem the spaceP is compact as well, hence there exist some weak
cluster points D0σ, resp. D∞σ , for the family {Dβσ}β when β tends to 0, resp. +∞.
Uniqueness and representation are now straightforward from the finite-dimensional projec-
tion (5.10) by approximation with cylinder functions, which are uniformly dense in the space of
continuous functions by compactness of P via Stone–Weierstraß Theorem. 
Analogous asymptotic formulae for Gσ readily follow from (5.8), viz.
G0 := lim
β→0
Gβσ = δ]σ ⊗Gam[1, 1] G∞ := lim
β→∞
Gβσ = δσ ⊗Gam[1, 1] .
Remark 5.6 (A Gibbsean interpretation). The asymptotic distributions (5.13) may be in-
terpreted – at least formally – in the framework of statistical mechanics. In order to establish
30 L. DELLO SCHIAVO
some lexicon, denote by Gβ :=Z
−1
β exp[−βH] the Gibbs measure of a physical system at in-
verse temperature β driven by a Hamiltonian H with partition function Zβ := 〈exp[−βH]〉 and
Helmholtz free energy Fβ :=−β−1 lnZβ. It was argued in [73, §3.1] that, heuristically,
dDβσ [η] =
e−β S[η]
Zβ
dD∗σ[η] ,
where S is now an entropy functional (rather than an energy functional), Zβ a normalization
constant and β plays the role of the inverse temperature. Here, D∗σ denotes a non-existing (!)
uniform distribution on P. Borrowing again the terminology, one can say that for small β (i.e.
large temperature), the system thermalizes towards the “uniform” distribution D0σ induced by
the (normalized) reference measure σ on the base space, while for large β it crystallizes to σ, so
that all randomness is lost.
Next we turn to the moments of the Gamma measure. These are well-known, although never
explicitly described in terms of Bell or cycle index polynomials.
Proposition 5.7 (Moments of the Gamma measure). The following identity holds
µ′ Gσn [f ] = n!Zn
[〈
(f 1)~n
〉
σ
]
.(5.14)
Furthermore, Gσ is analytically of exponential type.
Proof. The formula for the moments follows from (5.11) using the product decomposi-
tion (5.8) along with the moments (4.3) of the Gamma distribution Gam[β, 1]. Once estab-
lished that Gσ is analytically of exponential type, the moments may also be computed directly
(cf. [34, 35]) by differentiating the Laplace transform (5.4) along with (3.10), or trivially from
the cumulants, in turn immediately computable as
κGσn [f ] := d
n
t
∣∣
t=0
lnL[Gσ](tf) = Γ[n] 〈fn〉σ ,(5.15)
whence (3.8a) and (2.5) together yield (5.14).
The fact that the Laplace transform L[Gσ](tf) of Gσ is analytic in t was originally argued
in [34]. It may be readily deduced by combining (5.4) with (2.8) to get
L[Gσ](tf) = exp 〈EGF[M2[en]](tf)〉σ ,(5.16)
where f = f(x) and the expectation is taken with respect to dσ(x). Comparing the above
with (2.7c) allows to write the Taylor expansion of L[Gσ](tf) in t as the exponential generating
function in t of Bell polynomials computed at the cumulants κGσn [f ] given in (5.15). 
Remark 5.8 (Moments of the Poisson measure). The very same computation above also
yields the moments of the Poisson measure
µ′ Pσn [f ] = Bn
[〈
(f 1)~n
〉
σ
]
.(5.17)
Incidentally, notice that, in the case of Pσ, the appearance of Bell polynomials (instead
of Touchard polynomials) is peculiar of the infinite-dimensional framework and accounts for
the randomness; indeed, when σ degenerates to δx0 , the moment µ
′ Pσ
n [f ] reduces to Tn[f(x0)],
for L[Pσ] becomes the exponential generating function (4.2), with f(x0) as parameter.
Finally, combining (5.11), (5.8) and (3.8b) one recovers the cumulants of Dβσ, viz.
κ
Dβσ
n [f ] = B
∗
n
[(
〈β〉−11 µ′ Gσ1 [f ], . . . , 〈β〉−1n µ′ Gσn [f ]
)]
,
whence those of the Dirichlet distribution by choosing f a simple function of values s and
applying (5.10).
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5.3. Urns & beads and dynamical symmetry algebras in infinite dimensions. As for the main
properties of the Dirichlet distribution, also the content of §§4.3 & 4.4 may be generalized
to infinite dimensions, by a somewhat formal limiting procedure which we sketch in the next
paragraphs.
Throughout this section we assume the space (X, τ) to be compact.
Urns & beads. We can revisit our metaphor of urns and beads (see §4.3) for Dσ as follows. We
picture the urns as a family of measurable subsets of X
U :=
{
U11 , . . . , U
α1
1 , . . . , U
1
j , . . . , U
αj
j , . . . , U
1
k , . . . , U
αk
k
}
, α ∈ Nk1 ,
such that σU ji = 1, and arrange them in a measurable partition X of the measure space (X,σ)
with total mass |σ| = |α|, in such a way that
σXj =αj where Xj :=
⊔
i≤αj
U ij , j ∈ [k] .(5.18)
The weights can then be regarded as the simple function s : X → R attaining value sj on Xj ,
and, dividing the total mass by |α|, we obtain a probability space which we interpret as in §4.3.
The very same density argument used to compute the moments (5.11) of Dσ allows to take as
weights arbitrary (continuous) functions. Indeed, letting
(5.19)
(
Xh
)
h
=
(
Xhkh
)
h
:=
(
Xh1 , . . . , X
h
kh
)
h≥0
, Xh ⊆B(τ) ,
lim
h
max
j∈[kh]
diamXhj =0 , X = unionsqi Xi
be a null-array of measurable partitions of X (recall that diamXhj vanishes independently of
the chosen metric on X, cf. [29, §2.1]), it suffices to set αhkh :=σXhkh and let h tend to infinity.
Letting Xhkh be such that α
h
kh
= σXh1 1kh (which is possible since σ is diffusive and X Polish),
we can choose the said decomposition to be independent of σ.
Infinite-dimensional dynamical symmetry algebras. Within this framework, one can provide a
characterization for some of the aforementioned algebraic constructions, as e.g. raising/lowering
operators or the whole dynamical symmetry algebra of kΦ2, in the limiting case when h → ∞.
However, care must be taken in that the limiting action of such operators, given in (4.19), is
degenerate, for αhi is vanishing in h. The resulting action makes thus sense only with respect to
raising indices ‘on a measurable set of points’, as we sketch in the following.
At present, Theorem 5.9 below should be understood as a conjecture. We provided only those
arguments that allow us to formulate a further conjecture in §7. We plan to address the details
of these limiting constructions in future work.
Theorem 5.9. The limiting action of raising operators in the dynamical symmetry algebra
of kΦ2 is meaningful in (Riemann) integral form given on measurable sets A by
(EA Φk)[σ, |σ| , f ] :=
∫
A
dσ(x) Φ[σ + δx, |σ|+ 1, f ] .(5.20)
Sketch of proof. Let
(
Xh
)
h
be a sequence of partitions of X as in (5.19) and in addition
decreasing (in the sense that Xh2 refines Xh1 for h2 ≥ h1). Since σ is diffusive and X is Polish,
one can additionally choose Xh consisting of continuity sets for σ (cf. (5.10)), hence, in fact,
consisting of closed sets (disjoint up to a σ-negligible set), compact by compactness of X. It
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follows by the finite intersection property that every decreasing sequence of sets
(
Xhih
)
h
such
that Xhih ∈ Xh admits a non-empty limit, which is a singleton because of the vanishing of
diameters, hence itself a continuity set for σ, since the measure is diffusive. Vice versa, however
chosen a sequence of partitions satisfying the above hypotheses, for every point x in X it is not
difficult to construct a (possibly non-unique) sequence of closed sets Xhih converging to x and
such that Xhih ∈ Xh. Furthermore, letting x be a point for which there exists more than one
such sequence, we see that for every h the point x belongs to some intersection Xhi1 ∩Xhi2 ∩ . . . ,
hence, since every partition has disjoint interiors by construction, x ∈ ∂Xhi1 ∩ ∂Xhi2 ∩ . . . . Since
for every h and i ≤ kh the set Xhi is a continuity set for σ, the whole union ∪h≥0 ∪i≤kh ∂Xhi is
σ-negligible, thus so is the set of points x considered above, so that, all in all, for σ-a.e. x there
exists a unique sequence
(
Xhih
)
h
such that Xhih ∈ Xh and limhXhih = {x}.
Let now A be measurable and let
(
Xh
)
h
be a sequence of partitions as above and in addition
refining A. Fix f in C(X) and such that ‖f‖∞ < 1, set αh :=σXh and notice that (4.19) yields
by summation ∑
i|Xhi ∩A 6=∅
Ei kΦ2
[αh; ∣∣∣αh∣∣∣; sh] = ∑
i|Xhi ∩A 6=∅
αhi kΦ2
[
αh + ei;
∣∣∣αh∣∣∣+ 1; sh] ,(5.21)
where
(
sh
)
h
is the sequence of values of simple functions sh approximating f on the partition Xh.
By letting h → ∞, on the sets Xhih → {x} we have αh + ei → σ + δx. By continuity of f and
of Φ[σ, |σ| , f ] (i.e. narrow continuity in σ, resp. with respect to uniform convergence in f), the
Riemann sum in the rhs of (5.21) converges to the rhs of (5.20). 
Remark 5.10 (A Bayesian nonparametrics interpretation). The formula (5.20) has a natural
interpretation in Bayesian nonparametrics (for the relevance of Dσ in Bayesian nonparametrics
see e.g. [22, 41, 42, 60]). It is proved in [60, property P3, Thm. 4.3] that the posterior dis-
tribution Dxσ of a random realization ρ of Dσ given an X-valued random variable x is given
by Dxσ = Dσ+δx . The formula (5.20) is equivalent to this statement in the conjugate Fourier
picture (i.e. at the level of Fourier/Laplace transform); indeed one can rewrite it as
EAL[Dσ] = E[L[Dxσ];x ∈ A] .
In words, if x is an A-valued random variable (A ⊆ X), the Laplace transform of the posterior
distribution of ρ given x is the Laplace transform of the prior distribution ‘augmented’ by EA.
As the above reasoning makes clear, limiting raising/lowering operators are parametrized by
points x in X and morally act by charging x with a signed Dirac mass. Since we start with
a diffusive probability σ, lowering operators would reduce the reference measure to a (non-
diffusive) signed measure with vanishing mean, hence one would need to allow for such reference
measures in the construction of Dσ. As a consequence, one should in principle focus only on
the Borel subalgebra of the dynamical symmetry algebra containing all raising operators. In the
limiting case, this may still be regarded as a subalgebra of an appropriate ‘limiting dynamical
symmetry algebra’. We sketch a construction for the latter in the following theorem.
Conjecture 5.11. The limiting dynamical symmetry algebra of Φ[σ; 1; f ] may be identified
with the ∗-ringK0(Hσ) of compact operators onHσ :=(L2σ)C with vanishing trace endowed with
the Lie bracket induced by the composition of operators.
Motivation. Standing the definitions and notations established in the proof of Theorem 5.9,
set for the sake of simplicity α :=αh. Also let lk denote the dynamical symmetry algebra
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of kΦ2[α; |α|; s] and notice that, up to conjugation via the Lie isomorphism φ in the proof
of Proposition 8.3, the resulting embedding lkh ↪→ lkh+1 is a natural (though not diagonal)
embedding in the sense of [8, 2.2]. Since lkh is simple by Theorem 8.2, we conjecture – as a con-
sequence of the classification in [8] – that the Lie algebras direct limit of the system (lkh)h with
the said embeddings is a finitary simple Lie algebra. By the classification of such algebras [7,
1.1] and interpreting the vector α = αh as in the proof of Theorem 5.9, the direct limit satisfies
lim−→ lkh = sl∞(C) ∼= fsl(Hσ) ,
the finitary special linear algebra of finite rank operators with vanishing trace over the separable
Hilbert space Hσ :=(L2σ)C.
Let now l˜k denote the vector space underlying to lk, regarded as a subspace of glk(C) and
endowed with the spectral norm and the Hermitian transposition of matrices, making it a
(finite-dimensional) ∗-ring. Notice that the Hermitian transposition is compatible with the Lie
bracket up to sign, hence that the embedding lkh ↪→ lkh+1 induces (the restriction of) a C∗-
embedding l˜kh ↪→ l˜kh+1 compatible with the bracket and isometric (recall that any injective
C∗-morphism is isometric). Essentially because of the above compatibility (cf. [8, §1 and ref.s
therein]) one has
cl lim−→ l˜ = cl fsl(Hσ) = K0(Hσ) ,
where the closure is taken with respect to the operator norm topology in B(Hσ) and the first
direct limit is here a direct limit of normed ∗-rings.
6. Fock spaces and chaos representation. For the chaos representation of PT processes
we follow [65] (a modern exposition may be found in [54, §5]); for that of the Gamma process
cf. [34, §4] and [35]; we take the definition of Pascal type processes from [9]; for another (non-
equivalent) definition of Pascal processes and some general results on CPT processes cf. [46, §6
and passim].
In order to reduce technicalities, we only deal with the case X = Rd with finite reference
measure. The construction of a nuclear Gel’fand triple for X a non-compact smooth orientable
manifold with σ-finite reference measure – the base step for any generalization of results in this
section to the case of manifolds – is given in [46, §2].
Notation. Let X :=Rd. Write ⊕, resp. ⊕, for the Hilbert, resp. algebraic direct sum of (Hilbert)
spaces (analogously for tensor products) and set Φ⊗0 = k for any k-linear space Φ.
Given a finite diffusive reference measure σ on X, denote by Hσ the space (L2σ)C of complex-
valued square-integrable functions on X, by S(Rd) the Schwartz space of real-valued rapidly
decreasing functions, and set ϕ,ψ ∈ D :=S(Rd)C; also write L2n ∼= H nσ for the norm-closure
in L2σ⊗n of the space D
n of symmetric (i.e. ϕ(n)[x] = ϕ(n)[xpi]) complex-valued Schwartz func-
tions ϕ(n). Term further
Fn(Hσ) :=H
n
σ , resp. F (Hσ) :=
⊕
n≥0
Fn(Hσ) ,
the n-particle space (also nth Wiener–Itoˆ chaos), resp. the (bosonic) Fock space, of Hσ.
6.1. Chaos representation. Denote now by ρ any realization of a completely random mea-
sure Rσ (or Rσ,λ) on X and by
Iρnϕ
(n) :=
∫
Xn
ϕ(n)[x] dρ⊗n[x]
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the multiple stochastic integral of ϕ(n) with respect to ρ. We say that Rσ has the chaos rep-
resentation property if the space of chaos decomposable exponential square-summable random
variables
CRσ := clL2Rσ
∑
n≥0
Iρnϕ
(n) | ϕ(n) ∈ Dn ,
∑
n≥0
n!
∥∥∥ϕ(n)∥∥∥2
Fn(Hσ)
<∞
 ⊆ L2Rσ(dρ)
coincides with the whole space L2Rσ (further details may be found in e.g. [47, §4.2.1]).
6.2. Fock spaces of some (C)PT processes.
Fock space of the Poisson point process. Together with Gaussian processes, Poisson point pro-
cesses are (virtually, see [47, §4.2.1]) the sole processes possessing the CRP, which appears to
have been rediscovered many times (cf. e.g. [47, ibid.]). In the case of the Poisson process we
show, by reproving a result in [65], that multiple stochastic integrals with respect to a centered
version of the process may be computed directly from the moments, which were in turn obtained
from the cumulants in the previous section.
Theorem 6.1 (MSI’s for PT processes). For any realization p of Pσ define the associated
centered (also: compensated) Poisson random measure q := p − σ (here the definition makes
sense as it is, since we assumed |σ| <∞). It holds
Iqnf
(n) =
n∑
k=0
(
n
k
)
(−1)n−kf (n)?k ,(6.1)
where
f
(n)
?k :=
∑
xk⊆τ(p)∩X˜n
∫
Xn−k
f (n)[xk ⊕ kx] dσ⊗(n−k)(kx) k =0, . . . , n ,
having care to interpret the above for k = n, resp. k = 0, as
f
(n)
?n =f
(n)[x] , resp. f
(n)
?0 =
∫
Xn
f (n)[x] dσ⊗n(x) .
We caution that the well-posedness of this definition for σ-finite reference measures σ is non-
trivial (cf. [65, §4]) and is in fact meaningful only Pσ-a.e.. Also, our notation differs from the
one in [65]: The subscript ?k denotes again a contraction, here in the sense of [54, §6.2] or [47,
§3.3.1] (where it is denoted by ^k). A proof of the statement is originally in [65, 4.2]; we provide
an independent proof, based on the raw/central moments duality.
Proof. Set f := (f1, . . . , fn) with
σ(supp fi ∩ supp fj) =0 i, j ∈ [n], i 6= j(6.2)
and f := 1n!
∑
pi∈Sn(fpi)
1. Since the C-linear span of such functions is dense in L2n, we can choose
without loss of generality f (n) = n!f above, and substitute X˜n with Xn in the summation.
This yields
f
(n)
?k = k!
∫
Xk
fk [yk] dp
⊗k[yk]× (n− k)!
∫
Xn−k
kf
[ky] dσ⊗n−k[ky] .
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Notice that the second integral does not depend on p. Withstanding the usual abuse of notation
for linear functionals, taking the expectation with respect to Pσ and recalling that 〈f〉σ = 〈f〉Pσ
by (5.17) yields
1
n!
(
n
k
) 〈
f
(n)
?k
〉
Pσ
=µ′ Pσk [f

k ]
〈
kf
〉
Pσ .
Again since
〈
Iqi f
(i)
〉
Pσ = i!
〈
fi
〉
Pσ for i = k, n − k ∈ [n], applying (3.9c) with m = 1 we
get (6.1) in Pσ-average, thus (6.1) for Pσ-a.e. p = q + σ by arbitrariness of f . 
As readily checked, e.g. by approximation with simple functions, for f in Fn(Hσ)
Iqnf ∈L2Pσ , 〈Iqnf〉Pσ =0 ,〈
(Iqnf)
2
〉
Pσ =n! ‖f‖
2
L2n
,
〈
Iqnf I
q
mg
〉
Pσ
=0 (n 6= m) ,
where the overline denotes here complex conjugation. It follows by the last orthogonality property
that the space F (Hσ) embeds isometrically in L2Pσ . It is then a well-known fact (see e.g. [54,§5.9] or [47, §3.3]) that the said embedding is in fact surjective, hence that it is possible to realize
the space L2Pσ as unitarily isomorphic, via MSI, to the standard Fock space over L
2
σ.
Extended Fock space of the Gamma process. The extended Fock space Fext associated to the
Gamma process was discovered in [34] and thoroughly discussed in [35]. We briefly review the
construction in light of the established lexicon to provide some new combinatorial insights.
In analogy with (4.8), define the contraction
(6.3)
ϕ
(n)
?λ [y] :=ϕ
(n)[( y1, . . . , yλ1︸ ︷︷ ︸
λ1
, yλ1+1, yλ1+1, yλ1+2, yλ1+2, . . . , yλ1+λ2 , yλ1+λ2︸ ︷︷ ︸
2λ2
, . . . ,
y|λk−1|+1, . . . , y|λk−1|+1︸ ︷︷ ︸
k
, y|λk−1|+2, . . . , y|λk−1|+2︸ ︷︷ ︸
k
, . . . , y|λ|, . . . , y|λ|︸ ︷︷ ︸
k︸ ︷︷ ︸
kλk
)],
where λ ` n and it is understood that all blocks of variables of length i are omitted whenever λi =
0. Denote further (cf. [46, (5.19)]) by Fλ(Hσ) the strong closure in H
n
σ of the space of
functions ϕ
(n)
?λ varying ϕ in D
n and λ ` n, by
Fnext(Hσ) :=
⊕
λ`n
M2[λ]Fλ(Hσ)
the extended n-particle space and by
Fext(Hσ) :=
⊕
n≥0
n!Fnext(Hσ)
the extended Fock space of Hσ. By Proposition 5.7 we can write
L[Gσ](stϕψ) =
∞∑
n=0
sntn
n!
〈
ϕ⊗n
∣∣ψ⊗n〉
n,ext
s, t ∈ R, ϕ, ψ ∈ D(6.4)
whence we endow each space Fλ(Hσ) with the sesquilinear form defined on coherent states by〈
ϕ⊗n
∣∣ψ⊗n〉
n,ext
= µ′ Gσn [ϕψ] .(6.5)
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By (5.14) and polarization, the latter yields the scalar product of two arbitrary n-particle
states
(6.6)
〈
ϕ(n)
∣∣∣ψ(n)〉
F
(n)
ext (Hσ)
=
∑
pi∈Sn
〈
ϕ
(n)
?λ(pi) ψ
(n)
?λ(pi)
〉
σ⊗n
=
∑
λ`n
(Γ[~n])λ
〈
ϕ
(n)
?λ ψ
(n)
?λ
〉
σ⊗n
,
(here ϕ denotes the complex conjugate of ϕ).
Proposition 6.2 (Two recursive identities). The sesquilinear form (6.5) satisfies
〈
ϕ⊗(n+1)
∣∣∣ψ⊗(n+1)〉
n,ext
=
n∑
k=0
(
n
k
) 〈
ϕ⊗k
∣∣∣ψ⊗k〉
k,ext
〈
ϕn−k+1
∣∣∣ψn−k+1〉
Hσ
.
Additionally, for ϕi, ψi such that σ(suppϕi ∩ suppψj) = 0 for i, j = 1, 2, i 6= j, one has〈
(ϕ1 + ϕ2)
⊗n ∣∣ (ψ1 + ψ2)⊗n〉n,ext =
=
n∑
k=0
(
n
k
) 〈
(ϕ1ψ1)
⊗k
∣∣∣ (ϕ1ψ1)⊗k〉
k,ext
〈
(ϕ2ψ2)
⊗(n−k)
∣∣∣ (ϕ2ψ2)⊗(n−k)〉
n−k,ext
.
Proof. Since the scalar product of coherent n-particle states is a moment (by (6.5)), it may
be expressed as a Bell polynomial computed at suitable cumulants (by (3.8a)), hence satisfies
the recursive identity (2.3). Notice that this constitutes in fact a one-line proof for [9, Thm. 2.3],
originally stated for the scalar product of the Pascal one-mode type interacting Fock space (see
below).
Concerning the second identity, the assumptions on ϕi, ψi yield
(ϕ1 + ϕ2)(ψ1 + ψ2) =ϕ1ψ1 + ϕ2ψ2 ,〈
(ϕ1 + ϕ2)
i(ψ1 + ψ2)
i
〉
σ
=
〈
(ϕ1ψ1 + ϕ2ψ2)
i
〉
σ
=
〈
(ϕ1ψ1)
i
〉
σ
+
〈
(ϕ2ψ2)
i
〉
σ
i ∈ [n] .
Thus, similarly as before, the scalar product satisfies the binomial type identity (2.4), viz.〈
(ϕ1 + ϕ2)
⊗n ∣∣ (ψ1 + ψ2)⊗n〉n,ext = µ′ Gσn [(ϕ1 + ϕ2)(ψ1 + ψ2)] = µ′ Gσn [ϕ1ψ2 + ϕ2ψ2]
=
n∑
k=0
(
n
k
) 〈
(ϕ1ψ1)
⊗k
∣∣∣ (ϕ1ψ1)⊗k〉
k,ext
〈
(ϕ2ψ2)
⊗(n−k)
∣∣∣ (ϕ2ψ2)⊗(n−k)〉
n−k,ext
. 
Remark 6.3 (A combinatorial interpretation of the extended Fock space). The terminology
of extended Fock space is motivated by the fact, firstly noted in [35], that the canonical Fock
space F (Hσ) associated to the Poisson point process embeds in Fext(Hσ). Indeed, setting –
cf. (6.2) –
Rn := spanC
{
ϕ(n) ∈ Dn | σ(suppϕi ∩ suppϕj) = 0, i, j ∈ [n], i 6= j
}
yields cl‖ · ‖Fn(Hσ) R
n = Fn(Hσ). Moreover, by disjointness of supports one has〈
ϕ(n)
∣∣∣ψ(n)〉
Fn(Hσ)
=
〈
ϕ(n)
∣∣∣ψ(n)〉
Fnext(Hσ)
ϕ(n), ψ(n) ∈Rn ,
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for the only non-vanishing term in the sum (6.6) is the one given by λ = (1n, 0, . . . , n0), for which
(Γ[~n])λ = 1. Hence one can canonically identify ⊕n≥0Rn with a linear subspace of Fext(Hσ)
and thus its closure F (Hσ) with a subspace of Fext(Hσ).
Incidentally, let us notice that the above integer partition λ = ne1 uniquely corresponds to
the set partition L = {{1} , . . . , {n}}, which is the infimum of the lattice of set partitions of [n].
As a consequence of (5.16), each of the coefficients Γ[`] of the factor Γ[~n] in (6.6) ought to
be thought of as the multinomial number M2
[
e`
]
, counting the number of cyclic permutations
with length `. Indeed, computing the cycle index polynomial in (6.4) (cf. (5.14)) amounts to
compose all of the possible disjoint cyclic permutations together in such a way that the resulting
permutation has order n. This was already partially understood in [35, §1] and [46, Rem. 6.1],
where the orbit of a cyclic permutation is termed a loop and the summation in (6.6) (see also [34,
(4.6)]) is indexed over the set of all possible collections of non-intersecting loops, i.e. disjoint
orbits of cyclic permutations acting over [n].
Other ‘non-standard’ Fock spaces. The contraction (6.3) may be regarded as a ‘folding’ of X×n,
rather than of functions on X. The main idea for such ‘foldings’ is already in [58, Prop. 3],
whereas the full extent of the construction is presented in [46, §6], mostly by means of set
partitions. We comparatively review this construction using both set and integer partitions.
Given a subset A ⊆ X×n, let Api := {xpi | x ∈ A} and term A symmetric if A = Api for pi in Sn.
Also set
X×L :={x ∈ X×n | ` ∈ Li =⇒ x` = yi, yi 6= yj , i, j ∈ [n], i 6= j} L `[n] ,
resp.
X×λ :={x ∈ X×n | x = y as in (6.3), yi 6= yj , i, j ∈ [n], i 6= j} λ `n .
In analogy with [58, p. 1268], we say that such sets are λ-weakly triangular (setting λ :=λ(L)
in the second case); in the notation of Remark 5.4 one has X×λ = X×~L(λ). It holds either
that X×λpi = X
×λ
pi′ or X
×λ
pi ∩X×λpi′ = ∅ and for L and λ such that λ(L) = λ there exists a unique
pi = pi(L) in Sn(λ) ⊆ Sn such that X×λpi = X×L. Thus
X×n =
⊔
L`[n]
X×L =
⊔
λ`n
⊔
pi∈Sn(λ)
X×λpi , resp. X
n =
⊔
λ`n
Xλ .
where Xλ :=Xλ/Sn. Given now ϑ = ϑn a symmetric measure on X×n (i.e. such that ϑA = ϑApi
for pi ∈ Sn), let ϑ denote its pushforward on Xn under the quotient map prn by the action
of Sn and set ϑL :=ϑ
∣∣
X×L , resp. ϑ

λ :=ϑ
∣∣
Xλ , whence, in analogy with the polynomials Bn,
resp. Zn,〈
ϕ⊗n
〉
ϑ
=
∑
λ`n
M3[λ]
〈
ϕ⊗n
〉
ϑ~L(λ)
, resp.
〈
ϕn
〉
ϑ =
∑
λ`n
M2[λ]
〈
ϕn
〉
ϑ

λ
.
Following [46], consider the measurable isomorphism
Tλ : X˜
×|λ| −→ X×λ(
y1, . . . , y|λ|
) 7−→ y as in (6.3)
and set T

λ := prn ◦Tλ, and ϑ˜ :=(T−1λ )]ϑ, resp. ϑ˜

:=(T
−1
λ )]ϑ

. Directly from the above defini-
tions one has that〈
ϕ
(n)
?λ
〉
ϑ˜λ
=
〈
ϕ(n)
〉
ϑλ
, resp.
〈
ϕ
(n)
?λ
〉
ϑ˜

λ
=
〈
ϕ(n)
〉
ϑ

λ
.
38 L. DELLO SCHIAVO
When ϑ = ρ⊗n with ρ a realization of some Le´vy process with law R, one has R(dρ)-a.e.
Iρnϕ
(n) =
∑
λ`n
M3[λ]
〈
ϕ
(n)
?λ
〉
(ρ˜⊗n)λ
,(6.7)
where In denotes MSI with respect to R. As shown in [46, §6], the study of Jacobi fields for
general CPT laws and especially laws of Meixner type dwells on this and similar representations;
it is thus perhaps not surprising that the sesquilinear form (6.4), defining the scalar product of
extended n-particle spaces for Gσ, appears as a constituent brick of non-standard Fock spaces
associated to other processes. As an example, recall the definition [9] of Pascal white noise
measure Λr,α as the unique (analytically of exponential type) measure satisfying
K[Λr,α](ϕ) =
〈
ln
α
1− χ exp[ϕ]
〉
νr,α
ϕ ∈ D , ‖ϕ‖∞ < − lnχ ,
where νr,α is the negative binomial distribution on R
νr,α :=
∑
m≥0
αr
(−r
m
)
(−χ)mδm r > 0 , α ∈ (0, 1) , χ := 1− α
(the sufficiency of the specification of the cumulant generating function follows from §3.2-3.3).
It was proved in [9, Thm. 3.2] (see also [46, p. 93]) that
L2Λr,α
∼= Fnb(Hνr,α) :=
⊕
n≥0
n!
( χ
α2
)n
Fnnb(Hνr,α) ,
the Pascal one-mode type interacting Fock space (here: nb stays for negative binomial, cf. [9, 2.2]),
whereFnnb(Hσ) denotes the spaceH
n
σ endowed with the scalar product induced by 〈 · | · 〉n,ext.
7. Conclusions and further developments. Our analysis strongly hints to cumulants as
an interesting object in the framework of laws of random measures; despite some technicalities
due to the setting of choice, the essentially combinatorial nature of the properties of cumulants,
and in particular of dualities, grants suitable extensions of these properties to hold in virtually
any infinite-dimensional setting. Whereas the said properties are useful mainly for computational
purposes, their interplay with a possible combinatorial structure intrinsic of the measures in
question may be used to deepen the study of the measures themselves. To this extent, the
case of the Gamma measure and even more of the Dirichlet–Ferguson measure is exemplar, for
the appearance of cycle index polynomials (consequence of the duality and of the moments of
the Gamma distribution) provides new proofs for properties of the extended Fock space of the
Gamma measure and unforeseen connections with Po´lya enumeration theory and the theory of
dynamical symmetry algebras.
We undertook a detailed study of these connections to approach the quasi-invariance of the
Dirichlet–Ferguson measure with respect to the action induced by self-transformations of the
underlying space, which we motivate in the following.
A rigidity approach to the quasi-invariance of Dσ. Starting with Kolmogorov Extension The-
orem, finite-dimensional approximation is a common tool in the study of random measures
and more generally of cylindrical measures on infinite-dimensional spaces; it is satisfactory to
an almost surprising extent in the case when the approximating sequence of choice possesses
some intrinsically linear structure, making the direct limit procedure at its core particularly
well-behaved. Besides Le´vy’s construction of Brownian motion, two beautiful examples of the
roˆle played by linear spaces approximation are Feyel–U¨stu¨nel [23] construction of optimal trans-
port maps on the Wiener space as limits of solutions to the Monge–Kantorovich problem on
MOMENTS & CUMULANTS IN INFINITE DIMENSIONS 39
finite-dimensional Hilbert spaces and Vershik’s construction of the so-called infinite-dimensional
Lebesgue measure [70, 71] as a limit of Haar measures on maximal toral subgroups of special
linear groups.
In more general cases though, where no such linear structure is at hand, one usually strives
for further rigidity, partly in order to allow for more general – yet rigorous – limiting procedures.
The said rigidity may be gained in several ways. Three meaningful examples are Kondratiev–
Lytvynov–Vershik [36] chaos representation of L2Gσ and realization of Laplace operators on it as
second quantizations of operators on L2σ; von Renesse–Sturm [73] construction of Wasserstein
diffusion on one-dimensional spaces, basing on order properties of the line; Chodosh [17] nega-
tive statement on Ricci curvature bounds for the entropic measure, via embedding probability
measures on the interval into the space of square-integrable functions over it.
Here, we propose a rigidity approach, via embedding, to the quasi-invariance of Dσ under the
action via push-forward of the group of diffeomorphisms Diff(X) when X is a smooth compact
orientable Riemannian manifold, that is, the existence of the Radon-Nikody´m derivative satisfy-
ing Rψ[η] dDσ(η) = d(ψ.)]Dσ(η), where ψ ∈ Diff(X) and ψ.η :=ψ]η for η in P. The connected
problem of studying the quasi-invariance of Gσ under the same action has been negatively an-
swered in [36, and ref.s therein], leading to the weaker notion of partial quasi-invariance, while
the quasi-invariance of the entropic measure on the interval (also related to that of Dσ) was
given an affirmative answer in [73].
We conjecture the existence of a group G of self-transformations of X, such that
Isom(X)  G < Homeo(X)
and satisfying the following. The group G, regarded as acting on L2σ by precomposition, whence
onK0(Hσ) by conjugation, is isomorphic to a subgroupH of the Lie ∗-automorphisms ofK0(Hσ),
itself acting by conjugation. Furthermore, the action of H is the limiting action – in a suitable
topology – of those of symmetric groups detailed in Proposition 8.3, corresponding, up to the
aforementioned isomorphism φ, to the symmetric group actions on standard simplexes described
in Remark 4.1.
8. Appendix: Dynamical symmetry algebras of Lauricella functions. The theory
of dynamical symmetry algebras for Lauricella hypergeometric functions was developed in the
series of papers [48, 49, 51]. Heuristics for such construction starting from quantum theory and
a motivation for the introduction of dummy variables are found in [49, §1]. Characterizations
via systems of partial differential equations are found in [50, §5]. We refer the reader to [16]
and [28] for the general theory of Lie algebras and Weyl groups respectively.
We recall some of the results in [48] and proceed to compute the dynamical symmetry algebra
of the Humbert function kΦ2 defined in (4.16).
The dynamical symmetry algebra of kFD. Let fa,b,c : C2k+2x,u,s,t −→ C be defined by
fa,b,c := fa,b,c(x,u, s, t) =B[a, c− a] kFD[a;b; c;x]saubtc , c 6∈ Z−0(8.1)
where the normalization factor B[a, c − a] is for computational purposes (as it cancels the one
in (4.16)) and may in fact be omitted (cf. [51, p.226]). On the space of holomorphic func-
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tions O(C2k+2x,u,s,t) define the following differential operators
(8.2)
Ea :=s (x · ∇x + s∂s) ,
E−a := s−1 ((x  (1−x)) · ∇x + t∂t − s∂s − x · (u  ∇u)) ,
Ebi :=ui (xi∂xi + ui∂ui) ,
E−bi :=u
−1
i (xi(1−x) · ∇x + t∂t − xis∂s − u · ∇u) ,
Ec :=t ((1−x) · ∇x + t∂t − s∂s − u · ∇u) , E−c := t−1 (x · ∇x + t∂t − 1) ,
Ea,c :=st ((1−x) · ∇x − s∂s) ,
E−a,−c :=(st)−1 ((x  (1−x)) · ∇x − x · (u  ∇u) + t∂t − 1) ,
Ebi,c :=uit ((xi − 1)∂xi + ui∂ui) ,
E−bi,−c :=(uit)
−1 ((xi − 1)x · ∇x + xis∂s − t∂t + 1) ,
Ea,bi,c :=suit∂xi ,
E−a,−bi,−c :=(suit)
−1 ((x  (1−x)) · ∇x − t∂t + xis∂s + (x− ei) · (u  ∇u)− xi + 1) ,
Ebi,−bj :=uiu
−1
j ((ui − uj)∂xi + ui∂ui) ,
Ja :=2s∂s − t∂t , Jbi := 2ui∂ui − t∂t + u · ∇u ,
Jc :=2t∂t − s∂s − u · ∇u − 1 ,
where i, j ∈ [k], j 6= i and ∇y := (∂y1 , . . . , ∂yk) for y = u,x. We choose slightly different operators
with respect to to those in [48] in order to obtain more standard commutation relations for
the sl2-triples below. The operators do not depend on the parameters a,b, c: the subscripts
indicate which indices they raise, resp. lower, viz.
(8.3)
Eafa,b,c =(c− a− 1)fa+1,b,c , E−afa,b,c =(a− 1)fa−1,b,c ,
Ebifa,b,c =bifa,b+ei,c , E−bifa,b,c =(c− |b|)fa,b−ei,c ,
Ecfa,b,c =(c− |b|)fa,b,c+1 , E−cfa,b,c =(c− a− 1)fa,b,c−1 ,
Ea,cfa,b,c =(|b| − c)fa+1,b,c+1 , E−a,−cfa,b,c =(a− 1)fa−1,b,c−1 ,
Ebi,cfa,b,c =bifa,b+ei,c+1 , E−bi,−cfa,b,c =(a− c+ 1)fa,b−ei,c−1 ,
Ea,bi,cfa,b,c =bifa+1,b+ei,c+1 , E−a,−bi,−cfa,b,c =(1− a)fa−1,b−ei,c−1 ,
Ebi,−bjfa,b,c =bifa,b+ei−ej ,c , Jafa,b,c =(2a− c)fa,b,c ,
Jbifa,b,c = (bi + |b| − c) fa,b,c , Jcfa,b,c = (2c− a− |b| − 1) fa,b,c ,
where i, j ∈ [k], j 6= i. Analogous computations are exemplified in Lemma 8.1 below.
It was stated in [48] that the complex linear span of the operators J±,0 below, endowed
with the bracket induced by their composition, is an irreducible representation of a simple Lie
algebra kg of dimension (k+3)
2−1. By simplicity and dimension, kg ∼= slk+3(C), the Lie algebra
of (k + 3)-square complex matrices with vanishing trace. Moreover, kg has sl2-triples
(8.4)
{J+,J−, J0} :=
{Ea, E−a, Ja} , {Ec, E−c, Jc} , {Ea,c, E−a,−c, Ja + Jc} ,
{Ebi , E−bi , Jbi} , {Ebi,c, E−bi,−c, Jbi + Jc} i ∈ [k]
{Ea,bi,c, E−a,−bi,−c, Ja + Jbi + Jc} i ∈ [k]{
Ebi−bj , E−bi,bj , Jbi − Jbj
}
i, j ∈ [k], i 6= j ,
each satisfying
[J+, J−] = J0 , [J0, J±] = ±2J± ,
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thus isomorphic to sl2(C) and corresponding to a root in the root system kΨ of kg. Detailing [48],
one can check by tedious yet straightforward computations that the complex linear span of the
vectors J0 is a maximal toral sub-algebra kh < kg, that a set of positive roots induced by kh
∗
and labeled by the above triples is given by
kΨ
+ :=
{
αa, αc, αbi , αa,c, αbi,c, αa,bi,c, αbi,−bj
}
i, j ∈ [k], j < i ,
and that a corresponding Dynkin diagram for kg is as follows
αa αc αb1 αb2,−b1 αb3,−b2 αbk,−bk−1
,
(8.5)
where labels denote simple roots.
The dynamical symmetry algebra of kΦ2. Dynamical symmetry algebras of confluent forms of
(hypergeometric) functions may be obtained by a formal contraction procedure. In particular,
as stated in [48, §2], dynamical symmetry algebras of confluent forms of kFD are sub-algebras
of
glk+3(C) ∼= e1(C)⊕ slk+3(C)
(where ed denotes the (unique) abelian Lie algebra of dimension d), resulting from dropping
redundantly acting basis vectors and formally contracting along the basis vectors whose action
depends on the parameter(s) with respect to which the confluent form of kFD is taken.
For the case of kΦ2 we proceed as follows. Firstly, we can immediately drop all basis vectors
raising/lowering the parameter a. Secondly, notice that we are in fact only interested in the case
when c = |b| (cf. (4.7)), thus we can also drop the basis vectors raising/lowering c without affect-
ing b and those only raising/lowering a single element bi in b without affecting c. Consistently
with this choice we see that, fixing c = |b|, the action on O(C2k+2x,u,s,t) of the dropped operators Ec
and E−bi identically vanishes. Finally, we can drop Jc, for its action linearly depends on those
of Ja and Jbi . We are thus left with the basis
Ja , Jbi , Ebi,−bj , Ebi,c , E−bi,−c i, j ∈ [k], i 6= j ,
whose complex linear span, of dimension k2 + 2k + 2, we denote by kg0. Setting
J ′a := a
−1Ja , E′−bi,−c := a
−1E−bi,−c
and formally letting a→∞, we obtain the dynamical symmetry algebra of kΦ2[b; |b|] as a new
Lie algebra structure on kg0, in general not isomorphic to a subalgebra of kg (cf. [48, p. 1398]).
In order to identify kg0 we first provide some heuristics. Fixing the parameter c has the effect
of disconnecting the Dynkin diagram (8.5) (cf. [51, p. 228] for the case of Gauss hypergeometric
function 2F1). The contraction has then the effect of reducing the sl2-triple corresponding to
a to the single basis vector J ′a and of making the span of the remaining vectors closed with
respect to the new Lie bracket. Since J ′a acts as the identity on O(C2k+2x,u,s,t), it belongs to the
center z(kg0) of kg0. This yields
J ′a αc
,
that is kg0 ∼= e1(C)⊕ slk+1(C) = glk+1(C).
A rigorous proof of the statement requires starting from scratch. Let fb,c : C2k+1x,u,t −→ C be
defined by
fb,c := fb,c(x,u, t) =kΦ2[b; c;x]u
btc , c 6∈ Z−0 ;(8.6)
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on the space of holomorphic functions O(C2k+1x,u,t ) define, with the same notation of (8.2), the
following differential operators
(8.7)
E˜bi,−bj :=Ebi,−bj , J˜bi,c := t∂t + ui∂ui − 1 ,
E˜bi,c :=uit(xi∂xi + ui∂ui − (x · ∇x)∂xi) ,
E˜−bi,−c :=(uit)
−1(xi − x · ∇x − t∂t + 1) i, j ∈ [k] , i 6= j .
In analogy with (8.3), one has the following.
Lemma 8.1 (Raising/lowering actions). The following identities hold
E˜bi,−bjfb,c =bifb+ei−ej ,c ,
E˜bi,cfb,c =bifb+ei,c+1 ,
E˜−bi,−cfm,c =(1− c)fb−ei,c−1 .
Proof. A proof reduces to the following computations.
E˜bi,−bjfb,c =u
btc
∑
m≥0
〈b〉m (mi + bi)xm
〈c〉|m|m!
−
∑
m≥0
〈b〉mmixm−e
i+ej
〈c〉|m|m!

=ubtc
∑
m≥0
〈b〉m (mi + bi)xm
〈c〉|m|m!
−
∑
m≥0
〈b〉m+ei−ej (mi + 1)xm
〈c〉|m| (m+ ei − ej)!

=ubtc
bi
bj − 1×
×
∑
m≥0
〈
b+ ei − ej〉
m−ei+ej (mi + bi)x
m
〈c〉|m|m!
−
∑
m≥0
〈
b+ ei − ej〉
m
xm
〈c〉|m| (m− ej)!

=ubtc
bi
bj − 1×
×
∑
m≥0
〈
b+ ei − ej〉
m
(mj + bj − 1)xm
〈c〉|m|m!
−
∑
m≥0
〈
b+ ei − ej〉
m
mjx
m
〈c〉|m|m!

=bifb+ei−ej ,c ,
E˜bi,cfb,c =u
btc
∑
m≥0
〈b〉m (mi + bi)xm
〈c〉|m|m!
−
∑
m≥0
〈b〉mmi(|m| − 1)xm−e
i
〈c〉|m|m!

=ubtc
∑
m≥0
〈b〉m+ei xm
〈c〉|m|m!
−
∑
m≥0
〈b〉m (|m| − 1)xm−e
i
〈c〉|m| (m− ei)!

=ubtc
∑
m≥0
〈b〉m+ei xm
〈c〉|m|m!
−
∑
m≥0
〈b〉m+ei |m|xm
〈c〉|m|+1 m!

=ubtc
bi
c
∑
m≥0
〈
b+ ei
〉
m
xm
〈c+ 1〉|m|−1 m!
−
∑
m≥0
〈
b+ ei
〉
m
|m|xm
〈c+ 1〉|m|m!

=ubtc
bi
c
∑
m≥0
〈
b+ ei
〉
m
xm(c+ |m|)
〈c+ 1〉|m|m!
−
∑
m≥0
〈
b+ ei
〉
m
|m|xm
〈c+ 1〉|m|m!

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=bifb+ei,c+1 ,
E˜−bi,−cfm,c =u
btc
∑
m≥0
〈b〉m xm+e
i
〈c〉|m|m!
−
∑
m≥0
〈b〉m xm
〈c〉|m|m!
(|m|+ c− 1)

=ubtc
∑
m≥0
〈b〉m−eimixm
〈c〉|m|−1 m!
−
∑
m≥0
〈b〉m xm
〈c〉|m|m!
(|m|+ c− 1)

=ubtc
c− 1
bi − 1×
×
∑
m≥0
〈
b− ei〉
m
mix
m
〈c− 1〉|m|m!
−
∑
m≥0
〈
b− ei〉
m
(bi +mi − 1)xm
〈c− 1〉|m| (c+ |m| − 1)m!
(|m|+ c− 1)

=(1− c)fb−ei,c−1 . 
Denote now by kg˜ the complex linear span of the vectors (8.7) endowed with the Lie bracket
induced by their composition. Having set{
J˜+, J˜−, J˜0
}
:=
{
E˜bi,−bj , E˜−bi,bj , J˜bi,c − J˜bj ,c
}
,
{
E˜bi,c, E˜−bi,−c, J˜bi,c
}
,
one can straightforwardly check that kg˜ is the k(k+2)-dimensional dynamical symmetry algebra
of the function kΦ2[b; |b|;x], with commutation relations
[J˜+, J˜−] = J˜0 , [J˜±, J˜0] = ±2J˜± , [E˜±bi,∓bj , E˜∓bi,∓c] = E˜∓bj ,∓c .(8.8)
Theorem 8.2. The dynamical symmetry algebra of kΦ2[b; |b|; s] satisfies kg˜ ∼= slk+1(C).
Proof. For k = 1 (with 1Φ2 := 2F1) the statement is readily seen to hold by inspection, hence
by induction on k. Argue by contradiction that there exists h > 1 such that hg˜ is simple yet h+1g˜
is not simple. Thus, there exists (0)  iC h+1g˜ a nontrivial ideal of h+1g˜. It holds,
h+1g˜ = hg˜⊕ spanC
{
E˜±bh+1,±c, E˜±bh+1,∓bj , J˜bh+1,c | j ∈ [h]
}
as vector spaces, hence i contains at least one of the basis vectors E˜±bh+1,±c, E˜±bh+1,∓bj , J˜bh+1,c.
By the commutation relations (8.8), and since i is an ideal,
(0) ( [h+1g˜, [h+1g˜, i]] ∩ hg˜ ⊆ i ∩ hg˜ ,
yet i ∩ hg˜ = (0) by simplicity of hg˜, a contradiction. Thus kg˜ ∼= slk+1(C) by simplicity and
dimension. 
Finally, we are now able to characterize the action of the symmetric group in the definition
of quasi-exchangeability for Dir[α] as a subgroup of the Weyl group of the dynamical symmetry
algebra of the second Humbert function (for other interpretations see Rem. 4.1).
Proposition 8.3 (Another model for Sk). The symmetric group Sk acting on the standard
simplex ∆k−1 in the definition of quasi-exchangeability for Dir[α] acts as a unique subgroup of
the Weyl group of kg˜ (described in the proof).
Proof. Let h < slk+1(C) be the sub-algebra of diagonal matrices with vanishing trace and
denote by W ∼= Sk+1 the Weyl group of the root system Ψ of slk+1(C) induced by h. The
action of W on Ψ ⊆ h∗ may be regarded as dual to the action of Sk+1 on h via conjugation by
permutation matrices in Pk+1 ∼= Sk+1 < GLk+1(C).
For the dynamical symmetry algebra of kΦ2[b; |b|;x], a Lie isomorphism as in Theorem 8.2,
say φ, may be given in such a way that
φ : J˜bi,c 7→ diag(1, 0, . . . , i−10, i − 1, i+10, . . . , k+10) ∈ h .
The action of Sk on Dirichlet distributions on ∆
k−1, given by pi.Dir[α] := Dir[αpi], corresponds
to permuting J˜bi,c 7→ J˜bpi(i),c for i ∈ [k]. Thus, Sk acts as the subgroup Pk < Pk+1 fixing the
first row and column of matrices in h. 
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