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Redundant automata, as described by yon Neumann,  use "restor- 
ing organs" in order to remove the effect of malfunctions. It is shown 
that the class of possible restoring organs is wider than that discussed 
by yon Neumann.  If "triplication" is used, a class of majority ele- 
ments for the multivalued case provides restoring action in approxi- 
mately the same amount as yon Neumann's two-valued majority 
organs. If "multiplexing" is used, possible restoring organs can be 
classified in terms of their "length." The length-i restoring organs are 
majority elements; the length-2 restoring organs are derived from the 
majority organ concept, etc. This approach makes it possible to write 
truth-tables for restoring organs, and to synthesize them by means of 
two-valued or multivalued devices. 
INTRODUCTION 
The  switching and  delay devices used in the synthesis of automata  
are subject to failure. It has been shown by  yon  Neumann (1956) that 
it is possible to use additional ( redundant)  devices in such a manner  
that the input-to-output error probability remains small in spite of oc- 
casional failures of individual devices. The  additional devices consist of 
redundant  "executive organs" that per form logic functions, delay func- 
tions, or both, and  "restoring organs" that tend to remove the effect of 
malfunctions. The  restoring organs discussed by  yon  Neumann were 
limited to the two-valued major ity organ and  the Sheffer stroke. This 
paper  will a t tempt  to show that a larger class of devices can be used to 
fo rm restoring organs in the two-valued as well as the mult ivalued ease. 
The  synthesis of nonredundant  mult ivalued automata  has been discussed 
previously (Lee and  Chen,  1956; Lowenschuss,  1958). 
STATEMENT OF  THE PROBLEM 
Assume that for every switching device there exists a positive number 
e such that in any operation, the device will fail to function correctly 
with the probability e. A device will be said to fail if for a given set of 
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input values the output value is-not as predicted by the designer. Each 
failure is assumed to occur statistically, and is assumed to be independ- 
ent of the input values and of other failures. 
Given the probability e that any one of the switching devices in a 
machine fails, and an upper bound ~ that an error in the output occurs, 
we seek a method for designing a machine such that for a given e any 
arbitrary ~ can be achieved. In particular, it should be possible to pre- 
scribe an arbitrarily small ~. 
Two methods are given by yon Neumann for improving the reliability 
of machines. The first consists of building three or more machines, and 
taking a "majority vote" amongst heir outputs by means of a majority 
element. The second method consists of "multiplexing": All signals are 
carried by bundles of N lines (N is a large integer) instead of a single 
line, and a bundle is said to be in state s if at least aN wires of the bundle 
are in state s, with ½ < a < 1. Both methods achieve increased reliability 
at the cost of additional equipment, because the failures of individual 
switching devices are prevented from causing machine failures by means 
of "restoring" organs. 
If each output of a redundant or nonredundant machine must be pre- 
sented on a single wire, then ~ >= e regardless of the method used, be- 
cause each output results from the action of a single, final switching 
device. 1However, if each machine output can be presented on a bundle 
of wires, such that the output signal is considered to be s if at least aN 
out of N output wires give an output s, with ½ < a < 1, then it is pos- 
sible to achieve ~ ~ e. In fact, it is possible in this case to make ~ ar- 
bitrarily small by providing sufficient redundant equipment (provided e
is less than some fixed upper bound, to be discussed below). 
PROPERTIES OF THE K-VALUED THREE-PLACE MAJORITY FUNCTION 
The three-place K-valued function re(a, b, c), having the property 
I a i fa=b,  or a=c,  or a=b=c 
m(a, b, c) = ~ (1) 
[ b i fb  = c 
In the relay networks discussed by Moore and Shannon (1956) the output does 
not result from the action of a single, final switching device. Therefore ~ ~ e is 
possible, even though a single output line is used. 
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where a, b, c can each take the K values 0, 1, 2, . . -  , K - 1, will be 
called a "majority function." 
If a ~ b! ~ c, then he output re(a, b, c) is arbitrary ("don't care"). 
In the two-valued case it is obviously impossible to assign the two values 
0, i to a, b, c, such that a ~ b ~ c; therefore, the two-valued, three-place 
majority function is fully defined. If K > 2, we can assign values to the 
don't-care conditions in several ways. Each different assignment results 
in a different majority function: 
LEMMA A. There exist K L different K-valued, three-place majority 
functions where 
L = K(K -  1) (K -  2) (2) 
PROOF. The truth table for m(a, b, c) can be subdivided into K sub- 
tables for m(0, b, c); m(1, b, c) ; m(2, b, c) . . .  m(k - 1, b, c). The table 
for re(i, b, c) is given in Table I. The don't-care ntries have been left 
blank in this table. Of the K rows, one has no don't-cares, and each of 
the remaining (K - 1) rows has (K  - 2) don't-cares. Hence the total 
number of don't-cares for m(a, b, c) is K(K  - 1) (K  - 2) = L. Each 
don't-care position can be assigned in K different ways, yielding K L dif- 
ferent majority functions. The following result can be established for 
these majority functions. 
LEMMA ]~. There exists at least one K-valued, three-place majority 
function m,(a, b, c) such that any arbitrary n-place function f (x l ,  
TABLE I 
TRUTH TABLE FOR re(i, b, c) 
b 
G 
0 1 2 - - -  i . . .  K - -1  
0 0 i 
1 1 i 
2 2 i 
i i i i ... i ... i 
K -1  ~ K - -  1 
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x2 , . . .  , x,~) can be implemented using only m~(a, b, c), provided that 
the following are also available: 
(a) for each input variable x~, i = 1, 2, . . .  , n, the K one-place 
function Js(xi), defined by 
l 0 if x~ = s = wheres = 0,1, 2, . . .  , K - 1 
J~(x~) [K  - 1 if x~ # s (3) 
(b) the two constants 0, K - 1. 
PROOF. (a) One of the expansion theorems for a K-valued Post alge- 
bra, as given by Lee and Chen (1956) and others is 
K--1 
f (x l ,  x2, . . . ,  = y_,f(s, x2, . . . ,  J (xl) (4) 
s=0 
where the compositions "sum" and "product" are the "minimum" and 
"maximum" of the K-valued Post Algebra, and Js(x~) is defined as 
above. This algebra is functionally complete without requiring the con- 
stants. 
(b) In the majority function re(a, b, c) the don't-care conditions for 
m(0, b, c) can always be assigned such that m(0, b, c) = minimum 
(b, c). Similarly, the don't-care conditions for m(K - 1, b, c) can al- 
ways be assigned such that m(K - 1, b, c) = maximum (b, c). 
Therefore, given a particular majority function m~,(a, b, c) that 
satisfies these conditions, and the constants 0, (K - 1), then the Post- 
algebra compositions "sum" and "product" are available. This com- 
pletes the proof. 
The large number of don't-care conditions in K-valued three-place 
majority functions (K > 2) suggests that many different assignments 
of these don't-cares, together with particular one-place functions of the 
input variables, can lead to functionally-complete systems. However, in 
the discussion that follows it is sufficient hat at least one such majority 
function exists. 
PROPAGATION OF ERRORS THROUGH A THREE-PLACE 
MAJORITY ELEMENT 
CASE I :  MAJORITY ELEMENT AS BUILDING BLOCK 
Denote the three input lines to a K-valued majority element as lines 
1, 2 and 3. Let zl, z~, z~ represent the upper bound for the probability 
that line 1, line 2, and line 3 respectively carry the wrong signal (be- 
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cause of failure of a previous component). Let e represent the proba- 
bility that the majority element itself malfunctions. Then the prob- 
ability that the output of the majority element is wrong is a function of 
e, zl, z2, and z~. Depending upon the assignment of the don't-care 
conditions, it is possible that each successive majority element can in- 
crease the probability of error. For K = 2, this is indeed the case, as 
proved in the appendix. For K > 2, the particular assignment of the 
don't-care conditions determines whether the probability of error is in- 
creased. 
CASE II. MAJORITr ELEMENT AS RESTORING ORGAN 
Assume that signals from three identical sources are applied to the 
three inputs of a majority element. Then the output of the element 
represents the majority of the input signals; i.e., if two or three of the 
input signals have the value i, the output has the value i (unless the 
majority element malfunctions). This implies that the majority ele- 
ment may be capable of restoring the correct output in case one of the 
three inputs fails. In case two of the three inputs are wrong, two pos- 
sibilities exist: (1) Both of the wrong inputs have the same wrong value 
j, or (2) the two wrong inputs have different values, and the don't-care 
condition may give the right value or not. In either case it is possible for 
the majority element to malfunction and actually give the right output. 
However, for the sake of generality, the pessimistic view will be taken 
that two wrong inputs always lead to a wrong output, regardless of 
possible compensating errors or don't-care conditions. Using the nota- 
tion of Case I above, the upper bound on the probability that at least 
two input wires have wrong values is 
0 = zlz~ -b z~z3 + z2z8 - 2zlz2z~ (5) 
This assumes that failures on one wire are independent of those on any 
other wire. The upper bound on the probability that the output of the 
majority element is wrong becomes 
(1 - -  e) 0 - t -e (1  - -  0) - t -e0  = eq-  (1 - -  e) 0 
If each z; < z, then 0 = 3z 2 - 2z 3 and the upper bound on output error 
probability is 
fo(z) = e + (1  - e ) (3z  2 - 2z  ~) _-__ e + 3z  2 (6 )  
This indicates that restoring action is possible, by choosing e and z such 
that e -t- 3z 2 =< z. 
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MAJORITY-ELEMENT REDUNDANCY 
Consider a machine, denoted by 0 in Fig. 1. This machine may be 
constructed of arbitrary K-valued devices. Construct hree identical 
machines, 01, 0 2, and 0 3, and apply their outputs to the maiority ele- 
ment m. If the probability or error in the output y of machine 0 is z, 
then the upper bound on the probability 
z* = e + (1 - e ) .  (3z  ~ - 2z3).  (7 )  
To determine the region in which triplication gives an improvement, 
plot z versus z*, as in Fig. 2. Improvement results only if z* < z, that 
is, if the curve lies below the diagonal line z* = z. 
From Eq. (7), the curve always intersects the diagonal at z = z* = 1. 
To find the other intersections, first divide (z - z*) by (z - 1), ob- 
~ ¥1z 
YoZ 
X] LI 
X:s 01 
×z ~ 0 2 
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FIG. 1. Triplicated machine with single majority element 
D y~Z ~¢ 
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FIG. 2. z* versus z for maiority element 
taining 2(1 -- e)z  ~ - -  (1 -- e) z ~- e. Hence the other intersections are 
the real roots of 2 (1 -e )  z 2 -  (1 -e )  z+e =0.  
z 0  - (s) 
Now if e > -~, the roots are not real, and z* > z. If e = ~, the double 
root occurs at z = z* = ~. If e < ~, the lower intersection occurs at z0, 
and the upper one at zl. Obviously, improvement in reliability (z* < z) 
occurs only if e < ~, and z0 < z < Zl. In all other cases, the curve lies 
above the diagonal, hence z* > z, and the reliability of the triplicated 
machine is worse  than that of the original machine 0. 
The redundancy principle can be extended by constructing the entire 
machine P (Fig. 3A) out of majority elements, and arranging matters 
such that as many of the majority elements as possible are used as in 
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FIG. 3. Triplicated machine with multiple majority elements 
Case II above. The existence of a functionally-complete, K-valued 
majority element was proved above. The construction will be an induc- 
tion over the longest serial chain of majority elements in P, whose length 
will be denoted by ~(P). Every single output y of P that is not one of 
the inputs or a constant must come from a majority element. Omit this 
majority element from P and designate the remaining part of P by Q, 
as in Fig. 3B. The outputs of Q are now designated by ul, u2, u3 and 
~(Q) = ~(P)~ - 1. Now provide three copies of Q: Q1, Q2, and Q3. The 
outputs of Q~ are designated by ul i, u2 ~, and u3 ~, with i = 1, 2, 3, as in 
Fig. 3C. (Instead of drawing the interconnections across the dotted 
lines, identical marks are shown on ends that should be connected.) 
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Three new majority elements are now provided, designated ~ (a "re- 
storing organ," according to Case II above) in Fig. 3C, to "restore" 
the outputs of Q~, that is, to remove the effects of an error in one of the 
three copies Q~. The outputs of these majority elements are vl, v2, and 
v~ ; these are now applied to a single majority element, designated 
(a building block, according to Case I above). Obviously this construc- 
tion can be extended by treating each of the outputs of Q in the same 
manner as the single output of P. Thus the final machine consists of a 
cascade of ~ and ~i elements, such that each ~i element (having 
three supposedly identical inputs) feeds an i~ element (having inde- 
pendent inputs), and vice versa. The first elements encountered by the 
inputs and the final elements that drive the outputs must be of type P. 
Since each step of the construction replaces the remaining machine by 
three copies, then a machine of seriM length ~(P) requires about 3 "(P) 
elements, representing an increase in size that may prove impractical. 
To determine the improvement in reliability, denote by ~ the upper 
bound on the probability of error in the output y of P, and by z the 
corresponding probability for each output of Q. If e represents he prob- 
ability that a mQority element fails, then 3 = e + 3z for the original 
machine P, as shown above. In the triplicated case, Fig. 3C, the new 
upper bound 5" is given by 
~* = e + 3z* ,  
where z* is the probability of error on v ~. But since the elements ~ fall 
into Case II above, 
z* = L (z )  = e + (1 - e ) (3z  ~ - 2z~).  
Hence this method of construction provides an advantage only if ~* < z, 
that is, if each step in the construction does not increase the probability 
of error. Substituting for ~*, we obtMn 
4e+3(1  - e)(3z 2 -  2z ~) -< z. 
This can be written as 
z(1 -- 9z+6z  2) 
e< 
4 - -  9z 2 -~- 6z 3 
Denote the largest e that satisfies the inequality by emax (z). The be- 
havior is shown in Fig. 4. The inequality cannot be satisfied by e > 0 
for 0.122 < z < 1. The largest value of e .... is ema~ = 0.00728 for Z = 
122 
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FIG. 4. em~x versus z in a triplicated machine 
0.10 0.12 
0.0594. Consequently the requirement is e < 0.00728 in order to make 
repeated triplication possible for any serial length ~(P). The ultimate 
error level achievable is given by the series expansion for emax: valid 
only for small values of z. This is 
e ~ ¼z (1 - -  9z  -k ~8-z2 - -  ~Z-z3 q- . . .  ). 
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The result indicates that control of error is possible through repeated 
triplication. However, ~* >_- e, because a single output line is prescribed. 
Further, the large amount of equipment required (3 ~(~) makes this ap- 
proach impracticM in all but the simplest machines. 
Instead of using an ~ three-input restoring organ, it is possible to 
use any one of the restoring devices discussed below, with obvious 
changes. 
THE MULT IPLEXED MACHINE 
The basic principle of the multiplexed machine is the following: Signals 
are carried on bundles of N lines, instead of a single line. Every switching 
device in the single-line nonredundant machine is replaced by a bank of 
N devices. A positive number a, with a > ½, is chosen. If more than 
aN of the lines in a bundle carry signals having the value i, then the 
bundle is assumed to carry the signal i. If less than aN of the lines carry 
the signM corresponding to i, then the bundle has produced an error. 
The switching devices that perform logical operations are called "execu- 
tive" devices and are connected, as in the example, Fig. 5, for majority 
elements with N = 5. 
Assume in Fig. 5 that a = ~- is chosen for each bundle. Then if two of 
the input bundles each have 4 wires with signal value i, while the third 
bundle has all 5 wires with value i, then it is possible to have in the 
output bundle only 3 wires with the signal vMue i. This indicates the 
need for a restoring device, which will restore the original signal evel. 
In other words, given a bundle with aN lines (a > ½) having the value 
i, then it is desired to interpose a restoring device such that a*N lines 
have the value i with a* -> a. 
RESTORING DEVICES 
A convenient classification of restoring devices can be made in terms 
of the number of devices that must be traversed by a single wire of the 
input bundle in order to reach the output bundle. Call this number the 
length of the restoring device. 2
The restoring device must distinguish correct signMs in the input 
bundle from incorrect ones. Consider one particular wire of the output 
2 The term "device" refers to ~ block on a block diagram, whose operation can 
be described by means of a truth table. Although such a device can contain one 
or more internal switching circuits, it  will be considered to have length-l ,  because 
the input wires to each switching circuit have not been permuted over the entire 
bank and are therefore not statistically independent. 
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FIG. 5. The multiplexed executive device 
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bundle. The signal on this (output) wire is affected only by signals on a 
particular set of (input) wires in the input bundle, and not by signals on 
remaining wires of the input bundle. If the set contains ~ wires, with 
=< N, then the restoring device must be such that the signal on the 
output wire depends only on the majority of the signals on the ~ input 
wires. 
LENGTH-1 DEVICES 
It is obvious that no two-place device can serve as a length-1 restoring 
device, since there is no way of distinguishing correct signals on the two 
input lines from incorrect ones. However, a three-place device can be used 
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by assuming the following: If any two--or all three--of the input lines 
carry the signal value i, then the correct signal value is i, and the third 
wire (if any) carrying the signal j, j ~ i, should be disregarded. Clearly, 
any one of the K L majority elements fulfills this condition, and is suit- 
able for use as a restoring device as proved below, provided its output 
is split into three lines (Fig. 6). For a bundle with N = 3, this is suf- 
ficient. If N > 3, it is possible to use a bank of ½N majority elements 
and thus produce restoration. However, it is necessary to assume that 
the lines which carry the correct signal i are distributed at random in 
the bundle. Further, this randomness must be maintained at all times 
in order to insure statisticM independence. Randomness can be insured 
by permuting at random (yon Neumann, 1956) all wires in the input 
bundle for the bank of restoring devices. 
If aN of the N wires in the input bundle have the signal value i, then 
for large N the probability g(a) that any two or three of the input lines 
to any one of the majority elements have the value i is 
g(~) = 3a 2 -  2~ s. 
If M1 three of the input lines carry different signal values, we make the 
pessimistic assumption that the output of the majority element will be 
wrong, i.e., have a value j ~ i. If the majority element were perfect, 
then the probability a* that its output line (before splitting) has the 
signal i is given by g(a) and plotted in Fig. 7. If the mQority element 
malfunctions with probability e, then the probability a* that its output 
line has the value i is given by 
a* = (1 -- e)(3a 2 -  2a s) 
provided that the pessimistic view is again taken, namely, that com- 
pensating errors will not occur. Figure 7 indicates that an interval exists 
in which ~* > a, provided e has a suitably small value. Hence the 
majority element exhibits the desired restoring action. 
In order to determine bounds on e and a, the failures in the executive 
INPUT ] II OUTPUT 
BUNDLE I BUNDLE 
FIG. 6. Majority element used as length-1 restoring device 
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FIG. 7. ~* for majority element restoring device 
device must be considered. The analysis proceeds in a similar manner to 
that for the triplicated machine with majority elements, presented above, 
and will not be carried out in detail. 
I t  has been shown that any one of the K L majority elements can be 
used as a restoring device, where the majority function m(a, b, c) was 
defined by Eq. (1). However, a wider class of elements is also suitable, 
as will be indicated below. 
Given a variable x, with x = 0, 1, 2, . - .  , K - 1, associate with it 
a one-place function f(x) such that for all a, b 
f(a) = f(b) implies a = b, 
where a, b, = 0, 1, 2, . . -  , I/: -- 1. This function will be designated by 
~, the "inverse" of x. For any K, there are K! different ways of defining 
the inverse, including the identity case, ~ - x. In the discussion that 
follows any one of the K!  different inverses can be assumed, including 
the identity. 
RESTORING ORGANS IN REDUNDANT A_UTOMATA 127 
Define the composition ~(a,  b, c) by 
i fa  = b, or a = c, or a = b = c 
~(a,  b, c) = (9) 
b i fb  = c 
where a, b, c = 0, 1, • • • , K - 1. The L conditions, L = K(K  - 1). 
(K - 2), which are not specified by this definition, represent don't- 
cares. There are K! different ways of specifying the inverse, hence there 
are K ~L different compositions ~(a,  b, c) that satisfy the above defini- 
tion. But the composition ~(a,  b, c) is exactly equivalent to a majority 
element, re(a, b, c), followed by an "inverse" element on the output 
line. A bank of ~(a,  b, c) elements is thus equivalent to a bank of ma- 
jority elements followed by a bank of "inverse" elements. Therefore, the 
~(a,  b, c) element can be used as a restoring device, with the under- 
standing that the output represents not the majority of the inputs, but 
one of the inverses of the majority of the inputs. In other words, the 
r~(a, b, c) device performs restoration and also performs a logical opera- 
tion. 
For any particular inverse, f (x )  = 5c, the composition defined by 
a i fd  = b, or d = ~, or ~ = b = 
re(a, b, e) = (10) 
b i fb  = 
is identical to a composition ~(a,  b, c) as defined previously; hence there 
is no need to discuss this case further. 
It has been shown that a large class of three-place functions is suitable 
for use as restoring devices. However, these devices are not all equally 
"efficient." Thus, if the L = K(K  - 1)(K  - 2) don't-care conditions 
are all assigned the same value, say i, then the output of the restoring 
device will favor the value i. However, if L /K  of these are assigned the 
value 0, L /K  the value l, etc., then the output of the restoring device 
does not favor any particular value. As a result, the restoring action will 
be more efficient if the K values are nearly equally distributed among the 
don't-care conditions. 
It  is clearly possible to use devices having more than three inputs to 
perform the restoring action. Further, it is possible to cascade length-1 
restoring devices in order to enhance the restoring action. ~ In each case 
the analysis proceeds along the lines laid down above. 
3 If p length-1 devices are cascaded, and their output wires are permuted at 
random over the bank of devices, they form a length-p restoring device. 
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LENGTH-2 DEVICES 
The basic construction of a length-2 restoring device is shown in Fig. 
8 for two-place switching devices, designated respectively by / and ~. 
Basically, such a restoring device operates on the following principle: 
If any three of the four input lines X1, X2, X3, X4 carry the same 
signal value i, or if all four lines carry the same signal value i, then the 
outputs of the restoring device carry the signal value i (or an inverse of 
i). It will be shown below that this principle represents a sufficient 
condition on the devices / and # for restoring action. The single output 
line from each switching device is split into two lines, and the lines are 
permuted at random as in the length-1 device in order to assure statistical 
independence. 
The specification of the restoring device follows from the principle 
stated above. Let 
p(x l  , x2 , x~ , x4) = (x~/x:)  # (x3/x4) 
then the specifications are for all i and j, 
p( i , i , i , i )  ---- ~ 
p ( i ,  i, i, j )  -~ 
p (i, i, j, i )  = i , j  = 0,1, 2, . . .  , K - 1 (11) 
p ( i , j , i , i )  = 
p (#, i ,  i , i )  --- 
X! 
X~ 
X5 
X4 
.F -1  1 :1 -I I 
"!' i 1 ' I ] 
FIo. 8. Length-2 restoring device 
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where ~ represents an inverse of i, as defined previously. Any conditions 
not specified above represent don't-cares. As in the case of the length-1 
devices, the number of don't-cares i quite large, hence the number of 
possible length-2 devices is large. 
If aN of the N lines in the input bundle have the signal value i, then 
for large N the probability h(a) have any three or all four input lines of 
the restoring organ, Figs. 5-8, have the signal value i is h(a) = 4a 3 - 
3a 4. 
If three or four different signal values occur among the four input 
lines, we make the pessimistic assumption that the output of the re- 
storing device will be wrong, i.e. have a value s ~ ~. If the restoring 
device were perfect, then the probability a** that its output line has the 
value g is given by h(a).  The graph of h(a), Fig. 9, indicates that an 
interval exists in which a** > a; however, this interval is narrower than 
i.O 
O.B 
0.6 
0.4 
0.2 
/ 
/ 
/ 
J 
0 0.2 0.4 
l/ 
0.6 0.8 
FIG. 9. ¢z** versus ~ for length-2 restoring device 
S /,/ 
t 
1.0 
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the corresponding interval in Fig. 7 for the length-1 three-place majority 
element. If malfunctions in the devices designated by / and ~ are taken 
into account, the interval in which a** > a is even smaller. Therefore, 
the desired restoring action does occur, provided the probability of mal- 
functions in the restoring device is suitably small, but the improvement--  
so far--is not as good as for the three-place majority element. 
Further improvement can be obtained by adding the following condi- 
tion to the specification of the restoring device: For all i, j, s, with 
i , j , s  = 0,1, . . .  ,K  - 1, and i~ j~s ,  if any two of the four input 
lines have the signal value i, and the remaining two have the values 
j and s, then the output should be ~. This condition can be translated 
into 12 restrictions on p(x l ,  x~, x~, x~), corresponding tothe 12 permuta- 
tions of the letters i, i, j, s. Unfortunately, it is not possible to satisfy 
all of these conditions imultaneously for all, i, j, s, in the range 0, 1, • • • , 
K - 1. However, it is possible to satisfy a large number of these condi- 
tions, and thereby increase the interval in which a** > a. This will be 
illustrated by the following example: 
The Post-algebra compositions "minimum of x and y" (x + y) and 
"maximum of x and y" (x .y)  have been defined previously. Let 
P(x l ,  x2, x~, x4) = (xl + x2). (x3 + x4) (12) 
These compositions are commutative and idempotent, hence it is only 
necessary to demand for all i, j, s, with i, j, s = 0, 1, • • • , K - 1 
I. p(i, i, i, i) = i 
II. p( i, i, i, j )  -- i 
(13) 
II I .  p(i, i, j , s) = i 
IV. p(i, j, i, s) = i 
If K = 3, substitution of all possible values for i,j,s indicates that I and 
I I  are always satisfied. However, I I I  is satisfied for i = 1, 2, but not for 
i = 0: 
(0+0) . (1  +2)  = 1. 
Similarly, IV is satisfied for i = 0, 1, but not for i = 2: 
(0+ 2) . (1  ~-2)  -- 1. 
Since I I I  and IV are satisfied for the majority of possible eases, an 
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improvement in restoring action is realized, as indicated by the follow- 
ing analysis: Let 
A = probability that input wire has value 0 
B = probability that input wire has value 1 
C = probability that input wire has value 2 
A* = probability that output wire has value 0 
B* = probability that output wire has value 1 
C* -- probabil ity that output wire has value 2 
Then 
A- t -B - t -C  = 1, A* - t -B*+C*  = 1 
Using the subscript x as in A** to denote the "maximum" element, and 
the subscript n as in AN* to denote the "minimum" element, we find 
An* = A 2 + 2A(B  -t- C) = A(2 - A) 
B,* = B ~ --t- 2BC = B(B  + 2C) 
C,~* = C 2 
As* = A 2 (14) 
B~* = B zc 2AB = B(B  -t- 2A) 
C~* = C 2 -t- 2C(A  + B) = C(2 -- C) 
If the elements are cascaded in the sequence (xl + x2). (xa + x4) i.e. 
"minimum" followed by "maximum," we designate the probabilities of 
the final output wire by the subscript nx as in A,~**: 
A,~** = (A~*) 2 = A2(2 - A) ~ 
Bn~** = B ,* (B ,*  -t- 2An*) = B(B  + 2C). 
(15) 
[B(B --t- 2C) -b 2A(2 - A)] 
c~**  = cn* (2  - c . * )  = c~(2  - c ~) 
The behavior of An~** versus A is shown in curve I I ,  Fig. 10, while 
that of C,~** versus C is shown in curve I. To evaluate Bn~**, it is suf- 
ficient to examine its behavior a t  A = 0 and C = 0, 
B.~**]a=o = B2(B + 2C) 2 = B2(2 -- B) 2 
(16) 
Bn~**]c=o = B2[B 2 + (2 -- A) 2A] = B2(2 - B 2) 
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When A = 0, the behavior Bn~** versus B is given by curve II, Fig. 10. 
Similarly, when C = 0, curve I applies.! For any arbitrary ratio of A and 
C, say A = rC, with 0 < r < o0, the graph of Bn~** versus B lies 
above curve II. 
Examination of Fig. 10 indicates that in the interval 
0.618 < a,a** < 1, 
we always achieve a** > a. Hence restoring action is possible in this in- 
terval. The interval is appreciably wider than that of Fig. 9. Any mal- 
function of the "minimum" and "maximum" devices will decrease the 
width of the interval, as before. 
It  is also possible to cascade these elements in reverse sequence, i.e. 
"maximum" followed by "minimum." Then 
A~** = A~*(2 - A~*) = A2(2 - A 2) 
B~** = B~*(B~* + 2C~*) 
= B(B + 2A) ' [B(B + 2A) + 2C(2 - C)] (17) 
c~.** = (c~*)  ~ = c2(2  - c )  ~ 
B~n**]~=0 = B2(2 - B) 2 
B~,**]c=0 = B2(2 - B 2) 
This is identical to the "minimum-maximum" cascade, except hat A 
and C have been interchanged throughout. Hence the efficiency of the 
"maximum-minimum" cascade in restoring action equals that of the 
"minimum-maximum" cascade. 
The preceding example has indicated that restoring action is more el- 
ficient if a majority of the specifications, 
p(i, i, j, s) = ~, etc. 
are satisfied. As before, the number of different pairs of two-place com- 
positions that satisfy these specifications i  quite large. 
Returning to the two-valued case, the specifications p(i, i,j, s) are not 
necessary. Since for i ~ j we demand i / i  ~ j / j ,  there are four ways of 
choosing the composition /, as shown in Fig. 11. For each of these 
choices, there are two ways of choosing the composition ~, leading to a 
total of eight length-2 two-valued restoring devices. 
Clearly, it is not necessary to use two-place functions in length-2 re- 
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0.4 
0.2 
o 
o 
J 
0.2 0.4. 0.6 0.8 1.0 
FIG. 10. M in -max or max-min  restor ing  device 
storing devices. If the first device has p inputs and the second has g in- 
puts, then the specifications would c~ll for an output ~, if the m~jority 
of the pg input wires were in state i, etc. Extension to length-3 and higher 
devices is also possible. 
BOUNDS ON Tt AND e 
The results obtained thus far indicate that restoring action is achieved 
if the number of wires N in a bundle is very l~rge, and the error proba- 
bility e for each device is very small. The question of how large N must 
be, and how small e must be, was ~nswered by yon Neumann (1956) in 
a statistical analysis for the length-2 two-valued Sheffer stroke restoring 
organ. For large N and infinitesimal e, this organ yields 
~** = J (2  - J )  
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o/b  
i0• 0 l 0 1 I I 
oVb 
I 0 I 
o o 
I 0 1 
aAb 
I 
O I 
0 I 0 
I 0 0 
a V b]l 
I 0 1 
0 I I 
I I 0 
a A b]  I 
FOR p( i , i , i , j ) : i  
_• 0 I 0 0 
0 I 
=^19 
• 0 I 
i l  i t 
=v19 
.• 0 I I 0 
0 0 
= v B] t 
.• 0 1 I I 
I 0 
or A 19] t 
=~19 
FOR p l i , i , i , j )=  ~" 
I I  I o  
[=^.] '  
I 0 I 
0 I 0 
I 0 0 
= v19] ~ 
0 I 
0 I 
I I 
=v19 
0 1 
0 0 
0 I 
=^19 
Fro. 11. Two-valued, length-2 restoring organs 
which is curve II, Fig. 10. The cascades of restoring organs of Fig. 11 
give relations that agree with curve I or I I  of Fig. 10, hence the bounds 
obtained by yon Neumann appear to be applicable directly to all organs 
in Fig. 11, provided that a single bank of executive organs is followed by 
a bank of restoring organs. A further implication is that the use of K- 
valued restoring devices would yield bounds that are comparable in mag- 
nitude to those obtained by yon Neumarm, 
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APPENDIX  
If a three-place, two-valued majority element is used as a building 
block, each successive majority element increases the probability of er- 
ror. 
Let z represent the probability that one of the three input lines carries 
the wrong signal (because of failure of a previous component)° Assume 
that failures on one input line are independent of the signal on that line, 
and of the signals and failures on the other lines. There are 28 = 8 dif- 
ferent combinations of signals on the three input lines (before failures 
are considered) ; assume that these are equally likely. If the correct in- 
put, for example, should be the triplet 0, 0, 0, then the correct output is 
obtained if none or exactly one of the input wires carries the wrong sig- 
nal (a "one"),  provided that the majority element itself does not fail. 
Denote the failure probability of the element by e, independent of the 
input signals, then the probability of obtaining an output "one" given 
that the (correct) input should be 000 is 
p(1/000) = e[(1 - z) 3 .6 3z(1 - z) 2] -6 (1 - e)[3z2(1 -- z) -6 z3]. 
Similar arguments give the conditional probabilitites for the remaining 
seven triplets. Gathering the results, the probability of error in the out- 
put, P(z,e),  is 
Z 
P(z ,e )  = e-6 (1 - 2e)~(3-  3z -6  2z 2) 
= e -6 (1 -- 2e)z[1 -6 ½(1 -- z)(1 - 2z)]. 
When e = 0, and 0 < z < ½, then P(z,O) exceeds z. Further, the 
condition P(z,e) > z results in 
- ½z(1 - z) provided 0 < z < ½, 
e> l _ z -6 z 2 
which is satisfied for 0 < e < ½. 
This leads to the conclusion that P(z,e) > z for all z and e in the in- 
terval 0 < z,e < ½. 
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