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Confluent A-hypergeometric functions and rapid decay
homology cycles ∗
Alexander ESTEROV †and Kiyoshi TAKEUCHI ‡
Abstract
We study confluent A-hypergeometric functions introduced by Adolphson [1].
In particular, we give their integral representations by using rapid decay homology
cycles of Hien [17] and [18]. The method of toric compactifications introduced in
[27] and [31] will be used to prove our main theorem. Moreover we apply it to obtain
a formula for the asymptotic expansions at infinity of confluent A-hypergeometric
functions.
1 Introduction
The theory of A-hypergeometric systems introduced by Gelfand-Graev-Kapranov-
Zelevinsky [13], [14] is a vast generalization of that of classical hypergeometric differ-
ential equations. We call their holomorphic solutions A-hypergeometric functions. As
in the case of classical hypergeometric functions, A-hypergeometric functions admit Γ-
series expansions ([14]) and integral representations ([15]). Moreover this theory has
deep connections with many other fields of mathematics, such as toric varieties, com-
mutative algebra, projective duality, period integrals, mirror symmetry, enumerative al-
gebraic geometry and combinatorics. Also from the viewpoint of the D-module theory
(see [22]), A-hypergeometric D-modules are very elegantly constructed in [15]. For the
recent development of this subject see [40] and [41]. In [5], [6], [15], [20] and [44] the
monodromies of their A-hypergeometric functions were studied. Recall that in the theory
of Gelfand-Graev-Kapranov-Zelevinsky [13], [14] they assumed that A is homogeneous
(see Remark 2.1). By removing this homogeneous condition, Adolphson [1] generalized
their A-hypergeometric systems to the confluent (i.e. irregular) case and proved many im-
portant results. However his construction of the confluent A-hypergeometric D-modules
is not given by the standard operations of D-modules as in [14], [15]. This leads us to
some difficulties in obtaining the integral representations of confluent A-hypergeometric
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functions. Indeed, in the confluent case almost nothing is known about their global prop-
erties. In this paper, we construct Adolphson’s confluent A-hypergeometric D-modules
as in [15]. Note that recently the same problem was solved more completely in Saito [39]
and Schulze-Walther [42], [43] by using commutative algebras. Our approach is based on
sheaf-theoretical methods and totally different from theirs. Moreover we also construct an
integral representation of the confluent A-hypergeometric functions by using the theory
of rapid decay homology groups introduced recently in Hien [17] and [18]. Recall that
A = {a(1), a(2), . . . , a(N)} ⊂ Zn is a finite subset of a lattice Zn and Adolphson’s conflu-
ent A-hypergeometric system is defined on CA = CNz . Then our integral representation
of confluent A-hypergeometric functions
u(z) =
∫
γz
exp(
N∑
j=1
zjx
a(j))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn (1.1)
coincides with the one in Adolphson [1, Equation (2.6)], where γ = {γz} is a family of
real n-dimensional topological cycles γz in the algebraic torus T = (C∗)nx on which the
function exp(
∑N
j=1 zjx
a(j))xc1−11 · · ·xcn−1n decays rapidly at infinity. More precisely γz is
an element of Hien’s rapid decay homology group. See Sections 3 and 4 for the details.
Adolphson used the formula (1.1) without giving any geometric condition on the cycles γz
nor proving the convergence of the integrals. In our Theorem 4.5 we could give a rigorous
justification to Adolphson’s formula [1, Equation (2.6)] by using rapid decay homology
cycles. This integral representation can be considered as a natural generalization of those
for the classical Bessel and Airy functions etc. Note that in the case of hypergeometric
functions associated to hyperplane arrangements the same problem was precisely studied
by Kimura-Haraoka-Takano [25]. We hope that our geometric construction would be
useful in the explicit study of Adolphson’s confluent A-hypergeometric functions. In the
proof of Theorem 4.5, we shall use the method of toric compactifications introduced in
[27] and [31] for the study of geometric monodromies of polynomial maps. Moreover we
introduce Proposition 3.4 which enables us to calculate Hien’s rapid decay homologies
by usual relative twisted homologies. By Proposition 3.4 and Lemmas 3.5 and 3.6 we
can calculate the rapid decay homologies very explicitly in many cases. Let ∆ ⊂ Rn be
the convex hull of A ∪ {0} in Rn and hz : T = (C∗)nx −→ C the Laurent polynomial
on T defined by hz(x) =
∑N
j=1 zjx
a(j). Then in Section 5, assuming the condition 0 ∈
Int(∆) and using the twisted Morse theory we construct also a natural basis of the rapid
decay homology group indexed by the critical points of hz. Furthermore we apply it to
obtain a precise formula for the asymptotic expansions at infinity of Adolphson’s confluent
A-hypergeometric functions. The formula that we obtain in Theorem 5.6 will be very
similar to that of the classical Bessel functions. Finally in Sections 6 and 7, removing
the condition 0 ∈ Int(∆) we construct another natural basis of the rapid decay homology
group. We thus partially solve the famous problem in Gelfand-Kapranov-Zelevinsky [15]
of constructing a basis of the twisted homology group in their integral representation of
non-confluent A-hypergeometric functions, in the more general case of confluent ones.
Moreover, recently in [2] (a slight modification of) this result was effectively used for the
study of the monodromies at infinity of confluent A-hypergeometric functions. See [2] for
the details.
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2 Adolphson’s results
First of all, we recall the definition of the confluent A-hypergeometric systems introduced
by Adolphson [1] and their important properties. In this paper, we essentially follow the
terminology of [22]. Let A = {a(1), a(2), . . . , a(N)} ⊂ Zn be a finite subset of the lattice
Zn. Assume that A generates Zn as in [14] and [15]. Following [1] we denote by ∆ the
convex hull conv(A∪{0}) of A∪{0} in Rn. By definition ∆ is an n-dimensional polytope.
Let c = (c1, . . . , cn) ∈ Cn be a parameter vector. Moreover consider the n × N integer
matrix
A :=
(
ta(1) ta(2) · · · ta(N)) = (ai,j)1≤i≤n,1≤j≤N ∈M(n,N,Z) (2.1)
whose j-th column is ta(j). Then Adolphson’s confluent A-hypergeometric system on
X = CA = CNz associated with the parameter vector c = (c1, . . . , cn) ∈ Cn is(
N∑
j=1
ai,jzj
∂
∂zj
+ ci
)
u(z) = 0 (1 ≤ i ≤ n), (2.2)∏
µj>0
(
∂
∂zj
)µj
−
∏
µj<0
(
∂
∂zj
)−µju(z) = 0 (µ ∈ KerA ∩ ZN). (2.3)
Remark 2.1. The above A-hypergeometric system was introduced first by Gelfand-Graev-
Kapranov-Zelevinsky [13], [14] under the homogeneous condition on A i.e. when there
exists a linear functional l : Rn −→ R such that l(Zn) = Z and A ⊂ l−1(1). In this case,
Hotta [21] proved that it is regular holonomic i.e. non-confluent.
Remark 2.2. In [1] Adolphson does not assume that A generates Zn. However we need
this condition to obtain a geometric construction of his confluent A-hypergeometric sys-
tems. Even when A does not generate Zn, by a suitable linear coordinate change of Rn we
can get an equivalent system for A′ ⊂ Zn and c′ ∈ Cn such that A′ generates Zn. Namely
our condition is not restrictive at all.
Let D(X) be the Weyl algebra over X and consider the differential operators
Zi,c :=
N∑
j=1
aijzj
∂
∂zj
+ ci (1 ≤ i ≤ n), (2.4)
µ :=
∏
µj>0
(
∂
∂zj
)µj
−
∏
µj<0
(
∂
∂zj
)−µj
(µ ∈ KerA ∩ ZN) (2.5)
in it. Then the above system is naturally identified with the left D(X)-module
MA,c = D(X)/
∑
1≤i≤n
D(X)Zi,c +
∑
µ∈KerA∩ZN
D(X)µ
 . (2.6)
3
Let DX be the sheaf of differential operators over the algebraic variety X and define a
coherent DX-module by
MA,c = DX/
∑
1≤i≤n
DXZi,c +
∑
µ∈KerA∩ZN
DXµ
 . (2.7)
Then we have an isomorphism MA,c ' Γ(X;MA,c) (see [22, Proposition 1.4.4]). Adolph-
son [1] proved that MA,c is holonomic. In fact, he proved the following more precise
result.
Definition 2.3. (Adolphson [1, page 274], see also [36]) For z ∈ X = CA we say that
the Laurent polynomial hz(x) =
∑N
j=1 zjx
a(j) is non-degenerate if for any face Γ of ∆ not
containing the origin 0 ∈ Rn we have{
x ∈ T = (C∗)n | ∂h
Γ
z
∂x1
(x) = · · · · · · = ∂h
Γ
z
∂xn
(x) = 0
}
= ∅, (2.8)
where we set hΓz (x) =
∑
j:a(j)∈Γ zjx
a(j).
Remark 2.4. Since in the definition above we consider only faces Γ ≺ ∆ such that
dimΓ ≤ n − 1 and hz are quasi-homogeneous, our condition (2.8) is equivalent to the
weaker one in [1, page 274]. See Kouchnirenko [26, Definition 1.19].
Let Ω ⊂ X be the Zariski open subset of X consisting of z ∈ X = CA such that the
Laurent polynomial hz(x) =
∑N
j=1 zjx
a(j) is non-degenerate. Then Adolphson’s result in
[1, Lemma 3.3] asserts that the holonomic DX-moduleMA,c is an integrable connection on
Ω (i.e. the characteristic variety ofMA,c is contained in the zero section of the cotangent
bundle T ∗Ω). Now let Xan (resp. Ωan) be the underlying complex analytic manifold of
X (resp. Ω) and consider the holomorphic solution complex SolX(MA,c) ∈ Db(Xan) of
MA,c defined by
SolX(MA,c) = RHomDXan ((MA,c)an,OXan) (2.9)
(see [22] for the details). Then by the above Adolphson’s result, SolX(MA,c) is a local
system on Ωan. Moreover he proved the following remarkable result. Let VolZ(∆) ∈ Z
be the normalized (or simplicial) n-dimensional volume of ∆ i.e. n! times the Euclidean
volume of ∆ ⊂ Rn with respect to the canonical embeddings Zn ⊆ Qn ⊆ Rn.
Theorem 2.5. (Adolphson [1, Corollary 5.20]) Assume that the parameter vector c ∈ Cn
is semi-nonresonant (for the definition see [1, page 284]). Then the rank of the local
system H0SolX(MA,c)|Ωan on Ωan is equal to VolZ(∆) ∈ Z.
This is a generalization of the famous result of Gelfand-Kapranov-Zelevinsky in [14]
to the confluent case. Later Matusevich-Miller-Walther [33] generalized it further by
showing that the holonomic rank of MA,c does not jump outside the union of finitely
many subspaces of Cn of codimension at least two. We call the sections of the local system
H0SolX(MA,c)|Ωan confluent A-hypergeometric functions (associated to the parameter
c ∈ Cn).
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3 Hien’s rapid decay homologies
In this section, we review Hien’s theory of rapid decay homologies invented in [17] and
[18]. For the theory of twisted homology groups we refer to Aomoto-Kita [3] and Pajitnov
[37]. Let U be a smooth quasi-projective variety of dimension n and (E ,∇) (∇ : E −→
Ω1U ⊗OU E) an integrable connection on it. We consider (E ,∇) as a left DU -module and
set
DRU(E) = ΩUan ⊗LDUan Ean ' Ω•Uan ⊗OUan Ean[n]. (3.1)
Assume that i : U ↪→ Z is a smooth projective compactification of U such that D = Z \U
is a normal crossing divisor and the extension i∗E of E to Z admits a good lattice in the
sense of Mochizuki [34]. Such a good compactification of U for (E ,∇) always exists by
the fundamental theorem recently established by Mochizuki [34]. Now let pi : Z˜ −→ Zan
be the real oriented blow-up of Zan in [17], [18] and set D˜ = pi−1(Dan). Recall that pi
induces an isomorphism Z˜ \ D˜ ∼−→ Zan \Dan. More precisely, for each point q ∈ Dan by
taking a local coordinate (x1, . . . , xn) on a neighborhood of q such that q = (0, . . . , 0) and
Dan = {x1 · · ·xk = 0} the morphism pi is explicitly given by
([0, ε)× S1)k ×B(0; ε)n−k −→ B(0; ε)k ×B(0; ε)n−k (3.2)
({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) 7−→ ({rie
√−1θi}ki=1, xk+1, . . . , xn), (3.3)
where we set B(0; ε) = {x ∈ C | |x| < ε} for ε > 0. For p ≥ 0 and a subset B ⊂ Z˜
denote by Sp(B) the C-vector space generated by the piecewise smooth maps c : ∆p −→ B
from the p-dimensional simplex ∆p. We denote by C−p
Z˜,D˜
the sheaf on Z˜ associated to the
presheaf
V 7−→ Sp(Z˜, (Z˜ \ V ) ∪ D˜) = Sp(Z˜)/Sp((Z˜ \ V ) ∪ D˜). (3.4)
Namely C−p
Z˜,D˜
is the sheaf of the relative p-chains on the pair (Z˜, D˜). Now let L :=
H−nDRU(E) = Ker{∇an : Ean −→ Ω1Uan ⊗OUan Ean} be the sheaf of horizontal sections of
the analytic connection (Ean,∇an) and ι : Uan ↪→ Z˜ the inclusion. Then ι∗L is a local
system on Z˜. We define the sheaf C−p
Z˜,D˜
(ι∗L) of the relative twisted p-chains on the pair
(Z˜, D˜) with coefficients in ι∗L by C−pZ˜,D˜(ι∗L) = C
−p
Z˜,D˜
⊗CZ˜ ι∗L.
Definition 3.1. (Hien [17] and [18]) A section γ = c ⊗ s ∈ Γ(V ; C−p
Z˜,D˜
(ι∗L)) is called a
rapid decay chain if for any point q ∈ c(∆p) ∩ D˜ ∩ V the following condition holds:
In a local coordinate (x1, . . . , xn) on a neighborhood of q in Z such that q = (0, . . . , 0)
and Dan = {x1 · · ·xk = 0} by taking a local trivialization (i∗E)an ' ⊕ri=1OZan(∗Dan)ei
with respect to a basis e1, . . . , er and setting s =
∑r
i=1 fi · ι∗i−1ei (fi ∈ ι∗OZan), for any
1 ≤ i ≤ r and N = (N1, . . . , Nk) ∈ Nk there exists CN > 0 such that
|fi(x)| ≤ CN |x1|N1 · · · |xk|Nk (3.5)
for any x ∈ (c(∆p) \ D˜) ∩ V with small |x1|, . . . , |xk|.
In particular, if c(∆p) ∩ D˜ ∩ V = ∅ we do not impose any condition on s ∈ ι∗L.
Note that this definition does not depend on the local coordinate (x1, . . . , xn) nor the
local trivialization (i∗E)an ' ⊕ri=1OZan(∗Dan)ei. We denote by Crd,−pZ˜,D˜ (ι∗L) the subsheaf of
5
C−p
Z˜,D˜
(ι∗L) consisting of rapid decay chains. According to Hien [17] and [18], Crd,−pZ˜,D˜ (ι∗L) is
a fine sheaf. Then we obtain a complex of fine sheaves on Z˜:
Crd,•
Z˜,D˜
(ι∗L) =
[
· · · −→ Crd,−(p+1)
Z˜,D˜
(ι∗L) −→ Crd,−pZ˜,D˜ (ι∗L) −→ C
rd,−(p−1)
Z˜,D˜
(ι∗L) −→ · · ·
]
. (3.6)
Definition 3.2. (Hien [17] and [18]) For p ∈ Z we set
Hrdp (U ; E) := H−pΓ(Z˜; Crd,•Z˜,D˜(ι∗L)) (3.7)
and call it the p-th rapid decay homology group associated to the integrable connection E.
In [18] Hien proved that Hrdp (U ; E) is isomorphic to the dual of the p-th algebraic de
Rham cohomology of the dual connection E∗ of E . In this paper, we use only some special
integrable connections (E ,∇) as the following example.
Example 3.3. Let U ' C∗x and E = OU exp(−h(x))x−c, where h(x) =
∑
i∈Z aix
i (ai ∈ C)
is a Laurent polynomial and c ∈ C. As usual we endow E = OU exp(−h(x))x−c with the
connection ∇ : E −→ Ω1U ⊗OU E defined by
∇{f exp(−h(x))x−c} = df ⊗ exp(−h(x))x−c − (dh+ c
x
dx)⊗ f exp(−h(x))x−c (3.8)
for f ∈ OU . Then we have L = H−1DRU(E) ' CUan exp(h(x))xc ⊂ OUan. In this case,
to define the rapid decay homology groups Hrdp (U ; E) we consider (relative) twisted chains
on which the function exp(h(x))xc decays rapidly at infinity.
If E ' OU(1g ) and we have an isomorphism L = H−nDRU(E) ' CUang (⊂ OUan) for
a possibly multi-valued holomorphic function g : Uan −→ C as the example above, we
call Hrdp (U ; E) the p-th rapid decay homology group associated to the function g. In the
special case where g(x) = exp(h(x))g0(x) for a meromorphic function h on Z
an with poles
in Dan and a (possibly multi-valued) function g0 on U
an such that at each point of Zan
there exists a local coordinate x = (x1, . . . , xn) satisfying g0(x) = x
c1
1 · · ·xcnn (ci ∈ C) and
D = {x1 · · ·xk = 0}, we shall give a purely topological interpretation of Hrdp (U ; E). Since
Z is a good compactification of U for E , the meromorphic function h has no point of
indeterminacy on the whole Zan (see [19, Section 2.1]). By ι : Uan ↪→ Z˜ we consider Uan
as an open subset of Z˜ and set
P = D˜ ∩ {x ∈ Uan | Reh(x) ≥ 0}. (3.9)
Let D = D1 ∪ · · · ∪Dd be the irreducible decomposition of D. For 1 ≤ i ≤ d let bi ∈ Z be
the order of the meromorphic function h along Di. If bi ≥ 0 we say that the irreducible
component Di is irrelevant. Namely along a relevant component Di the function h has a
pole of order −bi > 0. Denote by D′ the union of the irrelevant components of D. Then
we set Q = D˜ \ {P ∪ pi−1(D′)an}. Note that Q is an open subset of D˜ (i.e. the set of the
rapid decay directions of the function g in D˜).
Proposition 3.4. In the situation as above (i.e. E∗ = OU exp(h(x))g0(x)), we have an
isomorphism
Hrdp (U ; E) ' Hp(Uan ∪Q,Q; ι∗(CUang0)) (3.10)
for any p ∈ Z, where the right hand side is the p-th relative twisted homology group of the
pair (Uan ∪Q,Q) with coefficients in the rank-one local system ι∗(CUang0) on Z˜ (see [3]).
6
Proof. Since the function exp(h(x)) is single-valued, we have an isomorphism L ' CUang0.
First let us consider the case n = 1. Locally we may assume that U = C∗, Z = Cx =
C∗ unionsq {0}, D = {x = 0} = {0} ⊂ Z and h(x) = x−m (m > 0). Let pi : Z˜ −→ Zan be the
real oriented blow-up of Zan along Dan. In this case we have D˜ = pi−1(Dan) ' S1 and
Z˜ = {(r, e
√−1θ) | r ≥ 0} ' [0,∞)× S1. For 1 ≤ i ≤ m and sufficiently small ε > 0 we set
Qεi = {e
√−1θ ∈ D˜ ' S1 | (2i−
3
2
)pi
m
− ε < θ < (2i−
1
2
)pi
m
+ ε}, (3.11)
and Qε = ∪mi=1Qεi ⊂ D˜. Note that Qε ⊂ D˜ contains all the rapid decay directions of
g(x) = exp(h(x))g0(x) in D˜. Now let us consider the two topological subspaces U
an ∪Qε
and D˜ of Z˜. We patch them on their intersection Qε and construct a new topological space
as follows. By identifying the points of Qε ⊂ Uan ∪ Qε and those of Qε ⊂ D˜ naturally,
we obtain a quotient space Z˜ε of the disjoint union (Uan ∪ Qε) unionsq D˜. Recall that Z˜ε is
endowed with the strongest topology for which the quotient map (Uan ∪Qε) unionsq D˜ −→ Z˜ε
is continuous. Note also that D˜ is naturally identified with a close subspace of Z˜ε. We
denote the local system on Z˜ε naturally constructed from ι∗L by the same letter ι∗L. For
p ∈ Z let Sp(Z˜ε, D˜; ι∗L) be the C-vector space of the twisted (piecewise smooth) relative
p-chains on the pair (Z˜ε, D˜) with coefficients in ι∗L. Then by the definition of rapid decay
chains, for any p ∈ Z we obtain a natural morphism
Γ(Z˜; Crd,−p
Z˜,D˜
(ι∗L)) −→ Sp(Z˜ε, D˜; ι∗L). (3.12)
We can easily show that the chain map
Γ(Z˜; Crd,•
Z˜,D˜
(ι∗L)) −→ S−•(Z˜ε, D˜; ι∗L) (3.13)
obtained in this way is a homotopy equivalence. Indeed, its homotopy inverse
S−•(Z˜ε, D˜; ι∗L) −→ Γ(Z˜; Crd,•Z˜,D˜(ι∗L)) can be constructed by smooth deformations of chains
in S−•(Z˜ε, D˜; ι∗L) in the angular direction θ = argx. We can construct them by a smooth
vector field on Z˜. Hence we obtain an isomorphism
H−pΓ(Z˜; Crd,•
Z˜,D˜
(ι∗L)) ∼−→ Hp(Z˜ε, D˜; ι∗L) (3.14)
for any p ∈ Z. Moreover by excision and homotopy, we have an isomorphism
Hp(Z˜ε, D˜; ι∗L) ∼−→ Hp(Uan ∪Qε, Qε; ι∗L) (3.15)
for any p ∈ Z. Combining (3.14) with (3.15), we obtain an isomorphism
H−pΓ(Z˜; Crd,•
Z˜,D˜
(ι∗L)) ∼−→ Hp(Uan ∪Qε, Qε; ι∗L) (3.16)
for any p ∈ Z.
Finally let us consider the case n ≥ 2. First we assume that for some 1 ≤ k ≤ n we
have Z = Cnx, D = {x1 · · ·xk = 0} ⊂ Z, U = Z \D and h(x) = x−m11 · · ·x−mkk (mi > 0).
Let pi : Z˜ −→ Zan be the real oriented blow-up of Zan along Dan. In this case we have
Z˜ = {({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) | ri ≥ 0} ' ([0,∞) × S1)k × Cn−k. For sufficiently
small ε > 0 we define an open subset Qε ⊂ D˜ by ({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) ∈ Qε⇐⇒
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Re e
√−1(m1θ1+···+mkθk) < ε|Im e
√−1(m1θ1+···+mkθk)| for ({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) ∈ D˜.
Then Qε contains all the rapid decay directions of g(x) = exp(h(x))g0(x) in D˜. As in the
case n = 1, by smooth deformations of chains and excision etc. we obtain an isomorphism
H−pΓ(Z˜; Crd,•
Z˜,D˜
(ι∗L)) ∼−→ Hp(Uan ∪Qε, Qε; ι∗L) (3.17)
for any p ∈ Z. The general case can be proved similarly by patching local smooth
deformations of chains (smooth vector fields) as above by a partition of unity. This
completes the proof.
The following lemma will be used in Section 4.
Lemma 3.5. In the situation of Proposition 3.4, for a point q ∈ Dan let k ≥ 0 be the
number of the relevant irreducible components of Dan passing through q. Assume that
k ≥ 2. Then for a small open neighborhood V of q in Zan we have∑
p∈Z
(−1)pdimHp((V ∩ Uan) ∪ (pi−1(V ) ∩Q), (pi−1(V ) ∩Q); ι∗(CUang0)) = 0. (3.18)
Proof. The problem being local, we may assume that for some k ≤ l ≤ n we have V = Z =
Cnx, D = {x1 · · ·xl = 0} ⊂ Z, U = Z \D and q = 0 ∈ Dan. For simplicity here we consider
the case where k = l and h(x) = x−m11 · · ·x−mkk (mi > 0). Then we have the product
decomposition Z˜ = {({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) | ri ≥ 0} ' ([0,∞)×S1)k×Cn−k of Z˜
and by the projection p1 : Z˜ −→ S1 defined by ({(ri, e
√−1θi)}ki=1, xk+1, . . . , xn) 7−→ e
√−1θ1
the two manifolds Uan, Q ⊂ Z˜ are fiber bundles over S1. Let S1 = ∪ri=1Ii be an open
covering of S1 such that the restrictions p−11 (Ii) ∩ Uan −→ Ii and p−11 (Ii) ∩ Q −→ Ii of
the above two fiber bundles to Ii ⊂ S1 are isomorphic to the trivial ones over Ii for any
1 ≤ i ≤ r. Then by the Mayer-Vietoris exact sequences for the relative twisted homology
groups
Hp((p
−1
1 (Ii) ∩ Uan) ∪ (p−11 (Ii) ∩Q), (p−11 (Ii) ∩Q); ι∗(CUang0)), (3.19)
in the calculation of the left hand side of (3.18) we can replace the two fiber bundles by
the trivial ones. By the Ku¨nneth formula, the assertion follows immediately from the fact
that the Euler characteristic of the circle S1 is zero.
In the sequel, we consider the more special case where U = C∗x and (E ,∇) is an
integrable connection on U such that E∗ = OU exp(h(x))xc and L = H−1DRU(E) '
CUan exp(h(x))xc for a Laurent polynomial h(x) =
∑
i∈Z aix
i (ai ∈ C) and c ∈ C. Then
we can take the projective line P to be the good compactification Z of U = C∗x for (E ,∇).
In this case, we have D = Z \ U = D1 ∪D2, where we set D1 = {0} and D2 = {∞}. For
the real oriented blow-up pi : Z˜ −→ Zan of Zan the subset D˜ = pi−1(Dan) of Z˜ is a union
of two circles D˜i := pi
−1(Dani ) ' S1 (i = 1, 2). Moreover the open subset Q ⊂ D˜ is a union
of open intervals in D˜1 ∪ D˜2 ' S1 ∪ S1. Let NP (h) ⊂ R be the Newton polytope of h
i.e. the convex hull of the set {i ∈ Z | ai 6= 0} in R. Finally denote by ∆ ⊂ R the convex
hull of NP (h) ∪ {0} in R. Then by Proposition 3.4 and Mayer-Vietoris exact sequences
for relative twisted homology groups we can easily prove the following result.
Lemma 3.6. In the situation as above (i.e. U = C∗x and E∗ = OU exp(h(x))xc), we have
(i) The dimension of the rapid decay homology group Hrdp (U ; E) is VolZ(∆) if p = 1 and
zero otherwise.
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(ii) Assume that ∆ = [−m, 0] (resp. ∆ = [0,m]) for some m > 0. Then Q ⊂ D˜ is a
union of m open intervals Q1, Q2, . . . , Qm in D˜1 ' S1 (resp. in D˜2 ' S1) and the first
rapid decay homology group Hrd1 (U ; E) has a basis formed by the m elements
[γi] ∈ Hrd1 (U ; E) (i = 1, 2, . . . ,m), (3.20)
where γi is a 1-dimensional twisted chain with values in ι∗L as in Figure 1 below starting
from a point in Qi and going directly to that in Qi+1 (here we set Qm+1 = Q1).
(iii) Assume that ∆ = [−m1,m2] for some m1,m2 > 0. Then Q ⊂ D˜ is a union of
open intervals Q1, Q2, . . . , Qm1 in D˜1 ' S1 and the ones Q′1, Q′2, . . . , Q′m2 in D˜2 ' S1. If
moreover c /∈ Z, then the first rapid decay homology group Hrd1 (U ; E) has a basis formed
by the m1 +m2 elements
[γi] ∈ Hrd1 (U ; E) (i = 1, 2, . . . ,m1) (3.21)
and
[γ′i] ∈ Hrd1 (U ; E) (i = 1, 2, . . . ,m2), (3.22)
where γi (resp. γ
′
i) is a 1-dimensional twisted chain with values in ι∗L starting from a
point in Qi (resp. Q
′
i) and going directly to that in Qi+1 (resp. Q
′
i+1).
Figure 1.
4 A geometric construction of integral representa-
tions
In this section we give a geometric construction of Adolphson’s confluent A-
hypergeometric D-module MA,c and apply it to obtain the integral representations of
A-hypergeometric functions. Let Y = CNζ be the dual vector space of X = CA = CNz ,
where ζ is the dual coordinate of z. As in [15], to A ⊂ Zn we associate a morphism
j : T = (C∗)nx −→ Y = CNζ (4.1)
defined by x 7−→ (xa(1), xa(2), . . . , xa(N)). Since we assume here that A generates Zn, j is an
embedding. Let I ⊂ C[ζ1, . . . , ζN ] be the defining ideal of the closure j(T ) of j(T ) ⊂ Y in
Y . Moreover denote by D(Y ) the Weyl algebra over Y . Then we have a ring isomorphism
∧ : D(X) ∼−→ D(Y ) (4.2)
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defined by
(
∂
∂zj
)∧ = ζj, (zj)∧ = − ∂
∂ζj
(j = 1, 2, . . . , N). (4.3)
We call ∧ the Fourier transform (see Malgrange [28] for the details). Via this ∧, the
Adolphson’s system MA,c is transformed to the one
(Zi,c)
∧v(ζ) = 0 (1 ≤ i ≤ n), f(ζ)v(ζ) = 0 (f ∈ I) (4.4)
on Y = CNζ . Note that this system has no non-zero holomorphic solution in general. Let
NA,c = M
∧
A,c = D(Y )/
( ∑
1≤i≤n
D(Y )(Zi,c)
∧ +
∑
f∈I
D(Y )f
)
(4.5)
be the corresponding left D(Y )-module and NA,c the coherent DY -module associated to
it. Now on the algebraic torus T = (C∗)nx we define a holonomic DT -module Rc by
Rc = DT/
∑
1≤i≤n
DT
{
xi
∂
∂xi
+ (1− ci)
}
' OTxc1−11 · · ·xcn−1n . (4.6)
This is an integrable connection on T and we have
DRT (Rc) ' (CT anx−c1+11 · · ·x−cn+1n )[n]. (4.7)
Let v = [1] ∈ NA,c and w0 = [1] ∈ Rc be the canonical generators. Recall that the
transfer bimodule DT−→Y has the canonical section 1T−→Y . We define a section 1Y←−T of
DY←−T = ΩT ⊗OT DT−→Y ⊗j−1OY j−1Ω⊗−1Y by
1Y←−T = (dx1 ∧ · · · ∧ dxn)⊗ 1T−→Y ⊗ j−1(dζ1 ∧ · · · ∧ dζN)⊗−1. (4.8)
Note that this definition of 1Y←−T depends on the coordinates of Y and T . Then we
obtain a section w of the regular holonomic DY -module
SA,c :=
∫
j
Rc = j∗(DY←−T ⊗DT Rc) (4.9)
defined by w = j∗(1Y←−T ⊗ w0). We can easily check that this section w ∈ SA,c satisfies
the system (4.4). Hence as in [15, page 268-269], we obtain a morphism
Ψ : NA,c −→ SA,c =
∫
j
Rc (4.10)
of left DY -modules which sends the canonical generator v = [1] ∈ NA,c to w ∈ SA,c.
Definition 4.1. (Gelfand-Kapranov-Zelevinsky [15, page 262]) For a face Γ of ∆ con-
taining the origin 0 ∈ Rn we denote by Lin(Γ) ⊂ Cn the C-linear span of Γ. We say that
the parameter vector c ∈ Cn is nonresonant (with respect to A) if for any face Γ of ∆ of
codimension 1 such that 0 ∈ Γ we have c /∈ {Zn + Lin(Γ)}.
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Recall that if c ∈ Cn is nonresonant then it is semi-nonresonant in the sense of [1,
page 284]. The following result was proved by Saito [39] and Schulze-Walther [42], [43] by
using commutative algebras (see also Beukers [4] for another approach to this problem).
Here we give a geometric proof to it.
Lemma 4.2. Assume that the parameter vector c ∈ Cn is nonresonant. Then the regular
holonomic DY -module SA,c is irreducible.
Proof. Note that DRT (Rc) ' (CT anx−c1+11 · · ·x−cn+1n )[n] is an irreducible perverse sheaf
on T an. Then also its minimal extension by the locally closed embedding j is irreducible
(see [22, Corollary 8.2.10]). As in [15, Theorem 3.5 and Propositions 3.2 and 4.4] it suffices
to show that the canonical morphism
j!(CT anxc1−11 · · ·xcn−1n ) −→ Rj∗(CT anxc1−11 · · · xcn−1n ) (4.11)
is a quasi-isomorphism. For this, we have only to prove the vanishing
Rj∗(CT anxc1−11 · · · xcn−1n )q ' 0 for any q ∈ j(T ) \ j(T ). Note that by the nonresonance
of c ∈ Cn for any p ∈ Z and the local system L := CT anxc1−11 · · ·xcn−1n on T an we have
Hp(T an;L) = 0. Let S(A) ⊂ Zn (resp. K(A) ⊂ Rn) be the semigroup (resp. the convex
cone) generated by A. Then by (the proof of) [16, Chapter 5, Theorem 2.3] we have
j(T ) ' Spec(C[S(A)]). Let us define an action of T on Y = CNζ by
(ζ1, . . . , ζN) 7−→ (xa(1)ζ1, . . . , xa(N)ζN) (4.12)
for x ∈ T . Then by [16, Chapter 5, Theorem 2.5] there exists a natural bijection between
the faces of K(A) and the T -orbits in j(T ). In particular, if K(A) = Rn we have j(T ) =
j(T ) and there is nothing to prove. First consider the case where 0 ∈ Rn is an apex of
K(A) and q = 0 ∈ Y = CNζ . If 0 ∈ A i.e. 0 = a(j) for some 1 ≤ j ≤ N we have
j(T ) ⊂ {ζj = 1} ' CN−1. Hence we may assume that 0 /∈ A from the start. In this case,
{0} ⊂ j(T ) is the unique 0-dimensional T -orbit in j(T ) which corresponds to {0} ≺ K(A).
From now on, we will prove that Rj∗(L)0 ' 0. By our assumption there exists a linear
function l : Rn −→ R such that l(Zn) ⊂ Z and K(A) \ {0} ⊂ {l > 0}. We define a
real-valued function ϕ : Y = CNζ −→ R by
ϕ(ζ) = |ζ1|
C
l(a(1)) + · · ·+ |ζN |
C
l(a(N)) , (4.13)
where we take C ∈ Z>0 large enough so that ϕ and its level sets ϕ−1(b) (b > 0) are
smooth. Let (l1, l2, . . . , ln) ∈ Zn be the coefficients of the linear function l. Define an
action of the multiplicative group R>0 on T by
r · (x1, . . . , xn) = (rl1x1, . . . , rlnxn) (4.14)
for r ∈ R>0. Then we have
j(r · x) = (rl(a(1))xa(1), . . . , rl(a(N))xa(N)) (4.15)
and hence
ϕ(j(r · x)) = rCϕ(j(x)). (4.16)
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Therefore by the action of R>0 on Y = CNζ defined by
r · (ζ1, . . . , ζN) = (rl(a(1))ζ1, . . . , rl(a(N))ζN), (4.17)
a level set ϕ−1(t) (t > 0) of ϕ is sent to the one ϕ−1(rCt). Moreover this action preserves
the T -orbits in j(T ). Let O ⊂ j(T ) be such a T -orbit. Then all the level sets ϕ−1(t)
(t > 0) of ϕ are transversal to O, or all are not. But the latter case cannot occur by the
Sard theorem. Then we obtain an isomorphism
HpRj∗(L)0 ' Hp(CN ;Rj∗(L)) ' Hp(T an;L) ' 0 (4.18)
for any p ∈ Z. Next consider the remaining case where q ∈ O for a T -orbit O in
j(T ) such that dimO ≥ 1. Then in a neighborhood of q, the variety j(T ) is a product
W × O for an affine toric variety W ⊂ CN ′ and j(T ) = (T1 unionsq · · · unionsq Tk)× O for some tori
Ti ' (C∗)n−dimO. See [16, Chapter 5, Theorem 3.1] and the proof of [29, Theorem 4.9] for
the details. Moreover for the semigroup S(AO) ⊂ Zn−dimO generated by a finite subset
AO ⊂ Zn−dimO we have Ti ' Spec(C[S(AO)]) ⊂ W (i = 1, 2, . . . , k). These varieties Ti
are the irreducible components of W . For the explicit construction of Ti see the proof
of [29, Theorem 4.9]. By this construction 0 ∈ Rn−dimO is an apex of the convex cone
K(AO) ⊂ Rn−dimO generated by AO. Let p2 : W ×O −→ O and q2 : Ti ×O −→ O be the
second projections. Then it follows from the nonresonance of c ∈ Cn the restriction of L
to q−12 p2(q) ' Ti is a non-constant local system. So we can apply our previous arguments
and prove Rj∗(L)q ' 0 in this case, too. This completes the proof.
By Lemma 4.2, if c ∈ Cn is nonresonant the non-trivial morphism Ψ should be sur-
jective. According to Schulze-Walther [42, Corollary 3.7] the morphism Ψ is also an
isomorphism in this case. Let ∨ : D(Y ) ∼−→ D(X) be the inverse of the Fourier transform
∧. Then we have an isomorphism N∨A,c 'MA,c of left D(X)-modules. The corresponding
coherent DX-module N ∨A,c ' MA,c can be constructed also in the following way. Let
σ = 〈·, ·〉 : X × Y −→ C be the canonical pairing defined by 〈z, ζ〉 = ∑Nj=1 zjζj and
p1 : X × Y −→ X (resp. p2 : X × Y −→ Y ) the first (resp. second) projection. Then we
have the following theorem due to Katz-Laumon [23].
Theorem 4.3. (Katz-Laumon [23]) For any c ∈ Cn we have an isomorphism
N ∨A,c '
∫
p1
{
(p∗2NA,c)⊗OX×Y OX×Y eσ
}
, (4.19)
where OX×Y eσ is the integrable connection associated to eσ : X × Y −→ C.
In the same way, for any c ∈ Cn we have
S∨A,c =
∫
p1
{
(p∗2SA,c)⊗OX×Y OX×Y eσ
}
. (4.20)
If moreover c ∈ Cn is nonresonant, then by Lemma 4.2 we obtain surjective morphisms
NA,c −→ SA,c(Y ) and MA,c(X) ' N∨A,c −→ S∨A,c(X). For nonresonant c ∈ Cn, we thus
obtain a surjective morphism
MA,c ' N ∨A,c −→ S∨A,c (4.21)
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of left DX-modules. Let eτ : X × T −→ C be the function defined by eτ (z, x) =
exp(
∑N
j=1 zjx
a(j)) and q1 : X × T −→ X (resp. q2 : X × T −→ T ) the first (resp.
second) projection. Then by the base change theorem [22, Theorem 1.7.3 and Corollary
1.7.5], we have the isomorphism
S∨A,c '
∫
q1
{
(q∗2Rc)⊗OX×T OX×T eτ
}
. (4.22)
Namely S∨A,c is the direct image of the integrable connection
K = (q∗2Rc)⊗OX×T OX×T eτ (4.23)
on X × T by q1. Define a function g : X × T −→ C by
g(z, x) = exp(
N∑
j=1
zjx
a(j))xc1−11 · · · xcn−1n . (4.24)
Then by the results of Hien-Roucairol [19] the holomorphic solution complex
SolX(S∨A,c) = RHomDXan ((S∨A,c)an,OXan) (4.25)
of S∨A,c is expressed by the rapid decay homology groups associated the function g. Indeed,
for z ∈ Ω let Kz (resp. gz : T −→ C) be the restriction of the connection K (resp. the
function g) to Uz := q
−1
1 (z) ' T ⊂ Ω× T . Namely we set
gz(x) = exp(
N∑
j=1
zjx
a(j))xc1−11 · · · xcn−1n . (4.26)
for z ∈ Uz ' T . Then Kz ' OUzgz and for the dual connection K∗z ' OUz( 1gz ) of Kz we
have
H−nDRT (K∗z) ' CUanz gz. (4.27)
Moreover for any p ∈ Z, by Proposition 3.4 (see also the proof of Theorem 4.5 below) the
rapid decay homology groups
Hrdp (Uz;K∗z) (z ∈ Ωan) (4.28)
associated to the integrable connections K∗z (or to the functions gz : T −→ C) are iso-
morphic to each other and define a local system Hrdp on Ωan. See [19] for the details. The
following result is essentially due to Hien-Roucairol [19].
Theorem 4.4. (Hien-Roucairol [19]) For any c ∈ Cn and p ∈ Z we have an isomorphism
Hrdn+p ' HpSolX(
∫
q1
K) ' HpSolX(S∨A,c) (4.29)
of local systems on Ωan.
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Recall that in [1, Section 3] Adolphson proved that MA,c is an integrable connection
on Ω. From now on, we assume that c ∈ Cn is nonresonant. Then we have the surjective
morphism MA,c ' N ∨A,c −→ S∨A,c and S∨A,c is also an integrable connection on Ω. This in
particular implies that for any p 6= 0 we have HpSolX(S∨A,c) ' 0. Hence we get
Hrdn+p(Uz;K∗z) ' 0 (p 6= 0, z ∈ Ωan). (4.30)
It follows also from the surjection MA,c −→ S∨A,c that we have an injection
Φ : Hrdn ' HomDXan ((S∨A,c)an,OXan) ↪→ HomDXan ((MA,c)an,OXan). (4.31)
By using the generator
u = [1] ∈MA,c = DX/
∑
1≤i≤n
DXZi,c +
∑
µ∈KerA∩ZN
DXµ
 (4.32)
of MA,c we regard HomDXan ((MA,c)an,OXan) as a subsheaf of OXan . Then we have the
following result.
Theorem 4.5. Assume that the parameter vector c ∈ Cn is nonresonant. Then the
morphism Φ induces an isomorphism
Hrdn ' HomDXan ((MA,c)an,OXan) (4.33)
of local systems on Ωan. Moreover this isomorphism is given by the integral
γ 7−→
{
Ωan 3 z 7−→
∫
γz
exp(
N∑
j=1
zjx
a(j))xc1−11 · · · xcn−1n dx1 ∧ · · · ∧ dxn
}
, (4.34)
where for a continuous family γ of rapid decay n-cycles in Ωan × T an and z ∈ Ωan we
denote by γz its restriction γ ∩ Uz to Uz = q−11 (z) ' T .
Note that this integral representation of the confluent A-hypergeometric functions
HomDXan ((MA,c)an,OXan) coincides with the one in Adolphson [1, Equation (2.6)].
Proof. Recall that the sheafHomDXan ((MA,c)an,OXan) is a local system on Ωan. Moreover
by [1, Corollary 5.20] its rank is VolZ(∆). So it suffices to show that for any z ∈ Ωan the
dimension of the n-th rapid decay homology group Hrdn (Uz;K∗z) is also VolZ(∆). Let
Eurd(Uz;K∗z) :=
∑
p∈Z
(−1)pdimHrdp (Uz;K∗z) (4.35)
be the rapid decay Euler characteristic. Then by (4.30) we have only to prove the equality
Eurd(Uz;K∗z) = (−1)nVolZ(∆). (4.36)
Let Σ0 be the dual fan of ∆ = conv(A ∪ {0}) in Rn and Σ its smooth subdivision.
Denote by ZΣ the smooth toric variety associated to the fan Σ. Then ZΣ is a smooth
compactification of Uz ' T such that ZΣ \Uz is a normal crossing divisor. However on ZΣ
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there still remain some points where the zero and the pole of the meromorphic extension
of hz(x) =
∑N
j=1 zjx
a(j) to it meet. We call them the points of indeterminacy of hz. By
using the non-degeneracy of the Laurent polynomial hz(x), as in [31, Section 3] we then
construct a complex blow-up Z := Z˜Σ of ZΣ such that the meromorphic extension of hz
to it has no point of indeterminacy. For the reader’s convenience, we briefly recall the
construction of Z. Recall that T acts on ZΣ and the T -orbits are parametrized by the
cones in Σ. For a cone σ ∈ Σ we denote by Tσ ' (C∗)n−dimσ the corresponding T -orbit.
Let ρ1, . . . , ρm ∈ Σ be the rays i.e. the one-dimensional cones in Σ. By using the primitive
vectors κi ∈ ρi ∩ (Zn \ {0}) on ρi we set
mi = −min
a∈∆
〈κi, a〉 ≥ 0. (4.37)
We renumber ρ1, . . . , ρm so that mi > 0 if and only if 1 ≤ i ≤ l for some 1 ≤ l ≤ m.
Then for any 1 ≤ i ≤ l the meromorphic extension of hz to ZΣ has a pole of order mi > 0
along the toric divisor Di = Tρi ⊂ ZΣ. By the non-degeneracy of hz the hypersurface
h−1z (0) ⊂ ZΣ intersects DI = ∩i∈IDi transversally for any subset I ⊂ {1, 2, . . . ,m} such
that I∩{1, 2, . . . , l} 6= ∅ (see Definition 2.3). The meromorphic extension of hz has points
of indeterminacy in ∪li=1(h−1z (0) ∩Di).
Figure 2.
First we construct a tower of m1 codimension-two blow-ups over h−1z (0)∩D1 (see [31,
Section 3] and [32, Section 3 and Lemma 4.9] for the details). Then the indeterminacy of
hz over D1 \ (∪j 6=1Dj) is eliminated. By repeating this construction also over (the proper
transforms of) D2, D3, . . . , Dl we finally obtain the desired proper morphism Z = Z˜Σ −→
ZΣ of ZΣ as the figure below.
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Figure 3.
Now we can use this smooth compactification Z of Uz ' T and the normal crossing
divisor D := Z \ Uz in it to define the rapid decay homology groups associated to the
function gz(x) = exp(hz(x))x
c1−1
1 · · ·xcn−1n (see [19, Section 2.1]). In the figure of Z above,
the dotted curves stand for the irrelevant components (see the last half of Section 3)
of D. Note that for any 1 ≤ i ≤ l the inverse image of h−1z (0) ∩ Di by the morphism
Z = Z˜Σ −→ ZΣ is a union of P1-bundles on it and only the last one among them is
irrelevant. Let pi : Z˜ −→ Zan be the real oriented blow-up of Zan along Dan and set D˜ =
pi−1(Dan). Then, as in Section 3 we define the rapid decay homology groups Hrdp (Uz;K∗z)
by using pi : Z˜ −→ Zan, D˜ and gz etc. By defining the set Q ⊂ D˜ of the rapid decay
directions of gz(x) etc. as in Proposition 3.4, for the local system L = CT anxc1−11 · · · xcn−1n
on (Uz)
an ' T an and the inclusion map ι : (Uz)an ' T an ↪→ Z˜ we obtain isomorphisms
Hrdp (Uz;K∗z) ' Hp(T an ∪Q,Q; ι∗(L)) (p ∈ Z). (4.38)
For 1 ≤ i ≤ l we define a face Γi ≺ ∆ of ∆ by
Γi = {b ∈ ∆ | 〈κi, b〉 = min
a∈∆
〈κi, a〉}. (4.39)
We call it the supporting face of ρi in ∆. Denote by vi ≥ 0 the normalized (or simplicial)
(n− 1)-dimensional volume VolZ(Γi) ∈ Z+ of Γi. Then the Γi-part hΓiz of hz is naturally
identified with the defining (Laurent) polynomial of the hypersurface Tρi∩h−1z (0) in Tρi '
(C∗)n−1. Moreover by the Bernstein-Khovanskii-Kouchnirenko theorem (see [24]) its Euler
characteristic is equal to (−1)nvi. Note that we have
∑l
i=1(vi ×mi) = VolZ(∆). Indeed,
for the convex hulls Γ̂i of Γi∪{0} in Rn we have ∪li=1Γ̂i = ∆ and
∑l
i=1 VolZ(Γ̂i) = VolZ(∆).
Since VolZ(Γ̂i) (resp. vi = VolZ(Γi)) is n! times (resp. (n−1)! times) the Euclidean volume
of Γ̂i (resp Γi) and mi > 0 is the lattice height of Γ̂i from its base Γi ≺ Γ̂i, we have also
VolZ(Γ̂i) = VolZ(Γi)×mi = vi ×mi for any 1 ≤ i ≤ l.
Let Z = unionsqαZα be the canonical stratification of Z = Z˜Σ associated to the normal
crossing divisor D = Z \ T and E ⊂ Z the union of the exceptional divisors of the blow-
up Z = Z˜Σ −→ ZΣ. Then for any 1 ≤ i ≤ l there exists a unique stratum Zαi such that
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Tρi \ E = Zαi . For each stratum Zα in the stratification we take its sufficiently small
tubular neighborhood Vα in Z. For 1 ≤ i ≤ l we denote the alternating sum∑
p∈Z
(−1)pHp((Vαi ∩ T an) ∪ (pi−1(Vαi) ∩Q), (pi−1(Vαi) ∩Q); ι∗(L)) (4.40)
simply by Eurdi . Then by applying Lemmas 3.5 and 3.6 to the Mayer-Vietoris exact
sequences for the relative twisted homology groups
Hp((Vα ∩ T an) ∪ (pi−1(Vα) ∩Q), (pi−1(Vα) ∩Q); ι∗(L)) (4.41)
and the geometric situation in Figure 3 above, we can easily show that
Eurd(Uz;K∗z) =
∑
p∈Z
(−1)pdimHp(T an ∪Q,Q; ι∗(L)) =
l∑
i=1
Eurdi . (4.42)
Moreover by the proof of Lemma 3.5 and and Lemma 3.6, for any 1 ≤ i ≤ l we have
Eurdi = (−1)nvi ×mi. Then the equality (4.36) follows from
∑l
i=1(vi ×mi) = VolZ(∆).
This completes the proof of the isomorphism (4.33).
Let us prove the remaining assertion. Denote the distinguished section (q∗2w0)⊗ eτ of
the integrable connection K = (q∗2Rc)⊗OX×T OX×T eτ by t. Let Ω•X×T/X ⊗OX×T K be the
relative algebraic de Rham complex of K associated to the morphism q1 : X × T −→ X.
Then we have an isomorphism
S∨A,c '
∫
q1
K ' Hn {(q1)∗(Ω•X×T/X ⊗OX×T K)} . (4.43)
For a relative n-form ω ∈ (q1)∗ΩnX×T/X denote by cl(ω ⊗ t) the section of S∨A,c which
corresponds to the cohomology class [(q1)∗(ω⊗ t)] ∈ Hn{(q1)∗(Ω•X×T/X ⊗OX×T K)} by the
above isomorphism. According to the result of [19], by the isomorphism
Hrdn ' HomDXan ((S∨A,c)an,OXan) (4.44)
of local systems on Ωan, a family of rapid decay cycles γ ∈ Hrdn is sent to the section[
(S∨A,c)an 3 f ⊗ cl(ω ⊗ t) 7−→
{
Ωan 3 z 7−→ f(z)
∫
γz
exp(
N∑
j=1
zjx
a(j))xc1−11 · · ·xcn−1n ω
}]
(4.45)
(f ∈ OXan) of HomDXan ((S∨A,c)an,OXan). Then the remaining assertion follows from the
lemma below. This completes the proof.
Remark 4.6. When 0 ∈ Int(∆) the irrelevant components of D in the proof above are
the last P1-bundles on h−1z (0)∩Di (1 ≤ i ≤ l = m). By the construction of the morphism
Z = Z˜Σ −→ ZΣ we can easily see that for any t ∈ C the hypersurface h−1z (t) ⊂ Z intersects
them transversally.
Lemma 4.7. By the morphism
MA,c −→ S∨A,c ' Hn
{
(q1)∗(Ω•X×T/X ⊗OX×T K)
}
(4.46)
the canonical section u = [1] ∈MA,c is sent to the cohomology class cl((dx1∧· · ·∧dxn)⊗t).
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Proof. First note that the morphism Ψ∨(X) : MA,c(X) ' MA,c ' N∨A,c −→ S∨A,c(X) '
SA,c(Y ) sends the canonical generator u = [1] ∈ MA,c(X) to w = j∗(1Y←−T ⊗ w0) ∈
SA,c(Y ). On the other hand, by (4.20) we have an isomorphism
S∨A,c ' HN
[
(p1)∗
{
Ω•X×Y/X ⊗OX×Y (p∗2SA,c)⊗OX×Y OX×Y eσ
}]
. (4.47)
Then by Malgrange’s simple proof [28, page 135] of Theorem 4.3, via this isomorphism
the section w ∈ S∨A,c(X) ' SA,c(Y ) corresponds to the cohomology class
[(p1)∗ {(dζ1 ∧ · · · ∧ dζN)⊗ (p∗2w)⊗ eσ}] . (4.48)
Let j˜ : X × T ↪→ X × Y be the embedding induced by j. By the isomorphism
S∨A,c ' HN
[
(p1)∗
{
Ω•X×Y/X ⊗OX×Y j˜∗ (DX×Y←−X×T ⊗X×T K)
}]
(4.49)
the above cohomology class corresponds to the one
ρ :=
[
(p1)∗
{
(dζ1 ∧ · · · ∧ dζN)⊗ j˜∗(1X×Y←−X×T ⊗ t)
}]
, (4.50)
where the section 1X×Y←−X×T ∈ DX×Y←−X×T is defined similarly to 1Y←−T ∈ DY←−T .
Then it suffices to show that via the isomorphism
S∨A,c '
∫
p1
∫
j˜
K '
∫
q1
K (4.51)
the cohomology class ρ is sent to cl((dx1 ∧ · · · ∧ dxn)⊗ t) = [(q1)∗{(dx1 ∧ · · · ∧ dxn)⊗ t}]
in ∫
q1
K ' Hn {(q1)∗(Ω•X×T/X ⊗OX×T K)} . (4.52)
Since X and X × Y are affine, we have only to prove that via the isomorphism
HNΓ(X × Y ; Ω•X×Y/X ⊗OX×Y
∫
j˜
K) ' HnΓ(X × T ; Ω•X×T/X ⊗OX×T K) (4.53)
the cohomology class [
(dζ1 ∧ · · · ∧ dζN)⊗ j˜∗(1X×Y←−X×T ⊗ t)
]
(4.54)
is sent to [(dx1 ∧ · · · ∧ dxn)⊗ t]. Indeed, we have isomorphisms
H0Γ(X × Y ; ΩN+•X×Y/X ⊗OX×Y
∫
j˜
K) (4.55)
' H0Γ(X × Y ; p−12 ΩN+•Y ⊗p−12 OY j˜∗(q
−1
2 DY←−T ⊗q−12 DT K)) (4.56)
' H0Γ(X × Y ; j˜∗{j˜−1p−12 ΩN+•Y ⊗j˜−1p−12 OY (q
−1
2 DY←−T ⊗q−12 DT K)}) (4.57)
' H0Γ(X × T ; q−12 (j−1ΩN+•Y ⊗j−1OY DY←−T )⊗q−12 DT K) (4.58)
by which the element [(dζ1∧· · ·∧dζN)⊗j˜∗(1X×Y←−X×T⊗t)] is sent to the one [q−12 {j−1(dζ1∧
· · · ∧ dζN)⊗ 1Y←−T} ⊗ t]. Let P• ∼−→ K be a free resolution of the left DX×T -module K.
Since X × T is affine, we obtain a surjective homomorphism
Γ(X × T ;P0) −→ Γ(X × T ;K) (4.59)
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and can take a lift tˆ ∈ Γ(X × T ;P0) of t ∈ Γ(X × T ;K). Moreover by the flatness of the
right DT -module DY←−T and the well-known formula
j−1ΩN+•Y ⊗j−1OY DY←−T ' j−1ΩNY ⊗Lj−1DY DY←−T ' ΩnT (4.60)
there exists an isomorphism
H0Γ(X × T ; q−12 (j−1ΩN+•Y ⊗j−1OY DY←−T )⊗q−12 DT K) (4.61)
' H0Γ(X × T ; q−12 (j−1ΩN+•Y ⊗j−1OY DY←−T )⊗q−12 DT P•) (4.62)
' H0Γ(X × T ; q−12 ΩnT ⊗q−12 DT P•) (4.63)
by which [q−12 {j−1(dζ1 ∧ · · · ∧ dζN) ⊗ 1Y←−T} ⊗ t] is sent to [q−12 (dx1 ∧ · · · ∧ dxn) ⊗ tˆ].
Similarly, by the isomorphism
H0Γ(X × T ; q−12 ΩnT ⊗q−12 DT P
•) ' H0Γ(X × T ; Ωn+•X×T/X ⊗OX×T K) (4.64)
the element [q−12 (dx1 ∧ · · · ∧ dxn)⊗ tˆ] is sent to [(dx1 ∧ · · · ∧ dxn)⊗ t]. This completes the
proof.
As a corollary of Theorem 4.5, we recover the following Saito and Schulze-Walther’s
construction of Adolphson’s confluent A-hypergeometricD-moduleMA,c on Ω ⊂ X = CA.
Corollary 4.8. (Saito [39] and Schulze-Walther [42], [43]) Assume that the parameter
vector c ∈ Cn is nonresonant. Then we have an isomorphism MA,c ∼−→ S∨A,c of integrable
connections on Ω. In particular, MA,c is an irreducible connection there.
This result was first obtained in Saito [39] and Schulze-Walther [42], [43] by using
totally different methods. In fact, Saito [39] proved moreover that we have an isomorphism
MA,c ∼−→ S∨A,c on the whole X.
Remark 4.9. Since SA,c is regular holonomic by a theorem of Hotta [21], it is also regular
at infinity in the sense of Daia [7]. Then by using the Fourier-Sato transforms (see [28])
we can apply the main theorem of Daia [7] to get another sheaf-theoretical (or functorial)
construction of the sheaf Hrdn ' HomDXan ((S∨A,c)an,OXan). This construction is valid even
when the parameter c ∈ Cn is resonant. However if c ∈ Cn is resonant, we cannot
prove that the morphism (4.31) is an isomorphism. Namely for such c ∈ Cn, the sheaf
Hrdn ' HomDXan ((S∨A,c)an,OXan) may be different from the one HomDXan ((MA,c)an,OXan)
of confluent A-hypergeometric functions.
Example 4.10. Assume that n = 1 and T = C∗x.
(i) If A = {1,−1} ⊂ Z our integral representation of the A-hypergeometric functions
u(z1, z2) on C2z is
u(z1, z2) =
∫
γz
exp(z1x+
z2
x
)xc−1dx. (4.65)
Restricting the function u(z1, z2) to Ct by the inclusion map Ct ↪→ C2z, t 7−→ ( t2 ,− t2) we
obtain the classical Bessel function
v(t) =
1
2pii
∫
γ(
t
2 ,− t2 )
exp(
tx
2
− t
2x
)x−ν−1dx (4.66)
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for the parameter ν = −c. Here γ( t2 ,− t2 ) ⊂ C is the path which comes from infinity along
the line argx = −pi, turns around the origin and goes back to infinity along argx = pi.
(ii) If A = {3, 1} ⊂ Z our integral representation of the A-hypergeometric functions
u(z1, z2) on C2z is
u(z1, z2) =
∫
γz
exp(z1x
3 + z2x)x
c−1dx. (4.67)
Restricting the function u(z1, z2) to Ct by the inclusion map Ct ↪→ C2z, t 7−→ (13 ,−t) we
obtain the classical Airy function
v(t) =
1
2pii
∫
γ(
1
3 ,−t)
exp(
x3
3
− tx)dx (4.68)
for c = 1. Here γ(
1
3
,−t) ⊂ C is the path which comes from infinity along the line argx = −pi
3
and goes back to infinity along argx = pi
3
.
5 Asymptotic expansions at infinity of confluent A-
hypergeometric functions
In this section, assuming the condition 0 ∈ Int(∆) we construct natural bases of the rapid
decay homology groups (Hrdn )z ' Hrdn (Uz;K∗z) and apply them to prove a formula for the
asymptotic expansions at infinity of Adolphson’s confluent A-hypergeometric functions.
5.1 Preliminary results
For the construction of the bases of the rapid decay homology groups, we first prove some
preliminary results.
Definition 5.1. We define a subset Ω0 of Ω ⊂ X = CNz by: z ∈ Ω0 ⇐⇒ z ∈ Ω and the
Laurent polynomial hz(x) =
∑N
j=1 zjx
a(j) has only non-degenerate (Morse) critical points
in T = (C∗)n.
It is clear that Ω0 ⊂ X = CNz is stable by the multiplication of C∗ (i.e. homothety)
on X = CNz . Let b(1), b(2), . . . , b(n) ∈ A be elements of A such that {b(1), b(2), . . . , b(n)}
is a basis of the vector space Rn. By our assumption that A generates Zn, we can take
such elements of A.
Proposition 5.2. Let h(x) =
∑N
j=1 zjx
a(j) be a Laurent polynomial with support in A ⊂
Zn on T = (C∗)n. Assume that h is non-degenerate i.e. z = (z1, z2, . . . , zN) ∈ Ω. Then
for generic α = (α1, α2, . . . , αn) ∈ Cn the perturbation
h˜(x) = h(x)−
n∑
i=1
αix
b(i) (5.1)
of h is non-degenerate and has only non-degenerate (Morse) critical points in T .
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Proof. It is clear that h˜ is non-degenerate for generic α ∈ Cn (see for example [32, Lemma
5.2]). Let l1, l2, . . . , ln ∈ (Rn)∗ be the dual basis of b(1), b(2), . . . , b(n) and set
gi(x) =
N∑
j=1
li(a(j))zjx
a(j)−b(i) (i = 1, 2, . . . , n). (5.2)
Note that for a = (a1, a2, . . . , an) ∈ Rn we have
aj =
n∑
i=1
li(a)b(i)j (j = 1, 2, . . . , n). (5.3)
Then we can easily prove the equality
(x1
∂h˜
∂x1
, . . . , xn
∂h˜
∂xn
) = (xb(1)(g1 − α1), . . . , xb(n)(gn − αn)) ·B, (5.4)
where B ∈ GLn(C) is an invertible matrix defined by B = (bij)ni,j=1 = (b(i)j)ni,j=1. Hence
we obtain
{x ∈ T | ∂h˜
∂x1
(x) = · · · = ∂h˜
∂xn
(x) = 0} = {x ∈ T | gi(x) = αi (1 ≤ i ≤ n)}. (5.5)
Moreover degenerate critical points of h˜ in T correspond to critical points x ∈ T of the
map (g1, g2, . . . , gn) : T −→ Cn such that gi(x) = αi (1 ≤ i ≤ n). By the Bertini-Sard
theorem, generic α = (α1, α2, . . . , αn) ∈ Cn are not such critical values. This implies
that for generic α ∈ Cn the Laurent polynomial h˜ has no degenerate critical point. This
completes the proof.
Corollary 5.3. The subset Ω0 of Ω is open dense in X = CNz and stable by the multipli-
cation of C∗ (i.e. homothety) on X = CNz .
Proposition 5.4. Assume that 0 ∈ Int(∆). Then for any z ∈ Ω0 the Laurent polynomial
hz(x) =
∑N
j=1 zjx
a(j) has exactly VolZ(∆) non-degenerate (Morse) critical points in T .
Proof. Let us fix z ∈ Ω0 and set h(x) = hz(x). By an invertible matrix C ∈ GLn(C) we
define new Laurent polynomials h1, h2, . . . , hn on T by
(h1, . . . , hn) = (x1
∂h
∂x1
, . . . , xn
∂h
∂xn
) · C. (5.6)
By our assumption 0 ∈ Int(∆), taking sufficiently generic C we may assume that all the
Newton polytopes of h1, h2, . . . , hn are equal to ∆. Then for any face Γ ≺ ∆ of ∆ the set
{x ∈ T | hΓ1 (x) = · · · = hΓn(x) = 0} (5.7)
coincides with that of the critical points of hΓ in T . In this correspondence for the special
case Γ = ∆, multiple roots of the equation h1(x) = · · · = hn(x) = 0 in T correspond to
degenerate critical points of h : T −→ C. But by our assumption z ∈ Ω0 there is no such
point in T . Moreover by the non-degeneracy of h (⇐⇒ z ∈ Ω), for any face Γ ≺ ∆ of ∆
such that 0 /∈ Γ (i.e. Γ 6= ∆ when 0 ∈ Int(∆)) we have
{x ∈ T | hΓ1 (x) = · · · = hΓn(x) = 0} = ∅. (5.8)
This means that the (0-dimensional) subvariety {x ∈ T | h1(x) = · · · = hn(x) = 0} of T
is a non-degenerate complete intersection (for the definition, see [30, Definition 2.7] and
[36]). Then by Bernstein’s theorem its cardinality is equal to VolZ(∆).
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5.2 A basis of the rapid decay homology group
From now on, assuming the condition 0 ∈ Int(∆), for any z ∈ Ω0 we construct a natural
basis of the rapid decay homology group (Hrdn )z ' Hrdn (Uz;K∗z) by using the (relative)
twisted Morse theory for the function Re(hz) : T
an −→ R. For the twisted Morse theory
and its applications to period integrals, we refer to Aomoto-Kita [3], Pajitnov [37] and
Pham [38]. Our construction of the basis is similar to the ones of Dubrovin [8] and Tanabe-
Ueda [45] in the untwisted case. Note that by our assumption 0 ∈ Int(∆) any parameter
vector c ∈ Cn is nonresonant. This implies that Theorem 4.5 holds for any c ∈ Cn. For
z ∈ Ω0 let α(i) ∈ T (1 ≤ i ≤ VolZ(∆)) be the non-degenerate (Morse) critical points of
the Laurent polynomial hz(x) =
∑N
j=1 zjx
a(j) in Proposition 5.4. By the Cauchy-Riemann
equation, they are also non-degenerate (Morse) critical points of the real-valued function
Re(hz) : T
an −→ R. We can observe this fact more explicitly by taking a holomorphic
Morse coordinate around each α(i) ∈ T as follows. For a fixed 1 ≤ i ≤ VolZ(∆) let
y = (y1, . . . , yn), yj = ξj +
√−1ηj (1 ≤ j ≤ n) be a holomorphic Morse coordinate for
hz around its critical point α(i) ∈ T such that hz(x) = hz(α(i)) + y21 + y22 + · · ·+ y2n in a
neighborhood of α(i) ∈ T . Since we have
Re(hz)(x) = Re(hz)(α(i)) + (ξ
2
1 + · · ·+ ξ2n)− (η21 + · · ·+ η2n), (5.9)
we regard the smooth submanifold {ξ1 = · · · = ξn = 0} in it as the stable manifold of the
gradient flow of the Morse function Re(hz) : T
an −→ R in a neighborhood of α(i) ∈ T an
and denote it by Si. By shrinking Si if necessary, we may assume that Si is homeomorphic
to the n-dimensional disk. For 1 ≤ i ≤ VolZ(∆) let Ri ⊂ C be the ray in C defined by
Ri = {λ ∈ C | Reλ ≤ Re(hz)(α(i)), Imλ = Im(hz)(α(i))}. (5.10)
Namely Ri emanates from the critical value hz(α(i)) ∈ C of hz and goes to the left in the
complex plane C so that we have Reλ −→ −∞ along it. By shrinking the stable manifold
Si if necessary, we may assume also that the image of Si ⊂ T an by the map hz : T an −→ C
is the closed interval
Rεi = {λ ∈ Ri | Re(hz)(α(i))− ε ≤ Reλ ≤ Re(hz)(α(i))} (5.11)
in Ri for some ε > 0 and hz(∂Si) is just the one point {hz(α(i)) − ε} in Ri. We drag
∂Si ' Sn−1 over the complement of Rεi in Ri to construct a tube Mi ' (−∞, 0] × Sn−1
in T an. Finally we set γi := Si ∪Mi ⊂ T an. From now we shall use the notations in the
proof of Theorem 4.5. Then by Proposition 3.4, for Uz = T and the local system
L = CT anxc1−11 · · ·xcn−1n . (5.12)
there exists an isomorphism
Hrdn (Uz;K∗z) ' Hn(T an ∪Q,Q; ι∗L). (5.13)
Since γi ⊂ T an is a singular n-chain in T an whose boundary in the real oriented blow-up Z˜
is contained in Q ⊂ D˜, we obtain an element [γi] of the relative twisted homology group
Hn(T
an ∪ Q,Q; ι∗L). Namely [γi] ∈ Hn(T an ∪ Q,Q; ι∗L) thus obtained is a rapid decay
n-cycle in T an for the function
gz(x) = exp(hz(x))x
c1−1
1 · · ·xcn−1n (5.14)
22
satisfying the conditions
(i) : Si ⊂ γi, (5.15)
(ii) : γi \ Si ⊂ {x ∈ T an | Re(hz)(x) < Re(hz)(α(i))− ε} for some ε > 0. (5.16)
Theorem 5.5. In the situation as above (i.e. 0 ∈ Int(∆) and z ∈ Ω0), the elements
[γ1], [γ2], . . . , [γVolZ(∆)] ∈ (Hrdn )z ' Hrdn (Uz;K∗z) ' Hn(T an ∪ Q,Q; ι∗L) form a basis of the
rapid decay homology group Hrdn (Uz;K∗z) ' Hn(T an ∪Q,Q; ι∗L).
Proof. First note that by (4.30) we have
dimHn(T
an ∪Q,Q; ι∗L) = VolZ(∆) = ]{α(i)}. (5.17)
For t ∈ R we define an open subset T ant ⊂ T an of T an by
T ant = {x ∈ T an | Re(hz)(x) < t}. (5.18)
Then by Remark 4.6 for any t ∈ R the closure of ∂T ant ⊂ T an in Z intersects each irrelevant
divisor Di ⊂ Z transversally. This implies that for any p ∈ Z and t 0 we have
Hp(T
an
t ∪Q,Q; ι∗L) ' 0. (5.19)
Moreover for any p ∈ Z and t 0 we have an isomorphism
Hp(T
an
t ∪Q,Q; ι∗L) ' Hp(T an ∪Q,Q; ι∗L). (5.20)
Now let−∞ < t1 < t2 < · · · < tr < +∞ be the critical values of Re(hz) : T an −→ R. Then
by Remark 4.6 for any p ∈ Z and s1, s2 ∈ R such that s1 < s2, [s1, s2]∩{t1, t2, . . . , tr} = ∅
we have a natural isomorphism
Hp(T
an
s1
∪Q,Q; ι∗L) ' Hp(T ans2 ∪Q,Q; ι∗L). (5.21)
For 1 ≤ j ≤ r let α(i1), α(i2), . . . , α(inj) ∈ T an be the critical points of Re(hz) : T an −→ R
such that Re(hz)(α(iq)) = tj. Then, for sufficiently small 0 < ε  1 we obtain a short
exact sequence
0 −→ Hn(T antj−ε ∪Q,Q; ι∗L) −→ Hn(T antj−ε ∪ (∪
nj
q=1Siq) ∪Q,Q; ι∗L) (5.22)
−→ ⊕njq=1Hn(Siq , ∂Siq ; ι∗L) −→ 0 (5.23)
by induction on j with the help of (5.19) and the fact Hp(Siq , ∂Siq ; ι∗L) ' 0 (p 6= n).
Moreover there exist [Siq ] ∈ Hn(Siq , ∂Siq ; ι∗L) ' C which can be lifted to the ele-
ments [γiq ] of Hn(T
an
tj−ε ∪ (∪
nj
q=1Siq) ∪ Q,Q; ι∗L) ⊂ Hn(T an ∪ Q,Q; ι∗L). This implies
that [γ1], [γ2], . . . , [γVolZ(∆)] ∈ Hn(T an∪Q,Q; ι∗L) form a basis of Hn(T an∪Q,Q; ι∗L).
Note that for a connected open neighborhood V of the point z in (Ω0)
an the basis
[γ1], . . . , [γVolZ(∆)] ∈ (Hrdn )z constructed in Theorem 5.5 can be naturally extended to a
family of the bases [γw1 ], . . . , [γ
w
VolZ(∆)
] ∈ (Hrdn )w (w ∈ V ) i.e. a basis of the local system
Hrdn on V . We can extend it so that V ⊂ (Ω0)an is stable by the multiplication of the
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group R>0 on X = CN and the rapid decay n-cycles γw1 , . . . , γwVolZ(∆) (w ∈ V ) satisfy the
conditions
(i) : Swi ⊂ γwi , (5.24)
(ii) : γwi \ Swi ⊂ {x ∈ T an | Re(hw)(x) < Re(hw)(α(i)w)− ε} for some ε > 0,(5.25)
where Swi ⊂ T an is the stable manifold of the gradient flow of Re(hw) passing through its
i-th non-degenerate critical point α(i)w ∈ T an. For 1 ≤ i ≤ VolZ(∆) we define a confluent
A-hypergeometric function ui on V ⊂ (Ω0)an by
ui(w) =
∫
γwi
exp(
N∑
j=1
wjx
a(j))xc1−11 · · · xcn−1n dx1 ∧ · · · ∧ dxn (5.26)
for w ∈ V .
5.3 Asymptotic expansions at infinity
Now by applying the higher-dimensional saddle point (steepest descent) method to holo-
morphic Morse coordinates around the critical points of Re(hw) : T
an −→ R (w ∈ V ) in
T an we obtain the following result. For δ > 0 let Λδ ⊂ C be the open sector in C defined
by Λδ = {λ ∈ C | − δ < argλ < δ}. By taking a sufficiently small δ > 0 such that
λ · z ∈ V for any λ ∈ Λδ we set Λ := Λδ.
Theorem 5.6. In the situation as above (i.e. 0 ∈ Int(∆)), if δ > 0 is sufficiently small,
for any 1 ≤ i ≤ VolZ(∆) and λ ∈ Λ we have an asymptotic expansion:
ui(λ · z) =
∫
γλ·zi
exp(λ
N∑
j=1
zjx
a(j))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn (5.27)
∼ (√−1)nα(i)c1−11 · · ·α(i)cn−1n × exp(λ · hz(α(i))) (5.28)
×
{
(2pi)
n
2√
Hi(z)
· 1
λ
n
2
+
β1(z)
λ
n
2
+1
+
β2(z)
λ
n
2
+2
+ · · · · · · · · ·
}
(5.29)
as |λ| −→ +∞ in the sector Λ, where βi(z) ∈ C are functions of z and
Hi(z) = det
(
∂2hz
∂xj∂xk
)
x=α(i)
(5.30)
is the Hessian of hz at x = α(i) ∈ T an.
Proof. First, it is clear that for any λ ∈ Λ the critical points of the function Re(hλ·z) =
Re(λ · hz) : T an −→ R are α(i) (1 ≤ i ≤ VolZ(∆)). Fix 1 ≤ i ≤ VolZ(∆). Let y =
(y1, . . . , yn), yj = ξj +
√−1ηj (1 ≤ j ≤ n) be the holomorphic Morse coordinate for the
function hz around its i-th critical point α(i) ∈ T an such that hz(x) = hz(α(i)) + y21 +
· · · + y2n. For sufficiently small ε > 0 we define an open neighborhood Wε of α(i) ∈ T an
by Wε = {y = (y1, . . . , yn) | |yj| < ε (1 ≤ j ≤ n)} ' B(0; ε)× · · · ×B(0; ε) ⊂ T an and set
Szi = {ξ1 = · · · = ξn = 0} = {η ∈ Rn | |ηj| < ε (1 ≤ j ≤ n)} ⊂ Wε (5.31)
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in it. Then Szi is the stable manifold of the gradient flow of the function Re(hz) passing
through its non-degenerate critical point α(i) ∈ T an. For λ = |λ|e
√−1θ ∈ Λ ⊂ C (−δ <
θ = argλ < δ) we set (y′1, . . . , y
′
n) = (e
√−1θ
2 y1, . . . , e
√−1θ
2 yn). Then the Laurent polynomial
hλ·z = λ · hz can be rewritten as
hλ·z(x) = λ · hz(α(i)) + |λ|(y′1)2 + · · ·+ |λ|(y′n)2. (5.32)
By setting y′j = ξ
′
j +
√−1η′j (1 ≤ j ≤ n) we see also that the subset
Sλ·zi = {ξ′1 = · · · = ξ′n = 0} = {η′ ∈ Rn | |η′j| < ε (1 ≤ j ≤ n)} ⊂ Wε (5.33)
of Wε is the stable manifold of the gradient flow of Re(hλ·z) through α(i) ∈ T an. By our
construction of the rapid decay n-cycle γλ·zi we may assume that S
λ·z
i ⊂ γλ·zi and
Re(hλ·z)(x)− Re(hλ·z)(α(i)) < −ε2|λ|, Im(hλ·z)(x) = Im(hλ·z)(α(i)) (5.34)
for any x ∈ γλ·zi \Sλ·zi . We may assume also that for any λ, λ′ ∈ Λ such that argλ = argλ′
we have γλ·zi = γ
λ′·z
i . This implies that (if δ > 0 is sufficiently small) there exists a positive
real numbers C > 0 such that∫
γλ·zi \Sλ·zi
∣∣∣exp(hz(x)− hz(α(i)))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn∣∣∣ < C (5.35)
for any λ ∈ Λ. Then we have∣∣∣∫
γλ·zi \Sλ·zi
exp(λ · hz(x))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn
∣∣∣ = | exp(λ · hz(α(i)))| (5.36)
×
∣∣∣∫
γλ·zi \Sλ·zi
exp(λ · {hz(x)− hz(α(i))})xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn
∣∣∣ (5.37)
≤ C| exp(λ · hz(α(i)))| × sup
x∈γλ·zi \Sλ·zi
∣∣∣exp{λ− 1
λ
(hλ·z(x)− hλ·z(α(i)))}
∣∣∣ (5.38)
≤ C| exp(λ · hz(α(i)))| × exp(−ε
2
2
|λ|) (5.39)
for any λ ∈ Λ satisfying |λ|  0. Hence, to prove the theorem, it suffices to calculate the
asymptotic expansion of the integral
u˜i(λ · z) =
∫
Sλ·zi
exp(λ
N∑
j=1
zjx
a(j))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn (5.40)
as |λ| −→ +∞ in the sector Λ. For the Morse coordinate y = (y1, . . . , yn) of hz we can
easily show
det
(
∂yj
∂xk
)
x=α(i)
=
√
Hi(z)
2n
. (5.41)
Also by using the coordinate y = (y1, . . . , yn) set
f(y1, . . . , yn) := x
c1−1
1 · · ·xcn−1n × det
(
∂xj
∂yk
)
(5.42)
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and let
f(y1, . . . , yn) =
∑
a∈Zn+
fay
a (fa ∈ C) (5.43)
be its Taylor expansion at y = 0 i.e. x = α(i). Then by (5.41) we obtain
f0 = f(0, . . . , 0) = α(i)
c1−1
1 · · ·α(i)cn−1n ×
√
2n
Hi(z)
. (5.44)
Now the restriction of the n-form
exp(λ · hz(x))xc1−11 · · ·xcn−1n dx1 ∧ · · · ∧ dxn (5.45)
to the stable manifold Sλ·zi = {η′ ∈ Rn | |η′j| < ε (1 ≤ j ≤ n)} ⊂ Rn has the following
form:
(
√−1)ne−
√−1nθ
2 exp
{
λ · hz(α(i))− |λ|(η′1)2 − · · · − |λ|(η′n)2
}
(5.46)
×
∑
a∈Zn+
fa · e−
√−1|a|θ
2 · {√−1η′}a
 dη′1 ∧ · · · ∧ dη′n. (5.47)
For any a = (a1, . . . , an) ∈ Zn+ we can show that the integral of the n-form
ωa := (
√−1)ne−
√−1nθ
2 exp
{
λ · hz(α(i))− |λ|(η′1)2 − · · · − |λ|(η′n)2
}
(5.48)
×fa · e−
√−1|a|θ
2 · {√−1η′}adη′1 ∧ · · · ∧ dη′n (5.49)
over the whole Rnη′ is equal to
(
√−1)nλ−n2 exp(λ · hz(α(i)))× fa · λ−
|a|
2 (5.50)
×
∫
Rn
exp(−t21 − · · · − t2n){
√−1t}adt1 ∧ · · · ∧ dtn (5.51)
by setting (t1, . . . , tn) = (
√|λ|η′1, . . . ,√|λ|η′n). Note that the integral∫
Rn
exp(−t21 − · · · − t2n){
√−1t}adt1 ∧ · · · ∧ dtn (5.52)
is zero if ai ∈ Z+ is odd for some 1 ≤ i ≤ n. As the previous part of this proof, we can
show also that there exists M > 0 such that∣∣∣∫
Rn\Sλ·zi
ωa
∣∣∣ ≤M | exp(λ · hz(α(i)))| × exp(−ε2
2
|λ|) (5.53)
for any λ ∈ Λ satisfying |λ|  0. Then the result follows immediately from (5.44). This
completes the proof.
Remark 5.7. If z ∈ Ω0 and the critical point α(i) of Re(hz) : T an −→ R in T an is given,
by using the holomorphic Morse coordinate in the proof above we can calculate also the
coefficients β1(z), β2(z), . . . ∈ C explicitly.
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For the point z ∈ Ω0 let
Lz = {λ · z ∈ X = CN | λ ∈ C} ' Cλ (5.54)
be the complex line in X = CN passing through z ∈ Ω0. Then by Theorems 5.5 and 5.6
we can observe Stokes’ phenomena for the restrictions ui|Lz of the functions ui (1 ≤ i ≤
VolZ(∆)) to the line Lz ' Cλ. Indeed, by Theorem 5.6 the dominance ordering of the
functions ui|Lz at infinity (i.e. where |λ|  0) changes as arg(λ) increases. More precisely,
the asymptotic expansions at infinity of the restrictions of the A-hypergeometric functions
to Lz ' Cλ may jump at the Stokes lines:
{λ ∈ C | Re [λ · {hz(α(i))− hz(α(j))}] = 0} (i 6= j). (5.55)
It would be an interesting problem to determine the Stokes multipliers in this case.
Remark 5.8. When ∆′ = conv(A) does not contain the origin 0 ∈ Rn, the last half of
the proof of Proposition 5.4 does not work. Namely for z ∈ Ω0 the number of the non-
degenerate (Morse) critical points of hz(x) may be smaller than VolZ(∆
′) < VolZ(∆). Nev-
ertheless, as in Theorems 5.5 and 5.6 we can construct a part of a basis of Hrdn (Uz;K∗z) '
Hn(T
an ∪Q,Q; ι∗L) by the corresponding rapid decay n-cycles and obtain the asymptotic
expansions at infinity of the confluent A-hypergeometric functions associated to them.
Note that the number of the critical points of hz(x) in such a case is given by [10, Lemma
2.10].
6 The two-dimensional case
In this section, we shall construct a natural basis of the rapid decay homology group
Hn(T
an ∪Q,Q; ι∗L) in the two-dimensional case i.e. n = 2.
6.1 Some results on relative twisted homology groups
First, we prepare some elementary results on relative twisted homology groups. Set
Z = C2x1,x2 and let h0 be the meromorphic function on Z
an defined by
h0(x1, x2) =
1
xm11 x
m2
2
(m1,m2 ∈ Z>0). (6.1)
Let pi0 : Z˜0 −→ Zan be the real oriented blow-up of Zan along the normal crossing divisor
Dan0 = {x1 = 0} ∪ {x2 = 0} and set D˜0 = pi−10 (Dan0 ) ⊂ Z˜0 and Uan0 = Zan \Dan0 ' (C∗)2.
By the inclusion map ι0 : U
an
0 ↪→ Z˜0 we consider Uan0 as an open subset of Z˜0 and set
P0 = D˜0 ∩ {x ∈ Uan0 | Reh0(x) ≥ 0} (6.2)
and Q0 = D˜0 \ P0. Finally let L0 be the local system of rank one on Uan0 defined by
L0 = CUan0 xβ11 xβ22 (β = (β1, β2) ∈ C2). (6.3)
Then by homotopy and Lemma 3.6 we obtain the following lemma.
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Lemma 6.1. (i) For 0 < ε 1 set
Uan0 (ε) = {x = (x1, x2) ∈ Uan0 | ε < |x1| <
1
ε
} ⊂ Uan0 . (6.4)
Then for any p ∈ Z the natural morphism
Hp(U
an
0 (ε) ∪Q0, Q0; (ι0)∗L0) −→ Hp(Uan0 ∪Q0, Q0; (ι0)∗L0) (6.5)
is an isomorphism.
(ii) Assume that β = (β1, β2) ∈ C2 satisfies the condition m2β1 − m1β2 /∈ Z. Then we
have
Hp(U
an
0 ∪Q0, Q0; (ι0)∗L0) ' 0 (6.6)
for any p ∈ Z.
Proof. The assertion (i) can be easily shown by homotopy. We will prove (ii). Let S1
be the unit circle {x1 ∈ C | |x1| = 1} in C1x1 . Then by (i) and homotopy we have an
isomorphism
Hp((S
1 × C∗) ∪Q0, Q0; (ι0)∗L0) ∼−→ Hp(Uan0 ∪Q0, Q0; (ι0)∗L0) (6.7)
for any p ∈ Z. Let us take the base point e := 1 ∈ S1 of S1. Then by Lemma 3.6 we have
Hp(({e} × C∗) ∪Q0, Q0; (ι0)∗L0) ' 0 (6.8)
for p 6= 1 and there exists a natural basis [γ1], . . . , [γm2 ] of H1(({e} × C∗) ∪
Q0, Q0; (ι0)∗L0) ' Cm2 . Let
Ψ0 : H1(({e} × C∗) ∪Q0, Q0; (ι0)∗L0) ∼−→ H1(({e} × C∗) ∪Q0, Q0; (ι0)∗L0) (6.9)
be the linear automorphism, i.e. the monodromy of H1(({e} × C∗) ∪ Q0, Q0; (ι0)∗L0)
induced by the (clockwise) rotation along the circle S1. By the matrix representation of
Ψ0 with respect to the basis [γ1], . . . , [γm2 ] we see that the eigenvalues of Ψ0 are contained
in the set {
t ∈ C | tm2 = exp[2pi√−1(m2β1 −m1β2)]
}
. (6.10)
In particular, our assumption m2β1−m1β2 /∈ Z implies that id−Ψ0 is an automorphism
of H1(({e} × C∗) ∪Q0, Q0; (ι0)∗L0). Now for 0 < ε << 1 we define two arcs G± ⊂ S1 in
S1 by
G± = {x1 ∈ S1 | ± Rex1 > −ε|Imx1|} ⊂ S1. (6.11)
Then S1 = G+∪G−. By the Mayer-Vietoris exact sequence for relative twisted homology
groups associated to the open covering S1×C∗ = (G+×C∗)∪(G−×C∗) of S1×C∗ we can
calculate Hp((S
1×C∗)∪Q0, Q0; (ι0)∗L0) (p ∈ Z) from Hp((G±×C∗)∪Q0, Q0; (ι0)∗L0) '
Hp(({e} ×C∗) ∪Q0, Q0; (ι0)∗L0) (p ∈ Z). Then the assertion (ii) follows from the invert-
ibility of id−Ψ0.
Next consider the meromorphic function h1 on Z
an = C2 defined by
h1(x1, x2) =
1
(x1 − λ1)n1 · · · (x1 − λk)nkxm11 xm22
(nj,m1,m2 ∈ Z>0), (6.12)
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where λ1, . . . , λk are distinct non-zero complex numbers. Let pi1 : Z˜1 −→ Zan be the real
oriented blow-up of Zan along Dan1 = ∪kj=1{x1 = λj} ∪ {x1 = 0} ∪ {x2 = 0} and define
D˜1 ⊂ Z˜1, ι1 : Uan1 = Zan \Dan1 ↪→ Z˜1, P1 ⊂ D˜1 and Q1 = D˜1 \ P1 as above. Moreover let
L1 be the local system of rank one on Uan1 defined by
L1 = CUan1 xβ11 xβ22
k∏
j=1
(x1 − λj)β′j (β = (β1, β2) ∈ C2, β′ = (β′1, . . . , β′k) ∈ Ck). (6.13)
Then by the proof of Lemma 6.1 (ii) and Mayer-Vietoris exact sequences for relative
twisted homology groups we obtain the following proposition.
Proposition 6.2. (i) For 0 < ε set
Uan1 (ε) = {(x1, x2) ∈ Uan1 | ε < |x1| <
1
ε
, |x1 − λj| > ε (1 ≤ j ≤ k)} ⊂ Uan1 . (6.14)
Then for any p ∈ Z the natural morphism
Hp(U
an
1 (ε) ∪Q1, Q1; (ι1)∗L1) −→ Hp(Uan1 ∪Q1, Q1; (ι1)∗L1) (6.15)
is an isomorphism.
(ii) Assume that k ≥ 1 and β = (β1, β2) ∈ C2, β′ = (β′1, . . . , β′k) ∈ Ck satisfy the
conditions m2β1 −m1β2 /∈ Z and m2β′j − njβ2 /∈ Z for any 1 ≤ j ≤ k. Then we have
dimHp(U
an
1 ∪Q1, Q1; (ι1)∗L1) =
{
k ×m2 (p = 2),
0 (p 6= 2) (6.16)
and can explicitly construct a basis of the vector space H2(U
an
1 ∪Q1, Q1; (ι1)∗L1) over C.
In the special but important case where k ≥ 2 and n1 = n2 = · · · = nk > 0, we can
construct the basis of H2(U
an
1 ∪ Q1, Q1; (ι1)∗L1) in Proposition 6.2 (ii) very elegantly as
follows. By homotopy we may assume that λj = exp(
2pij
k
√−1) (1 ≤ j ≤ k) from the start.
For 1 ≤ j ≤ k let Gj ⊂ S1 = {x1 ∈ C | |x1| = 1} be the arc in the unit circle S1 between
the two points λj, λj+1 ∈ S1, where we set λk+1 = λ1. For sufficiently small ε > 0 let Fj
be the boundary of the set
B(λj; ε) ∪Gj ∪B(λj+1; ε) ⊂ C1x1 (6.17)
and denote the central point of the arc Gj by ej ∈ Gj.
Figure 4.
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We regard ej ∈ Fj as the base point of the one-dimensional complex Fj. By Lemma
3.6 we have
Hp(({ej} × C∗) ∪Q1, Q1; (ι1)∗L1) ' 0 (6.18)
for p 6= 1 and there exists a natural basis [γj1], . . . , [γjm2 ] of H1(({ej} × C∗) ∪
Q1, Q1; (ι1)∗L1) ' Cm2 . Moreover by the proof of Lemma 6.1 (ii) and Mayer-Vietoris
exact sequences we obtain
Hp((Fj × C∗) ∪Q1, Q1; (ι1)∗L1) ' 0 (6.19)
for p 6= 2. Note that the shape of Fj looks like that of the figure-8. We start from the
base point ej ∈ Fj, go along the one-dimensional complex Fj in the way of the usual
drawing of the figure-8 and come back to the same place ej ∈ Fj. Along this path on Fj
we drag the twisted 1-cycles γj1, . . . , γjm2 over the point ej ∈ Fj keeping their end points
in the rapid decay direction Q1 of exp(h1). Then by our assumption nj = nj+1 we obtain
the twisted 2-cycles [δj1], . . . , [δjm2 ] in H2((Fj × C∗) ∪ Q1, Q1; (ι1)∗L1). It is easy to see
that they form a basis of H2((Fj × C∗) ∪Q1, Q1; (ι1)∗L1) ' Cm2 . On the other hand, by
Proposition 6.2 (i) and homotopy there exists an isomorphism
Hp({(∪kj=1Fj)× C∗} ∪Q1, Q1; (ι1)∗L1) ∼−→ Hp(Uan1 ∪Q1, Q1; (ι1)∗L1) (6.20)
for any p ∈ Z. Moreover it follows from our assumption m2β′j − njβ2 /∈ Z that we have
Hp({(Fj ∩ Fj−1)× C∗} ∪Q1, Q1; (ι1)∗L1) ' 0 (6.21)
for any 1 ≤ j ≤ k and p ∈ Z. Hence by the Mayer-Vietoris exact sequences associated
to the covering (∪kj=1Fj)× C∗ = ∪kj=1(Fj × C∗) of (∪kj=1Fj)× C∗ we obtain the following
result.
Proposition 6.3. Assume that k ≥ 2, n1 = n2 = · · · = nk > 0 and β = (β1, β2) ∈ C2,
β′ = (β′1, . . . , β
′
k) ∈ Ck satisfy the condition m2β′j − n1β2 /∈ Z for 1 ≤ j ≤ k. Then the
elements [δj1], . . . , [δjm2 ] ∈ H2(Uan1 ∪ Q1, Q1; (ι1)∗L1) (1 ≤ j ≤ k) constructed above are
linearly independent over C and form a basis of H2(Uan1 ∪Q1, Q1; (ι1)∗L1).
6.2 A construction of the basis in the two-dimensional case
Now let us consider the situation in Sections 4 and 5 in the two-dimensional case. For
z ∈ Ω we define Q ⊂ D˜ ⊂ Z˜ in the real oriented blow-up pi : Z˜ −→ Zan of Zan = (Z˜Σ)an
as in the proof of Theorem 4.5. For the local system L = CT anxc1−11 xc2−12 on T an we shall
construct a basis of the rapid decay homology group Hrd2 (T
an) := H2(T
an ∪ Q,Q; ι∗L).
By abuse of notations, for an open subset W of T an and p ∈ Z we set
Hrdp (W ) := Hp(W ∪Q,Q; ι∗L) (6.22)
for short. Recall that Σ is a smooth subdivision of the dual fan of ∆ = conv(A∪{0}) ⊂ R2
and ρ1, . . . , ρl ∈ Σ are the rays i.e. the one-dimensional cones in Σ which correspond to
the relevant divisors D1, . . . , Dl in Z = Z˜Σ. We renumber ρ1, . . . , ρl in the clockwise
order so that we have Di ∩ Di+1 6= ∅ for any 1 ≤ i ≤ l − 1. By the primitive vector
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κi ∈ ρi ∩ (Z2 \ {0}) on ρi the order mi > 0 of the pole of hz(x) =
∑N
j=1 zjx
a(j) along Di
is explicitly given by
mi = −min
a∈∆
〈κi, a〉. (6.23)
For 1 ≤ i ≤ l we set
βi = 〈κi, (c1 − 1, c2 − 1)〉 ∈ C. (6.24)
Then at each point of Di \ (∪j 6=iDj) there exists a local coordinate system (y1, y2) of
ZΣ such that Di = {y1 = 0} and the function xc1−11 xc2−12 has the form yβi1 . Namely the
function xc1−11 x
c2−1
2 has the order βi ∈ C along Di. By the non-degeneracy of hz the
complex curve h−1z (0) ⊂ ZΣ intersects each relevant divisor Di transversally. Set vi =
](Di ∩ h−1z (0)) ≥ 0 and {qi1, . . . , qivi} = Di ∩ h−1z (0). By our construction of the complex
blow-up Z = Z˜Σ −→ ZΣ of ZΣ, the fiber of the point qij is a union Eij = Eij1∪· · ·∪Eijmi
of exceptional divisors Eijk ' P1 (1 ≤ k ≤ mi). Here Eijk is the exceptional divisor
constructed by the k-th blow-up over qij. See Figure 5 below. Then the order of the
pole of (the meromorphic extension of) hz along Eijk is mi − k. Moreover the order of
the function xc1−11 x
c2−1
2 along Eijk is βi for any 1 ≤ k ≤ mi. Let Ti ' C∗ ⊂ Di be the
one-dimensional T -orbit in ZΣ which corresponds to ρi and denote by the same letter
Ti its strict transform in the blow-up Z = Z˜Σ. Assume that βi /∈ Z (1 ≤ i ≤ l) and
mi+1βi −miβi+1 /∈ Z (1 ≤ i ≤ l − 1). Then by Propositions 6.2 (ii) and 6.3 there exists
a sufficiently small tubular neighborhood Wi of T
an
i in Z
an such that for its open subset
W ◦i = Wi ∩ T an ⊂ T an we have
dimHrdp (W
◦
i ) =
{
vi ×mi (p = 2),
0 (p 6= 2). (6.25)
Furthermore we can explicitly construct a basis δijk ∈ Hrd2 (W ◦i ) (1 ≤ j ≤ vi, 1 ≤ k ≤ mi)
of the vector space Hrd2 (W
◦
i ) = H2(W
◦
i ∪Q,Q; ι∗L) over C.
Figure 5.
Theorem 6.4. Assume that c = (c1, c2) ∈ C2 is nonresonant, βi /∈ Z (1 ≤ i ≤ l) and
mi+1βi −miβi+1 /∈ Z (1 ≤ i ≤ l − 1). Then the natural morphisms
Θi : H
rd
2 (W
◦
i ) −→ Hrd2 (T an) (1 ≤ i ≤ l) (6.26)
are injective and induce an isomorphism
Θ : ⊕li=1Hrd2 (W ◦i ) ∼−→ Hrd2 (T an). (6.27)
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In particular, the cycles γijk := Θi(δijk) ∈ Hrd2 (T an) (1 ≤ i ≤ l, 1 ≤ j ≤ vi, 1 ≤ k ≤ mi)
form a basis of the vector space Hrd2 (T
an) = H2(T
an ∪Q,Q; ι∗L) over C.
Proof. By the repeated use of Lemma 6.1 (i) and homotopy, we can find a small neigh-
borhood Ŵi of T
an
i ∪∪vij=1(Eanij \Eanijmi) in Zan containing Wi such that for its open subset
Ŵ ◦i = Ŵi ∩ T an ⊂ T an the natural morphism
Hrdp (W
◦
i ) −→ Hrdp (Ŵ ◦i ) (6.28)
is an isomorphism for any p ∈ Z. By our assumption (c1, c2) /∈ Z2 we have the vanishing
of the usual twisted homology group Hp(T
an;L) for any p ∈ Z. Similarly we obtain the
vanishings of Hp(Ŵ ◦i ;L) etc. Then the assertion can be proved by patching these results
with the help of Lemma 6.1 (i) and the Mayer-Vietoris exact sequences for the relative
twisted homology groups in the proof of Theorem 4.5.
Let Γi ≺ ∆ be the supporting face of ρi in ∆. Then the lattice length of Γi is equal
to vi ≥ 0 and we have the equality
∑l
i=1(vi ×mi) = VolZ(∆) as expected from the result
of Theorem 6.4.
7 Higher-dimensional cases
In this section, we shall extend the construction of the basis of the rapid decay homology
group Hn(T
an ∪Q,Q; ι∗L) for n = 2 in Section 6 to higher-dimensional cases.
7.1 Some results on twisted Morse theory
Let T0 = (C∗)kx be a k-dimensional algebraic torus and h0(x) a Laurent polynomial on
it whose Newton polytope ∆0 = NP (h0) ⊂ Rk is k-dimensional. We assume that h0 is
non-degenerate in the sense of Kouchnirenko [26]. Namely we impose the condition in
Definition 2.3 for any face Γ ≺ ∆0 of ∆0.
Proposition 7.1. In the situation as above, for generic a = (a1, . . . , ak) ∈ Ck the (possibly
multi-valued) function g(a, x) = h0(x)x
−a on T0 has exactly VolZ(∆0) critical points in T0
and all of them are non-degenerate (i.e. of Morse type) and contained in T0 \ {h0 = 0} =
{x ∈ T0 | g(a, x) 6= 0}.
Proof. We follow the argument in [9, page 10]. For 1 ≤ i ≤ k set ∂i = ∂xi . Then for
x ∈ T0 we have
∂ig(a, x) = 0 ⇐⇒ xi∂ih0(x)− aih0(x) = 0. (7.1)
Since the hypersurface {h0 = 0} ⊂ T0 is smooth, by (7.1) all the critical points of the
function g(a, ∗) are contained in T0 \ {h0 = 0}. Set fi(a, x) = xi∂ih0(x)− aih0(x). Then
by Bernstein’s theorem we have
]{x ∈ T0 | fi(a, x) = 0 (1 ≤ i ≤ k)} = VolZ(∆0) (7.2)
if the Newton polytopes NP (fi(a, ∗)) of the Laurent polynomials fi(a, ∗) (1 ≤ i ≤ k) are
equal to ∆0 and the subvariety K = {x ∈ T0 | fi(a, x) = 0 (1 ≤ i ≤ k)} of T0 is a non-
degenerate complete intersection (see [36]). From now on, we will show that these two
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conditions are satisfied for generic a ∈ Ck. First of all, it is clear that NP (fi(a, ∗)) = ∆0
(1 ≤ i ≤ k) for generic a ∈ Ck. Note that x ∈ T0 is in K if and only if x ∈ T0 \ {h0 = 0}
and
xi∂ih0(x)
h0(x)
= ai (1 ≤ i ≤ k), (7.3)
that is, x ∈ T0 \ {h0 = 0} is sent to the point a ∈ Ck by the map T0 \ {h0 = 0} −→ Ck
defined by
x 7−→
(
x1∂1h0(x)
h0(x)
, . . . . . . ,
xk∂kh0(x)
h0(x)
)
. (7.4)
By the Bertini-Sard theorem generic a ∈ Ck are regular values of this map. If a ∈ Ck is
such a point, we can easily show that det{∂jfi(a, x)}kj,i=1 6= 0 for any x ∈ K ⊂ T0 \ {h0 =
0}. Now let Γ  ∆0 be a proper face of ∆0. Then for generic a ∈ Ck we have
{x ∈ T0 | fi(a, x)Γ = 0 (1 ≤ i ≤ k)} = ∅. (7.5)
Indeed, let us assume the converse. Then the first projection from the variety
{(a, x) ∈ Ck × T0 | fi(a, x)Γ = 0 (1 ≤ i ≤ k)} ⊂ Ck × T0 (7.6)
to Ck is dominant. Moreover by Γ 6= ∆0 this variety is quasi-homogeneous with respect
to the second variables x = (x1, . . . , xk). In particular, its dimension is greater than k.
Then by considering the second projection from it to T0, we find that there exist x ∈ T0
and a 6= a′ ∈ Ck such that fi(a, x)Γ = fi(a′, x)Γ = 0 for any 1 ≤ i ≤ k. Namely we have
xi∂ih
Γ
0 (x)− aihΓ0 (x) = 0 (1 ≤ i ≤ k) (7.7)
and
xi∂ih
Γ
0 (x)− a′ihΓ0 (x) = 0 (1 ≤ i ≤ k). (7.8)
Comparing (7.7) with (7.8) for 1 ≤ i ≤ k such that ai 6= a′i, we obtain hΓ0 (x) = ∂1hΓ0 (x) =
· · · = ∂khΓ0 (x) = 0 for the point x ∈ T0. This contradicts our assumption that the
Laurent polynomial h0 is non-degenerate. We thus proved that the subvariety K = {x ∈
T0 | fi(a, x) = 0 (1 ≤ i ≤ k)} of T0 is a non-degenerate complete intersection and its
cardinality is VolZ(∆0) for generic a ∈ Ck. Let us fix such a point a ∈ Ck. Recall that
K = {x ∈ T0 | fi(a, x) = 0 (1 ≤ i ≤ k)} is the set of the critical points of the function
g(a, ∗) in T0 \ {h0 = 0}. At such a critical point x ∈ T0 \ {h0 = 0} we have
∂2g
∂xj∂xi
(a, x) = ∂j
{
fi(a, x)
x−a
xi
}
= ∂jfi(a, x) · x
−a
xi
. (7.9)
Since det{∂jfi(a, x)}kj,i=1 6= 0, we obtain
det
{
∂2g
∂xj∂xi
(a, x)
}k
j,i=1
6= 0. (7.10)
Namely all the critical points of the function g(a, ∗) are non-degenerate.
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Let h0 be as above and L0 a local system of rank one on T an0 defined by
L0 = CT an0 xβ11 · · ·xβkk (β = (β1, . . . , βk) ∈ Ck). (7.11)
From now on, we will calculate the twisted homology groups Hp(T
an
0 \ {h0 = 0}an;L0)
(p ∈ Z) by using our twisted Morse theory. Taking a sufficiently generic a ∈ Int(∆0) ⊂ Rk
we set h1(x) = h0(x)x
−a. Then by Proposition 7.1 the real-valued function f := |h1|−2 :
T an0 \ {h0 = 0}an −→ R has only VolZ(∆0) non-degenerate (Morse) critical points in
M := T an0 \ {h0 = 0}an. Moreover we can easily verify that the index of such a critical
point is always k. For t ∈ R>0 we define an open subset Mt ⊂M of M by
Mt = {x ∈M | f(x) = |h1|−2(x) < t}. (7.12)
Then we have the following result.
Proposition 7.2. For generic β = (β1, . . . , βk) ∈ Ck and 0 < ε 1 we have
Hp(Mε;L0) ' 0 (7.13)
for any p ∈ Z.
Proof. Let Σ′ be a smooth subdivision of the dual fan of ∆0 and ZΣ′ the (smooth) toric
variety associated to it. Then the divisor at infinity D′ = ZΣ′ \ T0 is normal crossing. By
the non-degeneracy of h0 the divisor h
−1
0 (0)∪D′ is also normal crossing in a neighborhood
of D′. Moreover by the condition a ∈ Int(∆0) the neighborhood Mε unionsq (D′ \ h−10 (0)) of
D′ \ h−10 (0) retracts to D′ \ h−10 (0) as ε −→ +0. Since for generic β ∈ Ck the local system
L0 has a non-trivial monodromy around each irreducible component of D′, the assertion
follows.
By this proposition we can apply the argument in the proof of Theorem 5.5 to the
Morse function f = |h1|−2 : M = T an0 \ {h0 = 0}an −→ R and obtain the following
theorem.
Theorem 7.3. For generic β = (β1, . . . , βk) ∈ Ck we have
dimHp(T
an
0 \ {h0 = 0}an;L0) =
{
VolZ(∆0) (p = k),
0 (p 6= k) (7.14)
and there exists a basis of Hk(T
an
0 \{h0 = 0}an;L0) indexed by the VolZ(∆0) non-degenerate
(Morse) critical points of the (possibly multi-valued) function h1(x) = h0(x)x
−a in T0 \
{h0 = 0}.
Note that Theorem 7.3 partially solves the famous problem in the paper Gelfand-
Kapranov-Zelevinsky [15] of constructing a basis of the twisted homology group in their
integral representation of A-hypergeometric functions. Indeed Theorem 7.3 holds even if
we replace the local system L0 with the one
L1 = CT an0 \{h0=0}anh0(x)αxβ11 · · · xβkk (α ∈ C, β = (β1, . . . , βk) ∈ Ck) (7.15)
on T an0 \ {h0 = 0}an.
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7.2 A construction of the basis in the higher-dimensional case
Now we consider the situation in Sections 4 and 5. We inherit the notations there. We fix
a point z ∈ Ω and define Q ⊂ D˜ ⊂ Z˜ etc. in the real oriented blow-up pi : Z˜ −→ Zan of
Zan = (Z˜Σ)
an as in the proof of Theorem 4.5. For the local system L = CT anxc1−11 · · ·xcn−1n
on T an we shall construct a basis of the rapid decay homology group Hrdn (T
an) := Hn(T
an∪
Q,Q; ι∗L). As in Section 6, for an open subset W of T an and p ∈ Z we set
Hrdp (W ) := Hp(W ∪Q,Q; ι∗L) (7.16)
for short. Recall that ρ1, . . . , ρl are the rays in the smooth fan Σ which correspond to the
relevant divisors D1, . . . , Dl in Z = Z˜Σ. By the primitive vector κi ∈ ρi ∩ (Zn \ {0}) on ρi
the order mi > 0 of the pole of hz(x) =
∑N
j=1 zjx
a(j) along Di is explicitly described by
mi = −min
a∈∆
〈κi, a〉. (7.17)
By the non-degeneracy of hz the complex hypersurface h−1z (0) ⊂ ZΣ intersects each rel-
evant divisor Di transversally. Let Ti ' (C∗)n−1 ⊂ Di be the T -orbit in ZΣ which
corresponds to ρi and denote by the same letter Ti its strict transform in the blow-up
Z = Z˜Σ. Recall also that for 1 ≤ i ≤ l the Euler characteristic of the hypersurface
{hΓiz = 0} = Ti ∩ h−1z (0) in Ti is equal to (−1)nvi = (−1)nVolZ(Γi). Let y = (y1, . . . , yn)
be the coordinates on an affine chart Ui ' Cn ⊂ ZΣ of ZΣ containing Ti such that
Ti = {yn = 0} and L ' CT anyβ11 · · · yβn−1n−1 yβnn . Define a local system Li on T ani by
Li = CT ani yβ11 · · · y
βn−1
n−1 .
Proposition 7.4. If (β1, . . . , βn−1) ∈ Cn−1 is generic, we have
dimHp(T
an
i \ {hΓiz = 0}an;Li) =
{
vi (p = n− 1),
0 (p 6= n− 1) (7.18)
and can construct a basis of Hn−1(T ani \ {hΓiz = 0}an;Li) by the twisted Morse theory.
Proof. If dimΓi = n − 1 (⇐⇒ vi > 0), the assertion follows immediately from Theorem
7.3. If dimΓi < n − 1 (⇐⇒ vi = 0), we have T ani \ {hΓiz = 0}an ' C∗ ×W for an open
subset W of (C∗)n−2. Hence for generic (β1, . . . , βn−1) ∈ Cn−1 there exists an isomorphism
Hp(T
an
i \ {hΓiz = 0}an;Li) ' 0 for any p ∈ Z.
Similarly we can prove also the following proposition.
Proposition 7.5. For each generic parameter vector c ∈ Cn and 1 ≤ i ≤ l there exists
a sufficiently small tubular neighborhood Wi of T
an
i in Z
an such that for its open subset
W ◦i = Wi ∩ T an ⊂ T an we have
dimHrdp (W
◦
i ) =
{
vi ×mi (p = n),
0 (p 6= n). (7.19)
and can construct a basis δijk ∈ Hrdn (W ◦i ) (1 ≤ j ≤ vi, 1 ≤ k ≤ mi) of Hrdn (W ◦i ) =
Hn(W
◦
i ∪Q,Q; ι∗L) by the twisted Morse theory.
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Proof. Let fi : T
an
i \ {hΓiz = 0}an −→ R be the function on T ani \ {hΓiz = 0}an defined by
fi(x) = |hΓiz (x)x−a|−2 for a sufficiently generic a ∈ Int(Γi) ⊂ Rn−1. Then by Proposition
7.1 the function fi has only vi non-degenerate (Morse) critical points in T
an
i \{hΓiz = 0}an.
By the product decomposition Uani ' Cny = Cn−1y1,...,yn−1 × Cyn we consider fi also as a
function on the open subset
U◦i =
(
T ani \ {hΓiz = 0}an
)× Cyn ⊂ Uani (7.20)
of Uani . For t ∈ R>0 we set
W ◦i,t = {y ∈ U◦i ∩W ◦i | fi(y) < t}. (7.21)
Then it follows from Lemma 6.1 (i) that by shrinking Wi and taking large enough t0  1
we obtain isomorphisms
Hrdp (W
◦
i,t0
)
∼−→ Hrdp (W ◦i ) (p ∈ Z). (7.22)
In the same way as the proof of Proposition 7.2, for generic c ∈ Cn and sufficiently small
0 < ε  1 we can show that Hrdp (W ◦i,ε) ' 0 (p ∈ Z). Let 0 < t1 < t2 < · · · < tr < +∞
be the critical values of fi : T
an
i \ {hΓiz = 0}an −→ R. We may assume that tr < t0. For
1 ≤ j ≤ r let α(1), α(2), . . . , α(nj) ∈ T ani \ {hΓiz = 0}an be the critical points of fi such
that fi(α(q)) = tj. Let Sq ⊂ T ani \ {hΓiz = 0}an be the stable manifold of the gradient
flow of fi passing through its critical point α(q) ∈ T ani \ {hΓiz = 0}an and B∗ε ⊂ C∗yn the
punctured disk {yn ∈ C | 0 < |yn| < ε} for sufficiently small 0 < ε 1. We assume here
that Sq are homeomorphic to the (n− 1)-dimensional disk. Then by Lemma 3.6 and the
Ku¨nneth formula we have
Hp((Sq ×B∗ε ) ∪Q, (∂Sq ×B∗ε ) ∪Q; ι∗L) ' 0 (p 6= n) (7.23)
and the dimension of the vector space Hn((Sq×B∗ε )∪Q, (∂Sq×B∗ε )∪Q; ι∗L) is mi. This
implies that for any 1 ≤ j ≤ r and generic c ∈ Cn there exists a short exact sequence
0 −→ Hrdn (W ◦i,tj−ε) −→ Hrdn (W ◦i,tj+ε) −→ (7.24)
⊕njq=1Hn((Sq ×B∗ε ) ∪Q, (∂Sq ×B∗ε ) ∪Q; ι∗L) −→ 0. (7.25)
Hence by (7.22) we get
dimHrdp (W
◦
i ) =
{
vi ×mi (p = n),
0 (p 6= n). (7.26)
Moreover by Lemma 3.6 we can construct a natural basis of the vector space Hn((Sq ×
B∗ε ) ∪Q, (∂Sq × B∗ε ) ∪Q; ι∗L) ' Cmi . Lifting these bases to Hrdn (W ◦i,t0) ' Hrdn (W ◦i ) with
the help of the above short exact sequences we obtain the one δijk ∈ Hrdn (W ◦i ) (1 ≤ j ≤ vi,
1 ≤ k ≤ mi) of Hrdn (W ◦i ).
Since for generic c ∈ Cn we have the vanishings of the usual twisted homology groups
Hp(T
an;L) and Hp(W ◦i ;L) etc., by Mayer-Vietoris exact sequences for relative twisted
homology groups and Proposition 7.5 we obtain the following theorem.
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Theorem 7.6. For generic nonresonant parameter vectors c ∈ Cn the natural morphisms
Θi : H
rd
n (W
◦
i ) −→ Hrdn (T an) (1 ≤ i ≤ l) (7.27)
are injective and induce an isomorphism
Θ : ⊕li=1Hrdn (W ◦i ) ∼−→ Hrdn (T an). (7.28)
In particular, the cycles γijk := Θi(δijk) ∈ Hrdn (T an) (1 ≤ i ≤ l, 1 ≤ j ≤ vi, 1 ≤ k ≤ mi)
form a basis of the vector space Hrdn (T
an) = Hn(T
an ∪Q,Q; ι∗L) over C.
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