Abstract. The detection of active Primary Users (PUs) in practical wireless channels with a single Cognitive Radio (CR) sensor is challenging due to several issues such as the hidden node problem, path loss, shadowing, multipath fading, and receiver noise/interference uncertainty. In this context, Cooperative Spectrum Sensing (CSS) is considered a promising technique in order to enhance the overall sensing efficiency. Existing CSS methods mostly focus on homogeneous cooperating nodes considering identical node capabilities, equal number of antennas, equal sampling rate and identical Signal to Noise Ratio (SNR). However, in practice, nodes with different capabilities can be deployed at different stages and are very much likely to be heterogeneous in terms of the aforementioned features. In this context, we propose a novel decision statistics-based centralized CSS technique using the joint Probability Distribution Function (PDF) of the multiple decision statistics resulting from different processing capabilities at the sensor nodes and compare its performance with various existing cooperative schemes. Further, we provide a design guideline for the network operators to facilitate decision making while upgrading a sensor network.
Introduction
Cognitive Radio (CR) communications is considered a promising solution in order to address the spectrum scarcity problem caused by the high demand of data rates and current frequency allocation policies. The most commonly used spectrum sharing paradigms in the literature are interweave, underlay, and overlay [1, 2] . Out of several spectrum awareness techniques for enabling these paradigms, Spectrum Sensing (SS) is an important mechanism in order to exploit the spectral gaps in the underutilized primary spectrum so that they can be used by Secondary Users (SUs) in order to enhance the overall spectral efficiency of the system. Several SS techniques such as Matched filter, Energy Detection (ED), Cyclostationary Detection (CD), Autocorrelation-based detection (AD), Eigenvalue-based Detection, etc. have been proposed in the literature for CR systems [3] . These techniques have different operational requirements, advantages and disadvantages from the practical perspectives and can be broadly categorized into: (i) knowledge-aware, (ii) semi-blind, (ii) blind SS techniques [4, 5] .
In practical wireless fading channels, the SS efficiency of the aforementioned techniques may be degraded due to the hidden node problem, path loss, shadowing, multipath fading and receiver noise/interference uncertainty issues. In this context, Cooperative Spectrum Sensing (CSS) has been considered as a promising approach [6, 7, 8] . The main concept behind CSS is to enhance the sensing performance by exploiting the observations captured by spatially located CR users. The CSS gain is achieved by sharing the information gathered by the cooperating users, thus making the combined decision more reliable than the individual decisions. Despite the its several advantages [6] , CSS requires a control channel for each cooperating node to report its sensed information to the Fusion Center (FC) and this channel is usually bandwidth limited. Thus, cooperation burden can be a critical issue from a practical perspective. In this context, we are interested in studying the decision statistics-based centralized CSS which can reduce the signalling burden compared to the one of sample-based CSS and at the same time achieves the desired level of sensing performance.
Most of the existing CSS literature considers a CR network with homogeneous sensor nodes and assumes identical capabilities, equal number of antennas, equal sampling rate and identical received Signal to Noise Ratio (SNR) for all the cooperating nodes. However, in practice, the nodes with different capabilities can be deployed at different stages and are very much likely to be heterogeneous in terms of the aforementioned features. In this context, it's an important challenge to investigate suitable CSS techniques which can provide better sensing performance and low signalling overhead in heterogeneous environments. Further, most of the existing decision and data fusion techniques in the CSS context use a single type of detector (ED in many cases) as local and CSS mechanisms. However, in heterogeneous environments, different nodes can employ separate decision statistics since they may have different capabilities. The issue of data fusion considering different decision statistics for CSS has not been addressed in the literature.
To address the aforementioned issues, this paper investigates the combination of ED and eigenvalue-based decision statistics in order to achieve reliable sensing in heterogeneous environments. More specifically, we propose a novel CSS technique based on the joint Probability Distribution Function (PDF) of multiple decision statistics. We consider that these multiple decision statistics arise from the different processing capabilities of the heterogeneous cooperating nodes. We evaluate and compare the detection performance of the proposed approach with the existing cooperative approaches. Moreover, we provide a design guideline for the network operators to facilitate decision making while upgrading a sensor network.
The remainder of this paper is structured as follows. Section 2 presents the system and signal models, and further describes the considered local and cooperative detection techniques. Section 3 proposes a novel CSS approach for the considered heterogeneous environment. Section 4 evaluates and compares the performance of the proposed approach with several existing approaches with the help of numerical results. Finally, Section 5 concludes the paper.
System and Signal Model
We consider a large scale CR network consisting of N c number of heterogeneous cooperating nodes which communicate with a FC as depicted in Fig. 1 . The considered heterogeneous environment is motivated from the real world practical scenarios. If we consider the deployment of nodes in a sensor network, different nodes may be deployed at different stages as the available technology evolves. It is in general both impractical and wasteful to replace all the existing nodes with the new nodes while implementing a new technology. The heterogeneity of the nodes can be in the form of capability of nodes, number of samples acquired during the sensing time (sampling rate and sampling time can be different for different nodes), number of antennas equipped in the nodes and the received PU SNR. For simplicity of analysis in this paper, we assume the same received PU SNR at each cooperating node, and fixed number of samples. Further, we consider the following two categories of nodes on the basis of their capabilities: (i) existing nodes which are capable of performing a simple sensing algorithm such as ED (We call these nodes the first generation nodes.), and (ii) new sensor nodes which are capable of performing advanced sensing techniques such as eigenvalue-based algorithms (We call these nodes the second generation nodes). Let N = τ f s be the number of observations collected by each node in the time duration of τ , f s being the sampling frequency. We denote the hypothesis of the PU absence and the PU presence by H 0 and H 1 respectively. When each cooperating node performs local sensing independently, the SS problem can be written as
where s(n) is the nth sample of the transmitted PU signal, h k denotes the complex gain of the channel between the PU and the kth node, and z k (n) is the Additive White Gaussian Noise (AWGN) at the receiver of the kth cooperating node. We assume that the sensing channel remains constant during the period of sensing and the transmitted PU symbols are independent and identically distributed (i.i.d.) complex circularly symmetric (c.c.s.) symbols. Further, we assume that the reporting channels are ideal as considered in various literature [4, 9] . The decision statistic used for testing the above hypothesis problem depends on the employed detection technique. For a detection technique based on a single decision statistic, let us denote by T , the probability of detection (P d ) and the probability of false alarm (P f ) can be calculated as: P d = P r(T > λ|H 1 ), and P f = P r(T > λ|H 0 ), where P r(·) denotes the probability. 1. Sensing Techniques: In the CSS, the local nodes may employ any one of the sensing techniques such as ED, CD, AD, eigenvalue detector, etc. in order to capture the information about the presence or absence of the PU signal. In this paper, we consider the following two detection techniques in the considered heterogeneous environment. i. Energy Detection: For the ED detector, the decision statistic for the kth cooperating node is given by
2 . For the Circularly Symmetric Complex Gaussian (CSCG) noise with variance σ 2 z , the expression for P f can be written as [10] :
is the complementary distribution function of the standard Gaussian random variable. Similarly, under the H 1 hypothesis, the expression for P d is given by;
, where γ p is the received SNR of the primary signal measured at the CR receiver. To enhance the sensing efficiency in fading channels, different receive diversity schemes have been considered in the literature [11, 12, 13] . ii. Eigenvalue-based Detection: In this approach, different eigenvalue properties of the received signal's covariance matrix can be exploited to perform sensing. Several eigenvalue-based sensing and SNR estimation techniques have been proposed in the literature exploiting the properties of Wishart random matrices [4, 14, 15, 16] . The main advantage of the eigenvalue-based approach in practical scenarios is that it does not require any prior information about the PU's signal and the channel.
After collecting N samples using M receive dimensions, we form the M × N received signal matrix Y and define sample covariance matrices of the received signal and the noise as:
. By using different eigenvalue properties of R Y (N ) such as Maximum Eigenvalue (ME) [17] , Signal Condition Number (SCN) [4, 15] , Scaled Largest Eigenvalue (SLE) [14] , etc., the presence or absence of the PU signal can be decided. 2. Data/Decision Fusion Schemes: Based on the employed cooperative decision mechanism, the nodes can forward one of the following parameters (i) hard decision (single bit), (ii) decision statistics, (iii) quantized decision fusion (multiple bits), and (iv) all the samples (measurements) collected over the sensing duration. Based on these parameters, the existing fusion mechanisms in the FC can be categorized into the following. a. Hard Decision Fusion: In this scheme, each node forwards a single bit decision to the FC i.e., 1 for the PU signal presence case and 0 for the PU signal absence case. The requirement of the limited bandwidth is the main advantage of this approach. The FC can employ any one of the "AND", "OR", or majority decision rules. The expressions for P d and P f with the "OR" decision rule are given by [9] ;
, where P d,m and P f,m being the P d and the P f of the mth sensing node while using the local sensing technique. Further, the expressions for P d and P f using the "AND" decision rule can be written as:
In this approach, the nodes forward the decision statistics i.e., energy in the ED context, without performing any decision and the FC makes the decision by combining them using different combining methods such as Equal Gain Combining (EGC), Maximum Ratio Combining (MRC), and Selection Combining (SC) [18] . This method provides better performance than the hard combination schemes but requires a larger bandwidth for the reporting channels [8] . c. Quantized (soft hardened) Decision Fusion: In this scheme, the nodes send the local decision in the form of multiple bits instead of a single bit in the hard decision fusion scheme and the FC provides different weights to these decisions while making the final decision. This method provides better detection performance than the hard decision scheme at the expense of the signalling overhead [9] . d. Samples-based Soft Data Fusion: In this approach, the nodes forward all the samples captured during the period of sensing. The main disadvantage of this technique is that it requires high bandwidth of the reporting links. Although decision statistics-based data fusion and sample-based data fusion seem to provide similar performance in the ED context (as illustrated in Section 4), they may provide different performance for other decision statistics.
While comparing the existing SS techniques, it can be noted that the ED technique is simple to implement but is susceptible to noise variance uncertainty [19] . This drawback can be addressed by using blind eigenvalue-based techniques such as SCN, SLE, John's Detection (JD) method, Spherical Test (ST) detector, etc [5] . However, these techniques are complex in comparison to the ED technique and require an Eigenvalue Decomposition (EVD) operation in order to calculate the decision statistics. Assuming that newly deployed nodes are capable of performing EVD operation and the existing nodes can only perform the ED detection, the research problem is how to make reliable sensing decision by exploiting different decision statistics originating in heterogeneous nodes of a CR network. In this context, we apply the marginal approximation-based approach to calculate decision thresholds based on the joint PDF of multiple decision statistics. This process is carried out at the beginning of the system operation and fixed thresholds (e.g., based on the look-up tables) can be used while com-bining the instantaneous decision statistics forwarded by the cooperating nodes.
3 Proposed Cooperative Sensing Method 1. Multivariate Preliminaries: The probability density function of a single normal random variable x is given by
where µ and σ 2 are mean and the variance of the distribution respectively. The density functions of two random variables x 1 and x 2 which are correlated by a correlation coefficient ρ is given by
The set of points for which the values of x 1 and x 2 give the same value for the density function f (x 1 , x 2 ) can be defined as an isodensity contour and is given by [20] (x1 − µ1)
The above equation defines an ellipse with the centroid (µ 1 , µ 2 ), which is the locus of points representing the combinations of the values of x 1 and x 2 with the same probability, defined by the constant P . For various values of P , we can obtain a family of concentric ellipses having different cross sections of the density surface with planes at various elevations. The angle joining the axis center with the centroid of the distribution, let us denote by θ, is independent of the value of P and depends on the values of σ 1 , σ 2 and ρ. The steepness of this line depends on the correlation i.e., the higher the correlation, the steeper is the line.
where X = x − µ and Σ = σ 2 1
. The bivariate distribution function (5) can be generalized as n-variate distribution in the following way [20] .
In (6), an ellipsoid is formed for a fixed value of density f (x). It should be noted that X Σ −1 X is a chi-square (χ 2 ) variate and the inequality X Σ −1 X ≤ χ 2 defines any point within the ellipsoid. 2. Signal Detection using Multiple Decision Statistics: Despite the important application of joint PDF for PU signal detection, it has received limited attention in the CR literature. The contribution in [21] has proposed a method of constructing a joint PDF under the H 1 hypothesis assuming that the joint PDF under the H 0 hypothesis is known. Recently, authors in [22] have exploited the moments of joint and marginal distributions of extreme eigenvalues in order to find out the decision threshold of a SCN-based detector. In [22] , the joint PDF of the maximum and the minimum eigenvalues is approximated by a dependent Gaussian distribution function. The signal detection using multiple decision statistics can be considered as a generalization of the univariate representation [23] . Instead of being represented as a point on a line in the univariate case, a multivariate observation becomes a point in multi-dimensional space. The signal detection using multiple decision statistics can be performed either using the multivariate PDF or multivariate Cumulative Distribution Function (CDF) evaluated under the H 0 hypothesis. For example, for the signal detection based on bivariate CDF, the instantaneous test pair (T 1 , T 2 ) can be checked whether it lies within the contour plot of the bivariate PDF corresponding to a predetermined P f or not in order to decide on the presence or absence of the PU signal. Similarly, for the signal detection based on the bivariate PDF, the decision can be taken by testing the probability of instantaneous pair (T 1 , T 2 ) lying within an ellipsoid corresponding to a target P f as mentioned before. In Section 4, we present results evaluated based on the bivariate PDF-based approach using energy and eigenvalue-based decision statistics. Let f (T 1 , T 2 ) and F (T 1 , T 2 ) denote the joint PDF and joint CDF of two decision statistics T 1 and T 2 . Then the expression for P f can be written as
where λ 1 and λ 2 correspond to thresholds obtained from the joint distribution of T 1 and T 2 , respectively. From (7), it can be observed that we need to find two decision thresholds unlike a single decision threshold in the univariate signal detection problem. Therefore, the main issue in the bivariate detection problem is the calculation of decision threshold pair (λ 1 , λ 2 ) in order to satisfy the desired probability of false alarm constraint. While applying the univariate decision rule, we should be able to calculate the threshold pair using the following expression
where F −1 denote the inverse of the joint CDF of the decision statistics T 1 and T 2 . If we can find the unique values of λ 1 and λ 2 corresponding to the inverse of the joint CDF, we can find the optimum pair of threshold to take the decision. However, there exist multiple pairs of (λ 1 , λ 2 ) which yield the same P f . Therefore, the bivariate detection problem becomes complex in comparison to the univariate detection problem. To address this issue, different approximation methods can be exploited in order to obtain the approximated threshold pair. In this paper, we focus on marginal approximation method 1 in order to derive the decision thresholds for two decision statistics. It should be noted that in our case, the decision statistics are independent random variables and the joint PDF of two independent random variables is equal to the product of their marginal distributions.
Using marginal approximation, the values of decision thresholds λ 1m and λ 2m can be obtained using λ 1m = F −1
where F T1 and F T2 are marginal CDFs of T 1 and T 2 , respectively and can be obtained from their joint PDF f (T 1 , T 2 ) 2 in the following way
FT 2 (λ2) = lim
After obtaining marginal thresholds λ 1m and λ 2m , we apply the following two different decision rules in order to take the decision about the presence or the absence of the PU signal. i. Logical OR Rule: In this method, the expressions for P d and P f can be written
ii. Logical AND rule: In this scheme, the expressions for P d and P f are given by P d = P r(T1 > λ1m|H1 AND T2 > λ2m|H1), P f = P r(T1 > λ1m|H0 AND T2 > λ2m|H0). 
Numerical Results

Comparison of Existing CSS Schemes
In this subsection, we compare the sensing performance of different hard decision and soft data fusion techniques in terms of their Receiver Operating Characteristics (ROC) i.e., P d versus P f plot. Figure 2 (a) presents the ROC comparison of different techniques with parameters (Number of antennas in each node (K)= 1, N = 50, N c = 10, SN R = −10 dB). Further, we present theoretical results for hard fusion and local sensing in order to validate our approach. In this experiment, we use an AWGN channel and the ED as the local sensing technique. Further, we use the EGC-based soft data fusion technique, and "OR" and "AND" rules-based decision fusion techniques for the comparison purpose. It should be noted that in all the simulated results, the distribution of decision statistics under the H 0 hypothesis was computed by accumulating decision statistics over 10 4 noise only realizations and then the decision threshold was calculated using the constructed distribution for a certain P f value. From the figure (Fig. 2(a) ), it can be noted that the CSS with "AND" and "OR" rules-based decision fusion schemes perform better than the local ED sensing and the performance of "AND"-based decision fusion technique is better at the lower P f values than the "OR"-based combining method as depicted in the literature [9] . Additionally, we can note that the CSS with EGC i.e., decision statistics-based soft data fusion performs better the hard decision fusion techniques. Another important observation from Fig. 2(a) is that the ED decision statistics-cooperative provides similar performance as that of the ED sample-cooperative scheme.
Performance Evaluation of the Proposed Approach
In this subsection, we compare the performance of the proposed approach with the existing CSS schemes considering heterogeneity firstly in terms of processing capabilities, and then in terms of processing capabilities and the number of antennas as described below.
1. Heterogeneity in terms of Processing Capabilities: In order to compare the performance of the proposed approach with different schemes, we consider the following cases: (i) ED local sensing, (ii) Proposed joint PDF-based approach with ORing of the ME and energy statistics, obtained from the marginal approximation, in which half of the nodes forward energy and other half forward ME decision statistics, (iii) Proposed joint PDF-based approach with ANDing of the ME and energy, obtained from the marginal approximation, and the decision statistics forwarding as in case (ii), (iv) Proposed joint PDF-based approach with ORing of the SLE and energy, obtained from the marginal approximation, in which half of the nodes forward energy and other half forward SLE decision statistics, (v) ED sample-cooperative scheme in which all nodes forward the samples, and then the FC calculates the energy decision statistics and takes decision based on the threshold calculated under the H 0 hypothesis, (vi) Cooperative OR-based hard decision fusion with each node employing an ED sensor, (vii) Cooperative AND-based hard decision fusion with each node employing an ED sensor, and (viii) ME sample-cooperative in which all nodes forward the samples, and the FC makes decision based on ME decision statistics. Figure 2 (b) presents ROC curves in a Rayleigh fading channel for the aforementioned schemes with parameters (K = 4, N = 50, N c = 10, SN R = −12 dB). From the results, it can be depicted that the proposed approach provides better performance than the local sensing and the considered hard decision fusion schemes. Further, it can be noted that the proposed approach with the ORing of the ME and energy decision statistics provides slightly better performance than the ANDing approach, and the performance of the proposed approach with ORing of SLE and energy decision statistics is worse than that of the ORing and Anding schemes with energy and the ME decision statistics. During simulation, it has been noted that the ED sample-cooperative and the ED decision statistics-cooperative provide similar sensing performance as noted in Fig. 2(a) . In addition, From Fig. 2(b) , it is noted that the performance of the proposed approach with the ORing of the ME and energy decision statistics is slightly worse than the ED sample-cooperative scheme. However, the proposed scheme has low signalling burden compared to the sample-cooperative ED scheme as well as the decision statistics-based ED scheme since the transmission of the eigenvalue-based decision statistics e.g., the ME, requires less bandwidth than that of forwarding all the samples and the total energy.
Heterogeneity in terms of Processing Capabilities and Number of Antennas:
[a] 
Probability of detection
Ratio of second generation nodes to total cooperating nodes ME sensors over existing ED sensors SLE sensors over existing ED sensors All ME sensors All SLE sensors The results in Fig. 2(b) consider the heterogeneity of nodes in terms of their processing capabilities but assume the same number of antennas for all the sensors. To better illustrate the performance in the considered heterogeneous scenario, we present ROC curves for the aforementioned schemes in Fig. 3(a) with parameters (K = 1 for ED sensor and K = 4 for ME sensor, N = 50, N c = 10, SN R = −12 dB). It can be noted that the proposed approach with the ORing and the ANDing of the ME and the energy decision statistics perform better than the sample-cooperative ED scheme in the considered scenario. Further, from Fig. 3(a) , it can be noted that the ME sample-cooperative provides the best performance but it requires a large signalling overhead for forwarding all the samples to the FC.
3. Discussion on Cooperative Signalling Burden: As mentioned earlier, in a sample-based CSS scheme, cooperating nodes have to forward all the samples collected during the period of sensing to the FC. Subsequently, the FC may em-ploy any of the SS schemes to take the decision about the presence or absence of the active PU. However, in the considered decision statistics-based approach, the cooperating nodes need to forward only the decision statistics i.e., energy value for the ED. It can be noted that the number of quantized bits required to deliver all the samples to the FC is significantly higher than the number of bits required to send only the decision statistics. In the proposed approach using multiple decision statistics, some of the nodes employ the eigenvalue based decision statistics and the rest employ the energy. Although hard decision fusion scheme has low signalling burden compared to the proposed one, its sensing performance is far worse than that of the proposed one as noted in Figs. 2(b) and 3(a) . From the results presented in Fig. 3(a) , it can be concluded that in one hand, the proposed approach saves a lot of signalling resources since it requires the transmission of only decision statistics instead of all samples, and on the other hand, it provides better sensing performance than the one of ED sample/decision statistics-based CSS scheme considered in most of the literature.
Design Guideline for Upgrading Sensor Networks
The advantage of the proposed approach in the considered heterogeneous scenario has been further illustrated in Fig. 3(b) . In this result, we plot the P d versus the ratio of the second generation nodes to the total number of nodes with parameters (N = 100, N c = 10, SN R = −10 dB, P f = 0.1). Further, we consider a single antenna for the first generation sensors and multiple antennas for the second generation sensors. It can be noted from the result that as the number of the second generation nodes in the network increases, the detection performance increases and becomes more or less constant beyond a certain value of this ratio. For example, for the combination of sensors with the ME and energy decision statistics, the performance becomes constant at the ratio of 0.6. This means that 60 % new nodes in the network will be sufficient to have reliable sensing performance and it's not necessary to replace all the existing nodes of the network. In other words, the network designer can choose this ratio based on the desired performance criteria and network parameters such as the number of antennas, sampling rate etc.
Conclusions and Future Works
In this paper, we have considered an interesting problem of CSS with heterogeneous nodes having different capabilities. A novel technique based on the joint PDF has been proposed in order to combine multiple decision statistics forwarded by heterogeneous cooperating nodes at the FC. The performance of the proposed technique has been compared with several existing data/decision fusion techniques. It has been noted that there exists a trade-off between the detection performance and the bandwidth overhead in the reporting channels while using various cooperative schemes and the proposed scheme provides less overhead than the overhead required by the cooperative schemes based on the sample forwarding. Further, a design guideline for the network operators has been suggested. In our future work, we target to extend this work for the CSS with more than two decision statistics and to explore suitable cooperative techniques for the scenarios with cooperating nodes having several heterogeneous features.
