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ABSTRACT
We determine the isomorphism classes of the first family of infinite dimensional simple Lie
algebras recently introduced by Xu. The structure space of these algebras is given explicitly.
The derivations of these algebras are also determined.
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1. INTRODUCTION
Block (1) introduced a class of infinite dimensional simple Lie algebras over a field
of characteristic zero. Recently there have appeared many papers (see, for example,
Refs. (2)-(4), (6), (10)-(14)) on infinite dimensional simple Lie algebras which can be
viewed as generalizations of Block algebras. These Lie algebras are constructed from
pairs (A,D) consisting of a commutative associative algebra A with an identity element
and a finite dimensional Abelian derivation subalgebra D such that A is D-simple.
Such pairs (A,D) with D being locally finite were classified in Ref. (8). Based on this
classification it was very natural for Xu (12) to give generalizations of Block algebras.
In this paper, we shall determine the derivation algebras and the isomorphism classes
of the first family of infinite dimensional simple Lie algebras introduced by Xu (12).
Below we shall introduce the normalized form of these algebras. Let IF be a field of
characteristic 0. Denote by ZZ the ring of integers and by IN the non-negative integers
{0, 1, 2, ...}.
Pick Jp ∈ {{0}, IN} for p = 1, 2, and set J = J1 × J2. Denote by pip the projection
from IF 2 to the pth coordinate, that is, pip(α) = αp for α = (α1, α2) ∈ IF
2, p = 1, 2. Take
an additive subgroup Γ of IF 2 such that
pip(Γ) 6= {0} if Jp = {0} for p = 1, 2. (1.1)
For a ∈ IF , we denote
a[1] = (a, 0), a[2] = (0, a) ∈ IF
2. (1.2)
Let A2 = A2(Γ, J) be the semigroup algebra with a basis {x
α,i | (α, i) ∈ Γ× J} and the
algebraic operation · defined by:
xα,i · xβ,j = xα+β,i+j for (α, i), (β, j) ∈ Γ× J. (1.3)
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Then A2 forms a commutative associative algebra with an identity element 1 = x
0,0. We
define the derivations ∂p of A2 by
∂p(x
α,i) = αpx
α,i + ipx
α,i−1[p] for (α, i) ∈ Γ× J, p = 1, 2, (1.4)
where we adopt the convention that if a notion is not defined but technically appears in
an expression, we always treat it as zero; for instance, xα,−1[1] = 0 for any α ∈ Γ.
We define the following algebraic operation [·, ·] on A2 = A2(Γ, J):
[u, v] = ∂1(u)∂2(v)− ∂1(v)∂2(u) + u∂1(v)− v∂1(u) for u, v ∈ A2. (1.5)
Denote
σ1 = (0, 1), σ2 = (0, 2). (1.6)
We treat xσi,0 = 0 if σi /∈ Γ for i = 1, 2. Then x
σ1,0 is a central element of A2. Form a
quotient Lie algebra
B2 = B2(Γ, J) = A2/IFx
σ1,0, (1.7)
whose induced Lie bracket is still denoted by [·, ·].
Theorem 1.1. The Lie algebra (B2, [·, ·]) is simple if J 6= {0} or σ2 /∈ Γ. If J = {0}
and σ2 ∈ Γ, then B
(1)
2 = [B2,B2] is simple and B2 = B
(1)
2 ⊕ (IFx
σ1,0 + IFxσ2,0). ✷
The above theorem was due to Block (1) when J = {0} and σ2 /∈ Γ, due to Dokovic
and Zhao (2) when J = {0} and σ2 ∈ Γ, and due to Xu (12) when J 6= {0}.
We shall simply denote the simple Lie algebra mentioned in Theorem 1.1 by B =
B(Γ, J). The Lie algebras B are the normalized forms of the first family of the simple
Lie algebras introduced by Xu (12). We shall use notation xα,i again to denote elements
in B. In particular, we have xσ1,0 = 0. We set Γ# = Γ if J 6= {0} and Γ# = Γ\{σ1, σ2}
otherwise, then B has a basis
B = {xα,i | (α, i) ∈ Γ# × J, (α, i) 6= (σ1, 0)}. (1.8)
Denote by GL2 the group of invertible 2 × 2 matrices with entries in IF . Define an
action of GL2 on IF
2 by g(α) = αg−1 for α ∈ IF 2, g ∈ GL2. For any additive subgroup
Υ of IF 2 and g ∈ GL2, the set
g(Υ) = {g(α) | α ∈ Υ}, (1.9)
also forms an additive subgroup of IF 2. Denote by Ω1 and Ω2 and Ω3 the sets of subgroups
Γ of IF 2 satisfying pi1(Γ) 6= {0} 6= pi2(Γ) and pi2(Γ) 6= {0} and pi1(Γ) 6= {0} respectively,
by Ω4 the sets of subgroups Γ of IF
2. Denote by G1 and G2 the groups of invertible
2×2 matrices of the forms
(
a b
0 1
)
and
(
a 0
0 1
)
respectively. We define the moduli space
M1 = Ω1/G1, which is the set of G1-orbits in Ω1 under the action (1.9), and define
M2 = Ω2/G2, M3 = Ω3/G1, M4 = Ω4/G1. The main theorem of this paper is the
following.
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Theorem 1.2. The Lie algebras B = B(Γ, J) and B′ = B(Γ′, J ′) are isomorphic if and
only if J = J ′ and there exist a, b ∈ IF , a 6= 0 such that b = 0 if J1 6= {0} = J2 and
the map φ : (β1, β2) 7→ (aβ1, β2 + bβ1) is a group isomorphism Γ ∼= Γ
′ (in particular, if
pi1(Γ) = {0}, then B ∼= B
′ ⇔ (Γ, J) = (Γ′, J ′)). Thus there is a bijection between the
isomorphism classes of the simple Lie algebras in Theorem 1.1 and the following set:
M = {(i, ω) | i = 1, 2, 3, 4, ω ∈ Mi}. (1.10)
In other word, M is the structure space of these simple Lie algebras.
Remark 1.3. We can drop the condition pi2(Γ) + J2 6= {0}, since if pi2(Γ) = J2 = {0},
then the Lie algebra B(Γ, J) is a known rank-one simple Lie algebra of generalized Witt
type in Refs. (5), (8), (9). In this case, the structure space is the set which is the union
of two copies of M3 and two copies of M4. ✷
2. STRUCTURE OF THE DERIVATION ALGEBRAS
In this section, we shall determine the structure of the derivation algebra of the
Lie algebra B = B(Γ, J). Recall that a derivation d of the Lie algebra B is a linear
transformation on B such that
d([u1, u2]) = [d(u1), u2] + [u1, d(u2)] for u1, u2 ∈ B. (2.1)
Denote by DerB the space of the derivations of B, which is a Lie algebra. Moreover, adB
is an ideal. Elements in adB are called inner derivations, while elements in Der B\adB
are called outer derivations. Note that B = ⊕α∈ΓBα is a Γ-graded Lie algebra with
Bα = span{x
α,i | i ∈ J} for α ∈ Γ. (2.2)
Define a total order on J such that i > j if |i| > |j| or |i| = |j| but i1 > j1, where
|i| = i1 + i2 is called the level of i. Denote
B[i]α = span{x
α,j | j ≤ i}, B(i)α = span{x
α,j | j < i}, (2.3)
for (α, i) ∈ Γ× J . For α ∈ Γ, we set
(Der B)α = {d ∈ Der B | d(Bβ) ⊂ Bα+β for β ∈ Γ}. (2.4)
Fix an element α ∈ Γ. Consider a nonzero element
d ∈ (Der B)α such that d(B
[j]) ⊂ B[i+j] for any j ∈ J, (2.5)
where i ∈ ZZ2 is a fixed element. Define the order in ZZ2 similarly as in J . We assume
i in (2.5) is the minimal element satisfying the condition. (2.6)
For any (β, j) ∈ Γ# × J with (β, j) 6= (σ1, 0), we define eβ,j ∈ IF by
d(xβ,j) ≡ eβ,jx
α+β,i+j (modB(i+j)), (2.7)
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where if (α + β, i+ j) = (σ1, 0), we shall assume that eβ,j = 0. We rewrite (1.5) as
[xα,i, xβ,j] = (α1(β2−1)− β1(α2−1))x
α+β,i+j
+(i1(β2−1)− j1(α2−1))x
α+β,i+j−1[1]
+(α1j2 − β1i2)x
α+β,i+j−1[2] + (i1j2 − j1i2)x
α+β,i+j−1[1]−1[2],
(2.8)
for xα,i, xβ,j ∈ B. Then we have
[xβ,j, xγ,k] ≡ (β1(γ2 − 1)− γ1(β2 − 1))x
β+γ,j+k (modB(j+k)), (2.9)
for (β, j), (γ,k) ∈ Γ# × J with (β, j), (γ,k), (β + γ, i + k) 6= (σ1, 0) (we shall always
assume that this condition is satisfied in the following discussion). Applying d to (2.9),
we get
((α1 + β1)(γ2 − 1)− γ1(α2 + β2 − 1))eβ,j
+(β1(α2 + γ2 − 1)− (α1 + γ1)(β2 − 1))eγ,k
= (β1(γ2 − 1)− γ1(β2 − 1))eβ+γ,j+k.
(2.10)
Lemma 2.1. If α1 6= 0, then the derivation d in (2.5) is an inner derivation of B.
Proof. Taking γ = 0, k = 0 in (2.10), we obtain −(α1 + β1)eβ,j + (β1(α2 − 1)− α1(β2 −
1))e0,0 = −β1eβ,j, i.e.,
eβ,j = α
−1
1 (β1(α2 − 1)− α1(β2 − 1))e0,0. (2.11)
This shows that eβ,j does not depend on j for any β. Letting j = 0 in (2.7), we obtain
that i ∈ J by the assumption (2.6). Set u = α−11 e0,0x
α,i ∈ B and let d′ = d − adu. By
(2.8) and (2.11), we obtain that d′(xβ,j) ∈ B(i+j) for all (β, j) ∈ Γ#× J . By induction on
i in (2.6), d′ is an inner derivation. Hence d is an inner derivation. ✷
Note that B(Γ, J) is a subalgebra of B(Γ, IN2). If σ1 ∈ Γ and Jp = {0} for some
p = 1, 2, then xσ1,1[p] /∈ B but [xσ1,1[p] ,B] ⊂ B. Thus we can define outer derivations
d1, d1 as follows:
d1=adxσ1,1[2] |B : x
β,j 7→−β1x
σ1+β,j−j1x
σ1+β,j−1[1] if σ1∈Γ, J2={0},
d1=adxσ1,1[1] |B : x
β,j 7→ (β2 − 1)x
σ1+β,j+j2x
σ1+β,j−1[2] if σ1∈Γ, J1={0}.
(2.12)
We have another outer derivation d2 defined by
d2 = adxσ2,0 |B : x
β,0 7→ −β1x
σ2+β,0 if σ2 ∈ Γ, J = {0}. (2.12)
′
We set d1, d1, d2 to be zero whenever they are not defined.
Lemma 2.2. If α1 = 0 and α2 6= 0, then the derivation d in (2.5) has the form
d = adu + c1d+ c
′
1d1 + c2d2 for u ∈ B, c1, c
′
1, c2 ∈ IF .
Proof. Now (2.10) take the following form
(β1(γ2−1)− γ1(α2+β2−1))eβ,j + (β1(α2+γ2−1)− γ1(β2−1))eγ,k
= (β1(γ2 − 1)− γ1(β2 − 1))eβ+γ,j+k.
(2.10)′
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We consider the following cases.
Case 1. pi1(Γ) 6= {0} and α2 6= 1.
In the following, we take β ∈ Γ to be arbitrary with β1 6= 0. First by letting γ = k = 0
in (2.10)′, we obtain e0,0 = 0. Now take γ ∈ Γ to be arbitrary such that γ1 = 0, γ2 6= 0, 1
(such γ must exist, for example, we can take γ to be a multiple of α). Letting k = 0,
then in (2.10)′, by canceling the common factor β1, we obtain
(γ2 − 1)(eβ,j − eβ+γ,j) + (α2 + γ2 − 1)eγ,0 = 0. (2.13)
Substituting β by β+γ and γ by −γ, we obtain (γ2+1)(eβ,j−eβ+γ,j)+(α2−γ2−1)e−γ,0 =
0. From this and (2.13), we obtain
(γ2 + 1)(α2 + γ2 − 1)eγ,0 = (γ2 − 1)(α2 − γ2 − 1)e−γ,0. (2.14)
Substituting γ by −β + γ in (2.10)′ and letting j = k = 0, we obtain
(γ2 + α2 − 2)(eβ,0 + e−β+γ,0) = (γ2 − 2)eγ,0,
(−γ2 + α2 − 2)(eβ,0 + e−β−γ,0) = (−γ2 − 2)e−γ,0.
(2.15)
(2.16)
where (2.16) is obtained from (2.15) by replacing γ by −γ.
Claim 1. eγ,0 = 0 if α2 = 2 or 2γ
2
2 + 3α2 − 5 6= 0.
First assume that α2 = 2. Adding (2.15) to (2.16) and re-denoting −β−γ by β gives
γ2(eβ,0−eβ+2γ) = (γ2+2)e−γ,0− (γ2−2)eγ,0. Multiplying it by (γ2−1)
2 and using (2.14)
(noting that α2 = 2) to substitute e−γ,0, we obtain
γ2(γ2 − 1)
2(eβ,0 − eβ+2γ) = −((γ2 + 2)(γ2 + 1)
2 + (γ2 − 2)(γ2 − 1)
2)eγ,0. (2.17)
Replacing β by β + γ in (2.13) and adding the result to (2.13), we obtain (γ2− 1)(eβ,j−
eβ+2γ,j) = −2(α2 + γ2 − 1)eγ,0. Comparing this with (2.17), since the determinant
∣∣∣∣∣
γ2(γ2 − 1)
2 (γ2+2)(γ2+1)
2+(γ2−2)(γ2−1)
2
(γ2 − 1) 2(α2 + γ2 − 1)
∣∣∣∣∣ = −12γ2(γ2 − 1) 6= 0, (2.18)
we obtain eγ,0 = 0. Now assume that α2 6= 2. Setting γ to be zero in (2.15) gives
e−β,0 = −eβ,0. Thus (2.15) becomes (γ2+α2− 2)(eβ,0− eβ−γ,0) = (γ2− 2)eγ,0. Replacing
γ by −γ and β by β−γ gives (γ2−α2+2)(eβ,0−eβ−γ,0) = −(γ2+2)e−γ,0. From these two
formulas, we obtain (γ2−α2 + 2)(γ2− 2)eγ,0. = −(γ2 +α2 − 2)(γ2+2)e−γ,0. Comparing
this with (2.14), since
∣∣∣∣∣
(γ2 + 1)(α2 + γ2 − 1) (γ2 − 1)(α2 − γ2 − 1)
(γ2 − α2 + 2)(γ2 − 2) −(γ2 + α2 − 2)(γ2 + 2)
∣∣∣∣∣ = −2α2γ2(2γ22 + 3α2 − 5) 6= 0,
we obtain eγ,0 = 0. This proves Claim 1.
Claim 1 and (2.13) show that eβ,i = eβ+γ,i under the condition in Claim 1, and from
this, we can easily deduce that eβ,i = eβ+γ,i holds for all γ with γ1 = 0, γ2 6= 0, 1 (and
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thus condition in Claim 1 can be removed). Then by substituting γ by β + γ in (2.10)′,
we obtain that e2β,2i = 2eβ,i. Induction on m ∈ IN gives emβ,mi = meβ,i. Let β
′ ∈ Γ with
β ′1 6= 0. In (2.10)
′, by replacing β, i, γ,k by mβ,mi, mβ ′, mk respectively, we obtain
(β1(mβ
′
2 − 1)− β
′
1(α2 +mβ2 − 1))eβ,j
+(β1(α2 +mβ
′
2 − 1)− β
′
1(mβ2 − 1))eβ′,k
= (β1(mβ
′
2 − 1)− β
′
1(mβ2 − 1))eβ+β′,j+k.
(2.19)
Computing the coefficient of m implies eβ+β′,j+k = eβ,j + eβ′,k. Using this in (2.19)
gives β ′1eβ,j = β1eβ′,k. Fixing β
′ and k shows that eβ,j = fβ1 for some f ∈ IF and
for all (β, j) ∈ Γ# × J . Thus as in the proof of Lemma 2.1, i ∈ J , and by setting
d′ = d− fadxα,i |B (note that if J = {0} and α = σ2, then adxα,i |B = d2 is not inner) and
induction on i, we see that d has the required form.
Case 2. pi1(Γ) 6= {0} and α2 = 1.
Then (2.10)′ becomes
(β1(γ2 − 1)− γ1β2)eβ,j + (β1γ2 − γ1(β2 − 1))eγ,k
= (β1(γ2 − 1)− γ1(β2 − 1))eβ+γ,j+k.
(2.10)′′
Setting γ = 0, we see that eβ,i does not depend on i if β1 6= 0, and then (2.10)
′′ also
shows that eβ,i does not depend on i if β1 = 0. Thus i ∈ J . Denote eβ = eβ,i.
First assume that e0 6= 0. If i2 6= 0, taking β ∈ Γ with β1 6= 0, we have
−i2β1e0x
β+σ1,i−1[2] ≡ [e0x
σ1,i, xβ,0] ≡ [d(1), xβ,0]
= d([1, xβ,0])− [1, d(xβ,0)]
≡ (β1 − ∂1)d(x
β,0) ≡ 0 (modB[i−1[1]] ),
(2.20)
a contradiction. Thus i2 = 0. Let d
′ = ad
x
σ1,i+1[1] |B. Note that d
′ is either an inner
derivation if J1 6= {0} or else d
′ = d1 (cf. (2.12)), and d
′(B[j]) ⊂ B[i+j]. Thus by replacing
d by d− fd′ for some f ∈ IF , we can suppose e0 = 0. Now exactly as in Case 1, we have
eβ = fβ1 for some f ∈ IF and by setting d
′ = d− fd′′ and induction on i, we see that d
has the required form, where d′′ = ad
x
σ1,i+1[2] |B is either inner or equal to d1.
Case 3. pi1(Γ) = {0}.
Then by (1.1), J1 6= {0}. By (2.8), we have
[xβ,j, xγ,k] ≡ (j1(γ2 − 1)− k1(β2 − 1))x
β+γ,j+k−1[1] (modB(j+k−1[1])), (2.21)
for (β, j), (γ,k) ∈ Γ# × J . Applying d to (2.21), we get
((i1 + j1)(γ2−1)− k1(α2 + β2−1))eβ,j
+(j1(α2 + γ2−1)− (i1 + k1)(β2−1))eγ,k
= (j1(γ2 − 1)− k1(β2 − 1))eβ+γ,j+k−1[1].
(2.22)
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Letting γ = 0,k = 0 gives
−(i1 + j1)eβ,j + (j1(α2 − 1)− i1(β2 − 1))e0,0 = −j1eβ,j−1[1] . (2.23)
Assume first that i1 6= 0. Since B is generated by {x
β,j | j1 ≤ 2}, we must have i1 ≥ −2.
Assume that i1 = −2. Then by (2.7), eβ,j = 0 if j1 ≤ 1. In (2.22), let γ = 0,k = 1[1],
we get α2 = 2. Let j = 1[1], k1 = 2 in (2.22), we get (γ2 + 1)eγ,k = (γ2 − 2β2 + 1)eβ+γ,k.
Using this in (2.22), we can easily deduce eβ,k = 0 if k1 ≤ 2. Thus we obtain d = 0.
Assume that i1 > 0. By setting j1 = 0, 1, 2, ... in (2.23), we obtain that
eβ,j = −((i1 + 1)(β2 − 1)− j1(α2 − 1))(i1 + 1)
−1e0,0, (2.24)
for (β, j) ∈ Γ# × J . Thus (2.24) shows that e0,0 6= 0 by (2.6). Then setting j = 0, by
(2.7), we see i ∈ J . Thus we can take u = −(i1 + 1)
−1e0,0x
α,i+1[1] and let d′ = d − adu
and use induction on i. If i1 = −1, then as above, we obtain eβ,0 = 0 and (2.22), (2.23)
give eβ,j = j1f for some f ∈ IF and so d = f adxα,0 . Finally assume that i1 = 0. Letting
γ = 0,k = 1[1] in (2.22) gives eβ,j = ((β2− 1)− j1(α2− 1))α
−1
2 e0,1[1] . Thus the arguments
after (2.24) can be used to complete the proof. ✷
Now we shall describe homogeneous derivations of degree 0. Denote by HomZZ(Γ, IF )
the set of additive group homomorphisms from Γ to IF . For any µ ∈ HomZZ(Γ, IF ), we
can define a homogeneous derivation dµ of degree 0 by:
dµ(x
β,j) = µ(β)xβ,j for (β, j) ∈ Γ# × J. (2.25)
In this way, we regard HomZZ(Γ, IF ) as a subspace of Der B. If J2 6= {0}, one can verify
that ∂t2 : x
β,j 7→ j2x
β,j−1[2] is a derivation. If J2 = {0}, we set ∂t2 = 0.
Lemma 2.3. Let d 6= 0 be a derivation satisfying (2.5) with α = 0. Then d = adu +
dµ + f∂t2 for some u ∈ B0, µ ∈ HomZZ(Γ, IF ), f ∈ IF .
Proof. We consider two cases.
Case 1. pi1(Γ) 6= {0}.
In (2.10), since α = 0, all coefficients are the same, thus we obtain
eβ+γ,j+k = eβ,j + eγ,k if β1(γ2 − 1)− γ1(β2 − 1) 6= 0. (2.26)
Take β1 6= 0. By (2.26), emβ+nβ,j+k = emβ,j + enβ,k if m 6= n. From this we get
emβ,mj = meβ,j for m ∈ IN if β1 6= 0. (2.27)
From this and (2.26), one obtains that (2.26) holds for all β, γ.
First assume that i1 6= 0. Then J1 6= {0}. Let m be the leading degree of d(1), that
is, d(1) can be written as c0x
0,m+ a linear combination of x0,k with k <m, where c0 6= 0,
i.e., d(1) ∈ B
[m]
0 \B
(m)
0 . If m > i − 1[1], then by (2.8), we see that the leading degree of
[d(1), xβ,0] ism if we take β with β1 6= 0, but d([1, x
β,0])− [1, d(xβ,0)] = (β1−∂1)d(x
β,0) ∈
7
B[i−1[1]], a contradiction. Thus m ≤ i−1[1] and we can suppose d(1)−c1x
0,i−1[1] ∈ B(i−1[1])
for some c1 ∈ IF . Now applying d to [1, x
β,j] = β1x
β,j + j1x
β,j−1[1] and computing the
coefficient of xβ,i+j−1[1] , we obtain c1β1 + (i1 + j1)eβ,j = j1eβ,j−1[1] . Setting j1 = 0, 1, 2, ...
gives eβ,j = −i
−1
1 c1β1. Thus again i ∈ J . Then taking u = −i
−1
1 c1x
0,i and letting
d′ = d− adu and by induction on i, we obtain the result.
Now assume that i1 = 0. Then using the arguments for i1 6= 0 gives e0,0 = 0 (note
that e0,0 = 0 ⇔ the leading degree of d(1) is < i). We claim that eβ,j does not depend
on j1. For this, assume that J1 6= {0}. For any γ ∈ Γ
# with γ1 = 0, we apply d to
[1, xγ,k] = k1x
γ,k−1[1] and calculate the coefficient of xγ,i+k−1[1] . Noting that the leading
term of [x0,j, xγ,k] is ≤ j+ k− 1[1] and that the leading term of d(1) is < i, we see that
[d(1), xγ,k] ∈ B(i+k−1[1]). Thus we obtain k1eγ,k = k1eγ,k−1[1] . So eγ,k does not depend on
k1. In particular, e0,k = 0 if k2 = 0. Using this in (2.26) also gives that eβ,j does not
depend on j1 for all β ∈ Γ
#. If J2 = {0}, then i = 0 and eβ = eβ,j does not depend on j,
thus by (2.26), the map µ : β 7→ eβ defines an element µ ∈ HomZZ(Γ, IF ); let d
′ = d−dµ,
then using induction on i we see that d′, and so, d has the required form. Assume that
J2 6= {0}. By (2.26), we obtain
emβ,j = meβ,0 + j2e0,1[2] for m ∈ ZZ, (β, j) ∈ Γ
# × J. (2.28)
Let β1 6= 0. Suppose
d(xβ,j) = eβ,jx
β,i+j +
∑
m<i+j
e
(m)
β,j x
β,m. (2.29)
Then applying d to [xβ,0, xβ,1[2] ] = β1x
2β,0 and calculating the coefficient of x2β,i, and
noting that [xβ,j, xβ,k[2]] ≡ (k−j2)β1x
2β,j+(k−1)[2] (modB(j+(k−1)[2])), we obtain (1−i2)eβ,0+
(i2 + 1)eβ,1[2] = e2β,0. Using (2.28), this gives e0,1[2] = 0 if i2 6= −1.
If i2 = −1, then (2.7) shows that eβ,0 = 0 for all β ∈ Γ, so (2.28) means that
d(xβ,1[2]) = e0,1[2]x
β,0, and one can prove by induction on j that d(xβ,j) = j2e0,1[2]x
β,j−1[2] ;
this proves that d = e0,1[2]∂t2 . Assume that i2 6= −1. Then e0,1[2] = 0 and (2.28) shows
that eβ,j, denoted now by eβ, does not depend on j. Thus as before, i2 ≥ 0. If i2 = 0,
then by replacing d by d− dµ for some µ ∈ HomZZ(Γ, IF ), we see that d has the required
form as before. Thus suppose i2 > 0. Suppose the coefficient of x
β,(i2−1)[2] in d(xβ,0) is
e′β. Applying d to [x
β,0, xγ,0] = (β1(γ2 − 1)− γ1(β2 − 1))x
β+γ,0, and noting that
[xβ,j, xγ,0] ≡ (β1(γ2−1)−γ1(β2−1))x
β+γ,j−γ1j2x
β+γ,j−1[2] (modB(j−1[2])), (2.30)
by calculating the coefficient of xβ+γ,(i2−1)[2] , we obtain
−i2γ1eβ + (β1(γ2 − 1)− γ1(β2 − 1))e
′
β
+i2β1eγ + (β1(γ2 − 1)− γ1(β2 − 1))e
′
γ = (β1(γ2−1)−γ1(β2−1))e
′
β+γ .
(2.31)
That is
i2(β1eγ − γ1eβ) + (β1(γ2 − 1)− γ1(β2 − 1))(e
′
β + e
′
γ − e
′
β+γ) = 0. (2.32)
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Let β1 6= 0. Taking γ = mβ, by (2.27), we can deduce e
′
mβ = me
′
β , m ∈ ZZ. Replacing β
by β + γ and γ by −γ in (2.32) gives
i2(−(β1 + γ1)eγ + γ1(eβ + eγ))
+((β1 + γ1)(−γ2 − 1) + γ1(β2 + γ2 − 1))(e
′
β+γ − e
′
γ − e
′
β) = 0.
(2.33)
Adding (2.33) to (2.32) gives (2β1γ2−(2β2−3)γ1)(e
′
β+γ−e
′
γ−e
′
β) = 0. From this and the
fact that e′mβ = me
′
β, we deduce that β 7→ e
′
β is an additive function. Using this, (2.32)
now gives that eβ = fβ1 for some f ∈ IF . Now applying induction to d
′=d−f ad
x
0,(i2)[2]
gives the result. This proves Case 1.
Case 2. pi1(Γ) = {0} (thus J1 6= {0}).
Then we have (2.21), and (2.22) becomes
((i1+j1)(γ2−1)− k1(β2−1))eβ,j + (j1(γ2−1)− (i1+k1)(β2−1))eγ,k
= (j1(γ2 − 1)− k1(β2 − 1))eβ+γ,j+k−1[1].
(2.34)
Letting γ = k = 0 gives −(i1 + j1)eβ,j − (j1 + i1(β2 − 1))e0,0 = −j1eβ,j−1[1] . If i1 < 0, the
arguments are similar to those given after (2.23). If i1 > 0, by setting j1 = 0, 1, 2, ..., we
obtain that eβ,j = −((i1 + 1)(β2− 1) + j1)(i1 + 1)
−1e0,0 for (β, j) ∈ Γ
#× J , which shows
that e0,0 6= 0 by (2.6), and then setting j = 0, by (2.7), we see i ∈ J ; thus we can take
u = −(i1 + 1)
−1e0,0x
0,i+1[1] and let d′ = d − adu and use induction on i. Assume that
i1 = 0. Then setting γ = k = 0 in (2.34) gives
eβ,j = eβ,1[1]+(j2)[2] − (j1 − 1)e0,0 = eβ,(j2)[2] − j1e0,0. (2.35)
Using this in (2.34) with i1 = 0, we obtain
eβ,1[1]+j[2] + eγ,1[1]+k[2] = eβ+γ,1[1]+(j+k)[2] for j, k ∈ IN. (2.36)
If J2 = {0}, then i = 0, and the map µ : β 7→ eβ,1[1] defines an element µ ∈ HomZZ(Γ, IF )
by (2.36); replacing d by d − dµ′ , where µ
′ = µ − e0,0pi2 ∈ HomZZ(Γ, IF ) (recall that
pi2 is the projection α 7→ α2), we can suppose eβ,1[1] = β2e0,0; then (2.35) gives eβ,j =
(β2−1+ j1)e0,0 and thus by letting d
′ = d− e0,0 adx1[1] and by induction on i we see that
d′, and so, d has the required form. Assume that J2 6= {0}. By (2.35), (2.36), we obtain
emβ,j = emβ,1[1]+(j2)[2] − (j1−1)e0,0 = emβ,1[1] + e0,1[1]+(j2)[2] − (j1−1)e0,0
= meβ,1[1] + j2e0,1− (j1 − 1)e0,0 for m ∈ IN, (β, j) ∈ Γ
# × J,
(2.37)
where 1 = (1, 1). Write d(xβ,j) as in (2.29). We shall apply d to [xβ,1[1] , xβ,1] = x2β,1[1]
and calculate the coefficient of x2β,i+1[1] . First note that
[xβ,j, xβ,k] = (β2 − 1)(j1 − k1)x
2β,j+k−1[1] + (j1k2 − k1j2)x
2β,j+k−1. (2.38)
We see that if x2β,i+1[1] appears in the term [e
(m)
β,j x
β,m,xβ,1], which is a term in [d(xβ,1[1]),xβ,1],
then by (2.38), either m+ 1 − 1[1] = i + 1[1], or m + 1 − 1 = i + 1[1]. In the first case,
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m1 = 1 and the coefficient is zero (cf. the first term of the right-hand side of (2.38)). In
latter case, m = i + 1[1] and the coefficient is (1 − i2)eβ,1[1] (cf. the second term of the
right-hand side of (2.38)). Similarly, the coefficient of x2β,i+1[1] appears in [xβ,1[1] , d(xβ,1)]
is (1 + i2)eβ,1. Thus we obtain that (1 − i2)eβ,1[1] + (1 + i2)eβ,1 = e2β,1[1] . Using (2.37),
this gives e0,1 = 0 if i2 6= −1.
If i2 = −1, (2.7) shows that eβ,0 = 0 for all β ∈ Γ, and so (2.37) means that
eβ,j = j2e0,1; then one can prove by induction on j that d = e0,1∂t2 . Assume that
i2 6= −1. Then e0,1 = 0 and (2.37) gives eβ,j = eβ,1[1] − (j1 − 1)e0,0. As before, i2 must
be ≥ 0. If i2 = 0, then as the arguments after (2.36) by replacing d by d− dµ − f adx1[1]
for some µ ∈ HomZZ(Γ, IF ), f ∈ IF , we see that d has the required form as before. Thus
suppose i2 > 0. Suppose the coefficient of x
β,j[1]+(i2−1)[2] in d(xβ,j[1]) is e′β,j . Noting that
[xβ,j, xγ,k[1] ] = (j1(γ2 − 1)− k(β2 − 1))x
β+γ,j+(k−1)[1] − kj2x
β+γ,j+(k−1)[1]−1[2] ,
by applying d to [xβ,j[1] , xγ,k[1] ] = (j(γ2 − 1) − k(β2 − 1))x
β+γ,(j+k−1)[1], and computing
the coefficient of xβ+γ,(j+k−1)[1]+(i2−1)[2] , we obtain
−i2keβ,j[1]+(j(γ2−1)−k(β2−1))e
′
β,j+ i2jeγ,k[1]+(j(γ2−1)−k(β2−1))e
′
γ,k
= (j(γ2 − 1)− k(β2 − 1))e
′
β+γ,j+k−1.
That is
i2(jeγ,k[1] − keβ,j[1]) + (j(γ2 − 1)− k(β2 − 1))(e
′
β,j + e
′
γ,k − e
′
β+γ,j+k−1) = 0. (2.39)
Taking γ = 0, k = 1 gives i2(je0,1[1] − eβ,j[1]) + (−j − (β2 − 1))e
′
0,1 = 0 for all j ∈ IN.
By computing the coefficients of j and j0, using e0,1[1] = 0 (by setting β = 0, j = 1[1] in
(2.35)) and eβ,j[1] = eβ,0−je0,0, we obtain that i2e0,0−e
′
0,1 = 0, −i2eβ,0−(β2−1)e
′
0,1 = 0.
Thus we have eβ,0 = −(β2 − 1)e0,0 and finally we obtain that eβ,j = −(β2 − 1 + j1)e0,0
by (2.35), (2.37) and that e0,1 = 0. Thus if we let u = −e0,0x
0,1[1]+i and set d′ = d− adu,
we obtain the result by induction on i. This completes the proof of the lemma. ✷
Note that if pi1(Γ) 6= {0} and J1 = {0}, then ad1 = dpi1 ∈ HomZZ(Γ, IF ). In this
case, we choose a subspace Hom∗ZZ(Γ, IF ) of HomZZ(Γ, IF ) such that HomZZ(Γ, IF ) =
IFad1 ⊕Hom
∗
ZZ(Γ, IF ) as vector spaces. Otherwise we set Hom
∗
ZZ(Γ, IF ) = HomZZ(Γ, IF ).
Lemma 2.4. Every homogeneous derivation d ∈ (Der B)α satisfies condition (2.5).
Proof. Let Γ′0 be a maximal IF -linearly independent subset of Γ (which has at most two
elements). Let Γ′1 = Γ
′
0∪ ({α, σ1, σ2}∩Γ). Let Γ
′ ⊂ Γ be the subgroup of Γ generated by
Γ′1. Let B
′ be the Lie subalgebra of B generated by M0 = {x
β,j | β ∈ Γ′1, j ∈ J, |j| ≤ 4}.
Then it is straightforward to check that B′ = B(Γ′, J), and d′ = d|B′ is a homogeneous
derivation of B′ of degree α. SinceM0 is a finite set and a derivation is determined by its
action on generators, we see that the derivation d′ of B′ satisfies the condition in (2.5).
By Lemmas 2.1-3, there exist u′ ∈ B′α and µ
′ ∈ Hom∗ZZ(Γ
′, IF ), f ′1, ..., f
′
4 ∈ IF such
that
d′ = du′,µ′,f ′1,f ′2,f ′3,f ′4 = adu′ + dµ′ + f
′
1d1 + f
′
2d1 + f
′
3d2 + f
′
4∂t2 , (2.40)
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where (µ′, f ′4) = 0 if α 6= 0 and f
′
1 = f
′
2 = 0 if α 6= σ1 and f
′
3 = 0 if α 6= σ2. One can imme-
diately verify that for u ∈ B, µ ∈ Hom∗ZZ(Γ, IF ), f1, f2, f3, f4 ∈ IF , du,µ,f1,f2,f3,f4 |B(Γ1,J) =
0 if and only if (u, µ|Γ1, f1, f2, f3, f4) = 0, where Γ1 is any subgroup of Γ contain-
ing Γ′. Hence for any u ∈ Bα, µ ∈ Hom
∗
ZZ(Γ, IF ), du,µ,f1,f2,f3,f4|B(Γ1,J) = 0 implies
(u, µ|Γ1, f1, f2, f3, f4) = 0. Let Γ2 be the maximal subgroup of Γ such that there exists
u′′ ∈ B(Γ2, IF ), µ
′′ ∈ Hom∗ZZ(Γ2, IF ), f
′′
1 , f
′′
2 , f
′′
3 , f
′′
4 ∈ IF and d|B(Γ2,J) = du′′,µ′′,f ′′1 ,f ′′2 ,f ′′3 ,f ′′4
with µ′′|Γ′ = µ
′.
Suppose Γ2 6= Γ. Take β ∈ Γ\Γ2. Let Γ3 be the subgroup of Γ generated by Γ
′ and
β. Then Γ3 is finitely generated. Thus there exist u3, µ3, f
(3)
1 , f
(3)
2 , f
(3)
3 , f
(3)
4 such that
d|B(Γ3,J) = du3,µ3,f(3)1 ,f
(3)
2 ,f
(3)
3 ,f
(3)
4
. Then we have
d
u3−u′,µ3−µ′,f
(3)
1 −f
′
1,f
(3)
2 −f
′
2,f
(3)
3 −f
′
3,f
(3)
4 −f
′
4
|B(Γ′,J) = d|B(Γ′,J) − d|B(Γ′,J) = 0. (2.41)
Thus u3 = u
′, f
(3)
i = f
′
i , i = 1, 2, 3, 4 and µ3|Γ′ = µ
′|Γ′ . Similarly, µ
′′|Γ2∩Γ3 = µ3|Γ2∩Γ3 .
Let Γ4 be the subgroup of Γ generated by Γ2 and β. Define µ ∈ HomZZ(Γ4, IF ) as
follows. For any γ ∈ Γ4, we can write γ = τ + nβ with n ∈ ZZ and τ ∈ Γ2. Define
µ4(γ) = µ
′′(τ) + nµ3(β). Suppose τ + nβ = 0 for some n ∈ ZZ. Then τ = −nβ ∈
Γ2 ∩ Γ3. Since µ
′′|Γ2∩Γ3 = µ3|Γ2∩Γ3 , we have µ
′′(τ) = µ3(τ) = µ3(−nβ). But obviously,
µ3(−nβ) = −nµ3(β). Hence µ
′′(τ) + nµ3(β) = 0. This shows that µ4 ∈ HomZZ(Γ4, IF )
is uniquely defined. So d|B(Γ4,J) = du′,µ4,f ′1,f ′2,f ′3,f ′4 and Γ4 ⊃ Γ2, Γ4 6= Γ2. This contradicts
the maximality of Γ2. Therefore, Γ2 = Γ and d = du′′,µ′′,f ′′1 ,f ′′2 ,f ′′3 ,f ′′4 satisfies the condition
in (2.5). ✷
Lemma 2.5. Let d be any derivation of B. Write d =
∑
α∈Γ dα with dα ∈ (Der B)α.
Then dα = 0 for all but a finite α ∈ Γ.
Proof. By Lemmas 2.1-4, for any α ∈ Γ\{0, σ1, σ2}, if dα 6= 0, there exists uα ∈ Bα with
the leading degree, say, iα such that dα = aduα. Fix v = x
β,j ∈ B with β1 6= 0 or j1 6= 0.
Then d(v) is contained in a sum of finite number of Bα. Thus [x
α,iα, v] = 0 for all but a
finite number of α. But by (2.8), we see that [xα,i, v] 6= 0 for all but a finite number of
α. Thus {α | dα 6= 0} is finite. ✷
Theorem 2.6. (1) DerB = ⊕α∈Γ(DerB)α, where each (DerB)α consists of derivations
of the form (2.40). (2) The set (Der B)f of locally finite elements of Der B is{
IFad1 + Hom
∗
ZZ(Γ, IF ) + IF∂t2 , or
spanIF{adxα,i | i1=0 or (α, i)=(0, 1[1])}+HomZZ(Γ, IF )+IFd1+IF∂t2 ,
(2.42)
if pi1(Γ) 6= {0} or pi1(Γ)={0} respectively.
Proof. (1) follows from Lemma 2.5, and clearly elements in (2.42) are locally finite.
Case (i): pi(Γ) 6= {0}. Suppose d =
∑
α∈Γ0 dα is locally finite, where Γ0 is a finite subset
of Γ such that all dα 6= 0, α ∈ Γ0. Choose a total ordering compatible with the group
structure on Γ. Let β be the maximal element of Γ0. If β 6= 0 by reversing the ordering
if necessary, we can suppose β > 0, and also by (2.40), we can suppose dβ = aduα|B for
some uα. If β1 6= 0, then dβ = aduα is inner, let i be the leading degree of uα and say
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the coefficient of the leading term is 1, then we have
dk(x2β,0)≡adkxβ,i(x
2β,0)≡k!β1x
(k+2)β,ki 6≡0 (mod
∑
α<(k+2)β
Bα+B
(ki)
(k+2)β), (2.43)
which shows that d is not locally finite. Suppose β1 = 0. Choose γ ∈ Γ with γ1 6= 0,
then
dk(xγ,0) ≡ adkxβ,i(x
γ,0) ≡ (−(β2 − 1)γ1)
kxkβ+γ,ki 6≡ 0 (mod
∑
α<kβ+γ
Bα + B
(ki)
kβ+γ),
which again shows that d is not locally finite if β2 6= 0. If β2 = 1, then i 6= 0 (since
xσ1,0 = 0 from the statement before (1.8)), say i2 > 0, then
dk(xγ,0) ≡ adkxβ,i(x
γ,0)
≡ (−i2γ1)
kxkβ+γ,k(i−1[2] 6≡ 0 (mod
∑
α<(k+2)β Bα + B
(k(i−1[2]))
kβ+γ ).
(2.44)
Thus suppose Γ0 = {0}. If d is not in (2.42), write d = d
′ + d′′, where d′ is in (2.42)
and d′′ = adu0 is inner with the leading degree of u0 being i > 0. Say again, i2 > 0,
then (2.44) again shows that d is not locally finite. This proves the theorem in this case.
Case (ii): pi1(Γ) = {0}. We give a filtration on B : B[0] ⊂ B[1] ⊂ ... by defining
B[m] = span{x
α,i | (α, i) ∈ Γ# × J with i1 ≤ m} for m ∈ IN. (2.46)
Suppose d is a derivation not in (2.42). Write d = d′+ d′′ with d′ in (2.42) and d′′ = adu
for some u ∈ B. Let m be the smallest number such that u ∈ B[m]. Write u = u1 + u2
such that u1 is in the space span{x
α,i | i1 = m} and u2 ∈ B[m−1]. Them m > 1 or m = 1
but u1 /∈ IFx
0,1[1] . Using arguments as before for u1 we can deduce that d is not locally
finite. ✷
3. PROOF OF THEOREM 1.2
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. As for the second statement, observe thatM1, ...,M4 correspond
to the isomorphism classes of B(Γ, J) with J = {0}, IN ×{0}, {0}× IN, IN2 respectively.
So, we shall prove the first statement below. We shall ALWAYS use the same notations
with a prime to denote elements associated with B′.
“⇐”: For convenience, we denote t1 = x
0,1[1] , t2 = x
0,1[2] , and xα = xα,0. De-
fine another algebra structure on (A2,⊙) (not necessarily associative) by: u ⊙ v =
∂1(u)(∂2(v)− v). Then we have
xα,i ⊙ xβ,j =


xα+β,i+j−1(α1t1 + i1)((β2 − 1)t2 + j2) if i+ j− 1 ∈ J,
α1x
α+β,i+j−1[2]((β2 − 1)t2 + j2) if i1 + j1 = 0, i2 + j2 > 0,
(β2 − 1)x
α+β,i+j−1[1](α1t1 + i1) if i1 + j1 > 0, i2 + j2 = 0,
α1(β2 − 1)x
α+β,i+j if i1 + j1 = 0, i2 + j2 = 0,
(3.1)
Then the Lie bracket [·, ·] is given by [u, v] = u⊙v−v⊙u. Obviously, using φ : (β1, β2) 7→
(aβ1, β2 + bβ1), we see that σi ∈ Γ if and only if σi ∈ Γ
′ and φ(σi) = σi if it is in Γ for
i = 1, 2.
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Suppose b = 0. We shall verify that ψ : xβ,j 7→ a−1x′β
′
(at′1)
i1(t′2)
i2 , is an isomorphism
(A2,⊙) ∼= (A
′
2,⊙), where we use the notation β
′ = φ(β). Say, we have the most
complicated case, i+ j− 1 ∈ J . Using (3.1), we have
ψ(xα,i ⊙ xβ,j)=a−1x′α
′+β′(at′1)
i1+j1−1(t′2)
i2+j2−1(α1at
′
1 + i1)((β2 − 1)t
′
2 + j2),
ψ(xα,i)⊙ ψ(xβ,j)=a−2x′α
′+β′(at′1)
i1+j1−1(t′2)
i2+j2−1(α′1at
′
1+ai1)((β
′
2−1)t
′
2+j2),
where in the second equation, amust appears before i1 because it is arisen from ∂
′
1((at
′
1)
i1).
It is immediately to check that (α1at
′
1 + i1)((β2 − 1)t
′
2 + j2) = a
−1(α′1at
′
1 + ai1)((β
′
2 −
1)t′2 + j2), since α
′
1 = aα1, β
′
2 = β2. Thus ψ is an isomorphism (A2,⊙)
∼= (A′2,⊙), which
induces an isomorphism of B ∼= B′.
Suppose b 6= 0. We define ψ(xβ,j) = a−1x′β
′
(at′1 + bt
′
2)
j1(t′2)
j2. We claim that it is an
isomorphism B ∼= B′ (but not necessarily an isomorphism from (A,⊙) to (A′,⊙)), i.e.,
we want to prove
[ψ(xα,i), ψ(xβ,j)] = ψ([xα,i, xβ,j]). (3.2)
Again say, i+ j− 1 ∈ J . First we calculate ψ(xα,i ⊙ xβ,j), which is the term
a−1x′α
′+β′(at′1 + bt
′
2)
i1+j1−2(t′2)
i2+j2−1, (3.3)
where if i1+ j1−2 < 0 the corresponding factor does not appear, multiplied by the term
(at′1 + bt
′
2)(α1(at
′
1 + bt
′
2) + i1)((β2 − 1)t
′
2 + j2). (3.4)
Similarly, ψ(xα,i)⊙ ψ(xβ,j) is (3.3) multiplied by
a−1(α′1(at
′
1 + bt
′
2) + ai1)(((β
′
2 − 1)t
′
2 + j2)(at
′
1 + bt
′
2) + j1bt
′
2), (3.5)
where the factor (α′1(at
′
1 + bt
′
2) + ai1) is arisen from ∂
′
1(x
′α′(at′1 + bt
′
2)
i1) and the last
factor is arisen from (∂′2 − 1)(x
′β′(at′1 + bt
′
2)
j1(t′2)
j2). Thus (3.2) is equivalent to
(at′1+bt
′
2)((α1(at
′
1+bt
′
2)+i1)((β2−1)t
′
2+j2)−(β1(at
′
1+bt
′
2)+j1)((α2−1)t
′
2+i2))
= a−1((α′1(at
′
1 + bt
′
2) + ai1)(((β
′
2 − 1)t
′
2 + j2)(at
′
1 + bt
′
2) + j1bt
′
2)
−(β ′1(at
′
1 + bt
′
2) + aj1)(((α
′
2 − 1)t
′
2 + i2)(at
′
1 + bt
′
2) + i1bt
′
2)),
which is straightforward to verify.
“⇒”: The isomorphism induces an isomorphism ψ : Der B → Der B′, which maps
locally nilpotent, semi-simple, locally finite elements to locally nilpotent, semi-simple,
locally finite elements respectively. We consider in two cases.
Case 1. pi1(Γ) 6= {0}.
By Theorem 2.6, B has no ad-locally nilpotent element, and IF1 are the only ad-
locally finite elements of B, thus B′ has no ad-locally nilpotent element, and IFψ(1) are
the only ad-locally finite elements of B′. Hence pi1(Γ
′) 6= {0} and ψ(1) ∈ IF1′. Note that
IF1 is the set of ad-semi-simple elements of B if and only if J1 = {0}. Thus J1 = J
′
1.
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Define ∂t1 = ad1 − pi1 : x
α,i 7→ i1x
α,i−1[1] if J1 6= {0} and ∂t1 = 0 if J1 = {0}. Then by
(2.42), we see that IF∂t1 + IF∂t2 is the set of locally nilpotent element of DerB, since the
dimension of IF∂t1 + IF∂t2 is the number of p = 1, 2 with Jp 6= {0}, thus J2 = J
′
2. This
proves that J = J ′. We may assume that J 6= {0} since the result follows from Refs. (1)
and (2) if J = {0}. Thus Γ# = Γ (cf. statements before (1.8)).
Since the nonzero vectors in ∪α∈ΓBα are the only common eigenvectors for the deriva-
tions in HomZZ(Γ, IF ), which is the set of semi-simple derivations of Der B (cf. (2.42)).
It follows that there exists a bijection φ : Γ → Γ′ such that ψ(Bα) = B
′
φ(α) for α ∈ Γ,
and φ(0) = 0. Thus also ψ((Der B)α) = (Der B
′)φ(α) for α ∈ Γ (cf. (2.4)). Since 0 6=
[(DerB)α, (DerB)β] ⊂ (DerB)α+β for all α, β ∈ Γ, we obtain that φ(α+β) = φ(α)+φ(β),
i.e., φ is a group isomorphism. Let α ∈ Γ\{σ1} be such that α
′ = φ(α) ∈ Γ′\{σ1}. Then
since IFxα,0 = {u ∈ Bα | (IF∂1 + IF∂2)(u) = 0}, we obtain that ψ(x
α,0) = aαx
′α′,0 for
some aα ∈ IF\{0}. Applying ψ to [x
α,0, xβ,0] = (α1(β2−1)−β1(α2−1))x
α+β,0, we obtain
aαaβ(α
′
1(β
′
2 − 1)− β
′
1(α
′
2 − 1)) = aβ+α(α1(β2 − 1)− β1(α2 − 1)), (3.6)
for α, β, α+ β, α′, β ′, α′ + β ′ 6= σ1. Take β = 0, this gives
α′1 = aα1 for all α ∈ Γ, where a = a
−1
0 . (3.7)
Assume that σ1 ∈ Γ. If J1 = {0} or J2 = {0}, then d1 or d1 is an outer derivation in
(DerB)σ1 and (DerB)α = adBα for all α ∈ Γ\{0, σ1}, thus σ1 must be in Γ
′ and φ(σ1) = σ1.
If J1 6= {0} 6= J2, then σ1 is the only α such that {u ∈ Bα | (IF∂t1 + IF∂t2)(u) = 0} has
dimension 2 (spanned by xσ1,1[p] , p = 1, 2). We must have σ1 ∈ Γ
′ and φ(σ1) = σ1.
This proves that σ1 ∈ Γ ⇔ σ1 = φ(σ1) ∈ Γ
′. Suppose σ2 ∈ Γ
′ but γ = φ−1(σ2) 6= σ2.
By (3.7), γ1 = 0, and so γ2 6= 2 since γ 6= σ2 (cf. (1.6)). Take α ∈ Γ\{0} with
α1 6= 0, then by applying ψ to [x
α,0, xγ−α,0] = α1(γ2 − 2)x
γ,0 6= 0, we obtain that
[xα
′,0, xσ2−α
′,0] 6= 0, but by (2.8) it is zero, a contradiction. Thus φ(σ2) = σ2. This
proves that σ2 ∈ Γ ⇔ σ2 = φ(σ2) ∈ Γ
′. In (3.6), let β = mα,m ≥ 2, α1 6= 0, then we
obtain a0a(m+1)α = aαamα, from this we obtain
am−10 amα = a
m
α for m ∈ ZZ. (3.8)
We define aσ1 = a
2
0a
−1
−σ1 if σ1 ∈ Γ and aσ2 = a
2
0a
−1
−σ2 if σ2 ∈ Γ. Using (3.8), we can
prove that (3.6) holds for all α, β ∈ Γ. For example, if α = σ1, then (3.6) holds trivially.
Suppose α, β 6= σ1 and α+ β = σ1, then β1 = −α1, β2 = −α2 +1 and (3.6) is equivalent
to aαaβ = a0aσ1 which is equivalent to a
4
0a
−1
−αa
−1
−β = a0a
2
0a
−1
−σ1
which indeed holds by
setting α, β to be −α,−β in (3.6). Now as proved in Ref. (2), or as an exercise by using
(3.7) to prove it, we have aαaβ = a0aα+β for α, β ∈ Γ. Fix any α ∈ Γ with α1 6= 0 and
set b = α2α
−1
1 (α
′
2α
−1
2 −1), then this, together with (3.6), (3.7), shows that β
′
2 = β2+bβ1.
This proves that φ : (β1, β2) 7→ (aβ1, β2 + bβ1) has the required form.
Suppose J1 6= {0} = J2. Then we have ψ(x
α,1[1]) = bαx
′α′,1[1] + cαx
′α′,0 for some
bα, cα ∈ IF and all α ∈ Γ\{σ1}. This follows from that IFx
α,1[1] + IFxα,0 is the subspace
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{u ∈ Bα | ∂
2
t1
(u) = 0}, and that IF∂t1 are the only locally nilpotent derivations of B.
Applying ψ to [xα,1[1] , xβ,0] = (α1(β2 − 1) − β1(α2 − 1))x
α+β,1[1] + (β2 − 1)x
α+β,0, we
obtain
bαaβ(α
′
1(β
′
2 − 1)− β
′
1(α
′
2 − 1)) = bα+β(α1(β2 − 1)− β1(α2 − 1))
bαaβ(β
′
2 − 1) + cαaβ(α
′
1(β
′
2 − 1)− β
′
1(α
′
2 − 1))
= aα+β(β2 − 1) + cα+β(α1(β2 − 1)− β1(α2 − 1)),
(3.9)
(3.10)
for all α, β, α+ β ∈ Γ\{σ1}. Let α = 0 in (3.9) and let β = α in (3.10), we obtain
b0aββ
′
1 = bββ1, bαaα(α
′
2 − 1) = a2α(α2 − 1). (3.11)
Thus we have b0 = 1 by letting α = 0 in the last equation of (3.11) and hence by
the first of (3.11), bα = α
′
1α
−1
1 aα = a
−1
0 aα by (3.7) and bαaα = a
−1
0 a
2
α = a2α by (3.8).
Thus the last equation of (3.11) gives α′2 = α2 for all α ∈ Γ. Thus b = 0 because
φ : α 7→ α′ = (aα1, α2 + bα1). This proves the theorem in this case.
Case 2. pi1(Γ) = {0}.
By Case 1, pi1(Γ
′) = {0}. So J1 = J
′
1 = IN . Using notation (2.46), by (2.42), the set
of ad-locally nilpotent elements of B is B[0], thus ψ(B[0]) = B
′
[0]. Note that the common
eigenvectors for the derivations in (2.42) are the nonzero elements of the set


⋃
α∈Γ
IFxα,0, if σ1 /∈ Γ,
⋃
α∈Γ\{σ1}
IFxα,0
⋃
span{xσ1,i | |i| ≤ 1}, if σ1 ∈ Γ.
(3.12)
(3.13)
First assume that σ1 ∈ Γ but σ1 /∈ Γ
′. Then we must have J2 = {0}, otherwise if
J2 = IN , we would have that span{x
σ1,i | |i| ≤ 1} in (3.13) were two dimensional but
all IFx′α,0 in B′ corresponding to (3.12) are one dimensional; this is a contradiction.
Furthermore we have J ′2 6= {0}, otherwise if J
′
2 = {0}, then d
′
1 = ∂
′
t2
= 0 and by (2.42),
the set (DerB′)f of locally finite elements of B
′ would be spanned by inner locally finite
derivations and semi-simple derivations, but this is not true for (Der B)f , again we get
a contradiction. Now we have an outer locally nilpotent derivation d1 of B which kills
the set B[0] (since by (2.12), d1(x
β,j) = −j1x
β,j−1[1] in this case), but we do not have an
outer locally nilpotent derivation of B′ which kills B′[0] (since J
′
2 6= {0}, ∂
′
t2
does not kill
B′[0]), again a contradiction. This proves that σ1 ∈ Γ⇔ σ1 ∈ Γ
′.
Thus by (3.12) or (3.13), there exists a bijection φ : α→ α′ from Γ→ Γ′ such that
ψ(xα,0) = aαx
′α′,0 for some aα ∈ IF\{0} and α ∈ Γ\{σ1}. (3.14)
If J2 = {0} 6= J
′
2, then B[0] is spanned by (3.12) or (3.13), but B
′
[0] which contains x
′0,2[2] ,
is not spanned by the corresponding set of (3.12) or (3.13) in B′. Thus we obtain that
J2 = {0} ⇔ J
′
2 = {0}. This proves that J = J
′.
Applying the action of (2.42) to (3.12) or (3.13), if we denote by Nα the elements
of (2.42) which kill xα if α 6= σ1, or which kill {x
σ1,i | |i| ≤ 1} if α = σ1, then Nα has
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codimension 1 in (2.42), mainly x0,1[1] /∈ Nα, if α = 0; or has codimension at least 2,
mainly x0,1[1] /∈ Nα and dµ /∈ Nα for all µ satisfying µ(α) 6= 0, if α 6= 0. Thus we
can suppose ψ(1) = b01
′ for some b0 ∈ IF\{0}. Observe from (2.42) that all ad-semi-
simple elements must take the form a0x
0,1[1] +
∑
(α,i)∈G0 cα,ix
α,i, where a0 6= 0 and G0
is a finite subset of Γ × J such that i1 = 0 if (α, i) ∈ Γ0 or |i| ≤ 1 if α = σ1. Thus,
we can suppose ψ(x0,1[1]) = a′0x
′0,1[1] +
∑
(α′,i)∈G′0
cα′,ix
′α′,i. Applying ψ to [1, x0,1[1] ] = 1
we obtain [b01
′, a′0x
′0,1[1] +
∑
(α′,i)∈G′0
cα′,ix
′α′,i] = b01
′, thus a′0 = 1. Finally applying ψ to
[x0,1[1] , xβ,0] = (β2− 1)x
β,0 using (3.14), we obtain [x′0,1[1] +
∑
(α′,i)∈G′0
cα′,ix
′α′,i, aβx
′β′,0] =
(β2 − 1)aβx
′β′,0. This shows that (β ′2 − 1) = β2 − 1, i.e., β
′
2 = β2, and so, Γ = Γ
′ and φ
is the identity isomorphism. This completes the proof of the theorem. ✷
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