ABSTRACT. We consider any continuous hermitian kernel M (A, A') on £P x <P where £P is the prering of intervals of [0, 1] . Conditions on M are given to find an interval covariance function K (A, A') so that K(A, A') = M (A, A') for all nonoverlapping A and A' in <P. The problem is solved by first treating finite hermitian matrices A and finding a positive definite matrix B so that b¡¡ = a,¡, i =£j, so that tr B is minimized. Using natural correspondence between interval covariance functions and stochastic processes, a decomposition theorem is derived for stochastic processes of bounded quadratic variation into an orthogonal process and a process having minimal quadratic variation.
1. Introduction. By a well-known theorem, there is a correspondence between second order stochastic processes and hermitian functions of two variables, of the nonnegative type (i.e. covariance functions). It is easily shown that a similar correspondence holds for the nonnegative definite functions of two variables and nonnegative biadditive functions of intervals (also called covariance functions). In this paper we consider hermitian biadditive functions of intervals, which are additionally of bounded variation, and discuss when they can be embedded into covariance functions, also of bounded variation. The study of this problem leads to a decomposition theorem for a class of stochastic processes of bounded quadratic variation. This paper also provides a step toward the study of nonorthogonally scattered measures. ,, A,) ), /',/ = 1,..., n. We define a special sequence of partitions {17"} to be the binary partitions when 17" is composed of 2" subintervals having points of division the numbers k/2", k = 0, 1,..., 2". The elements of 1/"n, from left to right, are denoted by A", /' = 1,..., 2". Suppose we have a hermitian function T(t,t') of two variables. If for every finite sequence tx < t2 < ... < tn the matrix T(thtj) is positive semidefinite we say T is of the nonnegative type. If X(t) is a stochastic process, the function A(t, t') = (X(t), X(t')) is also called a covariance function. Our theorem is then analogous to the following classical result ( [1] , [2] ): Theorem 2.1'. 7n order that the hermitian function T(t, t') be a covariance function it is necessary and sufficient that it be of the nonnegative type.
As Theorem 2.1' is well known we shall demonstrate the equivalence of the two theorems. That is, we shall prove the Lemma 2.2. IfT(t,t') is a covariance function on [0,1] X [0,1], then it defines an interval function K(A, A) of the nonnegative type. Conversely, if K is an interval covariance function it defines a function T(t, t') of the nonnegative type.
Proof. The first statement is trivial, so we pass on to the converse. That is, ATA, A') is a covariance function. For tx < t2, define A, = (0, tx) and A2 = (tx,t2).
Then define
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and this quantity is nonnegative. Thus the lemma is established. By applying Theorem 2.1' to A(tx,t2) we establish Theorem 2.1.
We say that an interval function K can be embedded into an interval covariance function if there exists a covariance function M such that whenever A and A' are nonoverlapping subintervals, K(A, A') = M (A, A').
An interval function K is said to be of bounded variation if sup 2 |AT(A, A)| < oo where the supremum is taken over all finite partitions of [0,1]. A stochastic process is said to be of bounded quadratic variation if its covariance is of bounded variation. We define the quadratic measure w(t) of K(A, A') as the lim sup of the sum 2ae a, AT(A, A) over partitions 17, of (0, t), as the norm of D, tends to zero. Similarly we define the quadratic measure of a stochastic process as the quadratic measure of its interval covariance. A", the quantity for computing the variation is 2"-i ^(A,, A,), which is the trace of the matrix (K (A¡, A,) ), /',/ = 1,..., n. Thus it is the trace which is to be as small as possible for our problem. We will consider for the time being only matrices.
Let A be an nth order hermitian matrix with zeros on the diagonal. Let F' be a diagonal matrix, and set A' = A + D'. We say that A' is a minimal positive semidefinite matrix generated by A if (i) A' is positive semidefinite, and (ii) if A" = A + D"', where F" is a diagonal matrix, then tr A' < tr A". Note that there is no guarantee of unicity. We intend to construct a matrix F so that A + D will be a minimal positive semidefinite matrix.
To that end, suppose that A is as above. Let {x,} be a dense set of vectors on the unit sphere of C. In coordinates x¡ is given by (xn,xi2,... ,xin). Consider the following set of problems, Pm : 
IWI-i
Thus, we may assume 2 aT < n^, a uniform bound for all m. It is easy to see that <Jlm < ¿4m+l, since the difference is due to one additional constraint. This, together with 2 aT < nd, implies that lim <Flm = <Jf exists and is bounded. Now extract a subsequence {m'} so that {a?} converges for each /'; call the limits {a¡}, i = 1,..., n. Define A' = A + diag(a,,... ,a").
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The matrix is clearly positive semidefinite. That it has minimal trace is clear from construction.
Using a standard result from the theory of linear programming we have that the solutions for each Pm form a closed, bounded, convex set, Cm in R". Also Cm D Cm+\. Thus the set of solutions to the limit problem is just D Cm = C, which is also convex. Since tr Am = 0, C is separated from the origin in Rn. Thus in the euclidean norm on R" there is a unique element of minimal norm, still called (ax,... ,an). We call the matrix A' determined from this element the minimal positive semidefinite matrix generated by A. It is not known if A' can be obtained in a finite number of steps.
To recapitulate, our algorithm is the following sequence of steps: (i) Consider the hermitian matrix .4 -diagpl); (ii) find using the above procedure the positive semidefinite matrix A' so that A -diag A = A' -diag A' in such a way that if another positive semidefinite matrix A" satisfying A -diag A = A" -diag A" is exhibited then tr^4' < tr A"; (iii) among all A' = (a'y) found in step (ii) select that one satisfying 2"=i (a'a)2 = minimum. This matrix A' is called the minimal positive semidefinite matrix generated by A.
Before applying the algorithm to interval functions we make the following remarks:
(1) If A' is as constructed in the algorithm then it has at least one zero eigenvalue.
(2) If A(t) is continuous in t, t in a metric space, then A'(t) is continuous. (A(t) is a symmetric n X n matrix function of t.) (3) If XX,X2,..., Xn are the eigenvalues of A and ax,..., an the diagonal elements of A', then 2 I A, I < 2 2 a,.
The proofs of (1) and (3) are elementary so we prove (2) . Using a known result from linear programming the set-valued functions Cm(t) are continuous in t, and, in fact, because S is compact, the Cm(t) are uniformly continuous in t. As in the case where A is constant, we have Cm+l(t) c Cm(t) for each / and m. We define C(i) = Hm Cm(f). We wish to show that C(t) is continuous, that is, for any e > 0 there is a p > 0 so that S(C(t), C(t')) < e if d(t, t') < p. Here <5(-, •) is the usual Hausdorff metric, and d(-, •) is the metric on S. Also, we know that for every e' > 0 there is an M and a p' > 0, <5(Cm(r), C(t)) < e' and d(Cm(t), Cm(t')) < e' if m > M and d(t, t') < p. Application of the triangle inequality gives Ô(C(t),C(t')) < 8(C(t),Cm(t)) + 8(Cm(t),Cm(t')) + ô(Cm(t'),Cm(t)) < e if we take e' = e/3. This proves the continuity of C(t). Now, as in the case of constant A, we define a(t) = (ax(t),... ,an(t)) to be that vector in C(t) which is closest to the origin (in R"). Since C(t) is closed, convex, and disjoint from the origin, existence of a(t) is assured. That this selection is continuous is known.
We turn now to nonnegative interval functions and the original question of this we say that K satisfies a zero PD condition.
In the following results we impose two conditions on the interval function A(A, A'): (wl) the quadratic measure wk(t) it generates is continuous, and (w2) the quadratic measure wk(t) can be generated by any decreasing sequence of partitions 17^, of [0, t] with lim|17B'| = 0. With these conditions we can prove the where x¡ is repeated r¡ times and r¡ = q¡ -q¡_x. It is clear that (Bx,x) = (Ay,y), and the lemma is proved. In the following theorem ÂTA, A') satisfies the conditions (wl) and (w2) Theorem 3.5. If K(A,A') is a continuous nonnegative interval function of bounded variation that satisfies a zero PD condition, then K can be embedded in a continuous interval covariance function, also of bounded variation.
Proof. We intend to construct a covariance function M (A, A') for all A, A'. First, define M(A, A') = K(A, A') for all A and A' nonoverlapping.
To define M on coincident intervals we consider the subsequence rJ" of the binary partitions. As described above each On describes via K a matrix A", for which A'" is the minimal positive definite matrix generated by A". Then substituting the diagonal elements of A'" for those of ATA", A") we arrive at an interval function Kn(A, A'), defined for all A and A' which are intervals or sums of intervals in lJ". In fact for these it is biadditive and if <P = (w, ... by use of the usual interior limits, the continuity of K, the zero PD condition, and Lemma 3.1. Thus, M (A, A') is now completely defined and is continuous by the zero PD condition. It remains to show that M is of the nonnegative type. By construction, M is positive semidefinite for any partition having binary points of division. Now let D = A,,..., A" be any partition. Then there is a partition H7' with binary points of division, ôx, S2,..., S2n_x, where <52,_,, / = \,..., n, is interior and a close approximation to A,, and S2, is the gap between ô2,_! and ô2l+1. Now consider any sequence px,..., p2n_x of complex numbers, with p2, = 0 for each i. Then as a sum of two covariance functions, L(A, A') and M (A, A'), where L(A, A') is the covariance of a process having orthogonal increments, and M (A, A') is the minimal covariance supporting the cross covariance of X(t).
This theorem applies to the continuous process in Lip(<i>i, <J>2, o¥) where <#>, and <p2 are self pairable, for which Young has defined stochastic integrals [4] .
