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DDiode Damage function of diode 
DIGBT Damage function of IGBT 
Dj(t) Degradation process of jth ineffective component 
E[T] Mean time to failure 
Ea Activation energy 
EonD, EoffD   Diode switching energy losses 
EonQ, EoffQ IGBT switching energy losses 
F Failure state  
fr Rolling resistance coefficient 
fSW Switching frequency 
g Gravity 
Gi Threshold value of ith effective component 
h Convective heat transfer coefficient 
Hc Mapping matrix 
hi Ideal convective heat transfer coefficient 
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hplate  Convective heat transfer coefficient of plate 
i Inductor voltage state variables 
I Unit matrix 
i- ΔTj Interval temperature swing 
I0(.), I1(.) 
The first and the second terms of Modified Bessel function of 
the first kind 
iC(t) Capacitor current 
ICrms RMS current of Capacitor 
id(t) Diode current 
IDav Diode average current 
IDrms Diode effective current 
IDUT Current of DUT 
Ii Input average current 
ii(t) Converter input current 
IL Inductor average current 
iL(t) Inductor current 
ILrms RMS current of Inductor 
Imeas Low bias measuring current 
io(t) Converter output current  
IP Power current  
iQ(t) IGBT current  
IQav IGBT average current 
IQrms IGBT effective current 
i-Tj Interval junction temperature 
K Coefficient of thermal resistance variation (equation (3-4)) 
k Total number of effective items 
k0(.), k1(.) 
The first and the second terms of Modified Bessel function of 
the second kind 
kair` Air conductivity 
KB Boltzmann’s constant (8.62×10−5 ev/K) 
khs Heat sink thermal conductivity 
ki Integral coefficient of PI controller 
KID Diode current dependency on switching energy losses 
KIQ IGBT current dependency on switching energy losses 
kp Proportional coefficient of PI controller 
KVD Diode voltage dependency on switching energy losses 
KVQ IGBT voltage dependency on switching energy losses 
L Inductance 
ℓ Total number of ineffective items 
L and L0 
Useful lifetimes under the use condition and testing 
condition 
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Lσ Stray inductance 
M Mass of the vehicle (Mission Profile) 
M 
Global system degradation states (Multistate degraded 
system) 
MI Output/input converter current ratio 
Mi Degradation states of ith effective component 
Mv Output/input converter voltage ratio 
n 
Number of distinct cycles which power semiconductors are 
subjected to in Palmgren–Miner’s rule 
n Voltage stress exponent in capacitor lifetime model  
N Order of Fourier series 
NF 
Number of cycles to failure in Coffin-Manson-Arrhenius 
lifetime model 
NFi 
Number of cycles to failure of the ith particular cycle in 
Palmgren–Miner’s rule 
nfin Number of fins 
Ni Number of the ith particular cycle in Palmgren–Miner’s rule 
Nub Nusselt number 
Nudev Nusselt number for developing region 
Nufd Nusselt number for fully developed region 
Nui Ideal Nusselt number 
Nulaminar Nusselt number of laminar region in the external plates 
Nuplate Nusselt number of plates 
NuTurbulent Nusselt number of turbulent region in the external plates 
P(.) Probability function 
Paux Auxiliary equipment power 
Pb Blocking power loss 
Pconv Power converter 
PCQ/CD IGBT/Diode conduction power loss 
PDUT Power of DUT 
PG  Gate driving power loss 
Pi Intermediate degradation state of ith effective component 
PLossDiode Diode total power loss 
PLossIGBT IGBT total power loss 
PLossrC Capacitor internal power loss 
PLossrL Inductor internal power loss 
Pmax Pointer showing the length of Smax 
Pmin Pointer showing the length of Smin 
Po Output power 
Pr Prandtl number 
PSW Switching power loss  
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Q Internal energy 
q Switching function state variables 
q(t) Switching function  
qconv-fin Fins convective heat transfer 
qconv-plate Plate convective heat transfer 
qrad Radiation heat transfer 
Qrr Reverse recovery charge of Diode 
R Load resistance 
ℝ Mapping range 
R(t) Global system reliability function 
R*eb Channel Reynolds number 
Ra Rayleigh number 
rC Capacitor resistance 
rD Diode internal resistance 
RDS-on  Drain to Source on-state resistance 
Reb  Reynolds number 
Rg Gas constant (8.314 jmol-1.K-1) 
Rg Gate driving resistance 
RGlobal-series(t) Global reliability function of a series system 
Ri(t) ith subset of Global system reliability function  
rL Inductor equivalent series resistance 
rQ IGBT internal resistance 
Rth(c-h) Thermal resistance from case to heat sink  
Rth(h-a) Thermal resistance from heat sink to ambient  
Rth(j-c)Diode Thermal resistance from Diode junction to case  
Rth(j-c)IGBT Thermal resistance from IGBT junction to case  
Rth-base Thermal resistance of heat sink base 
Rth-fin Thermal resistance of fins 
Rth-i ith thermal resistance in Foster thermal model 
Rth-plate Equivalent thermal resistance of plates 
Rth-rad-plate Thermal radiation resistance 
Rth-spread Spreading thermal resistance 
Rx(t) Reliability function of xth item in a series system 
Sj Threshold value of jth ineffective component 
Smax Flexible buffer for maxima  
Smin Flexible buffer for minima  
T Input temperature vector 
t Input time vector corresponding to T 
T and T0 Temperature in Kelvin at use condition and test condition 
Ta Ambient temperature 
Tbase Base temperature 
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tc  Creep time  
TCErr Reverse recovery energy temperature coefficient 
TCEts Switching energy temperature coefficient 
TCrD Diode resistance temperature coefficient 
TCrQ IGBT resistance temperature coefficient 
TCVD Diode voltage temperature coefficient 
TCVQ IGBT voltage temperature coefficient 
Temean Equivalent mean temperature 
tFC Full cycle time 
th High time in switching function 
Th Heat sink temperature  
TjDiode Diode junction temperature 
TjIGBT IGBT junction temperature 
Tjmax Maximum junction temperature 
Tjmin Minimum junction temperature 
tℓ Low time in switching function 
Tm Mean junction temperature 
TS Switching period  
u(t) Input vector 
v Capacitor voltage state variables 
V HEV speed 
V and V0 Voltage at use condition and test condition 
vc(t) Capacitor voltage 
VCE Collector Emitter voltage 
Vce,on  On-state collector-emitter voltage 
Vce,on- Nagetive component of on-state collector-emitter voltage 
Vce,on+ Positive component of on-state collector-emitter voltage 
VCE0 Collector-emitter saturation voltage 
Vcontact 
Electrical contact resistance voltage drop in MOSFET-BJT 
model of IGBT 
VD Diode voltage 
VD0 Diode forward saturation voltage 
VDUT Voltage of DUT 
Vg Gate-Emitter voltage  
VG-TH Gate threshold voltage 
Vi Input average voltage 
vi(t) Input voltage 
vL(t) Inductor voltage 
VMOS MOSFET region voltage drop in MOSFET-BJT model of IGBT 
VNB Drift region voltage drop in MOSFET-BJT model of IGBT 
Vo Output average voltage  
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vo(t) Output voltage  
Von On-state voltage of the power semiconductors 
Vpn p+-n- junction voltage in MOSFET-BJT model of IGBT 
Vref Reference voltage 
WMi Threshold value of state M in ith component 
x State variables (in FSR representation) 
x(t) State vector 
x(t)  Average state vector 
X  Minimum value of parameter X 
X  Maximum value of parameter X 
x(t) FSR of x(t) 
x0(t) Time dependent zero component of FSR of x(t) 
Xfully-degraded Fully degraded component 
Xnew New component 
xαn(t) nth even component of FSR of x(t) 
xβn(t) nth odd component of FSR of x(t) 
Yi(t) Degradation processes of ith effective component 
ZDiode Diode thermal impedance 
ZDiode-IGBT Cross coupling thermal impedance of IGBT on diode 
ZIGBT IGBT thermal impedance 
ZIGBT-Diode Cross coupling thermal impedance of diode on IGBT 
Zth Thermal impedance 
α Exponent of Coffin-Manson-Arrhenius lifetime model 
βair Air density 
Γ Characteristics length 
γ 
Ratio of total heat sources surface and the heat sink base 
area 
δ Mass factor 
ΔiL Inductor current ripple 
Δt Creep dwelling time 
ΔTj Junction temperature swing 
ΔvC Capacitor voltage ripple 
εrad Emissivity of Heat sink 
η Converter efficiency 
ηfin Fin efficiency 
ηt Total efficiency of transmission system and electric motor 
λ Failure rate 
λ(t)  Time varying failure rate 
νair Air viscosity  
ρa Air density 
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σ 
Mechanical stress (Chapter 1) 
Boltzmann constant (5.669×10-8W/m2k4) (Chapter 2) 
τi ith thermal time constant in Foster thermal model 
Φ Cumulative normal distribution function 
Ω Derivative matrix of c (dc/dt=-c Ω) 
Ω Modified Global system state space (Chapter 5) 
Ωi ith effective component state space 
ωS Angular switching frequency 
ΩU Global system state space 
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Introduction 
On a global scale, burning of fossil fuels for supplying power are causing irreparable 
damage to our environment and disturbing the ecological balance. It is not possible 
to continue in this way without there being dire consequences. Therefore, 
developing alternative energy resources and full and hybrid electric vehicles (HEV) 
seems to be essential. Renewable energies can make a real difference as a golden 
opportunity. Due to the uncertain inherent of renewable energy resources, power 
conditioners are required for supplying the demanded power. Researchers are 
pushing back the frontiers of knowledge of power converters every day. Harnessing 
of technology in all sort of creative ways for designing reliable power converters 
grasps the importance. New cutting-edge design of power converters is 
transforming our visions from narrow-minded design to the reliable design of 
power converters. Importance of reliability of power converters is a widespread 
belief for long-term investment and stimulating the investors.  
Reliability of power electronic converters plays a central role in persuading the 
investors and general users since renewable energy resources and other related 
issues have the lion’s share in supplying power demands. We also take the view that 
reliability assessment of a power converter is contributing factor in its design. Keen 
interests have been paid to the reliability of the power electronic converters either 
in component-level or in system-level.  
Among all the power electronic converters, DC-DC power converters make a 
meaningful contribution in transferring and smoothing electrical power. Abundance 
use of DC-DC power electronic converters is a compelling reason for its importance 
as a reliability point of view.  Several frameworks have been established for 
reliability assessment of DC-DC power converters and also a heated debate has been 
sparked off for DC-DC power converters reliability evaluation. The new reliability 
discipline focusing on mathematical or physical reliability assessments have been 
widely applied to the power converters. However, each of them has their own pros 
and cons. Those who support the claim of mathematical reliability evaluation 
advocate that this method is capable of assessing system-level reliability. On the 
other sides, some researchers who have taken the position of physical reliability 
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assessment have laid emphasize on its capability of considering the failure 
mechanisms and mission profiles.  
In mathematical approach (called also as structural approach), collected reliability 
data in the specified field has been utilized. Despite its wrong basic assumption, 
namely an exponential distribution of failures, reliability hand books have become 
the almost exclusive prediction method for the reliability of electronic systems. 
Mathematical approach is capable of assessing reliability either in a component- or 
in a system-level employing some stochastic processes. This means that if a power 
electronic converter can roughly-appropriate works under a local failure 
occurrence, the method is still able to assess the reliability. The weakness point of 
this kind of reliability assessment is the absence of mission profile consideration 
such as temperature cycles and operational cycles. In addition, degradation and 
wearing out of one component on itself and on the other critical components is not 
taken into account leading to much more optimistic reliability assessment.  
Physical approach or physics-of-failure (PoF) based approach is based on the 
knowledge of failure mechanisms by which the considered components and systems 
are failing. This method requires the knowledge of deterministic sciences and 
probabilistic variation theories. Consideration of the mission profile including both 
environmental and operational factors is one of the notable points of physical 
reliability assessment leading to much more realistic reliability estimation of a 
component. In addition, the wearing out of a component is also taken into account. 
However, in addition to its high cost and being time consuming, the detriment of this 
method as well as mathematical approach is the lack of consideration of mutual and 
self-degradation effects on itself and each other. The weakest point of this method 
is that it is restricted to the only component-level or multi component-level 
reliability assessment. Although, this method can deal with the simple reliability 
constructions such as series, parallel and k-out-of-n systems (multi component-
level), it is not suitable for reliability evaluation of redundant system such as 
interleaved power converters. Because in the redundant systems, by changing the 
configuration of the system, operating conditions of the power converter would be 
varied leading to different damage models.  
Thesis objectives and contribution 
Lack of consideration of the dependencies (self- and mutual degradation effects) of 
the power converter’s components in both approaches, lack of consideration of the 
mission profile in mathematical approach and inability of tackling system-level 
reliability evaluation in physical approach as well shape our thinking to provide a 
rationale to meet the above mentioned challenges. The thrust of our argument is to 
merge all the advantages of both approaches by developing a physical reliability 
assessment approach.    
Introduction 
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By time passing, it is clear that the degradation process of a component or a system 
might be accelerated owing to the aging. Accordingly, static reliability assessment 
has not been able to estimate the reliability of a system and some dynamic reliability 
assessments seem to be required. For mitigating the problems of system-level 
reliability assessment, consideration of self and mutual degradation effects 
(dependencies), degradation levels (states) and consideration of mission profile, a 
new method has to be put forward.  
The objectives of this thesis are to integrate the pros of both mathematical and 
physical methods and also tackling their detriments. In the proposed method, 
mission profile of undertaken system has been considered and applied to a 
multistate degraded system. This approach tries to consider the dependencies 
between the power components by defining a finite number of states for the global 
system. In the other word, this method converts a dependent system to a multi-state 
independent system by discretizing the global system states to the specific state 
space. In each state of the global system, detached operating conditions are 
assumed. Accordingly, in addition to the aforementioned challenges, this method is 
capable of analyzing time-varying failure rate.   
Thesis framework and limitations 
Two different reliability assessment frameworks will be proposed in this thesis for 
tackling abovementioned detriments. The first one is interval reliability analysis. By 
using interval reliability analysis instead of an inaccurate value for reliability, one 
can find an interval for the reliability of power electronic converters. Degraded and 
new states of the global system (power electronic converters) both are considered 
in this approach. The second approach is multi state degraded reliability assessment 
and defining a finite number of states in the global system to consider dependencies.  
As a case study, a conventional DC-DC boost converter is taken into account as an 
interface between a battery bank and a motor driver in HEV. A customized 3000W 
200V/400V setup was implemented for validating the effects of degradations 
(dependencies) in the power electronic systems. Based on the literature review, the 
two most critical components in the power electronic converters are power 
semiconductors and power capacitors. It has to be mentioned that the customized 
DC-DC boost converter consists of an IGBT and a power diode as power 
semiconductors.  
Employing the customized conventional DC-DC boost converter, we were able to 
observe the effects of self- and mutual degradations of the components on each 
other. Accordingly, the first challenge, namely dependencies, has grasped the 
importance. For providing aged devices (power semiconductors), an accelerated 
thermal cycling (ATC) aging test was performed.  
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For validating the new frameworks, i.e. interval reliability assessment and multi 
state degraded system, some aging information was extracted from an accelerated 
power cycling (APC) aging test. Regarding to the time limitation, the main focus of 
aging have been zoomed on the power semiconductor aging tests and power 
capacitors’ data has been extracted from literature reviews.   
Thesis organization 
Chapter one deals with the literature review and fundamental theories of 
conventional approaches. In this chapter the failure mechanisms of the critical 
power components and their correlations in their lifetime models have been 
discussed. Chapter two expresses electrical, thermal and power loss modeling of DC-
DC boost power converter. In this chapter, time invariant multi frequency (TIMF) 
modeling capable of evaluating states’ ripples has been investigated. Iterative power 
loss calculation is also expressed. The chapter is ending with the forced convection 
heat sink design and expressing a complete dynamic thermal modeling. While, 
chapter three deals with the experimental procedure and their results including 
thermo sensitive electrical parameter (TSEP) tests, customized DC-DC boost power 
converter, accelerated power cycling aging test, accelerated thermal cycling aging 
test, scanning electron microscope (SEM) and 3D X-ray tomography microscope, a 
newly proposed cycle counting algorithm capable of considering time-temperature 
mean value and creep-fatigue failure mechanism is launched in chapter four. 
Chapter five is expressing the reliability assessment of 3000W 200V/400V DC-DC 
boost power converter as an interface power conditioner in an HEV exposing to 
worldwide harmonized light vehicles test procedure (WLTP) driving cycle. The 
reliability assessment falls into three categories, namely conventional physical 
approach, interval reliability analysis and multi state degraded reliability 
assessment, in this chapter. Finally, a conclusion and summary is drawn in the last 
chapter.  
1  
Literature review 
1-1 Introduction  
There is undoubtedly no dispute in the importance and necessity of the reliability of 
an item. Small wonder, then, that general users lay emphasize on how reliable 
products they utilize. In addition, some organizations such as military systems and 
airline companies are fully aware of the costs of their unreliable products and try 
their bests to make their services as reliable as it is possible. Manufacturers have 
also dealt with their products’ reliability and done their bests to make their business 
profitable. They often push up a huge cost of failure under warranty period time. 
Although the costumers have accepted failure occurrence in their products, they are 
becoming highly sensitive to the failure in warranty time. Thus, manufacturers 
inevitably have to estimate the reliability of their products for the warranty period.  
The ability of well working (without occurring any failure) of a product/system/ 
equipment in the certain period of time is the raised question addressing with the 
aid of the science of probabilities and statistics. Therefore, a clear definition of 
reliability engineering is [1]:  
“The probability that an item will perform a required function without failure under 
stated conditions for a stated period of time.” 
Reliability as a simple definition is the number of failures in a specific period of time. 
Generally, the objectives of reliability engineering are falling into the following 
categories [1], [2]:  
1- To apply engineering and technical knowledge in order to avoid or to decline the 
probability or frequency of failures. 
2-  To identify and to mitigate the prime causes of failures that do occur whether or 
not some efforts have been made to remove them. 
3-  To determine some ways of relieving the failures that do occur providing that 
their causes have not been eradicated. 
4-  To estimate the reliability of newly-design items. 
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Hence, reliability assessment is said to be an inseparable part in engineering fields. 
However, considerable challenges have been also remained and have to be wrestled 
[3], [4].  
An engineering product could fail owing to different reasons. The main reasons are 
as follows: inherently capability of product design, exposing to the overstressed 
working environment, product wearing out, uncertainty of product strength or 
uncertainty of applied load (strength-stress variation), time dependency of failure 
mechanism, errors owing to incorrect specifications and design. Failures have 
various causes and effects and there are also different concepts, perceptions and 
definitions for categorizing the events in the failure or not [1], [4].  
Reliability history belonged to the much earlier time. However, the new reliability 
discipline focusing on one of the Rome Air Development Centre (RADC) objectives, 
namely “developing prediction methods for electronic components and systems”, 
launched in early 1960s [2]. Two launched approaches fell into two following 
categories:  
1- Statistical approach (also called mathematical approach): in this method, 
collected reliability data in the specified field has been utilized. MIL-HDBK-217A 
is the first reliability prediction handbook published in December 1965 by the US 
Navy. It shed the light being well accepted by all designers of electronic systems, 
owing to its flexibility and ease of use. Despite its wrong basic assumption, 
namely an exponential distribution of failures [5], MIL-HDBK-217A became the 
almost exclusive prediction method for the reliability of electronic systems, and 
subsequently other sources of prediction methods gradually disappeared [6]. 
2- Physic of failure approach (PoF and also called physical reliability): it is based on 
the knowledge of failure mechanisms by which the considered components and 
systems are failing. This approach was firstly taken into account in Physics of 
Failure in Electronics symposium sponsored by the RADC and the IIT Research 
Institute (IITRI), in 1962. However, this symposium worked in the different name 
of International Reliability Physics Symposium (IRPS) which was the most 
influential scientific event in failure physics. 
The two approaches seemed to be distinctive; system engineers were focused on the 
‘statistical approach’ while component engineers working on PoF. However, both 
groups realized that two methods were complementary and attempted to unify the 
two approaches. 
In 1974, the RADC as a promoter of PoF approach became responsible for providing 
the second version of MIL-HDBK-217, and of also its subsequent successive versions 
(C to F). In the latest versions, they tried to update the handbook by considering new 
advances in fabrication technology. However, more complex models were extracted 
which made the new models too complex, too costly and unrealistic [6]. In the 1980s, 
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a lot of manufacturers of electronic systems had tried to develop specific prediction 
methods for reliability such as proposed models for automotive electronics by the 
Society of Automotive Engineers (SAE) Reliability Standards Committee and for the 
telecommunication industry (Bellcore reliability-prediction standards). 
1-1-1 Statistical method  
In this approach, mathematical models based on the experimental and/or test data 
has been used for reliability assessment of an item, especially, electronic 
components such as different types of transistors, capacitors, etc. These models and 
data as well could be found in different reliability handbooks. Reliability assessment 
based on the reliability handbooks has two features as follows [7], [8]:  
1- Failure rates are sorted and listed in the “Failure Rate Table” based on the 
components type.  
2- Correction factors are being prepared for modifying the failure rates in the 
different conditions.      
Accordingly, statistical method has tried to estimate the reliability of a specified item 
(here it can be considered as an electronic component) utilizing constant failure 
rates during their performances. Heretofore, a huge number of reliability handbooks 
have been provided by various organizations (but mostly military organizations) in 
order to evaluate and estimate reliability of electronic components [7]–[11]. Some 
of them are explained here as a snapshot.  
1-1-1-1 MIL-HDBK217 reliability handbook  
MIL-HDBK217 is one of the most important reliability hand books and has been 
extensively applied in electronic equipment and components reliability assessment. 
It has been published in 1965 by US navy [2]. It comprised a significant number of 
electrical components and devices and thus, its importance and ease of use being 
grasped by various military and commercial organizations [12]–[15]. Nevertheless, 
its proceeding versions have been published in the different periods of time 
regarding ever-increasing new electronic components production. The latest 
version was published in1995 and never has been updated yet. However, it has to 
be mentioned that there are still substantial number of studies employing such 
reliability models based on MIL-HDBK217 [15]–[17].  
Two estimation models, namely part count and part stress, have been provided in 
MIL-HDBK217. Part count model is applied in the initial design phases in which the 
number of components and their quality levels are specified [7]. In this model, there 
is no detailed information about the components and stress level they are exposed 
to. Part stress model is based on the effects of mechanical, electrical and 
environmental stresses such as temperature and humidity on the failure rates. This 
model is used whenever the design has been roughly completed and the details of 
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applied stresses has been determined. Since much more information is in access, 
more precise estimation is achieved in comparison with part count model.  
In this model, environmental coefficients indicates the environmental stresses on 
the components or equipment. Almost all of the environmental stresses have been 
considered in the latest version [7]. Part stress model, in the component level (but 
not in the system level), calculates the component failure rate of a component 
regarding to the applied environmental stresses. For instance, a component failure 
rate can be estimated as follows: 
P b Q E A T V         (1-1) 
where 
b is the base failure rate extracted from experimental tests in an specified 
condition. Correction factors are including 
T  (temperature coefficient), A  
(application coefficient), V  (voltage stress coefficient), Q  (quality coefficient) and 
E  (environment coefficient). Equipment failure rate (at the system level) can be 
predicted using part count models as follows:  
 
n
EQUIP part i g Q i
i 1
N 

     (1-2) 
where 
EQUIP  is the equipment failure rate. g and Q  are the general failure rate 
and quality coefficient for the ith component, respectively. Npart-i is the number of ith 
component in the system and n is the total number of different components in the 
system.  
MIL-HDBK-217 has provided a considerable database for many different types of 
parts including capacitors, switches, relays, magnetic devices, printed circuit board 
(PCB), etc. This reliability handbook prepares a uniform reliability assessment 
database without emphasizing on significant reliability experiences as a particular 
component [13], [14]. However, this reliability handbook does have limitations [7]. 
Assuming a constant failure rate for different components during their useful 
lifetimes is one of the main limitation this reliability handbook confronts to [3]. Field 
experiences show that the reliability estimation of either components or systems 
have been significantly optimistic. Furthermore, it does not reflect the temperature 
swing effects (or any other mission profile which are completely important to power 
electronics converter) leading to an inaccurate life estimation. Failure rate models 
and database of some components such as insulated gate bipolar transistors (IGBT) 
have not been included and thus the other switches have been considered instead.  
1-1-1-2 IEC-TR-6238 reliability handbook  
This reliability handbook was published in 2004 and aimed to assess the reliability 
of power electronic components and equipment [8]. Environmental and 
performance stresses have been also considered in power electronic components’ 
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reliability assessment as it has been done in the MIL-HDBK-217. With regard to the 
application, level of effectiveness of these kinds of environmental stresses 
(mechanical, chemical, etc.) has been launched [18].  
In addition to the above-mentioned parameters and coefficients, another parameter 
called “mission profile” parameter has been also seriously contemplated through 
reliability assessment in order to increase the accuracy of reliability estimation of 
power electronic components. In fact, mission profile reflects loading level of power 
electronic components (regarding to their application and the converter topology). 
For example, irradiation level is being identified during the year regarding the global 
irradiation map [19]. Hence, in the photovoltaic (PV) applications, the power which 
can be harvested from the sun irradiation and transferred to the grid utility via a PV 
inverter might be specified. Accordingly, one can calculate the electrical stresses 
(finally resulting to thermo-mechanical stresses in PV inverter components) during 
a year or any other specified period of time. This weakness (lack of considering 
mission profile) is evident in MIL-HDBK-217 reliability hand book. It generally 
means that the correction factors have only effects on the base failure rate of the 
component under specified conditions (stresses). For instance, πT is considered as a 
constant temperature coefficient assuming that the component is exposed to the 
specified stresses in MIL-HDBK-217 reliability handbook. Thus, it is not the case in 
the real applications in which the component confronts various stresses (mission 
profile). Furthermore, a much more reliability estimation is achieved regarding the 
consideration of failure sites e.g. package or chip (die) in this reliability handbook. 
For example, a mathematical model of power diode gives:  
 
 
   
 
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 (1-3) 
where πU is the utilization coefficient, λ0 the base failure rate of chip, (πt)i the ith 
temperature coefficient corresponded to the ith diode junction temperature in 
mission profile, τi the ith working time of diode for the ith diode junction temperature 
in mission profile, τon(=Σyi=1 τi)and τoff the on and off working time of the diode, (πn)i 
the ith temperature cycling impact factor seen by the component package with 
temperature cycle of iT  in the mission profile. B , I  and EOS  are base failure rate 
of packaging, utilization impact factor of diode and failure rate related to over 
stresses regarding the application, respectively.   
Although, a considerable number of studies have made effort to assess the reliability 
of their systems by this reliability handbook [18]–[20], lack of consideration of 
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manufacturing technology and various types of power electronic devices result in 
inefficiency.  
1-1-1-3 Other reliability handbooks  
TELCORDIA-SR-332, BT-HRD-5, NTT, CNET, RDF93, RDF2000, SAE, SIMENS-SN-
29500, 217-PLUS and FIDES are the other reliability references, especially 
employed in electronic and power electronic components’ reliability assessment, 
which have been developed their data based on the US army, transportation and 
telecommunication industries [21]–[24].  
TELCORDIA-SR-332 is related to the telecommunication components and 
equipment and provides Bayesian analysis for reliability assessment.  The principle 
of mathematical models of TELCORDIA-SR-332 is based on black box approach [24]. 
This part count approach defines steady state failure rate of equipment and based 
on the experimental data gives mathematical models for reliability assessment. 
Discussing other reliability references is beyond this study and hence interested 
readers are referred to [24], [25].  
1-1-1-4 Comparison of reliability assessment based on the aforementioned 
reliability references 
Table 1-1 indicates a quantitative and qualitative comparison among five well-
known reliability handbooks, namely MIL-HDBK-217, TELCORDIA-SR-332, IEC-TR-
62380, 217-PLUS and FIDES2004. Regarding this Table, one can find that 217-PLUS 
has paramount features in comparison with the other reliability references [26].  
Numerous studies have been estimated reliability of power electronic converters by 
employing mathematical approach [20], [27]–[30]. These studies have been applied 
the above-mentioned reliability handbooks for calculating failure rates of different 
components and finally predicted system level reliability using stochastic processes 
(or other probabilistic methods). These probabilistic methods have been 
extensively used in reliability assessment and risk taking analysis in power 
electronic systems [3].  
1-1-2 Physics of failure method  
Despite that this approach has been extensively used in microelectronic reliability 
for the plenty of years, power electronic researchers have opened up a new issue in 
reliability assessment employing this method [31]–[39]. In power electronic 
systems, this method has been gained considerable interests among the researchers 
owing to the limitation of a systematic design for reliability (DFR) and optimistic 
reliability assessment by the other approaches [40]. 
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Table 1-1. A quantitative and qualitative comparison among five well-known reliability handbooks 
Reliability 
references 
MIL-HDBK-
217 
IEC-TR-
62380 
TELCORDIA-
SR-332 
217-PLUS FIDES 
Version F Edition 1 Issue 1 Edition 1 Issue A 
Date of 
publication 
1995 2004 2001 2006 2004 
Failure rate 
Unit 
Failure in 106 
hours 
Failure in 106 
hours 
Failure in 109 
hours 
Failure in 
106 hours 
Failure in 109 
hours 
Software Yes Yes Yes Yes No 
Default 
environmental 
options 
14 12 5 37 7 
Component 
model 
Multiplication  Multiplication Multiplication Sum sum 
Mission Profile No  Yes  No  Yes  Yes 
Temperature 
cycling 
No  Yes  No  Yes  Yes 
Temperature 
rise in the 
component 
Yes Yes Yes No Yes 
Failure in 
soldering 
No  Yes  No  Yes Yes 
Failure in off  No No  Yes Yes Yes 
Bayesian 
analysis 
No No No Yes No 
 
On the contrary to the statistical method, PoF does not concentrate on a constant 
failure rate model of component and takes into account the mission profile in which 
the components are exposed to. Physics of failure is based on deterministic sciences 
(such as material and chemical sciences) and is able to assess the component 
reliability applying probabilistic and statistic sciences. Not only does this method 
assist in performance recognition and risk reduction in the design phase, but also 
models the failure root causes including fatigue, creep, fracture, corrosion, etc [41].  
PoF based reliability assessment aims to find failure mechanisms and investigate 
the effects of mission profile on the critical failure mechanisms. This leads to 
transfer reliability analysis from component level to the failure mechanism and 
enhances it from reliability prediction to DFR [38].   
In other words, physics of failure of electronic devices have been initially 
determined and then the failure root causes have been recognized. Based on the 
determined failure root causes (such as power cycling or temperature swing) and 
the mission profile (of the considered component) and employing reliability models, 
one can estimate component’s aging and useful lifetime regarding its mission 
profile.  
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In addition, by identifying the failure mechanisms and their corresponding root 
causes, one can use this data for condition monitoring of considered power 
electronic components. As an example, bonding wire lift off in a power 
semiconductor can decrease useful lifetime of the device. Thus, on-state voltage of 
power semiconductor (Von) can be utilized as a failure indicator providing that there 
is sufficient data about the relevance of this voltage to the aging of device [36].  
1-1-2-1 Physics of failure terminology  
In this section, some expressions which are commonly used in physic of failure 
method will be discussed.  
 Mission profile (Load cycle): It is related to all operational or environmental 
(non-operational) conditions affecting the device. There exist numerous load 
cycles that can be individually or simultaneously applied. One can find some 
examples in Table 1-2. 
 Failure mode: It is the effect by which a failure is observed including short 
circuit, open circuit, loss of gate control, parameter drift (RDS-on, ESR, C and 
…), etc. The permissive value of parameter drift is denoted through Failure 
criteria. In addition, one can use these parameter drifting as indicators. For 
example, 20% increase in RDS-on in power metal oxide field effect transistors 
(MOSFETs) is considered as the failure criterion.     
 Failure mechanism: The physical, chemical, thermodynamic or any other 
processes which results in the failure. The failure mechanisms fall into two 
main categories, overstress and wear-out. Some examples are listed in Table 
1-2 [42]. 
 Root cause (failure cause): A specific process, design and environmental 
factors that initiated the failure whose removal will eliminate failure. Some 
examples are listed in Table 1-3 [43]. 
 Failure site: A location in component which a specific failure occurs in it. 
Some examples are listed in Table 1-3.     
 Failure criteria: Criteria or standards, with regard to applications, define or 
denote the failure boundaries. It is totally different from one component to 
the others and also from one failure mechanism to the other failure 
mechanisms. For example, a failure criterion is 100% increase of ESR in 
capacitor.   
 Failure model: It relates to either deterministic or stochastic models (even 
both simultaneously) governing the failure mechanisms. Maybe, in the 
system level reliability assessment, newly established models are required.   
 Damage indicator: It is in charge of indicating the degradation level of 
component required for maintenance or reliability evaluation. These damage 
indicators can be employed for condition monitoring. It is often used to stop 
the aging tests before failure using the Failure criteria. 
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Table 1-2. Mission profiles [42] 
Load Load conditions 
Thermal 
steady state temperature, temperature swing (cycling), temperature gradient , 
temperature swing rate, thermal loss 
Mechanical  Pressure magnitude, pressure gradient, vibration, stress, strain 
Chemical  Humidity level, pollution, particles 
Physical  Radiation, magnetic interface, altitude 
Electrical  Current, voltage, power, frequency 
Table 1-3. Example of Power Semiconductor failure mechanisms [43] 
Failure Mechanism Failure Site Root Cause Failure Models 
Fatigue 
Die attach, wire 
bond/TAB, solder leads, 
bond pads, traces, 
vias/PTHs, interfaces 
ΔT, Tmean, dT 
/dt, dwell time, J 
ΔV and ΔH 
Nonlinear power 
law 
(Coffin–Manson) 
Corrosion Metallization M, ΔV , T Eyring (Howard) 
Electro-migration Metallization T , J Eyring (Black) 
Conductive filament 
formation 
Between metallization M, ∇V Power law (Rudra) 
Stress driven diffusion 
voiding 
Metal traces S, T 
Eyring 
(Okabayashi) 
Time-dependent 
dielectric 
breakdown 
Dielectric layers V, T 
Arrhenius (Fowler–
Nordheim) 
M: Moisture            V: Voltage          H: Humidity         J: Current Density         S: Stress        T: Temperature 
Failure modes, mechanisms and effect analysis (FMMEA) has been extensively used 
in PoF reliability assessment approaches as shown in Fig. 1-1 [32], [44], [45]. Firstly, 
the system and the components and the functions having to be analyzed are defined. 
Then, the potential failure mode is identified. Based on the mission profile (either 
operational or environmental) the potential failure causes are also identified. Next, 
the failure mechanisms and their associated failure models such as Coffin-Manson 
law are identified. Failure models are curve fitted by some accelerated aging tests. 
Finally, one can prioritize the most critical failure mechanism and begin PoF 
reliability assessment approach. Thus, identifying the critical failure mechanisms 
and their root causes as well is paramount of importance in reliability assessment 
based on the PoF algorithm.  
1-1-3 Pros and cons of the two reliability assessment methods 
As seen above, two distinct methods, namely mathematical approach and physics of 
failure based approach have been launched for years and years.  However, none of 
them is capable of mitigating the challenges raising in this field.  
On one side, as a mathematical reliability assessment point of view, this method is 
capable of assessing reliability either in a component- or in a system-level 
employing some stochastic processes. This means that if a system (power electronic  
A Systematic Approach to Reliability Assessment of DC-DC Power Electronic Converters 
 
14 | P a g e  
 
 
Fig. 1-1. Failure mode, mechanisms and effect analysis physics of failure reliability assessment 
method 
converter as an example) can roughly-appropriate works under a local failure 
occurrence (one of the components fails during the normal working but the system 
is well working so far owing to the fault tolerance of system design), the method is 
still able to assess the reliability. Another weakness point of this kind of reliability 
assessment is absence of mission profile consideration such as temperature cycles 
and operational cycles. In other words, the failure rate (λ) is supposed to be constant 
during the systems’ performances. 
DFR is one of the other important aspects in the reliability assessment which is 
playing a major role in the design of a reliable system. Since in the mathematical 
approach there is no consideration on root causes’ identification, thus there is no 
ability to enhance the reliability of the system in the design phase and the reliability 
assessment output is only and only a number. In addition, degradation and wearing 
out of one component on the other critical components is not taken into account 
leading to much more optimistic reliability assessment. Last but not least is the 
consideration of the components’ manufacturing technologies which is still lacking 
in the mathematical reliability assessment.   
On the other side, consideration of the mission profile including both environmental 
and operational factors is one of the notable point of PoF based reliability 
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assessment leading to much more realistic reliability estimation of a component. In 
addition, the wearing out of a component is also taken into account. DFR is also 
achieved owing to the identification of critical failure mechanisms and their 
corresponding root causes. This means that one can easily design a reliable system 
in the design phase by minimizing the root causes effects on the critical components.  
However, this method is significantly costly and time consuming and regarding to 
the distinct manufacturing technologies from one component to the others it 
becomes much more complicated. Another detriment of this method as well as 
mathematical approach is the lack of consideration of mutual degradation effects on 
each other. It means that degradation and wearing out of one components on the 
other critical components is not taken into account.  
The weakest point of this method is that it is restricted to the only component level 
reliability assessment. Thus, in a tolerant system in which the system can also work 
after a failure occurrence in a sole component, this method is not able to estimate 
system level reliability assessment.  
Regarding the above-mentioned discussion one can find that the advantages of PoF 
based reliability assessment far outweigh its disadvantages and it is encouraging 
enough to be modified for proposed method here.  
1-2 Literature review  
By ever-increasing demand of energy and environment protection as well, 
developing alternative energy resources (AERs) and hybrid electric vehicles (HEVs) 
are paramount of importance. Renewable energy resources such as solar and wind 
energies can make a real difference. However, efficient and sustainable exploitation 
of these sorts of energies become an enormous challenge having to be wrestled 
among all the researchers. Additionally, effective employing of HEVs has assessed a 
meaningful significance. Thus, it is undoubtedly one of the most pressing concerns 
facing all the electrical engineers. With regard to their non-fixed and uncertain 
nature, some power converters and conditioners have to be resorted [46]–[50]. 
According to the application and its power range, many types of converters 
including DC-DC, AC-DC, DC-AC and AC-AC have been applied in energy harvesting 
[46], [51], [52].  
Since power converters are wise and popular choices in power conversion and 
power management, the quality of their demand responses play a key role in the 
reliable power systems and equipment. Reliable systems either in utility grid 
(electrical grid in which all the consumers meet their electrical demands) or in 
individual applications must be achieved owing to some reasons. Perfectly reliable 
products have the main priority among all individual consumers due to economic 
issues. Furthermore, utility grid is in charge of supplying uninterrupted electrical 
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energy to the general users. Therefore, a highly reliable utility grid has been 
expected. Since renewable energies account for a considerable share in the energy 
supplying in the utility grid through some power converters and conditioners [53]–
[55], namely power electronic converters, reliability of power electronic converters 
has been gaining importance [40]. Interested in renewable energy conversion, 
automobile systems and the other related applications, persuading investors along 
with the technical issues such as power system stability has always sparked off a 
heated debate among the researchers and businessmen. Furthermore, concerns of 
manufacturers about guaranty time period coupled with the maintenance cost and 
its time period are also undoubtedly two of the most pressing concerns facing all 
electrical engineers. Accordingly, researchers have recently opened up a new issue 
about power electronic converter reliability [56], [57].  
In the last few years, significant attention has been gained in the reliability of power 
electronic converters. Numerous and different metrics of estimating system 
reliability are defined and discussed [58], [59]. Power electronic converters as a 
meaningful system requires mathematical reliability assessment. Component-level 
based failure models are widely discussed [56], [60]–[66]. Several quantitative and 
qualitative methodologies have been also given to establish system-level based 
reliability. These two supplementary models, namely component and system level 
models, merge together to provide precise reliability estimation [58], [67]–[70]. For 
the different cases in which classic design of power electronic converters have been 
used reliability requirements have not been met and thus, numerous approaches 
such as active online/offline monitoring, faults managing, and extending fault-
tolerant operation have been applied for reliability improvement [71]–[82]. One of 
the most efficient solutions for the power electronic converters’ redundancy 
(leading to much higher reliability of power electronic systems) is fault tolerant 
designing [83]–[88]. This kind of designing declines the number of failure by 
managing post fault strategy either in controlling strategy or in converter topology 
and leading to more reliable power electronic systems. Reliability assessment plays 
a considerable part in designing and operating of the systems. Quantitative 
reliability assessment seems necessary in determining whether or not a particular 
design meets requirements. It is also a great metric for comparing various 
topologies, controlling scheme and devices.  
Reliability of power electronic systems’ performances has launched considerable 
challenges in various applications, especially renewable energy exploitations and 
electric motor drive systems, in which power electronic converters are exposed to 
various severe environmental or mission profile stresses [89], [90]. Power 
electronic equipment might be exposed to various stresses such as electrical, 
mechanical, thermal, physical and chemical ones [91]. These sorts of stresses might 
affect power converter’s performance and even might lead to useful lifetime 
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reduction of power electronic equipment [92], [93]. Consequently, useful lifetime 
estimation of power electronic equipment could expect the approximate periodical 
repair and maintenance times. According to this lifetime pattern, one can organize 
repair and maintenance time in order to minimize downtime and repair and 
maintenance costs.  
As an example in the wind farm, distribution of failure rates and their associated 
downtime in various part of wind turbine is illustrated in Fig. 1-2 [40]. Based on Fig. 
1-2, one can find that electrical parts of a turbine have been more likely exposed to 
failure. Hence, reliability assessment in power electronic converters is paramount 
of importance [38], [43], [94]–[96]. In PV systems, PV inverters have been employed 
for converting DC voltage to AC voltage in order to connect the solar panels to the 
grid [97]. In addition to ever-increasing development of PV systems, PV inverters 
are still the most critical sub-system as the failure rate, useful lifetime and 
maintenance cost points of view [97], [98]. Although all the early pioneers in this 
field guarantee at least 20-year-old useful lifetime for their PV modules, useful 
lifetime of PV inverters has been reported about 5 years on average in 2012 [97]. 
Recent report in [98] indicates that 37% of unscheduled repair and maintenance 
and 59% of its corresponding costs were allocated to PV inverters. 
 
Fig. 1-2. Distribution of failure rates and their associated downtime in various part of wind turbine 
[40]. 
Among all of aforementioned power converters and power conditioners, DC-DC 
power converters have a great contribution as a widespread belief in renewable 
energy exploitation and HEVs power conditioning. Meaningful interests have been 
attracted in the reliability assessment of DC-DC power converters in the various 
applications during recent years [99]–[105]. In [99], a modular DC-DC converter has 
been proposed for reliability enhancement of power conditioning of fuel cell (FC) 
stacks. This proposed converter improves the reliability by designing a fault tolerant 
system. This paper does not deal with reliability assessment but with design for 
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reliability. A high area efficient DC-DC power converter has been proposed by [100] 
in which reliability improvement has been achieved via time mode miller 
compensation (TMMC). In [103], passive snubber circuits have been employed in 
DC-DC power electronic converters for enhancing reliability of power converters by 
decreasing switching power loss of IGBT. In this paper, Choe et. al have tried to 
assess reliability of a specific power converter through classical method in both 
cases, namely in absence and presence of passive snubber circuits. Ref. [104] has 
wrestled out with optimum designing of multiple-active-bridge DC–DC converter for 
smart transformer as the reliability point of view. Reliability-oriented optimizing of 
the LC filter of Buck DC-DC power converter has been launched in [105]. In this 
study, a closed loop circuit design and reliability assessment procedure has been 
applied for optimizing LC filter volume versus reliability and power converter useful 
lifetime.  
As it was also mentioned in the first section, there are generally two different 
reliability approaches, namely physical and mathematical approaches also 
extending to the DC-DC power electronic reliability assessment. Numerous studies 
have been carried out for reliability evaluation of DC-DC power converters based on 
the above-mentioned approaches [20], [21], [27], [29], [30], [106]–[112]. Reliability 
assessment of a multistate interleaved DC-DC converters and cost minimizing have 
been considered in [108] employing MIL-HDBK-217F [7]. It reveals that 3-phase 
interleaved DC-DC power converters with 43.4 kHz switching frequency 
demonstrates a much higher reliability in comparison with two other proposed 
scenarios, namely 81 kHz one-phase and 100 kHz two-phase interleaved DC-DC 
power converters as shown in Fig. 1-3. Although, reliability estimation has been 
performed fast, mission profile at which the components are exposed to has not 
been considered leading to some errors in reliability assessment of DC-DC power 
converters. 
 This detriment has been tried to be solved by considering mission profile effects on 
the reliability assessment of power electronic converters [20], [21]. In [20], a 
conventional push pull DC-DC converter as an interface in PV application has been 
understudies and demonstrated that temperature cycling as a mission profile has a 
significant effect on the reliability assessment of power electronic DC-DC converter 
applying MIL-HDBK-217F and IEC-TR-62380 reliability handbooks [7], [8]. 
Temperature cycles contribute with a significant share to the overall failure rate; 
therefore, it is necessary to correctly identify the mission profile that the converter 
is subjected to. There are meaningful differences between the failure rates extracted 
with both methodologies. The discrepancies can be explained by the fact that, in 
each methodology, the sensitivity of the failure rate to a given influence factor is 
different. Thus mission profile consideration plays a major role in reliability 
assessment of power electronic converters. Although, using IEC-TR-62380  
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Fig. 1-3. Reliability curves as a function of time for different scenarios [108]. 
reliability handbook can somewhat solve mission profile consideration (no 
mathematical approaches can completely solve this problem), failure rates are 
assumed to be constant during their useful lifetimes which is not the case in the real 
applications. Failure rate has to be assumed as a bathtub curve in which at the 
beginning and the ending the failure rate is much higher owing to infant mortality 
and wear out, respectively as shown in Fig. 1-4 [3].    
Reliability evaluation of boost DC-DC converter has been performed in [29]. This 
paper tried to consider degradation of devices in the boost converter by taking into 
account some different values for critical components such as capacitors and 
MOSFETs. The procedure is shown in Fig. 1-5. This led to time dependent failure rate 
which was not solvable mathematically owing to a complex reliability integral. The 
mathematics had been numerically solved for only a few specified points. This 
reveals a very small increase in system failure rate due to parameter drifting or 
aging.   
 
Fig. 1-4. Bathtub curve of failure rate [29]. 
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Fig. 1-5. (a) Effect of RDS-on variation of the MOSFET on the reliability of the converter. (b) Effect of 
capacitance C and ESR variations on the reliability of the converter [29]. 
Studies in [27], [30], [110] concentrated on the reliability assessment of multiphase 
interleaved DC-DC power converters (as shown in Fig. 1-6a) using mathematical 
approach. Effect of power switches’ parameters on the failure rate has been 
investigated. It was also the case for the output capacitors. Based on these effects, 
reliability models of the capacitor and the power devices extracted from MIL-HDBK-
217F have been defined and then a system level reliability assessment based on the 
Markov process (stochastic process) as shown in Fig. 1-6b has been performed 
[111], [112]. As it is shown in Fig. 1-6b, there are ten different health states in 
Markov process. State 00 represents the new stage of power converter working 
while state 33 represents a failure stage in power converter in which the converter 
is no longer working. Design for reliability, failure root cause identification, mission 
profile consideration and mutual and self-degradation effects consideration as well 
are all being missed in these studies leading to the optimistic results.  
There are various studies concentrating on DC-DC converters reliability assessment 
based on mathematical method [28], [106], [107], [113]–[117]. All of these studies 
have the same procedure as explained for previous investigations. All the 
mathematical based reliability assessment include the advantages and 
disadvantages presented in 1-1-3.    
On the other side, some most recent studies have focused on PoF reliability 
assessment of DC-DC power converters [118]–[122]. Existing converter-level 
reliability analysis approaches deal with two major limitations: 1) being based on 
constant failure rate models; and 2) lack of consideration of long-term operation 
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conditions (mission profile) [118]. One can complete the limitations by categorizing 
lack of consideration of manufacturing technology, lack of consideration of mutual 
and self-degradation effects on the performance of converters, and lack of focusing 
on the critical failure root causes in order to facilitate design for reliability.  
The main procedure of reliability assessment of DC-DC power converter as an 
interface between the utility and FC plant is shown in Fig. 1-7. Regarding this figure, 
the mission profile has been translated to electrical and thermal parameters and 
then applied to power loss modeling and then to the thermal modeling and finally 
applied to lifetime model and damage model. A notable point is the consideration of 
parameters deviation due to the manufacturing process uncertainties and 
uncertainties of the accelerated aging test owing to the low number of samples 
regarding time and expense limitation. Thereby, normal distribution for the 
constant parameters of power semiconductor lifetime model has been considered 
lading to the Weibull damage distribution employing 10000-sample Monte Carlo 
simulation.  
This procedure also applied for reliability evaluation of capacitors leading to 
another damage distribution. Employing reliability block diagram (RBD) together 
with fundamental system-level reliability led to eventual DC-DC power electronic 
converters.  
On the contrary to the mathematical methods, this applied method tackled some of 
mathematical methods’ detriments. Mission profile, DFR related issues, 
manufacturing technology, and wear-out have been all considered. Additionally, it 
has overcome system level reliability but not as a systematic approach. However, 
mutual and self-degradation effects on the entire system reliability has been opened 
up yet. Also, a systematic system-level reliability assessment approach considering 
mission profile, mutual and self-degradation effects and wear-out is still lacking. 
 
Fig. 1-6. (a) N-phase, interleaved boost converter model. (b) State-transition diagram of three-phase 
converter [27]. 
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Fig. 1-7. Flowchart to predict lifetime of power semiconductor in the operation mode [118]. 
1-2-1 Reliability Models 
1-2-1-1 Component-level based reliability models 
As the component-level based reliability models in power electronic systems, the 
main concentrations have been directed to the failure rate based models in the most 
critical parts including power semiconductors and capacitors [58], [67], [68], [70], 
[123]. Field experiences and previous studies have indicated that capacitors and 
power devices, namely IGBTs and MOSFETs, are the most vulnerable components in 
the power electronic converters. Despite that magnetic elements have also be 
widely used in power electronic converters, previous experiences and studies 
demonstrated that they are much more reliable [124], [125]. Thus, a large number 
of available reliability models have been directed and adopted for these 
components. Empirical-based models, which are typically based on the observed 
failure data to quantify and metricize model variables, are most extensively used to 
analyze the reliability of components. The premise is that the valid failure-rate data 
are readily available either from field applications or from laboratory tests [94]. 
There are many empirical-based reliability models as described in previous 
sections.  
On the other side, PoF based reliability estimation of the critical components such 
as capacitors (especially electrolytic capacitors), power IGBTs and power MOSFETs 
has been also extensively undertaken in component-level [62]–[65]. The PoF based 
Chapter One: Literature Review 
23 | P a g e  
 
reliability method can model critical failure mechanisms, estimate wear-out 
conditions, and integrate reliability into design process, but in component-level 
reliability. However, as previously mentioned it is costly and time consuming and 
requires a substantial knowledge of materials and failure mechanisms [66]. 
1-2-1-2 System-level based reliability models 
For designing a reliable power electronic system, providing a systematic framework 
for reliability assessment is paramount of importance. Vast number of studies and 
methodologies for assessing reliability of power electronic converters have been 
launched in recent years. They fall into three different categories, namely part-count 
methods, combinatorial models, and state-space models [94], [95]. 
Part count model simplicity is one the most brilliant advantages of reliability 
assessment in part count model. Additionally, capability of comparing several 
architectures of power electronic systems is another outline feature of this method. 
However, over conservative reliability estimation of repairable systems or fault 
tolerant system is its detriment.  
Combinatorial models are generalization of part-count models and comprise fault 
trees, success trees, and other reliability blocks diagrams. These approaches are 
able to be used for analyzing reliability of redundant systems. These methods lack 
specifying the details of fault-tolerant systems, such as repair process, imperfect 
coverage, state-dependent failure rates, order of component failures, and system 
reconfiguration [95]. 
One of the most well-known systematic reliability assessment is state space 
modelling such as Markov model. It is based on graphical representation of system 
states corresponding to the different system states as a failure point of view. For 
example, state 1 allocated to the well working states of all components contributing 
in a system and state 2 is allocated to another state with a failure occurrence in one 
of the components. As functionally point of view, Markov models states fall into two 
categories, namely absorbing states and nonabsorbing. First states are allocated to 
failed system configurations, while second states are allocated to the configurations 
in which the system can work properly or with partial functionalities. 
1-2-2 An overview on vulnerable and critical power electronic 
components 
1-2-2-1 Failure distribution and stress sources in power electronic systems  
A comprehensive and extensive study performed by Yang et. al [91] which has been 
also validated by much more recent studies [43], [94], [95] demonstrated the main 
failure sources and distributions based on the experimental fields. From failure 
structure point of view, there are two types of failure, namely intrinsic and non-
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intrinsic. Intrinsic failure is originated by internal degradation of devices or power 
electronic converters. This degradation may be affected by external factors and 
stresses. However, non-intrinsic failure by itself is divided into two cases. First, 
failures originated by over stresses. Second, mal-design of power electronic 
converters. In power electronic systems, over stresses may be wrestled out by 
employing various types of protection systems including hardware and software 
parts.  
For the reliability based designing, indicating failure mode and failure mechanism 
in the critical components (as reliability point of view) is essential. Fig. 1-8a 
indicates failure distribution among power electronic components [126], [127]. 
Regarding this figure, failure probability of capacitors and power semiconductors 
are far higher than the other parts. This fact that capacitors and power 
semiconductors both have allocated the greatest share in power electronic failure 
occurrence has been verified during several recent years [93], [96] and no one 
disputes on.   
 
                                                (a)                                                                                      (b) 
Fig. 1-8. Failure and stress distribution in power electronic components [40]. 
Fig. 1-8b demonstrates the most affecting stress sources in reliability of power 
electronic systems [128]. Regarding this figure one can find that temperature 
cycling and steady state temperature as well are the most dominant stressors in the 
power electronic components’ and systems’ reliability. Accordingly, electro thermal 
analysis and simulation has a significance importance on reliability in power 
electronic systems. It can also clearly be seen that not only are the thermal related 
issues important, but also mechanical related issues such as vibration and shock 
have also paramount of importance. That is why a large number of power electronic 
reliability studies have been directed to mechanical and electro-thermal reliability 
assessment [129]–[131].   
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1-2-2-2 Widely used power electronic components 
It has been reported that power semiconductors as well as power capacitors are 
both the most affecting components in power electronic systems [38], [40]. Fig. 1-9 
depicts abundance of power electronic semiconductors utilization in industrial 
applications including automotive applications, PV system, etc [91]. Power IGBTs 
allocate a considerable share (42%) among the power semiconductors usages in 
power electronic systems. It has been also predictable regarding the considered 
applications dealing with high voltage, high power and low switching frequency. 
This fact has been also validated by recent researches presented in [43], [118], 
[119]. Power MOSFETs and Thyristors are following it by smaller shares, i.e. 27% 
and 14% respectively. The other power devices such as GTO and IGCT do not have 
meaningful contributions in industry applications. 
 
Fig. 1-9. Abundance of power electronic semiconductors utilization [91]. 
Three various types of capacitors have been commonly employed in power 
electronic systems with the distinct features, namely Aluminum Electrolytic 
Capacitors (Al-Caps), Metallized Polypropylene Film Capacitors (MPPF-Caps) and 
high capacitance Multi-Layer Ceramic Capacitors (MLC-Caps) [93]. As a capacitor 
point view, despite there is no quantitative comparisons among all types of 
capacitors, Al-Caps are the most applied capacitors in power electronic systems 
[109], [118].   
 1-2-2-3 Impact, Management and importance of power electronic reliability 
The distribution of failure costs relative to the system costs are shown in Fig. 1-10. 
Regarding this figure, it reveals that 25% of failure occurrence (the greatest share) 
have led to more than 80% of failure cost to the system cost. It shows that a 
considerable cost has been burdened to the power electronic systems whenever a 
failure has occurred in the systems. Thus, many researchers and engineers have 
tried to minimize this cost ratio by some redundant parts leading to higher initial 
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cost investment. Fig. 1-11 demonstrates the methods for mitigating this problem. 
Roughly 42% of reliability improvement methods appertain to the cooling issues 
separated to 24% increased coolant (stronger cooling system) and 18% larger heat 
sink. 
 
Fig. 1-10. Failure cost distribution [91]. 
 
Fig. 1-11. Methods to improve reliability [91]. 
Fig. 1-12 shows the most fragile power electronic components categorized in 
distinct applications. In utility power industry and motor drives, power devices 
(such as IGBTs, MOSFETs, etc.) and capacitors as well are the most fragile 
components, while resistors and inductors do not play a significant role in the failure 
occurrence. It is not true in the case of automotive applications in which insignificant 
capacitor failures have been reported. Accordingly, the most critical power 
electronic components are totally dependent on the applications and are different 
form one application to another. However, one can find that power devices and 
capacitors both play a major part in power electronic reliability in almost all 
applications [91].  
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Failure cost to original system cost ratio versus various applications and industries 
is shown in Fig. 1-13. It reveals that failure occurrence in a power electronic system 
has a meaningful effect on the maintenance and repair cost. For example, failure cost 
to original system cost ratio of 80% and above is allocated 7%, 6% and 5% shares 
in component manufacturers, motor drives and aerospace industries, respectively. 
Disregarding the industries and applications, failure cost to original system cost 
ratio of larger than 80% is approximately 25% of all failure occurrences.  
 
Fig. 1-12. Correlation between various sectors and fragile components [91]. 
 
Fig. 1-13. Correlation between various sectors and failure/cost ratio. [91]. 
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It is found that failure costs caused by power devices are highly application 
dependent. As a comparison, failure costs in utility power industries and consumer 
electronics are not high owing to redundant designing of power electronic systems. 
However, failure costs in transport applications, military, aerospace, and motor 
drives are very high owing to catastrophic results and have unrecoverable effects.  
Fig. 1-14 depicts failure cost to original system cost ratio versus different power 
electronic converters. Regarding Fig. 1-14 and Fig. 1-8, one can find that not only do 
capacitors and power electronic devices have a lion share in failure occurrence in 
power electronic systems, but also they allocate the most failure/cost ratio. In 
different failure/cost ratios, power electronic devices have significant effects.   
 
Fig. 1-14.  Correlation between fragile components and failure/cost ratio [91]. 
1-2-3 Power electronic semiconductors main failure mechanisms  
Modular and discrete power semiconductors including IGBTs and power MOSFETs 
are extensively used in high power and low/medium power applications, 
respectively. As it was previously mentioned, a power converter is one of the most 
fragile parts of energy conversion systems and among its internal components, 
power semiconductors are the most vulnerable parts. Power semiconductor 
devices’ failure mechanisms can generally be separated into two categories: chip-
related failures and packaging-related failures. In fact, chip-related failures can 
generally be attributed to catastrophic failures. These kind of failure mechanisms 
are originated from various factors comprising transient over-voltage, over-current, 
electrical-over-stress etc. However, due to their short transient process, these 
failures are included in the protection category and excluded from the focus of 
reliability research. In this section, the main failure mechanisms in power 
semiconductors are discussed.  
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1-2-3-1 IGBT chip fabrication technologies  
There are various fabrication technologies for discrete power IGBT fabricating 
processes. It is clear that the fabrication technology plays a major role in failure 
occurrence and mechanisms as well. The more types of fabrications, the more failure 
mechanisms and failure indicators have been created. Since the main failures are 
directed by package related issues, importance of failure indicators for evaluating 
useful lifetime seems to be more necessary. Hence, a quick glance on the different 
type of fabrication technologies has been investigated here. This section has focused 
on the commonly held belief in failure indicator in discrete IGBTs, namely Vce,on (on-
state collector-emitter voltage) variations [132] during its aging for developing 
devices’ lifetime estimation. There are different fabrication technologies including 
punch through (PT), nonpunch through (NPT), and trench gate field stop (TGFS) 
discrete IGBTs [132]–[134].  
Fig. 1-15 demonstrates these three different internal structures as well as IGBT 
equivalent circuit. An IGBT can be considered as a MOSFET-controlled bipolar 
junction transistor (BJT) switch. By MOSFET-BJT modeling (Fig. 1-15a), one can 
model Vce,on as follows: 
ce,on pn NB MOS contactV V V V V     (1-4) 
where Vpn is p+-n- junction voltage, VNB (Vdrift) is the drift region voltage drop (n- 
layer), VMOS is the MOSFET region (p-base) voltage drop and Vcontact is the electrical 
contact resistance voltage drop. A much more detailed estimation of on-state 
collector-emitter voltage can be found in [135].  
The internal structures (Front End of Line (FEoL)) of three widely used discrete 
IGBT technologies, namely PT, transparent emitter symmetric structure or NPT, and 
TGFS are demonstrated in Fig. 1-15b– d. There is an extra n+buffer layer on top of p+ 
-substrate and also higher doping concentration in p+ substrate in PT technology in 
comparison with NPT. This additional buffer layer is in charge of declining high-level 
minority carrier injection from p+ -substrate into the drift region. Thus, minority 
carrier lifetime has been reduced and consequently the switching time and the Vce,on 
have been also declined [135]. Furthermore, temperature coefficient of Vce,on is 
expressed as a function of collector current for both PT and NPT fabrication 
technologies . Vce,on of PT IGBT is said to exhibit negative temperature coefficient  for  
relatively wider range of collector current in comparison with NPT IGBT. In NPT 
IGBT the temperature coefficient has been changed to positive value at far less 
collector current values (also known as intersection point on the IGBT IV curve). 
Hence, this makes NPT IGBT much more suitable candidate for thermally coupled 
parallel solution [134], [136]. While PT technology indicates faster turn-off 
switching transient and also lower Vce,on voltage drop, NPT technology has better 
thermal paralleling capabilities. On the other side, trench embedded gate in TGFS 
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design enhances IGBT channel utilization and conductivity by removing the JFET 
effect allowing higher cell packing ratio for the same die size [134]. Generally, TGFS 
technology is known to have faster turn off capability, lower on-state losses 
(conduction losses), short-circuit robustness, and convenience of paralleling 
multiple IGBTs [136]. 
 
Fig. 1-15. Simplified IGBT device structure: a) equivalent circuit, b) PT, c) NPT, and d) TGFS [133].  
1-2-3-2 Packaging structure of power semiconductor 
Power semiconductors, especially discrete type, have been widely used in DC-DC 
power electronic converters. In almost all DC-DC power electronic converters, low 
or medium power conditioning has been considered and consequently discrete 
packaging of power semiconductors are of a great interest. Fig. 1-16 depicts the 
structure of a sample discrete power semiconductor. Regarding this figure, several 
different components have been used in the power device fabrications and 
packaging.  
The main parts of its packaging are including chip (die), solder, baseplate and 
bonding wires. Generally, silicon based chip has been used in discrete power devices 
fabrication due to its technologic maturity. Sn-Ag-Cu based solder (SAC) has been 
also used in fabrication owing to electrical, mechanical and thermal connections 
between chip and baseplate. Baseplate is generally made from copper due to its high 
specific heat rate. Since there is commonly no need for isolating the baseplate from 
the chip and also it is too costly, direct bonded copper (DBC) has not been employed 
in contrary to power modules in which it looks essential. There is no DBC layer 
(isolation substrate), even in “co-PAK” packages in which an antiparallel diode is 
also included.  Accordingly, the chip is directly soldered onto the copper base plate 
leading to the large difference in coefficients of thermal expansion (CTEs) in 
comparing to power module containing DBC. In addition, longitudinal dimensions 
of Si-die and Cu base plate layers produce the maximum shear stress in the die 
attach interface. It stands to reason that in the absence of DBC layer, thermal 
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transient (thermal capacity and thermal time constants) are much faster leading to 
the accelerated degradation of die attach.  
Another important part is bonding wires being in charge of electrical connection 
between emitter and gate to their corresponded leads (in the case of discrete IGBT). 
These wires are made of aluminum owing to their flexibility and their electrical and 
mechanical properties. The number of power bonding wires totally depends on the 
power ranges and lies between 1 to 3 wires. There is a thin aluminum metallization 
between the bonding wires and chip surface for simplicity of soldering processes. 
There is also an epoxy protection layer for avoiding external damages.  
 
Fig. 1-16. Structure of sample discrete power devices 
1-2-3-3 Chip related failure mechanisms 
It was mentioned that chip-related failures are generally leading to catastrophic 
failures and have to be eliminated by either hardware or software protection 
systems or algorithms. Thus, these kind of failure mechanisms are included in 
protection category and excluded from reliability issues in power electronic 
converters. There are several chip-related failure mechanisms including time-
dependent dielectric breakdown (TDDB) [137], latch-up [138] and secondary break 
down [139],  aluminum electromigration (Al EM), copper electromigration (Cu EM), 
Aluminum and Copper Corrosion , Aluminum Stress Migration (Al SM), Copper 
Stress Migration (Cu SM), hot electrons, delamination of die, Conductive Filament 
Formation and Stress Driven Diffusion Voiding. These failures typically occurr in die, 
dielectric layer (oxide layer) and metallization and lead to gate control loss, burnout 
and short circuit. Investigating on this sort of failures are completely beyond this 
study and interested readers are referred to [43], [140].     
1-2-3-4 Package related failure mechanisms 
We will discuss about package related failure mechanisms which are the main object 
of this study. Although there are different failure mechanisms likely occurring in 
power semiconductors, especially discrete power IGBTs, regarding the critical 
stressors, namely steady state temperature and temperature swings [40] (see Fig. 
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1-8b), only the two main probable failure mechanisms are discussed here. It was 
mentioned that the main parts in the packaging of a discrete power semiconductors 
are including bonding wire, die attach (chip solder) and aluminum metallization. All 
of these three parts are in charge of electrical/mechanical/ thermal connections in 
IGBT packaging and package failure mechanisms are implied to these parts.    
1-2-3-4-1 Electro-thermo-mechanical fatigue failure mechanism 
This section concerns the phenomenon of fatigue damage happening when power 
semiconductors are subjected to cyclic loadings. One can describe fatigue 
phenomenon by splitting the domain of the numbers of cycles to rupture into three 
various parts corresponding to different strain behaviors and also different fields of 
applications: first, elasticity corresponds to relatively small stress amplitudes which 
induce large numbers of cycles to failure (see elastic behavior in Fig. 1-17). 
Generally, it has been called “high cycle fatigue”; second, elasto-plasticity 
corresponds to stresses above the yield stress which induce lower numbers of cycles 
to failure. Generally, it has been called “low cycle fatigue”; third, elasto-visco-
plasticity also implies to small number of cycles to failure.  
 
Fig. 1-17. Typical stress-strain (σ-ε) curve for a material.  
From a physical point of view, the repeated variations of stress may induce in metals 
alternate plastic strains producing internal micro stresses responsible of 
microdecohesions by slip band arrests. The initiated micro cracks grow either inside 
the crystals or along the grains boundaries, depending on the materials and the 
loadings, up to coalescence corresponding to initiation of a mesocrack. Plastic strain 
and stress both participate in this phenomenon.  
As previously mentioned, power semiconductors are employed in various electrical 
operating points and conditions e.g. mission profile. Thus, they are exposed to 
different thermal cycling owing to their power losses made in the chip junction. 
Regarding physical structure of power semiconductors comprising various layers as 
shown in Fig. 1-16 with different  
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CTE from 2.6×10-6/K for silicon to 17×10-6/K for copper and 22.3×10-6/K for 
aluminum, a meaningful set of shear and normal stresses are induced in these layers 
[96], [132]. Thereby, electro-thermo-mechanical stresses have been occurred 
during the power semiconductor operations. Thus, power loss in any kind of power 
semiconductors is found to be one of the main drivers for thermal cycling range.  
A repetitive set of shear and normal stresses either in elastic and plastic regions of 
materials are induced in materials (power semiconductors) by electro-thermo-
mechanical behaviors of devices. These stresses are led to elastic and plastic strains 
occurrence in the materials and eventually lead to produce fatigue phenomenon 
along with the materials of power semiconductors. After a large number of cyclic 
stresses, material may be fatigued due to the void coalescence and crack growth.   
Temperature variations can be translated to compression and tensile stresses along 
with materials owing to the multilayer structures as described in the previous 
sections. One can explain the effect of thermal cycling using a typical stress-strain 
curve as shown in Fig. 1-17 [40]. σ and ε are defined as the cyclic stress and 
irreversible/reversible strain (plastic/elastic deformations). Source of cyclic 
stresses are belonged to the temperature cycling in the material. There would be a 
little damage at a low cyclic stresses (below σyield) leading to the reversible strain 
deformation here before called high cycle fatigue. However, a much higher damage 
occurred whenever cyclic stresses are above yield stress (this yield stress is 
different from one material to the others) leading to much more strain with the 
irreversible strain and deformation. Eventually, these kinds of deformations 
gradually either produce some micro cracks and micro voids or grow pre-induced 
micro cracks and micro voids. This kind of stresses are called low cycle fatigue.   
High/low cycle fatigue both can influence the health of power devices such as IGBT. 
Micro cracks production and growth as well as voids creation and coalescence can 
affect the performance of any parts of packaging in a discrete power chip comprising 
bonding wires, aluminum metallization, die attach to the baseplate, etc.  
1-2-3-4-2 Solder joint creep-fatigue failure mechanism 
In general, the time-dependent strength of most materials deteriorates with the 
increase in the operating temperature. The creep and creep-fatigue failures are the 
events that activated with the rise in temperature above the one-third of melting 
point of metals. The mentioned events are intensified upon passing of the time, 
when high temperature induces viscous effects to the materials. From a physical 
viewpoint, the evolution of creep damage includes the formation and growth of 
micro-voids, micro-crack formation at inter-granular sites and their coalescence in 
the crystals triple points. It is also suggested that the formation of inter-granular 
micro-cracks under fatigue cycles can develop among the grain boundaries and 
interact with the defects caused by the creep event. This interaction is nonlinear and 
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the effects of accumulated damage are associated with the materials properties, 
environmental conditions, system design and etc.  
Regarding low melting temperature point of die attach (solder joint between chip 
and baseplate), the most fragile part in the discrete power semiconductor is 
undoubtedly the solder joint (die attach), as a creep-fatigue failure mechanism point 
of view. Due to their low cost and high mechanical properties, Pb-Sn based solder 
materials have been a long time applied to interconnect different components in 
power electronic packages. Nevertheless, the toxic nature of lead affects the human 
health and the environment. Hence, a wide interest has been taken by researchers 
to develop Pb-free solders with different chemical compositions [141]. In recent 
years, SAC based solder materials with low melting point and superior mechanical 
properties have been proposed in the electronic industry. However, their reliability 
properties, including fatigue resistance and creep behavior (due to its lower melting 
temperature), play a major role in the usefulness of power electronic packages. The 
difference in CTE of components along with the thermo-mechanical stresses during 
the operation lead to a creep-fatigue event into the system. In the meantime, it was 
found that the solder joints are the most vulnerable parts for the damage initiation 
and the failure [142], [143]. In order to evaluate the reliability of solder joints under 
thermo-mechanical loading, it is required to analyze the creep behavior of the solder 
and then the produced strain takes into account of fatigue evolution.  
Recently, several studies have been published on the constitutive equation for creep 
strain analysis of SAC solders [144], [145]. Among them, Garofalo-Arrhenius creep 
model is one of the most applicative constitutive models for evaluation of SnAgCu 
solder joints [146]. This model proposes a hyperbolic sine creep equation to model 
the creep event of the solder joints. The following equation demonstrates the steady 
state creep strain rate [147]: 
 
n
cr 1
Q
A sin exp
kT
 
      
 
 (1-5) 
The mentioned equation should be re-written into the following format to adapt 
with the input for implicit Garofalo-Arrhenius creep model [147]: 
  3
C
4
cr 1 2
C
C sin C exp
T
 
      
 
 (1-6) 
cr is the creep strain rate and C1, C2, C3 and C4 are constant values for SnAgCu solder 
[146]. The creep event is the primary damage mechanism for Sn-based solder joints 
under thermal cycling [148]. Hence, it is theoretically necessary to consider the 
creep deformation in the life prediction model.  
Many studies have been done to evaluate the effects of thermo-mechanical cycling 
on the reliability of solder joints in electronic packages. Here we mention some of 
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these works to elucidate the effects of thermo-mechanical events on the 
performance of power electronic packages. Zarmai et al [149] investigated the 
thermo-mechanical response of solder joints in a crystalline silicon solar cell 
assembly using Garofalo-Arrhenius creep model. Their results indicate that the joint 
dimension plays a vital role in the thermo-mechanical reliability of solder joints. 
Talebanpour et al [150] investigated the influence of thermal-mechanical history on 
the creep behavior of Sn-based solders. It was found that during power cycles 
ranging from 0.44 to 0.8 Tm, the thermal cycling reliability of power electronic 
packages was steeply declined. Le et al [151] indicated that process-induced voids 
acts as a key role in the creep-fatigue lifetime of solder joints of a power module. The 
voids are the potential sites for the concentration of stress and crack initiation in the 
solder joints. There are also some other works modeling and demonstrating the role 
of primary voids trapped in the solder material [152]–[154]. Zhang et al [155] used 
finite element simulation and showed that the maximum stress concentrated 
location established a relationship with heights of solder joints. Chen et al [156] 
proposed a model to evaluate the coupling damage effects of low cycle fatigue and 
creep events under thermal cycling of an electronic device. Their case study on a 
lead free solder joint validated the damage model. Coffin-Manson method was used 
to evaluate the solder joints in a package-on-package structure [157]. It was 
reported that the maximum inelastic hysteresis energy accumulated on the solder 
joints in the bottom fine-pitch ball grid array structure. The thermal-fatigue crack 
also initiated in the two symmetrical corners of solder balls in fine-pitch ball grid 
array structure. Zhang et al [158] applied simulation along with Taguchi method to 
study the thermo-mechanical reliability of solder joints in FGBGA device subjected 
to a thermal cyclic loading. They revealed that the solder material is the most 
significant factor among the control factors in the device. Baber and Guven [159] 
proposed peridynamic approach to predict fatigue lifetime of solder joints. This 
approach expresses that the material degradation through energy dissipative 
mechanisms plays a key role in crack initiation and propagation and the cracks 
follow paths similar to cracks produced under quasi-static cycling. Metais et al [160] 
proposed a viscoplastic-fatigue-creep damage model based on a non-linear 
mechanical behavior of solder at the beginning of deformation as well as during 
continuous cyclic aging. Material modeling concentrated on the interpretation of the 
complicated interaction between fatigue and creep and viscoplastic processes. Their 
results had a good agreement with the experimental works.  
1-2-3-5 Failure events 
In the previous section, critical and potential failure mechanisms based on the 
empirical and physical studies have been investigated and revealed that electro-
thermo-mechanical fatigue and creep-fatigue failure mechanisms both are trigged 
whenever power devices are subjected to temperature cycling which is the case in 
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all power electronic converters. In the proceeding section, we concentrate on the 
events, effects and sites of these failure mechanisms occurrences in the power 
discrete semiconductors. Three most common failure mechanism events have been 
reported in significant studies categorized as aluminum reconstruction [161], bond 
wire cracks and lift-off [162], solder joint degradation [163] occur simultaneously. 
The compression and tensile stresses in both chip and packaging parts cause 
deformation and degradation [136], [164].  
1-2-3-5-1 Bond wire  
Degradation and failure events commonly reported is bonding wire cracks and lift-
off [165]. Fig. 1-18 illustrates bonding wire cracks of an aged discrete IGBT. Bonding 
wires are typically made from aluminum and are in charge of electrical connection 
from top layer of power semiconductor, namely Emitter. These wires and their pads 
are much close to the active die subjected to higher thermal swing. Since there is a 
yawning difference between their coefficients of thermal expansion and silicon’s, 
bonding wires experience much higher electro thermo mechanical shear and normal 
stresses. This event signifies considerably at higher switching frequencies in which 
the skin effect (or ac resistance) reduces the effective cross-sectional area of the 
conducting path leading to a non-uniform heat distribution. Consequently, a micro 
crack may grow at the bond wire heel and propagate till a lift off occurs [166].  
1-2-3-5-2 Aluminum reconstruction  
As it was mention, there is an aluminum metallization on the top surface of the chip 
for simplifying electrical connection to the bonding wire and also packaging. 
Aluminum reconstruction is the degradation mechanism occurring at high 
temperature owing to the significant difference in the CTE of aluminum 22.3×10-6/K 
and silicon 2.6×10-6/K (see Fig. 1-19) [38], [132]. Owing to this considerable 
disparity, thermal cycling at significantly higher temperature develops tensile 
stresses on the metallization surface. These tensile stresses can lead to Al grains 
extrusion at the grain boundaries provided that the stresses go through plastic 
region. This develops discontinuity in the conduction path for the electrons through 
the material and eventually increases the Al sheet electrical resistance leading to an 
increase of Vce,on [166]. 
1-2-3-5-3 Solder degradation  
One of the most critical failure events is undoubtedly die-attach or solder joint 
degradation [132]. Regarding to the low absolute melting temperature and 
significant CTE disparity between Si chip and copper base plate, both creep-fatigue 
and electro thermo mechanical fatigue failure mechanisms play major roles in 
solder degradation [39], [135], [167]. Die attach degradation increases both the 
electrical resistance and thermal impedance [168]–[170]. Fig. 1-20 depicts solder 
joint in the case of new and degraded devices. At lower switching frequencies, 
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Fig. 1-18. Damaged bonding wire. a) Cracked bonding wire full scale cross section [133], b) zoomed-
in scale of (a) [133], c) foot crack [165], d) heel crack [165], e) fracture [165], f) lift off [165]. 
 
Fig. 1-19. Damaged aluminum metallization. a) New device, b) Aged device [165, 39]. 
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deterioration of die attach is much faster than that of in bonding wires owing to 
much larger contact surface between the die and the baseplate leading to inducing 
convex/concave stresses. On the contrary to the power module having isolation 
substrate, namely DBC, magnitudes of shear and normal stresses increase owing to 
larger mismatch between the CTE of copper and silicon in discrete power 
semiconductors. While in the power module the range of isolation substrate CTE lies 
within 4 ~ 7.1×10-6/K (which is closer to to 2.6×10-6/K) leading to much lower shear 
and normal stresses. In addition, the thermal dynamics of discrete devices is much 
faster than power module devices due to the absence of DBC layer (mass reduction 
of discrete devices in comparison to power module devices). Hence, faster die attach 
degradation is expected in comparison to bonding wire degradation at lower 
switching frequencies.  
 
Fig. 1-20. Solder joint. a) New device, b) Aged device [170]. 
1-2-3-6 Power semiconductor failure modes (parameter drifting)  
As it was mentioned, three different failure modes, namely open circuit, short circuit 
and parameter drifting, are common in power semiconductors both in power 
modules or discrete chips. Open and short circuits are categorized in catastrophic 
failures being expected that protection system controls them either by software 
algorithm or hardware equipment. Last but not least is the parameters drifting 
playing a major role in failure definition. In the literature, several parameters 
drifting, namely gate threshold voltage (VG-TH), input/output/reverse capacitances 
(Cies, Coes and Cres), on-state collector-emitter voltage drop (Vce,on), breakdown 
voltage (BVCES) and thermal resistance  have been reported [133]. Although, gate 
threshold voltage (VG-TH), input/output/reverse capacitances (Cies, Coes and Cres) and 
breakdown voltage all vary during aging, on-state collector-emitter voltage drop 
(Vce,on) and thermal resistance are common parameter drifting in discrete power 
devices (IGBTs and diodes) and can significantly affect devices performances during 
its aging [133]. Thus, hereafter, the main focus of this study is allocated to them.  
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1-2-3-6-1 On-state collector-emitter voltage drop 
Since Vce,on is a well-known failure indicator in discrete IGBT, its trend during the 
discrete IGBT aging is paramount of importance. As it was illustrated in Fig. 1-8b, 
steady state temperature and temperature cycling are the main stressors in power 
semiconductors leading to thermo mechanical creep-fatigue failure mechanism (it 
will be thoroughly discussed in the next sub-sections). Accordingly, Vce,on variation 
as a main failure indicator in the discrete power IGBT during its thermal aging has 
to be expressed for all different fabrication technologies, namely PT, NPT and TGFS.  
Empirical aging tests performed in [132]–[134] revealed a considerable data about 
on-state voltage trend in discrete power IGBTs. Dusmez et. al [134] demonstrated 
that there is a tangible decreasing trend in the on-state collector-emitter voltage in 
PT technology while with a little lower decreasing trend in NPT and TGFS 
technologies at high temperature (around 200oC). However, this trend converts to 
an increasing trend before the complete device failure [132]. Fig. 1-21 illustrates the 
aging test results of various discrete IGBTs in the specified testing conditions shown 
in the figure. 
 
Fig. 1-21. On-state voltage drop measurement during aging test. a) PT, b) NPT, c) TGFS [134]. 
In other studies, various trends have been reported. As an example, strictly 
increasing on-state voltage trend has been reported for different junction 
temperature swing in [165] while a decrease in the on-state voltage value at the end 
of power device lifetime compared to its initial value has also been reported in [138], 
[163].  
In discrete IGBTs, it has been said that there is a “dip before rise” in the on-state 
collector-emitter voltage during its aging [133]. There are two competing physical 
phenomena (mechanisms) in which at the beginning there is sag and then increasing 
region reveals in the Vce,on. Normally, it is expected to observe an increased electrical 
resistance with respect to aging. It is well-known that crack growth and void 
coalescence in the contact area under thermo mechanical stresses lead to an 
increase in electrical contact resistance. However, it is not the case in all IGBT 
fabrication technologies as shown in Fig. 1-21. Thus, on-state voltage variation is 
prompted by two competing degradations, namely thermal or electrical 
impedances. Die attach deterioration causes thermal impedance degradation 
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leading to a junction temperature rise and intrinsic carrier concentration [171], 
which subsequently lowers on-state collector-emitter voltage reaching the 
minimum value of Vce,on. Beyond that minimum value, the increased electrical 
resistance starts to dominate more and increases the overall Vce,on. It is a notable 
point that increased minority carrier lifetime or reduced gate threshold voltage 
(owing to the temperature rise) may also decline Vce,on. On the other hand, junction 
temperature rise may decrease the carrier mobility leading to Vce,on increase. Thus, 
one can divide on-state collector-emitter voltage to two separate components as 
follows [134]:  
ce,on ce,on ce,onV V V    (1-7) 
Two competing failure mechanisms are illustrate in Fig. 1-22. In this figure, two 
degradations including electrical and thermal impedances are in stiff competition to 
dictate on-state voltage variation. These physical phenomena are thoroughly 
dependent on the fabrication technology. That is why there are various trends in 
Vce,on from one fabrication technology to the others.  
Hence, it is supposed that negative on-state voltage temperature coefficient together 
with degraded thermal impedance is responsible for considerably larger Vce,on sag in 
PT fabrication technology. On the other side, the positive on-state voltage 
temperature coefficient compensates Vce,on sag in on-state collector-emitter voltage 
for NPT and TGFS fabrication technologies as shown in Fig. 1-21. 
 
Fig. 1-22. Competing physical phenomena responsible for the Vce, on variation in IGBT [134]. 
At lower temperature working (around Tjmax=150oC), typically electrical 
degradation dominates thermal degradation. It means that there will be no 
considerable voltage dip in on-state collector-emitter voltage even in PT fabrication 
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technology. It is the case also in high switching frequency applications in which 
bonding wire degradation is predominant and leads to electrical degradation [163], 
[165], [172].  
Fig. 1-23 depicts generic behavior of discrete IGBT on-state voltage during aging for 
various fabrication technologies at two different working temperatures. Regarding 
this figure, one can find that in all fabrication technologies and at the lower junction 
temperature, the trends of on-state collector-emitter voltage are strictly increasing. 
While, in the much higher junction temperature, Vce,on trend is significantly “dip 
before rise” for PT series. It is also the case in the NPT and TGFS series but with a 
very smooth decreasing before rising.  
 
Fig. 1-23. Generic variations in on-state voltage during IGBT aging. 
1-2-3-6-2 Junction-case thermal resistance   
Another important failure indicator is junction-case thermal resistance. Since one of 
the failure events during aging is die attach degradation, junction-case thermal 
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resistance can be significantly affected. Of course, cooling and thermal interface 
material degradations can also affect junction-case thermal resistance. As 
previously mentioned, die attach degradation is illustrated by crack growth and void 
coalescence in the solder joint. Elasto-visco-plastic strain in the solder joint owing 
to creep-fatigue failure mechanisms is the main factor in the die attach deterioration 
[172]. 
Not only is the high junction temperature important, but also the temperature swing 
plays a major role. Manufacturing process induces stress in the solder joint which is 
stored as residual stress leading to initial micro cracks and micro voids [172]. The 
stress close to the crack tips and voids becomes greater than the overall average 
owing to stress concentration. Therefore, plastic deformation zone is formed around 
the tip or voids, causing progressive further degradation. That is why there is also 
plastic deformation (strain) in the solder joint even in the lower temperature 
cycling. In addition to plastic deformation due to fatigue failure mechanism, creep 
accumulated strain is also accelerating die attach degradation.  
Regarding presence of initial micro voids and cracks, trend of the junction-case 
thermal resistance has been expected as nonlinear exponential function as reported 
in [172].  
1-2-3-7 Life time model  
1-2-3-7-1 Electro thermo mechanical fatigue lifetime model  
There are numerous proposed lifetime estimation models for thermal fatigue failure 
mechanisms [172]. They generally falls into two categories 1) analytical behavior 
models such as the Coffin-Manson [173], Norris-Landzberg [174] and Bayerer 
models [175], and 2) physics-of-failure models [175], [176]. The most common and 
well-known lifetime model is undoubtedly Coffin-Manson lifetime model reported 
and validated in numerous studies [174], [175]. The model is defined as follows: 
f j jN ( T ) A T
     (1-8) 
where A and α are both constant and device-dependent. ΔTj expresses the junction 
temperature swing of devices in oC. Nf is the number of cycle to failure based on the 
failure criteria definition (for example 20% increase in junction-case thermal 
resistance). However, regarding the dependency of strain-stress behavior of 
materials, mean temperature of material during shear stress inducing is paramount 
of importance. As a sample, Fig. 1-24a demonstrates stress-strain curve of a 
material. The trace falls into two elastic and plastic regions. Stress-strain behaviors 
of solder for different temperatures are also depicted in Fig. 1-24b [177]. As it can 
be seen from Fig. 1-24b, the material temperature has a significant effect on the 
strain occurring inside the material. Material strain is a key factor in the fatigue 
aging mechanism. Accordingly, in the same stresses, the created strain in the 
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material varies significantly with the temperature variations. In such materials that 
the temperature varies during its loading, the importance of considering time-
temperature-dependent mean temperature has become outstanding leading to 
employ Coffin-Manson-Arrhenius lifetime model [174], [175] as follow:   
f m j j g mN (T , T ) A T exp(Q R T )
     (1-9) 
where Rg and Q are the gas constant (8.314 JMol-1.K-1), internal energy and Tm is the 
mean junction temperature of devices in Kelvin. Thereby, Coffin-Manson-Arrhenius 
model has been widely used in the materials whose strain-stress curve are largely 
depends on mean temperature as the case of solder [177].  
          
(a)                                                                                             (b) 
Fig. 1-24. Strain-stress graph. (a) Typical, (b) Temperature-dependent curve of solder based on 
[177]. 
1-2-3-7-2 Creep lifetime model  
Creep mechanism is one of the most critical aging mechanisms in the material in 
which the working temperature is sufficiently high and is above the one third of its 
absolute melting temperature [178]. In the most materials, a temperature increase 
leads to a decrease in strength of material. In the creep mechanism both the time 
and the temperature are paramount of importance due to its physical mechanism. 
Physically, creep degradation in the materials is owing to the propagation and 
nucleation of micro-cracks and their coalescence to meso-cracks [178], [179].  
On the contrary to the low-cycle fatigue damage process, namely load cycles, creep 
degradation is time-dependent and highly impressed by the dwelling time period 
[156]. For expressing lifetime model of the materials on the creep failure 
mechanism, Monkman-Grant (MG) model has been extensively used [180]: 
cr c MGt C
   (1-10) 
where έcr is the stable creep strain rate, CMG and β are constant and material-
dependent.  
Creep strain rate is a function of environmental temperature, applied stress, 
dwelling time [180]. There are many correlations that can express the creep strain 
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rate such as Anand, sine-hyperbolic and Dorn [147]. Recently, several studies have 
been published on the constitutive equation for creep strain analysis of SnAgCu 
solders [144], [145]. Among them, Garofalo-Arrhenius creep model is one of the 
most applicative constitutive models for evaluation of SnAgCu solder joints [145]. 
This model proposes a hyperbolic sine creep equation to model the creep event of 
the solder joints. The following equation demonstrates the steady state creep strain 
rate [147]: 
  3
C
4
cr 1 2
C
C sin C exp
T
 
      
 
 (1-11) 
C1, C2, C3 and C4 are constant values for SnAgCu solder [146]. The creep event is the 
primary damage mechanism for Sn-based solder joints under thermal cycling [148]. 
Hence, it is theoretically necessary to consider the creep deformation in the life 
prediction model. It was previously mentioned and also revealed from equation (1-
10) that the creep failure mechanism is time dependent which means that the longer 
time the material is exposed to the roughly constant temperature, the more 
degradation occurs. Based on Monkman-Grant model, the dwelling time (Δt) is a key 
factor in calculating the creep useful lifetime.  
1-2-3-7-3 Creep-fatigue lifetime model interaction  
Previous works have only been limited to the high/low cycle fatigue by considering 
only the stress swings and the mean stresses and failed to purpose the dwelling 
times in which the materials have been rested in the roughly constant temperature. 
Fig. 1-25 demonstrates a thermal stress as a function of time. As it is shown in the 
thermal stresses, there can be a lot of dwelling time in which the material is exposed 
to. Thus, it is thoroughly important to also consider the creep failure mechanism in 
lifetime estimation. Creep-fatigue coupled analysis is becoming important owing to 
solder working temperature range.  
 
Fig. 1-25. Coupled creep-fatigue lifetime estimation model. 
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1-2-3-8 Damage models 
1-2-3-8-1 Fatigue damage model  
Several deterministic damage accumulation models have been proposed mainly 
fallen into two categories [181], [182]: linear and nonlinear damage cumulative 
models. Among these fatigue damage accumulation models, the linear damage 
accumulation theory, also known as Palmgren–Miner’s rule [183], is commonly used 
in analyzing cumulative fatigue damage due to its relative simplicity, close 
approximation to reality, and widespread knowledge and utilization. 
The Miner’s rule can be expressed as [134]: 
n
F i m j fi m j
i 1
D N (T , T ) N (T , T )

    (1-12) 
where DF is the total linear accumulated damage, Ni is the number of the ith particular 
cycle, NFi is the number of cycles to failure of the ith particular cycle and n is the 
number of distinct cycles which power semiconductors are subjected to.  
However, linear cumulative damage have some detriments such as absence of 
considering load history, load sequence effects and effects of load interaction. Under 
complex loading, either small cycles or large cycles are dependent on loading 
interaction, sequence, or memory effects.  
Researchers have tried to overcome these detriments by proposing several methods 
such as Damage theories based on the physical property degradation of materials, 
Damage curve approaches, Continuum damage mechanics approaches, Damage 
theories based on energy, Damage theories accounting for load interaction effects, 
Damage theories based on thermodynamic entropy [184]. Although these methods 
have been proposed through recent years, they could not satisfy the users due to 
their complexity and also some disadvantages are reported in [185]. That is why 
linear damage cumulative method also has taken much interests.  
1-2-3-8-2 Creep damage model  
There are many damage models available for solder creep damage model. They can 
be categorized into three groups: creep strain based, creep energy based, and 
damage accumulation based [147]. 
The accumulated creep strain and creep strain energy density per cycle are exerted 
on the fatigue equations to anticipate the lifetime of solder joints. The relation of 
lifetime to the accumulated creep strain follows as [147]: 
Nf = (C*.εacc)-1                                                                                           (1-13) 
where Nf  defines the number of cycles to failure and C* introduces inverse of creep 
ductility. εacc is the accumulated creep strain per cycle. The following equation gives 
the dependency of accumulated creep strain energy density on fatigue lifetime 
[147]: 
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Nf = (W*.wacc)-1                                                                                         (1-14) 
wacc is the accumulated creep energy density per cycle and W* defines the creep 
energy density for failure. 
As described, there are several failure models proposing the creep evolution of 
solder joints under thermal cycling. However, it should be noted that the above-
mentioned models rely on the application of accumulated strain or energy during a 
thermal event into a fatigue model predicting the number of cycles before failure. It 
is of course very important to choose the best model based on the electronic 
configuration, thermal cycle range and the environmental conditions to achieve a 
close prediction for the solder joints. 
Damage accumulation model is based on the Monkman-Grant model (1-10). Thus, 
one can find time per unit creep damage as follows: 
1
c
c MG
1
d
t C

 
   
 
 (1-15) 
Accumulated creep damage during the dwelling period under the same condition 
gives: 
1
C
C MG
t
D t
t C

  
    
 
 (1-16) 
where Δt is the dwelling time. Creep damage accumulation model has been widely 
used in several studies and can predict the useful lifetime with an acceptable 
precision [186].  
1-2-3-8-3 Coupled creep-fatigue damage model  
Although there are many fatigue-creep damage coupling models such as strain range 
partitioning, strain energy partitioning, frequency-modified strain-life equation, 
unified damage and mechanism-based model [187]–[189], the global linear damage 
model [189] will be assumed and expresses as follows  
F CD D D   (1-17) 
where DF and DC are defined by (1-12) and (1-16) respectively.   
1-2-4 Power capacitor main failure mechanisms and lifetime 
models 
As previously mentioned, power capacitors are also critical components in power 
electronic converters as energy savers. There are three various types of power 
capacitors widely used in power conditioners, namely Aluminum Electrolytic 
Capacitors (Al-Caps), Metallized Polypropylene Film Capacitors (MPPF-Caps) and 
high capacitance Multi-Layer Ceramic Capacitors (MLC-Caps) [93], [109], [118]. A 
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comprehensive description of various types of capacitors has been carried out in 
[93].  
Fig. 1-26 illustrates performance of these various power capacitors. Although, 
MPPF-Caps have superior performance in the most different aspects such as voltage 
rating, frequency, reliability, etc, Al-Caps have been widely used due to their energy 
density, cost and capacitance performances. Regardless of what kind of power 
capacitors have been employed in DC-DC power electronic converters, their 
reliability issues have been gaining importance due to the practical and empirical 
records as published by [91].    
 
Fig. 1-26. Qualitative comparison of various types of capacitors [93] 
Failure modes and critical failure mechanisms in all three capacitors are listed in 
Table 1-4. Based on these table, parameters drifting including capacitance (C), 
equivalent series resistor (ESR) are predominant damage indicators in all types of 
power capacitors. Thereby, C and ESR changes due to aging have to be considered 
as main failure indicators in power capacitors. Current and voltage ripples and 
ambient temperature are the most critical stressors in C and ESR drifting in all types 
of power capacitors.     
Equation (1-18) expresses capacitor lifetime model based on the empirical tests 
describing the influence of temperature and voltage stresses [93]. 
n
a
0
0 B 0
EV 1 1
L L exp
V K T T

     
       
     
 (1-18) 
where L and L0 are the useful lifetimes under the use condition and testing condition, 
respectively. V and V0 are the voltages at use condition and test condition, 
respectively. T and T0 are the temperatures in Kelvin at use condition and test 
condition, respectively. Ea is the activation energy, KB is Boltzmann’s constant 
(8.62×10−5 eV/K), and n is the voltage stress exponent. Hence, the values of Ea and 
n are the key parameters to be determined in the above model and obtained as 1.19 
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and 2.46 in [190] and 1.3~1.5 and 1.5~7 in [191], [192], respectively . A simplified 
model from (1-18) is given as follows [193]:   
0
n T T
10
0
0
V
L L 2
V
  
   
 
 (1-19) 
For MPPF-Caps, the exponent n is around 7~9.4 used by leading capacitor 
manufacturers [194]. For Al-Caps, the value of n typically varies from 3 to 5 [195].   
Table 1-4.  Overview of failure modes, critical failure mechanisms and critical stressors [93] 
 
1-3 Conclusion and proposed approach  
According to the state of art, two different approaches have been applied in 
reliability assessment of power converters, namely, mathematical and physics-of-
failure approaches. They both have their specific advantages and disadvantages. 
Since, the advantages of physics-of-failure far outweigh its disadvantages, a PoF 
based reliability assessment would be established through this thesis. In the PoF 
based approach, identifying failure mechanisms and their corresponding root 
causes has paramount of importance.  
The most fragile parts in the power converter system is power semiconductors and 
power capacitors. Discrete power semiconductors, especially IGBT and power 
diode, are exposing to the steady state temperature and temperature swings during 
their useful lifetime due to their internal power losses or environmental 
temperature cycling. Based on the failure root causes, two most probable failure 
mechanisms i.e. electro thermo mechanical fatigue and creep may occur in the 
different sites of packaging such as bonding wires, aluminum metallization and 
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solder die attach all at the package level. These deteriorations finally lead to the 
parameter drifting in the power semiconductors deviating thermal and electrical 
operating points and subsequently accelerating their aging. It is also the case in the 
power capacitors, in which ESR and capacitance deviations may lead to operating 
point changing and consequently power capacitor accelerated aging.  
In the previous reliability assessments of power electronic systems which have been 
deeply focused on the capacitors and the power semiconductors useful lifetime 
estimations based on the physics of failure, researchers have been wrestling with 
some significant detriments. Lack of consideration of the dependencies of the 
components in both approaches, lack of consideration of the mission profile in 
mathematical approach and inability of tackling system-level reliability evaluation 
as well are all facing challenges. The thrust of our argument is to merge all the 
advantages of both approaches by developing physical reliability assessment 
approach.    
By time passing, it is clear that the degradation process of a component or a system 
might be accelerated owing to the aging. Accordingly, static reliability assessment 
has not been able to estimate the reliability of a system and some dynamic reliability 
assessments seem to be required. For mitigating the problem of system-level 
reliability assessment, consideration of self and mutual degradation effects 
(dependencies), degradation level (states) and consideration of mission profile have 
to be put forward.  
The objectives of this thesis are to integrate the pros of both mathematical and 
physical methods and also tackling their detriments. In the proposed method, 
mission profile of undertaken system has been considered and applied to a 
multistate degraded system. This approach tries to consider the dependencies 
between the power components by defining a finite number of states for the global 
system. In the other word, this method converts a dependent system to the multi-
state independent system by discretizing the global system state to the specific state 
space. In each state of the global system, detached operating conditions are 
assumed. Accordingly, in addition to the aforementioned challenges, this method is 
capable of analyzing time-varying failure rate.  System-level reliability assessment 
is also achievable using proposed method.  
In the proceeding chapter, electrical, thermal and power loss modeling of DC-DC 
boost power converter as a case study will be discussed. In this chapter, TIMF 
modeling capable of evaluating states’ ripples has been investigated. Iterative power 
loss calculation is also expressed. Chapter three deals with the experimental 
procedure and their results including TSEP test, customized DC-DC boost power 
converter, accelerated power cycling aging test, accelerated thermal cycling aging 
test. A newly proposed cycle counting algorithm capable of considering time-
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temperature mean value and creep-fatigue failure mechanism is launched in chapter 
four. Chapter five is expressing the reliability assessment of 3000W 200V/400V DC-
DC boost power converter as an interface power conditioner in an HEV exposing to 
WLTP driving cycle. In this chapter, the reliability assessment falls into three 
categories, namely conventional physical approach, interval reliability analysis and 
multi state degraded reliability assessment. Finally, a conclusion and summary is 
drawn in the last chapter.  
 
 
 
 
 2  
Modeling Approach  
Thermal induced failure mechanisms play major roles in aging of power devices. It 
was mentioned that two critical components, i.e. capacitors and power 
semiconductors, have been undertaken. In this study, a conventional DC-DC boost 
converter has been considered as a case study for reliability evaluating. Electrical 
operating point (EOP) and thermal operating point (TOP) are important in the aging 
evaluation of power components. As a perfect example, power semiconductor 
lifetime model is based on the Coffin-Manson-Arrhenius lifetime model (described 
in chapter 1) correlated to the mean junction temperature and junction temperature 
swing. Since junction temperature has been induced from power loss and power loss 
is TOP- and EOP-dependent, electrical, power loss and thermal modeling of power 
electronic converter are grasping importance. In this chapter, electrical, power loss 
and thermal modeling of a conventional DC-DC boost converter will be thoroughly 
discussed. Electrical modeling deals with newly proposed electrical analyses 
capable of well ripple estimation. Voltage and current ripples estimations play a 
meaningful part in the power loss modeling of power semiconductors. Complete 
thermal modeling of global thermal system, considering coupling effect, and its 
validation through finite element simulation will be discussed in the last section.  
2-1 Electrical modeling 
2-1-1 Introduction 
Electrical modeling along with its controlling system analyzing plays a significant 
part in the power conditioning and reliability assessment. EOPs and their dynamics 
have to be taken into consideration in-detail for making the reliability assessment 
much more accurate and realistic [196], [197]. Therefore, electrical modeling has a 
significant contribution in the reliability evaluation. A power electronic system is 
inherently containing time dependent behavior owing to its internal components as 
well as external load or supply variations. In a switching period, almost all the active 
switches such as IGBT, Diode and power MOSFET change their state from 
conducting to blocking or vice versa resulting in time varying power electronic 
system. Accordingly, one can consider that a power electronic system is a linear time 
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varying (LTV) system [198], [199]. Therefore, we encounter an inherent LTV system 
and should employ some approaches to accurately solve this system.  
Generally, power electronic systems solving approaches fall into two main 
categories: linear time varying (LTV) and linear time invariant (LTI). Due to its 
inherent feature, a power electronic system is an LTV system. However, there are 
lots of methods making this LTV system change to a LTI system [200]. This section 
touches the issues related to the electrical modeling of a power electronic system. 
Owing to the their simplicity and convenience, author takes up the position that LTI 
approaches can be more efficient and accordingly only concisely draws an analogy 
between LTV and LTI approaches. 
Firstly, circuit design consideration has been done based on the state space 
averaging model (see Fig. 2-1). It is worth mentioning that active components of 
these DC-DC converters are taken into account as IGBTs and their anti-parallel 
internal diodes (see Fig. 2-2). Secondly, regarding the equivalent circuit of DC-DC 
boost converter in both IGBT conduction and blocking states in a switching period, 
its time varying state space equations would be obtained. In this case, parasitic 
components which have paramount of importance in reliability assessment are 
taken into account (see Fig. 2-2). 
Next, based on the above-extracted state space equations, some LTV approaches and 
LTI approaches have been thoroughly investigated and the parallels and distinctions 
between these two approaches have been briefly drawn. Regarding to the significant 
numbers of components which can be individually affect the whole reliability 
assessment, we lay emphasize on that the chosen approach should have sufficient 
simplicity and accuracy.  
Then, one of the LTI approaches, namely time invariant multi-frequency (TIMF) 
approach, has been employed for solving the time varying state space equations. In 
this section, TIMF will be fully illustrated and applied to our considered converter. 
For having an acceptable accuracy, third-order TIMF will be applied. In addition, the 
results of this method have been compared to the detailed switching simulations in 
MATLAB environment.  
Due to the aging, the electrical parameters deviations such as capacitance decrease, 
equivalent series resistance of capacitor increase and on-state voltage drop of IGBT 
and power diode can affect the reliability assessment. Therefore, one should 
investigate via electrical modeling whether or not these deviation can influence 
reliability evaluation. As it was mentioned, thermo mechanical failures have been 
considered as main failure mechanisms in the discrete IGBT and diode. Accordingly, 
we should deeply concentrated on this issue that how electrical parameters 
deviations can affect the thermal behavior (mainly power loss) of DC-DC boost 
converter.   
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Considering parasitic components (non-idealities) is important in electrical 
modeling. Although, there are numerous parasitic components, only inductor series 
resistor, saturated collector-emitter voltage, IGBT internal resistor, diode forward-
bias voltage along with its internal resistor and equivalent series resistor of 
capacitor are considered here because of their knock on impacts on the converter’s 
operating point. All of the analyses are based on the following assumptions and 
constraints: 
1- Power IGBT is modeled as an open circuit in off-state and a constant 
collector-emitter voltage source VCE0 as well as a constant resistor rQ in on-
state. 
2- Power Diode is modeled as an open circuit in off-state and a constant 
forward voltage source VD0 as well as a constant resistor rD in on-state.    
3- All of the passive components are supposed to be linear and time-invariant. 
In a specified switching frequency, inductors and capacitors are modeled 
with an ideal inductor in series with a resistor rL and with an ideal capacitor 
in series with an equivalent series resistor rC.  
4- Power consumption of control circuit is not considered.   
5- Power losses of components have been considered. 
2-1-2 Ideal DC-DC boost converter analysis 
In this section, steady state behavior of an ideal DC-DC boost converter has been 
analyzed. This study will be focused only on the continuous conduction mode (CCM). 
However, one can also easily extract the expressions in discontinuous conduction 
mode (DCM). A schematic of a DC-DC boost converter and its key waveforms are 
shown in Fig. 2-1. With the assumptions of CCM working and a switching frequency 
much higher than the converter natural frequencies, state space averaging (SSA) 
method can be applied to determine the converter model regarding the small-ripple 
approximation [201]. The equations describing the behavior of converter in two 
different states has been thoroughly discussed in Appendix A. 
 
Fig. 2-1. DC-DC Boost converter, (a) circuit schematic, (b) key waveforms. 
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2-1-3 Circuit design consideration 
In this section, a DC-DC boost converter is designed as battery regulation converter 
in HEV so that its input voltage range is about 200 V (battery side). The maximum 
output power is 3000W. Regarding output voltage value, 400V, corresponding load 
resistance is 53.33 Ohm. Regarding eq. (A-3), it can be easily observed that duty ratio 
is close to 0.5. The switching frequency is assumed to be 20 kHz and the inductor 
current ripple is restricted to
Li 1A   while output capacitor voltage ripple is 
limited to ΔvC=0.5%=2V. Expressions required for calculating values of capacitor 
and inductor can easily obtained from equations (A-4) as 46.87μF and 2.5mH, 
respectively. Accordingly, all of the circuit parameters are known. Regarding above-
mentioned circuit specifications, a 600V-15A power IGBT from Infineon Company, 
namely IKP15N60T, can be employed.  
2-1-4 Detail analysis of Boost Converter  
In this section, we focus on the detailed analysis of the DC-DC boost converter. The 
schematic of this converter with the all of considered parasitic components is shown 
in Fig. 2-2. Fig. 2-2a depicts the converter containing actual components while Fig. 
2-2b demonstrates its equivalent circuit. As it is shown, both IGBT and diode have 
been modeled by a series circuit including an ideal switch, an internal resistor and  
 
Fig. 2-2. DC-DC boost converter with parasitic components, (a) converter schematic, (b) equivalent 
circuit. 
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Fig. 2-3. DC-DC boost converter key waveforms considering parasitic components. 
an internal forward voltage. With the assumption of 5L/rL>>T, the variation of the 
inductor current is linear. The key waveforms of this converter working in the CCM 
is shown in Fig. 2-3. Accordingly, two dependent states have been presented, one is 
related to the period time in which IGBT is on while diode is in blocking state 
(hereafter we shall call this period “on-state”) and the other one is related to the 
remained period in which IGBT is off while diode is in conducting state (hereafter 
we shall call this period “off-state”). The equivalent circuit in both states has been 
demonstrated in Fig. 2-4. Fig. 2-4a shows the converter in on-state in which IGBT is 
on and Diode is off. Fig. 2-4b depicts the converter in off-state in which IGBT is off 
and diode is on. For analyzing and modeling DC-DC boost converter, one should 
obtain state space equations in both operating states. As there are only two 
independent energy storing components, there will be only two independent state 
space equations  [196].  
Time varying state space equations for describing a DC-DC converter in general form 
is written as follows: 
1 2 1 2
d (t)
[q(t) (1 q(t)) ] (t) [q(t) (1 q(t)) ] (t)
dt
    
x
A A x + B B u  (2-1) 
where (t)x  is the state vector, q(t)  is the switching function and getting only 1 or 0 
value (PWM), (t)u  is the input vector and  1 2 1 2, , ,A A B B  are the system matrices 
related to the on-state and off-state operation modes. All the letters written in bold 
are either vectors or matrices. One can easily observe that the elements of (t)x  and 
(t)u are time varying parameters resulting in time varying global state space system. 
There are also lots of approaches that can translate this time varying state space 
system to the much more simplified time invariant state space system at the expense 
of accuracy loss [202]–[204].  
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Fig. 2-4. DC-DC boost converter with parasitic components, (a) on-state, (b) off-state equivalent 
circuits. 
One can consider x  as the following vector:  
L
C
i (t)
(t)
v (t)
 
  
 
x  
Input voltage, saturation collector-emitter voltage of IGBT and Diode forward 
voltage are all considered as an input vector. Accordingly 
i
CE0
D0
v (t)
(t) v (t)
v (t)
 
 
 
  
u  
Differential equations of the considered converter have been carried out in both 
states in Appendix A. According to equations (A-6), (A-7), (A-10) and (A-12) and 
regarding the general time varying state space modeling expressed in (2-1), the time 
varying state space equations for the DC-DC boost converter can obtain as follows: 
CL
Q D L C D0 CE0
C C
C
L D L C i D0
C C
C
L L C
C C C
Rrdi (t) R
L q(t) (r r )i (t) v (t) v (t) v (t)
dt R r R r
Rr R
(r r )i (t) v (t) v (t) v (t)
R r R r
dv (t) R R 1
C q(t) i (t) i (t) v (t)
dt R r R r R r
 
       
  
     
 
 
    
   
 (2-2) 
Rearranging above-mentioned equation in matrix form as described in (2-1), one 
can attain that  
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L Q
1
C 2 2
1
(r r ) 0
L
1 1
0
C R r

 
  
 
 
  
A   
C
L D
C C
2
C C 2 2
Rr1 1 R
(r r )
L R r L R r
1 R 1 1
C R r C R r

 
     
 
 
   
A  
1
2 3
1 1
0
L L
0 0 0

 
 
 
 
B     2
2 3
1 1
0
L L
0 0 0

 
 
 
 
B  
Accordingly, the time varying state space model extraction now has been completed. 
As it was mentioned there are lots of approaches to solve this set of linear equations. 
These methods totally fall into two categories, namely time varying approaches and 
time invariant approaches. However, some methods attempt to firstly make the LTV 
system to a LTI system and then solve the new extracted LTI system with some time 
invariant approaches [200]. Regarding equation (2-1), it is observed that our system 
is LTV due to its coefficients matrices describing the system behavior.  
2-1-5 Applicable approaches to DC-DC converters 
In this section some approaches recently reported in the literature are investigated 
[205]–[207]. All of the discussed methods are based on averaging technique. 
Generalized state space averaging (GSSA) is based on the most common approach 
i.e. state space averaging (SSA) method [201]. In this method, it is assumed that the 
rate of duty cycle command d(t) change in respect to PWM signal frequency is slow 
enough and subsequently the switching function q(t) during a switching time period 
is almost constant. Regarding this assumption one can define the switching function 
q(t) as following (see Fig. 2-5): 
S
S S
1 0 t dT
q(t)
0 dT t T
 
 
 
 (2-3) 
where TS is the switching period. Accordingly, by averaging the state space equation 
in two separated states discussed previously, namely on-state ( q(t) 1 ) and off-
state ( q(t) 0 ), one can obtain SSA model employing (2-1) and (2-3) as follows 
    1 1 2 2
d (t)
d (t) (t) 1 d (t) (t)
dt
    
x
A x B u A x B u  (2-4) 
where x(t)  is the average state vector and indicates the averaged dynamic behavior 
of the interested system. By the assumption that duty cycle command d(t) change in 
one switching period is not significant, equation (2-1) has been transferred (LTV 
model) to equation (2-4) which is time invariant state space equation (LTI model). 
Of course, irrefutable proof has shown that this approach is only valid and 
sufficiently  
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Fig. 2-5. Duty cycle command and resulted switching function. 
accurate when the switching frequency (fS) is much higher than DC-DC converter 
natural frequencies [208]. 
SSA has some disadvantages including lack of estimating states’ ripple (e.g. inductor 
current or capacitor voltage), lack of calculating ripple cross coupling effects [207] 
and it cannot consider the duty cycle command changes during one switching 
period. However, it is easily constructed and can be applied to complicated circuit 
and in addition one can consider closed loop behavior in the global system. One of 
the main reasons that make us not to apply this method in our reliability assessment 
is the lack of estimating states’ ripple (e.g. inductor current or capacitor voltage) in 
the SSA. It is clear that for the reliability assessment, either voltage or current ripples 
play a major role in semiconductor power losses calculation. Since SSA is not capable 
of ripple estimating, it cannot be a sufficiently accurate approach for reliability 
assessment. 
Another approach for analyzing state space equations of DC-DC converters is TIMF 
modeling [200]. This approach is based on the Fourier series and let the coefficients 
of Fourier series be the state variables of the interested system. It is clear that if 
higher order Fourier series (N) was under study, a much more accurate modeling 
can be achieved. This approach has lots of advantages including ripple estimation 
(with arbitrary accuracy thanks to the higher order Fourier series), capable of 
considering feedback and easy construction. Thus, it can be a suitable choice for 
electrical analyzing in reliability assessment. A comprehensive comparison among 
recent approaches (GSSA [209], Krylov-Bogoliubov-Mitropolsky Method [210] and 
Floquet theory [204]) are listed in Table. 2-1.  
Table. 2-1. Comparison of different approaches 
 SSA GSSA KBM Floquet TIMF 
Ripple estimation No Yes Yes Yes Yes 
Model construction  Easy Difficult Difficult Difficult Easy 
Closed loop modeling capability Yes Yes Yes No Yes 
Complexity of development of higher-order 
models 
- Difficult Difficult Difficult Easy 
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2-1-6 Time invariant multi frequency modeling of DC-DC boost 
converter 
In this section, TIMF modeling of a DC-DC boost converter with the assumptions that 
were mentioned at the beginning of this chapter will be explained. This modeling 
will be expressed based on the state space equations of DC-DC boost converter and 
then developed by the rules listed in Table. A-1. Detailed TIMF description has been 
presented in Appendix A. The state space equations was obtained in (2-2).    
Using the rules listed in Table. A-1, 
L L C C
C CL L
L C
2N 1
i CE0 d0
i i CE0 CE0 D0 D0
x i , v
dv ddi ddx d
L L , C C
dt dt dt dt dt dt
q (1 q) ( )
v v v
0 0 0
z v , v , v
0 0 0

  

               

   

     
     
           
     
     
     
x i v
vix
Ωx+ Ωi + Ωv +
Q I Q
z v v v
 (2-5) 
With a tradeoff between accuracy and manipulation time consuming, third order 
Fourier series will be employed (N=3). Accordingly, size of matrices Ω and Q is 
(2N+1)×(2N+1)=7×7. As there are only two energy storing components, size of 
matrices x and A are respectively (2×(2N+1))×1=14×1 and (2×(2N+1))× 
(2×(2N+1))=14×14.  Since three input vectors (u21×1) have been considered, the size 
of matrix B is 2×(2N+1)×21=14×21. By using equation (2-2), we have:  
 
CL
L Q D L C D0 CE0
C C
C
L D L C i D0
C C
C
C 7 L C
C C
Rrd R
L (r r )
dt R r R r
Rr R
(r r )
R r R r
d R 1
C
dt R r R r
  
         
    
     
 
 
    
  
i
Ωi + Q i v v v
i v v v
v
Ωv + I Q i v
 (2-6) 
where iL and vC can be considered as (A-13). Since N=3, 
 
T
L L0 L 1 L 1 L 2 L 2 L 3 L 3
T
C C0 C 1 C 1 C 2 C 2 C 3 C 3
T
L C
i i i i i i i
v v v v v v v
     
     
   
   
i
v
x = i v
 (2-7) 
where FSR coefficients can be estimated by (A-14).  
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Rearranging equation (2-6), state space equations are calculated as follows: 
 
C 7 CL
Q D L D L
C C
7 7 7
C i CE0 D0
C C
7C 7
L C
C C
Rr Rrd
r r (r r )
dt L R r L R r
R R
L R r L R r L L L L
d R 1
dt C R r C R r
    
         
     
   
        
    
   
      
   
Ii Q
Ω i
I I IQ Q Q
v v v v
I Qv I
i Ω v
 (2-8) 
Where I7 is 7×7 unit matrix. Regarding equation (A-19), one can find that: 
s
s
s
s
s
s 7 7
0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 3
0 0 0 0 0 3 0

 
 
 
 
 
  
 
 
  
  
Ω =  (2-9) 
Now, Fourier series representation of the switching function for N=3 is written as:  
0 1 s 1 s 2 s 2 s 3 s
3 s
q(t) q q cos t q sin t q cos 2 t q sin 2 t q cos3 t
q sin 3 t
    

          
 
 (2-10) 
where  
s h
s
s h
s
s h
s
t
h
0 s
st
t
h h
n s s
S St
t
h h
n s s
S St
t t1
q d( t)
2 T
t t t t1 2
q cos(n t)d( t) cos n sin n
n T T
t t t t1 2
q sin(n t)d( t) sin n sin n
n T T









  

     
         
      
     
         
      



 (2-11) 
Regarding Fig. 2-5, one can find that tℓ=0 and th can be calculated by intersecting 
carrier signal (sawtooth signal) with duty cycle command. Duty cycle command is 
considered as follows: 
0 1 s 1 s 2 s 2 s 3 s
3 s
d(t) d d cos t d sin t d cos 2 t d sin 2 t d cos3 t
d sin 3 t
    

          
 
 (2-12) 
Thus, applying Newton-Raphson iterative algorithm with initial value of h0 0 St d T , 
it yields:  
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0 1 s 1 s 2 s
2 s 3 s 3 sS
d d cos t d sin t d cos 2 tt
f (t) 0
d sin 2 t d cos3 t d sin 3 tT
  
  
      
          
 (2-13) 
0 1 s h 1 s h 2 s hh
h
2 s h 3 s h 3 s hS
1 s h 1 s h 2 s h
h
2 s h 3 s h 3 s hS S
hn 1 hn
d d cos t d sin t d cos 2 tt
f (t ) 0
d sin 2 t d cos3 t d sin 3 tT
d sin t d cos t 2d sin 2 t1 2
f (t )
2d cos 2 t 3d sin 3 t 3d cos3 tT T
t t
  
  
  
  

      
          
      
           
  hn
hn
f (t )
f (t )
 (2-14) 
Only one iteration is sufficiently acceptable. Thus  
0 1 0 1 0 2 0
0
2 0 3 0 3 0h0
h h0 0 S
1 0 1 0 2 0h0
S S 2 0 3 0 3 0
d d cos 2 d d sin 2 d d cos 4 d
d
d sin 4 d d cos6 d d sin 6 df (t )
t t d T
d sin 2 d d cos 2 d 2d sin 4 df (t ) 1 2
T T 2d cos 4 d 3d sin 6 d 3d cos6 d
  
  
  
  
      
            
       
         
 
 (2-15) 
Accordingly, 
1 0 1 0 2 0
2 0 3 0 3 0
h S 0
1 0 1 0 2 0
2 0 3 0 3 0
d cos 2 d d sin 2 d d cos 4 d
d sin 4 d d cos6 d d sin 6 d
t T d
d sin 2 d d cos 2 d 2d sin 4 d
1 2
2d cos 4 d 3d sin 6 d 3d cos6 d
  
  
  
  
       
                 
            
 (2-16) 
If we assume open loop operation, i.e. duty cycle command is approximately 
constant (regarding the operating point calculated in equation (A-3), d(t)=d0=0.5), 
it can be easily seen that:  
h 0 St d T  (2-17) 
Therefore,  
       
       
       
h 0 S
0 0
S S
1 0 0 1 0 0
2 0 0 2 0 0
3 0 0 3 0 0
t t d T 0
q d 0.5
T T
2 2 2
q cos d sin d 0 q sin d sin d
1 1
q cos 2 d sin 2 d 0 q sin 2 d sin 2 d 0
2 2 2
q cos 3 d sin 3 d 0 q sin 3 d sin 3 d
3 3 3
 
 
 
 
   
               
              
               
 (2-18) 
It should be mentioned that here 0d 0.5 is only an example for validating the 
approach. In the later sections for mitigating power losses in the DC-DC boost 
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converter duty cycle command is constant but it will be considered
0d 0.52 . This 
value results in nominal voltage ratio, namely MV=2, and converter efficiency of 
96%. 
For N=3, one can easily find the Q matrix as follows, 
1 3
1 3
3 1
3 1 3 3
3 1
1
1
q q
0 2 2
q q
0 2 2
q q
1 0 2 2
q q q q
02 2 2 2
q q
02 2
q
02
q
3 02
q 0 0 0 0
0 q 0 0 0 0
q 0 q 0 0 0
0 0 q 0
0 0 0 q 0 0
0 0 0 0 q 0
q 0 0 0 0 q
 
 
 
   
 




 
 
 
 
 
 
  
 

 
 
 
 
 
 (2-19) 
Accordingly, 
0.5 0 1 0 0 0 1 3
0 0.5 0 0 4 3 0 0
2 0 0.5 2 3 0 0 0
0 0 2 3 0.5 0 1 3 1 3
0 4 3 0 0 0.5 0 0
0 0 0 0 1 0.5 0
2 3 0 0 1 0 0 0.5
  
 
 
   
 
     
 
 
  
   
 (2-20) 
Here for validating the TIMF approach, TIMF modeling is comparing with detailed 
switching modeling performed in MATLAB environment. In this comparison, two 
state variables waveforms, inductor current and capacitor voltage, will be compared 
with each other. The specifications of the considered DC-DC boost converter are 
listed in Table 2-2.  
Fig. 2-6 and 2-7 depict the capacitor voltage and inductor current in three different 
modeling i.e. TIMF, SSA and detailed switching model. Regarding these figures, one 
can find that TIMF has sufficiently acceptable accuracy, both in transient and steady 
state operation modes, being able to be employed in the reliability assessment. It is 
clear that the voltage ripple and current ripple playing a significant role in power 
loss calculation have been completely estimated. Therefore, TIMF modeling will be 
used in reliability evaluation.  
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Table 2-2. Working Conditions and Parameters Values 
Parameter Value Parameter VALUE 
Vi 200V Vout 400V 
Po 3000W R 53.34 Ohm 
L 2.50mH rL 0.3 Ohm 
C 47 µF rC 0.05 Ohm 
rD 
0.04 Ohm 
@Tj=175oC 
VD0 
1V 
@Tj=175oC 
rQ 
0.0726 Ohm 
@Tj=175oC 
VCE0 
0.81V 
@Tj=175oC 
 
Fig. 2-6. (a) Transient of capacitor voltage, (b) Steady state of capacitor voltage  
 
Fig. 2-7. (a) Transient of Inductor current, (b) Steady state of Inductor current 
2-2 Power loss modeling 
2-2-1 Introduction  
Power loss calculation has paramount of importance in estimating useful life time of 
power semiconductor devices exposed to electro-thermo-mechanical creep-fatigue 
failure [211], [212]. For processing electrical power in all power levels, all the power 
electronic devices have their own losses. These power losses are thermally 
dissipated to the environment. The main procedure of specified device power loss 
calculation has been generally provided by its manufacturer. Thus, in this section, 
our focus will be on the relationships expressed by the manufacturer, i.e. Infineon 
Company [213], [214] .        
2-2-2 Power loss calculation (semiconductors) 
In this section, we will concentrate on the power loss calculation of power IGBT and 
diode only based on the component’s datasheet and its application note. To evaluate 
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the efficiency of the DC-DC boost converter and thermal related issues, all the 
components’ power losses will be separately calculated. At first, calculation of IGBT 
and diode power losses will be considered. IGBT and diode power losses can be 
divided in four different groups as conduction losses (Pcond), switching losses (Psw), 
blocking losses (Pb), gate driving loss (PG). Generally, blocking and gate driving 
losses are neglected. 
2-2-2-1 Conduction loss  
IGBT conduction losses can be estimated using an IGBT approximation with a series 
connection of DC voltage source (vCE0) representing IGBT on-state zero-current 
collector-emitter voltage and a collector emitter on-state resistance (rQ): 
CE Q CE0 Q Qv (i ) v r i   (2-21) 
The same approximation can be used for the diode, giving: 
D D D0 D Dv (i ) v r i   (2-22) 
These important parameters can be extracted directly from the datasheet at the 
specified temperature [213]. Fig. 2-8 demonstrates collector emitter and diode 
forward voltages. One can find that both equivalent voltages and series resistors in 
IGBT and diode are changing with junction temperature. Therefore, in our 
calculation we should consider this changing. That is why following coefficients are 
being expressed (with regard to Fig. 2-8). 
CE0 j CE0 VQ j
Q j Q rQ j
v (T ) v (25 C) TC (T 25 C)
r (T ) r (25 C) TC (T 25 C)
  
  
 (2-23) 
where   
4CE0 CE0
VQ
Q Q
rQ
v (175 C) v (25 C) V
TC 6.667 10
175 C 25 C C
r (175 C) r (25 C) m
TC 0.222
175 C 25 C C
   

 
 

 (2-24) 
and  
D0 j D0 VD j
D j D rD j
v (T ) v (25 C) TC (T 25 C)
r (T ) r (25 C) TC (T 25 C)
  
  
 (2-25) 
where  
3D0 D0
VD
D D
rD
v (175 C) v (25 C) V
TC 2 10
175 C 25 C C
r (175 C) r (25 C) m
TC 0.111
175 C 25 C C
   

 
 

 (2-26) 
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Fig.2-8. I-V characteristics of IGBT and power diode (a) Collector-emitter voltage at 20℃, (b) 
Collector-emitter voltage at 175℃, (c) Diode forward voltage [213]. 
The instantaneous value of the IGBT conduction losses is: 
 
 
CQ j CE j Q CE0 VQ j Q
2
Q rQ j Q
p (t,T ) v (t,T ) i (t) v (25 C) TC (T 25 C) i (t)
r (25 C) TC (T 25 C) i (t)
     
   
 (2-27) 
If the average IGBT current value is IQav, and the rms value of IGBT current is IQrms, 
then the average losses can be expressed as (TS is the switching period): 
 
 
S ST T
CQ j CQ j CE j Q
S S0 0
CE0 VQ j Qav
2
Q rQ j Qrms
1 1
P (T ) p (t,T )dt v (t,T ) i (t)dt
T T
v (25 C) TC (T 25 C) I
r (25 C) TC (T 25 C) I
  
  
  
 
 
(2-28) 
The same calculation procedure can be also performed for power diode.  
2-2-2-2 Switching Loss 
The circuit for the examination of the IGBT switching losses is presented in Fig. 2-9. 
It is a single-quadrant chopper supplying an inductive type load. The IGBT is driven 
from the driver circuit, providing a voltage UDr at its output. The IGBT internal diode 
is used as a free-wheeling diode. If an external freewheeling diode is used, the 
calculations are still valid, considering the diode parameters that are taken from the 
diode’s datasheet. 
The turn-on and turn-off energy losses in IGBT and diode depend on numerous 
external parameters including gate driving resistor (Rg), gate-emitter voltage (Vg), 
stray inductance (Lσ), parasitic capacitance (Cσ), collector-emitter voltage (VCE), 
collector current (IQ) and junction temperature (Tj). In this study, we assume that Rg 
, Vg , Cσ and  Lσ are constant and equal to 15Ω, 15V, 39 pF and 154 nH, respectively. 
The others including collector-emitter voltage (VCE), collector current (IQ) and 
junction temperature (Tj) will be considered in the power loss calculation.  It is  
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Fig. 2-9. IGBT chopper driving an inductive load [214] 
noted that in the total switching energy losses, the reverse recovery energy of the 
free-wheeling diode is also considered. 
The switching losses in the IGBT and the diode are the product of the switching 
energies with the switching frequency (fS): 
SQ onQ offQ S tsQ S
SD onD offD S onD S rrD S
P (E E ).f E .f
P (E E ).f E .f E .f
  
   
 (2-29) 
where EonQ, EoffQ, EonD and EoffD are IGBT and diode switching energy losses at the 
time they are turning on or turning off. ErrD is the reverse recovery energy of diode. 
These energy losses are estimated from manufacturer datasheet at typical voltage, 
current and junction temperature [214]. Since, operating points are different from 
these typical values and regarding to the circuit configuration, equation (2-29) can 
be modified as follows: 
  
  
  
IQ VQ
ID D
ID D
K K
oin
SQ j ts S Ets j ref
typ typ
K K
oin
SD j rr S Err j ref
typ typ
K K
oin
rr o S Err j ref
typ typ
VI
P (T ) E .f 1 TC T T
I V
VI
P (T ) E .f 1 TC T T
I V
VI1
( Q V ).f 1 TC T T
4 I V
   
        
   
   
        
   
   
        
   
 (2-30) 
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where typical values (Xtyp) are the values in which the manufacturer has tested the 
devices and measured the interested values including switching loss energy which 
are 15A and 400V for Ityp and Vtyp, respectively.  
Power KIQ , KVQ , KID and KVD are power coefficients expressing the voltage and the 
current dependencies of switching energy losses in IGBT and Diode, respectively. 
These power coefficients are extracted from the curves demonstrated in datasheet 
[213]. Referring to datasheet, it is found that: 
IQ VQ
ID VD
1      1.35
0.6
K  K
K  K 0.6
 
 
 
Last but not least is the switching energy loss temperature coefficients in IGBT and 
diode expressing as following (considering Tref=175℃). 
ts ts
Ets
ts ref
rr rr
Err
rr ref
E (175 C) E (25 C) 0.81mJ 0.57mJ 1
TC 0.00197
(175 C 25 C)E (T ) 150 C 0.81mJ C
Q (175 C) Q (25 C) 1 C 0.24 C 1
TC 0.00506
(175 C 25 C)Q (T ) 150 C 1 C C
 
  
 
   
  
  
 (2-31) 
Power losses in the IGBT and the free-wheeling diode can be expressed as the sum 
of the conduction and switching losses giving: 
IGBT
Loss CQ j SQ j
Diode
Loss CD j SD j
P P (T ) P (T )
P P (T ) P (T )
 
 
 (2-32) 
2-2-3 Analysis of boost converter  
In this section, we focus on the detailed analysis of the DC-DC boost converter. The 
schematic of this converter with the all of parasitic components is shown in Fig. 2-2. 
With the assumption of 5L/RL>>TS, the variation of the inductor current will be 
linear. The key waveforms of this converter are shown in Fig. 2-3.  
In the previous section, the state space equations of the DC-DC boost converter has 
been obtained. Modeling and analyzing this converter has been performed via TIMF 
approach which is based on the Fourier series. One can readily calculate rms and 
average values of input current (inductor current) as follows: 
Lav L0
2 2 22 2 2
L 1 L 2 L 32 L 1 L 2 L 3
Lrms L0
I i 15.955A
i i ii i i
I i 15.96A
2 2 2 2 2 2
    
 
       
 (2-33) 
Therefore, 
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Qav L0
Qrms Lrms
Dav L0
Drms Lrms
I i D 15.955 0.52 8.2966A
I I D 15.96 0.52 11.5097A
I i (1 D) 15.955 (1 0.52) 7.6584A
I I (1 D) 15.96 (1 0.52) 11.0546A
   
   
     
     
 (2-34) 
For overcoming the power losses effect on the voltage ratio, we consider D=0.52. 
Since IGBT and diode power losses are both temperature dependent, the power 
losses should be calculated by iterative algorithm [215]. This algorithm is 
demonstrated in Fig. 2-10. In this algorithm, for ten iterations, power losses of IGBT 
and diode have been calculated.  
For completing the power losses calculation, one needs to employ thermal 
resistance for temperature calculation. One simple thermal equivalent circuit model 
is depicted in Fig. 2-11. Based on this figure, one can easily calculate the junction 
temperature and subsequently power losses. It should be mentioned that thermal 
resistances are as follows (see the next section): 
IGBT
th(h a) th( j c)
IGBT Diode
th(c h) th( j c)
R 1.16 C W R 1.15 C W
R 0.5 C W R 1.9 C W
 
 
 
 
 
After 10 iterations using MATLAB environment, finally power losses along with 
junction temperatures of IGBT and Diode have been calculated and written as  
IGBT IGBT
Loss CQ SQ j
Diode Diode
Loss CD SD j
P P P 15.5742 15.1723 30.7466W T 142.8 C
P P P 12.6339 1.5041 14.1380W T 126 C
     
     
 
 
Fig. 2-10. Iterative algorithm for power loss calculation [215]. 
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Fig. 2-11. Thermal equivalent circuit model 
Power losses of this converter have been calculated as following:  
CL rrIGBT Diode
Loss Loss Loss Loss LossP P P P P     (2-35) 
where 
L
C
r 2 2
Loss Lrms L
r 2 2
Loss Crms C
P I r 15.96 0.3 76.42 W
P I r 7.98 0.05 3.18W
    
    
 (2-36) 
Converter efficiency can be calculated as following: 
out out O O
V I I
out Loss in i i
P P V I
M M ; M 1 D
P P P VI
      

 (2-37) 
Accordingly,  
CL rrIGBT Diode
Loss Loss Loss Loss Loss
O O out
1 1
0.96
P P P P P
1 1
V I P
   
  
 
 
(2-38) 
Voltage transfer ratio: 
CL
V rrIGBT Diode
Loss Loss Loss Loss Loss
O O out
1 1 1 1
M 2
P P P P P1 D 1 D 1 D
1 1
V I P

   
    
 
 
(2-39) 
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2-3 Thermal modeling 
Although all the power electronic components encounter several failures with the 
different mechanisms, power semiconductors such as IGBT and diode have the lion’s 
share in power electronic devices’ failures. Accordingly, almost all the researchers 
dealing with power electronic reliability have paid a considerable attention to 
thermal related issues of power semiconductors. Accordingly, obtaining a 
comprehensive thermal model with a precise and accurate modeling of the junction 
temperature plays a major role in reliability assessment.  
In the next section, a brief heat sink design will be studied. In this stage, although 
there are lots of key factors and parameters being able to affect the design procedure 
(such as all the multi-physics problems) [216]–[218], by avoiding going into great 
detail (viscous flow and thermodynamics issues) and employing previous works a 
compact and tentative procedure has been used. Secondly, static and dynamic 
individual thermal modeling of a chip (either IGBT or diode) will be studied. This 
section makes a practical case for validating the new proposed mathematical model 
via steady state and transient simulation results in ABAQUS environment.  
2-3-1 Heat sink design and validation 
In this section, conventional heat sink, namely trapezoidal plate-fin heat sink, in 
forced convection heat transfer condition will be designed. It is worth mentioning 
that there are lots of heat sink types commercially available [216]. However, owing 
to the wide applications of plate-fin heat sinks [217], [218], only this kind of well-
known heat sink will be considered in this study. Regarding previous section, in the 
nominal condition power loss in IGBT chip is about 30.74 W while for diode chip is 
about 14.13. Based on these values and based on the conventional static thermal 
equivalent circuit model including only thermal resistances, required thermal 
resistance of heat sink can be easily calculated. Therefore, by estimating this thermal 
resistance, one can continue either mathematical thermal modeling or simulations. 
In this part of study, despite roughly inaccurate responses in thermal modeling in 
comparison with 3D representation, only 1D representation of heat transfer (with 
only thermal resistances) have been employed. It is worth mentioning that this kind 
of modeling has been only used for heat sink designing and would have been 
validated by simulations. However, after heat sink designing, an accurate thermal 
model will be proposed in which all the thermal dynamics and thermal cross 
couplings have been considered.   
2-3-1-1 Heat sink thermal resistance  
The IGBT and diode chips mounted on a single heat sink have been depicted in Fig. 
2-12. Rth(j-c), Rth(c-h) and Rth(h-a) are thermal resistances of junction to case, case to heat  
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Fig. 2-12. Physical configuration of IGBT and Diode. 
sink and heat sink to ambient, respectively. All the temperature nodes are defined 
in the figure. The main goal is to estimate Rth(h-a). Regarding Fig. 2-12, one can find 
that this configuration induces a thermal coupling between both chips. Therefore, 
simultaneously discussing of thermal modeling using thermal impedance matrix 
seems necessary [219], [220]. This study will be carried out in the last section of the 
current chapter. 
Regarding obtained results and the depicted structure in Fig. 2-12, static thermal 
equivalent circuit model can be drawn in Fig. 2-11 [220]. As it is shown in Fig. 2-11, 
there are two thermal paths. Therefore, by writing KTL (Kirshoff Thermal Law) on 
this two closed loops, one can find the following equations: 
IGBT IGBT IGBT IGBT IGBT Diode
j Loss th( j c) th(c h) Loss Loss th(h a) a
Diode Diode Diode Diode IGBT Diode
j Loss th( j c) th(c h) Loss Loss th(h a) a
T P (R R ) (P P )R T
T P (R R ) (P P )R T
  
  
    
    
 (2-40) 
where IGBT
LossP  and 
Diode
LossP  are the power loss in IGBT and diode, respectively, 
IGBT
jT  and 
Diode
jT  are the junction temperatures of IGBT and diode, respectively. Therefore, one 
can easily calculate heat sink to ambient thermal resistance as follows: 
IGBT IGBT IGBT IGBT
j a Loss th( j c) th(c h)
th(h a) IGBT Diode
Loss Loss
Diode Diode Diode Diode
j a Loss th( j c) th(c h)
th(h a) IGBT Diode
Loss Loss
T T P (R R )
R
(P P )
T T P (R R )
R
(P P )
 

 

  


  


 (2-41) 
All of the right side parameters of equation (2-41) are known (either calculated or 
extracted from datasheet). Between two equations of (2-41), the lower heat sink to 
ambient thermal resistance has to be considered. IGBT
th( j c)R  and 
Diode
th ( j c)R   are 1.15℃/W 
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and 1.9℃/W, respectively [213]. For both IGBT and diode, the same thermal 
interface material with 0.5℃/W thermal resistance (at 400 psi) has been used. 
Therefore, from equations (2-41), Rth(h-a) can be calculated as 1.16℃/W and 
1.53℃/W (for the worst case, junction temperatures in both IGBT and diode are 
assumed to be 170℃ and ambient temperature is assumed to be 40℃. We also 
assumed that both IGBT and diode have been aged and their junction-to-case 
thermal resistances have increased by 20% leading to 1.38℃/W and 2.3℃/W, 
respectively. In this degraded case, the internal on-state resistances of IGBT and 
diode have become 165% (39.34×165%) and 200% (23.34×200%) nominal values, 
respectively, i.e. 20% increase in either IGBT collector-emitter voltage or diode 
forward voltage. Therefore, the power losses of IGBT and diode can be calculated 
35.9W and 17.4W, respectively). 
Since, the chips are not identical, the required thermal resistance is the smaller of 
the two above-mentioned values. Accordingly, Rth(h-a)=1.16℃/W will be taken into 
account. At the end of this section, we support the claim that this thermal resistance 
would be sufficient for our converter thorough simulation.  
2-3-1-2 Heat sink design  
In this section, the procedure of the heat sink design will be briefly explained. Fig. 2-
13 has depicted the IGBT and diode devices mounted on the back of plate-fin heat 
sink. The distance between these two devices should be estimated as a trade off 
between cooling quality and parasitic inductance in power circuit [216]. There are 
lots of physical issues having to be known such as computional fluid dynamic and 
heat transfer as a background for heat sink design. However, stating them here 
seems to be beyond this study and interested readers are refered to [216]–[218]. It 
is also mentioned that the goal of this section is not to optimize the heat sink.  
 
Fig. 2-13. Assembly of chips on the heat sink 
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Heat transfer types fall into three categories, conduction (Fourier’s law), convection 
(Newton cooling law) and radiation (Stefan-Boltzmann) [216]. Regarding Fig. 2-12, 
the heat transfers from heat sources (namely IGBT and diode chips) as a conductive 
heat transfer mode to the lead frame of the chips thorough solder areas and then 
conduct to the heat sink. After that this amount of heat dissipates into the ambient 
thorough heat sink fins and flat plates (external sections of heat sink including the 
plates where the chips are located on and the side plates) in convective and radiating 
heat transfer modes. In comparison with the convective heat transfer coefficient of 
fins, radiating heat transfer coefficient can be neglected. While, in the heat sink outer 
plates, the effect of radiating heat transfer should be taken into account. With regard 
to the length of fins, one can assume that temperature distribution (temperature 
gradient) and fins’ area are both non-uniform. It means that heat transfer will not 
be uniform along with the fins of heat sink. Accordingly, a coefficient called fin 
efficiency is defined to take into consideration this non-uniformity in the 
temperature gradient and fins’ area [216]–[218]. This coefficient makes a significant 
contribution in this kind of analysis. Therefore, here a complete discussion would 
be carried out.  
2-3-1-2-1 Convective heat transfer 
Fig. 2-14 shows the plate-fin heat sink with its in-detail dimensions. Designing heat 
sink is beyond this study and interested readers are referred to [217]. However, 
some key correlations are described here. In the air forced convection, the fluid 
flowing pattern completely depends on length and roughness of channels surfaces 
in which air is blowing. Fig. 2-15 shows the fluid pattern along the length of channel. 
Empirical correlations have been proposed to consider two merged Nusselt 
numbers (i.e. developing and developed).  
1/3
3 3
i
i
fd dev air
h1 1
Nu
Nu Nu k

     
      
     
 (2-42) 
where Nui is ideal Nusselt numbers and Nufd and Nudev are fully developed and 
developing parts of Nusselt numbers, respectively. hi is ideal convective heat 
transfer coefficient. kair is the air thermal conductivity and Γ is a characteristics 
length and defined by: 
hs hs
hs hs
2c s
2c
 
s
 

 (2-43) 
where shs is average fin spacing. Fully developed and developing parts of Nusselt 
numbers are defined as follows for 0.26<R*eb<175 [221]: 
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*
fd eb
* 1 3
dev eb
*
eb
Nu 0.5 R Pr
3.65
Nu 0.664 R Pr 1
R
  
 
  
 
 
 (2-44) 
R*eb is the channel Reynolds number and equals to Reb×(shs/ℓhs) in which Reb is 
Reynolds number. Pr is Prandtl number. Reynolds number and Prandtl number are 
related to kinematic viscosity, thermal diffusivity, average air velocity in channels 
and heat sink geometry [221]. 
One can also calculate ideal convective heat transfer hi from eq. (2-42). Nub can be 
estimated by applying fin efficiency to the Nui. Fin efficiency for trapezoidal channels 
can be calculated by the following expression:  
b 1 a 1 b 1 a 1 b
fin 2
hs 1 a 0 b 1 a 0 b
k ( )I ( ) I ( )k ( )
2K C k ( )I ( ) I ( )k ( )
      
   
     
 (2-45) 
where k0(.), k1(.), I0(.) and I1(.) are the first and the second term of Modified Bessel 
function of second kind and the first and the second term of Modified Bessel function 
of first kind and  
 
Fig. 2-14. Interested plate-fin heat sink 
 
Fig. 2-15. Type of fluid flow [216] 
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1 a hs b hs b hs
a
hs
hs b hsi
b
hs
t t t (1 tan )
tan 2K
2c 2 tan
c t (1 tan )h
K 2K
k sin 2 tan
   

   
    
 
  
  
 
 (2-46) 
Accordingly, 
b fin iNu Nu   (2-47) 
where Nub is the actual Nusselt number and ηfin is expressed by equation (2-45). 
And  
air bk Nuh 

 (2-48) 
Now, thermal resistance of fins can be easily obtained by  
th fin
fin
fin fin hs hs hs
1
R
hA
A (n 1)(s 2c )
 
  
 (2-49) 
where 
finn is the number of fins in the considered heat sink. 
Other parts of the heat sink are also exposed to the ambient and accordingly should 
be taken into consideration in our calculation. The plates of heat sink (side plates) 
are also exposed to the ambient. For estimating convective heat transfer coefficient 
on the heat sink plates, the following equations based on the mathematical model in 
[216] will be employed, 
1
m m 1 12m
plate la min ar turbulant
la min ar 1/4
la min ar plate
1/3
turbulant plate
turbulant 9
plate
Nu ((Nu ) (Nu ) ) ; 10 Ra 10
2
Nu
ln(1 2 / (C Ra ))
C Ra
Nu
1 1.4 10 Pr/ Ra
   



  
 
(2-50) 
where Ra is the Rayleigh number and is defined as follows:   
3
air base hs
plate 2
air
la minar turbulant
g (T T ) Pr
Ra
C 0.103 C 0.515 m 6
 

  
 (2-51) 
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It should be mentioned that all of these side plates are in vertical orientation and 
consequently, above-mentioned correlation can be simultaneously apply to all of 
them. Accordingly, thermal resistance of these plates can be obtained by  
hs
th plate
plate plate air plate plate air plate hs hs
1 1
R
h A k Nu A k Nu (w h )
   

 (2-52) 
Therefore, all the convection thermal resistances have been estimated. 
2-3-1-2-2 Radiating heat transfer 
In the case of natural convection, thermal radiation heat transfer is also significant 
and should be considered. Only the heat sink plates, namely, side plates, will be 
under discussion (fin thermal radiation heat transfer has been neglected). It is 
assumed that the heat sink is surrounded by an atmosphere at the given ambient 
temperature (here40℃). In these conditions, as it was mentioned earlier, thermal 
radiation heat transfer is expressed by the general Stefan-Boltzmann equation as 
follows [217]: 
4 4
rad rad rad base aq A (T T )     (2-53) 
where εrad is the emissivity of the solid (heat sink), σ is the Boltzmann constant 
(5.669×10-8W/m2K4) and Arad is the surface area of thermal radiation and is defined 
as follow: 
rad hs hs hs hs hs hs hsA 2( (c d ) w d ) w     (2-54) 
All the above parameters and dimensions have been defined in Fig. 2-16. Regarding 
the considered wall temperature, the emissivity for aluminum heat sink is assumed 
to be 0.09 [216], [217].  
 
Fig. 2-16. Plate-fin heat sink dimensions 
Chapter Two: Modeling Approach 
77 | P a g e  
 
2-3-1-2-3 Total heat sink thermal resistance 
Fig. 2.17 demonstrates the equivalent thermal circuit of heat sink. There are four 
various thermal resistances according to heat transfer mechanisms previously 
discussed. Rth-rad-plate is the equivalent thermal resistance of heat sink owing to 
radiating heat transfer and can be calculated from eq. (2-53). Rth-base is thermal 
resistance of base area in the heat sink and defined as follows 
th base th base th spread
hs hs
th base
base base base hs hs
3 5 7
th spread
hs
R R R
d d
R
k A k w
1 1.41 0.344 0.013 0.034
R
4k a
  


 
  
       

 
(2-55) 
Where R’th-base is the thermal resistance of base part of heat sink in the case in which 
heat flux density is assumed to be uniform and heat flux is only transferred in one 
direction, Rth-spread is the spreading thermal resistance [222] and considers non-
uniformity of the heat flux through heat sink base thickness, γ is the ratio of total 
heat sources surface and the heat sink base area, a is the square root of total heat 
sources surface and khs is the thermal conductivity of heat sink. Regarding Fig. 2-17, 
total thermal resistance can be estimated by  
th fin th base th plate th rad plate
th(h a)
th fin th base th plate th fin th base th rad plate th rad plate th plate
(R R )R R
R
(R R )R (R R )R R R
    

         


   
 
 (2-56) 
Employing above-mentioned equations describing the thermal resistance of heat 
sink, one can readily calculate the heat sink length (ℓhs) and the fan speed. A fan with 
the model of AFB0612DH has been employed and the air velocity has been 
considered as 8 m/s. As it was mentioned previously, the goal is not to design and 
optimize the heat sink. We will use a commercially available plate-fin heat sink. 
Accordingly, a heat sink with the material properties of Aluminum-6 series (6061) 
and physical dimensions indicated in Fig. 2-16 has been selected.  
 
Fig. 2.17. Equivalent thermal circuit of heat sink according to the various heat transfer mechanisms 
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From equation (2-41), Rth(h-a)=1.16℃/W. ℓhs should be calculated so that Rth(h-a) 
becomes 1.16℃/W. Therefore, based on the above-mentioned equations, some 
codes have been written in MATLAB environment. Finally, the proper length of heat 
sink for dissipating 53.4 Watt heat power to the environment is calculated as 
ℓhs=6cm.    
Regarding to the temperature-dependent inherent of physical parameters such as 
air density, thermal conductivity of air and aluminum, Prandtl number, Reynolds 
number, kinematic viscosity, etc in heat sink designing, all heat sink designing-
related equations have been considered in different base temperatures from 50oC 
to 160oC. These temperature dependancies lead to different forced, natural and 
radiating heat transfer coefficients as shown in Fig. 2-18. Based on this figure, forced 
convective heat transfer coefficient does not change significantly by base 
temperature variation due to its forced air flowing. On the other side, natural 
convective heat transfer coefficient i.e. external plates considerably varies by base 
temperature variation. It is not the case in which equivalent radiating heat transfer 
coefficient experiences a roughly constant trend versus base temperature variation. 
Totally, thermal resistance does not have a significant changes owing to its massive 
resistance share of forced convection. Thermal values are listed in Table 2-3. Steady 
state thermal behavior of the global system has been carried out in Appendix A.  
 
 
Fig. 2.18. Temperature dependencies of a) heat transfer coefficients and b) heat sink thermal 
resistance. 
Table 2-3 Heat sink Dimensions and Thermal Parameters Values 
Parameter  Value 
Emissivity 0.09 
Natural convection heat transfer  
of the external plates 
2.8 W.m-2.K-1 (50oC) 
5.5 W.m-2.K-1 (160oC) 
Forced convection of fin  
47.5 W.m-2.K-1(50oC) 
47.52 W.m-2.K-1(160oC) 
IGBT junction-case thermal resistance 1.15 oC/W 
Diode junction-case thermal resistance 1.9 oC/W 
Thermal film resistance 0.5 oC/W  
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2-3-2 Thermal modeling 
There are lots of thermal modeling approaches [219]. The simplest and readily-
available approach is the use of 2D thermal lumped RC equivalent circuits. In 2D 
thermal modeling, there are various models including Time-Domain Estimation, 
Fast Fourier Transform FFT, FFT with Overlap-Add method and Breaking down the 
mission profile into single pulses. However, analytical solution based on the defined 
impedance network i.e. Foster and Cauer has been applied here owing to its high 
accuracy and its less time consuming in comparison with the others [215].  
Assume that ambient temperature and both power losses in IGBT and diode are 
constant and equal to 40℃, 36W and 17.4W,  respectively. Other thermal 
parameters, IGBT
th( j c)R  and 
Diode
th ( j c)R   are 1.4℃/W and 2.3℃/W, respectively. The simple 
thermal equivalent circuit is redrawn in Fig. 2-11. Based on this figure, junction 
tempratures of IGBT and diode can be calculated as follows 
IGBT IGBT IGBT IGBT IGBT Diode
j Loss th( j c) th(c h) th(h a) Loss Loss a
Diode Diode Diode Diode IGBT Diode
j Loss th( j c) th(c h) th(h a) Loss Loss a
T P (R R ) R (P P ) T
T P (R R ) R (P P ) T
  
  
    
    
 (2-57) 
Regarding above mentioned equations, any changes in either IGBTLossP or 
Diode
LossP  can 
affect both chips junction temperatures. In addition, any changes in IGBTth( j c)R  or 
Diode
th ( j c)R   
influence the chip junction temperature in which the thermal parameter deviation 
has been occurred (for instance, 20% increase in Diodeth ( j c)R   can change the junction 
temperature of diode by 6.2℃) and also have a knock-on effects on the other ones 
as described in the following sentences. When IGBTth( j c)R   (
Diode
th ( j c)R  ) increases, 
consequently TjIGBT (Tjdiode) also increases resulting in power loss IGBTLossP  (
Diode
LossP ) 
increase. Finally, this power loss increase indirectly makes the diode junction 
temperature Tjdiode (IGBT junction temperature TjIGBT) become a little higher. The 
complete thermal model considering the thermal coupling effects will be employed 
and applied to the thermal system. Accordingly, following matrix equation should 
be solved after estimating all of its elements by performing finite element analysis 
(FEA) via ABAQUS. In this case, in addition to static thermal model, transient 
thermal model (including thermal impedances) are available making our calculation 
much more accurate.  
IGBT IGBT
IGBT IGBT Diodej Loss
aDiode Diode
Diode IGBT Diodej Loss
Z ZT P
T
Z ZT P


    
     
      
 (2-58) 
Each of the thermal impedance matrix elements is a thermal impedance showing the 
thermal dynamic behaviour of the considered thermal model. It is worth mentioning 
that the different thermal impedances of the different layers are thoroughly 
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boundary conditions dependant. For instance, the amount of power loss as well as 
the cooling system (free or forced convection or even fixed temprature) can affect 
the material thermal properties specially thermal conductivity resulting in different 
thermal impedances [219]. Accordingly, regarding different power losses in IGBT 
and diode (almost always IGBT power loss is greater than diode’s), it seems to have 
unequal cross coupling thermal impedances (ZIGBT-Diode≠ZDiode-IGBT) [219], [220]. It 
should be also mentioned that the cross coupling thermal impedances are 
drastically position-dependant. It means that the position where IGBT or diode have 
been mounted on the heat sink will affect cross coupling thermal impedances [220]. 
For simplicity, the position is fixed and optimizing the position is not considered.  
There are two conventional thermal impedance models, namely, Foster 
(mathematical model) and Cauer (physical model). These two models are depicted 
in Fig. 2-19. Almost all of the semiconductor manufacturers are providing the Foster 
model for their components’ datasheets due to its simplicity. Although this model is 
really simple, it cannot physically describe the exact thermal behaviour among 
different layers. Both self thermal impedance and cross coupling thermal impedance 
are assumed to have Foster model due to availibility of this model in the most of 
datasheet and its simplicity. In the Foster model, mathematical equation expressing 
the temprature behaviour is as follows   
i
n
t
th thi
i 1
Z R (1 e )
 

   (2-59) 
Where n is the total number of the Foster layer, Rthi and τi are the ith thermal 
resistance and thermal time constant, respectively. 
 
Fig. 2. 19. Thermal model. (a) Foster model, (b) Cauer model. 
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For obtaining the thermal impedance matrix elements in equation (2-58), one can 
easily use superposition theory resulting in following equations [219], [220]: 
IGBT
j a Diode
IGBT LossIGBT
Loss
IGBT
j a IGBT
IGBT Diode LossDiode
Loss
Diode
j a Diode
Diode IGBT LossIGBT
Loss
Diode
j a IGBT
Diode LossDiode
Loss
T T
Z P 0
P
T T
Z P 0
P
T T
Z P 0
P
T T
Z P 0
P


 
 

 
  



 

 
 

 (2-60) 
Accordingly, one can easily calculate both self and cross coupling thermal 
impedances. For this reason, two separate simulations (in transient mode) have 
been done. In these simulations a step power loss has been applied to the chips 
(diode or IGBT), and mean-temperature responses of their chips’ surfaces have been 
monitored. The process of thermal impedance extraction is shown in Fig. 2-20. 
These simulations have been been performed in ABAQUS in transient heat transfer 
mode with the  variable step time (short step (1 s ) at the beginning and long step (
10ms ) at the end of simulation time). Boundary conditions are the same as static 
heat transfer analysis mentioned in Appendix A. Sink temperature is considered 
40℃ and film coefficient of the fins and the plates of the heat sink are those 
calculated in the previous section. 
 
Fig. 2-20. Process of thermal impedance extraction 
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From these simulations, both self and cross coupling thermal impedances have been 
derived. The thermal impedance traces are shown in Fig.2-21. Regarding these 
figures, all of the thermal impedances have been in steady state in maximum 1000 
sec. As it was expected, the coupling impedances, namely ZIGBT-Diode and ZDiode-IGBT, do 
not have the same values (see Fig. 2-21). This inequality is due to the different 
amount of power losses in the chips.  
As it is explained, a 4-layer Foster thermal model (Fig. 2-22) can accurately express 
the transient thermal behaviour of either self or coupling impedances. The 
parameters of thermal Foster model have been fitted by curve fit  tool of MATLAB 
software. The final curve fitted parameters of Foster model for all of thermal 
impedances are listed in Table. 2-4. All the fitted curves have been depicted in Fig. 
2-23.  
 
Table 2-4. Parameters of Foster model of Thermal impedances according to equations (2-59) and 
(2-60)   
Foster 
Model 
Layer 1 Layer 2 Layer 3 Layer 4 
Thermal 
impedance 
Rth-1 1/τ1 Rth-2 1/τ2 Rth-3 1/τ3 Rth-4 1/τ4 
ZIGBT  0.5201 0.2994 0.3225 100 1.152 0.0048 1.001 2.339 
ZDiode 0.7399 0.336 1.218 2.628 0.5163 130 1.482 0.0048 
ZIGBT-Diode 0.001379 0.01475 0.0004025 0.01819 1.186 0.004598 0.01089 0.0166 
ZDiode-IGBT 0.002431 0.0137 0.007033 0.01305 0.004667 0.01602 1.104 0.004614 
 
 
 
Fig. 2. 21. Thermal impedences of complete thermal model 
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Fig. 2. 22. 4-layer Foster thermal model expressing thermal impedances 
 
2-4 Conclusion 
In this chapter, electrical, thermal and power loss models have been presented. Time 
invariant multi frequency modeling has been employed and applied to the 
conventional DC-DC boost converter for electrical modeling. The results showed 
that this model has a highly precision in estimating electrial quantities. Voltage and 
current ripples were both well estimated by using three-order coefficients of 
Fourier series. Power loss modeling has been presented based on the 
manufacturer’s correlations with 10 iteration for considering temperature 
dependencies. Finally, the forced convection heat sink design was launched and a 
complete thermal model was extracted using ABAQUS environment. Since, 
proposed reliability evaluation is based on mission profile and consequently 
depends on thermal and electrical operating points of power converter, experssing 
accurate electrical and thermal models play important roles in useful lifetime 
estimation of power components. Accordingly, the results of this chapter will apply 
to the proposed approach which will be throughly discussed in Chapter 5.  
 
 
(a) 
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(b) 
 
(c) 
 
(d) 
Fig. 2. 23. Curve fitted of thermal impedances, a) ZIGBT, b) ZDiode, c) ZIGBT-Diode, d) ZDiode-IGBT. 
 
 3  
Experimental Procedure 
Several experiments and tests were designed and performed through this study for 
making data for validating the different aspects of the newly proposed methods. 
This chapter deals with the experimental procedures in which the design 
procedures and algorithms are thoroughly discussed. All the test benches, circuits, 
standards, conditions and equipment and their objectives are investigated. Thermo 
sensitive electrical parameter (TSEP) test bench, accelerated power cycling aging 
test, accelerated thermal cycling aging test, creep test, scanning electron microscope 
(SEM), 3D X-ray tomography and modified DC-DC boost power converter test bench 
are all described.  
3-1 Thermo-sensitive electrical parameters (TSEP) 
3-1-1 Experimental procedure 
As previously mentioned, two important failure indicators, namely junction to case 
thermal resistance (Rth(j-c)) and on-state voltage (Von) have been considered and 
taken into account here [36], [223]. In this study, main concentration was on the 
600V 15A discrete DuoPack power IGBT including an extra internal anti parallel 
diode, namely IKP15N60T which was launched by Infineon Technology. Its 
technology is based on the trench gate field stop (TGFS) technology. The features of 
this technology has been discussed in details in section 1-2-3-1. It was shown that 
two aforementioned parameters, but much faster in junction to case thermal 
resistance, can be deviated through aging in discrete power IGBT and power diodes. 
Hence, their deviations’ monitoring are important for health prognosis and 
reliability evaluation. Based on the fabrication technology and working conditions 
(especially junction temperature), it is predicted that junction to case thermal 
resistance of the power discrete chip reaches failure criteria in logarithmic envelope 
faster than on-state voltage owing to its two opposite failure mechanisms (Fig. 1-
22).   
Aging monitoring or health prognosis are both paramount of importance. Directly 
measuring on-state collector emitter voltage is achievable employing a high 
accurate data logger or any kind of precise voltmeters, here 6-channel data 
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acquisition (HBM-Gen3i). For estimating thermal resistance, one can use the 
following equation in direct current condition: 
j ref j ref
th G
DUT DUT DUT
T T T T
R
P V I

 
 

 (3-1) 
where Rth-G is the global thermal resistance of heat flux path (including junction to 
case, thermal interface material (TIM)  and cold plate thermal resistances), Tj is the 
junction temperature of devices in steady state, Tref is the reference temperature 
(fluid temperature here) and PDUT is the power loss in the considered device under 
test (DUT). However, discrete chips have been electrically and mechanically 
protected by the rough protection cover made by epoxy resin and thereby it is 
impossible to directly measure the junction temperature by any kind of thermal 
imaging infrared camera. Hence, junction temperature has to be estimated 
indirectly using TSEP. Voltage drop across pn junction in power semiconductors 
under low bias current (Imeas) has been a robust representative of junction 
temperature [224], [225]. For silicon based power semiconductors temperature 
dependency is about -2mV per Kelvin [224]. Hence, one can indirectly estimate 
junction temperature of devices by injecting a low bias current through the device 
and measuring its produced voltage. In this way, junction to case thermal resistance 
(global thermal resistance Rth-G) can be calculated and monitored. This procedure 
can be applied only for a low bias current (few mA) for limiting self-heating effect of 
pn junction [226]. However, it cannot be very low owing to accuracy loss of voltage 
measurement. Thereby, there was a trade off in selecting the amount of low bias 
measuring current. In this study, on-state voltage of power semiconductors was 
considered as TSEP. Therefore, by injecting a low bias current (22.5mA) into the 
chip, one could measure on-state voltage and then estimate the junction 
temperature using a simple look-up table [227].  
 
Fig. 3-1. Thermo-sensitive electrical parameter test. 
The schematic of TSEP experiments is depicted in Fig. 3-1. Regarding this Figure, the 
power devices had been kept in the controlled oven and after reaching to the steady 
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state condition, low bias current was injected to the devices and the produced 
voltages were recorded by a highly accurate voltmeter. Several aforementioned 
IGBTs and diodes were under the test.  
For having a large data and to be confident about the results, 20 IGBTs and 20 diodes 
as well were under the test. The tests were performed for different temperatures 
from 30℃ to 170℃ (maximum allowable junction temperature) with the interval of 
20℃. For every distinctive temperature, 1 hour was spent to assure temperature 
stability in the pn junction inside the power device.  
3-1-2 Results and discussion   
As it was mentioned, 20 samples for each of IGBT and diode were provided. The 
results are shown in Fig. 3-2. It can be seen that by junction temperature increasing, 
IGBT and diode voltages decrease from 572.6mV to 268mV and 573mV to 288mV, 
respectively. Regarding equation (3-1), junction temperature estimation is required 
for assessing thermal resistance calculation. Therefore, IGBT and diode TSEP 
voltages have to be curve fitted for having access to the intermediate junction 
temperatures. Three polynomial correlation are considered for curve fitting. Thus 
(temperature is in ℃ and voltages are in mV): 
 
IGBT 5 2
j CE CE
Diode 4 2
j D D
T 7.8 10 V 2.15V 640
T 3.2 10 V 2V 634.7


    
    
 (3-2) 
 
Fig. 3-2 TSEP voltages of a) IGBT and b) diode under 22.5mA low bias current 
 
3-2 Accelerated power cycling test (APC) 
3-2-1 Experimental Procedure 
Electro-thermo-mechanical fatigue has been known as the most critical failure 
mechanism owing to the multi-layer structure of power devices and their different 
CTEs leading to the considerable shear and normal stresses [228]. On the contrary 
to the accelerated thermal cycling (ATC) aging test in which much lower heating and 
cooling rates (in order of some minutes to an hour) are applied to all the materials 
of the device, in active power cycling test much faster thermal cycles are applied to 
the materials close to the chip (some seconds to few minutes) for activating electro 
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thermo mechanical fatigue failure mechanism. The higher cooling and heating rates 
(faster thermal cycles), the more shear stresses induce in the different layer of 
power semiconductors leading to much more accelerated aging by fatigue 
mechanism. 
A power current is periodically injected into the DUT and thereby a junction 
temperature swing (∆𝑇j) is induced in the chip. Every heating up and cooling down 
in the junction of DUT has been defined as a distinct one power cycle. With regard 
to the internal heating of power semiconductor (making power losses in the chip), 
the spent time for aging is much lower in comparison with ATC. APC is continued till 
the failure indicators reach the defined failure criteria. The number of cycles before 
fulfilment of failure criteria has been considered as a number of cycles to failure (NF) 
for different temperature swings and mean temperatures. In comparison to ATC, 
heat distribution is much less uniform in the chip leading to different failure sites in 
the chip while the temperature is roughly homogenously distributed in ATC tests. 
With regard to real applications in which temperature swings have been internally 
trigged by switching and conduction power losses, inherent type of APC tests are 
often preferred in comparison to ATC tests. However, ATC has been also employed 
in order to activate different failure mechanisms such as creep.  
Joint Electron Devices Engineering Council (JEDEC) standards JESD22-A105C, 
JESD22-A122A, JESD22-A104E, JESD659B and JESD91A are the most well-known 
APC testing algorithms. But, they never go into much detail of circuit design 
regarding different applications and various failure mechanisms. That is why 
various studies have been under taken by proposing their customized APC tests 
[168], [175], [228], [229].  
There are four different strategies for accelerated power cycling tests reported in 
previous studies and a detailed description has been reported in [229], [230]. These 
are as follows:  
1) Constant ton and toff: 
Power current (Ip) is injected to the devices (DUTs) in a fixed time interval (ton=cte) 
and also switched off in a fixed time interval (toff=cte). At the beginning of the test, 
∆Tj is defined at the considered value, but during the APC temperature swing and 
mean temperature increase due to the aging effects with no compensation by a 
control strategy. This strategy is the closest to real application and the most severe 
one. It has to be mentioned that 70% of APC tests have been done based on this 
method [230].  
2) Constant heat sink temperature swing (∆Theatsink=cte)  
By online controlling the heat sink temperature, this method is achievable. This 
control strategy varies on-time and off-time for keeping temperature swing 
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constant in the heat sink. A change in the cooling and heating times would 
compensate the degradation effects in the devices. In comparison with strategy 1, 
an increase of about 50% in the number of cycles to failure has been reported in 
[230] employing this method.    
3) Constant power loss (PLoss=cte) 
This control strategy is based on constant ton and toff but with a compensation in 
either injecting power current or gate voltage for keeping the total power loss 
constant during APC. By performing this strategy, direct degradation effect of on-
state voltage drop increase and indirect degradation effect of thermal resistance 
increase can be compensated in total power loss leading to much less severe 
strategy. In comparison with strategy 1, an increase of about 120% in the number 
of cycles to failure has been reported in [230] employing this method.    
4) Constant junction temperature swing (∆Tj=cte)   
This latest strategy inspects Tjmin and Tjmax and varies ton or the power current IP to 
keep these parameters constant. This compensates all degradation effects and leads 
to the highest lifetime. In comparison with strategy 1, an increase of about 220% in 
the number of cycles to failure has been reported in [230] employing this method.    
Different types of APC tests have been employed in recent studies generally falling 
into two main categories, namely DC current and Pulse Width Modulation (PWM) 
APC tests [165]. Although, PWM APC test is much closer to real applications owing 
to its switching power losses which can even activate other failure mechanisms, DC 
APC is much simpler and it is possible to readily perform “online” measurements of 
electrical and thermal indicators without stopping power cycling. 
For obtaining the lifetime model of IGBT and diode, a conventional accelerated aging 
test (DC APC) had been performed. In this case, IGBTs and diodes were exposed to 
cyclic thermal variations. Accelerated power cycling aging test was employed by 
injecting a constant current into the IGBTs and diodes. With regard to the low 
working frequency of devices, solder layer degradation and aluminum delamination 
were the most probable failure sites [169], [181]. In the low frequency working (few 
kHz), the skin effect in bonding wires was not too significant and accordingly the 
produced heat at the connection site was not considerable in comparison with 
solder layer. In addition, protective epoxy resin of the discrete chips can also 
improve the connection site of bonding wires.  
In this test, there were 8 different conditions (different mean temperatures and 
temperature swings) for IGBTs and power diodes. For each of them, there were 4 
diodes and IGBTs for making the results much more accurate and reliable. 
Therefore, 32 IGBTs and 32 diodes were under the test. It has to be mentioned that 
all devices were screwed with a dynamometer screw driver for assuring the same 
conditions for all tests. In all tests, the pressure of the baseplate on the cold plate 
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was kept fixed at 400 psi to have the same contact thermal resistance (thermal 
interface material). 6-channel data acquisition (HBM-Gen3i) was used. In each test, 
4 channels were allocated to the four in series samples (see Fig. 3-3a), one to the 
trigger command and the last one was allocated to the measurement of the current 
passing through the devices using a very high accurate shunt resistor with a large 
bandwidth (LEMSYS ISM100 1 mΩ–200 MHz, -3dB).   
 
(a) 
 
(b) 
Fig. 3-3. Devices under test. a) Schematic circuit of IGBTs and diodes under test, b) mounted DUTs on 
cold plate 
For avoiding catastrophic failure and changes in the failure mechanisms, a 
maximum current of 15 A was injected in the devices (15A is the current rating of 
the device). This current injection led to a conduction power loss in the device which 
was finally leading to a temperature rise in the devices’ dies until Tjmax. It should be 
noted that the devices were mounted on a cold plate with the fixed temperature (see 
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Fig. 3-3b). Therefore, after stopping current injection, the temperature of devices 
decreased to the temperature of cold plate (so called Tjmin). The relaxing time for the 
devices was much more than injecting time to make sure that the devices’ junction 
temperatures have reached to Tjmin. This accelerated power cycling test had 
continued until devices reach their failures (on-state voltage or thermal resistance). 
Since the reference temperature was the cold plate (flowing fluid inside the cold 
plate), this procedure led to estimating global thermal resistance including junction 
to case, thermal interface material and plate thermal resistances as shown in Fig. 3-
4. Therefore, increases in the global thermal resistance might be due to degradations 
of device, TIM and cold plate or a combination thereof. On the contrary to the cold 
plate made from aluminum, thermal interface material was aging through the APC 
tests. It has to be mentioned that TIM’s degradations and their shares were taken 
into account in the junction to case thermal resistance estimation.  
Fig. 3-5 demonstrates the test bench for this accelerated power cycling test. The test 
bench included high current generator, a PC for controlling high current pulses, 
device under test (DUTs) mounted on the cold plate and data acquisition systems.   
 
Fig. 3-4. Global thermal resistance.  
 
Fig. 3-5. Implemented test bench for power cycling and thermal cycling accelerated aging tests. 
In order to make the current generator, a power circuit as shown in Fig. 3-6a was 
employed. Its switching pattern has been also shown in Fig. 3-6b. In this circuit, 
some amount of energy was saved in the inductor (L) by turning the MOS1 on (see 
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first part in the time period). In this period of time input power supply (IP) prepared 
energy in L. In the second part of the time period (switching transition between 
MOS1 and MOS2), IP is injected to DUTs as shown in Fig. 3-6. There was a time 
overlap (tOL) in switching transition to assure continuity of inductor current. An 
accurate 1-mΩ shunt resistor (LEMSYS ISM100) is used to measure the current 
passing through DUTs (15A). Since measuring current (22.5mA) was continuously 
injected into the DUTs, D1 was put in the power circuit to avoid bypass current 
through MOS2 and MOS1.      
As mentioned in the previous sections, regarding to the frequency and power 
semiconductor packaging, solder layer degradation and aluminum delamination are 
the most critical failure sites in the power semiconductors. Solder layer degradation 
as well as aluminum delamination can influence on-state voltage and junction-case 
thermal resistance values. Accordingly, these two parameters had been measured 
during this accelerated power cycling aging test every cycle. These two variables 
were considered as the failure indicators. Therefore, power cycling test had 
continued till one of these failure indicators exceeded their failure criteria. 
 
Fig. 3-6. High current generator. a) schematic, b) switching pattern. 
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For calculating case-junction thermal resistance (excluding TIM and plate thermal 
resistances), one can use equation (3-1) where PDUT is the power loss in the 
considered DUT and equals to VDUT×(IP+Imeas). The junction temperature was 
estimated using the TSEP presented earlier. The process of the failure indicators’ 
extraction is shown in Fig. 3-7. For measuring on-state voltage of power IGBT/diode, 
the ① area was picked up. On-state voltage increases by an increase in junction 
temperature. By device aging (increases of Rth and VDUT), the power loss in device 
increases leading to an increase in junction temperature. Therefore, this 
measurement had to be performed as close as possible to the switching transition 
to avoid self-heating aging effect on the voltage. Maximum junction temperatures of 
devices were also estimated through TSEP by on-state voltage measuring at low bias 
current as shown in ② area. The reference temperature (case temperature) was 
estimated through TSEP by on-state voltage measuring at low bias current as shown 
in ③ area. Some conditions had to be met to augment the accuracy of measurement 
and interested readers are referred to [224].  
Fig. 3-8 shows the sample waveform of Vce,on in the measurement period (area ②). 
Regarding the impedance change and noises during data acquisition at the 
beginning of the measuring time and for having an accurate result, an interpolation 
of Vce,on was defined as a function of polynomial root square of time [224]. Then an 
extrapolation has been used to extract the voltage value at tmeas. In this case by using 
the TSEP, one could find that junction temperature of IGBT was 170oC. Accordingly, 
thermal resistance of the circuit would be obtained.  
 
Fig. 3-7. Aging monitoring process.  
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Fig. 3-8.  Collector-emitter Voltage during measuring period measured by 6-channel data acquisition 
(HBM-Gen3i)   
APC tests were performed for various mean temperatures and temperature swings 
for both IGBTs and power diodes. 130, 110, 90 and 70oC temperature swings for 
mean temperature of 105oC, and 110, 90, 70 and 50oC for mean temperature of 95oC 
were the different conditions of APC tests for preparing number of cycle to failure 
lifetime model. 
3-2-2 Results and discussion 
Based on the above-mentioned procedure, 64 power cycling tests performed; 32 
tests for IGBT and 32 tests for diodes. Table 3-1 and Table 3-2 list the results of 
power cycling accelerated tests. The results are also shown in Fig. 3-9. Time of the 
current injecting (t2) was adjusted based on some practical trials and errors for each 
test (see Fig. 3-7). It was also true for the cooling down time (t1) that is much longer 
to be sure about the thermal stabilization. For example, it was about 22 sec and 8 
sec for t1 and t2 respectively (for A1). Of course, these times had been manually 
adjusted periodically for compensating the degradation effects and kept test 
conditions almost constant. In these power cycling tests, both junction to case 
thermal resistance (global thermal resistance excluding TIM and plate thermal 
resistances) and on-state voltage (both as failure indicators) had been evaluated 
through the TSEP and direct measurements at the rated current, respectively. It has 
to be mentioned that during these tests, junction to case thermal resistance 
exceeded the failure criterion (20% increase). However, on-state voltage did not 
exceed its failure criterion (20% increase) and averagely reached 103% of nominal 
voltage. It stands to reason that by solder degradation (coalesced voids and cracks), 
the effective volume of solder decreased significantly leading to an increase in the 
junction to case thermal resistance and electrical resistance of solder interface. 
Since, the electrical resistance of bonding wire connection is higher than the solder 
electrical resistance, this increase could not significantly affect the on-state voltage.  
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Table 3-1. IGBT cycles to failure for power cycling accelerated tests 
Test code 
Temperature 
swing (oC) 
Tmean 
(oC) 
ΔT 
(oC) 
Mean number of 
Cycles to Failure 
A1 40-170 
105 
130 6853 
A2 50-160 110 8303 
A3 60-150 90 10212 
A4 70-140 70 13820 
B1 40-150 
95 
110 9825 
B2 50-140 90 12233 
B3 60-130 70 16102 
B4 70-120 50 NA 
 
Table 3-2. Diode cycles to failure for power cycling accelerated tests 
Test code 
Temperature 
swing (oC) 
Tmean 
(oC) 
ΔT 
(oC) 
Mean number of 
Cycles to Failure 
C1 40-170 
105 
130 6266 
C2 50-160 110 7603 
C3 60-150 90 9625 
C4 70-140 70 12006 
D1 40-150 
95 
110 9051 
D2 50-140 90 11208 
D3 60-130 70 14864 
D4 70-120 50 NA 
Regarding Table 3-1, Table 3-2 and Fig. 3-9, the higher mean temperature and 
temperature swing, the lower number of cycles to failure. For instance, A1 can 
tolerate 6853 cycles with the mean temperature of 105oC and the temperature 
swing of 130oC, while B3 can tolerate about 16102 cycles with the mean 
temperature of 95oC and the temperature swing of 70oC. It is worthy to mention that 
for each condition, four different IGBTs/diodes had been under the test. B4 and D4 
were not accessible (NA) and achieved owing to the low temperature swing during 
the test.  
In this study, the well accepted law, namely Arrhenius-Coffin-Manson, has been 
employed as explained in equation (1-9). This law demonstrates the number of 
cycles to the failure occurrence in specified mean temperature and temperature 
swing. Arrhenius-Coffin-Manson’s lifetime model expresses the number of cycles 
before the failure in terms of the mean temperature and the amplitude of junction 
temperature as: 
f m j j mN (T , T ) A T exp(Q RT )
     (3-3) 
where A and α are both constant and device-dependent, R and Q are the gas constant 
(8.314 JMol-1.K-1), internal energy and Tm is the mean junction temperature of 
devices in Kelvin. ΔTj expresses the junction temperature swing of devices in ℃. 
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Based on the experiments’ results listed in Table 3-1 and Table 3-2 and using the 
least square curve fitting to that of (3-3), one can find that α=−1.117, A=4.352×103 
and Q=1.8523×104 for IGBT and α=−1.128, A=4.093×103 and Q=1.8604×104 for 
diodes.  
As previously mentioned, die attach degradation is illustrated by crack growth and 
void coalescence in the solder joint. Elasto-visco-plastic strain in the solder joint 
owing to the fatigue failure mechanism is the main factor in the die attach 
deterioration. Since Coffin-Manson-Arrhenius lifetime model has been widely 
employed for lifetime estimation, thermal resistance degradation process may be 
expressed as follow:  
 th j m
N
R K exp 1
A T exp Q RT
   
         
 (3-4) 
The parameters have been introduced in equation (3-3). N is the number of cycles 
applied to the power semiconductors and K is the material dependent coefficient 
and extracted using curve-fitting. It is 0.155 for IGBT and 0.232 for diode. The 
deterioration trend of thermal resistance, in the two mostly applied power  
   
Fig. 3-9.  Number of cycles to failure of a) IGBT and b) diode exposed to APC.  
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semiconductors i.e. IGBT and diode, is shown in Fig. 3-10. This figure demonstrates 
the deterioration trends of thermal resistance of power diode and IGBT in terms of 
thermal cycles. These results show a logarithmic trend expressing accelerated aging 
of IGBT and diode. 
3-3 Accelerated thermal cycling tests (ATC) 
3-3-1 Experimental Procedure 
In this test, an automatic chamber was employed for performing accelerated 
thermal cycling tests. This test setup was designed for preparing aged IGBT and 
diode samples for different cases in order to investigate the self and mutual effects 
(Section 3-5) and activating creep failure mechanism and investigating its effects on 
the devices’ aging.  
 
Fig. 3-10. Deterioration trends of power semiconductors against various thermal cycles. a) IGBT, b) 
diode.   
Thermal cycling test was based on JESD22-A105C standard [231] and performed for 
several months and 2500 cycles (-40oC to 170oC) in a programmable chamber, 
namely, WTL 34/70 chamber. The aging test was stopped after reaching the failure 
criteria for both IGBTs and diodes, namely junction to case thermal resistance and 
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on-state collector-emitter voltage. While the voltages of new IGBT and new diodes 
at the nominal current were 1.51V and 1.43V respectively, IGBT collector-emitter 
and diode forward voltages reached 1.81V and 1.72V respectively when they had 
been aged. Junction-case thermal resistances reached 1.4 and 2.3 oC/W for IGBT and 
diode respectively (they were 1.15 and 1.9oC/W with new devices, respectively).   
The details of parameters for thermal cycle loadings are illustrated in Fig. 3-11. 
Roughly every ten cycles, IGBTs and diodes were put out of programmable chamber 
and were under the test individually by measuring two parameters, namely junction 
to case thermal resistance and on-state voltage. The test equipment is shown in Fig. 
3-5. This test bench was prepared for estimating thermal resistance of IGBT and 
diode. 15A power current was injected to the diode or IGBT for 100 ms 
 
Fig. 3-11. Thermal cycling profile 
(to assure approaching to maximum junction temperature) and then rested for 
several seconds to be stabilized. The procedure of thermal resistance estimation has 
been expressed in section 3-2-1. 
3-3-2 Results and discussion 
Parameters drifting (due to the degradation) playing a major role in the failure 
definition. On-state voltage drop (Von) and thermal resistance (Rth) are common 
parameters drifting in the power semiconductors and can affect device performance 
significantly during its aging. 
As previously mentioned, die attach degradation is illustrated by cracks growth and 
voids coalescence in the solder joint. Elasto-visco-plasticitic and creep strain in the 
solder joint owing to the creep failure mechanism is one the main factors in the die 
attach deterioration. The average deterioration trends of thermal resistance and on-
state voltage drop in the power semiconductors is shown in Fig. 3-12. This figure 
demonstrates the deterioration trends of thermal resistance and on state voltage 
drop of the discrete power semiconductors in terms of thermal cycles. These results 
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show a logarithmic trend expressing accelerated aging of power semiconductors. 
FEM simulation, had been also performed for demonstrating the creep failure 
mechanism effects on the solder joint in the power semiconductors. One can find 
more information and results in Appendix B.  
 
Fig. 3-12. Parameters drifting during aging.  
3-4 Creep test 
In this work, creep test was performed to attain the solder constants for Garofalo 
equation (equation (1-5)). Solder specimen (Sn-3.5Ag-0.5Cu) is illustrated in Fig. 3-
13. Solder tensile specimen was designed based on the standard guidelines 
described in [232]. Regarding this figure, a uniform uniaxial stress in the declined 
radius gauge section was obtained. The dimensions are also illustrated in Fig. 3-13. 
Tensile tests at the constant strain rate test conditions can be used to characterize 
the creep steady strain rate data at high stress levels. Constant strain rate tensile 
tests were reported by [232]. Four temperatures including 0℃, 25℃, 75℃ and 
125℃ under four different stresses were carried out. In 0℃, the loaded stresses 
were 15, 45, 60 and 75MPa and by temperature increasing, each of them decreased 
by 2.5MPa. In the following equation, the hyperbolic sine law for the steady-state 
creep rate includes both low and high stresses creep. The coefficients in the equation 
were achieved through fitting of experimental data. The mentioned equation adapts 
with the steady-state creep stage including an activation energy (Q).  
    3
n C
4
cr 1 1 2
CQ
A sin exp C sin C exp
kT T
   
             
   
 (3-5) 
The collected data from the different temperatures could be plotted as log εmin and 
log sinh ασ and consequently, the four steady-state creep coefficients (Cx) were 
measured for Sn-3.5Ag-0.5Cu. At each step, a set of best fits (α, A, n, Q) was taken 
using Matlab™ Statistics Toolbox™. Regarding the results one can easily find the 
creep constant coefficients as 2.73×105 (1/s), 0.023 (MPa)-1, 6.3 and 6480.3 for C1, 
C2, C3 and C4, respectively.  
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Fig. 3-13. Geometry of creep specimen. 
3-5 Modified DC-DC boost converter  
Since thermal and electrical operating points (TOPs and EOPs) of the converters are 
strongly correlated to the status of power components (see Fig. 3-14), considering 
the effects of self and mutual degradations in reliability assessment of the 
converters seems to be necessary. In this figure, the devices of a conventional boost 
converter are considered. Their related waveforms and temperatures can be 
estimated by using electrical, loss and thermal models. These models are fed by 
electrical and thermal parameters and by working conditions of the converter. The 
waveforms and temperatures can then be used to estimate the ageing status of every 
device. However, the aging of one device will induce a deviation of its electrical 
and/or thermal parameters. Thus, due to the electrical and thermal coupling in the 
converter, the deviation of one electrical or one thermal parameter of one device 
will be able to affect the waveforms and temperatures of the others which, in turn, 
will impact their own aging status. 
 
Fig. 3-14. Thermal and Electrical reliability correlations in a converter. 
It was expressed that in a converter the degradations of power components lead to 
the TOP and EOP changes. Accordingly, degradation of one device can have effect on 
the thermal and/or electrical performance of other devices. It means that not only 
does the degradation of one device accelerate its aging, but also it accelerates other 
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devices’ aging. In this study, for demonstrating the effects of degradations of the 
devices on EOP and TOP, a conventional 200/400V and 3000W DC-DC boost 
converter was considered as a case study (see also Table 2-2 for detailed 
specifications).  
Fig. 3-15 demonstrates a DC-DC boost converter with additional devices. This 
conventional DC-DC boost converter was designed in such a way to monitor junction 
temperature of power semiconductors in the real time for proving and evaluating 
TOP changes during aging. Fig. 3-15a shows the schematic of this converter. As it 
can be seen from this figure, two auxiliary power switches and two low power 
switches were included. There were also two low current sources (22.5 mA) for 
thermo-sensitive electrical parameter (TSEP) measurement. Fig. 3-15b depicts 
switching pattern of this customized DC-DC boost converter. The converter was 
working under normal condition for a period of time (20~30 min) to be thermally 
stabilized. Then, for 1 msec S2 and S1 turn off and S3 turns on. For avoiding voltage 
spike, this switching transition occurs with 5 μs overlap. At this time, two low bias 
currents (Imeas) are injected to IGBT and power diode through S4 and S5, respectively. 
Then, collector-emitter and diode forward voltages have been measured by a data 
logger. During normal working, data logger sees a very large voltage (off state 
voltages of IGBT and power diode). That is why an active voltage clamp circuit has 
been used. Then with a look up table (collector emitter and diode forward voltage 
as functions of their junction temperatures at 22.5 mA), junction temperatures of 
IGBT and power diode have been estimated.  
For expressing the mutual effects of the degradations of devices on each other, five 
different cases have been designed as follows. These cases are based on this 
knowledge that the critical components are capacitors and power semiconductors 
(IGBT and diode) [93], [136], [233], [234].  
Case I, in this case all the devices including IGBT and diode are new and have their 
own nominal parameters.  
Case II, in this case (aged case) all the devices including IGBT and diode have been 
degraded and reached their failure criterion. The failure criterion have been defined 
by 20% increase in both junction-case thermal resistance and collector-
emitter/forward voltage in IGBT/diode [235], [236]. Based on this definition of the 
failure criterion, after complete aging of IGBT and diode, the junction temperatures 
of IGBT and diode have been reached their maximum allowable temperatures, 
namely 170oC. 
Case III, in this case IGBT has been electrically and thermally degraded while all 
other components have remained unchanged. It is assumed that junction to case 
thermal resistance of IGBT increases by 20% and its collector-emitter voltage 
increases by 20%.  
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(a) 
 
(b) 
Fig. 3-15. Conventional DC-DC boost converter equipped with auxiliary circuits. a) Schematic, b) 
switching pattern 
Case IV, in this case the diode has been electrically and thermally degraded while all 
other components have remained unchanged. It assumes that junction to case 
thermal resistance of diode increases by 20% and its forward voltage increases by 
20%. 
Case V, in this case output capacitor has been degraded while all the other 
components have been unchanged [93], [118].  
In the abovementioned cases, parameters’ deviations are based on the failure 
criteria. These deviations are completely different from one application to another 
and have been extracted from literature [235]–[237].  
Fig. 3-16 illustrates the test bench of the customized DC-DC boost converter. The 
main power supply was used for preparing 3000 W power transfer to the pure 
resistance load. A data logger with the brand of HBM-Gen3i was employed for 
recording on-state voltage of IGBT and diode. During measuring time (1ms), a low 
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bias constant current (22.5 mA) was injected to IGBT or diode alternatively for 
evaluating on-state voltage and then calculating junction temperature using TSEP as 
described in the previous section. Fig. 3-17 shows the main switching cell of the 
considered DC-DC boost converter. Main IGBT and power diode both are mounted 
on a common heat sink as shown in Fig. 2-17. S2 switch including a MOSFET and 
power diode as well were both mounted on the other heat sink. Five 10uF capacitors 
were employed in parallel located in series with four high power resistor playing 
the role of ESR. 
 
Fig. 3-16 Test bench of customized DC-DC boost converter  
 
Fig. 3-17. Main switching cell of the considered DC-DC boost converter 
Command signals for the switches were performed by Altera Cyclone IV-e FPGA 
DE0-Nano and transferred to the switches by using individual gate drivers as shown 
in Fig. 3-18. As it was mentioned, there was a need for clamping high voltages IGBT 
and diode during their normal working to avoid making data logger saturated. Also, 
a low bias current source had been designed for measuring period. A schematic of 
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active clamping circuit and low bias current circuit is shown in Fig. 3-19a and b. 
These circuits were based on the circuits proposed in [165]. Active clamping circuit 
was working with the fast dynamic response and low power consumptions. Low 
bias current circuit was working very fast and after activation, the low bias current 
worked without any impressive transients leading to accurate voltage 
measurements. For higher accuracy, one hundred tests for each of IGBT and power 
diode junction temperatures measurement have been performed during this study. 
Five sets of 20 tests were considered for IGBT and power diode. After every thermal 
stabilization, 20 measurements were done for both IGBT and diode. This procedure 
was repeated for 5 times. Finally, the junction temperatures of IGBT and diode were 
estimated by averaging this 100 measurements.  
Power semiconductors’ junction temperatures play a major role in converters’ 
useful lifetime. Therefore, for having a quantitative comparison, junction 
temperatures of IGBT and diode have been listed in Table 3-3 for the different cases 
(case I to case V presented earlier). In each case, the devices had been changed based 
on their corresponding status. For example, in Case II, both IGBT and diode were 
replaced by the aged ones (the aged IGBT and diode were taken from ATC test). One 
can find detailed information about this experiment in [227]. Regarding Table. 3-3, 
one can verify that degradations of IGBT and/or diode can significantly affect their 
junction temperatures. For example, in case II in which all the critical components 
have been degraded, IGBT’s and diode’s junction temperatures increased by 30.2oC 
and 25.6oC, respectively. In case III (aged IGBT), diode’s junction temperature 
increased by 7.2oC. It means that IGBT aging can directly affect the junction 
temperature of the power diode leading to more accelerated power diode 
degradation. 
 
Fig. 3-18. Gate driver circuit. 
On the other hand, in case IV, IGBT’s junction temperature increased by 4.8oC. It 
means that power diode aging can directly affect the junction temperature of the 
IGBT leading to more accelerated IGBT degradation. However, capacitor aging 
cannot significantly affect junction temperatures of IGBT and diode. These facts 
confirm that degradation of either IGBT or diode have significant mutual- and self-
aging effects on them. Therefore, these effects have to be considered in t reliability 
assessment of power converters as proposed in this manuscript.  
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        Table 3-3. Junction temperature of IGBT and diode 
State 
IGBT
j
T ( C)  
Diode
j
T ( C)  
Case I 140.3 122.6 
Case II 170.5 148.2 
Case III 165.6 129.8 
Case IV 145.1 141.9 
Case V 140.8 123.3 
 
 
3-6 SEM and 3D X-ray Tomography 
For evaluating the material properties of IGBTs and diodes after ATC and APC, 
Scanning electron microscope (SEM) and X-ray Tomography were employed. SEM 
microscope with the brand of Thermo Fisher was used. For 3D analysis, X-ray 
Tomography (Tomograph EASYTOMXL (CMTC) with Camera Princeton and X-ray 
tube Hamamatsu L10711) was employed in “SIMAP groupe”. 
Since Sn-Ag-Cu solder has a very high absorption, very small samples had to be 
prepared for 3D X-ray Tomography. The samples had been softly polished till they 
reached the 20μm thickness. The conditions were: Voltage : 100kV, Current : 15µA, 
Voxel size =0.75 µm leading to spatial true resolution = 1.5µm,  Number of projection 
= 600 and exposure time = 4s.  
Due to the stresses supervened during temperature swinging of power chips, some 
failure mechanisms such as fatigue and creep can occur and result to crack and void 
initiation and propagation. Solder layer of a new and an aged power semiconductor 
is depicted in Fig. 3-20. Fig. 3-20a shows the solder layer of a new power device. 
There are some initial process induced voids and cracks (generated during the 
manufacturing). Fig. 3-20b and 3-20c shows the aged power devices which were 
being under APC and ATC aging tests. One can find that how thermal loading can 
propagate the voids and cracks.  
 
Fig. 3-19. Schematic circuit of a) voltage clamping circuit and b) low bias current source circuit.  
A Systematic Approach to Reliability Assessment of DC-DC Power Electronic Converters 
 
106 | P a g e  
 
Fig. 3-21 demonstrates a part of solder joint in a power device. Increase in voids 
volume of the solder joints can be obviously seen. The solder material tends to voids 
growth and coalescence during the aging evolution. This phenomenon is related to 
simultaneous effects of hydrostatic tension stresses and inelastic strains so that the 
micro-voids nucleate around the secondary phases and grow during the fatigue 
evolution. The void growth intensifies the strain domain among the neighbor voids 
and facilitate the coalescence and the micro-crack formation in the structure. 
Moreover, primary voids shapes and sizes and void-to-void interactions can 
complicate the damage mechanism and the reliability assessment in the solder joint. 
It stands to reason that by solder degradation (making voids and cracks), the volume 
of voids and cracks significantly increased leading to an increase in the junction to 
case thermal resistance. 
 
 Fig. 3-20. SEM microscopic image of solder joint, a) new device, b) aged device under APC test, c) 
aged device under ATC test. 
 
Fig. 3-21. 3D X-ray tomography of solder joint, a) new device, b) aged device under APC test, c) aged 
device under ATC test. 
3-7 Conclusion  
The main objectives of this chapter falls into three categories; first of all, we 
demonstrated the importance of mutual and self-degradations of power 
semiconductors on the electrical and thermal performances of the power converter 
implementing a customized conventional DC-DC boost converter capable of on-line 
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junction temperature estimation. For this reason, five different cases were defined 
for evaluating these effects. The results showed that either IGBT or diode 
degradations affected thermal operating points of the considered power converter. 
IGBT and diode degradations finally led to roughly 22% and 21% variations in IGBT 
and diode junction temperatures, respectively. Therefore, it revealed that 
semiconductors’ degradations have to be considered in reliability evaluation of the 
power converter. However, power capacitor degradation did not have significant 
effects on electrical and thermal performances of the considered power converter. 
Secondly, the effects of the potential failure mechanisms, namely electro-thermo-
mechanical fatigue and creep, had been observed trough APC and ATC tests, 
respectively. SEM and 3D X-ray Tomography images of solder layer as the 
vulnerable part in the power semiconductors showed that the potential failure 
mechanisms could thoroughly affect the performance of power semiconductors. 
Thirdly, for obtaining constant coefficients of Arrhenius-Coffin-Manson and 
Monkman-Grant lifetime and damage models, APC and creep tests were performed. 
These results will play an important role in our proposed useful lifetime estimation.     
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 4  
 
Rainflow algorithm 
4-1 Introduction 
Counting of complicated loading cycles applied to any physical systems is 
increasingly becoming a vital factor in the life time estimation, particularly in the 
thermo-mechanical fatigue study. Cycle counting algorithms are attracting 
considerable interest due to their capability of compacting a long time history data 
to the somewhat sorted data expediting the analysis of the fatigue useful lifetime 
[238], [239].  
For many years, numerous cycle counting algorithms including peak counting, 
crossing counting, level counting, simple rate counting, Hayes method, racetrack 
method, simple range counting, Moshrefifar and Azamfar method and Rainflow 
counting method have been applied in the various applications [240], [241]. In real 
applications, loading cycles are not in a simple pattern to be counted. Moreover, they 
do comprise a long-term data which is highly involved to be either analyzed or 
compared. Fig. 4-1 depicts two sets of data (temperature), applied to a system. 
Regarding this figure, it is roughly impossible to analyze how these two stresses can 
affect the lifetime of the system. As a reliability point of view, it is also impossible to 
compare these two stress patterns. However, thanks to the cycle-counting 
algorithm, analyzing and comparing long and complicated stresses has become 
possible.  
The primary algorithm was established by T. Endo and M. Matsuishi in 1968 [242] 
based on a rain drop over a Pagoda roof as shown in Fig. 4-2. Each of the closed 
hysteresis loop is considered as one load cycle with the specified strain (stress) 
range and its corresponding mean value. For instance, after applying a specific stress 
to the material, it starts tensioning (from point ①) leading to the material 
deformation. This tension continues to point ② in which a new stress makes the 
material compress to point ③. Then it starts being tensioned and therefore passes 
point ② leading to form a stress-strain hysteresis loop (③-②) with the strain 
(stress) range of |S③-S②| and mean value of (S③+S②)/2. This deformation 
continues to point ④ and after that a compression stress makes the material strain 
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decrease to point ⑤. Then a positive stress applies and a positive strain occurs (⑥). 
After that by compressing the material, a material deformation occurs and by 
passing through point ⑤ another stress-strain hysteresis loop is formed (with the 
range of |S⑥-S⑤| and mean value of (S⑥+S⑤)/2). The process will be continued till 
all the data has been analyzed. 
As it was mentioned, there are numerous cycle-counting algorithms [240]. Among 
all of them, Rainflow algorithm has gained lots of attractions owing to its simplicity 
of implementation and insignificant errors [243], [244]. As the procedure of 
algorithm performing point of view, Rainflow algorithm generally falls into two 
categories, namely, three-point and four-point [245]. Although C.H. McInnes and P.A. 
Meehan [246] have mathematically proved that the three-point and the four-point 
methods are both equal, the three-point algorithm gains much popularity among 
engineers [247]. Based on the ASTM E1049-85 standard [245], the three-point 
Rainflow algorithm coding was implemented by A. Nieslony [248] using MATLAB 
tools. Rainflow is based on the local maxima and minima of the time domain data 
history. It means that for applying Rainflow cycle counting algorithm (either in 
three-point or four-point cases) to the time domain data history, it primarily needs 
to be transferred to the local extrema. 
Generally, major flaws of Rainflow algorithm are including as follows: 
1- In the conventional Rainflow only the extrema (peaks and valleys) have been 
employed leading to lose the time data of signal.  
 
Fig. 4-1. Time domain data versus cycle-counting domain 
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Fig.4-2. Time domain data and its corresponding stress-strain hysteresis loop 
2- Based on the most widely-used thermo-mechanical fatigue failure model, namely 
Arrhenius-Coffin-Manson, mean temperature has paramount of importance in the 
acceptable confidence level fatigue lifetime evaluation [249]. In the previous 
Rainflow versions, the dependency of time on the mean temperature has been 
missed out.  
3- A neglected area in the field of the Rainflow is the creep degradation. Creep 
mechanism plays a major role in the device/system degradation, particularly when 
the thermal stress ranges are sufficiently near to device melting temperature [146], 
[147]. Therefore, the current solutions to the Rainflow algorithms are inefficient in 
the precise lifetime estimation. 
Based on the reviewed literature, these aforementioned drawbacks of Rainflow 
cycles counting have not been simultaneously mitigated yet. Although time-
temperature-dependency of the mean temperature were addressed by L. R. 
GopiReddy [244], the other defects especially creep-included algorithm have 
remained.  
This chapter formulates a new approach to the Rainflow cycle counting algorithm 
and seeks to address how to tackle above-mentioned defects. The aim of this chapter 
is to broaden the current four-point Rainflow algorithm capable of considering 
creep mechanism, time-temperature-dependency of mean temperature.  
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4-2 Importance of Creep Mechanism and Time-
Temperature-Dependent Mean Temperature  
In this section, the importance of time-temperature-dependent mean temperature 
and creep mechanism will be discussed. As a sample, Fig. 1-24a demonstrates stress-
strain curve of a material. The trace falls into two elastic and plastic regions. Stress-
strain behaviors of solder for different temperatures are also depicted in Fig. 1-24b 
[146]. As it can be seen from Fig. 1-24b, the material temperature has a significant 
effect on the strain occurring inside the material. Material strain is a key factor in 
the fatigue aging mechanism. Accordingly, in the same stresses, the created strain in 
the material varies significantly by the temperature variations. In such materials 
that the temperature varies during its loading, the importance of considering time-
temperature-dependent mean temperature has become outstanding leading to the 
different useful lifetime estimations. 
Creep mechanism is one of the most critical aging mechanisms in the materials in 
which their working temperatures are sufficiently high and are above the one third 
of their absolute melting temperatures[146]. In the most materials, a temperature 
increase leads to a decrease in strength of material. In the creep mechanism both 
the time and the temperature are paramount of importance due to its physical 
mechanism. Physically, creep degradation in the materials is owing to the 
propagation and nucleation of micro-cracks and their coalescence to meso-cracks 
[146], [147].  
On the contrary to the low-cycle fatigue damage process, namely load cycles, creep 
degradation is time-dependent and highly impressed by the dwelling time period 
[148]. For expressing lifetime model of the materials on the creep failure 
mechanism, Monkman-Grant (MG) model has been extensively used. Creep lifetime 
and creep damage models have been extensively described in sections 1-2-3-7-2 and 
1-2-3-8-2, respectively. 
It was previously mentioned and also revealed from the equation (1-10) that the 
creep failure mechanism is time dependent which means that the longer time the 
material exposed to the roughly constant temperature, the more degradation 
occurs. Based on Monkman-Grant model, the dwelling time (Δt) is a key factor in 
calculating the creep useful lifetime. Previous works have only been limited to the 
high/low cycle fatigue by considering only the stress swings and the mean stresses 
and failed to purpose the dwelling times in which the material have been rested in 
the roughly constant temperature. Fig. 1-25 demonstrates a thermal stress as a 
function of time. As it is shown in the thermal stresses, there can be a lot of dwelling 
times in which the material is exposed to. Thus, it is thoroughly important to also 
consider the creep failure mechanism in cycle counting algorithm. 
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4-3 Time-Temperature-Dependent Creep-Fatigue 
Rainflow Counting Algorithm 
As it was mentioned in the conventional Rainflow, only the extrema (peaks and 
valleys) have been employed. This leads to lose the time data of the signal. In 
addition, the dependency of the time on the mean temperature and creep 
degradation have been neglected. In this section, a novel efficient time-temperature-
dependent creep-fatigue Rainflow counting algorithm will be proposed.  
4-3-1 Time-temperature-dependent mean temperature 
evaluation  
Fig. 4-3 demonstrates four thermal points in a specific thermal cycle which is 
constituting a full thermal cycle. T1 to T4 are the temperatures and t1 to t4 are their 
corresponded times (See also points ① to ④ in Fig. 4-2b). tFC is the time at which 
the thermal cycle is completely formed. Based on the Rainflow algorithm, T2 and T3 
formed a thermal full cycle. As previously mentioned, strain-stress curve of almost 
all materials are temperature dependent (see Fig. 1-24b). Therefore, one can find 
that the time between the thermal points at which full thermal cycles (local 
hysteresis loop) occur is undoubtedly important for the mean temperature 
evaluation.  
 
Fig. 4-3. Four-point thermal full cycle. 
Without considering the time between the thermal points, mean temperature can 
be readily calculated by (T3+T2)/2. However, it is not acceptable for the materials in 
which their strain-stress curves are temperature dependent. In the other words, the 
time of the complete formation of the local hysteresis loop is thoroughly important 
in the mean temperature calculation (see Fig. 4-2b). Based on Fig. 4-3, the thermal 
cycle has been completed in tFC. Therefore, a whole time of the full cycle is tFC-t2. The 
mean temperature between the points t2-t3 and t3-t4 are (T2+T3)/2 and (T3+T4)/2, 
respectively. The time-weighted mean temperature of this full cycle is the average 
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of these two mean temperatures in terms of their associated times. Accordingly, an 
equivalent mean temperature can be calculated as follows [244]:  
   3 2 4 3e 3 2 FC 3
mean
FC 2 FC 2
T T T Tt t t t
T
t t 2 t t 2
  
 
 
 (4-1) 
where Temean is the new equivalent mean temperature and 
2 3
FC 4 3 3
4 3
T T
t (t t ) t
T T

  

 (4-2) 
It is clear that by increasing t3-t2, the equivalent mean temperature will be also 
increased which has to be taken into account in reliability assessment of the 
materials. Thus, in the proposed Rainflow algorithm this equivalent mean 
temperature will be employed to increase accuracy of reliability evaluation.  
4-3-2 Developing of newly proposed time-temperature-
dependent creep-fatigue Rainflow counting algorithm 
To mitigate the previous mentioned problems, a newly introduced online counting 
cycle will be discussed in this section. In addition to considering the creep 
degradation and the time-temperature-dependent mean temperature, the proposed 
method is capable of counting half cycles at the exact times they occur. Input data 
including stresses (e.g. temperature) and their corresponding times should have 
been inserted to the proposed algorithm as a real time vectors. There are two 
flexible buffers being in charge of temporarily memorizing of maxima and minima, 
respectively. In addition, there are also three pointers for specifying the maxima and 
minima precession/inferiority, size of two flexible buffers.   
Fig. 4-4 depicts schematic block diagram of proposed algorithm. The key algorithm 
is based on the four-point Rainflow method but applying some new features to 
address the above-mentioned challenges. T is the input temperature vector which 
is updated online by inserting new data to the algorithm. t is the corresponding time 
vector which is also simultaneously updated. These two vectors are considered as 
the input data at the top of the algorithm in Fig. 4-4. Smin and Smax are defined as 
flexible buffers allocated for minima and maxima, respectively. Pmin and Pmax are the 
pointers indicating the length of Smin and Smax, respectively. These two pointers 
make the algorithm be simply implemented. j is also an indicator which shows 
whether or not local maximum or minimum is coming. If j=1, local minimum will be 
coming and if j=0, maximum will be coming as a next input data. H is creep hysteresis 
band.  
Once, input data inserted the algorithm will be started. The first step is to check that 
enough inputs have been coming or not. In this case, because the algorithm is based 
on the four-point method, at least four inputs are needed. However, for the local 
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extremum checking, there is another need to have the fifth inputs to judge whether 
or not the fourth point is the extremum. Accordingly, the size of T as an input data 
has to be 5 at any time to make it possible to run the algorithm. The auxiliary 
variable k is in charge of validating the number of enough inputs for the creep and 
extremum checks. 
 
Fig. 4-4. Flowchart of newly proposed online time-temperature-dependent creep-fatigue Rainflow 
counting algorithm 
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After that creep check will be done. In this step, the algorithm checks whether or not 
two consecutive inputs are roughly equal to each other. For this purpose, a creep 
hysteresis band (H) is defined. It means that if the difference of two consecutive 
inputs lay between the creep hysteresis band, absolute lower of them will be 
removed from the input data, then it is also left-shifted and the algorithm waits for 
the new input. At the same time, the mean temperature of these two points (Tm= (T*-
T**)/2) is considered as a creep temperature which is needed in the creep 
degradation mode (see Fig. 1-25). Moreover, the time period between these two 
points is also reported which is needed in the creep degradation mode (tc= t*-t**). 
The procedure of creep check has been indicated in Fig. 4-4 as a red dashed-line 
border on the right corner of the figure.  
Then the local extrema extraction is obtained. The extrema extractions are based on 
discrete derivative. Thus, the direction of two consecutive slopes is taken into 
account as a local extremum determination. For checking the fourth point, it is 
necessary to know the fifth point (checking the slope direction). That is why, the 
enough number of inputs is considered to be five. If two consecutive points do not 
form a local extremum, absolute lower temperature is removed from the input 
vector, then it is also left-shifted and the algorithm goes at the beginning and waits 
until new input data is coming. Otherwise, after checking all points, algorithm exits 
from creep and extremum checks and continue at ② (top right corner of Fig. 4-4).   
After creep and extremum checks and for the first data which is coming out from 
②, it is necessary to define two flexible buffers, namely Smin and Smax, and 
determine the kind of the first extremum for activating pointer j. If the first local 
extremum is minimum, j will be 1. Otherwise it becomes 0. In this step the first two 
extrema are inserted to their corresponding flexible buffers and the pointers, 
namely Pmin and Pmax, become both 1 (“First data” conditional block diagram in Fig. 
4-4, yellow highlighted area).   
Next, four-point Rainflow algorithm has been applied to the first four input data. If 
the absolute inner stress swing (ΔT2=|T2-T3|) is simultaneously lower than the two 
outer stress swings (ΔT1=|T1-T2| and (ΔT3=|T3-T4|)), full cycle occurs. Thus, one can 
consider T2 and T3 as a full cycle with the stress cycle of ΔT2=|T2-T3| and the mean 
temperature of Temean which is calculated by (4-1). In this case, depending on the 
kind of extremum T2 is replaced by the first element in flexible buffers. If the number 
of elements in flexible buffers is greater than one, then Smin or Smax have to be sorted 
up. Then, T2 and T3 will be removed from the input data vector and T is also left-
shifted. The procedure of full cycle counting is indicated by the red highlighted area 
on the left of Fig. 4-4. And algorithm will wait for two new inputs. Of course, these 
two inputs must pass through the creep and extremum checks.  
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However if full cycle is not formed, algorithm tries to find the half cycles (the two 
rightmost flowcharts in Fig. 4-4, green highlighted area). On one hand, when the first 
extremum is a local minimum, the procedure will be as follows. Smin is right-shifted 
and T3 will be laid on Smin [1] (new input). The elements number of Smin increases by 
one and accordingly, Pmin= Pmin +1. After that the first two elements of minimum 
buffer compare with each other and if the value of new input is lower than the older 
one, algorithm reports Smin [2] (old minimum) and Smax [1] as a half cycle. Then, it 
crosses out the old minimum (Smin [2]) from minimum buffer and left-shifts it. Now, 
because of this removing we have Pmin= Pmin-1. This half cycle determination 
procedure is continuing while only one member exists in Smin.  Then T1 will be 
removed from T and it is left-shifted. Then, j has to be interchanged because the next 
extremum is certainly maximum (thanks to extremum check). Algorithm now is 
waiting new input data.   
On the other hand, when the first extremum is a local maximum, the procedure will 
be as follows. Smax is right-shifted and T3 will be laid on Smax [1] (new input). The 
elements number of Smax increases by one and accordingly, Pmax= Pmax +1. After that 
the first two elements of maximum buffer are compared with each other and if the 
value of new input is greater than the older one, algorithm reports Smax [2] (old 
maximum) and Smin [1] as a half cycle. Then, it crosses out the old maximum (Smax 
[2]) from maximum buffer and left-shifts it. Now, because of this removing we have 
Pmax= Pmax-1. This half cycle determination procedure is continuing while only one 
member exists in Smax. Then T1 will be removed from T and it is left-shifted. Then, j 
has to be interchanged because the next extremum is certainly minimum (thanks to 
extremum check). Algorithm now is waiting new input data. In both cases, it is clear 
that buffers have been dynamically changed based on the input data. 
4-3-3 Case study 
In this section, as an application example, the new approach has been applied to a 
sample load history. Fig. 4-5a shows a thermal cycle with 17 points. For the 
simplicity, the time between two adjacent points is assumed to be the same and 
equal to 1 sec. As it was mentioned, the enough input data is five consecutive points. 
The first sections of algorithm have been allocated to the creep and extremum 
checks. Creep hysteresis band is assumed to be 3oC. In the first five points, only there 
is one non-extremum point shown by red highlighted circle (120oC). This point is 
removed from the thermal cycles as it also can be seen from Fig. 4-5b. Fig. 4-5b 
shows the thermal cycles after the creep and the extremum cancellation. 75oC and 
130oC are saved in the minimum and the maximum buffers, respectively. Inner 
thermal swing (ΔT2=|T2-T3|= 64oC) is not lower than the two outer thermal swings 
(ΔT1=|T1-T2|=55oC and ΔT3=|T3-T4|= 46oC), accordingly, full cycle does not occur. 
Since the first point is the minimum (j=1), Smin is right-shifted and T3 lays as the first 
element in Smin. New temperature (66oC) in the minimum buffer is lower than the 
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old one and consequently old minimum temperature (75oC) and the maximum 
temperature in maximum flexible buffer (130oC) constitutes a half cycle by 
temperature swing of 55oC and mean temperature of 102.5oC. Therefore the old 
minimum temperature has been removed from Smin and it has been left-shifted. 
Finally, T1 has also been removed from T and T has been also left-shifted and j→0. 
Now, algorithm is waiting for the new temperature point. By inserting new point, T= 
[130 66 112 43 45] oC. So, the creep and the extremum checks should have been 
performed. Regarding the creep hysteresis band, namely 3oC, a creep status occurs 
in T4 and T5. Based on the proposed algorithm, the lower one will be crossed out and 
algorithm has been going to wait for the new input data. Here T4 has been removed 
from T. This creep status is indicated by green highlighted area in Fig. 4-5a. j has 
been also unchanged. Algorithm, again, has been waiting for the new input data. By 
inserting new data, T= [130 66 112 43 135] oC. Inner thermal swing (ΔT2=|T2-T3|= 
46oC) is lower than the two outer thermal swings (ΔT1=|T1-T2|=64oC and ΔT3=|T3-
T4|= 69oC), full cycle does occur. The algorithm reports T2 and T3 as a full cycle with 
the temperature swing of 46oC and mean temperature of  
   
2 3
FC 4 3 3
4 3
3 2 4 3e 3 2 FC 3
mean
FC 2 FC 2
T T 66 112
t (t t ) t (5 4) 4 4.67sec
T T 43 112
T T T Tt t t t
T 84.4 C
t t 2 t t 2
 
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 
  
  
 
 (4-3) 
 
Fig. 4-5. Sample load cycles. (a) Thermal cycles, (b) thermal cycles after creep and extremum checks 
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Table 4.1. True table of algorithm 
T (oC) 
CC  [tc   Tm] 
([sec, oC]) 
EC(oC) j 
[ΔT1 ΔT2 ΔT3] 
(oC) 
Smin 
(oC) 
Smax 
(oC) 
FC/HC [ΔT  Temean Tmean] 
(oC) 
[75 120 130 66 112] ― 120 ― ― ― ― ― 
[75 130 66 112 43] ― ― ― ― [75] [130] ― 
[75 130 66 112 43] 
― ― 1→0 [55 64 46] [66 75] [130] HC 
[|75-130| 102.5 102.5] 
[130 66 112 43 45] [1 44] ― 0 ― [65] [130] ― 
[130 66 112 43 135] 
― ― 0 [64 46 69] [43] [130] FC 
[|66-112| 84.4 89] 
[130 43 135 115 150] 
― ― 0→1 [87 92 20] [43] [135 130] HC 
[|130-43| 86.5 86.5] 
[43 135 115 150 75] 
― ― 1 [92 20 35] [43] [135] FC 
[|135-115| 127.72 125] 
[43 150 75 80 105] ― 80 1 ― [43] [135] ― 
[43 150 75 105 66] ― ― 1→0 [107 75 30] [75 43] [135] ― 
[150 75 105 66 112] ― ― 0 [75 30 39] [75 43] [135] FC, [|75-105| 88.75 90] 
[150 66 112 110 40] [1 111] ― 0 ― [75 43] [135] ― 
[150 66 112 40 …] Algorithm is waiting for the new data!!! 
CC: Creep Check,   EC: Extremum Check,    FC: Full cycle,    HC: Half cycle 
In the full cycle calculation, the equivalent mean temperature (84.4oC) is different 
from convention mean temperature (89oC). While as it is seen from Fig. 1-24b, 
strain-stress curve is thoroughly mean temperature dependent. That is why in this 
proposed method time-temperature-dependent mean temperature (equivalent 
mean temperature) has been considered. One can follow the algorithm from Fig. 4-
4 and obtain the associated results as listed in Table 4-1. Regarding the input data 
history (Fig. 4-5a), there are two creep occurrences and two non-extremum points 
shown as green highlighted and red highlighted regions, respectively.   
4-4 Conclusion  
In this chapter a novel cycle counting method was proposed. This method 
represents innovative alternative to the conventional Rainflow algorithm. Our 
method is a clear improvement on the current Rainflow cycle counting by 
considering time-temperature-dependent mean temperature and creep failure. 
Since strain-stress behavior of materials, especially in metals, is thoroughly 
temperature dependent, the equivalent mean temperature is considered making 
useful lifetime estimation to be much more accurate. In addition, creep failure 
mechanism, a very common failure mechanism in high temperatures, has been also 
considered. Outputs of this chapter will be used in the proposed reliability 
assessment for sorting a complex mission profile. The sorted data will be applied to 
Arrhenius-Coffin-Manson and Monkman-Grant lifetime models for fatigue and creep 
failures, respectively for reliability assessment of power semiconductors. In the next 
chapter, two reliability frameworks will be explained and the application of this 
cycle counting algorithm will be thoroughly discussed.  
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 5  
 
Reliability Assessment of DC-DC Converters 
5-1 Introduction 
The main focus of this chapter is allocated to the reliability assessment of a DC-DC 
boost power electronics converter. We present two new reliability assessment as 
well as conventional frameworks. These three frameworks will be studied and their 
pros and cons will be discussed. Due to the prominent features of PoF based 
reliability assessment, the principle of the newly proposed reliability models have 
been based on the PoF model. Therefore, only PoF based reliability assessment of 
converters will be extensively carried out in this chapter. It has to be mentioned that 
in the DC-DC boost converter, there assumed to be three critical components as a 
reliability point of view. IGBT, diode and DC link capacitor as well are considered as 
potential items. For estimating IGBT and power diode lifetime models (based on the 
Coffin-Manson-Arrhenius modeling), accelerated power cycling tests and 
accelerated thermal tests were performed (see Chapter 3). Capacitor lifetime model 
is extracted from literature [93].  
5-2 Conventional PoF based reliability assessment of DC-
DC converters  
5-2-1 Basic concepts 
Conventional PoF based reliability assessment of DC-DC converters has been 
extensively used in the power semiconductor useful lifetime estimation [93]. PoF 
based reliability assessment aims to find failure mechanisms and investigate the 
effects of mission profile on the critical failure mechanisms. This leads to transfer 
reliability analysis from component level to the failure mechanism and enhances it 
from reliability prediction to design for reliability [95].   
Based on determined failure root causes (such as power cycling or temperature 
swing) and the mission profile and employing reliability models, one can estimate 
the aging of a component and its useful lifetime regarding its mission profile. 
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Fig. 5-1 illustrates the conventional reliability framework of critical components of 
converters (power semiconductors). Regarding this figure, one can find out that 
how mission profile can affect the reliability assessment of power components. 
Mission profile (vehicle speed, wind velocity, etc.) along with electrical and thermal 
parameters and ambient temperature are the main inputs of this framework. 
Mission profile has to be translated to electrical profiles such as power or current 
profiles by translating mechanical power (or other kind of powers and energies) to 
electrical power.  
 
Fig. 5-1. Conventional reliability assessment of critical components of power electronic systems. 
Translated electrical power profile has been inserted to the electrical model. Using 
this translated mission profile, electrical/thermal parameters, ambient temperature 
and some conditions (such as output voltage range) as well, one can find the 
electrical operating point. Output of electrical model block diagram is the processed 
electrical mission profile such as components’ currents and voltages. Control model 
can also be considered in the closed loop converters. Since ambient temperature and 
thermal parameters of power semiconductors have both significant effects on the 
performance of converter and have to be considered in electrical and control model 
of converter, a feedback is defined from output of thermal modeling to the electrical 
and thermal parameters.  
After obtaining electrical operating point profile, device loss model has to be 
performed owing to the potential failure mechanisms. In addition to electrical 
operating point profile, junction temperatures of power semiconductors make a 
meaningful contribution in calculating power losses of power semiconductors and 
thereby, a feedback has been defined for power loss model as shown in Fig. 5-1. It 
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was also mentioned that because power loss calculation is temperature dependent, 
an iterative algorithm has to be applied.   
Since the failure root causes of the power semiconductors are related to thermal 
issues (creep-fatigue failure mechanism), the power losses of power 
semiconductors have been estimated. The power losses profile is inserted to the 
thermal modeling of the power electronic system as main heat sources. Based on 
these heat sources and the global thermal model of power electronic system, one 
can obtain the junction temperatures of the power semiconductors including their 
swings and mean temperature. The output of this stage is junction temperatures 
profiles.  
The main root causes of the failures in power semiconductors are the junction 
temperature swing and the mean junction temperature. Although, output of thermal 
modelling is the trend of junction temperature, it is a complex information and 
difficult to be detached and analyzed. Therefore, a cycle counting algorithm has to 
be applied to detaching junction temperature into its swings and mean values. A 
rainflow algorithm is commonly employed for detaching and sorting the 
temperature data.  
The sorted junction temperature data is then applied to the lifetime models of power 
semiconductors. It is notable that the modified Coffin-Manson lifetime model has 
been widely used in lifetime estimation of power semiconductors [174], [175]. The 
constant coefficients of the lifetime model are material dependent and extracted 
from accelerated aging tests. Since there exist some uncertainties due to the few 
population of accelerated aging test, a variation is considered in each of lifetime 
model constant coefficients. Generally, lifetime model constant coefficients are 
assumed to be normally distributed with 5% deviation around their mean values.  
For considering these parameters variations, Monte Carlo simulation is applied to 
this method. By Monte Carlo application, one can find a damage distribution instead 
of an exact damage level in the reliability assessment of converters.  
5-2-2 DC-DC Boost converter reliability assessment based on the 
conventional framework              
A conventional DC-DC boost converter is considered here as shown in Fig. 5-2. Its 
specifications are listed in Table 5-1. The considered converter is assumed to be 
employed in a hybrid electric vehicle (HEV) as an interface converter between 
battery bank and the electrical motor drive system. 
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Table 5-1Working Conditions and Parameters Values 
Parameter Value Parameter VALUE 
Vi 200V Vout 400V 
Po 3000W R 53.34 Ohm 
L 2.50mH rL 0.3 Ohm 
C 47 µF rC 0.05 Ohm 
rD 0.04 Ohm @Tj=175oC VD0 
1V  
@Tj=175oC 
rQ 0.0726 Ohm @Tj=175oC VCE0 0.81V @Tj=175oC 
 
The considered mission profile is a well-known driving cycle, namely, worldwide 
harmonized light vehicles test procedure (WLTP-class3) as shown in Fig. 5-3. The 
failure root causes in the power semiconductors are including junction temperature 
swing and mean junction temperature modelling with Coffin-Manson-Arrhenius 
and Monkman-Grant [174], [175]. Therefore, the mission profile has to be translated 
to these temperatures through the electrical, power loss and thermal modeling as 
shown in Fig. 5-1. Accordingly, HEV speed based on WLTP-class3 has translated to 
the required power as expressed in the following equation: 
     2Sconv r a D f aux
t
B V 1 dV
P Mg f i C A V M P
2 dt
 
       
  
 (5-1) 
where V is the vehicle speed, BS the battery share of power transferring, ηt the total 
efficiency of transmission system and electric motor. M is the mass of the vehicle, g 
the gravity, fr the rolling resistance coefficient, ρa the air density, CD the aerodynamic 
drag coefficient, Af the front area of the vehicle and δ the mass factor. Paux is 100W 
for auxiliary equipment. All the parameters are in SI units. This power has been 
inserted to power loss and thermal modeling leading to find the IGBT’s and diode’s 
junction temperatures. It has to be mentioned that in this modeling ambient 
temperature was assumed to be 40℃.  
 
Fig. 5-2. A conventional DC-DC boost power converter 
Electrical, power loss and thermal modeling have been performed based on what 
was expressed in Chapter 2. Using the equations and correlations of Chapter 2, one 
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can find diode and IGBT junction temperature profiles as shown in Fig. 5-4. The 
maximum junction temperature never reaches its allowable maximum junction 
temperature either in IGBT and diode due to the dynamic response of thermal 
impedances. As described in Chapter two, analytic model has been used for thermal 
modeling. In other words, the dynamic of mission profile is much faster than the 
dynamic of thermal impedances. Regarding higher IGBT power loss, higher junction 
temperature occurs in comparison with diode junction temperature.    
Now, the junction temperature profiles of IGBT and diode have to be sorted using 
cycle counting algorithm as it was completely described in Chapter 4. The rainflow 
algorithm have detached the junction temperature data based on their swings and 
mean values for fatigue liftime model. It has also extracted dwelling times and their 
corresponding temperatures for creep lifetime model.  Fig. 5-5a depicts the sorted 
junction temperature of IGBT and diode data. This figure shows the junction 
temperature swings and mean junction temperatures extracted from one mission 
profile, namely 30 minutes driving cycle. Fig. 5-5b shows the dwelling times versus 
junction temperatures of IGBT and diode.  The data extracted from Fig. 5-5a will be 
applied to Coffin-Manson-Arrhenius fatigue lifetime model and those extracted from 
Fig. 5-5b will be applied to Monkman-Grant creep lifetime model as the two most 
probable failure mechanisms in the IGBT and diode. Their interactions will be 
considered using a linear accumulated damage model.  
 
 
Fig. 5-3. Mission profile, HEV speed based on WLTP-class3. 
 
Fig. 5-4. Junction temperature profiles. 
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Fig. 5-5. Sorted junction temperature of IGBT and power diode for (a) fatigue and (b) creep lifetime 
models. 
Based on the lifetime model of IGBT and power diode (Section 1-2-3-7-1, Section 1-
2-3-7-2) and their extracted parameters from APC and creep tests (Section 3-2-2, 
Section 3-4), one can estimate the useful lifetime of IGBT and diode as described 
here. The lifetime model of power semiconductors is rewritten as follows: 
   
f m j j m
1
MG
C
cr
N (T , T ) A T exp(Q RT )
C
t


   
 
 
 
 (5-2) 
where R and Q are the gas constant (8.314 JMol-1.K-1), internal energy and Tm is the 
mean junction temperature of devices in Kelvin and A, α and Q are device dependent 
Chapter Five: Reliability Assessment of DC-DC Converters 
127 | P a g e  
 
and estimated by curve fitting from APC aging tests (section 3-2-2). έcr is the stable 
creep strain rate (equation (1-11)), CMG and β are constant and material-dependent 
and extracted from creep test (section 3-4). The constant coefficients are extracted 
as follows for IGBT and diode: 
   
3 2
4 3
3 2
4 3
4
3 4
MG
A ~ N(4.352 10 ,0.725 10 )
~ N( 1.117,0.0186) For IGBT
Q ~ N(1.852 10 ,0.31 10 )
A ~ N(4.093 10 ,0.682 10 )
~ N( 1.128,0.0188) For Diode
Q ~ N(1.861 10 ,0.31 10 )
~ N(1.02 10 ,0.17)
C ~ N(2.2 10 ,0.36 10 ) 
  

 
  
  

 
  
 

 
For IGBT and Diode

 (5-3) 
As it is observed, the constant coefficients of power semiconductors lifetime models 
are assumed to be normally distributed. For estimating the reliability of IGBT or 
power diode, one can employ well-known Monte Carlo simulation. Monte Carlo 
simulation has been performed for 50000 samples via MATLAB environment. Fig. 
5-6 demonstrates the frequency of IGBT and diode damages using creep-fatigue 
linear damage model (equation (1-17) and Fig. 1-25). Regarding this figure, it seems 
that normal distribution curve fitting is suitable for evaluating the damage 
distribution. Fig. 5-7 depicts the reliability function of IGBT and power diode. One 
driving cycle damage of IGBT and power diode have normal distribution of: 
   
  
  
4 6
IGBT
4 5
Dio
2
e
2
d
D 1.11 10 5.36 10
D 2.33 10
 ~ N ,
 ~ N , 1.14 10
 
 
 
 
 (5-4) 
Power capacitor is considered to have a time to failure distribution following 
Weibull damage model (Dcap(t)~W(η , β) where η and β are the scale factor and 
shape factor, respectively) [6]. In this case study, power capacitor is considered with 
the following time to failure distribution [118] (see Fig. 5-8.): 
    CapD 14716t; ,  80~ W( ,1.93)   (5-5) 
Since we assumed that three critical components have been considered, a 
multicomponents reliability assessment of converter has to be utilized. After the 
reliability (or surviving function) of individual power electronics components under 
the given mission profiles, overall reliability of the global converter system can be 
estimated depending on the logic connection of the components. In this case study, 
all the three components are logically connected in series, i.e. if one of them is failing, 
the global system will be failed. Therefore 
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Fig. 5-6. Frequency of damages in IGBT and diode. 
     
Fig. 5-7. Reliability function of IGBT and diode damages during one driving cycle 
   
3
Global Series x
x 1
R (t) R (t)

  (5-6) 
where RGlobal-Series is the system overall reliability and Rx is the xth component’s 
reliability function. Therefore, the global reliability of the considered 
multicomponent DC-DC boost power converter is the product of reliability functions 
of IGBT, power diode and power capacitor as shown in Fig. 5-9. Useful lifetime of 
power capacitor is much higher than the other components, namely IGBT and diode. 
B10 reliability is the estimated time when the probability of failure will reach 10%. 
In this case study, B10 reliability of the global system is 66680 hours. It means that 
10% of the power electronic system is expected to fail by 7.61 years of operation. 
 
Fig. 5.8. Reliability function of power capacitor in terms of hour 
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Fig. 5.9. Reliability function of global multi component system, power capacitor, IGBT and power 
diode 
5-2-3 Discussion 
Reliability assessment of the conventional DC-DC boost converter has been 
considered in the previous section. The result demonstrates the B10 reliability of 
66680 hours for the global systems containing three critical components, namely 
IGBT, diode and power capacitor. Although, this framework has utilized Monte Carlo 
simulation for the consideration of the parameter variations (due to the 
uncertainties in the APC aging tests), it is not able to take into account the 
dependency of various components. It means that degradation of any components 
cannot be considered in the useful lifetime estimation of converter while it was 
shown that these dependencies are paramount of importance in this case study 
(refer to chapter 3). In addition, this reliability framework is not capable of assessing 
the reliability in the redundant systems. Although, this method can deal with the 
simple reliability constructions such as series, parallel and k-out-of-n systems, it is 
not suitable for reliability evaluation of redundant systems such as interleaved 
power converters. Because in the redundant systems, by changing the configuration 
of the system, the EOP and TOP of the power converter would be varied leading to 
different damage models.     
5-3 Interval reliability assessment  
These various components have knock-on effects on each other’s performances 
(both thermally and electrically) during their working in the power converters. As a 
perfect example, a common DC-DC converter is demonstrated in Fig. 5-10. 
Regarding Fig. 5-10, capacitance and its ESR changes can influence power 
semiconductors’ performances. For example, the greater capacitor voltage ripple 
(the lower capacitance or the higher ESR), the more induced switching power losses 
in the power semiconductors.  
Consequently, junction temperatures of IGBT and diode will be increased. These 
changes in the junction temperatures of IGBT and diode can directly affect their 
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internal parameters (such as voltage drop and internal resistance). Along with the  
internal parameters variations, since diode and IGBT are thermally coupled (almost 
always mounted on the same heat sink), either increase of diode junction 
temperature or IGBT’s can indirectly have effects on the TOP of each other in which 
finally affect EOP of power converter. Electrical and thermal correlations are shown 
by red and blue double-arrowed line in Fig. 5-10. Double-arrowed lines show that 
there are coupling effects among the components.  
Therefore, internal parameters of the components such as junction to case thermal 
resistance and internal voltage in power semiconductors, and capacitance and 
dissipation factor in power capacitors can be changed [93], [133]. 
 
 
Fig. 5-10. A conventional DC-DC boost power converter. 
Parameters’ drifting of capacitors, IGBT and diode have electrical and thermal 
effects in the performance of a power converter. These parameters’ drifting can be 
due to the components’ degradation. Accordingly, coupling effects of components’ 
aging on the performance of converter and its elements (EOP and TOP) have to be 
considered. These effects had been validated by implementing a customized DC-DC 
boost converter as described in Section 3-5. Table 3-3 demonstrates the importance 
of these effects. For having a more reasonable ULE of power converters, these 
coupling effects have to be undertaken in the reliability assessment. In this section, 
we want to state the opinion of employing interval reliability assessment to cover 
the effects of these parameters’ drifting owing to the aging. Instead of presenting an 
inaccurate ULE for power converters, the proposed method tries to put forward a 
range for the ULE (i-ULE) leading to much more reasonable analysis for engineering.  
5-3-1 Interval reliability assessment of DC-DC boost converters 
Variability of the power components either owing to the degradation or their 
manufactured processes can be highly effective in TOP and EOP of power 
converters. Since reliability assessment of power converters is thoroughly TOP- and 
EOP-dependent (regarding their failure mechanisms and the mission profile they 
have been exposed to), these variations have to be taken into account. Fig. 5-11 
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demonstrates a new ULE algorithm. Based on this new algorithm, one can find an 
interval reliability estimation.  
In this algorithm, ambient temperature profile as well as mission profile have been 
considered as the interval values regarding their uncertainties. Electrical and 
thermal parameters’ deviations (due to their degradations) have been also 
considered as the interval values with the specified range from their new to fully-
degraded values ([Xnew Xfully-degraded]). Although there are different definitions for the 
failure [250], here catastrophic failure and degradation failure have been 
distinguished from each other. Catastrophic failure has been defined as a state in 
which the power converter no longer cannot work such as permanent short circuit 
or open circuit of power components in the power converter. Definition of 
degradation failure has been allocated to the gradually degradation of the power 
components and henceforth it has been called as a failure.  
Regarding the proposed algorithm (Fig. 5-11), the ambient temperature and the 
mission profile (interval values with the preset ranges e.g. ±5% deviation from their 
actual values) and electrical and thermal constant parameters (interval values with 
the ranges from the new to the fully degraded values) have been inserted to the 
interval analysis. This analysis has mapped the conventional mathematical domain 
to the interval domain in which every quantities have had a range. Based on these 
inputs, the actual and available mission profile (e.g. wind speed, sun irradiation and 
vehicle speed) has been translated to the electrical parameters e.g. current, voltage 
or electrical power. Again it has to be noted that this translated mission profile is 
also an interval value. Regarding to the converter’s specifications, its controlling 
system and its desired reference points, state variables and state matrix of power 
system can be extracted from a mathematical model. Every matrix, vector or other 
quantities in the electrical modeling have been changed to the interval matrices, 
vectors and quantities, respectively. Accordingly, the output of this stage become a 
range for electrical operating point for each point of translated mission profile.  
In the next step, interval EOP (i-EOP) has been inserted to the device loss model. 
Since device loss model completely depends on the junction temperature of device 
(Tj), a feedback is required from semiconductor’s thermal modeling. Regarding i-
EOP and interval junction temperature (i-Tj), one can find a range for the power 
losses of the devices. This power losses’ range has been inserted to the thermal 
modeling of a power converter. The outputs of thermal modeling are i-Tj and i-ΔTj 
(interval junction temperature swing). As previously mentioned, the main and 
critical failure mechanism in the power semiconductors is electro-thermo-
mechanical creep-fatigue. This failure occurs owing to the junction temperature 
swings and junction mean temperature based on the Coffin-Manson-Arrhenius and 
Monkman-Grant models [174], [175].  
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In the next step, i-Tj and i-ΔTj (i-TOP) i.e. failure root causes of the interested failure 
mechanism have to be sorted based on the one of the cycle counting algorithms. This 
cycle counting step can be based on different algorithms. Despite of the philosophy 
of cycle counting algorithm, one can note that the outputs of this step are also 
interval values. Now, the sorted i-TOP have been inserted to the device lifetime 
model. As mentioned previously, based on the critical failure mechanism, Coffin-
Manson-Arrhenius and Monkman-Grant models as well as some constant 
parameters extracted from datasheet or accelerated power/thermal cycle tests have 
been used for i-ULE. Based on the proposed ULE algorithm (i-ULE), the reliability 
assessment of power electronic systems has become a range instead of an exact 
value. This feature demonstrates the feasibility of employing i-ULE instead of 
conventional ULE. In this case, the degradations of the power components have been 
also taken into account leading to much more reasonable useful lifetime estimation 
of power converters. 
 
Fig. 5-11. New algorithm of interval reliability assessment for converters. 
5-3-2 Interval analysis fundamental   
Interval arithmetic has been extensively employed in digital numerical computation 
[251]. At the beginning, lack of necessity of analyzing the pointwise floating point 
computations led to gaining keen attractions [252]. However, it has become an 
attractive quantitative-sensitivity analysis and solver of nonlinear problems among 
researchers and engineers [227]. Interval analysis has numerous advantages 
including correctness, totality, closedness, optimality and efficiency. Explaining all 
the above mentioned features is beyond this study and interested readers are 
referred to [251]. The key factor that encourages us to use interval arithmetic in the 
reliability assessment of converters is its correctness. In this case, interval 
arithmetic has been applied to all the calculations and modeling of the power 
converters. Since all the input quantities have bounded ranges (owing to their 
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degradation processes or even their  uncertainties), the output will be interval ULE 
(i-ULE) with the higher accuracy in comparison with the conventional ULE. In the 
following of this section, fundamental of interval analysis and its application to the 
basic operators will be discussed.     
This method is based on the bounded arithmetic which means that every parameter 
can have not an exact value but a bounded interval. This interval can be due to the 
manufacturing tolerance, aging, and temperature dependency. Here although, the 
main purpose of using interval analysis is to consider the parameter value variations 
resulted from aging and degradation, the manufacturing tolerance and temperature 
dependency can also be taken into account. Although there are different types of 
interval including closed, open, upper half open and lower half open, here only 
closed interval numbers have been considered. Basic terms and concepts will have 
been indicated. It should be mentioned that only main and related issues will be 
discussed and accordingly the interested readers refer to [252].  
A closed real interval x is a set of real numbers defined as follows 
 X X,X x R : X x X        (5-7) 
where X  is the minimum and X  is the maximum values of parameter X which can 
be taken. As an example, X  can be considered as a value of a parameter of a new 
device, while X  can be considered as a degraded value. Other types of intervals 
including open and half-open intervals appear in mathematics. However, our focus 
here will be on the closed intervals.  
Two intervals X and Y are said to be equal provided that   
X Y if X Y , X Y    (5-8) 
A real number with the exact value can be expressed as an interval real number with 
the same bounded range i.e. [X, X]. The next step is to define the basic arithmetic 
operations between closed intervals. Instead of applying operations to the only real 
numbers, now we should apply them to the set of real numbers (closed interval). 
For instance, sum of two intervals results in a new interval containing the sums of 
all pairs of numbers. Accordingly, sum of two intervals X and Y is the set given by  
X Y,X Y ={X Y x y :  x X,  y Y }     
   (5-9) 
The difference of two intervals X and Y is the set given by  
X Y,X Y ={X Y x y :  x X,  y Y }     
   (5-10) 
The product of X and Y is given by 
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Dividing interval X to Y is given by  
X,X 1 1 1
= X,X * XX / Y x / y :  x X,,X  y Y* , { }
YYY,Y Y Y
 
,
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 (5-12) 
In addition, we can express the intervals with two parameters expressing the mean 
value (mid(x)) of interval as well as its radius (rad(X)) defining as follow  
   
   
mid X
rad X
=1 2 X X
=1 2 X X


 (5-13) 
Based on what has been expressed here, one can easily generalize all conventional 
mathematical arithmetic. In numerous engineering environments, especially 
electrical engineering, mathematic models of physical phenomena are including 
either matrix or vector forms. As it was mentioned, one has to use the state space 
equations (in matrix form) for electrical modeling. In addition, in the sort of thermal 
modeling in which mutual effect of heating systems (mutual effect of heat power 
sources on each other) has been considered, a thermal impedance matrix has been 
introduced. Therefore, discussing the interval matrices has paramount of 
importance. Interval matrix is a matrix whose elements are interval numbers given 
as follows: 
11 1211 12
11 12
21 22 21 2221 22
A ,A A ,AA A
A
A A A ,A A ,A
                       
 (5-14) 
All the basic operators can be easily applied in vector or matrix forms based on what 
has been said previously. Expressing all the issues related to the interval analysis is 
beyond of this study. In this study modified INTLAB software tool has been used. 
This package is one of the MATLAB tools and can be easily implemented in MATLAB. 
INTLAB uses MATLAB’s arithmetic based on the IEEE 754 binary standard 
arithmetic. 
5-3-3 A paradigm shift from ULE to i-ULE 
The degradations of power components lead to the TOP and EOP changes in a power 
converter. It means that not only does the degradation of one device accelerate its 
aging, but also it accelerates other devices’ aging. In the previous studies, there 
cannot be found any structural solution for considering these effects. In this section, 
a conventional DC-DC boost converter as shown in Fig. 5-2 has been considered. As 
it was mentioned in the previous section, this conventional DC-DC boost converter 
is assumed to be an interface in HEV.  
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It has to be mentioned that in this modeling, ambient temperature was assumed to 
be 40℃ with ±5%. Therefore, ambient temperature became as a bounded value i.e. 
Ta=[38 42] ℃. It is also the case for the vehicle speed. Every point in the vehicle 
speed was allocated as an interval value i.e. v=[95%vrated 105%vrated]. 
Electrical, power loss and thermal modeling have been performed based on what 
expressed in Chapter 2 for both new and fully degraded cases. Using the equations 
and correlations on chapter 2, one can find diode and IGBT junction temperature 
profiles as shown in Fig. 5.12 in the fully degraded case. It has to be mentioned that 
the new case has been depicted in Fig. 5-4. The maximum junction temperature 
never reaches its allowable maximum junction temperature either in IGBT and 
diode due to the dynamic response of thermal impedance. However, IGBT and diode 
experience at least an increase of 12℃ in their junction temperatures as predicted. 
     
Fig. 5-12. Junction temperature profiles of a) IGBT and b) diode in the fully degraded case. 
Now, the junction temperature profiles of IGBT and diode have to be sorted using 
cycle counting algorithm as it was completely described in Chapter 4 in both new 
and fully degraded. The rainflow algorithm have detached the junction temperature 
data based on their swings and mean values for fatigue liftime model. It has also 
extracted dwelling times and their corresponding temperatures for creep lifetime 
model. Fig. 5-5 depicts the sorted junction temperature of IGBT and diode data in 
the new case while Fig. 5-13 demonstrates the sorted junction temperature of IGBT 
and diode data in the degraded case.  Fig. 5-13a depicts the sorted junction 
temperature of IGBT and diode data. This figure shows the junction temperature 
swings and mean junction temperatures extracted from one mission profile, namely 
30 minutes driving cycle. Fig. 5-13b shows the dwelling times versus junction 
temperatures of IGBT and diode.  The data extracted from Fig. 5-13a will be applied 
to Coffin-Manson-Arrhenius fatigue lifetime model and those extracted from Fig. 5-
13b will be applied to Monkman-Grant creep lifetime model as the two most 
probable failure mechanisms in the IGBT and diode. Their interactions will be 
considered using a linear accumulated damage model.  
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Fig. 5.13. Sorted junction temperature of IGBT and diode in the fully degraded case. 
Based on the lifetime model of IGBT and power diode (Section 1-2-3-7-1, Section 1-
2-3-7-2) and their extracted parameters from APC and creep tests (Section 3-2-2, 
Section 3-4), one can estimate the useful lifetime of IGBT and diode in fully degraded 
case as described in eq. (5-2) , (5-3).  
For the fully degraded case, Monte Carlo simulation is also applied with 50000 
samples. Fig. 5-14 demonstrates the frequency of IGBT and diode damage for this 
case. Regarding this figure, it seems that normal distribution curve fitting is suitable 
for evaluating the damage distribution. Fig. 5.15 depicts the reliability function of 
IGBT and power diode in the fully degraded case. One driving cycle damage of IGBT 
and power diode have normal distribution of  
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Power capacitor has the degradation trend of equation (5-5). Since we assumed that 
three critical components have been considered, a multicomponents reliability 
assessment of converter has to be utilized. Therefore, regarding equation (5-6), the 
global reliability of the considered multicomponent DC-DC boost power converter 
is the product of reliability functions of IGBT, diode and power capacitor as shown 
in Fig. 5-16. Useful lifetime of power capacitor is much higher than the other 
components, namely IGBT and diode. In fully degraded case, B10 reliability of the 
global system is 50029 hours. It means that the 10% of the power electronic systems 
are expected to fail by 5.71 years. 
5-3-4 Discussion 
Reliability assessment of the conventional DC-DC boost converter has been 
considered in the previous section. The result demonstrates the B10 reliability for 
the global system containing three critical components, namely IGBT, diode and 
power capacitor laid between [50029 66680] hours.  Based on this method, instead 
of obtaining an inaccurate reliability value, one can attain an interval for reliability 
of global system whose useful lifetime undoubtedly lays between the boundaries. In 
addition to employing Monte Carlo simulation for the consideration of the 
parameter variations (due to the uncertainties in the APC aging tests), the 
dependencies of various components have been taken into account because EOPs 
and TOPs have been considered as i-EOPs and i-TOPs. It means that operating points 
of power converter in fully degraded case have been also extracted. However, this 
reliability framework is no capable of assessing the reliability in redundant systems. 
Although, this method can deal with the simple reliability constructions such as 
series, parallel and k-out-of-n systems, it is not suitable for reliability evaluation of 
redundant system such as interleaved power converters. Because in the redundant 
system, by changing the configuration of the system, the EOP and TOP of the power 
converter would be varied leading to the different damage model.     
      
Fig. 5.14. Frequency of damages in IGBT and diode in fully degraded case. 
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Fig. 5.15. Reliability functions of IGBT and diode damages during one driving cycle in fully degraded 
case. 
 
Fig. 5.16. Reliability function of global multi component system, power capacitor. 
5-4 Multistate degraded reliability assessment of DC-DC 
converter  
On one side, as the mathematical reliability assessment point of view, this is capable 
of assessing reliability either in a component- or in a system-level employing some 
stochastic processes. This means that if a system (power electronic converter as an 
example) can roughly-appropriate works under a local failure occurrence (one of 
the components fails during the normal working but the system is well working so 
far owing to the fault tolerance of system design), the method is still able to assess 
the reliability. The weakness point of this kind of reliability assessment is absence 
of mission profile consideration such as temperature cycles and operational cycles. 
In addition, degradation and wearing out of one component on itself and the other 
critical components is not taken into account leading to much more optimistic 
reliability assessment.  
On the other side, consideration of the mission profile including both environmental 
and operational factors is one of the notable point of PoF based reliability 
assessment leading to much more realistic reliability estimation of a component. In 
addition, the wearing out of a component is also taken into account. However, in 
addition to its high cost and being time consuming, the detriment of this method as 
well as mathematical approach is the lack of consideration of mutual and self-
degradation effects on itself and each other. The weakest point of this method is that 
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it is restricted to the only component level reliability assessment. Thus, in the 
tolerant system in which a system can also work after a failure occurrence in a sole 
component, this method is not able to estimate system level reliability assessment.  
It is clear that by time passing the degradation process of a component or a system 
might be accelerated owing to aging. Accordingly, static reliability assessment has 
not been able to estimate the reliability of a system and some dynamic reliability 
assessments seem to be required [253], [254]. For mitigating the problem of system-
level reliability assessment, consideration of self and mutual degradation effects and 
consideration of degradation level (state), many studies have been undertaken 
[255]–[259]. However, they have not considered the mission profile in their 
reliability evaluation. 
A Markov model for a continuously operating component with degradation, and 
Poisson failures was proposed by Sim & Endrenyi [255]. In this study, the 
distribution of the inter-arrival between consecutive deterioration states was 
considered to be exponentially distributed. Some researchers investigated the 
development of reliability models in such a way to take account self-deterioration 
[256]–[259]. For example, a combined model was discussed based on the two 
different subsystems in which one is allocated to the catastrophic failure and the 
other is allocated to degradation process [256]. Generalized Stochastic Petri Nets 
based model was also proposed in [257]. Xue & Yang [258] developed the reliability 
model of the multi-state degradation systems based on the continuous-time Markov 
process, and semi-Markov Process. However, some earlier mentioned problems 
such as lack of mission profile consideration is evident leading to much optimistic 
reliability evaluation.  
Many dynamic reliability assessments have been developed for evaluating the 
reliability and performance of a variety of multistate systems in a computationally 
efficient behavior such as the stochastic processes [260], the extended decision 
diagram-based methods [261],  the universal generating functions (UGFs) [262], the 
simulation-based methods [263] and the recursive algorithms [264]. The other 
information such as deteriorating processes [265] and   internal and external 
covariates such as stress and environmental factors [266] have been also used to 
dynamically update the reliability models of a specific multi state system. 
Furthermore, owing to ability of estimating reliability based on residual useful 
lifetime, many studies focusing on remaining useful life estimation have been also 
viewed as the paradigm of dynamic reliability [267], [268].  
In this section, for integrating the pros of both mathematical and physical methods 
and also tackling their detriments such as system-level reliability assessment, 
consideration of self and mutual degradation effects and consideration of 
degradation level (state), a new reliability assessment approach is proposed. In the 
proposed method, mission profile of undertaken system has been considered as 
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shown in Fig. 5-17. Translated Mission profile has been applied to the rain flow 
algorithm to sort the complex data to the understandable data. The sorted data also 
applied to the lifetime model of an item. The output of lifetime model is one or more 
failure indicators. The trends of failure indicators have been curve-fitted as a 
function of mission profile period of time and finally applied to the main multistate 
degraded system reliability assessment. Based on the failure criterion of each item 
and their corresponded degradation level, a state for the system will be defined. 
Accordingly, multistate system is defined based on the items’ degradation states.  
This section comes up with a new opened-up reliability assessment framework and 
demonstrates the feasibility of using multistate degraded system analysis for 
attaining much more accuracy in the reliability evaluation. The proposed method is 
capable of estimating system-level reliability, while mission profile and physics of 
failure of the system’s items are taken into account. In addition, the self and mutual 
degradation effects of items on the operation of the global system have been 
considered. The multi-state degraded system reliability model exposed to multiple 
failure processes has been generalized. The operating condition of the global system 
is defined by a finite number of states. Not only does the proposed framework can 
be employed in determining the reliability of the degraded systems in terms of 
multi-state functions, but also obtains the states of the systems by estimating the 
system state probabilities.  
5-4-1 Multistate degraded systems 
5-4-1-1 System description 
A system can be constituted by several subsystems or items in which they are 
exposed to various failure processes. In a reliability point of view, some important 
issues have to be considered and are described as follows: 1) the degradation of 
every item does not follow a constant trend (constant failure rate) due to the 
wearing out manner which is also accelerated by aging, 2) the degradations of 
different items can affect the degradation process of the other items by changing the 
operational point of the considered system and 3) mission profile does play a central 
role on the wearing out behavior of the items. Accordingly, the degradation trends 
(process) of the items have to be considered based on the mission profile which the 
system/items are exposed to. In addition, by dividing different system degraded 
states (new operational points), the effect of mutual and self-degradations of the 
items in the system will be considered.   
The degradation process of some items are considered as a function of time and 
denoted by Yi(t), i=1, 2, …, k. These degradation processes are directly affecting the 
system reliability by changing its operating point. Hereafter, they have been called 
effective items. However in some cases, the degradation of some items do not affect 
the system operating point (system state).  
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Fig. 5-17. Global flowchart of reliability assessment of n-component system 
Hereafter, they have been called ineffective items. Therefore, there is no need of 
considering degradation processes and only their complete failures (Dℓ (t), j=1, 2, …, 
ℓ) can affect system’s failure. k and ℓ are the number of effective and ineffective 
items, respectively (also k+ℓ=n, where n is the total number of items in the global 
system). 
Since every item is initially in its perfect state (Mi), the global system is also being in 
its perfect state. By time passing (aging), the items may reach either another 
degraded state, namely (M-1)i, or system failed state (F). After degradation, the item 
can go to the other state, namely (M-2)i or failure state (F). A transition may be 
occurred from any system states to the failure state whenever an ineffective item 
fails owing to the random shock which is subjected to.   
The degradation process may continue and pass all the aging stages till the last 
degradation state, i.e. 0k is reached. If the system reaches the last degradation state, 
there is an imperfection in the functionality of the system, and the system must be 
considered as a failure (state 0). Fig. 5-18 demonstrates the system block diagram 
of the multiple competing degradation processes including effective and ineffective 
items. In Fig. 5-18, the above part presents the degradation process of effective items 
(components) and the bottom part presents the degradation process of ineffective 
items. While ineffective items may directly lead to catastrophic failure owing to the 
mission profile they are exposed to, the degradation processes of the effective items 
may lead an item to transmit from healthier state to either the more degraded states 
or the catastrophic failure state. Although the system can continue working during 
the degraded states, the system does not work in the perfect state. Thereby, some 
imperfect states have to be defined for the system as shown in Fig. 5-18. Various 
combinations of imperfect states of the items may make a common or different 
imperfect states for the global system.  
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Fig. 5-18.   Block diagram of the n-component system subjected to multiple failure processes. 
5-4-1-2 Method assumptions 
Some assumptions in formulating this newly proposed method have been defined 
as follows: 
1. The system consists of M+2 states in which state 0 and state F are both complete 
failure states. State 0 represents that the degradation threshold has been exceeded 
and state F demonstrates a complete (catastrophic) failure occurred by ineffective 
items or sudden defects in the effective items as shown in Fig. 5-18. State Pi is an 
intermediate degradation state in the ith effective item and lays on 1<Pi<Mi. 
2. It is assumed that there is no repair and maintenance performing on the system 
(system is non-repairable). 
3. It is assumed that degradation processes of effective items, i.e. Yi(t), are 
nonnegative and strictly non-decreasing functions at time t owing to the irreversible 
accumulation of damages. 
4. It is assumed that Yi(t), i=1, 2, …, k and Dj(t), j=1, 2, …, ℓ are statistically 
independent. It means that the degradation process of one item in its specific state 
does not have an effect on the others.  
5. The system is in the perfect state at time t=0.  
6. The system may fail either owing to the each effective degradation process, i.e. 
Yi(t)>Gi, i=1, 2, …, k or owing to each ineffective degradation process, e.g. 
Dj(t;η,β)~Wj(η,β)>Bsj, j=1, 2, …, ℓ. where Gi and Sj are the critical values for effective 
degradation processes and threshold values in which the probability of failure 
process will reach a specified point (Sj) for ineffective items, respectively.  
7. The critical value Gi depends upon the function of intermediate degradation states 
of the system. 
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5-4-1-3 Methodology 
Degradation paths (processes) are assumed to be modeled by some continuous 
probabilistic functions. System state space of ΩU is defined due to the finite number 
of operating conditions. Firstly, a generic discrete continuous process has to be 
defined for giving a set to each effective degradation process. In step 1, a procedure 
will be discussed for forcing to discrete the effective degradation processes to obtain 
Ωi, i=0, 1, …, k. After obtaining the degradation process state space Ωi, in Step 2, a 
methodology will be formulated to establish a relation among the system state space 
ΩU and effective and ineffective state spaces as {Ωi , F} in which F corresponded to 
the catastrophic failure occurrence.  
5-4-1-3-1 Formulating effective degradation processes in terms of discrete 
state space sets   
k effective degradation processes have been considered here. For each of them, a 
finite number of different discrete states has been also taken into account. The state 
space is denoted by Ωi={Mi, (M-1)i, …, 1i, 0i}, i=1, 2, …, k corresponding to the 
degradation process i with Mi+1 states. Mi, i=1, 2, …, k may or may not be the same 
and Mi<∞.  
Degradation processes are defined by the finite number of states. As an example, 
Yi(t) falls into predefined intervals corresponded to the specified intermediate 
degradation states. Let define the intervals as follows: [0, WMi], (WMi, W(M-1)i], …, (W2i, 
W1i] where WMi>W(M-1)i>W(M-2)i>…> W1i as shown in Fig. 5-19. Fig. 5-19 
demonstrates a sample degradation trend. As it is clearly observed, the degradation 
trend follows an accelerated strict-increasing pattern. Intervals are respectively 
corresponding to the intermediate degradation states as Mi, (M-1)i, …, 1i, 0i.  
 
Fig. 5-19. Degradation process of an effective item. 
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Mathematically, one can find the relationship between degradation process states 
and their corresponding intervals as expressed in equation (5-16) as follows: 
   
i Mi i
Mi i (M 1)i i
2i i 1i i
i 1i i i
Effectivedegradation process State
0 Y (t) W M
W Y (t) W (M 1)
W Y (t) W 1
G W Y (t) 0

  
   
  
  
 
(5-16) 
5-4-1-3-2 System State Space 
System state space is defined as ΩU={M, …, 1, 0, F} consisting in M+2 distinct states. 
In this section, a relationship between the effective degradation processes {Ωi , F}, 
i=0, 1, …, k and the global system state space ΩU will be established. Assume that at 
the time t, the system is not in its catastrophic failure state (F). Accordingly, one can 
cross out the state F from global system state space. Thus, a correlation between Ω 
and Ωi is required instead of a correlation between ΩU and {Ωi , F}, i=0, 1, …, k.  
A mapping function has to be defined for relating these two different sets as f: ℝ= 
Ω1×Ω2×…×Ωk→ Ω={M, M-1, …, 1, 0} where ℝ= Ω1×Ω2×…×Ωk={(i1,i2,…,ik)| 
i1ϵΩ1,i2ϵΩ2,…, ikϵΩk} is a Cartesian product as the input space domain, and shown in 
Fig. 5-20. The domain and the range of the mapping function has been indicated in 
Fig. 50-20a. Hc is the mapping matrix with the dimensions of 
(M1+1)×(M2+1)×…×(Mk+1) in which Mi is the number of probable states for the ith 
effective item and i=0,1, …, k. For example for k=3, a 3 dimensional mapping matrix 
is required. Thereby, the first item constitutes the rows of the mapping matrix, the 
second one constitutes the columns and the third one constitutes the pages of the 
matrix as shown in Fig. 5-20b. Mapping matrix of Hc has mapped the different input 
states to the specific output global states containing M+1 distinct states. 
While different rows of mapping matrix Hc are allocated to different intermediate 
degradation states of the first item, different columns and pages are allocated to the 
second and the third items, respectively. The elements of Hc represent f(i1,i2,…,ik)=P 
in which i1ϵΩ1, i2ϵΩ2,…, ikϵΩk and Pϵ{ M-1, M-2, …, 1}. Regarding Fig. 5-20b, the first 
elements of mapping matrix Hc in whole the matrix pages and the first column and 
the first row of the first mapping matrix page as well have been demonstrated by ×. 
These elements are not achievable, because if one of the items reaches its failure 
state (0i), the system stops working and necessarily the others cannot reach their 
failure states as well. All the other elements in the first page in which the third item 
is in its failure state (03) are equal to zero. In addition, for all the matrix pages, the 
first rows and the first columns (except the first element) are also zero due to the 
zero states of the first and the second items degradation states. The last element of 
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mapping matrix Hc is the perfect state of the global system (M) in which the system 
is initially in it because all the effective items are in their healthy (perfect) states. 
The other elements in Hc are imperfect states belonging to the global state space Ω 
except M, namely global system perfect state. Some other elements also may be 
considered zero when the items are in their low states. It means that in the states in 
which some of the effective items are roughly degraded, one can define those states 
as the global degraded states.  
Time-to-failure of the global system is defined as follows:   
   
ji i j S
T inf{t : Y (t) G ,i 1,2,..., k or F B , j 1,2,..., }      (5-17) 
All the degradation processes including effective and ineffective items are 
competing in the reliability of the global system. However, the global system will be 
failed provided that the only one of the degradation processes exceeds its critical 
value. Accordingly for all combinations of Yi(t), i=1,2,…, k and also for all 
combinations of Dj(t), j=1,2,…, ℓ, following events never occurred: 
 
 
 
(a) 
 
(b) 
Fig. 5-20. Mapping matrix. a) Each state of effective items is allocated to a specific global system state, 
b) Three-item mapping matrix Hc where PϵΩ={M-1, M-2, …, 1}. 
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P 0
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
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


 
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 
   
  
 
 
   
 
  

k, jj j
j jj
jj 1
0
(S ) , D (t) | j 1,2,..., l


 
 
 
 
  
  
 
(5-18) 
The function f: ℝ= Ω1×Ω2×…×Ωk→ Ω={M, M-1, …, 1, 0} has to meet the following 
requirements. 
1. f (M1, M2, …, Mk)=M and f (01, a2, …, ak) = f (a1, 02, …, ak)= f (a1, a2, …, 0k)= 0 where 
ai ϵΩi, i=1, 2, …, k.  
2. f is a monotonic strictly non-decreasing function for each argument. For example,  
f (a1, a2, …, ak)≥ f (b1, a2, …, ak)  if a1≥b1 
f (a1, a2, …, ak)≥ f (a1, b2, …, ak)  if a2≥b2 
                                 ⋮ 
f (a1, a2, …, ak)≥ f (a1, a2, …, bk)  if ak≥bk 
(5-19) 
In real applications, different degradation state combinations can generate the same 
outputs. Thereby, in the mapping matrix Hc, there may be the same outputs in the 
different elements. The following definition has to be considered for explaining this 
similarity in the mapping matrix.  
Definition. The ith equivalent category Ri is defined as 
   
 
 
1 2 k 1 1 2 2
m
k k 1 2 k
a ,a , ,a where a ,a
R ,m 0,1, ,M
, ,a | f a ,a , ,a m
   
  
   
Ω Ω
Ω
 (5-20) 
where Rm demonstrates all the possible degradation state combinations which 
generate the global system state m and R0 to RM are the distinct subsets dividing R 
to the M+1 equivalent categories, so that 
   
M
i
m 0
R R

  (5-21) 
5-4-1-4 Reliability Assessment  
In this section, the probability density function and mean time to failure will be 
obtained on the state probabilities mentioned in previous section. Initially, the 
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global system is considered to be in its perfect state, i.e. M=f(RM). The probability of 
being in state M yields by 
   
t t MP (M) P (f (R ))  (5-22) 
As defined, Rm illustrates all possible degradation state combinations leading to the 
global system state of m. The probability of being in state m yields by  
   
t mP (m) P(f (R ))  (5-23) 
The probability of catastrophic failure state (F) is evaluated by  
    t i i j jP (F) P Y (t) G |i 1,2, , k, D (t) B(S ) | j 1, 2, , l      (5-24) 
System reliability R(t) can be assessed by: 
   
M
m
m 1
M
t
m 1
R(t) P{globalsystemstate 1}
P{f (R )}
P (m)


 


 
(5-25) 
where Pt(m) is the probability of being in the global system state of m.  
Assume T as a continuous random variable of mean time to failure. One can calculate 
the mean time to failure as follows:  
   
 
0
k
i i j
0
i 1 j 1
j
E[T] P{T t} dt
P{Y (t) G } B(S ) d) tF ( ,


 
 
    

 
 (5-26) 
The results in (5-26) would significantly depend on the
k
i i
i 1
P{Y (t) G }

 .  
5-4-2 DC-DC Boost converter reliability assessment based on the 
multistate degraded reliability assessment  
In this section, we consider a DC-DC boost converter containing various components 
individually confronted to the different failure mechanisms. Every component has 
effects on the system operating conditions during its working (see Chapter 3). It has 
been proved that the components’ degradations can extensively be effective in the 
power electronic systems’ operating points (see section 3-4). A DC-DC boost 
converter contains IGBT, diode and capacitor which each of them is sensitive to the 
various failure mechanisms leading to aging (parameter drifting).  
In addition, it is notable that power semiconductors’ degradations, namely either 
thermally or electrically, can strongly effect the power electronic systems’ electrical 
and thermal operating points. It was illustrated in section 3-5 that the junction 
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temperature of insulated-gate bipolar transistor (IGBT) was increased from 140.3oC 
to 170.5oC during the aging which affected significantly the operating points of 
converter. However, it was not the case in the power capacitor’s degradation. By 
capacitor aging, its parameters were considerably varied. But, these parameters 
drifting did not lead to a change in converter’s operating points. Although, reliability 
of power capacitors, thereby, will be considered here, power capacitors’ failure 
mechanisms are beyond this study and the interested readers referred to [30].  
Power semiconductors are exposed to the different thermal cycling owing to their 
power losses made in the chip junction. A repetitive set of shear and normal stresses 
either in elastic and plastic regions of materials are induced in power 
semiconductors by electro-thermo-mechanical behaviors of devices. These stresses 
are led to elastic and plastic strains occurrence in the materials and eventually lead 
to produce fatigue phenomenon along with the materials of power semiconductors. 
Eventually, these kinds of deformations gradually either produce some micro cracks 
and micro voids or grow pre-induced micro cracks and micro voids. After a large 
number of cyclic stresses, material may be fatigued due to the voids coalescence and 
cracks growth. Fatigue can influence the health of power semiconductors such as 
IGBT. Micro cracks production and growth as well as voids creation and coalescence 
can affect the performance of any parts of packaging in a discrete power chip 
comprising bonding wires, aluminum metallization, die attach to the baseplate, etc. 
It was shown that the thermal resistance (Rth(j-c)) increased in the power 
semiconductors and can affect device performance significantly during its aging 
(Section 3-2). It was shown in equation (3-4) that thermal resistance degradation 
may follow Coffin-Manson-Arrhenius lifetime model as follows:  
   
 th j m
N
R K exp 1
A T exp Q RT
   
         
 (5-27) 
The deterioration trends of thermal resistances, in IGBT and diode, have been 
shown in Fig. 3-10. This figure demonstrates the deterioration trends of thermal 
resistance of diode and IGBT in terms of thermal cycles. For multi states reliability 
assessment, time-dependent degradation process has been required. Accordingly, 
based on the cumulative damage model, one can obtain deterioration of IGBT and 
diode as functions of time describing in the next section.  
A DC-DC boost converter containing two critical effective components, namely IGBT 
and diode, and one critical ineffective component, namely power capacitor, has been 
assumed. This converter is assumed to be employed as an interface between the 
battery bank and the electric motor of a hybrid electric vehicle. There are three 
distinct items as the system reliability point of view in which the system would be 
failed provided that one of these items is being failed.   
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Mission profile play a major role on the wearing out behavior of these items. 
Accordingly, the degradation trends of the items have to be considered based on the 
mission profile which the system/items are exposed to.   
The degradation processes of IGBT and power diode are considered as functions of 
time and denoted by Y1(t) and Y2(t), respectively. Power capacitor is considered as 
an ineffective item with D(t) time to failure distribution following Weibull damage 
model (D(t)~W(η , β) where η and β are the scale factor and shape factor, 
respectively). Degradation processes are assumed to be modeled by some 
continuous probabilistic functions. In addition, the previously mentioned 
assumptions are hold in this case.  
The converter has two effective degradation processes. For each of them, 5 different 
discrete states have been also taken into account. Their state spaces are denoted by 
Ω1={41, 31, 21, 11, 01} and Ω2={42, 32, 22, 12, 02}. The perfect states of them are 41 and 
42 and the failure states are 01 and 02. Accordingly, once either IGBT or power diode 
reach their zero states, the system is failed. 
Y1(t) and Y2(t) fall into predefined intervals corresponded to their five intermediate 
degradation states. Let consider the intervals as follows: [1.15, 1.2075], (1.2075, 
1.265], (1.265, 1.3225] and (1.3225, 1.4] K/W and [1.9, 1.995], (1.995, 2.09], (2.09, 
2.185] and (2.185, 2.3] K/W for IGBT and power diode, respectively. IGBT (power 
diode) would be failed whenever it exceeds its failure threshold, i.e. Rth-IGBT>1.4 K/W 
(Rth-diode>2.3 K/W). Therefore,  
1 1
1 1
1 1
1 1
1 1 1
0 Y (t) 1.2075 4
1.2075 Y (t) 1.265 3
1.265 Y (t) 1.3225 2
1.3225 Y (t) 1.4 1
G 1.4 Y (t) 0
  
  
  
  
  
 
And 
2 2
2 2
2 2
2 2
2 2 2
0 Y (t) 1.995 4
1.995 Y (t) 2.09 3
2.09 Y (t) 2.185 2
2.185 Y (t) 2.3 1
G 2.3 Y (t) 0
  
  
  
  
  
 
(5-28) 
The degradation trends of IGBT and power diode in four different conditions have 
been shown in Fig. 3-10. As it was previously mentioned, these trends have been in 
terms of thermal cycles while they have to be in terms of time for reliability 
assessment. Accordingly, WLTP-class3 driving cycle mission profile has been 
translated from the vehicle speed to the thermal cycling data via power electronic 
electrical model, power loss model and thermal model. Then this set of complex data 
A Systematic Approach to Reliability Assessment of DC-DC Power Electronic Converters 
 
150 | P a g e  
 
has been inserted to the Rainflow algorithm to be sorted. Finally, this set of sorted 
data has been applied to the Coffin-Manson-Arrhenius and Monkman-Grant lifetime 
models (equation (5-2)) for evaluating the degradation processes as functions of 
time. Based on the aforementioned procedure, one can obtain time-dependent 
degradation processes of IGBT and power diode as follows using linear 
interpolation:  
 
6
6
1 6
6
1.1500 2.246 10 t 0 t 25602hours
1.2075 2.438 10 t 25602 t 49194hours
Y (t)
1.2650 2.562 10 t 49194 t 71634hours
1.3225 2.812 10 t 71634 t 92082hours




    

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 
   
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And 
6
6
2 6
6
1.900 7.124 10 t 0 t 13336hours
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Y (t)
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



    
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 
   
    
 
(5-29) 
Regarding above mentioned equation, one can find the accelerating degradation of 
power semiconductors, i.e. IGBT and power diode. Each of the constant in equation 
(5-29) is assumed to be normally distributed with 5% variation for considering 
uncertainty. Fig. 5-21 demonstrates the degradation trends of IGBT and power 
diode and their corresponding degradation states. 
In this case study, power capacitor is considered as an ineffective item with 
following time to failure distribution [6]: 
    D 14716t; ,  80~ W( ,1.93)   (5-30) 
System state space is assumed as ΩU={4, 3, 2, 1, 0, F} consisting 6 distinct states. 
Assume that at the time t, the system is not in its catastrophic failure state (F). 
Accordingly, one can assume Ω={4, 3, 2, 1, 0} instead of  ΩU. 
2 2 2 2 2
1
1
c 1
1
1
0 1 2 3 4
0 0 0 0 0
1 0 0 1 1 1
H 2 0 1 2 2 2
3 0 1 2 3 3
4 0 1 2 3 4
 
 
 
 
 
 
  
 (5-31) 
Accordingly, one can numerate R as  
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 (5-32) 
Regarding Hc and the global system state space, there are five different categories as 
follows 
 
 
 
1 2 1 2 1 2 1 2 1 2
0
1 2 1 2 1 2 1 2
1 1 2 1 2 1 2 1 2 1 2 1 2
2 1 2 1 2 1 2 1 2 1 2
3 1 2 1 2 1 2
4
(0 ,1 ), (0 ,2 ), (0 ,3 ), (0 ,4 ), (1 ,0 ),
R
(2 ,0 ), (3 ,0 ), (4 ,0 ), (1 ,1 )
R (1 ,2 ), (1 ,3 ), (1 ,4 ), (2 ,1 ), (3 ,1 ), (4 ,1 )
R (2 ,2 ), (2 ,3 ), (2 ,4 ), (3 ,2 ), (3 ,4 )
R (3 ,3 ), (3 ,4 ), (4 ,3 )
R
 
  
 



 1 2
4
i
m 0
(4 ,4 )
R R



 (5-33) 
 
Fig. 5-21. Degradation processes of a) IGBT and b) power diode.  
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The probability density function and mean time to failure will be obtained on the 
state probabilities mentioned. The probability of being in state M=4 would be 
calculated as follows: 
1 2t 4 1 4 2 4 10
P (4) P(f (R )) P(0 Y (t) W 0 Y (t) W ) P(D(t) B )          (5-34) 
Since the degradation processes are assumed to be independent, one can find that  
   
 
1 2
1 2
t 1 4 2 4
1 4 1 2 4 2
P (4) P(0 Y (t) W ) P(0 Y (t) W )
P(Y (t) W ) P(Y (t) 0) P(Y (t) W ) P(Y (t) 0)
1 F(t; , )
     
        
  
 (5-35) 
Since Yi(t)=ai+bit where ai~N(μai,σai2) and bi~N(μbi,σbi2), Yi(t) will follow normal 
distribution as follows:  
2 2 2
i ai bi ai bi
i ai bi
2 2 2
i ai bi
Y (t) ~ N( t, t ); i 1, 2
t
t
     
   
    
 (5-36) 
Therefore, one can calculate equation (5-35) as follows: 
 1 24 1 4 2t
1 2
W W
P (4) 1 F(t; , )
    
         
    
 (5-37) 
The other system states probablities can also be estimated in the same procedure 
described in (5-34)-(5-37). Fig. 5-22, 23 illustrates the reliability of the different 
system states. Since the coefficients have been assumed to be normally distributed, 
the system probability is also normally distributed. The yellow curve is shown the 
reliability of the global system. 10% unreliability or 90% reliability (B10) is achieved 
at 58040 hours. Accordingly, the power electronic system may work over 6.5 years 
with 90% reliability. State 4 is perfect state and has a large share in the reliability of 
the converter. In each state, capacitor reliability has been also considered and 
consequently, there is no need to multiply capacitor reliability to the global system 
reliability.  
5-4-3 Discussion 
In this section, a new reliability assessment framework has been proposed. Based 
on this method, operating condition of a system has been characterized by a finite 
number of degraded states. This leads to the consideration of the dependancy of 
components’ aging on the operating condition which finally leads to much more 
realistic reliability assessment.  
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Fig. 5-22. Reliability functions of different states. 
 
Fig. 5-23. Reliability functions. 
The items of a system have been categorized into two different items, effective and 
ineffective items. Effective items are thoes which directly affect on the operating 
condition of the system. While, ineffective items do not make meaningful 
contribution on the operating condition of the system and their failures lead to the 
catastrophic failure of the system. Degradation processes of the effective items have 
been extracted from the mission profile based aging tests and have been divided to 
the several intermediate degraded states. The various combinations of the effective 
items’ states have mapped to the global system states using a mapping matrix.     
The proposed framework has been applied to DC-DC boost converter containing two 
effective components, namely IGBT and diode, and one ineffective item, namely 
power capacitor. Mission profile based aging tests have been performed to find the 
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the degradation processes of IGBT and power diode. The results showed that the 
power electronic system which was exposed to the WLTP-class3 driving cycle might 
work over 58040 hours by 90% reliability. This framework can be easily applied to 
a redundant system by suitable defining mapping matrix Hc. Assume that two items 
are in parallel as a reliability point of view. In a redundant system, one can consider 
that (01,x) and (x,02) are not mapped to the 0 state of Hc. In addition to the ability of 
evaluating the system-level reliability (not multi component level reliability), 
components’ degradations and their effects on the performance of power converter 
(EOP and TOP) have been applied by considering these degradations on EOP and 
TOP in every degradation state of the system.   
 6  
Summary and Conclusion 
This study was primarily undertaken to evaluate the reliability of DC-DC power 
converters via a newly proposed algorithm, namely multistate degraded reliability 
assessment. This approach was launched to overcome some significant difficulties 
in reliability assessment of power electronic converters. The difficulties were 
included in lack of consideration of mission profile in the classic (mathematical) 
reliability, inability to evaluate reliability in the system-level and lack of 
consideration of mutual- and self-degradation effects (dependencies) of 
components in the system (do not consider the effects of components degradations 
on the global system operating point). 
Chapter one dealt with an overview of previous studies and introduced potential 
failure mechanisms in the critical power electronic components i.e. power 
semiconductors and power capacitors. It revealed that among all components, 
capacitors and power semiconductors played major roles in the healthy working of 
power electronic converters.  Power semiconductors (discrete chips) and power 
capacitors encountered creep-fatigue and electrochemical reaction failure 
mechanisms during their performances, respectively. Physics of failures were 
discussed and their lifetime and damage models based on the literature and physical 
and empirical aspects were launched.  
Electrical, power loss and thermal models were investigated in Chapter two. 
Electrical modeling was based on time invariant multi frequency model in which 
electrical behaviors of a DC-DC boost power converter were precisely extracted 
according to the high-order modeling of TIMF. While power loss modeling was 
carried out based on the conventional modeling, a complete thermal modeling of the 
considered power converter was also discussed based on the analytic and the 
simulating approaches.    
The experimental procedure was discussed in Chapter three. In this chapter, the 
procedure of performing accelerated thermal and power cycling tests were 
introduced. The results were used in the proposed reliability assessment 
frameworks of power converter. A customized DC-DC boost power converter 
capable of real time measuring of junction temperature was also implemented to 
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investigate the mutual- and self-degradations effects. The results revealed the 
importance and effects of dependencies in the considered power converter.  
A modified Rainflow algorithm capable of simultaneously creep-fatigue cycle 
counting and considering time-temperature-dependent mean temperature was 
proposed in Chapter Four. This algorithm was employed to cycle counting of 
considered mission profile in the reliability assessment.  
Multistate degraded reliability assessment was put forward to tackle above-
mentioned issues by dividing a time-reliability-dependent system to some 
independent subsystems in Chapter five. The approach was trying to solve the 
dependency issues by defining some intermediate degradation intervals. Instead of 
assuming a system being only in a perfect state or in a failure state, a system by some 
intermediate degradation states (imperfect states) was defined. The imperfect 
states of the system were led by imperfect components states. The approach divided 
the components into two different categories, namely effective and ineffective 
components. Ineffective components were those their degradations could not affect 
the system operating points, while effective ones were said to be effective in the 
global system operating points. Since the reliability of a converter is operating point 
dependent, the effective items might directly affect the reliability of power 
converters. 
The combination of various imperfect components states might lead to the unique 
imperfect global system states. The relationships among the components 
degradation states and the system states were mapped using a mapping matrix 
called Hc. The dimensions of this matrix depended on the number of effective 
components which were included in the global system. The number of rows, 
columns and pages were directly determined by the number of components 
individual degradation states. The more imperfect states considered for the 
components, the more accurate evaluation of reliability assessed and the more time 
would be consumed.  
Degradation processes of individual components were assumed as probabilistic 
distributions for taking into account the uncertainties in the estimation. 
Degradation processes of individual components might be any functions of time and 
extracted from experimental aging tests. Some threshold values were defined for 
distinguishing the imperfect states of individual components. By time passing 
(aging), the degradation processes were passing from a healthier state to the less 
healthy states which made the global system be in the new imperfect state. Since, 
the damages were assumed to be cumulative and irreversible, the degradation 
states were alternated only from healthier states to the less healthy states and not 
vice versa.  
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The degradation processes of ineffective components might have any kind of 
probabilistic distributions with the random variable of time to failure. Ineffective 
components made the global system transmit directly from the perfect state to the 
failure state without passing through the degradation states.  
As a case study, a conventional DC-DC boost power converter was under studied. 
This converter included active switches, capacitor and inductor. Since the most 
critical components in the reliability assessment of power converters are capacitor 
and active switches, RBD of the system was assumed to have only three components, 
namely an IGBT, diode and capacitor. An experiment had been designed and 
implemented for investigating on the dependencies of degradations of individual 
components on the TOP and EOP of the global system in a customized DC-DC boost 
power converter. The results revealed that IGBT and diode had direct effects on the 
thermal and electrical operating points of the global system. In addition, there were 
also self- and mutual- degradation effects on the performance of IGBT and diode 
leading to much more accelerated aging. Accordingly, two effective components, 
namely IGBT and diode, and one ineffective component i.e. capacitor were assumed 
in the reliability evaluation of the global system (conventional DC-DC boost power 
converter).  
Capacitor failure (20% decrease in its capacitance or 100% increase in its ESR) 
directly led to the system failure, while power semiconductors degradation 
processes resulted to the different imperfect global system states. Five distinct 
degradation states were defined for the IGBT and diode in which their thermal 
resistances were increased by 5% till reached the failure criteria (20% increase in 
junction to case thermal resistance). State 4 to 0 degradation trends were occurred 
whenever the thermal resistance of IGBT or diode between (1, 1.05], [1.05, 1.1), [1.1, 
1.15), [1.15, 2] and greater than 1.2, respectively. The degradation processes of IGBT 
and diode were extracted from the APC and ATC aging tests. APC and ATC results 
revealed the degradation trends of IGBT and diode in terms of number of cycles. For 
converting the number of cycles to the time, a driving cycle, namely WLTP-class3, 
with various cycles with period of 30 min was applied to the APC and ATC aging test 
results. This conversion led to find the degradation processes of IGBT and diode in 
terms of time. The data was piecewise linear functions for both IGBT and diode in 
which the slope of these piecewise linear functions were strictly increasing due to 
the irreversibility of damage.   
The B10 reliability result was estimated 58040 hours for the global power electronic 
system. It means that the DC-DC boost power converter might work with 90% 
probability of well-working for 58040 hours. While, as conventional reliability 
assessment frame work, the B10 reliability was 66680 hours. It reveals that the 
conventional approach (which is not capable of system-level reliability assessment) 
is too optimistic owing to lack of consideration self- and mutual degradation effects.  
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Not only the newly proposed reliability assessment framework is a systematic 
approach and capable of applying to the various power electronic converters, but 
also it tackles the detriments of conventional frameworks by considering mission 
profile and mutual and self-degradation effects on the performance of power 
converter leading to much more accurate and realistic assessment. There is still one 
remaining open problem associated with the proposed algorithm. In the systems 
with a large number of critical components, mapping matrix size will be increased. 
Furthermore, mapping matrix size can also be increased by increasing the number 
of global’s and components’ states in order to reach a higher accuracy. The larger 
the size of mapping matrix, the higher accuracy obtained and the more consuming 
time for the reliability evaluation. Therefore, an optimization algorithm as a 
preprocess algorithm for the newly proposed reliability assessment framework 
between the reliability evaluation accuracy and required consuming time seems to 
be proposed. 
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Appendices 
A. power converter modeling  
A.1. Electrical modeling  
A.1.1. Ideal DC-DC boost converter equations 
Regarding Fig. 2-1, in the first period of switching in which S1 is conducting while 
S2 is off (0<t<DTS), following equations are held: 
L i i
o o
C
L L
v (t) v (t) V
v (t) V
i (t)
R R
 


   

 (A-1) 
where TS and D are switching period and duty cycle, respectively. In the second 
period of switching which in S2 is conducting while S1 is off (DTS <t<TS) following 
equations are held: 
L i o i o
o o
C L L
v (t) v (t) v (t) V V
v (t) V
i (t) i (t) I
R R
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 (A-2) 
Regarding the principles of inductor volt-second balance and capacitor charge 
balance [199], we can use all time intervals and exerting averaging technique on 
evaluated equations over one switching period, it yields: 
i
L oT
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C i LT
V
v (t) 0 V
1 D
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i (t) 0 I I
1 D

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 (A-3) 
From equation either (A-1) or (A-2), one can easily find following expressions for 
the appropriate values of capacitance and inductance meeting specified input 
current and output voltage ripples. 
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 (A-4) 
A.1.2. Differential equations for the DC-DC boost converter  
 Regarding Fig. 2-4a, one can write differential equations of the circuit including 
inductor current and capacitor voltage as following. For obtaining a differential 
equation describing inductor current, one should use Kirchhoff's voltage law (KVL) 
in the leftmost loop of the equivalent circuit. Therefore: 
i L L L CE0 Q Lv (t) v (t) r i (t) v (t) r i (t) 0       (A-5) 
Rearranging the above equation and writing 
LLdi (t) dt  instead of Lv (t) , it yields: 
L
L Q L i CE0
di (t)
L (r r )i (t) v (t) v (t)
dt
      (A-6) 
For obtaining a differential equation describng capacitor voltage, one should use 
Kirchhoff's current law (KCL) in the rightmost node of equivalent circuit. Therefore 
O C C C
C
v (t) v (t) r i (t)
i (t)
R R

     (A-7) 
Rearranging above equation and writing 
CCdv (t) dt  instead of Ci (t) , it yields: 
C C
C
dv (t) v (t)
C
dt R r
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
 (A-8) 
Now, with regard to Fig. 2-4b, one can obtain the differential equations including the 
state variables ( TL C[i (t) v (t)] ) associated to off-state operation mode as follows. 
Applying KVL to the left loop, it yields: 
i L L L D0 D L C L o Cv (t) v (t) r i (t) v (t) r i (t) r (i (t) i (t)) v (t) 0          (A-9) 
Rearranging above equation and writing L
di (t)
L
dt
 instead of 
Lv (t) and 
C C L
C
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

 instead of 
Oi (t) , it yields: 
CL
L D L C i D0
C C
Rrdi (t) R
L (r r )i (t) v (t) v (t) v (t)
dt R r R r
      
 
 (A-10) 
Applying KCL to the rightmost node, it yields 
C L Oi (t) i (t) i (t)   (A-11) 
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Rearranging the above equation and writing C
dv (t)
C
dt
 instead of 
Ci (t) and 
C C L
C
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
 instead of 
Oi (t) , it yields: 
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 (A-12) 
A.1.3. Time invariant multi frequency modeling 
The TIMF modeling is based on the Fourier series representation (FSR) of the 
switching function, duty cycle command and state variables (inductor current and 
capacitor voltage) of the DC-DC PWM converters. The FSR of a specified variable (in 
TIMF it can be the switching function, duty cycle command and state variables), 
namely x(t) , can written as follows 
N
0 n s n s
n 1
x(t) x (t) x (t)cos(n t) x (t)sin(n t) 

      
(A-
13) 
Where x0 (t), xαn(t), xβn(t) and ωs are time-dependent coefficient of FSR and angular 
switching frequency. More accuracy will be achieved providing that higher-order 
harmonics (N) have been considered. FSR coefficient is given as  
s
s
s
s
s
s
t 2
0 s
t
t 2
n s s
t
t 2
n s s
t
1
x (t) x(t)d( t)
2
1
x (t) x(t) cos(n t)d( t)
1
x (t) x(t)sin(n t)d( t)
  

  


  


 

  

  




 (A-14) 
In the vector form, state variables yield (hereafter the time dependency is not 
indicated for simplicity i.e. instead of writing x(t), we only write x): 
x  cx  (A-15) 
where c  is the time varying trigonometric vector and x is the state variables (FSR 
coefficients).  
 s s s s
T
0 1 1 N N
1 cos( t) sin( t) ... cos(N t) sin(N t)
x x x ... x x   
    
   
c
x
 (A-16) 
These state variables can allocate to the capacitor voltage (v=cv), current inductor 
(i=ci) and switching function (q=cq), duty cycle command (d=cd).  
Determination of derivative of state variables, switching function, product of state 
variables by switching function has paramount of importance. Regarding equation 
(A-15), derivative of state variables can be obtained as follows:   
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 s s s s
T
0 1 1 N N
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c
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 (A-17) 
d dtc  can be found as follows. 
 
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 (A-18) 
where Ω  is defined as 
s
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s
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Ω =  (A-19) 
Thus, the derivative of state variables can be rearrange as: 
dx d
dt dt
 
x
c(-Ωx )  (A-20) 
Fourier series representation of switching function q(t) is defined as  
N
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      cq  (A-21) 
Switching function has been resulted from a comparison between duty cycle 
command and sawtooth carrier signal. When duty cycle command is greater than 
sawtooth signal, switching function equals to one and whenever the duty cycle 
command is lower that sawtooth signal, it becomes zero. Fig. A-1 depicts its 
development.  Fourier series coefficient of switching function can be defined as  
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Fig. A-1. Time-dependent duty cycle command and resulted switching function. 
Regarding Fig. A-1, tℓ equals zero in the sawtooth carrier signal. One can easily find 
th by intersecting the sawtooth carrier signal and duty cycle command signal and 
employing Newton-Raphson algorithm.  
Regarding equation (2-1), another important correlation is the product of state 
variables by the switching function q(t). This product can be written in FSR matrix 
form as  
g qx  cg  (A-23) 
where g  is the vector of FSR coefficients and written as  
T
0 1 1 N Ng g g ... g g      g  (A-24) 
The FSR coefficients of g  are calculated by multiplying (A-13) to (A-21) by ignoring 
higher-order harmonics. Rearranging the resultant, one can find that:  
g Qx  (A-25) 
Accordingly, 
qx ( cg c Qx)  (A-26) 
As an example for a second order TIMF (N=2), matrix Q can be calculated as follows. 
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Q =  (A-27) 
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TIMF model can be applied to the state-space model of PWM dc-dc converters 
expressed in equation (2-1) by substituting equations (A-15), (A-20), (A-21), and 
(A-26) in the general state space equation (2-1). Because of the presence of the time 
varying coefficient vector c in all terms, one can omit it from both sides of the 
resulting equations to determine the TIMF model. As a simple rule for transferring 
state space model to TIMF model, one can easily use Table. A-1.  
Another important issue related to closed loop DC-DC converters is feedback 
modeling. Mostly in DC-DC converters as assumed here proportional-integral (PI) 
controller has been employed. In the voltage control mode, the error between 
output voltage and reference voltage has been used for controlling circuit. Thus duty 
cycle command can be calculated as follows:   
P ref out i ref outd(t) k (v v (t)) k (v v (t))dt     (A-28) 
where vref, vout (t), kp, ki and d(t) are reference voltage, output voltage, proportional 
coefficient, integral coefficient and duty cycle command respectively. One can find 
TIMF modeling by substituting Fourier series representation of all time dependent 
functions of equation (2-36), namely, output voltage and duty cycle command. Thus 
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 (A-29) 
One can determine the FSR coefficients of duty cycle command by equaling all the 
same frequencies in the left side to right side of above-mentioned equation.  
 
Table A-1. Rules of converting state-space model to TIMF  
Rule Example 
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dx d
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A.2. Thermal FEM simulation  
For validating the analytic model mentioned in section 2-3-1, some simulations have 
been performed in ABAQUS environment based on finite element method (FEM). 
Four different materials have been used in this simulation for IGBT and diode. 
Aluminum for heat sink, copper for lead frame, tin and silver (Sn-Ag-Cu) for solder 
(die attach) and silicon for chip (die) [213]. Three main parts are only integrated in 
the chip, namely, leadframe, soldering and die. These layers have been shown in Fig. 
A-2 as a macro image. Although, bonding wires are included, for simpilicity in the 
thermal analysis they have not been taken into account without losing accuracy 
[219]. The area of the chip is estimated to be 3×5mm. The height of die, solder and 
leadframe are approximately 300μm, 60μm and 1280μm, respectively.  
General and thermal characteristics of these materials are listed in Table. A-2. 
Regarding this table, one can easily find that copper, aluminum and silicon all have 
temperature-dependant thermal conductivities. Thanks to the ABAQUS 
environment, this dependency can be easily applied in the simulation. With regard 
to Fig. 2-16 and material properties listed in Table. A-2, simulations have been 
performed in ABAQUS environment. A surface heat flux source (36W/(3×5)mm2= 
2.4×106 W/m2) equals to 36W is applied to the top face of the IGBT die and another 
(17.4W/(3×5)mm2=1.16×106 W/m2) equals to 17.4W is applied to the top face of 
the diode chip.  
Table A-2. Material general and thermal properties [211], [216], [219] 
Material  Density (kg/m3) Specific heat (J/kg℃) 
Thermal conductivity (W/m℃)  
Temperature (℃) Conductivity 
Silicon 2330 705 
0 168 
100 112 
200 82 
Copper  8954 384 
0 401 
100 391 
200 389 
Aluminium 6061 2700 896 
0 167 
100 189 
200 195 
SnAgCu 7370 220 all 57 
Thermal pad 2300 1000 all 5 
 
Both chips are assumed to be adiabatic from top. Ambient temperature surrounding 
the heat sink is assumed to be 40℃ and the wall temperature has been considered 
to be 140℃, respectively. All the convective heat transfer coefficient and radiation 
coefficient are those which were obtained from Table 2-3. Meshes’ size are 
automatically chosen based on the optimizing tool in ABAQUS. Optimization module 
in ABAQUS environment is an especial tool for optimizing the meshes’ size and type 
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in order to make convergence and increase accuracy level. Complete explanation of 
these tools is beyond this study and interested reviewers refer to ABAQUS online 
user manual. The static results are shown in Fig. A-3. Temperature distribution 
shows that above-mention heat sink design and analysis has been completey 
validated. The maximum temperature 169.1℃ is occurred in IGBT chip as predicted 
and it is about the maximum allowable temperature (170℃). 
 
 
 Fig. A-2. IGBT/diode layers. 
 
 
 
Fig. A-3. Simulation results in ABAQUS environment based on analytic manipulations  
 
 
 
Appendices 
179 | P a g e  
 
B. Creep Behavior  
B.1. FEM simulation  
ABAQUS finite element environment was used to investigate the induced strain in 
the power semiconductor chip. The meshed geometric model of the assembly is 
presented in Fig. B-1. The mesh of assembly includes 53424 elements and 70128 
nodes. Several parts with the different physical and geometrical properties existed 
in the power semiconductor assembly. Therefore different material and physical 
properties have to be considered. These properties are listed in Table B-1 [147]. 
Joint zone consists of The SAC solder layer, Cu baseplate and Si wafer. Considering 
the thermal expansion coefficients of the mentioned parts, contraction and 
expansion of these materials during thermal cycle are undoubtedly expected.  
The solder layer in power semiconductor tolerates thermal cycling loading during 
accelerated thermal experiments similar to the conditions provided in the real 
application. Garofalo-Arrhenius constitutive model presents the deformation 
behavior of the solder layer (elastic and inelastic properties). Creep behavior of 
solder layer was modeled by the hyperbolic sine creep equation (equation (1-6)). 
The constant values were extracted from creep test (section 3-4) and are 2.73×105 
(1/s), 0.023 (MPa)-1, 6.3 and 6480.3 for C1, C2, C3 and C4, respectively.  
 
Fig. B-1.  Discrete Power semiconductor, a) structure, b) meshed model and c) dimensions in mm. 
One of the most important failure mechanisms for SAC solders during thermal 
cycling is creep. Thus, creep induced deformation can affect the lifetime of solder 
layer and propagate the cracks and the voids. Accumulated creep strain can be 
extracted using FEM simulation. The values of accumulated creep strain in a solder 
joint used to estimate the number of cycles to failure.  
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Table B-1. Properties of the parts in discrete chip 
parts E (GPa) CTE (10−6/°C) Poisson's Ratio Density (×10−6kg/mm3) 
SAC 43 23.2 0.3 7.370 
Si Chip 130 3.5 0.22 2.33 
Cu baseplate 129 17 0.34 8.69 
epoxy 3 75 0.42 0.3 
Several accelerated thermal cycles based on what explained on section 3-3 were 
used in the FEM simulations. The temperature loading started from -40℃, increased 
up at a rate of 4°C/min up to 170℃ and then a hot dwell time of 20 min at the peak 
of cycle was applied. The temperature was then decreased to -40℃ at the rate of -
3°C/min. There is a cold dwell time of 20 min in the cold peaks.  
B.2. Results and discussion 
Creep deformation in Sn-base solder such as Sn3.5Ag0.5Cu plays a major role in 
lifetime estimation of power semiconductors. The creep accumulated strain, strain 
energy and stress distributions are illustrated in Fig. B-2. It is found that the minimal 
strain occurs in the middle of solder joint and it rises towards the corner of joint. 
The case is also true for the strain energy and stress distributions. This corner 
accumulated strain/energy/stress is also reported in [147]. It is also experimentally 
reported that the crack initiated at the corner of solder joint and propagated into 
the center of the solder [147]. Fig. B-3 gives the evolution of accumulated creep 
strain as a function of thermal cycle numbers. The plot indicates that the increase in 
number of cycles leads to a growing trend in creep strain of solder joint. The sharp 
incline at the beginning of plot is sign of primary creep stage in the solder material, 
while the steady-state stage with a constant strain rate comes into play with the 
increase in the number of thermal cycles.  
 
Fig. B-2. Accumulated strain, strain energy and stress distributions in the solder joint. 
Von-Mises stress as a function of time (number of thermal cycle) is depicted in Fig. 
B-4 (a few last cycles).  There are 5 different phases in this plot which they 
individually demonstrate a physical behavior occurring in the material. The phases 
1 and 2 happens in the heating up phase from -40 ℃ to 170℃. At these phases, stress 
relaxation is dominant but much slower at the phase 2. The reason is due to the 
considerable difference in the coefficients of thermal expansion (CTE) of the solder 
layer, chip and the baseplate making a residual stress in the materials. The effects of 
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staying in the hot dwelling time shows itself as a relaxed stress due to the high 
temperature exposure and the generation of creep strain (phase 3). In the cooling 
down phase (phase 4) the solder layer tolerates an enormous stress shock 
intensifying the failure.  The solder experiences another relaxing stress in the cold 
dwelling time (phase 5).   
 
Fig. B-3. Accumulated creep strain in solder joint. 
 
Fig. B-4. Von-Mises stress in solder joint. 
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Résumé long en Français 
À l’échelle mondiale, l’utilisation de combustibles fossiles génère des dommages 
irréparables à notre environnement et perturbe l’équilibre écologique. Il n’est pas 
possible de continuer ainsi sans envisager des conséquences désastreuses. Il semble 
donc essentiel de développer des sources d’énergie alternatives et des véhicules 
entièrement électriques voire hybrides. Les énergies renouvelables et l'utilisation 
des véhicules électriques sont une réelle opportunité mais, en raison de l'incertitude 
inhérente aux ressources énergétiques renouvelables et aux diverses conditions de 
fonctionnement des véhicules électriques, des conditionneurs d'énergie 
performants sont nécessaires pour fournir l'énergie demandée. Dans ce contexte, 
les chercheurs repoussent chaque jour les frontières de la connaissance des 
convertisseurs d’électronique de puissance. Exploiter la technologie de manière 
créative pour concevoir des convertisseurs statiques fiables est aujourd’hui d’une 
réelle importance. La fiabilité des convertisseurs de puissance est maintenant 
connue pour être une thématique majeure dans le domaine de l’électronique de 
puissance. 
 
Suite à un premier chapitre qui fait un état des lieux des différentes méthodes 
utilisées en fiabilité pour l’électronique et l’électronique de puissance, cette thèse 
présente de nouvelles méthodes d’évaluation de la fiabilité et tente de démontrer 
l’intérêt d’utiliser une analyse basée sur des systèmes dégradés à plusieurs états ou 
une analyse par intervalles afin d’atteindre beaucoup plus de précision dans 
l’évaluation de la durée de vie des convertisseurs statiques. La prise en compte des 
effets de dégradation des éléments sur l’estimation de leur propre durée de vie ainsi 
que sur la durée de vie des autres composants du système est une problématique 
peu voire pas abordée dans la littérature scientifique. L’objectif de cette thèse est 
d’envisager une prise en compte de tous ces phénomènes et permet d’aller vers une 
analyse de fiabilité qui se veut plus système.  
L’analyse de fiabilité par intervalles est capable d’estimer un intervalle de durée de 
vie pour les convertisseurs DC-DC dans lesquels les effets d'auto-dégradation et de 
dégradation couplée ont été pris en compte. Fondamentalement, il s’appuie sur la 
physique des défaillances classique. Sur la base de cette méthode, au lieu d’obtenir 
une valeur de durée de vie imprécise, il est possible d’obtenir un intervalle de 
fiabilité d’un système global dont la durée de vie utile se situe entre les limites 
calculées. Cette méthode est capable de prendre en compte les dépendances à la 
dégradation et d'évaluer la fiabilité au niveau système multi-composants mais ne 
fonctionne pas avec les systèmes redondants.  
Une autre tentative a été proposée pour améliorer l’analyse de fiabilité 
conventionnelle afin de parvenir à une approche systématique capable d'estimer la 
durée de vie en tenant compte des effets de dégradation propres et mutuels, et d'être 
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capable d'évaluer la fiabilité au niveau du système. L’analyse de la fiabilité d’un 
système dégradé à plusieurs états est ainsi capable d’estimer la fiabilité au niveau 
du système, tout en tenant compte du profil de mission et de la physique de la 
défaillance des éléments du système. En outre, les effets de dégradation individuels 
et mutuels des éléments sur le fonctionnement du système complet ont été pris en 
compte. Le modèle de fiabilité de système dégradé multi-états exposé à de multiples 
processus de défaillance a été généralisé. La condition de fonctionnement du 
système global est définie par un nombre fini d'états. Le cadre proposé peut non 
seulement être utilisé pour déterminer la fiabilité des systèmes dégradés en termes 
de fonctions multi-états, mais peut également permettre d’obtenir les états des 
systèmes en estimant les probabilités d'état du système. 
 
Les composants les plus fragiles du système de conversion de puissance sont les 
composants semi-conducteurs de puissance et les condensateurs de puissance. Les 
composants semi-conducteurs de puissance discrets, en particulier les IGBT et les 
diodes de puissance, sont exposés à des variations de température en raison de leurs 
pertes ou de la variation de la température environnementale. Deux mécanismes de 
défaillance les plus fréquents, à savoir la fatigue électro-thermomécanique et le 
fluage, peuvent se produire en différents points du boîtier. Il peut s’agir des fils de 
liaison (wire bonding), de la métallisation en aluminium et de la brasure en face 
arrière. Ces détériorations entraînent finalement une dérive des paramètres 
thermiques et électriques des semi-conducteurs de puissance et accélère par la suite 
leur vieillissement. Dans le cas des condensateurs de puissance, les variations de la 
résistance série (ESR) et de la capacité peuvent entraîner un changement de point 
de fonctionnement et par conséquent un vieillissement accéléré du condensateur. 
Au fil du temps, il est clair que le processus de dégradation d'un composant ou d'un 
système peut être accéléré en raison du vieillissement. En conséquence, l'évaluation 
de la fiabilité statique n’est pas en mesure d'estimer la fiabilité d'un système et une 
évaluation dynamique de la fiabilité semble être nécessaire. Pour atténuer le 
problème de l’évaluation de la fiabilité au niveau du système, il convient de prendre 
en compte les effets de dégradation individuels (dépendances), le niveau de 
dégradation (états) et le profil de la mission. 
 
Dans le chapitre 2, un convertisseur DC/DC de type boost contenant trois éléments 
critiques est étudié. Dans cette étude de cas, deux semi-conducteurs de puissance, à 
savoir un IGBT et une diode, et un condensateur de puissance sont considérés 
comme trois processus de dégradation et leurs effets de vieillissement sur 
l'estimation de la durée de vie utile du système électronique de puissance sont 
discutés. Pour avoir une idée du cadre d’étude proposé, un convertisseur DC/DC 
classique de 3000W (200V/400V) pour les applications de véhicules électriques 
exposés à un cycle de conduite WLTP est considéré. Sa modélisation électrique est 
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basée sur un modèle multifréquence invariant dans le temps dans lequel les 
comportements électriques d'un convertisseur de puissance continu-continu ont 
été extraits avec précision. La modélisation des pertes est réalisée sur la base d’une 
modélisation conventionnelle. Une modélisation thermique complète du 
convertisseur de puissance considéré est également discutée sur la base 
d’approches analytiques et de simulation. 
 
Pour la collecte de données, des tests de cyclage thermique (ATC) et de cyclage actif 
(APC) de semi-conducteurs de puissance ont été effectués et sont présentés dans le 
chapitre 3. Les résultats sont utilisés dans les chapitre suivants pour estimer la 
durée de vie du convertisseur étudié. Un prototype de convertisseur de puissance 
continu DC-DC boost capable de mesurer en temps réel la température de jonction 
a également été mis en œuvre pour étudier les effets de la dégradation mutuelle et 
de l'auto-dégradation des composants dus aux contraintes thermiques. Les résultats 
ont révélé l’importance des effets de couplage thermique dans le convertisseur de 
puissance considéré sur le vieillissement des composants. 
 
Dans le chapitre 4, un algorithme de Rainflow modifié capable de compter 
simultanément les cycles de fatigue-fluage et de tenir compte de la température 
moyenne en fonction du temps et de la température a été proposé. Cet algorithme a 
été utilisé pour prendre en compte le profil de mission considéré dans l'évaluation 
de la fiabilité. 
 
La partie principale du mémoire est le chapitre 5. Ce dernier présente une méthode 
d’évaluation de la fiabilité basée sur les systèmes dégradés multi-états. Son objectif 
est de résoudre les problèmes susmentionnés en divisant un système dépendant du 
temps (effet du vieillissement sur les composants) en plusieurs sous-systèmes 
indépendants. L’approche vise à résoudre les problèmes de dépendance en 
définissant des intervalles de dégradation intermédiaires. Au lieu de supposer qu'un 
système est dans un état parfait ou dans un état de défaillance, un système 
représenté par plusieurs états de dégradation intermédiaires (états imparfaits) a été 
défini. Les états imparfaits du système sont dépendants des états propres des 
composants. L'approche sépare deux catégories de composants à savoir les 
composants effectifs et composants non-effectifs. Ces derniers sont le siège de 
dégradations qui n’affectent pas le point de fonctionnement du système global 
contrairement aux autres. Etant donné que la durée de vie d'un convertisseur 
dépend du point de fonctionnement, les éléments effectifs ont un rôle sur la fiabilité 
globale du convertisseur de puissance. 
La combinaison de divers états de composants imparfaits peut conduire à des états 
de système globaux imparfaits uniques. Les relations entre les états de dégradation 
des composants et les états du système ont été cartographiées à l'aide d'une matrice 
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de mappage appelée Hc. Les dimensions de cette matrice dépendent du nombre de 
composants effectifs inclus dans le système global. Le nombre de lignes, de colonnes 
et de pages est directement déterminé par le nombre d'états de dégradation 
individuels des composants. Plus il y a d’états considérés comme imparfaits pour les 
composants, plus l'évaluation de la fiabilité sera précise et plus le temps de 
traitement sera long. 
Les processus de dégradation des composants individuels sont supposés être des 
distributions probabilistes permettant de prendre en compte les incertitudes de 
l'estimation. Les processus de dégradation de composants individuels peuvent être 
n'importe quelle fonction du temps et être extraits d'essais de vieillissement 
expérimentaux. Certaines valeurs seuil ont été définies pour distinguer les états 
imparfaits de composants individuels. Au fil du temps (vieillissement), les processus 
de dégradation passent d'un état sain à un état moins sain. Étant donné que les 
dommages sont supposés être cumulatifs et irréversibles, les états de dégradation 
ne peuvent aller que d’états plus sains et vers des états moins sains, et non l'inverse. 
Les processus de dégradation des composants ineffectifs peuvent avoir n'importe 
quel type de distributions probabilistes jusque à la dégradation. Ils n’interviennent 
pas sur les états de dégradation intermédiaires. 
Le même convertisseur de puissance continu DC-DC boost a été étudié dans ce 
chapitre. Ce convertisseur comprend des composants actifs, un condensateur et une 
inductance. Étant donné que les composants les plus critiques dans l'évaluation de 
la fiabilité des convertisseurs de puissance sont les condensateurs et les composants 
actifs, il a été supposé que le système ne comportait que trois composants, à savoir 
un IGBT, une diode et un condensateur. Une expérience est présentée dans le 
chapitre 3 et est mise en œuvre pour étudier les dépendances des dégradations de 
composants individuels sur les points de fonctionnement thermique et électrique 
du système mondial dans un convertisseur de puissance boost continu DC-DC. Les 
résultats ont révélé que l'IGBT et la diode avaient des effets directs sur les points de 
fonctionnement thermique et électrique du système global. En outre, il a été observé 
également qu’il existe des effets d'auto-dégradation mutuelle entre ces composant, 
ce qui a tendance à accélérer le vieillissement des composants. En conséquence, 
deux composants effectifs, à savoir un IGBT et une diode, et un composant ineffectif, 
à savoir un condensateur, ont été pris en compte dans l'évaluation de la fiabilité du 
système global (convertisseur de puissance boost continu DC-DC). 
Une défaillance du condensateur (diminution de sa capacité de 20% ou 
augmentation de son ESR de 100%) a directement entraîné la défaillance du 
système, tandis que les processus de dégradation des semi-conducteurs de 
puissance ont entraîné plusieurs états de système imparfaits différents. Cinq états 
de dégradation distincts ont été définis pour l’IGBT et la diode dans lesquels leurs 
résistances thermiques ont été augmentées de 5% jusqu’à atteindre le critère de 
défaillance (augmentation de 20% de la résistance thermique entre jonctions et 
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boîtiers). Des tendances de dégradation de l’état 4 à 0 ont été observées chaque fois 
que la résistance thermique de l’IGBT ou de la diode était comprise entre (1, 1,05), 
[1,05, 1,1), [1,1, 1,15), [1,15, 2] et supérieure à 1,2, respectivement. Les processus 
de dégradation de l'IGBT et de la diode ont été extraits des tests de vieillissement 
APC et ATC (cf chapitre 3). Les résultats ont révélé les tendances de la dégradation 
de l'IGBT et de la diode en termes de nombre de cycles. Pour convertir le nombre de 
cycles en temps, un cycle de conduite, à savoir le WLTP-class3, avec différents cycles 
d'une durée de 30 minutes a été appliqué aux résultats des tests de vieillissement 
APC et ATC. Cette conversion a permis de trouver les processus de dégradation de 
l’IGBT et de la diode en termes de temps. Les données étaient des fonctions linéaires 
par morceaux, à la fois pour l'IGBT et la diode, dans lesquelles la pente de ces 
fonctions linéaires par morceaux augmentait de manière stricte en raison de la 
réversibilité des dommages. 
Le résultat de la durée de vie B10 a été estimé à 58040 heures pour le système 
électronique de puissance global. Cela signifie que le convertisseur de puissance 
continu-continu peut fonctionner avec une probabilité de 90% de fonctionnement 
correct pendant 58040 heures. Alors que, dans le cadre d’une évaluation de fiabilité 
classique, la fiabilité du B10 était de 66680 heures. Il en ressort que l'approche 
classique (qui ne permet pas d'évaluer la fiabilité au niveau du système) est trop 
optimiste en raison du manque de prise en compte des effets de dégradation 
mutuels et propres. 
 
Les méthodes d'évaluation de la fiabilité proposées dans ce manuscrit constituent 
non seulement une approche systématique capable de s'appliquer aux différents 
convertisseurs d’électronique de puissance, mais permet également d’apporter des 
parades aux inconvénients des méthodes classiques en permettant de prendre en 
compte le profil de mission et les effets de dégradation mutuelle et propres sur les 
performances des convertisseurs de puissance. 
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Abstract 
Reliable and unceasing exploitation of power electronic converters plays a major part in every application. 
This PhD thesis comes up with new opened-up reliability assessment frameworks and demonstrates the 
feasibility of using multistate degraded system analysis and interval analysis as well for attaining much 
more accuracy in reliability evaluation. Considering self- and coupling degradation effects of the items and 
assessing reliability in the system level are important issues which are still lacking in the previous studies 
and the present thesis has made an effort to overcome these problems. The thesis tries to launch two 
distinct reliability assessment frameworks, namely interval reliability and Multistate degraded system 
reliability.  
Interval reliability is capable of introducing an interval useful lifetime for DC-DC power electronic 
converters in which the self and coupling degradations effects of items have been taken into account. 
Fundamentally, it is based on the conventional physics of failure reliability assessment. Based on this 
method, instead of obtaining an inaccurate reliability value, one can attain an interval for the reliability of 
a global system whose useful lifetime undoubtedly lays between the boundaries. This method is able to 
consider degradation dependencies and assess multi-component system level reliability but not 
redundant system. An attempt was made to enhance the conventional reliability framework to reach a 
systematic approach capable of estimating a reliability assessment considering self and mutual 
degradation effects and being able to evaluate system-level reliability including redundant system. 
Multistate degraded system reliability analysis is capable of estimating system-level reliability, while 
mission profile and physics of failure of the system’s items are taken into account. In addition, the self and 
mutual degradation effects of items on the operation of the global system have been considered. The multi-
state degraded system reliability model exposed to multiple failure processes has been generalized. The 
operating condition of the global system is defined by a finite number of states. Not only can the proposed 
framework be employed in determining the reliability of the degraded systems in terms of multi-state 
functions, but also it can obtain the states of the systems by estimating the system state probabilities.  
As an application, a DC-DC power electronic system containing three critical items has been studied. In 
this case study, two power semiconductors, namely IGBT and diode, and a power capacitor have been 
considered as three degradation processes and their aging effects on the useful lifetime estimation of the 
power electronic system have been discussed. For having a sense about newly proposed reliability 
frameworks, a 3000W and 200/400 V conventional DC-DC converter for electric vehicle application 
exposed to WLTP driving cycle is considered. 
 Résumé 
La fiabilité et la sureté de fonctionnement de l'électronique de puissance jouent un rôle majeur aujourd'hui 
dans l'industrie. Cette thèse propose un nouveau cadre d'étude de la fiabilité à partir de deux méthodes 
afin d'améliorer la précision des études de fiabilité : une analyse utilisant la méthode des système dégradés 
multi état, et une analyse par intervalles. La considération des effets de dégradation propres et couplés de 
chaque composant est également une problématique qu'il reste aujourd'hui à étudier et qui est traitée 
dans ce travail. 
L'étude de la fiabilité par intervalles permet d'estimer des intervalles de durée de vie des convertisseurs 
DC/DC en prenant en compte les dégradations propres et mutuelles des composants. Fondamentalement, 
cette méthode est basée sur la compréhension des phénomènes physiques. A partir de cette méthode, on 
peut obtenir un intervalle pour la durée de vie d'un système complet. Cette méthode n'est toutefois pas 
adaptée aux systèmes redondants. 
De son côté, la fiabilité des systèmes dégradés multi-états est capable de proposer une étude au niveau 
système en prenant en compte le profil de mission et la physique des dégradations. Cette méthode a été 
généralisée dans cette thèse au procédés subissant de multiples dégradations. 
L'exemple d'un convertisseur DC/DC conprenant trois composants critiques a été étudié comme cas 
d'application. Deux composants semiconducteurs, diode et IGBT, et un condensateur sont considérés 
comme trois process de dégradation et l'effet de leur vieillissement sur la durée de vie du convertisseur 
est discutée. Le convertisseur étudié a pour puissance 3 kW (200/400V) et est dédié aux applications de 
type véhicule électrique. Il subit un profil de mission typique automobile (cycle WLTP). 
