Importance of chemical explanations
One of the aim of Chemistry as a science is to study and explain the structure of the matter and its transformations. In general, Science has to tell how and why a given phenomenon occurs in given circumstances. In principle, explanations are not essentially communicative and exist independently of the intention of explaining anything to anyone. However, the availability of different levels of explanation is essential for the transmission of knowledge and therefore for the development of scientific ideas. To illustrate the diversity of explanations let me use an example borrowed from Del Re [1] . To the question why are most glass bottles green? A technologist will answer "because the cost of their production is low, a physicist will invoke a selective absorption of light whereas a chemist will say that ordinary glass contains ferrous ions." In this example several causal processes have been invoked to explain the same fact. These are brief and concise answers, all can be validated or rejected. They are propositions involving at least a scientific law or principle like in the deductive-nomological account [3] , from a theory that unifies many phenomena (unification account [4, 5] ) or by tracing the causal processes and interactions leading to the event (causal model [6] ). For example the chemical explanation of the equilibrium geometry of a molecule by the VSEPR rules belongs to the deductivenomological since it requires on the one hand the knowledge of number of valence electrons of the constitutive element atoms which forms a set of true propositions and on the other hand a set of phenomenological rules one may consider as scientific laws. An answer of the unification account, which is no longer a chemical explanation, would be that the equilibrium geometry of a molecule corresponds to the absolute minimum of the Born-Oppenheimer energy surface.
Quantum Chemistry has played and will continue to play an important role in the design of explanations. In addition to strictly chemical explanations it is convenient consider quantum chemical explanations which are rooted on the interpretation of the variational calculus yielding approximate expressions of the many-body wave function. Quantum chemical explanations uses concepts such as those of orbitals, configurations, valence-bond structures which appear as mathematical intermediates enabling the approximate resolution of the many-body Schrödinger equation. In this context a physical significance is given to non-referring quantities yielding epistemological difficulties as pointed out by Coulson [7] . As pointed out by Scerri [8] , "orbitals and the related concept of electronic configurations, neither of which truly "exist" in many-electron atoms according to a strict interpretation of quantum mechanics, have become the central paradigm at all levels of chemistry." Although a majority of chemists consider Quantum chemical explanations as a subpart of chemical explanations, I think useful to keep the distinction. In fact, the very nature of quantum chemical explanations hampers by construction their falsification by computational chemistry numerical experiments which is not the case of purely chemical explanations.
The representation of the matter
We know for almost a century that the matter is made of particles. These particles have very small "classical" sizes. m (Cs), we realize that almost the whole volume of an atom, and a fortiori, of a molecule is occupied by vacuum. Another point is that the size of electrons and nuclei prevents their direct observation with an ideal microscope, the Abbe relation would imply a wavelength such as the energy of each photon should be about one million times larger than the loss of mass energy of the fusion of two deuterium nuclei into a tritium nucleus and a proton in the case of electrons and "only" one hundred times larger for a heavy element nucleus. Fortunately, electron and nuclei do not behave classically, they are ruled by the laws of Quantum Mechanics. A consequence is that they cannot be directly observed, instead we have access to their footprints:
An individual quantum object is intuitively given to an observer only by the actual isolated footprints it leaves in the perceptual world of the laboratory, the record of individual measurements. It is not just a conceptual object, nor is it an "embodied object in its own right". It is, however, physical and material because of the footprints it makes in the world. It seems then to exist and function ontologically prior to and some way independently of the phenomenological constitution of classically scientific laboratory space-time.
I found these sentences in the article, Paradoxes of Measurement [9] , published by Patrick A. Heelan in 2003. Scientists are like the prisoners of Plato's cave allegory, they are warned that the shadows on the wall is not the reality they are looking for but clues from which they have to construct the most plausible story. In this respect the identification and the deciphering of footprints are essential. Cultural background is decisive to carry out this task successfully. It had been recently illustrated by a recent archaeological study in which a morpho-classificatory approach has been used to decipher human footprints from the Ice Age of 17,000 years ago preserved in painted caves of the south of France [10] . The footprints have been examined and interpreted by three indigenous hunters/trackers from Kalahari who discovered marks unseen in previous archaeological investigations and who were able to determine the number of the prehistoric cave visitors, the sex of each individual and an estimate of his age. Moreover, they proposed very plausible hypothesis on the activity at the origin of the footprints differing from former interpretations made by archaeologists in terms of " ritual dances" or ceremonial behaviour. The example of the footprints found in the Tuc d'Audubert cave is illustrative. Here the San trackers have been able to identify the footprints of two people, a man and a 14-year boy who carried clay from a pit to build representation of buffaloes. It illustrates a remark made by Lewis: "In the snobbery of science each branch attempts to rise in the social scale by imitating the methods of the next higher science and by ignoring the methods and phenomena of the sciences beneath" [11] .
The footprints of the corpuscular structure of the matter have been found in the results of the early analytical chemistry which led to the formulation of the laws of conservation of mass, of definite proportions and of multiple proportions. This latter involving integers or rational numbers is a strong support for the atomistic (discontinuous) theory which has been reformulated by John Dalton on this indirect experimental basis. Dalton explained the cohesion of the matter by the presence of caloric forces between bonded atoms. It rapidly appeared to Berzélius that electric rather than caloric forces were accountable for the bonding, this idea was further reformulated by Laming in a fully atomistic fashion accounting for Faraday's electrochemical equivalent. Laming's hypotheses introduces atoms of electricity half a century before Joseph John Thomson's discovery of the electron and anticipate the atomic electronic shell structure introduced in the years preceding world war I by Charles G. Barkla and Henry G-J. Moseley: "A mass of electrical matter, or electricity, may be regarded as composed of electrical atoms, just as a mass of ordinary matter contains ordinary atoms; and thus the sphere of electricity which surrounds an ordinary atom will consist of a number of electrical atoms arranged in concentric strata. The number of electrical atoms belonging to a given ordinary atom may be assumed to be such as to complete its external spherical stratum, or, on the contrary, it may be such as to leave that external spherical stratum more or less imperfect, belonging to a given ordinary atom may be assumed to be such as to complete its external spherical stratum, or, on the contrary, it may be such as to leave that external spherical stratum more or less imperfect." [12] The atom of electricity was further called "electron" by G. J. Stoney who proposed an estimate of its charge (10 −19 C) on the basis of the electrolysis of water [13] . Other footprints based on stoichiometry led Frankland and Kolbe to introduce the concept of valence which gives a rationale to the bonding connectivity between atoms. It has been an important step ahead in the development of structural chemistry where the important contributions of Kekulé, Kolbe, Couper, Butlerov, Lodschmidt, Crum Brown, Hofmann, Le Bel and Van't Hoff yield the contemporary representations in terms of structural molecular formulas. The emerging picture of a molecule is that of a discrete network where the nodes are occupied by the elemental atoms. The connecting lines represent chemical bonds. The removal of a bond line either increases the number of species by one or opens at least a cycle. The possible valences of the elements are given by their position in the periodic table pioneered by Döbereiner, Béguyer de Chancourtois, Newland and put in its contemporary form by Mendeleev and Lothar Meyer. In this respect, the determination of the structural formulas of the possible isomers corresponding to a given stoichiometry appears to be first a discrete topology problem (before being a geometry problem for the particular case of stereoisomers), which can be mathematically formalized within the framework of finite graph theory [14] . Structural formulas do not intend to provide a pictorial representation of the matter at the atomic scale but rather must be understood as tools condensing in important part of the chemical information on the molecules.
At the end of the XIXth century additional pieces of information were available from physics with the experimental evidence of the electron [15] enabling Lewis to propose a first draft in his 1902 memorandum. It is important to note that Lewis's cubic atoms anticipate Kossel's representation published 14 years later. A few years before the discovery of the nucleus by Rutherford [16] , physicists as Thomson [17] and Stark [18] proposed models for molecules which appear nowadays very far from the contemporary conception.
In April 1916, the Journal of the American Chemical Society published the article of Gilbert Newton Lewis entitled as "The atom and the molecule" in which Lewis described his model of chemical bonding emphasizing the role of electron pairs [19] . The electron pair is a fundamental concept in Chemistry which plays a key role in chemical explanations. The model exploits the idea of cubic atoms to built a model in which bonded atoms share edges or faces and is based on six postulates. Lewis emphasizes the importance of the group of two electrons. In fact Lewis had implicitly identified the footprint of the electron spin [20] [21] [22] [23] and of the Pauli repulsion [24] .
The Lewis's model was further complemented by Ingold with the concept of mesomery [25, 26] which accounts for the possibility of a superposition of Lewis's structures, such as in the case of benzene. Langmuir [27] , Sidgwick [28] , Bury [29] and Blanchard [30] introduced generalizations of the octet rule enabling transition metal atoms to have more than 8 electrons in their valence shell. Alternatively, the octet has been replaced by Linett by a double quartet [31, 32] in order to implicitly introduce the Hund's rule in the building of the structures. The spatial extension of the bonding and non-bonding pairs has been addressed in the model of Sidgwick and Powell [33] where shared and unshared Lewis's electron pairs have the same size inspiring the Valence Shell Electron Pair Repulsion (VSEPR) model of Nyholm and Gillespie [34] [35] [36] [37] .
A first emerging representation of the matter, shared by physicists and chemists, is that of an assembly of nuclei and electrons, bearing, respectively, positive and negative charges, and which mutually interact electrostatically. This is the picture adopted in quantum mechanics to write molecular or crystalline hamiltonians. Chemistry is provided by the atomic number Z A which determine the electron-nucleus and nucleus-nucleus potentials, in other words the external potential in the Density Functional Theory (DFT) formalism. The conjunction of this universal statement with the definition of a free atom or ion, i.e. a nucleus of atomic number Z interacting with Z ± q electrons yields the current picture of chemistry: matter is made of atoms linked by bonds. In this sentence the word "atom" has lost a precise definition: whereas the set of atomic number is known the number of electrons assigned to each nucleus remains undefined, moreover "bond" has to be defined. In fact, the definitions of "atom in molecule" and of "bond" are correlated. The picture proposed by the Lewis and VSEPR theories is rather that of nuclei surrounded by atomic core and valence shells, the latter gathering bonding and non-bonding electron pairs.
Testing the hypotheses of the Lewis's and VSEPR models with quantum chemical tools
The Lewis's and VSEPR models provide clear and efficient chemical explanations of the molecular structure. They astonishingly work well and only few systems, such as biradicals, falsify their predictions. The Lewis's model relies on two main hypotheses:
1. The separation of the electrons of an atom into core and valence groups, 2. The distribution of the valence electrons in "Lewis shells" [38] gathering bonding and non-bonding electron pairs around a given atomic core and satisfying magic number rules
The VSEPR model is set of rules giving the geometrical arrangement of the bonding and non-bonding pair domains of each the Lewis shell.
In brief both models assume electrons spatially distributed into groups. Is it possible to identify such groups experimentally or theoretically? what Quantum Mechanics tells us about such a possibility? To test this assumption we need tools enabling electron count in defined spatial areas. The loge theory of Raymond Daudel [39] [40] [41] [42] [43] [44] provided a first attempt to falsify the Lewis and VSEPR hypotheses. The practical determination of the loges, i.e. non-overlapping domains maximizing the probability of finding given numbers of electron within them, is achieved at the price a huge numerical complexity which hampers the applicability of the method. A variant of this idea has been proposed by Andreas Savin with the concept of maximum probability domains which are not required to be non-overlapping [45] [46] [47] [48] .
For any non-overlapping partition we can measure the number of electron in each domain. If we are working in the context of quantum mechanics, we have to define a population operator for this purpose which is an easy task, since it had been already done by Diner and Claverie forty years ago [49] . In any domain, the result of an individual measure is and integer in the [0, N] range, N being the total number of electron with the constraint that the sum of these measures over all domain is N. The population of a domain, N , is given by the integral of the density, it has to be understood the average of these measures. The dispersion of the measures is accounted for by the variance (the square of the standard deviation, in other words of the absolute error) for which exist an operator also given by Diner and Claverie. In fact what we are looking for are domains which minimize the variance of their populations. Tests on atoms show that the minimization of the variance fairly accounts for the shell structure of atoms [50, 51] and therefore confirm Lewis's first and second postulates. The analysis of the gradient vector field of the Electron Localization Function (ELF) [52] provides a partition of the molecular space into basins of attractors which correspond to cores, lone pairs and bond regions [53, 54] . As noted by Gillespie and Robinson: "This function (ELF) exhibits maxima at the most probable positions of localized electron pairs and each maximum is surrounded by a basin in which there is an increased probability of finding an electron pair. These basins correspond to the qualitative electron pair domains of the VSEPR model and have the same geometry as the VSEPR domains" [55] . It was recently shown on H-bond complexes that the ELF yields a minimal variance of the population of the moieties [56] .
The ELF approach of the chemical bonding as well as the Quantum Theory of Atoms in Molecules (QTAIM) [57] [58] [59] are rigorous and efficient tools enabling qualitative and quantitative analyses of charge distributions and nothing more. They do not give any chemical or quantum chemical explanations of the bonding in molecules and solids, but instead the pieces of information which corroborate or falsify such explanations. These methods are descriptive not predictive and therefore they are not actual theories. However, they have a significant heuristic value. For example our experience of the ELF led us to introduce the concept of synaptic order of a valence basin [60, 61] which is defined as the number of atomic valence shell to which this basin participates. In Lewis's theory, the synaptic order is one for the non-bonding pairs and two for the bonding ones. Values larger than two enable to account for multicentre bonds and particularly for interstitial multicentre partial bond representation of bulk metals [62] [63] [64] .
