In this paper, we determine the radii of β−uniformly convex of order α for six kinds of normalized Lommel and Struve functions of the first kind. In the cases considered the normalized Lommel and Struve functions are β−uniformly convex functions of order α on the determined disks. 
Introduction and Preliminaries
It is well known that the concepts of convexity, starlikeness, close-to-convexity and uniform convexity including necessary and sufficient conditions, have a long history as a part of geometric function theory. It is known that special functions, like Bessel, Struve and Lommel functions of the first kind have some beautiful geometric properties. Recently, the above geometric properties of the Bessel functions were investigated by some earlier results (see [1] [2] [3] [4] [5] 12] ). On the other hand the radii of convexity and starlikeness of the Struve and Lommel functions were studied by Baricz and his coauthors [8, 10] . Motivated by the above developments in this topic, in this paper our aim is to give some new results for the radius of β−uniformly convex functions of order α of the normalized Struve and Lommel functions of the first kind. In the special cases of the parameters α and β we can obtain some earlier results.The key tools in their proofs were some Mittag-Leffler expansions of Lommel and Struve functions of the first kind, special properties of the zeros of these functions and their derivatives. Let U (z 0 , r) = {z ∈ C : |z − z 0 | < r} denote the disk of radius r and center z 0 . We let U (r) = U (0, r) and U = U (0, 1) = {z ∈ C : |z| < 1}. Let (a n ) n≥2 be a sequence of complex numbers with d = lim sup n→∞ |a n | 1 n ≥ 0, and r f = 1 d .
If d = 0 then r f = +∞. As usual, with A we denote the class of analytic functions f : U (r f ) → C of the form f (z) = z + ∞ n=2 a n z n .
(1.1)
We say that a function f of the form (1.1) is convex if f is univalent and f (U (r)) is a convex domain in C. An analytic description of this definition is f ∈ A is convex if and only if 1 + zf (z) f (z) > 0, z ∈ U (r).
The radius of convexity of the function f is defined by r c f = sup r ∈ (0, r f ) :
In the following we deal with the class of the uniformly convex functions. Goodman in [13] introduced the concept of uniform convexity for functions of the form (1.1). A function f is said to be uniformly convex in U (r) if f is of the form (1.1), it is convex, and has the property that for every circular arc γ contained in U (r), with center ς, also in U (r), the arc f (γ) is convex. In 1993, Rønning [21] determined necessary and sufficient conditions of analytic functions to be uniformly convex in the open unit disk, while in 2002 Ravichandran [20] also presented simpler criteria for uniform convexity. Rønning in [21] give an analytic description of the uniformly convex functions in the following theorem.
The function f is uniformly convex in the disk U (r) if and only if
The class of uniformly convex function denote by U C. The radius of uniform convexity is defined by
In 1997, Bharti, Parvatham and Swaminathan defined β−uniformly convex functions of order α which is subclass of uniformly convex functions. A function f ∈ A is said to be in the class of β−uniformly convex functions of order α, denoted by β − U C(α), if
where β 0, α ∈ [0, 1) (see [11] ). This class generalize various other classes which are worthy to mention here. For example, the class β − U C(0) = β − U C is the class of β−uniformly convex functions [14] (also see [15] and [16] ) and 1 − U C(0) = U C is the class of uniformly convex functions defined by Goodman [13] and Ronning [21] , respectively.
Geometric Interpretation. It is known that f ∈ β −U C(α) if and only if 1+
, respectively, takes all the values in the conic domain R β,α which is included in the right half plane given by
Denote by P(P β,α ), (β≥ 0, 0 α < 1) the family of functions p, such that p ∈ P, where P denotes the well-known class of Caratheodory functions and p ≺ P β,α in U. The function P β,α maps the unit disk conformally onto the domain R β,α such that 1 ∈ R β,α and ∂R β,α is a curve defined by the equality
From elementary computations we see that (1.5) represents conic sections symmetric about the real axis. Thus R β,α is an elliptic domain for β > 1, a parabolic domain for β = 1, a hyperbolic domain for 0 < β < 1 and the right half plane u > α, for β = 0. The radius of β−uniform convexity of order α is defined by
Our main aim to determine the radii of β−uniform convexity of order α of Lommel and Struve functions.
In order to prove the main results, we need the following lemma given in [12] .
The followings are very simple consequences of this inequality
.
(1.9)
Main results
In this paper our aim is to consider two classical special functions, the Lommel function of the first kind s µ,ν and the Struve function of the first kind H ν . They are explicitly defined in terms of the hypergeometric function 1 F 2 by
Thus, from (2.1), (2.2) and (2.3), we have
Now, the proof will be presented in three cases by considering the intervals of µ. Firstly, suppose that µ ∈ 0,
On the other hand, if in the second part of inequality (1.8) we replace z by z 2 and b by ξ µ,n and ξ µ,n , respectively, then it follows that
provided that |z| ≤ r < ξ µ,1 < ξ µ,1 . These two inequalities and the conditions
From (2.4) and (2.5) we infer 6) where |z| ≤ r < ξ µ,1 and α ∈ [0, 1) , β ≥ 0.
In the second step we will prove that inequalities (2.4) and (2.5) hold in the case µ ∈ , 1 the roots 0 < ξ µ,n < ξ µ,n are real for every natural number n. Moreover, inequality (1.8) implies that
and 2z
for |z| ≤ r < ξ µ,1 < ξ µ,1 , and we get
Now, if in the inequality (1.6) we replace z by z 2 and b by ξ µ,n and ξ µ,n we again put
provided that |z| ≤ r < ξ µ,1 < ξ µ,1 . Thus, for β ≥ 0 we obtain
Finally the following inequality be infered from (2.7) and (2.8) for µ ∈
where |z| ≤ r < ξ µ,1 and α ∈ [0, 1) , β ≥ 0. Equality holds (2.7) if and only if z = r. Thus it follows that
for r ∈ (0, ξ µ,1 ), α ∈ [0, 1) , β ≥ 0 and µ ∈ (0, 1).
is strictly decreasing for all µ ∈ (0, 1) and α ∈ [0, 1) , β ≥ 0. Namely, we obtain
, 1), r ∈ (0, ξ µ,1 ) and β ≥ 0. Here we used again that the zeros ξ µ,n and ξ µ,n interlace, and for all n ∈ N, µ ∈ (0, 1) and r < ξ µ,n ξ µ,n we have that
Let now µ ∈ 0,
and r > 0. Thus the following inequality
is satisfy and thus ψ µ is indeed strictly decreasing for all µ ∈ (0, 1) and β ≥ 0. Now, since lim r 0 ψ µ (r) = 1 and lim r ξ µ,1 ψ µ (r) = −∞, in wiew of the minimum principle for harmonic functions it follows that for µ ∈ (0, 1) and z ∈ U (r β−uc(α) fµ
if and only if r
is the unique root of
In the final step we will proved that inequality (2.10) also holds when µ ∈ (−1, 0). In order to this, suppose that µ ∈ (0, 1) and since (see [6] ) the function z → ϕ 0 (z) = µ(µ+1)z
(z) belongs to the Laguerre-Pólya class of entire functions, it satisfies the Laguerre inequality
where µ ∈ (0, 1) and z ∈ R.
(z) and taking into account that the nth positive zeros of ϕ 1 and ϕ 1 , denoted by ζ µ,n and ζ µ,n , interlace, since ϕ 1 belongs also to the Laguerre-Pólya class of entire functions (see [6] ). It is worth mentioning that
and
holds for µ ∈ (0, 1), β ≥ 0 and µ = . In this case we use again minimum principle for harmonic functions to ensure that (2.10) is valid for µ − 1 instead of µ. Consequently, replacing µ by µ + 1, the equation (2.11) is satisfy for µ ∈ (−1, 0), α ∈ [0, 1) and β ≥ 0. Thus the proof is complete.
As a result of the Theorem 2.1, the following corollary is obtained by taking α = 0 ve β = 1. . Then the radius of uniform convexity of the function f µ is the smallest positive root of the equation
Moreover r . Then the radius of β−uniform convexity of order α of the function g µ is the smallest positive root of the equation
. In [10] with the help of Hadamard's Theorem [18, p.26 ], the following equality was proved:
By using inequality (1.8), for all z ∈ U (γ µ,1 ) we have the inequality
where |z| = r. On the other hand, again by using inequality (1.8), for all z ∈ U (γ µ,1 ) and β ≥ 0 we get the inequality
Finally the following inequality be infered from (2.14) and (2.15)
where |z| = r. Thus, for r ∈ (0, γ µ,1 ), β ≥ 0 and α ∈ [0, 1) we obtain
The mapping Θ µ : (0, γ µ,1 ) → R defined by
is strictly decreasing since lim r 0 Θ µ (r) = 1 and lim r γ µ,1 Θ µ (r) = −∞. As a result in wiew of the minimum principle for harmonic functions it follows that for α ∈ [0, 1), β ≥ 0 and z ∈ U (r 1 ) we have
if and only if r 1 is the unique root of
As a result of the Theorem 2.2, the next corollary is obtained by taking α = 0 ve β = 1. . Then the radius of uniform convexity of the function g µ is the smallest positive root of the equation
(r) + rs µ− . Then the radius of β−uniform convexity of order α of the function h µ is the smallest positive root of the equation and h µ , respectively.
Proof. Let ξ µ,n and δ µ,n denote the n-th positive root of s µ− . In [10] with the help of Hadamard's Theorem [18, p.26 ], the following equality was proved:
By using inequality (1.8), for all z ∈ U (δ µ,1 ) we obtain the inequality
where |z| = r. Moreover, again by using inequality (1.8), for all z ∈ U (δ µ,1 ) and β ≥ 0 we get the inequality
As a result, from (2.17) and (2.18) we have
where |z| = r. Thus, for r ∈ (0, δ µ,1 ), β ≥ 0 and α ∈ [0, 1) we have
The mapping Φ µ : (0, δ µ,1 ) → R defined by
is strictly decreasing since lim r 0 Φ µ (r) = 1 > α and lim r δ µ,1 Φ µ (r) = −∞. Consequently, in wiew of the minimum principle for harmonic functions it follows that for α ∈ [0, 1), β ≥ 0 and z ∈ U (r 2 ) we have
if and only if r 2 is the unique root of
situated in (0, δ µ,1 ). As a result of the Theorem 2.3, the following corollary is obtained by taking α = 0 ve β = 1. . Then the radius of uniform convexity of the function h µ is the smallest positive root of the equation
Moreover r 
for µ ∈ {−0. • f 3
10
(z) ∈ U C in the disk U (r 1 = 0.6623),
• g 3
(z) ∈ U C in the disk U (r 2 = 0.7376),
• h 3
(z) ∈ U C in the disk U (r 3 = 1.4961), where r 1 , r 2 and r 3 is the smallest positive root of the equations given Corollary 2.1-2.3 for µ = and 0 ≤ α < 1. Then the radius of β−uniform convexity of order α of the function u ν is the smallest positive root of the equation
, where h ν,1 and h ν,1 denote the first positive zeros of H ν and H ν , respectively.
Proof. We note that
Using the Mittag-Leffler expansions of H ν and H ν [10, Theorem 4] given by
where h ν,n and h ν,n denote the n-th positive root of H ν and H ν , respectively. From (2.20) and (2.20), we obtain
Thus, we have
Now, the proof will be presented in two cases by considering the intervals of ν.
Firstly, suppose that ν ∈ − 1 2 , 0 . Since
On the other hand, if in the second part of inequality (1.8) we replace z by z 2 and by h ν,1 and h ν,1 , respectively, then it follows that
provided that |z| ≤ r < h ν,1 < h ν,1 . These two inequalities and the conditions
From (2.22) and (2.23) we get
where |z| ≤ r < h ν,1 and β ≥ 0, α ∈ [0, 1). Secondly, in the case ν ∈ 0, 1 2 the roots 0 < h ν,1 < h ν,1 , are real for every natural number n. Moreover, inequality (1.8) implies that
for |z| ≤ r < h ν,1 < h ν,1 , and we get
Now, if in the inequality (1.6) we replace z by z 2 and we again put
, it follows that
provided that |z| ≤ r < h ν,1 < h ν,1 . Thus, for β ≥ 0 we have
As a result, the following inequality be infered from (2.25) and (2.26) such as (2.22) and (2.23)
where |z| ≤ r < h ν,1 and β ≥ 0, α ∈ [0, 1). Equality holds (2.24) and (2.27) if and only if z = r. Thus it follows that
where r ∈ (0, h ν,1 ) and β ≥ 0, α ∈ [0, 1).
The mapping ψ ν : (0, h ν,1 ) → R defined by
is strictly decreasing for all |ν| ≤ 1 2
and β ≥ 0. Namely, we obtain
, r ∈ (0, h ν,1 ) and β ≥ 0. Here we used again that the zeros h ν,n and h ν,n interlace, and for all n ∈ N, |ν| ≤ 1 2 and r < h ν,n h ν,n we have that
Observe that when ν ∈ , 0 and r > 0 we have also that ψ ν (r) < 0, and thus ψ ν is indeed strictly decreasing for all |ν| ≤ and z ∈ U (r 3 ) we get . Then the radius of uniform convexity of the function u ν is the smallest positive root of the equation
Moreover r uc uν < r c uν < h ν,1 < h ν,1 , where h ν,1 and h ν,1 denote the first positive zeros of H ν and H ν , respectively. and 0 ≤ α < 1. Then the radius of β−uniform convexity of order α of the function v ν is the smallest positive root of the equation
, where h ν,1 and ς ν,1 denote the first positive zeros of H ν and v ν , respectively.
Proof. Let h ν,n and ς ν,n denote the n-th positive root of H ν and v ν , respectively and the smallest positive root of v ν does not exceed the first positive root of H ν . In [10] , the following equality was proved:
By using inequality (1.8), for all z ∈ U (ς ν,1 ) we have the inequality
where |z| = r. On the other hand, again by using inequality (1.8), for all z ∈ U (ς ν,1 ) and β ≥ 0 we get the inequality
Finally the following inequality be infered from (2.29) and (2.30)
where |z| = r. Thus, for r ∈ (0, ς ν,1 ), β ≥ 0 and α ∈ [0, 1) we obtain
The mapping Θ ν : (0, ς ν,1 ) → R defined by
is strictly decreasing since lim r 0 Θ ν (r) = 1 and lim r ς ν,1 Θ ν (r) = −∞. As a result in wiew of the minimum principle for harmonic functions it follows that for α ∈ [0, 1), β ≥ 0 and z ∈ U (r 4 ) we have
if and only if r 4 is the unique root of 1 + (1 + β) rv ν (r) v ν (r) = α, α ∈ [0, 1) and β ≥ 0, situated in (0, ς ν,1 ). As a result of the Theorem 2.5, the following corollary is obtained by taking α = 0 ve β = 1. and 0 ≤ α < 1. Then the radius of β−uniformly convex of order α of the function w ν is the smallest positive root of the equation
Moreover r β−uc(α) wν < r c wν < σ ν,1 < h ν,1 , where h ν,1 and σ ν,1 denote the first positive zeros of H ν and w ν , respectively.
Proof. Let h ν,n and σ ν,n denote the n-th positive root of H ν and w ν , respectively and the smallest positive root of w ν does not exceed the first positive root of H ν . In [10] , the following equality was proved,
By using inequality (1.8), for all z ∈ U (σ ν,1 ) we obtain the inequality where |z| = r. Moreover, again by using inequality (1.8), for all z ∈ U (σ ν,1 ) and β ≥ 0 we get the smallest positive root of the equation
Moreover r uc wν < r c wν < σ ν,1 < h ν,1 , where h ν,1 and σ ν,1 denote the first positive zeros of H ν and w ν , respectively.
The graph of the fuction r → −ν + √ r
for ν ∈ {−0. 
