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Abstract
By Karamata regular varying theory, a perturbed argument and constructing comparison functions, we
show the exact asymptotic behaviour of the unique solution u ∈ C2(Ω) ∩ C(Ω¯) near the boundary to a
singular Dirichlet problem −u = b(x)g(u) + λf (u), u > 0, x ∈ Ω , u|∂Ω = 0, which is independent on
λf (u), and we also show the existence and uniqueness of solutions to the problem, where Ω is a bounded
domain with smooth boundary in RN , λ > 0, g ∈ C1((0,∞), (0,∞)) and there exists γ > 1 such that
limt→0+ g
′(ξ t)
g′(t) = ξ−(1+γ ), ∀ξ > 0, f ∈ Cαloc([0,∞), [0,∞)), the function f (s)s+s0 is decreasing on (0,∞)
for some s0 > 0, and b is nonnegative nontrivial on Ω , which may be vanishing on the boundary.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and the main results
The purpose of this paper is to investigate the exact asymptotic behaviour of the unique solu-
tion near the boundary to the following model problem
−u = b(x)g(u)+ λf (u), u > 0, x ∈ Ω, u|∂Ω = 0, (1.1)
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(f1) f ∈ Cαloc([0,∞), [0,∞)) for some α ∈ (0,1) and the function f (s)s+s0 is decreasing on (0,∞)
for some s0 > 0;
(g1) g ∈ C1((0,∞), (0,∞)), g′(s) 0 for all s > 0, lims→0+ g(s) = +∞;
(b1) b ∈ Cα(Ω¯) is nonnegative and nontrivial on Ω .
The problem arises in the study of nonNewtonian fluids, boundary layer phenomena for vis-
cous fluids, chemical heterogeneous catalysts, as well as in the theory of heat conduction in
electrical materials (see [5,7,10,17,22]).
The main feature of this paper is the presence of the three terms: the singular term g(u) which
is regular varying at zero of index −γ with γ > 1; the weight b(x) which may be vanishing on
the boundary, both of them include a large class of functions; and the nonlinear term λf (u).
For λ = 0, problem (1.1) was discussed in a number of works, see, for instance, [5,7,13,15,
22,26,28]. For b ≡ 1 on Ω , Crandall, Rabinowitz and Tartar [5, Theorems 2.2 and 2.7] showed
that if g satisfies (g1) then problem (1.1) has a unique solution u ∈ C2+α(Ω)∩C(Ω¯). Moreover,
there exist positive constants C1 and C2 such that
(I) C1ϕ(d(x)) u(x) C2ϕ(d(x)) near ∂Ω , where d(x) = dist(x, ∂Ω), ϕ ∈ C[0, a]∩C2(0, a]
is the local solution to the problem
−ϕ′′(s) = g(ϕ(s)), ϕ(s) > 0, 0 < s < a, ϕ(0) = 0. (1.2)
In particular, for g(u) = u−γ , γ > 1, u satisfies
(I1) C1[d(x)]2/(1+γ )  u(x) C2[d(x)]2/(1+γ ) near ∂Ω .
Lazer and Mckenna [15], by constructing the global subsolution and supersolution, showed that
(I1) continues to hold on Ω¯ . Moreover, u ∈ H 10 (Ω) if and only if γ < 3. This is a basic charac-
ter to problem (1.1). And, in the Remark and generalizations, there is the following additional
information:
(I2) if, instead of b(x) ≡ 1 on Ω , assume b(x)φ−σ1 (x) c1 > 0 for all x ∈ Ω¯ , where φ1 is the
eigenfunction corresponding to the first eigenvalue λ1 of the following problem
−u = λu in Ω, u|∂Ω = 0,
c1 is a constant, σ ∈ (0, γ − 1) for γ > 1, then there exist positive constants C3 and C4
(C3 small and C4 large) such that u satisfies
C3
[
φ1(x)
](2+σ)/(1+γ )  u(x) C4[φ1(x)]2/(1+γ ), ∀x ∈ Ω¯.
Most recently, in [26], when ∫∞1 g(s) ds < ∞ and c1(φ1(x))σ  b(x)  c2(φ1(x))σ , ∀x ∈ Ω ,
where σ > −2, c2 is a positive constant, we showed the existence and global optimal estimate of
the unique solution to problem (1.1).
When λ > 0, γ > 0, to the following model problem
−u = u−γ + λup, u > 0, x ∈ Ω, u|∂Ω = 0, (1.3)
Coclite and Palmieri [4] showed that
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(ii) if p = 1, then problem (1.3) has at least one solution in C2+α(Ω) ∩ C(Ω¯) for each λ ∈
(0, λ1), and no solution for λ λ1;
(iii) if p > 1, then there exists λ¯ ∈ (0,∞) such that problem (1.3) has at least one solution in
C2+α(Ω)∩C(Ω¯) for each λ ∈ (0, λ¯), and no solution for λ > λ¯.
Shi and Yao [20] showed that if p < 1, γ < 1, then problem (1.3) has a unique solution u in
Σ0 :=
{
u ∈ C1,1−α(Ω¯)∩C2(Ω): u ∈ L1(Ω)}.
Sun, Wu and Long [23] showed that if γ < 1 and 1 < p < (N + 2)/(N − 2) with N  3, then
there exists λ∗ ∈ (0,∞) such that problem (1.3) has at least two weak solutions in H 10 (Ω) for
each λ ∈ (0, λ∗) and Yang [24] showed that there exists λ¯ ∈ (0,∞) such that problem (1.3) has
at least two weak solutions u1λ,u2λ with u1λ < u2λ in Ω for each λ ∈ (0, λ¯), and has at least one
weak solution for λ = λ¯, and no weak solution for λ > λ¯. Moreover, they showed the asymptotic
behaviour of solutions and λ¯ as p → 1.
Now let us return to problem (1.1).
Assume f ∈ Cα[0,∞) is a positive nondecreasing function on (0,∞), and f (s)/s is nonin-
creasing on (0,∞). Denote m = lims→∞ f (s)/s ∈ [0,∞). If m> 0, g satisfies (g1) and
(g2) there exist positive constants C0, η0 and γ ∈ (0,1) such that g(s) C0s−γ , ∀s ∈ (0, η0);
(g3) there exist θ > 0 and t0  1 such that g(ξ t) ξ−θg(t) for all ξ ∈ (0,1) and 0 < t  t0ξ ;
(g4) the mapping ξ ∈ (0,∞) → T (ξ) = limt→0+ g(ξ t)ξg(t) is continuous;
and b satisfies (b1) and the following assumptions: there exist δ0 > 0 and a positive nondecreas-
ing function h ∈ C(0, δ0) such that
(b2) limd(x)→0 b(x)h(d(x)) = c0 ∈ (0,∞);
(b3) limt→0+ h(t)g(t) = +∞,
Ghergu and Raˇdulescu [8] showed that
(i) if λ λ¯ = λ1/m, then problem (1.1) has no solution in Σ0;
(ii) if λ ∈ (0, λ¯), then problem (1.1) has a unique solution uλ in Σ0 which is strictly increasing
with respect to λ. Moreover, limλ→λ¯ uλ(x) = +∞, uniformly on compact subsets of Ω ;
(iii) the unique solution uλ for each λ ∈ (0, λ¯) satisfies
lim
d(x)→0
uλ(x)
Ψ (d(x))
= ξ0,
where T (ξ0) = c−10 , and Ψ ∈ C1[0, a] ∩ C2(0, a] (a ∈ (0, δ0)) is the local solution to the
following problem
−Ψ ′′(s) = h(s)g(Ψ (s)), Ψ (s) > 0, 0 < s < a, Ψ (0) = 0. (1.4)
In [28], by Karamata regular varying theory, a perturbed argument and constructing comparison
functions, the author generalized the results in [9] with λ = 0 to the more general g and b, where
b can be singular on the boundary.
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in a number of works, see [6,9–11,27,30]. When Ω = RN , see [1,14,25,29] and the references
therein.
Most recently, applying Karamata regular varying theory, Cîrstea and Raˇdulescu [2] and
Cîrstea and Du [3] studied the exact asymptotic behaviour of solutions which blow-up on the
boundary for semilinear elliptic problems.
In this paper, we continue to apply Karamata regular varying theory for the exact asymp-
totic behaviour of the unique solution near the boundary to problem (1.1) with b which may be
vanishing on the boundary.
First we recall a basic definition [16,18,19] and introduce a class of functions [2,3].
Definition 1.1. A positive measurable function g defined on (0, a) for some a > 0, is called
regular varying at zero with index β , written g ∈ RVZβ if for each ξ > 0 and some β ∈R,
lim
t→0+
g(ξ t)
g(t)
= ξβ. (1.5)
Let Λ denote the set of all positive nondecreasing C1-functions k defined on (0, ν), which
satisfy
lim
t→∞
(∫ t
0 k(s) ds
k(t)
)′
= l1. (1.6)
We note that for each k ∈ Λ, limt→0+
∫ t
0 k(s) ds
k(t)
= 0 and l1 ∈ [0,1].
Our main results are the following.
Theorem 1.1. Let b satisfy (b1), g satisfy (g1) and −g′ ∈ RVZ−γ−1 with γ > 1, f satisfy (f1).
Suppose that there exist k ∈ Λ with l1 > 0, 2(1 − l1)/l1 = σ ∈ [0, γ − 1) and a positive constant
c0 such that
(b4) limd(x)→0 b(x)k2(d(x)) = c0,
then the unique solution u ∈ C(Ω¯)∩C2(Ω) to problem (1.1) satisfies
lim
d(x)→0
u(x)
ψ(d(x))
= ξ0, (1.7)
where ξ0−γ−1 = 2(γ−σ−1)c0(2+σ)(γ−1) , ψ ∈ C[0, a] ∩C2(0, a] is uniquely determined by
ψ(t)∫
0
ds√
2G(s)
=
t∫
0
k(s) ds, ∀t ∈ (0, a], for small a > 0, (1.8)
G(t) =
b∫
t
g(s) ds, ∀b > 0, t ∈ (0, b). (1.9)
Moreover, ψ ∈ RVZ(2+σ)/(1+γ ), and there exists H ∈ RVZ0 such that
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u(x)
H(d(x))(d(x))(2+σ)/(1+γ )
= ξ0. (1.10)
Remark 1.1. By (1.7)–(1.9), we see that the asymptotic behaviour of u is independent on λf (u).
Remark 1.2. In Section 2, we will see that g ∈ RVZ−γ implies lims→0+ g(s) = ∞, G(t) < ∞,
t > 0.
Remark 1.3. Following [3,4], one easily sees that, for each k ∈ Λ, l1 ∈ [0,1]. By [4, Remark 2.2],
we see that if l1 > 0, then k ∈ RVZ(1−l1)/ l1 = RVZσ/2.
Corollary 1.1. If g(u) = u−γ , γ > 1, and k satisfies the conditions in Theorem 1, then the unique
solution u ∈ C(Ω¯)∩C2(Ω) to problem (1.1) satisfies
lim
d(x)→0
u(x)
(K(d(x)))2/(1+γ )
=
(
c0(2 + σ)(1 + γ )2
4(γ − σ − 1)
)1/(1+γ )
, (1.11)
where K(t) = ∫ t0 k(s) ds.
Corollary 1.2. When b(x) ≡ 1 on Ω in Theorem 1.1, i.e., c0 = 1, σ = 0 and ξ0 = 1, the unique
solution u ∈ C(Ω¯)∩C2(Ω) to problem (1.1) satisfies
lim
d(x)→0
u(x)
ϕ(d(x))
= 1,
where ϕ ∈ C[0, a] ∩C2(0, a] is uniquely determined by
ϕ(t)∫
0
ds√
2G(s)
= t, ∀t ∈ (0, a). (1.12)
Moreover, ϕ ∈ RVZ2/(1+γ ), and there exists H(t) ∈ RVZ0 such that
lim
d(x)→0
u(x)
H(d(x))(d(x))2/(1+γ )
= 1. (1.13)
The outline of this article is as follows. First we recall some basic definitions and the properties
to Karamata regular varying theory, then we prove Theorem 1.1. Finally, we show the existence
and uniqueness of solutions to problem (1.1) in Section 4.
2. Some basic definitions and the properties to Karamata regular varying theory
Let us continue to recall some basic definitions and the properties to Karamata regular varying
theory (see [16,18,19]).
Definition 2.1. A positive measurable function f defined on [a,∞), for some a > 0, is called
regularly varying at infinity with index ρ, written f ∈ RVρ , if for each ξ > 0 and some ρ ∈R,
lim
t→∞
f (ξ t)
f (t)
= ξρ. (2.1)
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slowly varying at infinity, if for each ξ > 0,
lim
t→∞
L(ξt)
L(t)
= 1. (2.2)
It follows by the definitions that if f ∈ RVρ it can be represented in the form
f (t) = tρL(t). (2.3)
Lemma 2.1 (Uniform convergence theorem). If f ∈ RVρ , then (2.1) (and so (2.2)) holds uni-
formly for ξ ∈ [a, b] with 0 < a < b.
Lemma 2.2 (Representation theorem). A function L is slowly varying at infinity if and only if it
may be written in the form
L(t) = c(t) exp
( t∫
a
y(s)
s
ds
)
, t  a, (2.4)
for some a > 0, where c(t) and y(t) are measurable and for t → ∞, y(t) → 0 and c(t) → c,
with c > 0.
Lemma 2.3. If functions L,L1 are slowly varying at infinity, then
(i) Lσ for every σ ∈ R, L(t) + L1(t), L(L1(t)) (if L1(t) → ∞ as t → ∞), are also slowly
varying at infinity;
(ii) for every θ > 0 and t → ∞,
tθL(t) → ∞, t−θL(t) → 0; (2.5)
(iii) for t → ∞, ln(L(t))/ln t → 0.
Let Φ be nondecreasing on R, we define (as in [18]) the inverse of Ψ by
Φ←(t) = inf{s: Φ(s) t}.
Lemma 2.4. [18, Proposition 0.8] The following hold:
(i) if f1 ∈ RVρ1 , f2 ∈ RVρ2 , then f1 · f2 ∈ RVρ1+ρ2 ;
(ii) if f1 ∈ RVρ1 , f2 ∈ RVρ2 with limt→∞ f2(t) = ∞, then f1 ◦ f2 ∈ RVρ1ρ2 ;
(iii) if Φ is nondecreasing on R, limt→∞ Φ(t) = ∞, and Φ ∈ RVρ with ρ = 0, then
Φ← ∈ RVρ−1 .
Definition 2.3. A positive measurable function H defined on (0, a) for some a > 0, is called
slowly varying at zero, if for each ξ > 0,
lim
t→0+
H(ξt)
H(t)
= 1. (2.6)
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represented in the form
g(t) = tβH(t). (2.7)
Remark 2.1. Definition 1.1 is equivalent to say that g(1/t) is regularly varying at infinity with
index −β .
Thus we transfer attention from infinity to the origin.
Lemma 2.5 (Asymptotic behaviour). If H is slowly varying at the origin, then for a > 0 and
t → 0+,
a∫
t
sβH(s) ds ∼= (−β − 1)−1t1+βH(t), for β < −1; (2.8)
t∫
0
sβH(s) ds ∼= (β + 1)−1t1+βH(t), for β > −1. (2.9)
By the above lemmas, we can directly obtain the following results.
Corollary 2.1 (Representation theorem). A function H is slowly varying at zero if and only if it
may be written in the form
H(t) = c(t) exp
( a∫
t
y(s)
s
ds
)
, 0 < t < a, (2.10)
for some a > 0, where c(t) and y(t) are measurable and for t → 0+, y(t) → 0 and c(t) → c,
with c > 0.
Corollary 2.2. If a function H is slowly varying at zero, then for every θ > 0 and t → 0+,
t−θH(t) → ∞, tθH(t) → 0. (2.11)
Corollary 2.3. If g satisfies (g1) and g′ ∈ RVZ−γ−1 with γ > 1, then
1∫
0
g(t) dt = ∞, lim
t→0+
∫ a
t
g(s) ds
g(t)
= 0 for a > 0; (2.12)
lim
t→0+
tg(t) = +∞, lim
t→0+
tg′(t)
g(t)
= −γ, lim
t→0+
tg(t)
G(t)
= γ − 1. (2.13)
Remark 2.2. k in Theorem 1.1 has the following properties:
lim
t→0+
k′(t)
∫ t
0 k(s) ds
k2(t)
= σ
2 + σ ; (2.14)
lim+
∫ t
0 k(s) ds = 0 and lim+
(∫ t
0 k(s) ds
)′
= 2 . (2.15)t→0 k(t) t→0 k(t) 2 + σ
Z. Zhang, J. Yu / J. Math. Anal. Appl. 329 (2007) 1330–1342 1337Corollary 2.4. If k1 ∈ RVZρ1 , k2 ∈ RVZρ2 , with limt→0+ k2(t) = 0, then k1 ◦ k2 ∈ RVZρ1ρ2 .
Lemma 2.6. Under the assumption in Theorem 1.1, ψ ∈ RVZ(σ+2)/(1+γ ).
Proof. Let f1(t) =
∫ t
0
ds√
2G(s) , and f2(t) =
∫ t
0 k(s) ds, ∀t ∈ (0, τ ). By l’Hospital’s rule, we
can easily see that f1 ∈ RVZ(1+γ )/2, f2 ∈ RVZ(2+σ)/2. It follows by Corollary 2.5 that ψ =
f1−1 ◦ f2 ∈ RVZ(2+σ)/(1+γ ). 
3. The exact asymptotic behaviour
First we give some preliminary considerations.
Lemma 3.1. Let g, k and ψ be in Theorem 1.1, then
(i) limt→0+ ψ ′(t) = ψ ′(0) = +∞;
(ii) limt→0+ k
′(t)
√
2G(ψ(t))
k2(t)g(ψ(t))
= σ(γ+1)
(2+σ)(γ−1) ;
(iii) limt→0+ f (ψ(t))k2(t)g(ψ(t)) = 0;
(iv) limt→0+
√
2G(ψ(t))
k(t)g(ψ(t))
= 0.
Proof. By (1.8), we see by a direct calculation that
ψ ′(t) = k(t)
√
2G
(
ψ(t)
)
, ψ ′′(t) = k′(t)
√
2G
(
ψ(t)
)− k2(t)g(ψ(t)), 0 < t < a.
(i) By Lemma 2.7 and (σ + 2)/(γ + 1) ∈ (0,1), ψ ∈ RVZ(σ+2)/(γ+1), we see that there exists
H ∈ RVZ0 such that
ψ(t) = t (σ+2)/(γ+1)H(t), ψ ′(t) = t (σ+1−γ )/(γ+1)H(t)
(
σ + 2
γ + 1 − y1(t)
)
.
It follows by Corollary 2.2 that limt→0+ ψ ′(t) = +∞.
(ii) By Corollary 2.3 and Remark 2.2, we see that
lim
t→0+
k′(t)
√
2G(ψ(t))
k2(t)g(ψ(t))
= lim
t→0+
k′(t)
∫ t
0 k(s) ds
k2(t)
lim
t→0+
√
2G(ψ(t))/g(ψ(t))∫ t
0 k(s) ds
= σ
(2 + σ) limu→0+
√
2G(u)/g(u)∫ u
0
ds√
2G(s)
= − σ
(2 + σ)
(
1 + 2 lim
u→0+
g′(u)G(u)
g2(u)
)
= − σ
(2 + σ)
(
1 + 2 lim
u→0+
ug′(u)
g(u)
lim
u→0+
G(u)
ug(u)
)
= − σ
(2 + σ)
(
1 + 2(−γ )
γ − 1
)
= σ(γ + 1)
(2 + σ)(γ − 1) .
(iii) By Definition 1.1, Corollaries 2.3 and 2.4, Lemmas 2.4 and 2.6, we see that
g ◦ψ ∈ RVZ−γ (σ+2)/(γ+1), k2 ∈ RVZσ , k2 · g ◦ψ ∈ RVZ−ρ0 ,
where ρ0 = (2γ − σ)/(γ + 1).
1338 Z. Zhang, J. Yu / J. Math. Anal. Appl. 329 (2007) 1330–1342Since γ > 1 and σ ∈ [0, γ − 1), we see that ρ0 > 0. By Corollary 2.2, we have
lim
t→0+
k2(t)g
(
ψ(t)
)= ∞,
i.e.,
lim
t→0+
f (ψ(t))
k2(t)g(ψ(t))
= f (0) lim
t→0+
1
k2(t)g(ψ(t))
= 0.
(iv) By the proof of (ii) and Remark 2.2, we see that
lim
t→0+
√
2G(ψ(t))
k(t)g(ψ(t))
= lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
t→0+
√
2G(ψ(t))/g(ψ(t))∫ t
0 k(s) ds
= lim
t→0+
∫ t
0 k(s) ds
k(t)
lim
u→0+
√
2G(u)/g(u)∫ u
0
ds√
2G(s)
= 0. 
Proof of Theorem 1.1. First let
ξ
−(1+γ )
0 = (1 − τ0)/c0,
where τ0 = 2(γ+1)(2+σ)(γ−1) > 0, 1 − τ0 = 2(γ−σ−1)(2+σ)(γ−1) > 0.
Fix ε ∈ (0, (1 − τ0)/4) and let
ξ1 =
(
c0
1 − τ0 − 2
)1/(1+γ )
, ξ2 =
(
c0
1 − τ0 + 2
)1/(1+γ )
.
It follows that
0 <
(
2c0
3(1 − τ0)
)1/(1+γ )
= C1 < ξ2 < ξ0 < ξ1 <C2 =
(
2c0
1 − τ0
)1/(1+γ )
.
Let λ > 0 be fixed. For δ > 0, we define Ωδ = {x ∈ Ω: d(x)  δ}. By the regularity of ∂Ω
and Lemma 3.1, we can choose δ sufficiently small such that
(i) d(x) ∈ C2(Ωδ);
(ii)
∣∣∣∣
(
k′(s)
√
2G(ψ(s))
k2(s)g(ψ(s))
− τ0
)
+
√
2G(ψ(s))
k(s)g(ψ(s))
d(x)+ λf (ξiψ(s))
ξik2(s)g(ψ(s))
∣∣∣∣< ε,
for all (s, x) ∈ (0, δ)×Ωδ , i=1, 2;
(iii) ξ2k
2(x)g(ψ(d(x)))
g(ξ2p(ψ(x)))
(1 − τ0 + ε) < b(x) < ξ1k
2(x)g(ψ(d(x)))
g(ξ1ψ(d(x)))
(1 − τ0 − ε) in Ωδ.
For any x ∈ Ωδ , define u¯ = ξ1ψ(d(x)), and u = ξ2ψ(d(x)). It follows by |∇d(x)| = 1 that
u¯(x)+ k(x)g(u¯(x))+ λf (u¯(x))
= b(x)g(ξ1ψ(d(x)))+ ξ1ψ ′′(d(x))+ ξ1ψ ′(d(x))d(x)+ λf (ξ1ψ(d(x)))
= ξ1k2
(
d(x)
)
g
(
ψ
(
d(x)
))[ b(x)
2
g(ξ1ψ(d(x))) − (1 − τ0)
k (d(x)) ξ1g(ψ(d(x)))
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(
k′(d(x))
√
2G(ψ(d(x)))
k2(d(x))g(ψ(d(x)))
− τ0
)
+
√
2G(ψ(d(x)))
k(d(x))g(ψ(d(x)))
d(x)
+ λf (ξ1ψ(d(x)))
ξ1k2(d(x))g(ψ(d(x)))
]
 ξ1k2
(
d(x)
)
g
(
ψ
(
d(x)
))[
(1 − τ0 − ε)− (1 − τ0)+
(
k′(d(x))
√
2G(ψ(d(x)))
k2(d(x))g(ψ(d(x)))
− τ0
)
+
√
2G(ψ(d(x)))
k(d(x))g(ψ(d(x)))
d(x)+ λf (ξ1ψ(d(x)))
ξ1k2(d(x))g(ψ(d(x)))
]
 0;
and
u(x)+ k(x)g(u(x))+ λf (u(x))
= b(x)g(ξ2ψ(d(x)))+ ξ2ψ ′′(d(x))+ ξ2ψ ′(d(x))d(x)+ λf (ξ2ψ(d(x)))
= ξ2k2
(
d(x)
)
g
(
ψ
(
d(x)
))[ b(x)
k2(d(x))
g(ξ2ψ(d(x)))
ξ2g(ψ(d(x)))
− (1 − τ0)
+
(
k′(d(x))
√
2G(ψ(d(x)))
k2(d(x))g(ψ(d(x)))
− τ0
)
+
√
2G(ψ(d(x)))
k(d(x))g(ψ(d(x)))
d(x)
+ λf (ξ2ψ(d(x)))
ξ2k2(d(x))g(ψ(d(x)))
]
 ξ2k2
(
d(x)
)
g
(
ψ
(
d(x)
))[
(1 − τ0 + ε)− (1 − τ0)+
(
k′(d(x))
√
2G(ψ(d(x)))
k2(d(x))g(ψ(d(x)))
− τ0
)
+
√
2G(ψ(d(x)))
k(d(x))g(ψ(d(x)))
d(x)+ λf (ξ2ψ(d(x)))
ξ2k2(d(x))g(ψ(d(x)))
]
 0.
We assert that
ξ2ψ
(
d(x)
)= u(x) u(x) u¯(x) = ξ1ψ(d(x)), ∀x ∈ Ωδ.
In fact, denote Ωδ = Ωδ+ ∪ Ωδ−, where Ωδ+ = {x ∈ Ωδ: u(x)  u(x)} and Ωδ− =
{x ∈ Ωδ: u(x) < u(x)}.
Assume Ωδ− = ∅. Since
u(x)+ s0
u(x)+ s0 > 1, ∀x ∈ Ωδ−, 0 <
u(x)+ s0
u(x)+ s0  1, ∀x ∈ Ωδ+, and
u(x)+ s0
u(x)+ s0 = 1, ∀x ∈ ∂Ωδ,
we see that
sup
x∈Ωδ−
(
ln
(
u(x)+ s0
)− ln(u(x)+ s0))
exists and is positive in Ωδ−. At the point, say x1, we have by the basic fact [12, p. 32, proof of
Theorem 3.1] that
∇(ln(u+ s0)− ln(u+ s0))= 0 and (ln(u+ s0)− ln(u+ s0)) 0.
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
(
ln(u+ s0)− ln(u+ s0)
)
= u
u+ s0 −
u
u+ s0 −
|∇u|2
(u+ s0)2 +
|∇u|2
(u+ s0)2
= u
u+ s0 −
u
u+ s0
−b(x1)
(
g(u(x1))
u(x1)+ s0 −
g(uλ(x1))
uλ(x1)+ s0
)
− λ
(
f (u(x1))
u(x1)+ s0 −
f (u(x1))
u(x1)+ s0
)
> 0,
which is a contradiction. Hence Ωδ− = ∅, i.e., ξ2ψ(d(x))  u(x), ∀x ∈ Ωδ. In the same way,
we can see that u(x)  ξ1ψ(d(x)), ∀x ∈ Ωδ. Let ε → 0, we have limd(x)→0 u(x)ψ(d(x)) = ξ0. By
Lemma 2.6, the proof is finished. 
4. Existence and uniqueness of solutions
In this section, we show the existence and uniqueness of solutions to problem (1.1).
Consider the following general problem
−u = H(x,u), u > 0, x ∈ Ω, u|∂Ω = 0. (4.1)
Let H satisfy the following conditions:
(H1) H ∈ Cαloc(Ω¯ × [0,∞));
(H2) lim sups→∞ maxx∈Ω¯ H(x,s)s < λ1, where λ1 is the same as that one of the introduction;(H3) for each t > 0, there exists a positive constant C(t) such that
H(x, s2)−H(x, s1)−C(t)(s2 − s1), ∀x ∈ Ω¯, s2 > s1  t.
Lemma 4.1. [21, Theorem 2.2] Suppose that H satisfies (H1)–(H3). If there exist positive con-
stants δ, c1 and a nonempty open sunset Ω0 of Ω such that
H(x, s)−c1s, ∀x ∈ Ω¯, s ∈ (0, δ); (4.2)
lim
s→0+
H(x, s)
s
= +∞ uniformly for x ∈ Ω0, (4.3)
then problem (4.1) has at least one solution u ∈ C2+α(Ω)∩C(Ω).
Denote
|u|∞ = max
x∈Ω¯
∣∣u(x)∣∣, u ∈ C(Ω¯), f∞ = lim
s→∞
f (s)
s
.
By (f1), we see that f∞ ∈ [0,∞).
By Lemma 4.1, we can directly obtain the following existence result.
Corollary 4.1. Let λ > 0, b satisfy (b1), g satisfy (g1) and f satisfy (f1). Suppose for each t > 0,
there exists a positive constant C1(t) such that
f (s2)− f (s1)−C1(t)(s2 − s1), s2 > s1  t; (4.4)
g′(s)−C1(t), ∀s  t, (4.5)
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λf∞ < λ1. (4.6)
Proof. By (g1), we see that and lims→∞ g(s)s = 0. Let H(x,u) = b(x)g(u) + λf (u). It follows
by (4.4)–(4.6) that
H(x, s2)−H(x, s1) = b(x)
(
g(s2)− g(s1)
)+ λ(f (s2)− f (s1))
−(|b|∞ + λ)C1(t)(s2 − s1), ∀x ∈ Ω¯, s2 > s1  t;
and
lim sup
s→∞
maxx∈Ω¯ H(x, s)
s
= |b|∞ lim
s→∞
g(s)
s
+ λ lim
s→∞
f (s)
s
= λf∞ < λ1.
Thus the conditions in Lemma 4.1 are satisfied. 
Finally, we show the uniqueness of solutions to problem (1.1). Using a maximum principle
argument as already done at the end of Section 3, we can directly obtain
Corollary 4.2. Let λ > 0, b satisfy (b1), g satisfy (g1) and f satisfy (f1). Then problem (1.1)
has at most one solution u ∈ C2+α(Ω)∩C(Ω).
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