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La détection de photons est au coeur de plusieurs domaines d’applications avec des be-
soins néanmoins différents. Il est de plus en plus nécessaire d’être en mesure de calculer le
temps de vol entre le temps d’émission d’un photon et son temps d’arrivé. Les applications
médicales, comme la tomographie d’émission par positrons et la tomographie optique dif-
fuse, nécessitent également l’utilisation de détecteurs qui bénéficieraient grandement du
calcul du temps de vol. Le projet de ce mémoire fait partie d’un projet de conception d’un
circuit intégré à application spécifique conçu en technologie CMOS TSMC 65 nm (CIAS)
comportant une matrice de photodiodes à avalanche monophotonique capables de détecter
la présence d’un seul photon. Sa caractéristique principale est l’intégration d’un conver-
tisseur temps numérique à l’intérieur de chaque pixel de la matrice. Cette caractéristique
fait en sorte que chaque photon détecté par un pixel est associé à une estampe de temps.
Un tel système peut générer une grande quantité de données. Ce mode de fonctionnement
est appelé comptage monophotonique corrélé en temps 1 (CMCT), outre ce mode de fonc-
tionnement, la matrice est également en mesure de supporter un deuxième mode où on
fait la somme des photons détectés, on parle du mode de comptage monophotonique non
corrélé en temps (CMNCT). La solution proposée dans ce document consiste en un circuit
de lecture de données ainsi qu’un système d’acquisition de données pour gérer le flux de
données générées par cette matrice. La première partie du circuit de lecture de données
dans le CIAS se trouve à l’intérieur d’un pixel qui mesure environ 25 25 m2 et qui fait
l’interface avec le convertisseur temps numérique. La seconde partie gère la communication
entre les pixels et le monde externe au CIAS. Un système d’acquisition de données externe
au CIAS, conçu dans une matrice de portes programmables (MPP), permet d’interfacer
avec le circuit de la matrice, de synchroniser, recevoir les données et transmettre des com-
mandes. Il communique également avec une interface usager graphique (IUG) qui permet
de contrôler et d’automatiser les tests de caractérisation. Les débits de transmission sont
de 6M événements/s (mode CMCT) et de 12,5M événements/s (mode CMNCT) pour le
lien CIAS-MPP et de 20k événements/s (mode CMCT) et de 41k événements/s (CMNCT)
pour le lien MPP-IUG.
Mots-clés : Photodétecteurs, convertisseur temps numérique, PAMP, circuit de lecture
de données, système d’acquisition de données, électronique 3D, comptage monopho-
tonique corrélé/non corrélé en temps
1Il est a noté que la signification du terme utilisé dans ce mémoire ne correspond pas à son équivalent
anglais TCSPC. Ici, les estampes de temps corrélées en temps le sont selon le signal d’horloge et le
compteur interne au CIAS. Toute distinction entre synchrone et asynchrone n’est pas considérée puisque
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CHAPITRE 1
INTRODUCTION
Le Groupe de recherche en appareillage médical de l’Université de Sherbrooke (GRAMS)
en collaboration avec le Centre d’imagerie moléculaire de Sherbrooke (CIMS) travaillent
depuis plusieurs années à la conception et l’amélioration de leur scanner préclinique de
tomographie d’émission par positrons (TEP), le LabPET. Leur premier scanner commun,
le LabPET I, a été conçu avec des photodiodes avalanche. Le but était de visualiser les
mêmes détails chez le rat que ceux observés chez l’humain. La deuxième itération du
scanner, le LabPET II, vise les mêmes objectifs, mais pour la souris. Pour y arriver,
une résolution spatiale submillimétrique avoisinant la limite physique du déplacement du
positron est requise. Ce défi a exigé de passer de la photodiode unique à une matrice
de photodiodes, une étape complexe. Le prochain jalon d’amélioration pour la famille de
scanners LabPET est celui du ratio contraste-bruit qui améliorerait la qualité de l’image
par l’introduction de la mesure du temps de vol (TdV) des photons d’annihilation dans
les algorithmes de génération d’image. Ceci demande un nouveau type de photodétecteur.
Une équipe de concepteurs électroniques s’affaire actuellement au développement d’une
nouvelle technologie capable d’atteindre les spécifications requises pour le calcul du TdV.
Le groupe a opté pour l’utilisation de photodiodes à avalanche monophotonique (PAMP)
également appelée photodiode à avalanche (PDA) opérée en mode non linéaire : le mode
Geiger. Cette photodiode peut détecter un photon unique grâce à son extrême sensibilité
photonique.
Dans l’optique de démontrer les performances possibles des PAMP pour la TEP, le GRAMS
3D a démarré le projet Tezzaron 3D. Ce projet consistait à la conception d’une matrice
de PAMP superposée à ses circuits de contrôle grâce à la technique d’électronique en trois
dimensions. Étant le premier projet en 3D du groupe, voire canadien, le défi était immense.
Quatre grandes sections faisaient partie de ce projet : les PAMP, le circuit d’étouffement
(CE), le convertisseur temps numérique (CTN) ainsi que le circuit de traitement numé-
rique. Ce projet permettait d’attribuer une estampe de temps à des événements provenant
de la matrice. Ces événements étaient par la suite analysés par les circuits numériques. Ce
projet a permis de valider le fonctionnement d’une matrice de PAMP superposée en 3D
avec l’électronique de contrôle.
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Figure 1.1 Historique de l’imagerie médicale au GRAMS
Cependant, ce système était limité à ne générer qu’une seule estampe temporelle pour la
matrice. Une nouvelle itération de cette approche était donc nécessaire afin d’implanter
un CTN pour chaque PAMP et d’attribuer une estampe individuelle à chaque PAMP tout
en permettant de fonctionner dans un second mode soit la comptabilisation du nombre
de photons détectés. Pour inclure plus de fonctionnalités dans de plus petits espaces, la
technologie TSMC CMOS 65 nm a été choisie pour concevoir ce nouveau circuit, ce qui
amène à la question de recherche de ce mémoire :
Dans un système où il doit être possible de collecter les données provenant d’une matrice
de pixel contenant chacun un CTN pouvant opérer en deux modes différents, comment
concevoir un circuit de lecture en technologie TSMC CMOS 65 nm et un système d’ac-
quisition de données permettant de discriminer la provenance de chaque estampe tout en
optimisant la taille du circuit intégré ?
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1.1 Objectifs
Les objectifs requis pour répondre à la question de recherche sont les suivants :
- Prendre en charge deux modes de fonctionnement pour le comptage de photons
- Corrélés en temps avec estampe provenant du CTN
- Calcul du nombre de photons pour une durée de temps déterminée
- Désactivation des pixels défectueux
- Transmission/réception à 250 Mbits par secondes
- Optimisation des données de l’information transmise
- Lecture rapide de l’entièreté de la matrice
1.2 Plan du mémoire
Le chapitre 2 de ce mémoire fera un parcours des applications bénéficiant de détecteurs
monophotoniques. Le chapitre 3 fera l’état de l’art des circuits réalisés dans l’ensemble du
projet. Les chapitres 4 et 5 présenteront l’architecture choisie pour répondre à la question
et aux objectifs de ce projet de recherche. Dans un premier temps, il sera question de la
partie à l’intérieur du circuit intégré à application spécifique (CIAS) et en second temps,
la partie externe constituant le système d’acquisition de données et l’interface de contrôle.
Le chapitre 6 présentera les résultats expérimentaux lors des tests du circuit et le chapitre
7 conclura le mémoire en faisant une rétrospective du projet en résumant la contribution
sur l’avancement de la technologie des photodétecteurs.
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CHAPITRE 2
DÉTECTION DE PHOTONS
Les photons construisent le monde que nous voyons. Ils nous permettent de détecter la
présence d’objets, déterminer leur taille, leur température, etc. Depuis le début de la
science, la lumière a fasciné les scientifiques, d’Aristote à Einstein en passant par le danois
Ole Christensen Rømer qui a réussi à estimer la vitesse de la lumière en 1676 basé sur des
principes d’astronomie. Par la suite, les équations de Maxwell ont permis de calculer plus
précisément la vitesse de la lumière. Grâce à ces découvertes, il est maintenant possible
de situer dans le temps et l’espace des événements en se basant sur leurs lumières émises
ou réfléchies.
Plusieurs applications utilisent aujourd’hui les caractéristiques de la lumière que ce soit
en photographie, en astronomie, en sécurité, etc. Ce chapitre abordera deux domaines
d’applications qui nécessitent la détection de photons : l’imagerie médicale et la détection
et localisation par la lumière (LIDAR). Dans un premier temps, deux modes de comptage
de photons pour ces deux domaines seront abordés.
2.1 Mode de comptage de photons
2.1.1 Comptage monophotonique corrélé en temps
Les RADARS, comme ceux utilisés pour détecter la vitesse des voitures sur la route,
utilisent le calcul du temps de vol (TdV) d’une pulsation électromagnétique. Lorsque
transporté dans le domaine photonique, ce principe relève du mode de comptage mono-
photonique corrélé en temps (CMCT) 1. Il consiste à attribuer une estampe de temps à
un événement photonique [16, 19, 63] et permet de calculer le TdV des photons. En astro-
nomie, tout comme en localisation, le calcul du TdV permet de connaître la distance des
objets et leur taille. Afin de fournir une estampe de temps, les circuits CMCT nécessitent
des convertisseurs temps numérique (CTN) discuté ultérieurement dans le chapitre 3. Plu-
sieurs applications dans le domaine médical bénéficient de ce mode et seront discutées
dans la section suivante.
1Il est a noté que la signification du terme utilisé dans ce mémoire ne correspond pas à son équivalent
anglais TCSPC. Ici, les estampes de temps corrélées en temps le sont selon le signal d’horloge et le
compteur interne au CIAS. Toute distinction entre synchrone et asynchrone n’est pas considérée puisque
celle-ci serait traitée par le système haut niveau, pas au niveau du détecteur présenté dans ce document.
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2.1.2 Comptage monophotonique non corrélé en temps
L’écran de certains appareils électroniques ajuste automatiquement leur intensité selon la
luminosité ambiante. Dans le domaine monophotonique, cette intensité est évaluée avec
le mode de comptage monophotonique non corrélé en temps (CMNCT). Ce mode a pour
but de compter le nombre de photons reçus sans se soucier de leurs estampes temporelles
[61]. Il permet de connaître la quantité de photons émis par une source lumineuse pour
une période de temps donnée. Cette intensité est souvent traduite par la puissance de
la source. Le CMNCT est utilisé pour des applications comme la photographie ou la
tomodensitométrie où il est nécessaire de calculer la densité de photons reçus pour générer
une image.
2.2 Détection et localisation par la lumière
La détection et localisation par la lumière (LIDAR) est une méthode d’évaluation des
distances à l’aide d’un faisceau lumineux où dans la plupart des applications, un laser est
utilisé [13]. Le principe de fonctionnement est très similaire à celui d’un RADAR. Cepen-
dant, il utilise les ondes infrarouges, visibles et ultraviolettes du spectre électromagnétique
plutôt que des ondes radio (figure 2.1). Ces ondes sont plus courtes et permettent d’obtenir
une plus grande sensibilité [46].
Figure 2.1 Spectre électromagnétique [26]
Dans cette application, une source émet un rayon lumineux qui sera rétrodiffusé par divers
obstacles (figure 2.2). Un télescope recueille ces ondes afin de les analyser. Les informations
pouvant en être extraites sont la distance de l’objet ainsi que sa nature [64]. La distance
s’évalue en calculant le temps entre l’émission et la réception du faisceau lumineux selon :
[17, 28].






où t correspond au temps de vol du faisceau lumineux et c la vitesse de la lumière.
Figure 2.2 Fonctionnement du LIDAR [44]
2.2.1 Performances temporelle et spatiale
L’aspect déterminant des performances d’un LIDAR est sa résolution temporelle. La pré-
cision du calcul du temps de vol a un impact direct sur la qualité de l’image. Les pho-
todétecteurs utilisés doivent donc être optimisés pour le mode CMCT. Afin d’améliorer
la résolution spatiale d’un LIDAR, les caméras doivent être plus précises pour améliorer
la détection de l’angle de retour du laser. En augmentant la densité de photodétecteurs
dans la matrice, on permet de discriminer davantage l’angle de retour et ainsi améliorer
la qualité de l’image du système LIDAR.
2.3 Imagerie médicale
L’imagerie médicale est un domaine très actif pour la recherche sur la détection de photons
dont elle est très souvent basée, que ce soit en tomographie d’émission par positrons (TEP),
en tomographie optique diffuse (TOD) ou en tomodensitométrie pour ne citer que ceux-ci.
Afin d’améliorer les performances de ces outils médicaux, de nombreuses recherches tentent
d’améliorer chaque partie de ces scanners, en particulier les photodétecteurs qui sont leur
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source de données. Dans cette section, il sera question de deux applications particulières,
la TEP et la TOD.
2.3.1 La tomographie d’émission par positrons
La TEP est une méthode d’imagerie médicale qui permet de localiser et quantifier la
distribution d’un traceur radioactif dans un sujet [4]. Ce traceur possède la particularité
de cibler certains tissus ou cellules [22]. Pour la détection des cellules cancéreuses, le
fluorodéoxyglucose (FDG) est le traceur par excellence puisque les cellules cancéreuses
ont la particularité de consommer davantage de glucose qu’une cellule normale [45]. De
façon plus précise, une image TEP du FDG permet de localiser et quantifier la distribution
et l’intensité de ce métabolisme et ainsi détecter les cellules potentiellement cancéreuses.
Figure 2.3 Fonctionnement d’un scanner TEP [33]
La TEP utilise la particularité d’émission + [56] de certains radioisotopes tels que le
carbone 11, l’azote 13 et le fluor 18. L’émission + correspond à l’antiparticule de l’élec-
tron appelé positron. Lorsque celui-ci est émis, il parcourra une faible distance avant de
s’annihiler avec un électron du milieu, générant ainsi deux photons de hautes énergies (511
keV) en direction opposée [55] (figure 2.3). La détection de ces deux photons est appelée
coïncidence et en les accumulant, il est possible de localiser la source d’émission [22].
Un engin de coïncidence apparie les événements simples détectés dans une fenêtre tem-
porelle (figure 2.3) afin de circonscrire l’emplacement des annihilations dans un tube de
réponse formé par les pixels de la caméra [57]. Cependant, pour détecter des photons ayant
une aussi grande énergie (511 keV), il faut utiliser des scintillateurs constitués de maté-
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riaux denses qui permettent d’absorber les photons de hautes énergies et de réémettre une
lumière visible proportionnelle à l’énergie absorbée (figure 2.4) [8, 35].
Figure 2.4 Principe de fonctionnement d’un scintillateur couplé à une matrice
de photodétecteurs [33]
Performances temporelles et spectroscopiques
La photodétection constitue la base de la TEP, car elle détermine ses performances en
résolution temporelle et en énergie. Pour améliorer les performances spectroscopiques, il
doit mesurer avec précision le nombre de photons générés par le scintillateur (figure 2.5), il
s’agit donc d’un mode CMNCT. Ce nombre permet de calculer l’énergie du photon absorbé
par le scintillateur et ainsi déterminer s’il s’agit d’un photon ayant déposé entièrement ses
511 keV ou d’une diffusion Compton. Pour la résolution temporelle, il doit mesurer le temps
d’arriver des premiers photons de la réponse du scintillateur (zone agrandie de la figure
2.5). Un mode CMCT avec des photodétecteurs très précis doit être utilisé pour améliorer
la résolution temporelle et ainsi permettre un meilleur pairage des photons d’annihilations,
de diminuer la fraction de faux pairage et donc d’améliorer le contraste de l’image.
2.3.2 La tomographie optique diffuse
La TOD est un autre mode d’imagerie médicale qui croit en importance depuis les 20
dernières années. La raison majeure est qu’elle est non ionisante et qu’elle n’a pas besoin
d’installations majeures comme la TEP. Cependant, le caractère absorbant et diffusant des
tissus rend la reconstruction d’images plus ardue. Il existe trois types de TOD, classique,
par fluorescence et par bioluminescence. Les trois peuvent être utilisés de manière non
invasive, c’est-à-dire sans avoir à injecter un produit dans un sujet. Le mode de fonction-
nement de la TOD commence par l’illumination du sujet avec un laser, on mesure par la
suite les coefficients d’absorption et de diffusion dans le cas de la TOD intrinsèque ou de
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Figure 2.5 Réponse optique d’un scintillateur [67]
la présence de traceurs fluorescents préalablement injectés dans le sujet dans le cas de la
TOD par fluorescence (figure 2.6). Des photodétecteurs présents autour du patient captent
la lumière diffusée. Un système de traitement analyse ensuite la densité lumineuse afin de
reconstruire une image biologique du sujet.
Figure 2.6 Exemple de système TOD [70]
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2.3.3 Méthodes d’excitation
Il existe trois manières d’exciter les tissus : continue, fréquentielle et temporelle. Lors d’une
excitation lumineuse en continu, on illumine le milieu et on mesure la lumière fluorescente
générée. Pour l’excitation fréquentielle, la source lumineuse est modulée en amplitude à
une fréquence choisie et les mesures sont réalisées sur le déphasage et la démodulation des
signaux traversant le milieu. Finalement, l’excitation temporelle se fait à l’aide de pulses
lumineux très courts. En traversant le milieu, les pulses s’élargissent ce qui permet d’en
calculer la réponse temporelle.
TOD classique
La TOD se base sur la propriété d’absorption de la lumière de certains tissus biologiques.
Elle illumine le sujet à l’aide d’un laser et détecte à l’aide de photodétecteurs la lumière dif-
fusée (figure 2.7a[10]). L’image est formée à l’aide des différences de densité lumineuse. Ce
type de TOD est surtout utilisé chez l’être humain pour détecter les tumeurs cancéreuses.
Puisque les tumeurs sont des structures biologiques fortement vascularisées, leurs proprié-
tés d’absorption se différentient par rapport à celles des tissus normaux [10, 32]. La TOD
classique mesure la différence d’absorption et permet de localiser les tissus potentiellement
cancéreux. Cependant, elle ne permet pas d’analyser les processus biologiques.
(a) classique (b) fluorescente (c) bioluminescente
Figure 2.7 Trois types d’imagerie en TOD [10]
TOD par bioluminescence
La TOD de bioluminescence consiste à détecter la lumière générée naturellement par cer-
taines cellules (de la même façon que la luciole brille la nuit) (figure 2.7c). L’illumination
du patient n’est pas requise [10]. À l’aide d’un traceur bioluminescent, les mêmes mesures
sur les processus biologiques peuvent être réalisées comme en TOD par fluorescence. Ce-
pendant, l’intensité de la lumière émise par bioluminescence est beaucoup moins qu’en
fluorescence. Les photodétecteurs utilisés doivent donc être extrêmement sensibles pour
être en mesure de générer une image.
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TOD par fluorescence
La TOD par fluorescence se base sur la caractéristique fluorescente de certains tissus.
Lorsque ces tissus sont excités par l’énergie transmise par la source lumineuse, ils ré-
émettent de la lumière à une longueur plus longue (figure 2.7b). L’image est donc générée
à partir de la lumière fluorescente. La différence de longueur d’onde entre la source et
l’émission de la cellule fait en sorte qu’il faut filtrer la lumière à l’entrée des photodétec-
teurs. Ceci permet de cibler des mécanismes précis et d’obtenir de l’information sur les
processus biomoléculaires à l’intérieur du corps. Ce type de TOD devient très intéressant
lorsqu’il est utilisé avec un traceur fluorescent injecté dans le patient [10].
Conclusion
La TOD par fluorescence en mode d’excitation temporelle ainsi que la TOD classique
sont celles qui bénéficieraient le plus de l’apport de la technologie des matrices de PAMP.
Elles pourraient tirer autant avantage du mode CMNCT qu’en mode CMCT pour calculer
respectivement le temps de décroissance de l’impulsion en sortie du milieu et pour le calcul
du TdV. Ceci permettrait d’améliorer la résolution spatiale. [10].
CHAPITRE 3
SYSTÈME DE DÉTECTION DE PHOTONS
3.1 Photodétecteurs
Les photodétecteurs sont la base des systèmes de détection de photons ainsi que pour tous
les choix de conception pour les circuits composants le projet de ce mémoire. Plusieurs
types de photodétecteurs d’une grande variété existent sur le marché dont le choix est
directement relié à l’application et aux performances désirées pour le système. Dans cette
section, trois grandes familles seront abordées avec une attention particulière sur la famille
des photodétecteurs en semiconducteur à oxyde de métal complémentaire (CMOS), les
tubes photomultiplicateurs (TPM), les capteurs à dispositif de transfert de charge (DTC)
et les photodétecteurs complémentaire CMOS.
3.1.1 Tubes photomultiplicateurs
Les TPM sont parmi les premiers dispositifs conçus pour effectuer la détection de faible in-
tensité lumineuse [39] et permettent de convertir la lumière reçue en un courant analogique
détectable. Un TPM se compose d’un tube sous vide dont l’entrée comprend une photo-
cathode capable de convertir les photons entrant en électrons (figure 3.1). Les électrons
émis à l’intérieur du tube sont accélérés vers une série de dynodes par un champ électrique
progressif. Lorsqu’un électron entre en collision avec une dynode, l’échange d’énergie fait
en sorte que d’autres électrons sont arrachés de celle-ci produisant ainsi un phénomène
d’avalanche avec les dynodes subséquentes. À la fin de la chaîne, il y a assez d’électrons
pour générer un courant détectable. La réponse du TPM produit un courant proportionnel
au gain du nombre de photons détectés [2]. Le gain d’un TPM peut aller typiquement de
104 à 106.
Certaines recherches démontrent la possibilité d’effectuer le calcul de TdV avec des TPM,
pouvant obtenir des résolutions de 200 ps [31, 51]. Les TPM sont cependant très sensibles
aux champs électromagnétiques [58]. Cette sensibilité devient problématique pour des ap-
plications hybrides comme les scanners TEP-IRM (imagerie par résonance magnétique) ou
pour toutes autres applications dans des champs électromagnétiques. Les dernières techno-
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Figure 3.1 Fonctionnement d’un tube photomultiplicateur [12]
logies de TPM démontrent qu’ils sont en mesure de réaliser la détection monophotonique
avec de très bons résultats [3].
3.1.2 Capteurs à dispositif de transfert de charge
Les capteurs DTC sont les premiers capteurs conçus à l’aide de la technologie des se-
miconducteurs à oxyde de métal (MOS). Ils sont encore très utilisés aujourd’hui surtout
dans les produits de caméras numériques. Les capteurs DTC sont des condensateurs MOS
(figure 3.2) polarisés au-dessus de la limite de l’inversion. Cette polarisation se fait avant
l’exposition à une source lumineuse. Par la suite, les photons incidents se convertissent en
charge dans le condensateur. Le condensateur accumule donc la charge correspondante à
la densité de photons reçus. Une fois le temps d’exposition terminé, la charge est transféré
par colonne vers un registre à décalage avant d’être converti en signal électrique (figure
3.3).
Des recherches démontrent qu’effectuer la lecture en rangée et en colonne permet de réaliser
un meilleur balayage d’image [52]. Des recherches récentes essaient de trouver un moyen
efficace d’intégrer les capteurs DTC en technologie CMOS [38] dans le but de faciliter leur
intégration dans l’électronique moderne.
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Figure 3.2 Pixel d’un capteur
DTC
Figure 3.3 Capteur DTC vs cap-
teur CMOS [11]
3.1.3 Photodétecteurs à base de silicium
Les technologies CMOS ont forgé l’univers de l’électronique moderne. Les photodétec-
teurs n’y ont pas échappé. Les dispositifs discutés dans cette section sont des dérivés des
photodiodes améliorées pour la détection de photons (la figure 3.4 montre l’évolution du
gain). Ces détecteurs à bases de silicium ont tendance à remplacer de plus en plus les
autres technologies où le coût de fabrications étant souvent l’élément déclencheur. Mais
c’est surtout leurs insensibilités aux champs électromagnétiques [34] et leurs facilités de
fabrication (procédés apparentés au CMOS) qui les rendent très intéressants pour des
systèmes complexes. Cette section discutera des trois types de photodétecteurs à base de
photodiodes les plus récurrents dans la littérature : les photodiodes à avalanches (PDA),
les photodiodes à avalanche monophotonique (PAMP) ainsi que les photomultiplicateurs
sur silicium (PMSi).
Photodiodes à avalanche
Une PDA est une photodiode polarisée en inverse dont la tension de polarisation se trouve
juste en dessous de la tension de claquage (point C de la figure 3.5). Ceci a pour effet
d’agrandir la zone d’appauvrissement (figure 3.6) et ainsi empêcher la propagation du
courant. Lorsqu’un photon avec suffisamment d’énergie percute la diode, il se forme une
paire électron/trou selon l’effet photoélectrique. Le fort champ généré (typiquement entre
2105 V=cm et 3; 5105 V=cm [39]) est suffisant pour accélérer les électrons générés à une
énergie suffisante pour ioniser d’autres atomes à l’intérieur de la photodiode et ainsi créer
une avalanche. Cette polarisation permet d’obtenir un gain linéaire fonction du nombre
de photons détectés [39, 42].
Contrairement au gain de l’ordre des 106 des TPM, le gain des PDA est plutôt faible et
se situe entre 50 et 200 [18]. Ceci fait en sorte que le circuit accompagnant la PDA doit
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Figure 3.4 Gain d’une PDA et d’une PAMP [36]
Figure 3.5 Tension d’opération d’une PDA [59]
être extrêmement faible en bruit afin d’obtenir un bon rapport signal sur bruit [18]. Les
PDA offrent néanmoins plusieurs autres avantages qui font en sorte qu’elles deviennent de
très bonnes alternatives pour les TPM. Leur petite taille permet en TEP de s’ajuster à la
grandeur des scintillateurs pour atteindre des tailles de l’ordre du mm comparativement
au possible 28 mm d’un TPM [6]. La fabrication des PDA offre également des avantages
majeurs en termes de coût et d’intégration. Puisqu’elles utilisent le même procédé que
la conception d’électronique, il est facile de les intégrer dans la conception de circuits de
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détection. Cependant, cette intégration fait en sorte que l’électronique nécessaire pour la
lecture de la PDA diminue la surface photosensible.
Figure 3.6 Vue en coupe d’une jonction PN [23]
Photodiodes à avalanche monophotonique
Lorsqu’une PDA est polarisée à une tension au-delà de la tension de claquage [9] (zone A de
la figure 3.5), elle devient métastable. Ce mode d’opération s’appelle le mode non linéaire
ou Geiger [40, 65]. L’instabilité provient du fait qu’en mode non linéaire, un seul photon
peut générer une avalanche divergente capable de créer une multitude de porteurs étant
donné que cette fois-ci les électrons et les trous contribuent à l’avalanche [25] (zone B de la
figure 3.5). Cette réaction peut potentiellement détruire la photodiode si le courant n’est
pas arrêté. Des circuits électroniques spécifiques appelés circuit d’étouffement permettent
d’arrêter le courant généré à la détection d’une avalanche [24], ils seront discutés à la
section suivante. Les photodiodes à avalanche monophotonique (PAMP) sont donc des
outils idéaux pour la détection de photons uniques [7, 48]. Leur résolution temporelle
peut atteindre jusqu’à 20 ps [15]. Cependant, la grande instabilité des PAMP fait en sorte
qu’ils sont très sensibles au bruit. En effet, même en absence de photons, une PAMP peut
tomber en avalanche, un phénomène appelé taux de comptage en obscurité (TCO). Les
effets thermiques à l’intérieur de la jonction peuvent être suffisants pour libérer un électron
qui sera accéléré dans la PAMP et provoquer l’avalanche. Du bruit peut également être
généré par les défauts dans la structure cristalline de la PAMP.
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3.2 Circuit d’étouffement
La PAMP doit être jumelée à un circuit d’étouffement pour contrôler et arrêter le courant
produit lors d’une détection/avalanche qui autrement la détruirait. De plus, ce circuit
s’occupe de recharger la PAMP une fois étouffée. Il est aussi grandement utile pour activer
et désactiver une PAMP bruyante. Il existe deux types de circuits d’étouffement, passif et
actif [15]. Dans un premier temps, le circuit passif consiste typiquement à une résistance en
série avec la PAMP (figure 3.7). Lorsque le courant de la PAMP traverse la résistance, la
tension à ses bornes augmente, diminuant ainsi la tension de polarisation de la photodiode.
En diminuant cette tension, le point d’opération de la PAMP chute en dessous de la
tension de claquage (figure 3.5) et l’avalanche est ainsi contrôlée [50]. Une fois le courant
arrêté, la PAMP retrouve sa tension de polarisation et est à nouveau prête à effectuer une
détection. Ce type d’étouffement est cependant très lent et fait en sorte de diminuer le
taux de comptage du système. Il est cependant simple à implémenter.
Figure 3.7 Circuit typique
d’étouffement passif [14] Figure 3.8 Circuit typique
d’étouffement actif [14]
Le circuit d’étouffement actif consiste en un circuit électronique plus complexe. Un circuit
typique (figure 3.8) utilise un comparateur afin de détecter l’avalanche de la PAMP [15].
Un circuit de contrôle de l’étouffement applique ensuite une tension suffisante pour arrêter
l’avalanche de la PAMP. Ces circuits peuvent réduire la charge d’avalanche de 45% à 80%,
ce qui améliore considérablement la résolution temporelle des PAMP [1].
3.3 Convertisseur temps numérique
Pour un système de détection de photons où il est nécessaire d’avoir une mesure tempo-
relle sur chaque événement, l’utilisation d’un CTN est obligatoire. Ce circuit est en réalité
un chronomètre électronique très précis (pouvant atteindre la ps de résolution [66]). Ces
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données temporelles permettent de situer des événements dans le temps pouvant ainsi
effectuer le calcul du temps de vol des photons. L’implémentation des CTN se fait habi-
tuellement de deux façons, sur une matrice de portes programmables (MPP ou FPGA en
anglais) ou directement en technologie CMOS.
3.3.1 Implémentation sur matrices de portes programmables
Les CTN implémentés sur MPP (CTN-MPP) ont l’avantage d’offrir un coût d’implémen-
tation très peu élevé (pas de circuit intégré à fabriquer), un temps de développement très
court et d’être reconfigurables à volonté [20, 71]. La configuration avec les chaînes à retenue
de la MPP offre l’avantage d’être caractérisée facilement afin de corriger les erreurs prove-
nant des variations de tensions et de température [43]. Certaines configurations basées sur
les chaînes à délais et les désérialiseurs peuvent être insensibles aux variations de procédés,
de tension et de température (PTT) [5]. Les CTN-MPP sont parfaits lorsqu’il n’est pas
nécessaire d’obtenir une estampe temporelle de chaque événement dans une matrice de
photodétecteurs.
3.3.2 Convertisseur temps numérique conçu sur circuit intégré à
application spécifique
Lorsqu’il est nécessaire d’estamper chacun des événements provenant d’une matrice de
photodétecteurs conçue en technologie CMOS, l’utilisation des CTN sur MPP devient
impossible. Il est donc nécessaire de concevoir des CTN sur un CIAS [68] (CTN-CIAS).
La configuration la plus utilisée est avec des anneaux oscillateurs typiquement créés à
l’aide d’une chaîne d’inverseurs [29, 53]. Pour aller chercher une plus grande résolution,
une approche en vernier est utilisée et peut atteindre actuellement des résolutions de 3,2
ps [37, 60, 69]. Cependant, les CTN-CIAS sont très sensibles aux variations PTT et une
calibration est nécessaire afin d’assurer la validité de la résolution ainsi que sa linéarité
[47].
3.3.3 Conclusion
L’utilisation des CTN-MPP ou CTN-CIAS dépend réellement de l’application. Les CTN-
CIAS engendrent des coûts supplémentaires et un temps de conception assez long qui
ne peuvent être justifiés que par l’obligation d’appliquer une estampe de temps à chaque
détection de photons. Les CTN-MPP ont l’avantage d’être facilement configurables, moins
coûteux et demandent moins de temps de conception. Cependant, pour une application où
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ils doivent être implémentés en matrice dans des espaces restreints, le CTN-CIAS devient
la meilleure option.
3.4 Circuit de lecture de données
L’analyse des données d’une matrice est une étape importante dans un système de photo-
détection. Plusieurs recherches tentent d’améliorer les performances des circuits de lecture
afin de limiter les temps morts. Dans cette section, trois types de circuits de lecture de
données seront analysés : la communication en cascade, la communication par protocole
ainsi que la communication par jeton. L’analyse fera lieu des performances en termes de
fréquence de lecture, de complexité de l’intégration, de débit ainsi que de leur pertinence
pour les modes photographique et direct. Le type photographique correspond à la lecture
complète d’une matrice tandis que le type direct correspond à la lecture instantanée d’un
pixel lorsqu’il a de l’information.
3.4.1 Communication en cascade
Une des méthodes les plus utilisées pour lire une matrice est la lecture en cascade (Daisy
Chain en anglais). Cette méthode consiste à lire périodiquement une fraction ou encore
l’ensemble de la matrice [21]. Celle-ci est très efficace pour prendre les données à un
moment précis comme pour la lecture de données pour un appareil photo. Cette méthode
permet également de diminuer le nombre nécessaire de circuits pour la communication à
l’intérieur d’un pixel (figure 3.9). La communication se fait à l’aide d’un registre à décalage
(RàD) dans lequel chaque pixel aura déposé son information ; ce qui fait un circuit très
simple à réaliser [27]. De plus, le débit de chaque pixel est augmenté puisqu’il n’est pas
nécessaire d’envoyer des bits d’adressage. L’analyse de la source de chaque donnée peut
donc se faire à l’extérieur.
La fréquence de lecture peut devenir assez longue et, afin de minimiser le temps de lecture
d’une grande matrice, la division de la lecture en colonnes ou en cadran est favorisée [61].
De cette façon, il est possible de prendre des images complètes de la matrice en peu de
temps. Ce type de communication est très bien adapté pour un mode photographique,
mais plus compliqué à implémenter pour un mode direct dû à l’obligation d’effectuer une
lecture complète de la section en cascade.
3.4. CIRCUIT DE LECTURE DE DONNÉES 23
Figure 3.9 Fonctionnement d’un CLD en cascade
3.4.2 Communication par protocole
Une autre méthode inspirée des protocoles de communications réseau peut aussi être utili-
sée. Le plus simple est la communication par poids binaire [54](figure 3.10) qui correspond
à donner la priorité de la ligne au pixel prêt ayant le plus haut poids binaire (ligne rouge
de la figure 3.10 qui a priorité sur la ligne bleue, la ligne bleue devra attendre son tour).
Afin d’éviter que ceux-ci aient sans cesse accès à la ligne dans un cas où la matrice serait
saturée, l’implémentation d’une file d’attente devient alors indispensable [30].
Figure 3.10 Fonctionnement d’un CLD par protocole
Ce type de communication est optimisé pour une lecture en mode direct. Le mode photo-
graphique n’est pas envisageable puisqu’il communique uniquement lorsqu’il y a de l’in-
formation à transmettre. Ce type de protocole nécessite un peu plus de logique lors d’une
intégration électronique.
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3.4.3 Communication par jeton
La communication par jeton est une communication très utilisée et facile à implémenter.
Cette méthode se base sur l’échange entre les pixels d’un jeton donnant à tour de rôle le
droit d’accès au canal de données [62] (figure 3.11). Lorsqu’un pixel est prêt à transmettre
de l’information et qu’il reçoit le jeton, il prend alors possession du canal et envoie ses
données. Comme pour la communication en cascade, l’analyse de l’adressage se fait à
l’extérieur du pixel.
Figure 3.11 Fonctionnement d’un CLD par jeton
Ce type de communication peut aussi bien s’implémenter pour un mode photographique
en envoyant le jeton à des fréquences fixes que pour un mode direct en laissant les pixels
s’échanger le jeton continuellement. Le débit est également très rapide puisque l’adressage
se fait à l’extérieur du pixel ; seules les données du pixel sont envoyées. L’implémentation
est également simple, car lorsque le jeton est détecté, la communication se fait comme
dans un registre à décalage.
3.4.4 Conclusion
Les circuits décrits précédemment ont chacun leur pertinence selon le système visé. Pour
un système de lecture en mode photographique, la communication en cascade est celle
qui permet d’obtenir le meilleur débit. La communication par jeton peut également être
utilisée pour ce mode en ajoutant très peu de logique, mais aura un débit un peu moins
élevé. La communication par protocole n’a pas grand avantage à être utilisée en mode
photographique puisque l’envoi de l’adresse fait en sorte de réduire considérablement le
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débit. Cependant, pour un mode direct, elle permet aux pixels de communiquer leurs
données aussitôt qu’elles sont prêtes. La communication en cascade ne permet pas de faire
ce type de communication. La communication par jeton permet également au pixel de
communiquer ses données aussitôt que le jeton est accessible. Bien qu’il faille que le pixel
attende le jeton, ce temps d’attente équivaut presque qu’au temps d’envoi de l’adresse de
la communication par protocole. Le débit peut donc être plus élevé pour la communication
par jeton.
3.5 Conclusion
Dans l’optique de devoir détecter et fournir une estampe de temps pour chaque photon
détecté, les photodétecteurs à base de silicium semblent être les plus intéressants. En par-
ticulier les PAMP qui permettent réellement la détection monophotonique, qui nécessitera
par le fait même un circuit d’étouffement associé à chacun d’entre eux. En implémen-
tant une matrice de PAMP, les CTN CMOS seront incontournables puisqu’ils permettent
d’être conçus spécifiquement pour être connecté avec les PAMP et permettront également
un meilleur interfaçage avec les circuits de lecture numérique. Comme discuté dans la sec-
tion précédente, la communication par jeton semble être le meilleur choix pour permettre
une implémentation rapide et efficace pour la fabrication de ce circuit prototype.
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CHAPITRE 4
ARCHITECTURE DU CIRCUIT DE LECTURE
La conception de l’architecture du circuit de lecture (CLD) a été la première étape de ce
projet de maîtrise. Ce circuit a comme client les convertisseurs temps numérique (CTN)
faisant partie de la matrice et transmet leur information à l’extérieur de la puce. Ce
chapitre passera en revue la conception de ce circuit. Pour permettre de tester l’architecture
du circuit de lecture implémenté dans le CIAS, une deuxième matrice a également été
conçue en parallèle. Elle consiste exactement des mêmes circuits numériques, la différence
est à l’intérieur des pixels où les circuits analogiques (le CE et le CTN) sont remplacés
par des circuits numériques permettant de fournir des données figées en mode CMCT et
un comportant idéal en mode CMNCT (figure 4.1).
Figure 4.1 Pixel mixte vs numérique
4.1 Analyse des besoins et du fonctionnement
Le but du circuit était de tester une nouvelle technologie de PAMP ainsi qu’un circuit de
lecture comprenant un circuit d’étouffement (CE), un CTN et toute la logique numérique
d’acquisition. La finalité n’étant pas seulement d’utiliser ce circuit en TEP, mais également
de recevoir les données provenant des deux modes possibles d’opération du CTN : le mode
CMCT ainsi que le mode CMNCT. Le tableau 4.1 résume les données à recevoir du CTN
selon les modes. Les données transmises par le pixel dépendent du mode de fonctionnement
où le tableau 4.1 montre les bits à prendre en compte.
La vitesse de lecture des CTN devait être optimisée pour diminuer la latence et permettre
au CTN de revenir actif le plus rapidement possible. Également, la probabilité non nulle
de trouver des PAMP défectueuses à l’intérieur de la matrice exige de concevoir un circuit
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Tableau 4.1 Données de réception
Mode CMCT Nb de bits Mode CMNCT Nb de bits




en mesure de les désactiver le cas échéant. Pour le mode CMNCT, la fréquence de lecture
de la matrice doit également être ajustable.
4.2 Conception du circuit de lecture numérique
L’architecture choisie se bâtit autour de la communication par jeton entre les pixels. Ce
choix s’est imposé par sa simplicité d’implémentation qui diminue les risques de problème
pour une première itération ainsi que par souci d’équité interpixel lors de la lecture des
pixels. La matrice est divisée en colonnes dans lesquelles un jeton est passé successivement
d’un pixel à l’autre. Un autre circuit gère les données reçues entre les colonnes pour les
transmettre à l’extérieur de la puce. Tel qu’expliqué au début du chapitre, une seconde
matrice composée de pixels complètement numériques a été conçue pour des fins de tests
sans les circuits analogiques. Cette matrice sera également présentée dans cette section du
mémoire.
4.2.1 Modélisation des circuits analogiques du pixel
Dans un premier temps, un modèle des circuits analogiques faisant partie du pixel a été
réalisé. Cette étape est très importante puisqu’elle est nécessaire pour avoir la meilleure
représentation possible lors des simulations afin de bien modéliser le comportement de ces
circuits spécialement lorsqu’ils doivent être imbriqués à l’intérieur du circuit numérique.
Bien que la modélisation ait été simplifiée, elle a permis de valider la communication
entre le CLD et le CTN qui constitue l’interface critique de ce circuit. Cependant, cette
validation se limite seulement à des simulations comportementales.
4.2.2 Conception du circuit de traitement du pixel
Bien que tous les pixels partagent la même ligne de transmission de données, chaque
circuit de pixel fonctionne de manière indépendante (figure 4.2). La ligne de transmission
représente l’interface critique avec le CTN avec qui elle interagit en symbiose. Dans le mode
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CMCT, lorsque le CTN est prêt à transmette une estampe suite à la détection d’un photon,
le circuit du pixel transfère celle-ci dans son tampon interne de transmission et démarre
un compteur en d’attente du jeton. Lorsque le pixel reçoit le jeton, le compteur d’attente
est arrêté et le jeton est retenu dans le pixel. Ce dernier peut maintenant utiliser le canal
de transmission pour y transmettre l’estampe du CTN ainsi que la valeur du compteur
interne. Ce compteur a pour but de permettre au circuit de colonne de connaître le temps
écoulé entre la réponse du CTN et la réception du jeton. Lorsque la transmission est
terminée, le jeton est envoyé au prochain pixel.
Figure 4.2 Circuit de traitement du pixel en mode CMCT
Dans le mode CMNCT (figure 4.3), le CTN compte le nombre d’événements sans égard
à son estampe de temps. Lorsque le signal de commande passe à un niveau haut, le pixel
transfère le compteur du CTN dans son tampon interne et le réinitialise. Le compteur
d’attente du jeton n’est pas nécessaire et lorsque le jeton est reçu, le pixel envoie seulement
les données provenant du CTN. Lors de l’initialisation, le pixel peut recevoir un signal de
désactivation qui a pour effet de retransmettre directement le jeton en entrée vers la sortie
sans le retenir, devenant ainsi transparent. Le pixel ne peut plus envoyer de données. Une
réinitialisation sera nécessaire pour réactiver le pixel.
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Figure 4.3 Circuit de traitement du pixel en mode CMNCT
4.2.3 Conception du circuit de lecture de colonne
Chaque pixel est regroupé par colonne et géré par un circuit commun (figure 4.4). Ceci
permet d’augmenter le taux de lecture de chaque pixel. Dans le mode de fonctionnement
CMCT, le jeton est envoyé par le circuit de lecture de colonne. Lorsque la ligne de trans-
mission monte au niveau haut, le circuit de colonne comprend que le pixel possédant le
jeton transmet des données vers le registre de réception. Avant de transférer son registre
dans une mémoire de type premier entré premier sortie (PEPS) de 36 bits, il soustrait le
compteur local du pixel au compteur global du circuit, créant ainsi la référence en temps
global de cet événement auquel il ajoute le résultat du CTN et le juxtapose avec l’adresse
du pixel.
Figure 4.4 Circuit de traitement de colonne en mode CMCT
Dans le mode CMNCT (figure 4.5), le jeton est envoyé dans la colonne à une fréquence
choisie (jusqu’à 220 fois plus lente que la fréquence d’horloge) et tous les compteurs des
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pixels sont désactivés et ils sauvegardent leur valeur. Les pixels envoient leurs comptes
de photons à tour de rôle lorsqu’ils reçoivent le jeton et une fois tous les pixels lus, leurs
compteurs sont réinitialisés à zéro et réactivés. Aucun compteur global n’est nécessaire
et seulement la valeur envoyée par le pixel ainsi que son adresse est enregistrée dans la
mémoire PEPS (donc les bits non utilisés sont initialisés à zéro).
Figure 4.5 Circuit de traitement de colonne en mode CMNCT
4.2.4 Conception du circuit de lecture de la matrice
Ce circuit multiplexe les PEPS des circuits de colonnes vers une mémoire de transmission
de type volatile statique (MEVS) (figure 4.6). Chaque PEPS est vérifié à tour de rôle pour
détecter la présence de données. Lorsqu’une donnée est disponible, ce circuit transmet les
données de la PEPS à la MEVS en y juxtaposant l’adresse de la colonne. Toute l’infor-
mation nécessaire pour localiser l’événement est maintenant comprise dans le paquet à
envoyer (figure 4.6). Ce circuit génère également le compteur global servant de référence
temporelle du circuit intégré.
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Figure 4.6 Circuit de traitement de matrice en mode CMCT
Dans le mode CMNCT (figure 4.7), le compteur global n’est pas nécessaire. Ce compteur
gère cependant un compteur de rafraîchissement programmable qui détermine à quelle
fréquence aura lieu la lecture de la matrice.
Figure 4.7 Circuit de traitement de matrice en mode CMNCT
4.2.5 Circuit de transmission des données
Le circuit de transmission consiste simplement à lire les données provenant de la MEVS
et à les transmettre par le pilote de signalisation différentiel à basse tension (SDBT). Le
protocole choisi consiste à utiliser un bit de démarrage sans bit de fin afin de maximiser le
débit de données sortant de la puce. Le système d’acquisition de données (SAD) connait,
selon le mode de fonctionnement, le nombre de bit à recevoir. Donc selon la figure 5.3,
la valeur de 40ième bit (19ième bit en mode CMNCT) déterminera si de nouvelles données
sont à recevoir ou si la transmission est terminée. Cette approche permet de juxtaposer
plusieurs paquets sans perte temporelle.
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Figure 4.8 Circuit de transmission
4.2.6 Circuit de réception des commandes
Le circuit de réception (figure 4.9) permet de choisir le mode d’opération de la matrice
ainsi que les options spécifiques. Quatre commandes sont implantées dans le CIAS : Choisir
matrice, Désactiver pixel, Choisir fréquence lecture CMNT et Activer circuit calibration.
La commande Choisir matrice permet de sélectionner si l’on souhaite tester la matrice
mixte ou la matrice numérique. Pour la commande Désactivation pixel, l’information en-
voyée est la concaténation du numéro de colonne et du pixel (ou rangé). La commande
Fréquence de lecture CMNCT sert à programmer un diviseur de la fréquence d’opération
du CIAS pour générer la fréquence de rafraîchissement de la matrice en mode CMNCT.
Pour une horloge de 250 MHz, la plus haute fréquence possible, mais non recommandé est
de 250 MHz et la plus basse est de 238 Hz. La commande Activation circuit calibration
concerne seulement la fonctionnalité du CTN. Elle permet d’activer un circuit de cali-
bration pour les CTN de la matrice située au milieu de celle-ci (consulter le mémoire de
Nicolas Roy pour plus de détails [49]). Comme pour la transmission, seulement un bit de
démarrage est utilisé pour les paquets entrants. Le tableau 4.2 résume ces informations.
Tableau 4.2 Commandes de configuration du CLD
Commandes Arguments
Choisir matrice Mixte Numérique
Désactiver pixel Numéro de pixel (colonne et rangée)
Fréquence de lecture CMNCT 0 et 220 (division de la fréquence du CIAS)
Activation circuit calibration Activé Désactivé
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Figure 4.9 Circuit de réception
4.3 Traduction du circuit numérique
Le circuit décrit dans ce chapitre a été conçu avec le langage de description matériel VHDL.
Pour traduire le code en circuit intégré, plusieurs outils de conception sont nécessaires
pour les différentes étapes. Les outils utilisés pour ces étapes sont principalement les outils
de Cadence Design Systems ainsi que certains de Mentor Graphics. Cette sous-section
explique les différentes étapes : le transfert au niveau des registres, le placement et routage,
l’intégration avec les outils analogiques ainsi que la vérification.
4.3.1 Automatisation du flot de conception
Plusieurs outils de conception font partie de la chaîne pour la création d’un circuit numé-
rique. Il faut en premier concevoir le code de description du circuit fonctionnel, ensuite le
traduire en portes logiques et finalement placer et router ce circuit. Les étapes étant incré-
mentales, un simple ajout de fonctionnalité ou correctif au niveau du code de description
amène à recommencer toutes les étapes de conception. Pour cette raison, un outil d’auto-
matisation a été mis en oeuvre qui permet de lancer toutes ces étapes en un simple clic.
Ceci a également été utilisé pour la conception de petits circuits numériques inclus dans
le CTN. Cet outil présente l’avantage d’être facilement paramétrable avec la possibilité de
régénérer le circuit complet à l’intérieur d’une heure.
4.3.2 Transfert au niveau des registres
Cette étape traduit le code en plusieurs portes logiques. Certaines améliorations ont été
apportées au circuit pour minimiser le nombre de portes logiques. Pour le circuit numérique
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à l’intérieur du pixel, les compteurs étaient trop volumineux et il a fallu modifier la façon
de les définir pour que la traduction utilise le moins de portes logiques. Il a ainsi été
possible d’inclure le compteur de différence de temps entre un événement CTN et l’arrivée
du jeton. C’est également à cette étape que les contraintes spécifiques d’adaptation des
charges capacitives entre les connexions des portes logiques et des circuits du CTN ont été
spécifiées de manière à choisir le bon type de porte logique.
4.3.3 Placement et routage
Le placement et le routage se font en 2 parties. Puisque l’emplacement disponible pour
les circuits numériques était très spécifique et qu’il fallait uniformiser chaque pixel, la
première partie consistait à placer et router le circuit du pixel. Il fallait découper les zones
spécifiques où placer le circuit à l’intérieur du circuit analogique et autoriser l’emplacement
de connecteurs non périphériques (chaque pixel doit être juxtaposé). Une fois cette étape
terminée, le circuit était importé dans l’outil de conception analogique Virtuoso où étaient
exécutés la vérification des règles de dessin (VRD) et le logiciel de vérification de schéma
(LVS). Une vue abstraite était par la suite générée pour être utilisée dans le placement et
le routage de la matrice. Pour cette étape, deux vues abstraites étaient utilisées : le pixel et
la MEVS. Ceux-ci étant générés automatiquement par l’outil de génération de MEVS de
la compagnie ARM. L’aspect le plus important lors de cette étape était de bien balancer
le réseau d’horloge distribué à tous les pixels.
4.3.4 Intégration avec l’outil de conception analogique
Une fois toute la matrice placée et routée, la dernière étape était d’importer le circuit
dans l’outil de conception analogique Virtuoso afin de terminer l’assemblage de la puce.
La validation finale des règles de dessin ainsi que la vérification contre les schémas (LVS)
s’est faite avec cet outil.
4.4 Vérification et validation des circuits
La dernière étape consiste à simuler de nouveau les circuits avec l’ajout des effets de
placement et routage ainsi qu’avec les circuits analogiques lorsqu’il s’agit d’une interface
analogique numérique. Les simulations les plus longues ont été celles avec le CTN. Puisque
l’interface entre les deux était un point critique, des simulations contenant les effets du
routage sur les circuits analogiques et numériques ont été réalisées. Ce qui augmente
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considérablement le temps de simulation, mais permet de trouver des problèmes que les
modèles ne peuvent représenter.
4.5 Conclusion
Le choix de communication entre les pixels s’est arrêté sur la communication par jeton
qui offre une implémentation simple et efficace pour couvrir équitablement tous les pixels.
Un circuit de traitement peut ensuite ajouter, en mode CMCT, une estampe de temps
général dans le but de placer dans le temps global les événements détectés. Une MEVS
assure une certaine taille de mémorisation des événements laissant ainsi le temps au cir-
cuit de transmission de sortir les données avec toute l’information requise. Un circuit de
réception de commandes a été réalisé afin de changer le mode de fonctionnement de la
matrice pour passer du mode CMCT au mode CMNCT. Il permet également de désac-
tiver les pixels qui pourraient être problématiques. En mode CMNCT, il est possible de
modifier la période de rafraîchissement, soit la fréquence à laquelle tous les pixels sont
lus. La conception de circuits numériques nécessite beaucoup d’étapes et de connaissances
logicielles. De la conception VHDL jusqu’au placement et routage, un problème dans cette
dernière apporte nécessairement à recommencer toutes les étapes. Cette partie de concep-
tion pourrait facilement être divisée entre deux personnes. La première dans la conception
du circuit en langage de description et effectuerait les simulations et préparerait les bancs
de tests pour la validation finale. La deuxième préparerait et effectuerait le placement et
routage du circuit et validerait les domaines d’horloge, les règles de dessin ainsi que les
limitations temporelles.
CHAPITRE 5
ARCHITECTURE DU SYSTÈME D’ACQUI-
SITION DE DONNÉES
5.1 Besoin matériel
5.1.1 Carte de développement avec matrice de portes program-
mables
La communication directe avec le circuit intégré s’est faite par l’entremise d’une carte
d’acquisition (CdA) (figure 5.1) utilisant une MPP Virtex 5 développée par le GRAMS.
Cette carte comporte également une vaste gamme de circuits pour la caractérisation de
circuits intégrés tels que : convertisseurs analogiques numériques/numériques analogiques,
pilote pour un récepteur-transmetteur universel asynchrone (RTUA ou UART en anglais)
et un module pour le protocole Ethernet entre autres. Ceci a permis d’accélérer la concep-
tion de la carte d’interfaçage du circuit intégré puisque l’on connaissait déjà les besoins
à pallier pour interfacer le CIAS avec la CdA. Pour le système d’acquisition, étant donné
que la CdA était déjà disponible, il m’a été possible de démarrer sa conception aussitôt le
circuit intégré envoyé en fabrication.
Figure 5.1 Carte d’acquisition en vert et carte d’interfaçage du circuit intégré
en noir
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5.1.2 Carte d’interface du circuit intégré
Plusieurs circuits spécifiques pour le contrôle du circuit intégré étaient nécessaires et
n’étaient pas disponibles sur la CdA. Une carte d’interface (figure 5.1) a été dévelop-
pée par Nicolas Roy pour servir d’intermédiaire et également pour connecter le CIAS. Elle
permettait de sortir directement certains signaux analogiques pour la caractérisation du
CE et du CTN. Certains modes de fonctionnement pouvaient également être sélectionnés
par l’entremise de cette carte pour outrepasser le contrôle de façon logicielle. Plusieurs
points de contact étaient également disponibles pour sonder des signaux à l’aide d’outils
de mesure tel un oscilloscope.
5.1.3 Générateur de délais
Le générateur de délais Berkeley Model 745 (figure 5.2) a été le principal outil pour tester
les CTN de la matrice. Il permet de générer des délais jusqu’à une largeur de 3 ps avec une
résolution de 250 fs. Grâce à sa connexion réseau, il a été possible de l’intégrer à l’interface
de contrôle, automatisant ainsi son utilisation pour les tests du CTN.
Figure 5.2 Berkeley Model 745
5.2 Conception du système d’acquisition
Le circuit développé pour le système d’acquisition de donnée (SAD) à l’intérieur de la
MPP s’est limité à effectuer le pont entre le circuit intégré et l’ordinateur. Le schéma de la
figure 5.3 montre le chemin des données à travers le SAD. Étant le premier pilote SDBT
conçu par le groupe dans la technologie TSMC 65 nm, il y avait un certain risque qu’il
ne fonctionne pas. Un mode de transmission par signal asymétrique (de l’anglais single
ended) a également été ajouté dans le CIAS pour assurer un lien de communication.
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Figure 5.3 Schéma du système complet depuis le CIAS jusqu’au logiciel infor-
matique
5.2.1 Réception, traitement et transmission des données des ma-
trices
La tâche principale du SAD est de recevoir les données provenant de la matrice du CIAS
et de les mémoriser dans une PEPS. Une machine d’états écoute la ligne de réception,
dès que le bit de démarrage est détecté, elle enregistre les données reçues dans une PEPS
et détermine le nombre de bits à recevoir selon le mode de fonctionnement en cours. La
transmission étant synchrone, il fallait effectuer une synchronisation entre l’horloge de
réception du SAD et l’horloge de transmission du CIAS. Cependant, aucun circuit de
synchronisation n’a été implanté dans le CIAS. Une calibration manuelle a néanmoins été
possible grâce à la matrice numérique (matrice de test des circuits numériques) qui envoie
des estampes préprogrammées en mode CMCT. En effectuant un déphasage entre les
horloges, il a été possible de minimiser le taux d’erreur de transmission. Le mode CMNCT
a également été utilisé pour cette calibration puisque le nombre de détections était contrôlé
par l’ordinateur. Une autre machine d’états contrôle les données aussitôt qu’elles sont
disponibles dans la PEPS pour les transmettre à l’ordinateur. Chaque donnée reçue peut
nécessiter jusqu’à 5 paquets vers l’ordinateur. Pour diminuer le temps de conception, aussi
bien du côté du SAD que du côté ordinateur, le protocole de transmission USB-RS-232,
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utilisant le pilote RTUA de la CdA, a été utilisé. De cette manière, la synchronisation
entre l’ordinateur et le CIAS était assurée par les pilotes de ce protocole des deux côtés.
5.2.2 Transmission et traitement des commandes
Les commandes à envoyer au CIAS transitent par la connexion USB-RS 232 depuis l’in-
terface graphique. Ils sont décodés et réencodés en un ou plusieurs paquets de 8 bits pour
correspondre à l’état du test souhaité. Le protocole est entièrement géré à l’intérieur même
de la MPP et l’alignement est le même que pour les circuits de réception puisque c’est la
même horloge à l’intérieur du CIAS.
5.3 Logiciel de contrôle et d’analyse de données
5.3.1 Matrices mixte et numérique
Tous les paramètres configurables pour les matrices étaient contrôlables par l’IUG (figure
5.4) : le type de lien entre le SAD et le CIAS (signal asymétrique ou SDBT), le choix de
la matrice de test, le mode de fonctionnement et sa fréquence de rafraîchissement. Une
vue graphique des pixels composants la matrice permettait de choisir lesquels à désacti-
ver. La fréquence des événements envoyés comme stimuli était configurable et permettait
également de créer des événements uniques.
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Figure 5.4 Interface graphique pour le contrôle des matrices
5.3.2 Convertisseur temps numérique
Plusieurs paramètres étaient configurables pour les tests du CTN (voir mémoire de maî-
trise de Nicolas Roy [49]). Les circuits de tests contiennent deux CTN isolés, l’interface
permet de faciliter la configuration de ces CTN et également de choisir celui à caracté-
riser. Par la suite, quatre tensions sont programmables pour le contrôle des oscillateurs.
L’automatisation de plusieurs méthodes de génération de signaux d’excitation du CTN se
fait également par le contrôle du générateur de délais. Finalement, l’interface permet de
consulter les résultats en direct au fur et à mesure que ceux-ci parviennent à l’ordinateur.
Pour plus de détails sur les tests et les résultats de caractérisation du CTN, consulter le
mémoire de Nicolas Roy [49].
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Figure 5.5 Interface graphique pour le contrôle du CTN
5.3.3 Circuit d’étouffement
L’interface graphique offre également l’opportunité de contrôler les réglages pour la ca-
ractérisation du circuit d’étouffement (voir mémoire de maîtrise de Frédéric Nolet [41]).
Comme pour le CTN, il permet d’automatiser la génération de signaux d’excitation, ceux-
ci néanmoins ne sont pas ultimement générés par la génératrice, mais directement par la
carte d’interface. Sinon, cinq tensions de contrôle spécifique au CE sont programmables
grâce au convertisseur numérique analogique disponible sur la carte d’interface. Pour plus
de détails sur les tests et les résultats de caractérisation du CTN, consulter le mémoire de
Frédéric Nolet [41].
Figure 5.6 Interface graphique pour le contrôle du CE
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5.4 Conclusion
Le système d’acquisition de données est également une plateforme de tests multitâches.
Il permet non seulement d’interfacer avec le CIAS, mais également de contrôler et de
personnaliser les tests pour les divers circuits présents. Il a également permis de contrôler
le générateur de délais qui était primordial pour les tests incluant les CTN. Comme il a
été mentionné, il a été utilisé par mes collègues pour aider à la caractérisation de leur
circuit. Sa conception a été pensée pour être modulaire, ce qui fait en sorte qu’il peut
être facilement réutilisé et ajusté pour de possibles circuits futurs. Tous les résultats de ce
document ont été produits par l’intermédiaire du SAD et de l’IUG.
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CHAPITRE 6
RÉSULTATS EXPÉRIMENTAUX
Ce chapitre présentera les résultats obtenus lors de la caractérisation du CIAS à l’aide du
SAD et de l’IUG. Deux matrices étaient disponibles pour la caractérisation : la matrice
mixte (contenant les circuits analogiques du CTN et du CE dans les pixels) et la matrice
numérique (pixels complètement numériques) que l’ont peut voir dans la photo du CIAS
à la figure 6.1. Le chapitre commencera par expliquer la méthodologie utilisée pour la
synchronisation des domaines d’horloge entre le CIAS et le SAD qui devait être fait pour
assurer l’alignement de la réception des données. Il continuera avec les résultats des tests
sur la matrice numérique et de la matrice mixte pour les modes de fonctionnement CMCT
et CMNCT.
Figure 6.1 Circuit intégré à application spécifique contenant les deux matrices
6.1 Synchronisation de la communication SAD-CIAS
La synchronisation entre le SAD et le CIAS était l’étape la plus importante pour réduire
l’erreur de réception des données. N’ayant pas eu le temps d’implanter une méthodologie
de synchronisation, la matrice de test numérique a servi à cet escient. En mode CMNCT,
tous les pixels envoient leurs données à une fréquence de rafraîchissement donnée, donc
on s’attend à obtenir le même nombre de paquets pour chaque pixel. L’avantage de la
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matrice numérique est que les pixels n’ont aucune interaction avec les circuits analogiques.
La figure 6.2 démontre un test pour lequel il y a eu 1000 rafraîchissements de la matrice
après la synchronisation et où tous les pixels ont répondu uniformément. Pour y arriver,
la méthodologie consistait à rouler et vérifier les résultats, ajuster le déphasage et rouler
à nouveau le test jusqu’à obtenir un résultat uniforme comme la figure 6.2. La MPP du
SAD permettait de programmer un déphasage interne des horloges.
Figure 6.2 Matrice numérique en mode CMNCT après synchronisation
6.2 Résultats et discussion
Après avoir ajusté la phase de lecture, les tests à effectuer pour la caractérisation des
matrices étaient limités aux données possibles de recevoir par le canal de communication
dû à l’oubli, par manque d’expérience, d’implémenter des points de test. Un premier test
était de valider le mode par défaut : CMCT. Puisque tous les CE des pixels sont connectés
ensemble, un pulse devait déclencher tous les pixels et les estampes de temps reçus devaient
être dans le même ordre. Un deuxième test était de valider le mode de fonctionnement
CMNCT, pour lequel il faut envoyer des commandes d’initialisation au CIAS pour faire
changer son mode de fonctionnement ainsi que modifier sa fréquence de rafraîchissement.
Encore une fois, chaque pulse généré devait faire incrémenter le compteur du CTN et
à chaque rafraîchissement, le même nombre de détections devrait être uniforme entre
les pixels. En dernier lieu, il fallait valider la fonctionnalité de désactivation des pixels
sélectionnés. Ces tests ont été réalisés premièrement sur la matrice numérique puis sur la
matrice mixte.
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6.2.1 Matrice numérique
La calibration en soi a permis de vérifier le fonctionnement du SAD ainsi que de l’architec-
ture numérique du CIAS pour la matrice numérique. Pour réaliser ce test, une stimulation
de 200 000 pulses numériques de 1 V, d’une longueur de 4 ns à une cadence de 500 kHZ
a été imposée à tous les pixels. On s’attend donc à voir 200 000 événements pour chaque
pixel activé. Les figures 6.3 et 6.4 montrent le résultat de réception de données avec trois
et deux rangées activées afin de valider le fonctionnement de la désactivation de pixels.
À la figure 6.2, on voit que pour chaque rafraîchissement de 50 kHz (fréquence à laquelle
tous les pixels sont lu en mode CMNCT), on reçoit de l’information pour tous les pixels.
On en conclut que tous les paquets sont bien reçus.
Lorsque l’on regarde le nombre détecté d’événements par pixel représenté dans les gra-
phiques (figures 6.3 et 6.4), on remarque que tous les pixels activés, mis à part les co-
lonnes 2 à 4, envoient le même nombre de comptes. Puisque la transmission des paquets
est fonctionnelle, il semble qu’il y a un problème dans les pixels de ces colonnes pour ce
qui est des compteurs d’événements puisque les stimulations sont envoyées à l’entièreté de
la matrice.
Figure 6.3 Nombre d’événements reçus en mode CMNCT avec la matrice nu-
mérique
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Figure 6.4 Nombre d’événements reçus en mode CMNCT avec la matrice nu-
mérique, 2 rangées activées
6.2.2 Matrice mixte
Les stimulations pour les tests de la matrice mixte étaient des pulses envoyés au CE. La
tension de ces pulses était de 3,3 V provenant de la carte d’interfaçage. Pour ce test, 12
000 pulses d’une longueur de 4 ns ont été envoyés à une fréquence de 500 kHz. Les figures
6.5 et 6.6 montrent le nombre reçu d’événements pour chaque pixel en mode CMCT pour
la matrice mixte avec respectivement trois et deux rangées activées. Tous les CE sont
connectés ensemble et reçoivent donc tous les mêmes événements.Pour cette raison, il
aurait été attendu de recevoir le même nombre d’événement pour chaque pixel activé.
Or, on constate que certains pixels n’ont pas le nombre de comptes prévu. Bien que
la figure 6.5 semble montrer que les pixels rouge, vert et bleu pâle donnent le même
nombre d’événements, la figure 6.6 montre quant à elle une différence entre deux pixels
de la colonne bleu pâle. Il serait donc imprudent de sortir des conclusions rapides basées
seulement sur ces résultats. Mais bien sûr, il y a un problème à l’intérieur même du pixel
qui est malheureusement impossible de déverminer avec le circuit actuel.
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Figure 6.5 Nombre de données reçues par pixels en mode CMCT avec 5 rangées
désactivées
Figure 6.6 Nombre de données reçu par pixels en mode CMCT avec 6 rangées
désactivées
Le mode CMNCT était stimulé de la même façon qu’expliquée précédemment pour le
mode CMCT sauf qu’un total de 15 000 événements ont été envoyés au cours de 5 000
rafraîchissements à 50 kHz. La figure 6.7 montre que tous les pixels ont envoyé au SAD
leurs données pour chaque rafraîchissement. Cependant, la figure 6.8 montre le même
défaut identifié dans la matrice numérique, soit une disparité du nombre d’événements
détecté. La stimulation pour ce mode se fait également pour l’entièreté de la matrice,
alors qu’on s’attendrait à recevoir le même nombre de données pour chaque pixel.
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Figure 6.7 Nombre d’événements reçu avec la matrice mixte en mode CMNCT
Figure 6.8 Nombre d’impulsions reçu avec la matrice mixte en mode CMNCT
6.2.3 Discussion
Les résultats obtenus semblent démontrer que les circuits numériques fonctionnent bien
jusqu’à ceux à l’interface avec les circuits analogiques à l’intérieur du pixel (figure 4.4 et
4.5). La raison est que seulement les valeurs des données reçues ne sont pas conformes
aux résultats attendus. Donc l’assignation des adresses de pixels et de colonnes fait son
travail. Ce qui limite également la possibilité que la MEVS corrompe les données puisque
les adresses sont assignées avant leur mémorisation.
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6.2.4 Débits de communication
La validation des débits de communication devait passer par la capacité de communiquer
avec le CIAS. Les tests présentés dans les sous-sections précédentes ont démontré que la
communication fonctionnait et que les paquets envoyés étaient tous reçus. Avec l’horloge du
système à 250 MHz et sachant que le CIAS transmet à chaque front montant d’horloge, il
est facile d’obtenir le débit de débit de communication CIAS-SAD. Pour le lien SAD-IUG,
la communication se faisait avec un RTUA avec un débit 1 Mbaud. Les débits calculés
sont présentés dans le tableau 6.1.
Tableau 6.1 Données de réception
Mode Mode CMCT Mode CMNCT
CIAS-MPP 6,25M événements/s 13,15M événements/s
MPP-IUG 20k événements/s 41k événements/s
6.3 Conclusion
En résumé, la communication entre le CIAS et le SAD pour les deux matrices ainsi que
pour les modes de fonctionnement CMCT et CMNCT semble être fonctionnelle selon les
résultats. On voit que la désactivation de pixels fonctionne. Cependant, plusieurs pixels
n’envoient pas les données attendues. Ceci est démontré par l’inégalité des résultats pour le
nombre de photons en mode CMNCT et pour des valeurs très différentes en mode CMCT.
Malheureusement, il est difficile de déverminer davantage le circuit puisqu’aucun point de
test n’a été inséré à l’intérieur des pixels. Pour une nouvelle révision, des points de tests
analogiques multiplexés à l’intérieur de circuits critiques numériques seraient intéressants
à implanter. Ceci permettrait de sonder certains signaux à l’intérieur du circuit d’un pixel
et ainsi vérifier l’interfaçage analogique numérique. Une possibilité serait un problème
d’arbre d’horloge à l’intérieur de la matrice qui pourrait apporter un désalignement des
données lues lors de la communication par jeton. L’interface entre CTN qui est un circuit
principalement analogique et le circuit de lecture du pixel pourrait également être problé-
matique et expliquerait un mauvais transfert de l’information entre les deux circuits qui
empêche de valider le mode CMCT. Un problème moins probable (puisque les adresses
des pixels semblent être transmises correctement) pourrait être à l’intérieur de la MEVS
qui pourrait altérer les valeurs enregistrées.
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CHAPITRE 7
CONCLUSION
Ce mémoire de maîtrise a présenté la conception d’un CLD ainsi qu’un SAD réalisé en tech-
nologie CMOS 65 nm pour la lecture d’une matrice de PAMP. Il s’agissait de la première
itération pour le groupe de recherche dans cette technologie. Ce projet dans son ensemble
a permis de tester l’intégration d’un circuit d’étouffement et d’un convertisseur temps nu-
mérique par PAMP ainsi que la logique de contrôle dans une perspective d’intégration en
électronique 3D. Également, en plus de fournir des estampes de temps en mode CMCT,
un deuxième mode CMNCT est pris en charge et permet de calculer le nombre détecté
de photons par les PAMP dans une période de temps donnée. Toutes ces caractéristiques
rendent ce projet unique et intéressant comme laboratoire d’expérimentation.
Le document a premièrement introduit le sujet des travaux et présenté les objectifs pour-
suivis. Le chapitre 2 a survolé les applications pouvant nécessiter de la technologie de
photodétecteur présenté dans ce mémoire. Le chapitre 3 a exploré diverses technologies
existantes pour les composantes du photodétecteur ainsi que pour les circuits spécifiques
au CLD. Les chapitres 4 et 5 ont expliqué respectivement les choix d’implémentation pour
la conception du CLD et du SAD et finalement, le chapitre 6 a présenté les résultats
obtenus lors de la caractérisation.
Le CLD, implémenté à l’intérieur du CIAS, interface directement avec les circuits analo-
giques du convertisseur temps numérique. Il permet de récolter l’information et également
de contrôler les modes de fonctionnement ainsi que l’activation de pixel. La communica-
tion entre les pixels utilise un protocole par jeton qui permet de vérifier l’état des pixels
tour à tour. Ceci procure une implantation minimisant le nombre circuits tout en offrant
la flexibilité de transmettre seulement lorsqu’un pixel a de l’information. La création d’un
outil d’automatisation de la méthodologie de conception numérique qui a été utilisé lors
de ce projet permet d’accélérer le développement permettant d’effectuer facilement des
modifications en amont sans pour autant modifier ce qui a été fait en aval.
Le SAD emprunte une approche d’utilisation d’une carte d’acquisition construite autour
d’une MPP Virtex 5. La communication vers l’IUG se fait par l’intermédiaire du protocole
RTUA qui permet une implémentation rapide. L’IUG permet de contrôler tous les tests
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en envoyant des commandes au CIAS et en contrôlant le générateur de délai pour la
génération des pulses de stimulations.
Les résultats ont démontré une communication fonctionnelle entre le CIAS et le SAD,
autant en réception qu’en transmission de commandes avec une cadence de 250 Mbits
par secondes. Celles-ci ont rendu possibles les tests des deux modes de fonctionnement
soit CMCT et CMNCT. Les données envoyées ont été optimisées selon les deux modes de
fonctionnement, ce qui permet d’obtenir une transmission plus rapide en mode CMNCT.
Une synchronisation était requise pour éliminer les erreurs de transmission en alignant le
point d’échantillonnage lors de la réception. La matrice numérique a permis d’effectuer
cette synchronisation grâce au mode CMNCT qui envoyait des paquets provenant de tous
les pixels. Dans les deux modes, les pixels ont envoyé leur information et les paquets
reçus étaient cohérents. Il a également été démontré la possibilité de désactiver des pixels
sélectionnés dans la matrice.
Cependant, l’information reçue était très souvent problématique et ne correspondait pas à
ce qui était attendu. En mode CMCT, plusieurs pixels semblaient transmettre plus souvent
qu’attendu et les valeurs reçues étaient la plupart du temps erronées. Malheureusement,
il était impossible de déverminer efficacement le circuit, aucun point de test à l’intérieur
de la matrice n’était disponible à sonder pour examiner le comportement interne. Toutes
les analyses ont été effectuées par l’entremise des données reçues directement par le canal
de transmission principal du CIAS.
Pour une prochaine révision, il faudrait ajouter plusieurs points de test connectés entre
eux avec un multiplexeur et ainsi pouvoir examiner en temps réel certains noeuds critiques
du circuit. Il faudrait également implémenter un circuit de synchronisation automatique
entre le CIAS et le SAD qui s’effectuerait à chaque activation du circuit. L’architecture
générale pourrait être gardée, bien qu’il serait intéressant de regarder une architecture qui
permettrait la lecture en parallèle de tous les pixels. Il faudrait pour cela valider qu’il y a de
l’espace suffisant pour faire toutes les connexions. Du côté du SAD, il faudrait remplacer
la communication RTUA par une communication Ethernet qui serait plus rapide et plus
stable. Plus les recherches s’aligneront vers des applications spécifiques, plus le SAD devra
également être conçu spécifiquement pour cette application. Plusieurs étapes de traitement
peuvent être transférées vers le SAD qui offre plus de flexibilité puisqu’une grande partie
n’est pas figée comme pour un CIAS et permet ainsi d’améliorer les performances.
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