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Lokalizacija napak v programu
MAGISTRSKO DELO
MAGISTRSKI PROGRAM DRUGE STOPNJE
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Seznam uporabljenih kratic
kratica angleško slovensko
HRF human-readable file format enostaven lastni format tekstovnih datotek
HTML hyper text markup language jezik za označevanje nadbesedila
CSV comma-separated values datotečni format z vejico ločenih vrednosti
MP unit test modularni preskus
ESHS executable statement hit spectrum spekter izvedenih programskih stavkov
PRCS predicate count spectrum spekter števila predikatov
PIHS program invariants hit spectrum spekter programskih invariant
MCSHS method calls sequence hit spectrum spekter zaporedja klicanih metod
CFG closed frequent graph zaprt pogost graf
BHS branch hit spectrum spekter vejitev
CPS complete path spectrum spekter polne poti
PHS path hit spectrum spekter poti
PCS path count spectrum spekter števila poti
DHS data-dependence hit spectrum spekter podatkovnih odvisnosti
DCS data-dependence count spectrum spekter števila podatkovnih odvisnosti
OPS output spectrum spekter izhoda
ETS execution trace spectrum spekter izvedbene sledi
TP true positive resnično pozitivni
FP false positive lažno pozitivni
TN true negative resnično negativni
FN false negative lažno negativni
ROC reciever operating charasteristic curve krivulja ROC
RAM random access memory spomin z naključnim dostopom

Povzetek
Naslov: Lokalizacija napak v programu
Pri razvoju programske opreme razvijalec poleg zadanih funkcionalnosti
ustvari tudi napake, t. i. hrošče. Njihovo iskanje in odpravljanje, imenovano
tudi razhroščevanje, sodi med dražje in dolgotrajneǰse procese, zato razisko-
valci razvijajo samodejne metode lokalizacije napak.
Cilj tega magistrskega dela je primerjati množice metričnih spektralnih
metod lokalizacije napak v programu in med njimi določiti najbolǰso. V ta
namen smo razvili repozitorij načrtno pokvarjenih testnih programov in ga
vodili v aplikacijo FaultLocalization, ki je na izhodu vrnila urejen rangiran
seznam metod. Z izvedeno analizo rezultatov smo pokazali, da osrednja
referenčna metoda Tarantula zagotavlja zelo dobre rezultate, kot najbolǰsa
pa se je pokazala metoda Overlap.
Ključne besede
programska oprema, hrošč, napaka, razhroščevanje, lokalizacija napak, me-
trične spektralne metode, Tarantula, Overlap

Abstract
Title: Software fault localization
Software development is a process in which a developer produces specified
functionality as well as software errors, called bugs. The process of finding
and fixing those errors, called debugging, is one of the most expensive and
time-consuming parts of software development which is the main reason why
many automatic fault localization methods have been developed.
The main goal of this master thesis is to compare multiple software fault
localization methods and to determine which provides the best results. We
have developed a repository of faulty test programs and led it into the appli-
cation FaultLocalization, which returns a ranking list of chosen methods as
its output. The results of the analysis performed as part of the thesis prove
that the main reference method Tarantula provides very good results, while
the best results are achieved by the Overlap method.
Keywords
software, bug, fault, debugging, fault localization, spectrum-based methods us-
ing metrics, Tarantula, Overlap

Poglavje 1
Uvod
1.1 Motivacija
Razvoj programske opreme je proces, pri katerem razvijalec poleg zadanih
funkcionalnosti v aplikaciji nehote ustvari tudi t. i. hrošče [1]. To so napake
in pomanjkljivosti v programski kodi ali sistemu, ki pripeljejo do napačnih
ali nepričakovanih rezultatov [2]. Odkrivanje le-teh, imenovano tudi raz-
hroščevanje (angl. debugging), sodi med najdražje in najdolgotrajneǰse pro-
cese v razvoju programske opreme [3]. Učinkovitost razhroščevanja je od-
visna od koderjevega razumevanja razvijane aplikacije, njegove sposobnosti
logičnega razmǐsljanja, preteklih izkušenj ter razpoznavanja in prioritizacije
delov programske kode, ki naj bi vsebovala napake [4].
Najpogosteǰsi in enostavni načini za lokalizacijo napak, imenovani tudi
tradicionalni načini, so beleženje znotraj programa (angl. logging), vstavlja-
nje programske kode (angl. assertions), vstavljanje zaustavitvenih točk (angl.
breakpoints) in profiliranje izvajanja programa (angl. profiling) [5].
Da bi zmanǰsali stroške razvoja in slabšo učinkovitost zaradi ročnega iska-
nja napak z uporabo tradicionalnih metod, se pojavlja vedno več naprednih
metod za prepoznavanje napak in njihovo samodejno lokalizacijo, kot npr.
tehnike na osnovi rezin (angl. Slice-Based), tehnike na osnovi programskega
spektra (spektralne metode), statistične tehnike, tehnike strojnega učenja in
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druge [6], ki jih bomo podrobneje spoznali v poglavju 2.
1.2 Cilji magistrskega dela
V okviru magistrskega dela smo si zadali naslednje cilje:
1. Primerjati skupine sorodnih metod za lokalizacijo napak z namenom,
da bi določili najbolǰso med njimi.
2. Ugotoviti, ali noveǰse metrične spektralne metode zagotavljajo značilno
bolǰse rezultate od osrednje metode Tarantule.
3. Razviti repozitorij pravilnih programov in njihovih pokvarjenih različic,
na katerih bi preskusili izbrane metode.
4. Razviti aplikacijo FaultLocalization za samodejno obdelavo vseh pro-
gramov repozitorija z uporabo vseh izbranih metod.
1.3 Pregled magistrskega dela
Magistrsko delo je razdeljeno v šest poglavij.
Prvo vsebuje splošen uvod z motivacijo, cilji magistrskega dela in pregle-
dom njegove strukture.
Poglavje 2 vsebuje zgodovino in pregled raznih tehnik razhroščevanja —
tako tradicionalnih metod kot tudi naprednih.
Sledi podroben opis procesa razvoja aplikacije FaultLocalization kot kon-
čnega praktičnega izdelka magistrskega dela. Opisana je glavna metoda Ta-
rantula [7, 8], repozitorij testnih programov, proces predobdelave datotek in
diagram poteka razvite aplikacije.
Naslednje poglavje vsebuje rezultate, pridobljene na podlagi analize raz-
vite aplikacije. Diskusija ovrednoti rezultate in glavni cilj magistrskega dela
— primerjavo spektralnih metod na osnovi programskega spektra in določitev
najučinkoviteǰse med njimi.
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Magistrsko delo zaključimo s 5. poglavjem, v katerem predstavimo možnosti
nadaljnjega razvoja.
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Poglavje 2
Pregled metod razhroščevanja
Razhroščevanje je proces analize in spreminjanja programske kode podanega
programa P, ki ne izpolnjuje nabora zadanih specifikacij Φ = {φ1, φ2, φ3,
..., φn}, z namenom, da se poǐsče nov program R, ki je podoben P in hkrati
izpolnjuje nabor zadanih specifikacij Φ. Gre torej za proces diagnosticiranja
znanih napak v programu in njihovo odpravljanje [9].
V naslednjih podpoglavjih bomo spoznali najpogosteǰse vrste razhrošče-
vanja. Podpoglavje 2.1 vsebuje kratek povzetek začetka razhroščevanja,
podpoglavje 2.2 povzema opise enostavneǰsih (tradicionalnih) metod raz-
hroščevanja, podpoglavje 2.3 pa opise sodobneǰsih in kompleksneǰsih tehnik,
imenovanih tudi napredne metode razhroščevanja. Namen vseh teh metod je
enak — odkriti napako v programski kodi. Ker je opisati vse metode naštetih
sklopov zaradi njihove množičnosti praktično nemogoče, se bomo osredotočili
na njihove najbolj značilne predstavnike.
2.1 Začetki razhroščevanja
Začetki oznake razhroščevanje segajo v pozna 1940. leta, ko se je računalnik
Mark II harvardske univerze iznenada ustavil. Tehniki so kmalu odkrili
težavo: v enega izmed relejev se je ujela vešča, ki je povzročila kratek
stik. Po njeni odstranitvi so z izrazom hrošč označevali težave z dotičnim
5
6 POGLAVJE 2. PREGLED METOD RAZHROŠČEVANJA
računalnikom. Izraz se je ohranil do danes in označuje napake v programu ali
sistemu, razhroščevanje pa proces iskanja in odpravljanja teh napak [10, 11].
2.2 Tradicionalne metode razhroščevanja
Kljub tehnološkemu napredku se je proces razhroščevanja razvijal počasi.
Večina tehnik odkrivanja napak je bila razvita med letoma 1960 in 1970 [12].
Med pomembneǰse tehnike tistega obdobja spadajo: TX-O Direct Input Uti-
lity System [13], Extendable Debugging and Monitoring System (EXDAMS)
[14] in Flexowriter Interrogation Tape (FLIT) [15]. Prvi sistem je močno vpli-
val na sodobneǰsa orodja razhroščevanja, saj je bilo s prenosom programa v
računalnǐski spomin mogoče preverjati in spreminjati registre med izvajanjem
programa. Sistem EXDAMS je omogočal prikaz poteka izvajanja (angl. con-
trol flow) in pretoka podatkov (angl. data flow) z uporabo drevesnih struktur,
sistem FLIT pa je kot prvi implementiral koncept zaustavitvenih točk (angl.
breakpoints), ki še danes velja za pomembno tehniko razhroščevanja [16].
2.2.1 Zaustavitvene točke (angl. Breakpoints)
Zaustavitvene točke omogočajo zaustavitev izvajanja programa, ko ta doseže
določen del programske kode, s čimer razvijalec pridobi vpogled v trenutno
stanje sistema. Ko je zaustavitvena točka dosežena, lahko razvijalec bodisi
spreminja trenutno stanje sistema ali nadaljuje izvajanje programa in tako
spremlja potek programa ali posledice delovanja hrošča.
Pomemben del napredka v 1960. letih je bil razvoj pogojnih zaustavitve-
nih točk (angl. conditional breakpoints) [16], tudi podatkovnih zaustavitvenih
točk (angl. data breakpoints) [17], ki razvijalcu omogoča zaustavitev izvaja-
nja programa na določeni točki le v primeru, da je izpolnjen nek predhodno
definiran logični izraz.
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2.2.2 Beleženje (angl. Logging)
Ena najzgodneǰsih metod razhroščevanja je beleženje. To je proces, pri kate-
rem razvijalec v programsko kodo vrine stavke, ki nato bodisi izpǐsejo bodisi
shranijo stanje sistema. Ko je zaznano neustrezno izvajanje programa, lahko
programer (ali uporabnik) razǐsče izpise ali shranjene zapise in s tem ugotovi,
kje se pojavi napaka [5].
2.2.3 Predpostavke (angl. Assertions)
Predpostavke so formalne omejitve (anotacije ali pogojni stavki) izvajanja
določenega programa. Njihov glavni namen je določanje, kaj naj programska
oprema zagotavlja, ne pa tudi, kako naj to doseže. Z njimi razvijalci zausta-
vijo izvajanje programa, v kolikor stanje programa ne zadostuje pogojem v
tisti točki [5, 16, 18].
2.2.4 Profiliranje (angl. Profiling)
Analiza metrik med izvajanjem programa, npr. hitrost izvajanja, pretečen
čas, poraba računskih virov ipd., se imenuje profiliranje. Glavni namen tega
procesa je optimizacija programa, služi pa tudi kot orodje za zaznavanje
neobičajnega števila klicev določene funkcije/metode znotraj programa, pre-
poznavanja delov programa, ki privedejo do puščanja pomnilnika (angl. me-
mory leak) ali neoptimalnega izvajanja programa, in raziskovanje stranskih
učinkov zakasnjenega izračuna (angl. lazy evaluation) [5].
2.2.5 Sledenje (angl. Tracing)
Programska sled vsebuje naslove izvedenih ukazov in sklice podatkov, ki so
bili uporabljeni tekom izvajanja programa. Potrebno je ločiti sledenje od
profiliranja. Za razliko od sledenja profiliranje ne vsebuje sklicev podatkov
in naslovov ukazov, pač pa le meri frekvenco izvedenih ukazov [19].
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2.3 Napredne metode razhroščevanja
V tem podpoglavju bomo predstavili napredne in kompleksneǰse tehnike raz-
hroščevanja.
2.3.1 Rezinjenje (angl. Slicing)
Samodejna razgradnja programa z analizo pretoka podatkov in poteka iz-
vajanja se imenuje rezinjenje. Z rezinjenjem se program okrni do te mere,
da njegova okrnjena različica, imenovana rezina, zagotavlja enako obnašanje
kot prvotni program. Na ta način je moč izolirati del programa, ki privede
do hrošča. Izolacija posameznih programskih stavkov je v splošnem nerešljiv
problem, vendar pa rezinjenje zagotavlja dovolj dober približek, saj je pro-
gram pogosto mogoče skrčiti do hroščatih stavkov in njihove bližnje okolice
[20].
Ločimo statično in dinamično rezinjenje. Pri statičnem rezinjenju je vhod
programa neznan, zato rezina vsebuje vse izvedene stavke vseh možnih vho-
dov. Lyle in Weiser sta poskušala metodo izbolǰsati z določanjem množice
razlik med dvema rezinama [21], vendar ima tehnika določeno slabost: gene-
rira namreč množico, kjer se pojavljajo programski stavki, ki ne bi smeli biti
vključeni, saj zgolj s statično analizo ni mogoče vnaprej napovedati nekaterih
vrednosti, ki jih lahko pridobimo z izvajanjem programa [4]. S tem name-
nom je bilo razvito dinamično rezinjenje programa. Za razliko od statičnega
rezinjenja vsebuje rezina te metode le stavke, izvedene pri podanem vhodu
[22, 23].
2.3.2 Statistične metode
Statistične metode zaznajo hrošče na osnovi spreminjanja predikatov zno-
traj programa in računanja statistike uspešnosti testnih primerov programa
[5, 24]. Začetnika uporabe testnih primerov za lokalizacijo napak sta Collo-
fello in Cousins [25]. Harrold in sod. za lokalizacijo napak uporabljajo devet
značilk, med katerimi je v procesu razhroščevanja najbolj zastopan spekter
2.3. NAPREDNE METODE RAZHROŠČEVANJA 9
sledi izvajanja programa [24]. Pomembni statistični tehniki sta CBI [26] in
SOBER [27]. Obe uporabljata podatke o spektrih izvedbe predikatov pro-
grama, zato ju imenujemo statistični metodi na osnovi predikatov [5, 24].
Prva primerja pogojno verjetnost, da je program nepravilen, če je predikat
ovrednoten kot resničen, s pogojno verjetnostjo, da je program nepravilen, če
se predikat sploh ovrednoti. Na drugi strani SOBER uporabi verjetnost, da
je predikat ovrednoten kot resničen, kar avtorji imenujejo ocena pristransko-
sti (angl. evaluation bias) in jo uporabljajo kot programsko značilko. Metoda
prikazuje razlike teh značilk za različne predikate tako pri uspešnih kot ne-
uspešnih izvajanjih programa z namenom lociranja predikatov, ki privedejo
do hrošča.
2.3.3 Metode na osnovi programskega stanja (angl. Pro-
gram State-Based Techniques)
Stanje programa, tj. vrednosti spremenljivk v določeni točki njegovega iz-
vajanja, lahko izkoristimo za učinkovite metode za lokalizacijo napak. Med
metode, ki za lokalizacijo hroščev uporabljajo programsko stanje, uvrščamo
relativno razhroščevanje [28], ki deluje na podlagi primerjave stanja vho-
dnega programa v določeni točki izvajanja z referenčnim stanjem programa
v isti točki [5].
Zeller in Hildebrandt sta razvila metodo, imenovano delta debugging [29,
30], ki določi hrošče na podlagi primerjave spominskih grafov [31] uspelih in
neuspelih izvajanj programa [5]. Težava te metode je njena računska zah-
tevnost: zaradi potencialno velikega števila različnih stanj programa je nji-
hova medsebojna primerjava dolgotrajen proces, ki za iskanje možnih vzrokov
napak potrebuje veliko število testnih primerov, poleg tega pa zanesljivost
zaznanih področij, kjer naj bi prǐslo do napake, ni bila visoka.
Razširitev, ki je odpravila nizko stopnjo zanesljivosti preǰsnje metode, so
v svoji raziskavi predstavili Gupta in sod. [32]. Temelji na osnovi metode
delta debugging, vendar pa zaključku te faze sledi še dinamično rezinjenje.
Dodatno izbolǰsanje zanesljivosti in natančnosti napovedi so dosegli Su-
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mner in sod. s kombinacijo metode delta debugging in tehnik poravnave izva-
janja (angl. execution alignment techniques) [33, 34, 35]. Nizko učinkovitost
metode delta debugging in njeno nenatančnost pri lociranju določene vrste
napak so raziskovalci izbolǰsali z metodo primerjalna vzorčnost (angl. com-
parative causality) [36].
Zhang in sod. so predstavili metodo z menjavanjem predikatov (angl.
predicate switching) [37], pri kateri so stanja programa načrtno spremenjena
tako, da je programska sled v nepravilnih programih drugačna kot sled pra-
vilnih programov.
Metoda, ki so jo razvili Jeffrey in sod. [38, 39], vključuje izračun t. i.
Interesting Value Mapping Pairs, ki pokaže, kako bi lahko bile vrednosti,
uporabljene v določenih programskih stavkih, spremenjene z namenom, da
tudi sicer nepravilni testni primeri privedejo do pravilnega rezultata.
2.3.4 Tehnike na osnovi strojnega učenja
Strojno učenje se ukvarja z algoritmi, ki se izbolǰsujejo z uporabo množice
vzorčnih podatkov ali preteklih izkušenj [40]. Metode strojnega učenja so
prilagodljive, robustne in lahko privedejo do modelov, zgrajenih predvsem
na osnovi podatkov, brez množičnega posredovanja razvijalca. S tem se je
njihova uporaba razširila na mnogo področij, kot so npr. bioinformatika,
procesiranje naravnega jezika, kriptografija, računalnǐski vid, podatkovno
rudarjenje in številna druga [41].
Med najbolj priljubljene tehnike strojnega učenja sodijo nevronske mreže
[42], še zlasti nevronske mreže s postopkom vzvratnega popravljanja (angl.
back-propagation neural network, BPNN ), ki sta jih definirala Wong in Qi
[43]. Nevronske mreže tipa BPNN je zaradi svoje enostavne strukture raz-
meroma enostavno programsko implementirati, so se pa kljub temu izkazale
za zelo učinkovite pri aproksimaciji kompleksnih nelinearnih funkcij [44].
Ascari je s sod. razširil BPNN [45] za uporabo v objektno usmerjenih
programih.
Zaradi pomanjkljivosti metode BPNN je soavtor te metode Eric W. Wong
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s sodelavci predlagal nov pristop z radialnimi baznimi aktivacijskimi funk-
cijami (angl. Radial basis function network, RBFN) [46], ki imajo hitreǰsi
proces učenja in so manj občutljive na pomanjkljivosti BPNN.
V raziskavi [47] so avtorji za izgradnjo klasifikacijskih pravil uporabili al-
goritem C4.5, ki gradi odločitvena drevesa, ki testne primere klasificirajo v
različne razdelke. Osrednja ideja metode je, da so nepravilni testni primeri
znotraj istega razdelka posledica iste napake. Za rangiranje sumljivih pro-
gramskih stavkov se uporablja podobna hevristika kot pri Tarantuli, osnovni
metodi družine metričnih spektralnih metod, ki jih bomo povzeli v nasle-
dnjem podpoglavju.
2.3.5 Metode na osnovi izračuna metrik programskega
spektra
V okviru magistrskega dela smo razvili aplikacijo, ki deluje na osnovi pro-
gramskega spektra, zato bomo te metode na kratko opisali v tem podpo-
glavju, osnovno metodo Tarantula pa bomo podrobneje predstavili v poglavju
3.
Programski spekter obsega podatke, zajete tekom izvajanja programa, kot
so npr. podatki o izvajanju vejitev, intraproceduralnih in nezančnih poti, pa
tudi podatki o celotni sledi programa ter soodvisnosti uporabljenih podatkov
in njihovih izhodov [48].
Raziskovalci so ugotovili, da je analiza programskega spektra uporabna
metoda za lokalizacijo napak. Pri tem je ključnega pomena pokritost pro-
gramske kode (angl. Code coverage) ali spekter izvedenih programskih stav-
kov (angl. Executable Statement Hit Spectrum, ESHS ), ki vsebuje podatke o
izvedenih programskih stavkih vhodnega programa v okviru izvedbe množice
testnih primerov ali modularnih preskusov (angl. unit tests, MP).
Na osnovi teh podatkov je z izračunom sumljivosti programskih stavkov
(tj. verjetnosti, da določen programski stavek privede do napake) in njiho-
vim rangiranjem moč zožati nabor potencialnih odsekov programske kode, v
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katerih bi lahko prǐslo do hrošča [49]. Predpogoj za izračun sumljivosti je
prisotnost testnih primerov, ki jih program uspešno izvede, in testnih prime-
rov, ki jih program neuspešno izvede. Za izračun sumljivosti obstaja mnogo
različnih metrik, opisanih v poglavju 3, osnovna metoda pa je Tarantula.
Spektralne metode se osredotočajo na dele izvorne kode, ki so izvedeni
v okviru neuspešnih testnih primerov in niso izvedeni v nobenem testnem
primeru z uspešnim izidom, ignorirajo pa odseke programske kode, ki so
izvedeni pri uspešnih, ne pa tudi pri neuspešnih testnih primerih.
Ena izmed bolj značilnih predstavnic te družine metod je metoda naj-
blǐzjega soseda (angl. nearest neighbor) [50]. Ta vzroke za neuspešno izvaja-
nje podanega programa ǐsče v razliki med neuspešnim testnim primerom A
in uspešnim primerom B, ki se od A najmanj razlikuje [4].
Poleg metod, ki za lokalizacijo napak uporabljajo ESHS, obstajajo tudi
druge spektralne metode [4]:
1. Spekter števila predikatov, PRCS (angl. Predicate Count Spectrum):
metoda, ki z analizo izvedenih predikatov spremlja vedenje tistih delov
izvorne kode, ki najverjetneje privedejo do hrošča.
Avtorji članka [4] PRCS enačijo s statističnimi metodami (2.3.2) naše
kategorizacije, vendar jih kljub temu uvrščajo med spektralne tehnike.
2. Spekter programskih invariant, PIHS (angl. Program Invariants Hit
Spectrum): programske lastnosti in pravila, ki se morajo tekom iz-
vajanja programa ohranjati, so programske invariante. Spekter PIHS
podaja pokritost teh invariant. Metode na osnovi PIHS poskušajo loka-
lizirati napake z iskanjem kršitev invariant v okviru neuspešnega izva-
janja programa [51]. Glavna težava teh metod je vzpostavitev začetnih
programskih invariant, ki naj bi jih metode na osnovi PIHS analizirale.
3. Spekter zaporedja klicanih metod posameznega izvajanja programa,
MCSHS (angl. Method Calls Sequence Hit Spectrum). Ta družina me-
tod najbolj optimalno deluje pri objektno usmerjenem programiranju.
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Obsežno raziskavo je opravil Dallmeier s sod. [52] in razvil sistem,
ki zbira podatke podanega vhodnega javanskega programa tekom nje-
govega izvajanja. Na osnovi dobljenih podatkov nato opravi analizo
zaporedja implementacij in klicev metod.
Nekoliko napredneǰso metodo so razvili Liu in sod. [53]. Poleg imple-
mentacij in klicev metod analizirajo tudi njihova medsebojna razmerja
in tako zgradijo grafe vedenja vhodnega programa. V okviru raziskave
so razvili ogrodje za rudarjenje zaprtih pogostih grafov (angl. closed fre-
quent graphs, CFG) [54] na osnovi grafov vedenja vhodnega programa.
Dobljene grafe CFG so uporabili kot učno množico klasifikatorja za
napovedovanje sumljivih delov izvorne kode.
Težava metod na osnovi MCSHS je, da se program uspešno izvede kljub
temu, da se ob tem izvede tudi hroščati del kode.
4. Časovni spekter vsebuje podatke o časih izvajanja vsake metode, iz-
vedene v okviru posameznega zagona programa. Iz časovnih spektrov,
zbranih tekom uspešnih izvajanj programa, se zgradi modele, s kate-
rimi se primerja časovne spektre neuspešnih izvajanj. Odkloni in razlike
med modeli so rangirani kot potencialni vzroki za hrošče.
Wong in sod. [4] navajajo še nekatere druge vrste spektrov, ki jih prika-
zuje tabela 2.1.
Ime Kratica Opis
Spekter vejitev BHS (angl. Branch Hit
Spectrum)
izvedene pogojne vejitve
Spekter polne
poti
CPS (angl. Complete Path
Spectrum)
polna izvedena pot
Spekter poti PHS (angl. Path Hit Spec-
trum)
intraproceduralna brez-
zančna izvedena pot
Spekter števila
poti
PCS (angl. Path Count
Spectrum)
število intraproceduralnih
brezzančnih izvedenih poti
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Spekter podat-
kovnih odvisno-
sti
DHS (angl. Data-
dependence Hit Spectrum)
izvedeni pari definicija-
uporaba
Spekter števila
podatkovnih
odvisnosti
DCS (angl. Data-
dependence Count Spec-
trum)
število izvedenih parov
definicija-uporaba
Spekter izhoda OPS (angl. Output Spec-
trum)
proizvedeni izhod
Spekter izved-
bene sledi
ETS (angl. Execution Trace
Spectrum)
proizvedena sled izvedbe
Tabela 2.1: Nekatere druge vrste spektrov.
V literaturi se pojavljajo tudi druge tehnike, kot npr. tehnike podatkov-
nega rudarjenja, tehnike na osnovi modelov in druge [4, 5, 55, 56]. Nekateri
avtorji uporabljajo nekoliko drugačne klasifikacije metod za lokalizacijo na-
pak [16, 24], mi pa smo se držali tiste, ki so jo vzpostavili Wong in sodelavci
[4, 5].
Poglavje 3 vsebuje podroben opis osrednje metode Tarantula in postopek
implementacije metode v programu, razvitem v okviru magistrskega dela.
Poglavje 3
Metode
V tem poglavju bomo opisali potek razvoja aplikacije FaultLocalization, izde-
lane v okviru tega magistrskega dela. Podpoglavje 3.1 vsebuje podroben opis
delovanja osrednje metrične spektralne metode — Tarantula. V podpoglavju
3.2 se nahaja opis razvitega repozitorija pravilnih programov in njihovih po-
kvarjenih različic. Nadaljujemo s pregledom formul vseh uporabljenih metrik
v podpoglavju 3.3, zaključimo pa s podpoglavjem 3.4, v katerem smo opisali
celoten postopek razvoja programa.
3.1 Tarantula
To podpoglavje vsebuje opis osrednje metode na osnovi izračuna metrik pro-
gramskega spektra — Tarantule. Najprej razložimo notacijo, uporabljeno v
izračunih metrike, nato pa še njeno delovanje.
Notacija
Za enostavneǰsi način predstavitve posameznih podatkov v formulah izračuna
sumljivosti posameznih programskih stavkov se uporabljajo kratice, predsta-
vljenje v tabeli 3.1. Rekli bomo, da testni primer T pokriva stavek S pro-
grama P , če se stavek S izvede, ko program P poženemo na testnem primeru
T .
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P vhodni program
NCF število neuspešnih testnih primerov, ki pokrivajo
programski stavek
NUF število neuspešnih testnih primerov, ki ne pokri-
vajo programskega stavka
NCS število uspešnih testnih primerov, ki pokrivajo
programski stavek
NUS število uspešnih testnih primerov, ki ne pokrivajo
programskega stavka
NC skupno število testnih primerov, ki pokrivajo pro-
gramski stavek
NU skupno število testnih primerov, ki ne pokrivajo
programskega stavka
NS skupno število uspešnih testnih primerov
NF skupno število neuspešnih testnih primerov
ti i-ti testni primer
Tabela 3.1: Kratice, ki se uporabljajo v formulah izračuna sumljivosti po-
sameznih programskih stavkov.
Delovanje
Tarantula je metoda, ki za svoje delovanje uporablja rezultate orodij za testi-
ranje programske kode. Rezultati zajemajo podatke o uspehu ali neuspehu
izvajanja posameznega testnega primera in entitetah, ki so bile ob tem izve-
dene, kot so npr. programski stavki, vejitve, metode ipd. [57, 8].
Glavna predpostavka, na kateri temelji Tarantula, trdi, da je verjetnost
vsebnosti hrošča v entitetah, ki so izvedene ob neuspešnih testnih prime-
rih, večja kot verjetnost vsebnosti hrošča v entitetah, večinsko izvedenih
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v uspešnih testnih primerih. Tarantula za razliko od nekaterih tehnik, ki
prav tako delujejo na osnovi analize pokritosti programske kode, upošteva
možnost, da se hrošč pojavi tudi v uspešno izvedenih primerih. [7, 8].
Verjetnost V , da programski stavek t predstavlja hrošča, je izračunana s
formulo 3.1: [58] 1.
V (t) =
NCF
NF
NCF
NF
+ NCS
NS
(3.1)
Prednost te metode je ta, da za odkrivanje prve napake preǐsče manj
programske kode kot nekatere druge tehnike [5], njena slabost pa je nizka
natančnost ob prisotnosti več napak, saj zaradi osnovne predpostavke pred-
videva, da neuspeli testni primeri pokrijejo iste sklope hroščatih stavkov pro-
grama, kar se redko zgodi v primeru prisotnosti več napak [47].
3.2 Repozitorij testnih programov
Osnovne testne programe smo pridobili iz domačih nalog študentov pred-
meta Programiranje 1 Fakultete za računalnǐstvo in informatiko Univerze v
Ljubljani.
Začetni repozitorij je vseboval 6 enostavnih pravilnih testnih programov,
vsak od njih pa določeno število njihovih pokvarjenih različic (v oklepaju):
1. Fakulteta (8),
2. Jaka in Darko (20),
3. Knjiga (30),
4. Kvadrati A (6),
5. Kvadrati B (6) in
1Pojem verjetnost v tem primeru ne označuje pomena besede verjetnost v mate-
matičnem smislu, pač pa število, ki nam pove, kako verjeten je dogodek, ne da bi se
mu bilo pri tem treba držati pravil, ki veljajo za verjetnost v matematičnem pomenu
besede.
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6. Ploščice (24).
Tako smo imeli na začetku skupno 100 programov, od tega 6 pravilnih
in 94 pokvarjenih. Vsi pokvarjeni programi so vsebovali po eno napako.
Množico pravilnih programov smo poimenovali B, kjer {b1, ..., bN} ∈ B,
množico defektov (pokvarjenih programov) pa D1, pri čemer {d1, ..., dM} ∈
D1. Vsaka pokvarjena različica je vsebovala 1 napako, kot npr. zamenjana
logična operatorja && (in) in || (ali), napačen ustavitveni pogoj for-
zanke, sprememba vrednosti napačne spremenljivke, napačen vrstni red para-
metrov klica metode, napačno uporabljena spremenljivka pri vejitvi, napačna
aritmetična operacija pri spreminjanju vrednosti spremenljivke in druge.
Tekom poganjanja jedra FL nad pokvarjenimi različicami programov se
je izkazalo, da prav vse implementirane tehnike natančno napovedo vrstico,
kjer se pojavi napaka, zato smo razvili program, ki samodejno generira nove
pokvarjene datoteke s kombiniranjem enojnih napak.
Z njim smo generirali vse možne kombinacije d ∈ D1 in dobili množico
dij ∈ D2, pri čemer i 6= j. Kljub kombinaciji dveh napak še vedno ni bilo moč
določiti ključnih razlik med uporabljenimi metričnimi tehnikami. Posledično
smo generator kombinacij napak razširili na kombiniranje treh napak in dobili
množico D3 in rezultate, opisane v poglavju 4.
Z generiranjem dvojnih in trojnih napak smo dobili končni repozitorij
testnih programov. Število generiranih programov je prikazano v tabeli 3.2.
Število napak v programu Število programov
0 6
1 100
2 959
3 7320
Skupaj 8385
Tabela 3.2: Število testnih programov repozitorija.
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V naslednjem podpoglavju bomo predstavili primer vhodnega programa
— JakaInDarko.
3.2.1 Program JakaInDarko
Naloga
Vaje pri predmetu Prepariranje 1 se izvajajo v predavalnici z m vrstami,
označenimi s številkami od 0 do m− 1, in n stolpci, označenimi s številkami
od 0 do n − 1. Pri vajah že mnogo let asistirata asistenta Jaka in Darko.
Na začetku ure se Jaka postavi ob sedež na koordinatah (0, 0) (vrsta 0,
stolpec 0), Darko pa ob sedež na koordinatah (m − 1, n − 1). Ko kdo od
študentov zaprosi za pomoč, k njemu takoj priskaklja asistent, ki mu je po
manhattanski razdalji bližje.2 Če sta Jaka in Darko enako oddaljena od
pomoči potrebnega študenta, se ravnata po sledečem pravilu: prvič se v taki
situaciji odzove Jaka, naslednjič Darko, potem spet Jaka, nato spet Darko
itd. Asistent ostane pri študentu, dokler ne prihiti k naslednjemu.
Napǐsite program, ki prebere števila m, n in p ter zaporedje p položajev
študentov, ki prosijo za pomoč, nato pa izpǐse skupno manhattansko pot
(vsoto manhattanskih razdalj), ki jo prepotuje vsak asistent posebej.
Vhod
V prvi vrstici vhoda sta zapisani celi števili m ∈ [1, 105] in n in[1, 105],
ločeni s presledkom, v drugi pa celo število p ∈ [1, 103]. V naslednjih p vr-
sticah so v kronološkem vrstnem redu zapisani položaji študentov, ki prosijo
za pomoč. Vsak položaj je predstavljen s celima številoma v ∈ [0,m− 1] in
s ∈ [0, n − 1], ločenima s presledkom, ki podajata številko vrste in stolpca
prosilca. V testnih primerih J1–J8 in S1–S40 se nikoli ne zgodi, da bi bila
Jaka in Darko od pomoči potrebnega študenta enako oddaljena. V testnih
primerih J1–J4 in S1–S20 velja p = 1, kar pomeni, da roko dvigne en sam
študent.
2Manhattanska razdalja med točkama na koordinatah (v1, s1) in (v2, s2) znaša
|v1 − v2|+ |s1 − s2|.
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Izhod
Izpǐsite dve vrstici. V prvi vrstici izpǐsite skupno manhattansko pot, ki jo
je prepotoval Jaka, v drugi pa skupno manhattansko pot, ki jo je prepotoval
Darko.
Testni primer 9
Vhod:
7 6
8
6 4
4 0
6 1
4 5
5 3
0 3
3 2
1 2
Izhod:
11
14
Sledeča tabela prikazuje, kako se Jaka in Darko v gornjem primeru spre-
hajata po učilnici. Z zvezdico so označeni primeri, ko sta Jaka in Darko
enako oddaljena od študenta, ki kliče na pomoč.
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Študent Odziv Jaka Darko
(0, 0) (6, 5)
(6, 4) Darko (0, 0) (6, 4)
(4, 0) Jaka (4, 0) (6, 4)
(6, 1) Jaka∗ (6, 1) (6, 4)
(4, 5) Darko (6, 1) (4, 5)
(5, 3) Darko∗ (6, 1) (5, 3)
(0, 3) Darko (6, 1) (0, 3)
(3, 2) Jaka∗ (3, 2) (0, 3)
(1, 2) Darko∗ (3, 2) (1, 2)
Jaka torej opravi pot (0, 0) → (4, 0) → (6, 1) → (3, 2) s skupno man-
hattansko razdaljo 11, Darko pa pot (6, 5)→ (6, 4)→ (4, 5)→ (5, 3)→ (0,
3) → (1, 2) s skupno manhattansko razdaljo 14.
Naslednji razdelki vsebujejo pravilno rešitev programa JakaInDarko, na-
pačno različico JakaInDarko0317 in datoteko s testnimi primeri pokvarjene
različice — JakaInDarko0317Test.
Izvoren in pravilen program JakaInDarko.
1
2 import java.util.Scanner;
3
4 public class JakaInDarko {
5
6 public static void main(String[] args) {
7 Scanner sc = new Scanner(System.in);
8 int stVrst = sc.nextInt();
9 int stStolpcev = sc.nextInt();
10 int stProsenj = sc.nextInt();
11
12 int vrJaka = 0;
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13 int stJaka = 0;
14 int vrDarko = stVrst - 1;
15 int stDarko = stStolpcev - 1;
16
17 int potJaka = 0;
18 int potDarko = 0;
19 boolean jakaNaVrsti = true;
20
21 for (int p = 1; p <= stProsenj; p++) {
22 int vrStudent = sc.nextInt();
23 int stStudent = sc.nextInt();
24 int dJaka = razdalja(vrJaka, stJaka, vrStudent, stStudent);
25 int dDarko = razdalja(vrDarko,stDarko,vrStudent,stStudent);
26
27 if (dJaka < dDarko || dJaka == dDarko && jakaNaVrsti) {
28 vrJaka = vrStudent;
29 stJaka = stStudent;
30 potJaka += dJaka;
31
32 } else {
33 vrDarko = vrStudent;
34 stDarko = stStudent;
35 potDarko += dDarko;
36 }
37
38 if (dJaka == dDarko) {
39 jakaNaVrsti = !jakaNaVrsti;
40 }
41 }
42
43 System.out.println(potJaka);
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44 System.out.println(potDarko);
45 }
46
47 private static int razdalja(int v1, int s1, int v2, int s2) {
48 return (Math.abs(v1 - v2) + Math.abs(s1 - s2));
49 }
50 }
Nepravilna različica programa JakaInDarko (JakaInDarko0317).
1
2 import java.util.Scanner;
3
4 public class JakaInDarko0317 {
5
6 public static void main(String[] args) {
7 Scanner sc = new Scanner(System.in);
8 int stVrst = sc.nextInt();
9 int stStolpcev = sc.nextInt();
10 int stProsenj = sc.nextInt();
11
12 int vrJaka = 0;
13 int stJaka = -1; // 1. hrošč
14 int vrDarko = stVrst - 1;
15 int stDarko = stStolpcev - 1;
16
17 int potJaka = 0;
18 int potDarko = 0;
19 boolean jakaNaVrsti = true;
20
21 for (int p = 1; p <= stProsenj; p++) {
22 int vrStudent = sc.nextInt();
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23 int stStudent = sc.nextInt();
24 int dJaka = razdalja(vrJaka, stJaka, vrStudent, stStudent);
25 int dDarko = razdalja(vrDarko,stDarko,vrStudent,stStudent);
26
27 if (dJaka < dDarko || dJaka == dDarko && jakaNaVrsti) {
28 vrJaka = vrStudent;
29 stJaka = stDarko; // 2. hrošč
30 potJaka -= dJaka; // 3. hrošč
31
32 } else {
33 vrDarko = vrStudent;
34 stDarko = stStudent;
35 potDarko += dDarko;
36 }
37
38 if (dJaka == dDarko) {
39 jakaNaVrsti = !jakaNaVrsti;
40 }
41 }
42
43 System.out.println(potJaka);
44 System.out.println(potDarko);
45 }
46
47 private static int razdalja(int v1, int s1, int v2, int s2) {
48 return (Math.abs(v1 - v2) + Math.abs(s1 - s2));
49 }
50 }
Program s testnimi primeri programa JakaInDarko0317
(JakaInDarko0317Test).
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1 import java.io.ByteArrayInputStream;
2 import java.io.ByteArrayOutputStream;
3 import java.io.FileInputStream;
4 import java.io.InputStream;
5 import java.io.PrintStream;
6 import org.junit.After;
7 import org.junit.Before;
8 import org.junit.Test;
9 import static org.junit.Assert.*;
10 import org.apache.commons.io.IOUtils;
11
12 public class JakaInDarko0317Test {
13
14 private final InputStream systemIn = System.in;
15 private final PrintStream systemOut = System.out;
16 private ByteArrayInputStream testIn;
17 private ByteArrayOutputStream testOut;
18
19 @Before
20 public void setUpOutput() {
21 testOut = new ByteArrayOutputStream();
22 System.setOut(new PrintStream(testOut));
23 }
24
25 @After
26 public void restoreSystemInputOutput() {
27 System.setIn(systemIn);
28 System.setOut(systemOut);
29 }
30
31 private String getOutput() {
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32 return testOut.toString();
33 }
34
35 private void provideInput(String data) {
36 testIn = new ByteArrayInputStream(data.getBytes());
37 System.setIn(testIn);
38 }
39 @Test
40 public void test0() {
41 try {
42 FileInputStream fis = new FileInputStream("vhod01.txt");
43 provideInput(IOUtils.toString(fis, "UTF-8"));
44 JakaInDarko0317.main(null);
45 assertEquals("13\n0\n", getOutput());
46 }
47 catch(Exception e) {
48 assertTrue(false);
49 }
50 }
51 ...
52 @Test
53 public void test28() {
54 try {
55 FileInputStream fis = new FileInputStream("vhod19.txt");
56 provideInput(IOUtils.toString(fis, "UTF-8"));
57 JakaInDarko0317.main(null);
58 assertEquals("25568\n0\n", getOutput());
59 }
60 catch(Exception e) {
61 assertTrue(false);
62 }
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63 }
64 ...
65 @Test
66 public void test59() {
67 try {
68 FileInputStream fis = new FileInputStream("vhod50.txt");
69 provideInput(IOUtils.toString(fis, "UTF-8"));
70 JakaInDarko0317.main(null);
71 assertEquals("69842\n101123\n", getOutput());
72 }
73 catch(Exception e) {
74 assertTrue(false);
75 }
76 }
77 }
Vsebina datoteke vhod19.txt.
53207 24350
1
23927 1641
Vsebina datoteke izhod19.txt.
25568
0
3.3 Uporabljene metrike
Tabela 3.3 prikazuje 50 metričnih spektralnih metod, ki smo jih v okviru ma-
gistrskega dela implementirali in medsebojno primerjali. Omenjene metode
delujejo na enak način, razlikujejo se le po formulah za izračun sumljivosti
posameznih programskih stavkov.
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Uporabljene metrike so bile zbrane iz več različnih virov ([5, 16, 59, 55,
60]).
Rangirna metrika Formula
1 Tarantula
NCF
NF
NCF
NF
+
NCS
NS
2 Braun-Banquet NCF
max(NCF+NCS ,NCF+NUF
3 Dennis (NCF ∗NUS)−(NCS∗NUF )√
n∗(NCF+NCS)∗(NCF+NUF )
4 Mountford NCF
0.5∗((NCF ∗NCS)+(NCF ∗NUF )+(NCS∗NUF )
5 Fossum n∗(NCF−0.5)
2
(NCF+NCS)∗(NCF+NUF )
6 Pearson n∗((NCF ∗NUS)−(NCS∗NUF )
2
NC∗NU∗NS∗NF
7 Gower NCF+NUS√
NF ∗NC∗NU∗NS
8 Michael 4∗((NCF ∗NUS)−(NCS∗NUF ))
(NCF+NUS)2+(NCS+NUF )2
9 Pierce NCF ∗NUF )+(NUF ∗NCS)
(NCF ∗NUF )+(2∗(NUF ∗NUS))+(NCS∗NUS
10 Baroni-Urbani & Buser
√
(NCF ∗NUS)+NCF√
(NCF ∗NUS)+NCF+NCS+NUF
11 Tarwid (n∗NCF )−(NF ∗NC)
(n∗NCF+(NF ∗NC)
12 Ample | NCF
NCF+NUF
− NCS
NCS+NUS
|
13 Geometrijski modus NCF ∗NUS−NUF ∗NCS√
(NCF+NCS)∗(NCF+NUF )∗(NCS+NUS)∗(NUF+NUS)
14 Aritmetični modus 2∗(NCF ∗NUS−NUF ∗NCS)
(NCF+NCS)∗(NUS+NUF )+(NCF+NUF )∗(NCS+NUS)
15 Harmonični modus (NCF ∗NUS−NUF ∗NCS)∗((NCF+NCS)∗(NUS+NUF )+(NCF+NUF )∗(NCS+NUS))
(NCF+NCS)∗(NUS+NUF )∗(NCF+NUF )∗(NCS+NUS)
16 Fleiss 4∗(NCF ∗NUS−NUF ∗NCS)−(NUF−NCS)
2
(2∗NCF+NUF+NCS)+(2∗NUS+NUF+NCS)
17 Zoltar NCF
NCF+NUF+NCS+
10000∗NUF ∗NCS
NCF
18 Rogot1 1
2
∗ ( NCF
2∗NCF+NUF+NCS
+ NUS
2∗NUS+NUF+NCS
)
19 Rogot2 1
4
∗ ( NCF
NCF+NCS
+ NCF
NCF+NUF
+ NUS
NUS+NCS
+ NUS
NUS+NUF
)
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20 Simple Matching NCF+NUS
NCF+NCS+NUS+NUF
21 Rogers & Tanimoto NCF+NUS
NCF+NUS+2∗(NUF+NCS
22 Hamming NCF +NUS
23 Hamman NCF+NUS−NUF−NCS
NCF+NUF+NCS+NUS
24 Sokal 2∗(NCF+NUS)
2∗(NCF+NUS)+NUF+NCS
25 Scott 4∗(NCF ∗NUS−NUF ∗NCS)−(NUF−NCS)
2
(2∗NCF+NUF+NCS)∗(2∗NUS+NUF+NCS)
26 Cohen 2∗(NCF ∗NUS−NUF ∗NCS)
(NCF+NCS)∗(NUS+NCS)+(NCF+NUF )∗(NUF+NUS)
27 Kulczynski1 NCF
NUF+NCS
28 Kulczynski2 1
2
∗ ( NCF
NCF+NUF
+ NCF
NCF+NCS
)
29 Dice 2∗NCF
NCF+NUF+NCS
30 Goodman 2∗NCF−NUF−NCS
2∗NCF+NUF+NCS
31 Jaccard NCF
NCF+NUF+NCS
32 Sorensen-Dice 2∗NCF
2∗NCF+NUF+NCS
33 Ochiai NCF√
NF ∗(NCF+NCS)
34 Ochiai2 NCF ∗NUS√
(NCF+NCS)∗(NUS+NUF )∗(NCF+NUF )∗(NCS+NUS)
35 Op NCF − NCSNCS+NUS+1
36 Op2 NCF − NCSNS+1
37 Barinel 1− NCS
NCS+NCF
38 Anderberg NCF
NCF+2∗(NUF+NCS)
39 DStar (D*)
N∗CF
NUF+NCS
, kjer je bila uporabljena vrednost * = 2 ([61])
40 O
−1, če NUF > 0NUS, sicer
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41 McCon
N2CF−NUF ∗NCS
(NCF ∗NUF )∗(NCF+NCS)
42 Minus
NCF
NCF+NUF
NCF
NCF+NUF
+
NCS
NCS+NUS
−
1− NCF
NCF+NUF
2− NCF
NCF+NUF
− NCS
NCS+NUS
43 M1 NCF+NUS
NUF+NCS
44 M2 NCF
NCF+NUS+2∗NUF+2∗NCS
45 Evklid
√
NCF +NUS
46 Overlap NCF
min(NCF ,NUF ,NCS)
47 Wong1 NCF
48 Wong2 NCF −NCS
49 Wong3 NCF −

NCS, če NCS < 2
2 + 0.1 ∗ (NCS − 2), če 2 ≤ NCS ≤ 10
2.8 + 0.001 ∗ (NCS − 10), če NCS > 10
50 Russell & Rao NCF
NCF+NUF+NCS+NUS
Tabela 3.3: Formule za izračun sumljivosti posameznih programskih stav-
kov.
3.4 Razvoj programa
V tem podpoglavju bomo podrobno razložili potek aplikacije FaultLocaliza-
tion, razvite v tem magistrskem delu. Razvoj je potekal na operacijskem
sistemu Mac OS X, v programskih jezikih Bash in C# ter razvojnih okoljih
Visual Studio for Mac in Visual Studio Code.
Jedro aplikacije je sestavljeno iz sedmih faz, opisanih v podpoglavjih 3.4.1
- 3.4.6.
Za ponazoritev celotnega poteka aplikacije bomo vzporedno z opisom faz
prikazovali analizo praktičnega primera — vhodnega programa JakaInDarko,
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predstavljenega v podpoglavju 3.2.1.
3.4.1 Faza 1: validacija vhoda in parametrov
Začetna faza vključuje validacijo vhodnega argumenta — metrike. Ta mora
vsebovati vrednost iz predhodno definirane zaloge vrednosti vseh implemen-
tiranih metrik, naštetih v podpoglavju 3.3.
Veljavna vrednost parametra metric v aplikaciji FaultLocalization je tudi
All. V tem primeru se izračuna sumljivost programskih stavkov z vsemi
implementiranimi metrikami.
Poleg vhodnega argumenta metrika se preveri tudi obstoj datotek, po-
trebnih za procesiranje posameznega vhodnega programa. Te datoteke so:
javanska datoteka z imenom glavnega razreda (P ), njegove pravilno delujoče
različice (B) in pripadajoče datoteke z modularnimi preskusi (T ).
V kolikor je validacija uspešna, se izvede naslednja faza, sicer pa se sproži
izjema.
Opis na primeru
$ ./Main.exe -1
Aplikacijo FaultLocalization zaženemo z vhodnim parametrom Metric =
All. Izbor vrednosti All povzroči računanje sumljivosti programskih stavkov
z vsemi implementiranimi metrikami.
Sledi primer nabora datotek, potrebnih za zagon programa:
• JakaInDarko.java: izvoren in pravilen program (B),
• JakaInDarko0317.java pokvarjena različica izvornega programa (P )
in
• JakaInDarko0317Test.java: datoteka s testnimi primeri programa
JakaInDarko0317 (T ).
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3.4.2 Faza 2: razdeljevanje datoteke s testnimi primeri
(T)
V okviru te faze se izvede razdeljevanje datoteke T.
Parametri, našteti v tabeli 3.1, so glavni vir podatkov, iz katerega sledijo
izračuni vseh metričnih spektralnih metod. Za njihovo pridobitev je po-
trebno analizirati izvorno kodo podanega programa in njegovih modularnih
preskusov (angl. unit tests). Orodja, ki omogočajo tako analizo, kot izhod
vračajo poročila o pokritosti programske kode s podanimi modularnimi pre-
skusi. Glavna težava teh orodij je, da poročilo ne vsebuje podatka o izvedenih
vrsticah pri posameznem modularnem preskusu, pač pa agregiran podatek o
izvedenih vrsticah pri vseh modularnih preskusih. Na ta način je nemogoče
pridobiti parametre, potrebne za izračun metrik.
Težavo smo rešili z razdelitvijo datoteke T .
Naj N označuje število vseh testnih primerov (MP) datoteke T . Z razdeli-
tvijo smo iz ene datoteke N testnih primerov programa (javanskega razreda)
P generirali N datotek (za vsak MP svojo datoteko) in dobili množico da-
totek T (P ) = {T1(P ), T2(P ), ..., TN(P )}. Vsaka dobljena datoteka je tako
vsebovala ogrodje datoteke T z enim testnim primerom.
Opis na primeru
Izvorna datoteka JakaInDarko0317Test.java (T ) vsebuje 60 testnih prime-
rov. Iz nje smo z razdeljevanjem generirali 60 datotek (T (P )) z enim testnim
primerom.
3.4.3 Faza 3: Bash skripta in JaCoCo
Datoteke, generirane v preǰsnjem koraku, smo vodili v bash skripto
script.sh, ki je za vsako izmed teh datotek (Ti) izvedla naslednje zaporedje
korakov:
1. Prevajanje vhodnega programa P in izvoz izhodne .class datoteke.
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2. Prevajanje Ti in izvoz izhodne .class datoteke.
Za prevajanje in izvajanje modularnih preskusov smo uporabili knjižnici
JUnit 4.13 ter Hamcrest 2.2. Pričakovani rezultati izhodov vhodnih
programov so bili shranjeni v ločenih datotekah, s knjižnico Commons
IO 2.6 pa smo jih avtomatsko vpeljali v izvorno kodo modularnih pre-
skusov.
3. Generiranje poročila (binarna datoteka report.exec) o pokritosti pro-
gramske kode vhodnega programa P z uporabo javanske odprtokodne
knjižnice za analizo izvorne kode podanega programa in njegovih mo-
dularnih preskusov — JaCoCo [62].
4. Pretvorba binarne datoteke report.exec v format HTML za razčle-
njevanje in pridobivanje podatkov o izvedenih programskih stavkih ter
generiranje enostavnega grafičnega uporabnǐskega vmesnika za prikaz
rezultatov poročila, ki pa ga v okviru magistrskega dela nismo potre-
bovali.
Skripta ob zaključku obdelave vsake datoteke Ti odda sporočilo, ki ga
ujame glavni program. Ta razčleni generirano datoteko HTML in dopolni
seznam rezultatov, kjer vsak rezultat vsebuje podatke o imenu obdelanega
programa, izvedenih in neizvedenih programskih stavkih ter rezultatu modu-
larnega preskusa.
V kolikor vsi modularni preskusi programa Ti vrnejo neuspešen rezultat,
se ime obdelanega programa zapǐse v ločeno datoteko, namenjeno optimi-
zaciji. Proces obdelovanja celotnega repozitorija se na ta način pohitri, saj
aplikacija pri ponovnem zagonu ne prevaja in izvaja modularnih preskusov
tistih programov, kjer zaradi negativnega rezultata ni moč napovedati su-
mljivih programskih stavkov.
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Opis na primeru
$ ./script.sh
Skripta z uporabo knjižnic JUnit 4.13, Hamcrest 2.2 in Commons IO
2.6 prevede programa JakaInDarko0317 (P ) in JakaInDarko0317Test (T )
ter zažene modularni preskus vsake generirane datoteke Ti. Nato z uporabo
izvoženih datotek .class programov P in T za vsako datoteko Ti s knjižnico
JaCoCo generiramo binarno datoteko report.exec — poročilo o pokritosti
izvorne kode Ti. Na koncu dobljeno poročilo s knjižnico JaCoCo pretvorimo
v format HTML. Sledi le še oddaja sporočila o zaključeni obdelavi datotek P
in Ti, kar je znak glavnemu programu, naj razčleni datoteko HTML in shrani
rezultate.
3.4.4 Faza 4: datoteke HRF
Ta korak vsak rezultat, dobljen v okviru pretekle faze, pretvori v datoteko
HRF.
Datoteka HRF
Datoteka, ki vsebuje razultate modularnih preskusov vhodnega programa
P za vsako datoteko Ti, se imenuje datoteka HRF (Human-Readable file
Format). Gre za različico datotečnega formata CSV [63], vendar s to razliko,
da je ločilo presledek namesto vejice. Vsaka vrstica datoteke HRF vsebuje
naslednje podatke:
• pot do datoteke HTML,
• rezultat modularnega preskusa X in
• številke izvedenih vrstic programske kode v okviru MP X, pri čemer
končnica B označuje vejitev.
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Opis na primeru
Naslednji izsek prikazuje vsebino datoteke HRF za program JakaInDarko0317.
1 ./temp/0.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
2 ./temp/1.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
3 ./temp/10.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
4 ./temp/11.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
5 ./temp/12.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
6 ./temp/13.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
7 ./temp/14.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
8 ./temp/15.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
9 ./temp/16.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
10 ./temp/17.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
11 ./temp/18.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
12 ./temp/19.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 39 B 43 44 45 48
13 ./temp/2.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
14 ./temp/20.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 39 B 43 44 45 48
15 ./temp/21.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
16 ./temp/22.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
17 ./temp/23.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
18 ./temp/24.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
19 ./temp/25.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
20 ./temp/26.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
21 ./temp/27.html Pass 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 33 34 35 38 B 43 44 45 48
22 ./temp/28.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
23 ./temp/29.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
24 ./temp/3.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
25 ./temp/30.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
26 ./temp/31.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
27 ./temp/32.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
28 ./temp/33.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
29 ./temp/34.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
30 ./temp/35.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
31 ./temp/36.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
32 ./temp/37.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
33 ./temp/38.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
34 ./temp/39.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
35 ./temp/4.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
36 ./temp/40.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 38 B 43 44 45 48
37 ./temp/41.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
38 ./temp/42.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
39 ./temp/43.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
40 ./temp/44.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
41 ./temp/45.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
42 ./temp/46.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
43 ./temp/47.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
44 ./temp/48.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
45 ./temp/49.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
46 ./temp/5.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
47 ./temp/50.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
48 ./temp/51.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
49 ./temp/52.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
50 ./temp/53.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 39 B 43 44 45 48
51 ./temp/54.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
52 ./temp/55.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
53 ./temp/56.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
54 ./temp/57.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
55 ./temp/58.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
56 ./temp/59.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
57 ./temp/6.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
58 ./temp/7.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30 33 34 35 38 B 43 44 45 48
59 ./temp/8.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
60 ./temp/9.html Fail 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 28 29 30 33 34 35 38 39 43 44 45 48
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Za razlago primera bomo razložili pomen začetne vrstice.
• ./temp/0.html: pot do datoteke HTML, pridobljene v tretji fazi.
• Fail: nepravilen rezultat ob zagonu testnega primera Ti (vrednost Pass
bi označevala pravilen rezultat).
• 7 8 9 10 12 13 14 15 17 18 19 21 22 23 24 25 27 B 28 29 30
38 B 43 44 45 48: vrstice izvorne kode programa P , ločene s pre-
sledki, ki so bile izvedene v okviru zagona testnega primera Ti. Pri
tem vrednosti npr. 7, 8, 9 itd. označujejo običajne programske stavke,
medtem ko vrednosti 27 B in 38 B označujeta vejitveni stavek.
3.4.5 Faza 5: izračun rezultatov
Po pridobitvi datotek HRF sledi njihovo razčlenjevanje. Cilj tega procesa so
končni rezultati: parametri, našteti v tabeli 3.1, in sumljivost programskih
stavkov določenega vhodnega programa. Sumljivost stavkov se izračuna na
osnovi podane metrike.
Opis na primeru
Za vsako vrstico datoteke HRF se dopolnijo seznami izvedenih in neizvede-
nih programskih stavkov ter rezultatov posameznega testnega primera. Po
zaključku razčlenjevanja datoteke HRF sledi izračun sumljivosti program-
skih stavkov. V primeru vrednosti vhodnega argumenta metric = All se
izračuna sumljivost za vseh 50 implementiranih metričnih spektralnih me-
tod. Vsakemu programskemu stavku se določi tudi rang, na koncu pa sledi
izračun končnega ranga.
3.4.6 Faza 6: izvoz rezultatov
Zaključna faza je izvoz rezultatov v dva različna formata: v rangirni vektor
[64], opisan v podpoglavju 3.5, in v krivuljo natančnost-priklic [65], opisano
v podpoglavju 3.6.
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Opis na primeru
Aplikacija FaultLocalization za izbrano metriko izvozi dve datoteki CSV:
1. out plots/imePokvarjeneRazličicePrograma imeMetrike.csv
(npr. out plots/JakaInDarko0317 Tarantula.csv) in
2. out ranks/imePokvarjeneRazličicePrograma.csv
(npr. out ranks/JakaInDarko0317.csv)
Diagram poteka celotne aplikacije FaultLocalization prikazuje slika 3.1.
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Slika 3.1: Diagram poteka aplikacije FaultLocalization.
3.5 Rangirni vektor
Pri izračunu sumljivosti posameznega izvedenega programskega stavka, tj.
verjetnosti, da izveden programski stavek vsebuje hrošča, se uporablja rang.
Z njim združimo programske stavke enakih sumljivosti in jih uredimo po
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vrstnem redu. Rangiranje stavkov izvorne kode programa JakaInDarko0317,
izračunano z metodo Tarantula, prikazuje tabela 3.4.
Vrstica programskega stavka Sumljivost Rang
28 1 1
29 1 1
30 1 1
39 1 1
7 0,5 5
8 0,5 5
9 0,5 5
10 0,5 5
12 0,5 5
13 0,5 5
14 0,5 5
15 0,5 5
17 0,5 5
18 0,5 5
19 0,5 5
21 0,5 5
22 0,5 5
23 0,5 5
24 0,5 5
25 0,5 5
27 (B) 0,5 5
38 (B) 0,5 5
43 0,5 5
44 0,5 5
45 0,5 5
48 0,5 5
33 0,42169 27
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34 0,42169 27
35 0,42169 27
Tabela 3.4: Primer rangiranja sumljivosti programskih stavkov programa
JakaInDarko0317. Rangirane so tiste vrstice, ki so se izvedle tekom izvajanja
vsaj enega modularnega preskusa. Pripona (B) označuje vejitveni stavek.
Za vsako vrstico, ki dejansko vsebuje hrošča, seštejemo vrednosti ranga
in dobimo končno številko — rang. Rangiranje izvedemo za izbrano metriko
(v primeru vrednosti parametra metric = All izvedemo rangiranje za vse
metrike), rezultate naraščajoče uredimo po rangu in dobimo končni rezultat
— rangirni vektor.
Rangirni vektor programa JakaInDarko0317 prikazuje tabela 3.5.
Metrika Vsota rangov Lokalizirane hroščate vrstice
Wong1 3 13, 29, 30
BraunBanquet 6 13, 29, 30
Fossum 6 13, 29, 30
BaroniUrbaniAndBuser 6 13, 29, 30
Fleiss 6 13, 29, 30
Zoltar 6 13, 29, 30
Rogot1 6 13, 29, 30
SimpleMatching 6 13, 29, 30
RogersAndTanimoto 6 13, 29, 30
Hamann 6 13, 29, 30
Sokal 6 13, 29, 30
Scott 6 13, 29, 30
Kulczynski2 6 13, 29, 30
Dice 6 13, 29, 30
Goodman 6 13, 29, 30
Jaccard 6 13, 29, 30
SorensenDice 6 13, 29, 30
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Ochiai 6 13, 29, 30
Op 6 13, 29, 30
Op2 6 13, 29, 30
Anderberg 6 13, 29, 30
Wong2 6 13, 29, 30
Tarantula 7 13, 29, 30
Hamming 7 13, 29, 30
Barinel 7 13, 29, 30
Euclid 7 13, 29, 30
Wong3 7 13, 29, 30
M2 47 13, 29, 30
RussellAndRao 47 13, 29, 30
Dennis 10.001 29, 30
Pearson 10.001 29, 30
Gower 10.001 29, 30
Tarwid 10.001 29, 30
Ample 10.001 29, 30
PhiGeometricMean 10.001 29, 30
ArithmeticMean 10.001 29, 30
HarmonicMean 10.001 29, 30
Rogot2 10.001 29, 30
Cohen 10.001 29, 30
Ochiai2 10.001 29, 30
O 10.001 29, 30
Minus 10.001 29, 30
Michael 10.003 29, 30
Mountford 19.999 13
Kulczynski1 19.999 13
DStar 19.999 13
M1 19.999 13
Pierce 29.997 /
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McCon 29.997 /
Overlap 29.997 /
Tabela 3.5: Primer rangirnega vektorja programa JakaInDarko0317.
V kolikor določena metoda ni zaznala dejanskega hroščatega stavka, smo
ji dodali kazensko vrednost 9999, s čimer smo dosegli znatno povǐsanje ranga
in tako metodo še dodatno poslabšali.
Vsaka vrstica tabele 3.5 vsebuje lokalizirane hroščate vrstice. To so tiste
vrstice izvorne kode, na katere se nanaša rang in s katerimi smo izračunali
vsoto rangov posamezne metode.
Primer: metoda Tarantula je uspešno lokalizirala (tj. jih označila kot su-
mljive) vrstice 13, 29 in 30. Iz tabele 3.4 razberemo, da so rangi teh vrstic 5,
1 in 1, kar nam skupaj da končno vsoto rangov (7) hroščatih vrstic programa
JakaInDarko0317 za metrično spektralno metodo Tarantula.
Z zagonom aplikacije nad vsemi programi repozitorija smo dobili množico
rangirnih vektorjev. S hitrim pregledom nekaterih izmed dobljenih vektorjev
smo ugotovili, da je ročna analiza in primerjava rezultatov različnih metod
nemogoča. Težavi, ki se ob tem pojavljata, sta:
1. določena metoda ne deluje enako dobro na vseh vrstah napak in
2. končna napoved sumljivih programskih stavkov je pogosto enaka med
skupinami metod.
Rešitev za to je izračun končnega rangirnega vektorja, ki agregira rezultate
vseh obdelanih vhodnih programov repozitorija. S tem namenom smo napi-
sali program ResultProcessor, ki samodejno analizira rezultate in izračuna
končni rangirni vektor. V podpoglavju 3.5.1 se nahaja psevdokoda algoritma
za njegov izračun.
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3.5.1 ResultProcessor
Algoritem 1 vsebuje psevdokodo za izračun končnega rangirnega vektorja.
Začetek predstavlja definicija prazne množice parov (metrika, vsota), kjer
vsota predstavlja skupni končni rang metrike.
Algoritem se nato sprehodi po vseh generiranih datotekah .csv, kjer
vsaka vrstica vsebuje podatek o metriki in vsoti njenih rangov. Primer
rangirnega vektorja, ki se v okviru glavnega programa izvozi v datoteko
JakaInDarko0317.csv, prikazuje tabela 3.5.
Za vsako vrstico obdelane datoteke .csv algoritem preveri, če seznam
parov že vsebuje ključ metrika. V kolikor ključ še ni prisoten, se v množico
parov doda par (metrika, 0). Sledi povečanje vsote ključa metrika.
Algoritem na izhodu vrne urejeno množico parov (metrika, vsota, kar
predstavlja končni rangirni vektor.
Algoritem 1 Psevdokoda izračuna končnega rangirnega vektorja.
1: rezultati← prazna množica parov (metrika, vsota)
2: dir ← imenik z rezultati obdelave vhodnih programov repozitorija
3: for all csvDatoteka ∈ dir do
4: for all csvV rstica ∈ csvDatoteka do
5: metrika← metrika v csvV rstica
6: rangMetrike← rang metrike v csvV rstica
7: if metrika 6∈ rezultati then
8: rezultati = rezultati ∪ nov par (metrika, 0)
9: end if
10: rezultat← par (metrika, vsota) množice rezultati, kjer je vrednost atributa
metrika enaka metrika
11: rezultat.vsota = rezultat.vsota + rangMetrike
12: end for
13: end for
14: naraščajoče razvrsti rezultate po rezultat ∈ rezultati: rezultat.vsota, jim dodeli
zaporedni rang in vrni dobljeno množico.
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3.6 Krivulja natančnost-priklic
Odločitveni proces in odločitveni sistem
Postopek, s katerim ločujemo manj primerne izbire od bolj primernih, se ime-
nuje odločitveni proces, program ali del programa za izvajanje odločitvenega
procesa pa se imenuje odločitveni sistem.
Odločitveni sistem lahko vrne štiri možnosti, predstavljene v matriki za-
menjav (3.6).
pozitiven vzorec negativen vzorec
pozitivna napoved TP FP
negativna napoved FN TN
Tabela 3.6: Matrika zamenjav.
Tabela 3.7 pojasnjuje kratice v matriki zamenjav.
Kratica Pomen
TP Število pozitivno napovedanih pozitivnih vzorcev.
FP Število negativno napovedanih pozitivnih vzorcev.
TN Število pozitivno napovedanih negativnih vzorcev.
FN Število negativno napovedanih negativnih vzorcev.
Tabela 3.7: Pomen kratic v matriki zamenjav.
Natančnost in priklic
Ena od pogosteǰsih metod za vrednotenje odločitvenih sistemov je izračun kri-
vulje natančnost-priklic [65] (angl. Precision-Recall Curve) in ploščine pod
to krivuljo. Za izračun vsake točke na tej krivulji moramo izračunati na-
tančnost (angl. precision, P) in priklic (angl. recall, R).
Natančnost je definirana kot P = TP
TP+FP
, priklic pa kot R = TP
TP+FN
.
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Krivuljo natančnost-priklic nato dobimo z algoritmom, predstavljenim s
psevdokodo 2.
Algoritem 2 Psevdokoda izrisa krivulje natančnost-priklic.
1: A← množica programskih stavkov, ki vsebujejo hrošča
2: B ← množica programskih stavkov, ki ne vsebujejo hrošča
3: thresholds← množica naraščajoče razvrščenih unikatnih sumljivosti programskih
stavkov, izvedenih v vseh modularnih preskusih
4: for all t ∈ thresholds do
5: C ← množica programskih stavkov c, za katere velja sumljivost(c) > t
6: D ← množica programskih stavkov d, za katere velja sumljivost(d) ≤ t
7: TP ← število hroščatih programskih stavkov, ki pri podanem pragu t pripadajo
množici C
8: TN ← število nehroščatih programskih stavkov, ki pri podanem pragu t pripadajo
množici D
9: FP ← število nehroščatih programskih stavkov, ki pri podanem pragu t pripadajo
množici C
10: FN ← število hroščatih programskih stavkov, ki pri podanem pragu t pripadajo
množici D
11: precision← TPTP+FP
12: recall← TPTP+FN
13: na končni graf izrǐsi točko (recall, precision)
14: end for
Krivulja natančnost-priklic je v domeni lokalizacije napak bolj primerna
kot krivulja ROC [66], saj bolje deluje nad podatki, pri katerih je porazde-
litev razredov neenakomerna. Nasprotno ROC bolje deluje na enakomerno
porazdeljenih podatkih [67].
Idealno in povprečno krivuljo natančnost-priklic prikazuje slika 3.2.
Zadnji korak aplikacije FaultLocalization predstavlja izračun dveh vrst
rezultatov, ki jih bomo opisali v poglavju 4.
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Slika 3.2: Idealna in povprečna krivulja natančnost-priklic.
Poglavje 4
Rezultati in vrednotenje
Eden od glavnih ciljev magistrskega dela je bila primerjava različnih tehnik
lokalizacije napak v programu, zato smo v okviru magistrskega dela razvili
aplikacijo FaultLocalization, ki z uporabo metričnih spektralnih metod defi-
nira sumljivost posameznih stavkov izvorne kode podanega programa.
Testiranje smo izvajali na prenosniku MacBook Pro (Mid 2015), proce-
sorju 2,5 GHz Quad-Core Intel Core i7 in 16 GB spomina RAM.
Čas izvajanja aplikacije FaultLocalization
Povprečen čas obdelave enega vhodnega programa je bil 90 sekund.
Skupen čas izvajanja za obdelavo celotnega repozitorija je bil torej: (100
vhodnih programov z eno napako + 959 vhodnih programov z dvema napa-
kama + 7320 vhodnih programov s tremi napakami) * 90 sekund = 754110
sekund = 209,475 ur = 8,73 dni.
Aplikacija je bila zagnana na enem jedru procesorja in ni bila porazdeljena
na več sistemih, kar sta glavna razloga za dolgotrajno obdelavo celotnega
repozitorija.
Aplikaciji smo na vhodu podali vse programe repozitorja in tako zanje do-
bili rezultate. Jedro aplikacije generira dve različni vrsti rezultatov: rangirni
vektor (3.5) in krivuljo natančnost-priklic (3.6). V izogib težavam rangirnih
vektorjev, razloženih v podpoglavju 3.5, smo izračunane vektorje vodili v
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program ResultProcessor (3.5.1), s katerim smo izračunali končni rangirni
vektor.
Vhodni programi razvitega repozitorija so razmeroma enostavni. Določa-
nje razlik med metodami z uporabo krivulj natančnost-priklic je posledično
močno oteženo, zato je bolj reprezentativna vrsta rezultatov končni rangirni
vektor. Rezultati končnega rangirnega vektorja so razloženi v podpoglavju
4.1, krivulje natančnost-priklic pa v podpoglavju 4.2.
4.1 Rezultati: rangirni vektorji
Z izračunom končnega rangirnega vektorja smo razvrstili metrične spektralne
metode od najbolj do najmanj natančne. Končni vrstni red prikazuje tabela
4.1.
# Metrika Vsota rangov Rang
1 Overlap 2.035.886 1
2 Ochiai2 2.044.645 2
3 Barinel 2.047.843 3
4 Tarwid 2.047.858 4
5 Tarantula 2.047.862 5
6 McCon 2.048.961 6
7 Pierce 2.049.868 7
8 Gower 2.049.882 8
9 Rogot2 2.050.266 9
10 Pearson 2.051.206 10
11 Minus 2.051.320 11
12 HarmonicMean 2.051.321 12
13 PhiGeometricMean 2.051.457 13
14 ArithmeticMean 2.051.553 14
15 Cohen 2.051.683 15
16 Ample 2.051.741 16
17 Dennis 2.051.802 17
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18 Michael 2.053.540 18
19 Euclid 2.056.502 19
20 Hamming 2.056.517 20
21 Wong3 2.059.592 21
22 Wong2 2.062.740 22
23 Rogot1 2.063.669 23
24 Hamann 2.064.148 24
25 RogersAndTanimoto 2.064.148 24
26 SimpleMatching 2.064.148 24
27 Sokal 2.064.148 24
28 Ochiai 2.064.846 25
29 Fleiss 2.064.932 26
30 O 2.065.214 27
31 Scott 2.066.043 28
32 BaroniUrbaniAndBuser 2.067.192 29
33 Wong1 2.069.303 30
34 Kulczynski2 2.069.554 31
35 Zoltar 2.069.648 32
36 Fossum 2.070.462 33
37 Anderberg 2.070.839 34
38 Dice 2.070.839 34
39 Goodman 2.070.839 34
40 Jaccard 2.070.839 34
41 SorensenDice 2.070.839 34
42 BraunBanquet 2.071.061 35
43 Op 2.071.822 36
44 Op2 2.071.822 36
45 M1 2.072.413 37
46 Mountford 2.077.830 38
47 DStar 2.078.066 39
48 Kulczynski1 2.079.131 40
50 POGLAVJE 4. REZULTATI IN VREDNOTENJE
49 RussellAndRao 2.081.683 41
50 M2 2.081.711 42
Tabela 4.1: Končni rangirni vektor, izračunan v okviru projekta
ResultProcessor.
Iz končnega rangirnega vektorja je razvidno, da za lokalizacijo napak
v programih repozitorija med vsemi implementiranimi metodami v okviru
aplikacije FaultLocalization metoda Overlap zagotavlja najbolǰse rezultate.
Metrične spektralne metode, ki smo jih proučevali, so bile razvite v
časovnem razponu stotih let. Po pričakovanju je naša raziskava pokazala,
da so metode, ki so nastale v zadnjih dvajsetih letih, natančneǰse od najsta-
reǰsih, kot npr. Jaccard, Scott in Fleiss, ki so nastale pred več kot 60 leti.
Vendar pa se je v zadnjih dveh desetletjih trend izbolǰsevanja ustavil, saj smo
odkrili samo dve metodi (Ochiai2 in Barinel), ki se na seznamu nahajata vǐsje
od 18 let stare Tarantule. Metoda Tarantula je torej še vedno med bolǰsimi
metričnimi spektralnimi metodami.
Naša analiza razkriva, da v zadnjih dveh desetletjih v družini metričnih
spektralnih metod ni bilo korenitega napredka, ki bi prinesel bistvene koristi
pri sodobnih in kompleksnih problemih razhroščevanja. Zaključimo lahko,
da so se možnosti za izbolǰsevanje metričnih spektralnih metod izčrpale.
Teh rezultatov ni mogoče razložiti z morebitno premajhno občutljivostjo
metode rangirnih vektorjev. V primerih, ko so avtorji svojo metrično spek-
tralno metodo naknadno izbolǰsevali, smo namreč lahko zaznali razlike med
variantami. Večjo natančnost osnovne različice zagotavljajo izbolǰsane raz-
ličice metod Ochiai (nadgradnja Ochiai2), Rogot (Rogot1, nadgradnja Ro-
got2), Wong (Wong1, nadgradnji Wong2 in Wong3) ter Kulczynski (Kul-
czynski1, nadgradnja Kulczynski2). Edina metoda, kjer je osnovna različica
bolǰsa od svoje nadgradnje, je Op (nadgradnja Op2).
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Tabela 4.2 in slika 4.1 prikazujeta število in delež obdelanih vhodnih
programov repozitorija, kjer se je določena metoda izkazala za bolǰso od
preostalih.
Metoda Overlap se je odločno bolje izkazala v 641 programih repozitorija,
Tarantula pa v 422 programih.
# Metr. spektr. metoda Število programov Delež programov
1 Overlap 641 31,89 %
2 Tarantula 422 21,00 %
3 BraunBanquet 292 14,53 %
4 McCon 161 8,01 %
5 Ochiai2 90 4,48 %
6 Pierce 75 3,73 %
7 Wong1 59 2,94 %
8 Hamming 45 2,24 %
9 Mountford 34 1,69 %
10 M2 28 1,39 %
11 Pearson 28 1,39 %
12 Michael 23 1,14 %
13 Fleiss 20 1,00 %
14 Ample 19 0,95 %
15 Dennis 16 0,80 %
16 Gower 16 0,80 %
17 O 9 0,45 %
18 Rogot1 9 0,45 %
19 BaroniUrbaniAndBuser 6 0,30 %
20 Cohen 5 0,25 %
21 Ochiai 3 0,15 %
22 Wong2 3 0,15 %
23 PhiGeometricMean 2 0,10 %
24 Wong3 2 0,10 %
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25 M1 1 0,05 %
26 Scott 1 0,05 %
Tabela 4.2: Število in delež programov, kjer se je določena metrična spek-
tralna metoda izkazala za najbolǰso.
Slika 4.1: Delež procesiranih vhodnih programov repozitorija, kjer se je
določena metrična spektralna metoda izkazala za najbolǰso.
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4.2 Rezultati: krivulje natančnost-priklic
Druga vrsta rezultatov, ki jih generira aplikacija FaultLocalization, so krivu-
lje natančnost-priklic.
Majhno število napak v izvorni kodi programov repozitorija ne pripelje
do tako visoke ločljivosti rezultatov kot rangirni vektor. Kljub temu smo
izračunali krivulje natančnost-priklic za vse vhodne programe. Za izračun
krivulj smo podobno kot pri rangirnih vektorjih potrebovali sumljivosti pro-
gramskih stavkov. Na njihovi podlagi smo izračunali parametre TP, FP, TN
in FN.
Sumljivosti in range stavkov programa JakaInDarko0317, izračunane z
metodo Tarantula, prikazuje tabela 4.3, pri čemer so z rdečo barvo označeni
hroščati stavki. Tabela 4.4 prikazuje izračunane parametre TP, FP, TN, FN,
natačnost in priklic, primer krivulje natančnost-priklic programa JakaIn-
Darko0317, izračunane z metodo Tarantula, pa prikazuje slika 4.2.
Št. vrstice Sumljivost Rang Vejitveni stavek
28 1 1 ×
29 1 1 ×
30 1 1 ×
39 1 1 X
7 0,5 5 ×
8 0,5 5 ×
9 0,5 5 ×
10 0,5 5 ×
12 0,5 5 ×
13 0,5 5 ×
14 0,5 5 ×
15 0,5 5 ×
17 0,5 5 ×
18 0,5 5 ×
19 0,5 5 ×
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21 0,5 5 ×
22 0,5 5 ×
23 0,5 5 ×
24 0,5 5 ×
25 0,5 5 ×
27 0,5 5 X
38 0,5 5 X
43 0,5 5 ×
44 0,5 5 ×
45 0,5 5 ×
48 0,5 5 ×
33 0,42 27 ×
34 0,42 27 ×
35 0,42 27 ×
Tabela 4.3: Sumljivosti in rangi izvedenih stavkov programa
JakaInDarko0317, izračunani z metodo Tarantula, pri čemer so z rdečo barvo
označeni hroščati stavki.
Prag TP TN FP FN Natančnost Priklic
0,42 3 3 23 0 0,11538 1
0,5 2 24 2 1 0,5 0,66667
1 0 26 0 3 11 0
Tabela 4.4: Izračunani parametri TP, TN, FP, FN, natančnost in priklic
programa JakaInDarko0317.
Število točk na krivulji natančnost-priklic ustreza številu zaznanih hroščev.
1Natančnost nam pove, kolikšen delež primerov, ki jih je algoritem proglasil za pozi-
tivne, je dejansko pozitivnih. Če algoritem nobenega primera ne proglasi za pozitivnega,
potem so dejansko vsi (0 od 0, torej 100 %) primeri, ki so razglašeni za pozitivne, tudi
dejansko pozitivni.
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Slika 4.2: Krivulja natančnost-priklic vhodnega programa
JakaInDarko0317, izračunana z metodo Tarantula.
Iz slike 4.2 je razvidno, da je metoda Tarantula v primeru podanega programa
JakaInDarko0317 pravilno zaznala vse tri hrošče.
Dejanski hrošči programa JakaInDarko0317 se nahajajo v vrsticah iz-
vorne kode 13, 29 in 30. Iz tabele 4.3 je razvidno, da je Tarantula kot najsu-
mljiveǰse programske stavke označila vrstice 28 (FP), 29 (TP), 30 (TP) in 39
(FP). S tem, ko je na najvǐsje mesto sumljivosti poleg dveh dejanskih hroščev
(29 in 30) uvrstila tudi 2 nehroščati vrstici (28 in 39), pri tem pa hrošču 13.
vrstice določila rang 5, je poslabšala rezultat, zato krivulja natačnost-priklic
ni idealna, pač pa je le nekoliko bolǰsa od povprečja.
Težava je malo število napak vhodnih programov, zato lahko zaključimo,
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da so v okviru tega magistrskega dela krivulje natančnost-priklic manj zane-
sljiva in reprezentativna vrsta rezultatov. Ti pogosto vsebujejo le eno točko,
kar pomeni, da so se pri vseh modularnih preskusih vhodnega programa iz-
vedli isti programski stavki vhodnega programa, ločljivost rezultatov pa je
ob tem tako nizka, da na njihovi osnovi ni moč izvajati zaključkov.
Poglavje 5
Zaključek
V okviru magistrskega dela smo si zadali več ciljev.
Glavni cilj je bil primerjava skupine sorodnih metod za lokalizacijo napak
z namenom, da bi med njimi določili najbolǰso. Po temeljitem pregledu litera-
ture smo se odločili, da se bomo osredotočili na družino metričnih spektralnih
metod. Zbrali smo 50 metričnih spektralnih metod skupaj z osrednjo metodo
Tarantula. Po opravljeni analizi smo prǐsli do sklepa, da med izbranimi me-
todami najbolǰse rezultate zagotavlja metoda Overlap. Najznačilneǰsa pred-
stavnica teh metod, Tarantula, je zagotovila razmeroma dobre rezultate, saj
se je na seznamu učinkovitosti uvrstila zelo visoko.
Zanimalo nas je tudi, če noveǰse metode zagotavljajo značilno bolǰse re-
zultate kot izvorne metode. Z dobljenimi rezultati smo pokazali, da noveǰse
metode (npr. Overlap, Ochiai2 in Tarantula) zagotavljajo bolǰse rezultate
kot izvorne različice (npr. Scott in Hamann), vendar se napredek od razvoja
Tarantule naprej ni več bistveno izbolǰseval.
Razvili smo lasten repozitorij pravilnih in hroščatih programov, nato pa še
aplikacijo FaultLocalization, s katero smo samodejno procesirali vse programe
repozitorija.
Aplikacija na izhodu izvozi dve vrsti rezultatov: (končni) rangirni vektor
in krivulje natančnost-priklic. Pokazali smo, da rangirni vektorji zagotavljajo
odločno bolǰse rezultate kot krivulje natančnost-priklic, ki zaradi nizkega
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števila napak v programih razvitega repozitorija ne vodijo do visoke ločljivosti
rezultatov, zaradi česar je sklepanje o zaključkih manj zanesljivo.
Pri razvoju aplikacije FaultLocalization smo naleteli na več težav. Na-
daljnje delo temelji na reševanju teh težav in nadgradnji repozitorija vhodnih
programov.
1. Uporaba uveljavljenega repozitorija vhodnih programov ali
nadgradnja razvitega repozitorija.
V literaturi je moč zaslediti nekaj repozitorijev pravilnih programov
in njihovih načrtno pokvarjenih različic [68, 69, 70]. Več obstoječih
rešitev s področja lokalizacije napak [4, 16, 71] pogosto za referenčne in
primerljive rezultate uporablja naštete repozitorije. V kolikor bi našo
aplikacijo preizkusili na naštetih repozitorijih, bi lahko naše rezultate
in učinkovitost razvitih metod neposredno primerjali z rešitvami iz li-
terature. Programi teh repozitorijev vsebujejo tudi mnogo več vrst
napak, s čimer se razširi spekter napak, ki jih mora obravnavati apli-
kacija. Ob tem pa bi bilo skoraj zagotovo potrebno prilagoditi sistem
za predobdelavo vhodnih programov in modularnih preskusov.
Druga rešitev bi bila, da bi v trenutni repozitorij dodali več komple-
ksneǰsih programov in vpeljali ter kombinirali več vrst napak (izpuščanje
ali dodajanje programskih stavkov, proženje izjem, neskončne zanke
ipd.), s čimer bi razširili spekter napak obstoječega repozitorija, po-
leg tega pa prilagajanje sistema za predobdelavo datotek ne bi bilo
potrebno.
2. Večje število napak.
Rešitev preǰsnje težave nam ne bi omogočila le natančneǰse napovedi,
katere vrste napak zagotavljajo bolǰse in katere slabše rezultate posa-
meznih metod, temveč bi z njo dobili tudi večje število točk pri izračunu
krivulje natančnost-priklic, s čimer bi ta vrsta rezultatov postala bolj
reprezentativna, količina informacij, ki jih krivulja podaja, pa bi se
močno povečala.
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3. Počasno procesiranje posameznega vhodnega programa.
Tretja faza aplikacije FaultLocalization razbije eno datoteko z N mo-
dularnimi preskusi vhodnega programa v N datotek z enim MP. Sledi
zaganjanje skripte, ki vsako izmed generiranih datotek prevede in iz-
vede modularne preskuse.
Postopek prevajanja in izvajanja modularnih preskusov je zelo dolgo-
trajen, zato bi bilo bodisi potrebno najti bolǰse orodje za preverjanje
pokritosti izvorne kode vhodnega programa ali pa nadgraditi obstoječe
odprtokodno orodje JaCoCo. Izhodu orodja bi z nadgradnjo dodali
poročilo o pokritosti programske kode pri posameznem modularnem
preskusu, s čimer bi se izognili razdeljevanju programa in zaganjanju
modularnih preskusov nad vsakim dobljenim fragmentom. Tako bi tudi
pohitrili izvajanje skripte.
Dodatno pohitritev bi dosegli z večnitno implementacijo aplikacije in
porazdelitvijo obdelave vhodnega repozitorija na več sistemov.
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Literatura
[1] J. A. Whittaker, What is software testing? And why is it so hard?,
IEEE Software 17 (1) (2000) 70–79.
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