This paper presents an object contour detection using the object shape model. First, we detect the change of background luminance ratio outside the bounding box of object. Second, the temporal segmentation is obtained by mesh based motion activity detection. A new combined mask is composed of temporal segmentation result and shape model by OR operation. Finally, for modification of the mask, we detect the non-matching points with local gradient along the boundary of combined mask in a counting window. And the MSE is calculated for the detection of the matching points. The video object contour will be obtained by the iterative algorithm.
I. INTRODUCTION
For object based video coding system, the segmentation technologies of image sequence, which separate the image into object(s) and background, are necessary and desirable. There are two spatial-temporal and temporal-spatial approaches for video segmentation. In spatial-temporal segmentation [1] [2] [3] , the image is separated into many regions. And objects are obtained by merging process with motion estimation of each region. In temporal-spatial segmentation [4] , the motion estimation is processed by pel. And the motion vectors are classified into several regions. In [5] , the temporal process is done by motion activity. And the patches with higher motion activity are detected. The silhouette is detected using patterns type in spatial process.
One of these methods is proposed for edge detection by Hausdorff distance [10] . In this approach, the video segmentation result must be obtained in the current frame firstly. Then the spatial segmentation is done in the reference frame. The Hausdorff distance is calculated for the estimation of the edge points of regions between these frames. If the spatial segmentation is not exact enough, the result of the tracking will be influenced. And the computation of the spatial segmentation and the distance measurement are heavy.
In the above, the approaches are too complicated to segment the whole video sequence in practical manipulation. And the complete objects may not be obtained while the information of temporal or spatial is not enough in some frames. The Fig.1(a) shows the temporal-spatial segmentation result proposed in [5] while the temporal information is not enough.
In the object-based video coding system, to acquire the complete object(s) in whole video sequence is required. But the proposed approaches of video segmentation can not segment the object(s) in whole video sequence exactly. So the process of object tracking, after we obtain a complete object model by artificial or segmentation processing, is very important for the object-based video coding system.
In this paper, we propose a new method for image sequence object contour detection using shape model of real object. The new combined mask is composed of temporal segmentation result and shape model by OR operation, which will be discussed in section II part A. For the modification of the mask, the local gradient is detected along the real object boundary, and MSE is calculated on the boundary points between the reference and current images corresponding to the shape model and the new mask. The detail algorithm is described in section II part B. And the experimental results will be shown in Section III.
II. A MODEL BASED OBJECT CONTOUR DETECTION
A. Shape Model and Combined mask for contour detection The shape model for object contour detection can be obtained by artificial or segmentation approaches. The 256 gray-level image sequences are used in this experiment. We create two shape models for the video object contour detection. One is by tracing the real image, shown in Fig.2(a) . And the other one is obtained from temporal-spatial approach [5] , shown as Fig.2(b) .
In the temporal-spatial approach, a regular non-uniform (RN) mesh is generated firstly. Then, the moving blocks is detected with motion activity ( )
where V FD is the variance of the frame difference FD , i V is the block variance calculated. And the average motion activity is calculated as
where B N is the total number of blocks in a frame. If TA i > TA avg , the block is marked. Then, the residual blocks are marked by the similar algorithm. For the higher resolution, the block size is from 16x16 to 2x2. The result of the moving blocks detection is denoted temporal segmentation, Fig.3 demonstrates the results.
For the spatial refinement, five patterns are defined, denoted in Fig.4 . And the Maximum A Posteriori probability (MAP) is developed as follows
where X is the pattern type, Y is the image intensity value. The first term ln P(Y=y|X=x) is assumed to be independent identical distributed (i.i.d) Gaussian for pattern detection of a block. The second term ln P(X=x) is defined for the connectivity relation of blocks using the Gibbs distribution. The spatial refinement result has been denoted in Fig.2(b) .
The current shape model of real object has been carried out in the above. And the motion information of real object is derived in the temporal segmentation result. The temporal segmentation result may not contain the whole object completely, when the object is with less motion or stationary in a series of frames, shown in Fig.5 . So we can not only use the temporal segmentation result for the contour detection of the reference frame. Now, the shape model and the temporal segmentation result of reference frame are combined into a new mask image using OR operation, denoted as combined mask. The combined mask contains the object shape in current image and the moving area of the reference frame, which will be used to detect the contour of real object in reference frame. All the shape model are denoted in Fig.6 .
B. Modification Of The Object Contour
In the above, the combined mask does not exactly match to the real object boundary yet. A fast algorithm proposed for the modification of the combined mask is discussed as follows.
Because the combined mask is composed of shape model and temporal segmentation result, so we must consider the situations of the combination firstly. There are three states between them. These states are contain, cover, overlap and covered, shown as Fig.7 . The combined mask, denoted as S a , which is composed of shape model S m and temporal segmentation result S t .
If the combination situation of combined mask is in contain state, we calculate the ratio of the temporal segmentation result area to shape model area. If the ratio is less than 80%, it means that the local motion of real object happens in the reference frame. We keep the original shape model as the real object shape in the If the cover or overlap or covered state occurs, a fast algorithm is defined in following steps.
Step 1. The change of luminance in an image sequence may be caused by environment, such as sunlight, flash lamp, fade in, fade out etc. The bounding box of real object is found firstly. Then we calculate the change ratio of luminance of the current image to the reference, denoted as L r , outside the bounding box.
Step 2. Let C={c(x,y,t)|0 ≤ t ≤ N f } is the set of points located inside along the edge of the shape with time t, where N f denotes the number of frames. And Ĉ={ĉ(x ' ,y ' ,t) |0 ≤ t ≤ N f } denotes the set of points outside along the edge of the shape, which is in 4-connectivity neighboring to C. And let I(x,y) denote brightness value at location (x,y) in image. And the ∇I(x,y) is the average value of spatial gradient with 4-connectivity neighboring points.
In forward object contour detection, the contour point c(x,y,t) is in the shape model, and the point c(x,y,t+1) is in the combined mask which is obtained from the combination of shape model and temporal segmentation result. There are two relationships of the contour points between the shape model and the combined mask. They are match and non-match.
If the location of the contour point c(x,y,t+1) of the combined mask does not match the contour point of the shape model, the non-match relationship happens. We have to decide whether the point is the contour point of real object or not. So, we define a counting window which size is ±8, shown in Fig. 8 . If the counting window is out of the shape model, the contour point of the combined mask is erased. Otherwise, the average gradient value denoted as ∇I 
where Nb is the number of points in {ĉ(x+k, y+l, t+1)| -1 ≤ k ≤ 1, -1 ≤ l ≤ 1}, and Lr is the brightness ratio of the current image to the reference. If ∇I t (x,y) > ∇I t+1 (x,y), it means that the contour point c(x,y,t+1) of the combined mask is belong to background. So we erase this contour point.
If c (x,y,t+1)=c(x,y,t) , the match relationship occurs. We still can not determine that the point is edge point of real object or not, because there may be a slight motion in the area. The Mean Square Error values, denoted as Mi and Mo expressed in Eq(6)(7), are calculated for determining the similarity of these points firstly. 
where Nc is the number of points in{ĉ(x+k, y+l,
, the contour point is erased. And the step2 are executed iteratively, until the combined mask does not change.
In the successive image sequence, we update the combined mask to be shape model for the object contour detection in next frame. And the combined mask is obtained from the shape model and the temporal segmentation of the following frame. Then, the modification algorithm is done for the object contour detection.
III. EXPERIMENTAL RESULTS
The test image sequences Claire and Trevor are all in CIF resolution. We test the detection algorithm on the computer which CPU is in the speed of 1GHz. And the Table I Fig.9 . And the results are accurate on the real object boundary, denoted in Fig.10 . Secondly, we use the temporal-spatial segmentation results as the shape model for the detection processes, shown in Fig.11 . And the results are still good in Fig. 12 .
IV. CONCLUSIONS
This paper presents a real object contour detection using the real object shape model. The change of background luminance is detected firstly. And the temporal segmentation is obtained by mesh based motion activity detection. The shape model is created by artificial or temporal-spatial segmentation. And a combined mask is composed of temporal segmentation result and shape model by OR operation. Finally, for modification of the mask, we calculate the local gradient along the real object boundary for non-matching points, and the MSE value of the matching boundary points for detection between the reference and current images corresponding to the shape model and the new mask. This algorithm is simple to implement and the detection processes is fast. ___________________________________________ ___________________________________________
