We propose a novel approach to automatically produce multiple colorized versions of a grayscale image. Our method results from the observation that the task of automated colorization is relatively easy given a low-resolution version of the color image. We first train a conditional PixelCNN to generate a low resolution color for a given grayscale image. Then, given the generated low-resolution color image and the original grayscale image as inputs, we train a second CNN to generate a high-resolution colorization of an image. We demonstrate that our approach produces more diverse and plausible colorizations than existing methods, as judged by human raters in a "Visual Turing Test".
INTRODUCTION
Building a computer system that can automatically convert a black and white image to a plausible color image is useful for restoring old photographs, videos [34] , or even assisting cartoon artists [26, 32] . From a computer vision perspective, this may appear like a straightforward image-toimage mapping problem, amenable to a convolutional neural network (CNN). We denote this by y = f (x), where x is the input grayscale image, y is the predicted color image, and f is a CNN. This approach has been pursued in several recent papers [5, 15, 20, 41, 10, 7, 17] which leverages the fact that one may obtain unlimited labeled training pairs by converting color images to grayscale.
Removing the chromaticity from an image is a surjective operation, thus restoring color to an image is a one-to-many operation ( Figure 1 ). We can express this ambiguity as a conditional probability model y ∼ p (y | x) to capture multiple possible outputs, rather than predicting a single image (see Section 2 for review of generative models).
In this paper, we propose a new method, that employs a PixelCNN [36] probabilistic model to produce a coherent joint distribution over color images given a grayscale input. PixelCNNs have several advantages over other conditional generative models: (1) they capture dependencies between the pixels to ensure that colors are selected consistently; (2) the log-likelihood can be computed exactly and training is stable unlike other generative models. The main disadvantage of PixelCNNs, however, is that they are slow to sample from, due to their inherently sequential (autoregressive) structure. In this paper we leverage the fact that the chrominance of an image (especially as perceived by humans) is of much lower spatial frequency than the luminance. In fact, some image storage formats, such as JPEG, exploit this intuition and store the color channels at lower resolution than the intensity channel. This means that it is sufficient for the PixelCNN to predict a low resolution color image, which may be done quite quickly. We then train a Figure 2 : Diverse colorizations generated by our PixColor method. For each group of 4 images, the first is the grayscale input, and the rest are 3 samples from the model. second CNN-based "refinement network", which combines the predicted low resolution color image with the high resolution grayscale input to produce a high resolution color image.
Formally, our approach can be thought of as a conditional latent variable model of the form p(y
, where x is the input grayscale image, y is the output color image, z is the latent low-dimensional color image. The PixelCNN estimates p(z | x), and the refinement CNN estimates y = f (x, z). At test time, rather than summing over z's, we sample a few z s. During training, we use the ground truth low resolution color image for z, so that we can fit the two conditional models independently. See Section 3 for the details.
Our proposed method, called Pixel Recursive Colorization (PixColor), produces diverse, high quality colorizations. Figure 2 depicts some examples with high diversity. In Section 4, we describe how we quantitatively evaluate the performance of colorization using human raters. We report our results in Section 5, where we show that PixColor significantly outperforms existing methods. Section 6 concludes the paper and discusses some future directions.
RELATED WORK
Early approaches to colorization relied on some amount of human effort, either to identify a relevant source color image from which the colors could be transferred [38, 6, 13, 16, 24, 33, 28, 25, 3] , or to get a rough coloring from a human annotator to serve as a set of "hints" [21, 14, 22, 26, 40, 42, 11] . More recently, there has been a surge of interest in developing fully automated solutions, which do not require human interaction (see Table 1 ).
Most recent methods train a CNN to map a gray input image to a single color image [5, 15, 20, 41, 10, 7] . When such models are trained with L2 or L1 loss, the colorization results often look somewhat "washed out", since the model is encouraged to predict the average color. Some recent papers (e.g., [20, 41] ) discretize the color space, and use a per-pixel cross-entropy loss on the softmax outputs of a CNN, resulting in more colorful pictures, especially if rare colors are upweighted during training (e.g., [41] ). However, since the model predicts each pixel independently, the one-to-many nature of the task is not captured properly, e.g., all of the pixels in a region cannot be constrained to have the same color.
Previous work has proposed several ways to ensure that multiple colorizations generated by a model are globally coherent. One approach is to use a conditional random field (CRF) [3] , although inference in such models can be slow. A second approach is to use a CNN with multiple output "heads", corresponding to different colorizations of an image. One can additionally train a "gating" network [3] requires that the user specify one or more training images that are similar to the input gray image. Although the CRF is is capable of generating multiple solutions, [3] uses graph-cuts to produce a single MAP estimate. Similarly, although the GAN method of [17] is capable of producing multiple solutions, they report that their GAN ignores the noise, and always predicts the same answer for each input. This problem is fixed in [2] by introducing noise at multiple levels of the generator.
to select the best head for a given image. This mixture of experts (MOE) approach was used in [1] mainly for image compression, rather than colorization per se.
A third approach is to use a (conditional) variational autoencoder (VAE) [18] to capture dependencies amongst outputs via a low dimensional latent space. To capture the dependence on the input image, [9] proposes to use a mixture density network (MDN) to learn a mapping from a gray input image to a distribution over the latent codes, which is then converted to a color image using the VAE's decoder. Unfortunately, this method often produces sepia toned results (Table 3) .
A fourth approach is to use a (conditional) generative adversarial network (GAN) [12] to train a generative model jointly with a discriminative model. The goal of the discriminative model is detect synthesized images, while the goal of the generative model is a fool the discriminator. This approach results sharp images, but [17] reports that a GAN-based colorization results underperform previous CNN approaches [41] . One of their failure modes "mode collapse" problem, whereby the resulting model correctly predicts one mode of a distribution but fails the full diversity of the data [23] . More recently, [2] have applied a slightly different GAN to colorization. Although the authors claim to avoid the mode collapse problem, it is hard to compare against previous results because the authors only employ the LSUN-bedrooms dataset for evaluation. Most papers (including ours) employ the "ctest10k" split of the ImageNet validation dataset from [20] (see Section 4 for more details).
We propose a novel approach that uses a PixelCNN [36] to produce multiple low resolution color images, which are then deterministically converted to high resolution color images using a CNN refinement network. By using multiple low resolution color "hints" to the CNN, we capture the one-to-many nature of the task and prevent the CNN from producing sepia toned outputs.
Very recently, in a concurrent submission, [29] proposed an approach which is similar to ours. However, instead of passing the output of a pixelCNN into a refinement CNN, they do the opposite, and pass the output a CNN into a pixelCNN. The visual quality and diversity of their results look good, but, unlike us, they do not perform any human evaluation, so we do not have a quantitative comparison. The primary disadvantage of their approach is that it is slow for a pixelCNN to generate high resolution images; indeed, their method only generates 32 × 32 color images, which are then deterministically upscaled to 128 × 128. By contrast, our CNN refinement network learns to upscale from 28 × 28 to the same size as the input, which works much better than deterministic upscaling, as we will show. We mostly focus on generating 256 × 256 images, to be comparable to prior work, but we also show some non-square examples, which is important in practice, since many grayscale photos of interest are in portrait or landscape mode. [4] . Then, the conditioning network and the adaptation network convert the brightness channel Y into a set of features providing the necessary conditioning signal to the PixelCNN. The PixelCNN is optimized jointly with the conditioning and adaptation networks to predict a low spatial resolution version of the color image in a discretized space. The low spatial resolution image is subsequently supplied to a refinement network, which is trained to produce a full resolution colorization.
PIXEL RECURSIVE COLORIZATION (PIXCOLOR)
The key intuition behind our approach is that it suffices to predict a plausible low resolution color image, since color is much lower spatial frequency than intensity. To illustrate this point, suppose we take the ground truth chrominance of an image, downsample it to 28×28, upsample it back to the original size, and then combine it with the original luminance. Figure 3 shows some examples of this process. It is clear that the resulting colorized images look very close to the original color images.
In the sections below, we describe how we train a model to predict multiple plausible low resolution color images, and then how we train a second model to combine these predictions with the original grayscale input to produce a high resolution color output. See Figure 4 for an overview the approach. The column labeled "sample" is an output from PixelCNN, upsampled to the size of the image for visualization purposes. The column labeled "refined" is the output of the refinement network, before being combined with the grayscale input. Right: Results of a human evaluation using the "Visual Turing Test" metric explained in Section 4. We compare four systems: ground truth (GT) chroma image vs generated sample, passed directly into bilinear upsampling (unrefined) or passed into the refinement network.
PIXELCNN FOR LOW-RESOLUTION COLORIZATION
Inspired by the success of autoregressive models for unconditional image generation [35, 36] and super resolution [8] , we use a conditional PixelCNN [36] to produce multiple low resolution color images. That is, we turn colorization into a sequential decision making task, where pixels are colored sequentially, and the color of each pixel is conditioned on the input image and previously colored pixels.
Although sampling from a PixelCNN is in general quite slow (since it is inherently sequential), we only need to generate a low-resolution image (28x28), which is reasonably fast. In addition, there are various additional speedup tricks we can use (see e.g., [27, 19] ) if necessary.
Our architecture is based on [8] who used PixelCNNs to perform super resolution (another one-tomany problem). We use the YCbCr colorspace, because it is linear, simple and widely used (e.g., by JPEG). We discretize the Cb and Cr channels separately into 32 bins. Thus the model has the following form:
where y(i, r) is the Cr value for pixel i, and y(i, b) is the Cb value. We performed some preliminary experiments using Logistic mixture models to represent the output values as suggested by the PixelCNN++ of [31] , as opposed to using multinomials over discrete values [36] . However, we did not see a meaningful improvement, so for simplicity, we stick to a multinomial prediction model. We train this model using maximum likelihood, with a cross-entropy loss per pixel. Because of the sequential nature of the model, each prediction is conditioned on previous pixels. During training, we "clamp" all the previous pixels to the ground truth values (an approach known as "teacher forcing" [39] ), and just train the network to predict a single pixel at a time. This can be done efficiently in parallel across pixels.
FEEDFORWARD CNN FOR HIGH-RESOLUTION REFINEMENT
A simple way to use the low resolution output of the colorization network is to upsample it (e.g., using bilinear or nearest neighbor interpolation), and then to concatenate the result with the original luminance channel. This can work quite well given groundtruth color, as we showed in Figure 3 . However, it is possible to do better by learning how to combine the predicted low resolution color image with the original high resolution grayscale image.
For this, we use an image-to-image CNN which we call the refinement network. It is similar in architecture to the network used in [15] but with more layers in the decoding part. In addition, we use bilinear interpolation for upsampling instead of learned upsampling.
The refinement network is trained on a 28x28 downsampling of the ground truth chroma images. The reason we do not train it end-to-end with the PixelCNN is the following: the PixelCNN can generate multiple samples, all of which might be quite far from the true chroma image; if we forced the refinement network to map these to the true RGB image, it might learn to ignore these "irrelevant" color "hints", and just use the input grayscale image. By contrast, when we train using the true low-resolution chroma images, we force the refinement network to focus its efforts on learning how to combine these "hints" with the edge boundaries which are encoded in the grayscale image.
We show some qualitative examples of the benefits of the refinement network on the left of Figure 5 . At first glance, the benefits seem small, but if you zoom in you will notice that the refinement network's outputs are much more plausible, since they better adhere to segment boundaries, etc.
The results of a quantitative human evaluation of the refinement network, using the "Visual Turing Test" metric explained in Section 4, are shown in the table on the right of Figure 5 . The increase from the Sample-Unrefined score (19.9%) to the Sample-Refined score (33.9%) shows the value added by the refinement network. The GT-Refined score (43.6%) shows the upper limit of our method could achieve with our refinement network (the maximum expected score for VTT is 50%).
EVALUATION METHODOLOGY
Since the mapping from gray to color is one-to-many, we cannot evaluate performance by comparing the predicted color image to the "ground truth" color image in terms of mean squared error or even other perceptual similarity metrics such as SSIM [37] . Instead, we follow the approach of [41] and conduct a "Visual Turing Test" (VTT) using a crowd sourced human raters. In this test, we present two different color versions of an image, one the ground truth and one corresponding to the predicted colors generated by some method. We then ask the rater to pick the image which has the "true colors". A method that always produces the ground truth colorization would score 50% by this metric.
To be comparable with [41] , we show the two images sequentially for 1 second each. (We randomize which image is shown first.) Following standard practice, we train on the 1.2M training images from the ILSVRC-CLS dataset [30] , and use 500 images from the "ctest10k" split of the 50k ILSVRC-CLS validation dataset proposed in [20] . Each image is shown to 5 different raters. We then compute the fraction of times the generated image is preferred to ground truth; we will call this the "VTT score" for short.
RESULTS
We assess the effectiveness of our technique by comparing against several recent colorization methods, both qualitatively and quantitatively. Table 3 shows a qualitative comparison of various recent methods applied to a few randomly chosen test images. Based on these examples, it seems that the best methods include our method (PixColor), and several recent CNN-based methods, namely LTBC [15] , LRAC [20] , and CIC [41] . Therefore, we conduct a more costly "Visual Turing Test" (VTT) on these four systems, as explained in Section 4. Figure 6 summarizes the VTT scores. We see that our method significantly outperforms the previous state of the art methods, with an average VTT score of 33.9%.
One reason we think our results are better is that the colors they produce are more "natural", and are placed in the "right" places. To assess the first issue, Figure 7 plots the marginal statistics of the a and b channels (of CIELab) derived from the images generated from each image. We see that our model matches the empirical distribution (derived from the true color images) more closely than the Figure 6 : Results of the Visual Turing Test (VTT) study on the ImageNet test set. We report the fraction of times raters picked the generated color image over the ground truth with error ranges produced by bootstrapping the mean. Our study includes 500 test images and 5 raters per image. The column labeled "Oracle" is the score of the single best sample per image chosen by human raters. other methods, without needing to do any explicit reweighting of color bins, as was done in previous work [41] .
SAMPLE DIVERSITY
Our model can produce multiple samples for each input, so for we run it 3 times, with 3 different seeds, and evaluate the outputs of each run independently. From Figure 6 , we see that all of the samples are fairly good, but are they different from each other? That is, are the samples diverse? Figure 2 suggests that our method can generate diverse samples. To quantitatively assess how different these samples are from each other, we compute the multiscale SSIM [37] measure between pairs of samples. The results are shown in Figure 8 . We see that most pairs have an SSIM score in the 0.95-0.99 range, meaning that they are very similar, but differ in a few places, corresponding to subtle details, such as the color of a person's shirt. The pairs which have the lowest SSIM score are the ones where large objects are given different colors (see the pair of birds on the left hand side).
In an ideal world, we could automatically select the single best sample, and just show that to the user. To get a sense of how well this could perform, we decided to use humans to perform the task of picking the best sample. More precisely, for each of the 3 samples for a given image, we picked the one that the most raters liked. We then computed the VTT score for these single samples using a different set of raters. The VTT score jumps to 38.3%. This suggests that an algorithmic way to pick a good sample from the set could yield significantly better results.
We did some preliminary experiments where we used the likelihood score (according to the Pixel-CNN model) to pick the best sample, but this did not yield good correlation with human judgement. It may be possible to train a separate ranking model, but we leave that to future work.
CONCLUSION
We showed PixColor produces diverse colorizations and found that on average the outputs of our model perform better than other published methods in a crowd sourced human evaluation. We avoid the problem of slow inference in PixelCNN by only sampling low-resolution color channels and use a standard image-to-image CNN to refine the result. We justified the necessity of the refinement network with ablation studies and we showed that PixColor outputs more closely match the marginal color distributions when compared to other methods. The model exhibits a variety of failure modes, as illustrated in Figure 10 , which we will address in our future work. 
