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1. Introduction
In this paper, for a given nonempty set S of integer points inRd, we investigate conditions on separation of two sets A ⊂ S
and B = S \ A by an affine hyperplane. Consideration of hyperplane separation naturally leads to various notions of discrete
convexity of A and B. The hyperplane separation theorem for two disjoint convex sets inRd, or the Hahn–Banach separation
theorem for infinite dimensional spaces, is a fundamental fact and is a logical basis for various fields such as optimization or
game theory. However, because of the discreteness, separation of sets of integer points is a subtle problem. Murota ([6–8])
and his collaborators have developed the whole new field of ‘‘discrete convex analysis’’ and the hyperplane separation is an
important motivation for the field.
In Murota’s works and works by earlier authors, hyperplane separation results have been proved by imposing some nice
conditions of discrete convexity of A and B. However for some problems we want to know whether separation holds under
weaker conditions on S, A and B. For statistical applications in [2], a separation result forR2 under ‘‘parallelogram condition’’
given in Definition 2.9 below plays an important role. In some context, it is easier to check such conditions than to check
the discrete convexity of A and B. The point is that sometimes (like in [2]) the nice set S is given, and we want to separate it
into two sets, A and B; this is different from many of the classic separation theorems, where nice sets A and B are given and
we want to separate them. A similar result of separation for higher dimension was conjectured in [2] and the conjecture is
the motivation for the present study. As shown in Section 4 we found that there is a large gap between R2 and Rd for d ≥ 3.
Non-convexity of a set A of integer points is usually characterized by existence of a ‘‘hole’’ in A. Recently active research
has been conducted on various notions of holes. Fano polytopes, which are motivated from algebraic geometry, are actively
investigated from combinatorial viewpoint [4,5]. They are rich sources of polytopes with a single hole in its interior. Empty
lattice simplices, whose only integer points are its vertices, have been studied in many contexts (see [10] and references
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Fig. 1. Example 2.6.
therein). In the field of commutative algebra and its application to algebraic statistics, holes in a semigroup generated by a
set of integer points are of great interest (e.g. [3,9]).
The organization of this paper is as follows. In Section 2 we give definitions and some preliminary facts. In Section 3 we
prove that hyperplane separation holds under very weak condition for the case S = Zd. In Section 4 we consider finite A and
B and prove separation results when S ⊂ Z2 is integrally convex and when S ⊂ Z2 is hole free. For Zd, d ≥ 3, we give some
counterexamples. We end the paper with discussion of some open problems in Section 5.
2. Definitions and some preliminary facts
For a given nonempty set S of integer points in Rd, we consider some conditions which concern separation of two
nonempty sets A ⊂ S and B = S \ A by an affine hyperplane H . Throughout this paper we assume that A, B are nonempty
disjoint sets and we denote S = A ∪ B. H may be defined by a linear form with irrational coefficients.
We allowH to contain points of both A and B. However onH we are again concerned on separation of A and B by an affine
space of codimension 1 within H . Therefore we make the following definition.
Definition 2.1. Let L be an affine subspace in Rd of dimension l. We call an affine subspace P ⊂ L of dimension l − 1 a
hyperplane in L. We say that P separates A and B in L if there exist two disjoint connected components R+ and R− of L\P such
that
R+ ∪ R− = L \ P, R+ ∩ S ⊂ A, R− ∩ S ⊂ B.
Example 2.2. We consider the case when A = {0, 1, 2}, B = {−1,−2}. Let us take the rays R>0 and R<0 as R+ and R−,
respectively. Then P = R \ (R+ ∪ R−) has only the point 0 ∈ A. In this case, S ∩ R+ = {1, 2} ⊂ A and S ∩ R− = {1,−2} ⊂ B.
Hence P = {0} separates A and B in R.
Definition 2.3 (Separation by a Sequence of Affine Hyperplanes, Condition H). Let Hi (i ≥ 0) be an i-dimensional affine
subspaces of Rd and H = {Hk, . . . ,Hd} (k ≥ 0) be a sequence of affine hyperplanes such that Hi−1 ⊂ Hi (i = k+ 1, . . . , d)
and Hd = Rd. A and B are separated by H , if H satisfies
(i) Hk ∩ S ⊂ A or Hk ∩ S ⊂ B, and
(ii) for k+ 1 ≤ i ≤ d, Hi−1 separates A and B in Hi.
We say that A and B satisfy Condition H if A and B are separated by some H = {Hk, . . . ,Hd}.
We consider two examples of separation of A ⊂ Z2 and B = Z2 \ A.
Example 2.4. Let H1 be the line defined by x2 = ϖ x1 for some irrational numberϖ , A = {(x1, x2) ∈ Z2|x2 ≥ ϖ x1}, and
H2 = R2. Then H = {H1,H2} separates A and B = Z2 \ A. (Moreover, for any t , H ′ = {{(t,ϖ t)},H1,H2} separates A and B.)
Remark 2.5. For S = Zd there may be no rational vector p ∈ Zd such that a hyperplane H = {x ∈ Rd|p1x1+· · ·+ pdxd = b}
separates A and B, because Zd is unbounded.
Example 2.6. Let A = {(x1, x2) ∈ Z2 | x1 > 0} ∪ {(0, x2) ∈ Z2 | x2 ≥ 0} as in Fig. 1. If we set
H0 = {(0, 0)}, H1 = {(0, x2)|x2 ∈ R}, H2 = R2,
then H = {H0,H1,H2} separates A and B = Z2 \ A. Moreover, for each t ∈ [−1, 0], {{(0, t)},H1,H2} separates A and B.
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Next we consider the following condition.
Definition 2.7 (Ray Condition, Condition R).We say that A and B satisfy Condition R if for each line L such that A∩ L ≠ ∅ and
B ∩ L ≠ ∅, there exists a ray L′ ⊂ L such that A ∩ L = L′ ∩ S.
Remark 2.8. Condition R is equivalent to the following: for each line L such that A∩ L ≠ ∅ and B∩ L ≠ ∅, there exists p ∈ L
such that {p} separates A and B in L.
Furthermore we consider the following condition.
Definition 2.9 (Parallelogram Condition, Condition P).We say that A, B satisfy k-parallelogram condition if
a1, a2, . . . , ak′ ∈ A, b1, b2, . . . , bk′ ∈ B ⇒
k′
i=1
ai ≠
k′
i=1
bi
for all k′ ≤ k. We call the 2-parallelogram condition Condition P.
Remark 2.10. By definition, the k-parallelogram condition implies the (k− 1)-parallelogram condition.
When we consider Condition P, we may have a1 = a2. Then the condition says that no point of A is the mid-point of two
points in B. Condition P was considered in Hara et al. [2] in a statistical problem. They showed that when S = A ∪ B is a
2-dimensional rectangle, and if A and B are ‘‘monotone’’ and satisfy Condition P, then there exists a line separating A and B
(see Appendix E in Hara et al. [2]).
We state the following basic fact on implications of the above conditions.
Lemma 2.11. Condition H implies Condition P.
Proof. Consider the case that at least one point, say a1, among a1, a2 ∈ A, b1, b2 ∈ B belongs to an open half-space on one
side of Hd−1. Then (a1 + a2)/2 also belongs to the open half-space and cannot be equal to (b1 + b2)/2. If all of a1, a2, b1, b2
belong to Hd−1, then we can use the induction on dimension. 
By the same proof as in Lemma 2.11, we have the following.
Lemma 2.12. Condition H implies the k-parallelogram condition for every k ≥ 2.
So far we have presented conditions concerning two sets A and B. Now we give a condition of discrete convexity of a
single S, which is also needed for relating Condition R to Condition P.
Definition 2.13 (k-Convexity). S ⊂ Zd is k-convex if S satisfies the following:
a1, . . . , ak+1 ∈ S ⇒ conv{a1, . . . , ak+1} ∩ Zd ⊂ S,
where conv{a1, . . . , ak+1} denotes the convex hull of a1, . . . , ak+1 in Rd.
Remark 2.14. If S ⊂ Zd is k-convex, then S is (k− 1)-convex.
Lemma 2.15. If S = A ∪ B is 1-convex, then Condition P implies Condition R.
Proof. If A ∩ L ≠ ∅, B ∩ L ≠ ∅, then we can find a ∈ A and b ∈ B lying next to each other on the line L by 1-convexity of
S. Assume that a is on the right side of b, and let L′ ⊂ L denote the ray extending from a not containing b. If there exists a
member of B in L′∩Zd, then we find the nearest point to b in B, denoted by b′. Let a′ denote the next left point of b′ in L′∩Zd.
Then we have a′ ∈ A and a+ a′ = b+ b′, a contradiction to Condition P. Thus L′ ∩ Zd ⊂ A. Also we have (L \ L′) ∩ Zd ⊂ B.
Then it follows that L′ ∩ Zd = A ∩ L. 
Lemma 2.16. If S is 1-convex, then
Condition H ⇒ Condition P ⇒ Condition R.
Proof. The lemma follows from Lemmas 2.11 and 2.15. 
In Section 4 we consider the case when S is a hole free set or an integrally convex set. We recall its definition and basic
properties ([7, Section 3.4]). See also [1].
Definition 2.17. S ⊂ Zd is integrally convex if any real vector x in the convex hull conv(S) of S is contained by conv(S∩N(x)),
where N(x) = {y ∈ Zd||xi − yi| < 1 for i = 1, . . . , d} is the integral neighborhood of x.
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This definition is also written as follows.
Proposition 2.18. S ⊂ Zd is integrally convex if and only if
conv(S ∩ N(x)) = conv(S) ∩ conv(N(x)) (∀x ∈ Rd).
Definition 2.19. S ⊂ Zd is hole free if S = conv(S) ∩ Zd.
Proposition 2.20. An integrally convex set is hole free.
Remark 2.21. For S ⊂ Zd, S is d-convex if and only if S is hole free.
3. Separation of the whole integer lattice
In this section, we consider the case S = Zd. We prove the following theorem.
Theorem 3.1. Let S = Zd. Then for A ⊂ S and B = S \ A, Conditions H, R, P are all equivalent.
By Lemma 2.16 it suffices to prove Condition R⇒ Condition H.We give the proof in a series of lemmas and the following
key proposition.
Proposition 3.2. Let l < n ≤ d and S = Zd ∩ F for some affine subspace F ⊂ Rd of dimension n. Assume A and B satisfy
Condition R. If there exist affine subspaces P ⊂ L of dimension (l − 1) and l such that P separates A and B in L, then there exist
affine subspaces P ′ ⊂ L′ of dimension l and (l+ 1) such that P ′ separates A and B in L′.
For readability we shall prove this proposition later. It implies the following two lemmas, which are sufficient to prove
Theorem 3.1.
Lemma 3.3. Let S = Zd ∩ F for some affine subspace F ⊂ Rd. If A and B satisfy Condition R, then there exists a hyperplane
H ⊂ F such that H separates A and B in F .
Proof. Let a ∈ A and b ∈ B. For the line L through a and b, some point p ∈ L separates A and B in L since A and B satisfy
Condition R. Applying Proposition 3.2 inductively, we have the lemma. 
Lemma 3.4. Let S = Zd ∩ F for some affine subspace F ⊂ Rd of dimension n. If A and B satisfy Condition R, then Condition H
holds.
Proof. By Lemma 3.3, there exists a hyperplane Hn−1 in Hn = F such that Hn−1 separates A and B in Hn. Applying Lemma 3.3
recursively until Hi ⊂ A or Hi ⊂ B, we have a sequence of hyperplanes which separate A and B. 
Proof of Theorem 3.1. Take F = Rd in Lemma 3.4. 
3.1. Proof of Proposition 3.2
It remains to prove Proposition 3.2. The rest of this section is devoted to its proof in a series of lemmas. Roughly speaking,
the strategy of the proof is the following: first consider the case where the dimension is two. Fix p ∈ A. For a generic line
through p, Condition R implies that one of rays starting from p contains infinitelymany points in A and no points in B. Collect
such rays and consider the convex hull. The convex hull has no points in B in its interior. The convex hull is a half spacewhose
boundary contains p. Since the angle of the boundary does not depend on the choice of the point p ∈ A, the union of them is
also a half space. Moreover it contains all points in A and its interior contains no points in B. Hence the boundary separates
A and B. Next consider the case where the dimension is three. Now we have a line L separating A and B when restricted to
a two-dimensional space. In this case, we construct a plane separating A and B in a similar manner to the two-dimensional
case, where we replace a point in A with a line which contains no points in B and which is parallel to the line L; and a ray
with an intersection of a plane and a half space. Repeating this process up to the dimension l+ 1, we obtain Proposition 3.2.
For 1 ≤ i ≤ d, let
Ri(θ) = {(x1, . . . , xi−1, t cos θ, t sin θ, 0, . . . , 0) ∈ Rd|x1, . . . , xi−1 ∈ R, t > 0},
Hi = {(x1, . . . , xi, 0, . . . , 0) ∈ Rd|x1, . . . , xi ∈ R},
R+i = Ri(0) and R−i = Ri(π) (see Fig. 2). Assume ϕ ∈ GL(Rd) and α ∈ Rd satisfy the following: P = ϕ(Hl−1) + α,
L = ϕ(Hl)+ α, F = ϕ(Hn)+ α, R+ = ϕ(R+l )+ α, R− = ϕ(R−l )+ α, R+ ∩ S ⊂ A and R− ∩ S ⊂ B.
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Fig. 2. Ri(θ), R+i and R
−
i .
Fig. 3. Ca .
Lemma 3.5. Let a ∈ R+ ∩ S = (ϕ(R+l )+ α) ∩ S. There exist θ ′a, θ ′′a , and Ca such that
θ ′a − θ ′′a ≥ π, Ca =

θ ′′a ≤θ≤θ ′a
(ϕ(Rl(θ))+ a), Int(Ca) ∩ S ⊂ A,
where Int(X) denotes the relative interior of X ⊂ Rd.
Proof. Define θ ′a, θ ′′a as
θ ′a = sup{θ ′|∀θ ∈ [0, θ ′], (ϕ(Rl(θ))+ a) ∩ S ⊂ A},
θ ′′a = inf{θ ′′|∀θ ∈ [θ ′′, 0], (ϕ(Rl(θ))+ a) ∩ S ⊂ A}.
Since (ϕ(R+l ) + a) ⊂ (ϕ(R+l ) + α) ⊂ A and ∅ ≠ (ϕ(R−l ) + α) ⊂ B, it follows that −π ≤ θ ′′a ≤ 0 ≤ θ ′a ≤ π . Let
Ca =θ ′′a ≤θ≤θ ′a(ϕ(Rl(θ))+ a) (see Fig. 3). Then we have Int(Ca) ∩ S ⊂ A.
The proof is completed by showing that θ ′a − θ ′′a ≥ π . For convenience, let a = 0. If θ ′a − θ ′′a < π , then there exist θ ′, θ ′′
such that
θ ′′ ≤ θ ′′a ≤ θ ′a ≤ θ ′ < θ ′′ + π,
ϕ(Rl(θ ′′)) ∩ B ≠ ∅,
ϕ(Rl(θ ′)) ∩ B ≠ ∅.
Let b′ ∈ ϕ(Rl(θ ′)) ∩ B, b′′ ∈ ϕ(Rl(θ ′′)) ∩ B. Since b′, b′′ ∈ Zd, there exist t ′, t ′′ ∈ Z such that
t ′b′ + t ′′b′′
t ′ + t ′′ ∈ ϕ(R
+
l ).
Let q′ = (t ′+t ′′)b′, q′′ = (t ′+t ′′)b′′, and p = (t ′q′+t ′′q′′)/(t ′+t ′′) = t ′b′+t ′′b′′. Then q′, q′′ ∈ B, and p ∈ (ϕ(R+l )+a)∩Zd ⊂ A.
However the three points p, q′, q′′ contradict Condition R. 
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Lemma 3.6. Let b ∈ R− ∩ S = (ϕ(R−l )+ α) ∩ S. There exist θ ′b, θ ′′b , and Cb such that
θ ′b − θ ′′b ≥ π, Cb =

θ ′′b ≤θ≤θ ′b
(ϕ(Rl(θ))+ b), Int(Cb) ∩ Zd ⊂ B.
Proof. The proof is the same as that of Lemma 3.5. 
Since Int(Ca) ∩ S ⊂ A, Int(Cb) ∩ S ⊂ B and A ∩ B = ∅, it immediately follows that θ ′a − θ ′′a = π . Since
Ca =

θ ′′a ≤θ≤θ ′a
(ϕ(Rl(θ))+ a) = ϕ
 
θ ′′a ≤θ≤θ ′a
Rl(θ)
+ a,
there exists ψa ∈ GL(Rd) such that ψa(R+l+1)+ a = Int(Ca).
Let us fix a ∈ R+ ∩ S and ψ = ψa. Let L′ = ψ(Hl+1)+ a and C ′a′ = Ca − a+ a′ ⊂ L′ for a′ ∈ L′ ∩ A.
Lemma 3.7. For a′ ∈ L′ ∩ A, Int(C ′a′) ∩ S ⊂ A.
Proof. By Lemma 3.5, Int(Ca) ⊂ A. If a′ ∈ Ca, then C ′a′ ⊂ Ca, which implies Int(C ′a′) ⊂ Int(Ca) ⊂ A. Let us consider the case
when a′ ∉ Ca. For each x ∈ Int(C ′a′) ∩ S, there exists some point q ∈ Ca ∩ S ⊂ A on the ray from a to x. Since we assume
Condition R, x is in A. 
Let
R′+ =

a′∈L′∩A
Int(C ′a′) =

a′∈L′∩A
Int(Ca)− a+ a′
=

a′∈L′∩A
(ψ(R+l+1)+ a′).
Fix β ∈ ∂R′+ = R′+ \ Int(R′+). Then we obtain
R′+ = ψ(R+l+1)+ β, L′ \ R′+ = ψ(Hl+1) \ R′+ = ψa(R−l+1)+ β.
Let R′− = ψa(R−l+1)+ β and P ′ = L′ \ (R′+ ∪ R′−). Then we turn to show that P ′ separates A and B in L′.
Lemma 3.8. ∅ ≠ R′− ∩ S ⊂ B.
Proof. Since A ∩ L′ ⊂ R′+, it follows that S ∩

L′ \ R′+

⊂ B, which implies S ∩ R′− ⊂ B. 
Lemma 3.9. ∅ ≠ R′+ ∩ S ⊂ A.
Proof. For x ∈ R′+, there exists a′ ∈ L′ such that x ∈ Int(C ′a′), which implies x ∈ A. 
Now we have Proposition 3.2. Note that in the above proofs we described how to construct a sequence of separating
affine subspaces.
4. Separation of a finite set in dimension two
In this section, we consider the case when S ⊂ Zd is finite. In the case d = 2 simple separation results hold as shown in
the following theorems.
Theorem 4.1. Let S ⊂ Z2 be a finite integrally convex set. Then for A ⊂ S and B = S \ A, Conditions H and P are equivalent.
Theorem 4.2. Let S ⊂ Z2 be a finite hole free set. Then for A ⊂ S and B = S \ A, Condition H and the 3-parallelogram condition
are equivalent.
We will prove these theorems in later subsections by using the following lemma.
Lemma 4.3. Let S ⊂ Z2 be a finite hole free set. If A and B satisfy Condition P, A \ conv(B) ≠ ∅ and B \ conv(A) ≠ ∅, then
Condition H holds.
We show the following lemma before the proof of Lemma 4.3.
Lemma 4.4. Let S ⊂ Z2 be a finite hole free set. If A and B satisfy Condition P, then conv{a1, a2} ∩ conv{b1, b2} = ∅ for all
a1, a2 ∈ A and b1, b2 ∈ B.
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Fig. 4. Some counterexamples to P⇒ H in Z2 .
Proof. Let us assume that for some a1, a2 ∈ A and b1, b2 ∈ B, conv{a1, a2} ∩ conv{b1, b2} ≠ ∅. Consider a1, a2, b1, b2 such
that conv{a1, a2, b1, b2} ∩ Z2 is minimal with respect to inclusion. Thanks to the hole freeness of S, we can suppose that
conv{a1, a2, b1, b2} ∩ Z2 = {a1, a2, b1, b2}without loss of generality.
Let δ = a1 − a2 and c = a1 + a2 − b1. Also let c+ = c + δ, c− = c − δ. Since the area of the triangle
conv{a1, a2, b1} is equal to that of the triangle conv{a1, a2, b2}, b2 has to be on the line parallel to conv{a1, a2} through
c. Also conv{a1, a2, b1, b2} ∩ Z2 = {a1, a2, b1, b2} implies b2 ∈ conv{c+, c−}. Then since conv{a1, a2} ∩ Z2 = {a1, a2}, we
have
conv{c+, c−} ∩ Z2 = {c, c+, c−}.
Thus b′ ∈ {c, c+, c−}. However in any case we have a contradiction to Condition P. 
Proof of Lemma 4.3. If conv(A) ∩ conv(B) = ∅, then Condition H holds by the usual hyperplane separation theorem.
Therefore it suffices to show that conv(A) ∩ conv(B) ≠ ∅ leads to a contradiction.
Firstly, recall that the convex hull of a finite set of points is equal to the union of simplices spanned by a finite set of
the points [11, Thm.2.15]. Therefore, if conv(A) ∩ conv(B) ≠ ∅, there exist a1, a2, a3 ∈ A and b1, b2, b3 ∈ B such that
conv{a1, a2, a3} ∩ conv{b1, b2, b3} ≠ ∅. By Lemma 4.4, it suffices to show that for some a, a′ ∈ A and b, b′ ∈ B, conv{a, a′}
and conv{b, b′} intersect.
Let A′ = {a1, a2, a3} and B′ = {b1, b2, b3}. As the first case suppose that some b ∈ B′ is in conv(A′). Then since
B \ conv(A) ≠ ∅, there exists b′ ∈ B such that b′ ∉ conv(A′). In this case, clearly the line segment conv{b, b′} crosses
an edge of the triangle conv(A′).
As the second case suppose that B′ ∩ conv(A′) = ∅ and A′ ∩ conv(B′) = ∅. The intersection of two triangles
conv(A′) ∩ conv(B′) is a polygon. Consider a vertex v of the polygon. Since v ∈ conv(A′) ∩ conv(B′), v is not a member
of A′ ∪ B′. Now each triangle is defined by three inequalities and the intersection of the two triangles is defined by effective
inequalities of those six. Hence v is the intersection of two edges among these six edges. If v is the intersection of two edges
of one triangle, then it reduces to the first case. Hence v is the intersection of one edge of conv(A′) and another edge of
conv(B′). 
In the finite case, note that Condition R is not equivalent to Conditions P and H.
Example 4.5 (A Counterexample to R⇒ H, R⇒ P).When A = {(0, 0), (1, 1)} and B = {(1, 0), (0, 1)}, S = A∪ B is integrally
convex. In this case, both A and B satisfy Condition R. However we easily find that Conditions H and P do not hold. We
can find this kind of counterexamples for small S. Next we consider the case where S = A ∪ B is large enough, A contains
{(0, 0), (1, 1)} and B contains {(1, 0), (0, 1)}. If there exist a ray L′ such that A∩ L = L′∩S for the line L containing (0, 0) and
(1, 0), then B contains (i, 0) for i > 0. Considering the line L containing (0, 0) and (0, 1), we obtain that B contains (0, i) for
i > 0. Considering the line L contains (i, 0) and (0, i) for i > 0, we also obtain that B contains (k, i − k) for k = 0, 1, . . . , i.
Hence A and B do not satisfy Condition R.
In the case d = 2,we have Theorems 4.1 and 4.2.Wewant to considermore general cases or higher dimensions. However,
there are some counterexamples.
First we consider Theorem 4.1. For general sets S ⊂ Z2, the equivalence of Theorem 4.1 is violated as shown in the
following examples.
Example 4.6 (Counterexamples to P⇒ H).We show some counterexamples in Fig. 4. The points of A are denoted by black
circles, and those of B bywhite circles. In these cases, Condition P holds (moreover Condition R also holds from Lemma 2.16).
However, A and B are not separated.
We next consider the case S ⊂ Zd for d ≥ 3. In this case, by examples we show that Conditions H, P and R are not
equivalent.
Example 4.7. Consider the case where A = {e1, e2, . . . , ed,−(e1 + e2 + · · · + ed)} and B = {(0, 0, . . . , 0)}, where
{e1, . . . , ed} is the standard basis of Rd. If d = 2, then this is the same example shown as the left figure in Fig. 4.
Since the sum of any d vectors in A has a nonzero entry, A and B satisfy the d-parallelogram condition. However since
e1 + e2 + · · · + ed − (e1 + e2 + · · · + ed) is the zero vector, A and B do not satisfy the (d + 1)-parallelogram condition.
Moreover, since the interior of the convex hull of A contains the origin, A and B do not satisfy Condition H.
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Fig. 5. A counterexample in Z3 .
Example 4.8. Consider
S = {(x1, x2, x3) ∈ Z3|0 ≤ x1 ≤ 5, 0 ≤ x2 ≤ 4, 0 ≤ x3 ≤ 3}.
Let v1, v2, v3 denote (5, 0, 0), (0, 4, 0), (0, 0, 3) and S ′ = conv{0, v1, v2, v3} ∩ Z3 as in Fig. 5, A = S ′ \ {(2, 1, 1)} and
B = S \ A. Then conv(A) ∩ Z3 = S ′ and it is clear that there is no hyperplane separating A and B. However we can easily
check that Condition P holds.
In this example, we see that the set A is the smallest 1-convex set containing {0, v1, v2, v3}, which we call the 1-convex
hull of {0, v1, v2, v3}. Similarly define the k-convex hull of S as the smallest k-convex set containing S. In this case, since we
have
1
3
(5, 0, 0)+ 1
3
(0, 0, 3)+ 1
3
(1, 3, 0) = (2, 1, 1),
S is 1-convex but it is not 2-convex (hence not 3-convex). Therefore the 2-convex hull of {0, v1, v2, v3} is the same as S ′.
Then we are interested in the following example which shows that the (d− 1)-convex hull is not necessarily d-convex.
Example 4.9. Let v1, v2, v3 denote the points (13, 0, 0), (0, 7, 0), (0, 0, 4) and S ′ = conv{0, v1, v2, v3} ∩ Z3. Then by some
detailed calculation involving inner products, it can be shown that there exists no a1, a2, a3 ∈ S ′ such that
(6, 2, 1) ∈ conv{a1, a2} or (6, 2, 1) ∈ conv{a1, a2, a3}.
Hence, the 2-convex hull of {0, v1, v2, v3} is not 3-convex.
This example shows that the equivalence of Theorem 4.2 is also violated for d ≥ 3.
Thus we are interested in generalizations of Theorems 4.1 and 4.2 using the k-parallelogram condition where k ≥ d.
However the following counterexamples suggest that generalizations of Theorem 4.2 and Lemma 4.3 are difficult for d ≥ 3.
Example 4.10 (An Example Based on a Terminal Fano Polytope in R3). Let v1, v2, v3, v4 denote the points (1, 0, 0), (0, 1, 0),
(1, 1, 2), (−1,−1,−1) and S ′ = conv{v1, v2, v3, v4}. Then since
v1 + v2 + v3 + 2v4 = 0,
we have 0 ∈ S ′. Let A = S ′ \ {0} and B = {0}. Since S ′ has no lattice points other than v1, . . . , v4, 0, we have the
4-parallelogram condition. However we cannot separate A and B.
Example 4.11. Let a1, a2, a3 denote the points (1, 0, 0), (0, 1, 0), (0, 0, 1) and b1, b2 denote (0, 0, 0), (1, 1, 2). Let A =
{a1, a2, a3}, B = {b1, b2}. Then S = A∪B is hole free and A∩conv(B) = B∩conv(A) = ∅.We clearly have the 3-parallelogram
condition, but not Condition H.
Despite the above counterexamples, we conjecture that a generalization of Theorem 4.1 to d ≥ 3 holds (see Section 5).
4.1. Proof of Theorem 4.1
For proving Theorem 4.1 we show the following basic lemmas on an integrally convex set.
Lemma 4.12. For a line L in Rd, if L ∩ Zd is integrally convex, then L is of the form
L = {x0 + tp|t ∈ R} (1)
for some x0 ∈ Zd and p ∈ {−1, 0, 1}d \ {0}.
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Proof. Let I = L ∩ Zd. For an integer point x0 ∈ L ∩ Zd, choose α ∈ (−1, 1)d \ {0} such that x0 + α ∈ L \ I . We denote
x = x0 + α. Consider the intersection of I and the integral neighborhood N(x). Since L = conv(I) is a line, I ∩ N(x) contains
two points, and one of them is x0. Thus another one has to be x0+pwhere p ∈ {−1, 0, 1}d\{0}. Thenwe have the lemma. 
Lemma 4.13. The faces of a finite integrally convex set in Rd are integrally convex.
Proof. Let S ⊂ Zd be a finite integrally convex set. From Proposition 2.18, for x ∈ Rd, we can consider conv(S ∩ N(x))
as conv(S) restricted to conv(N(x)). For a face F of conv(S) and x ∈ F , let Fx = F ∩ conv(N(x)). Since Fx is a face of
conv(S) ∩ conv(N(x)), it suffices to show that Fx ∩ Zd is integrally convex.
Let P ⊂ Rd be a polytope, vert(P) be the set of all vertices of P , and E be a face of P . Then
P = conv(vert(P)), (2)
vert(E) = E ∩ vert(P). (3)
Since conv(S ∩ N(x)) is a 0/1-polytope, we have vert(conv(S ∩ N(x))) = S ∩ N(x). Thus by (3) we have
vert(Fx) = Fx ∩ vert(conv(S ∩ N(x)))
= Fx ∩ S ∩ N(x) = Fx ∩ N(x).
Therefore, for any y ∈ Fx,
conv(vert(Fx) ∩ N(y)) = conv(Fx ∩ N(x) ∩ N(y))
= conv(Fx ∩ N(y)). (4)
Since Fx ∩ conv(N(y)) is a face of Fx, we have
vert(Fx ∩ conv(N(y))) = Fx ∩ conv(N(y)) ∩ vert(Fx)
= vert(Fx) ∩ N(y). (5)
Thus combining the equations (2), (4) and (5), we see that Fx ∩ Zd is integrally convex. 
From these lemmas, as an edge of an integrally convex set in Z2 we only need to consider lines of the form (1). We now
finish our proof of Theorem 4.1. In view of Lemma 4.3, suppose that B ⊂ conv(A) or A ⊂ conv(B). Without loss of generality
let B ⊂ conv(A). Then
S = A ∪ B ⊂ conv(A) ∪ B = conv(A).
Since S ⊃ A, we have conv(S) = conv(A). Thus all vertices of conv(S) belong to A. This implies that the integer points of the
boundary of conv(S) also belong to A by Condition P. Let b ∈ B. Above lemmas show that as we move from b in a direction
parallel to either axis, we reach an integer point of an edge of S, which belongs to A. If we move to the opposite direction of
bwe again reach an integer point of A. This contradicts Condition P.
4.2. Proof of Theorem 4.2
Finally we give a proof of Theorem 4.2. When we look at counterexamples in Fig. 4 again, we notice that the centroid of
black circles is also a centroid of white circles. Therefore these counterexamples are impossible if we additionally impose
the 3-parallelogram condition.
Let S ⊂ Z2 be hole free. Since Lemma 4.3 holds, we only need to prove that the 3-parallelogram condition implies
A∩conv(B) = ∅ and conv(A)∩B = ∅. We prove it by contradiction. Note that we only need to consider minimal triangles in
conv(A), i.e., triangles with no points from A except the vertices a1, a2, a3. Moreover, each face of this triangle has no integer
points except them since we have the 2-parallelogram condition.
Theorem 4.2 is a consequence of the following lemma.
Lemma 4.14. Let A = {a1, a2, a3}. Assume that conv{ai, aj} ∩ Z2 = {ai, aj} for any i, j ∈ {1, 2, 3} and B = (conv(A)∩ Z2) \ A
is not empty. Then there exist b1, b2, b3 ∈ B such that a1 + a2 + a3 = b1 + b2 + b3.
Proof. We can assume that a3 = 0 without loss of generality. Let us fix a⊥1 , a⊥2 and a⊥12 such that
a1, a⊥1
 = 0, a2, a⊥2  = 0, a1 − a2, a⊥12 = 0,
a2, a⊥1

> 0,

a1, a⊥2

> 0,
−a1, a⊥12 = −a2, a⊥12 > 0.
Then, for x ∈ R2,
x ∈ conv(A) ⇐⇒ ⟨x, a⊥1 ⟩ ≥ 0, ⟨x, a⊥2 ⟩ ≥ 0, ⟨x− a1, a⊥12⟩ ≥ 0.
T. Kashimura et al. / Discrete Mathematics 313 (2013) 8–18 17
Fig. 6. A minimal triangle.
By definition it also follows that ⟨b− a2, a⊥1 ⟩ < 0, ⟨b− a1, a⊥2 ⟩ < 0 and ⟨b, a⊥12⟩ < 0 for all b ∈ B. Let
b1 = ArgMax
b∈B
⟨b− a1, a⊥2 ⟩,
b2 = ArgMax
b∈B
⟨b− a2, a⊥1 ⟩,
b3 = a1 + a2 − b1 − b2.
We show that b3 ∈ B, which concludes the lemma (see Fig. 6). Let c = b1 + b2 − a1. Since

c − a2, a⊥1
 = ⟨b1 − a2, a⊥1 ⟩ +
⟨b2, a⊥1 ⟩ > ⟨b1 − a2, a⊥1 ⟩, by the definition of b2, we get c ∉ conv(A). By direct calculation we obtain
⟨c, a⊥1 ⟩ = ⟨b1, a⊥1 ⟩ + ⟨b2, a⊥1 ⟩ > 0,
⟨c − a1, a⊥12⟩ = ⟨b1 − a1, a⊥12⟩ + ⟨b2 − a1, a⊥12⟩ > 0,
which implies ⟨c, a⊥2 ⟩ < 0. Since b3 = a2 − c , ⟨b3, a⊥2 ⟩ = ⟨a2 − c, a⊥2 ⟩ = −⟨c, a⊥2 ⟩ > 0. Similarly we also obtain
c ′ = b1+b2− a2 ∉ conv(A) and ⟨b3, a⊥1 ⟩ > 0. Since ⟨b3− a1, a⊥12⟩ = ⟨b3, a⊥12⟩+⟨−a1, a⊥12⟩ > 0, we have b3 ∈ Int(conv(A)),
which implies b3 ∈ B. 
5. Conclusions and open problems
In this paper, we have proved the equivalence of Conditions H and P when S = A∪ B is the whole Zd or a 2-dimensional
finite integrally convex set. However we have shown that it does not hold in d-dimensional finite sets for d ≥ 3. For S = Zd
Condition R is also equivalent to Conditions H, P, but they are not equivalent in the finite case. It is not clear what causes
this difference. We have also shown the equivalence of Condition H and the 3-parallelogram condition for finite hole free
S ⊂ Z2.
For d ≥ 3 and finite S, we would like to obtain a useful condition which is equivalent to Condition H. Such a condition is
relevant for extending the result of [2] to higher dimensions. From various counterexamples in Section 4, extension of our
results for d = 2 to higher dimensions may be difficult to prove. In fact, in Examples 4.10 and 4.11 we see that a natural
generalization of Theorem 4.2 does not hold. Nevertheless, we conjecture that a generalization of Theorem 4.1 holds in
higher dimensions.
Conjecture 5.1 (Analogue of Theorem 4.1). If S is a finite integrally convex set in Rd and A, B satisfy the d-parallelogram
condition, then Condition H holds.
Another open problems concern the k-convexity of a set A ∈ Zd. The k-convex hull of A is a subset of the (k+ 1)-convex
hull of A. A hole in conv(A)∩ Zd can be classified by the first k such that it belongs to the k-convex hull of A. For example, in
Example 4.9 with A = {(0, 0, 0), (13, 0, 0), (0, 7, 0), (0, 0, 4)} by computer search we found that the difference between
the 2-convex hull and the 1-convex hull consists of a single point (4, 3, 1). (6, 2, 1) discussed in Example 4.9 the difference
between the 3-convex hull and the 2-convex hull. It is of interest to classify holes by the k-convexity and give conditions on
existence or non-existence of holes according to this classification.
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