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要旨
近年，ロボットが人間の生活空間内に進出し，生活支援や介護支援を行い，共存
することが望まれている．人間の生活空間は，人間が快適に暮らせるよう設計され
ている．仮に，非人間型ロボットが人間の生活空間内にて人間に作業を行わせる場
合，生活空間はロボットにとって使い勝手が良い環境とは限らない．これを解決す
るためにロボットを人間型にすれば，より人間と共存しやすくなるため，ヒューマ
ノイドロボットが広く研究されている．また，福祉関係にロボットを利用する場合，
対象者の心理的負担が軽減すると考えられる．人間の生活空間のように，環境に外
乱が生じる場所でロボットに作業を行わせる場合，人間と同様に視覚・聴覚・触覚・
嗅覚などのような感覚器官が大切である．中でも，視覚（カメラ）は対象と非接触
に，且つ一度に大量のデータを取得できる手段として広く研究されている．このた
め，ロボットにおいても視覚（カメラ）を用いれば，周囲の状況を把握して環境の
変化に対応することが可能となる．視覚情報を上手に利用することにより，ロボッ
トに必要とされる重要な機能の一つである，固定してある目標物体まで移動したり，
移動する目標物体を追従したり，障害物を認識して回避するというような移動機能
を実現することが可能となる．
視覚を利用した制御方法として，一般的にルックアンドムーブ法が有名である．
これは，目標位置や姿勢をカメラにて測定し，ロボットの位置や姿勢が目標と同じ
になるように制御する方法である．ルックアンドムーブ法は，制御方法は非常に簡
単ではあるが，カメラのキャリブレーションエラーに非常に弱いという問題がある．
キャリブレーションに強い方法として，ビジュアルサーボという方法がある．カメ
ラ内の特徴点から直接制御量を計算できる方法であり，キャリブレーションエラー
に強い．しかし，ビジュアルサーボは制御量を計算する際に，正確なカメラ角を必
要とする問題がある．ビジュアルサーボを移動ロボットに適用して移動制御する場
合，移動時の振動を抑えるために，カメラの補償眼球運動によりカメラ角を制御す
る必要がある．このとき，カメラ角の正確な測定に失敗してしまうと正確な制御量
を計算できず，正しく制御できないという問題がある．
この問題を解決する方法として，線形ビジュアルサーボが提案されている．アー
ムロボットとステレオカメラが人間の上体に似た配置をもつ人間型ハンドアイシス
テムにおいて，関節空間と視空間が線形に近い関係を持つという特徴を利用した線
形式で表現されるビジュアルサーボであり，制御量の計算に関節角とカメラ角が不
要であるという利点を持つ．本論文では，人間型ハンドアイシステムで有効性が示
された線形ビジュアルサーボを車輪型ヒューマノイドロボットの追従制御にするこ
とを提案する．このとき，車輪型ヒューマノイドロボットの移動空間と視空間の関
係を線形式で表現できることを示す．また，追従制御と平行して腕の位置決め制御
を行い，目標物体に近づきながら腕も目標物体に近づけるというリーチング制御を
提案する．これらの制御はビジュアルサーボであるため，目標とマーカーがカメラ
から見えていなければならないが，オープンループ制御によりこれを解決する方法
を提案する．また，視角を広げるために全方位カメラによるステレオビジョンを導
入し，線形ビジュアルサーボ系を構築する方法を提案する．また，上記の全ての制
御のそれぞれに対し収束安定性を求め，広い範囲で安定に制御ができることを示す．
最後に，上記の全ての制御方法の問題点を示す．そして，全ての制御方法を統合
することにより，単体での制御方法における問題点を解決できることを検証し，結
論とする．
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第1章 序論
1.1 研究の背景
近年ロボットは，製造業などで組立作業や塗装作業などを支援するばかりではな
く，生活支援，介護支援，作業支援など人間の生活空間内で人間と共存することが
期待されている．このような人間の生活空間は，基本的に人間にとって快適である
ように設計されており，ロボットにとって快適な環境であるとは限らない．また，人
間の生活空間内に存在する様々な道具は，人間にとって使いやすいような形状となっ
ているものが多く形状も多種多様である．仮に，ロボットアームにこれらを使用さ
せようとすると，各道具について一種類ずつエンドエフェクタを用意しなければな
らないため，ロボットにとっては使い辛いと考えられる．このように，人間が快適
な環境とロボットが快適な環境間には差異が存在する．両者が同じ環境内で共存す
る場合，人間に快適な環境をわざわざロボットに快適な環境に作り変えるのはコス
トが非常にかかる上，支援を受ける人間側がロボットに合わせるのは本末転倒であ
る．そのため，人間の環境にロボットを合わせるため，ヒューマノイドロボットの研
究が多くなされている[1, 2]．ヒューマノイドロボットの利点として，人間と同じ構
造を持つので人間が使用可能な全ての道具を使用することが可能である．また，福
祉関係の支援をロボットにさせる場合，人間に対する心理的負担を軽減することも
できる．ヒューマノイドロボットを実現するにあたり，ロボットアームの位置姿勢
決め動作や物体把持動作など，高度で複雑な機能が多く必要となる．そのような機
能のひとつとして，ロボットの移動動作がある．たとえば，予め指定した場所に自
動的に移動したり，移動する目標物を認識し，その後ろを追従させるようなタスク
がある．前者の例では，ロボットに目的の場所まで荷物を運ばせるようなタスクが
考えられ，後者の例では買い物をする人の後ろを自動的について回るショッピング
カートロボットのようなものが考えられる．また，福祉方面への応用として，介護
者を見つけて傍に近づいたりすることが考えられる[3]．ロボットに対してこのよう
なタスクを実現する場合，動的に変化する複雑な環境において正しく目標位置に移
動する制御の必要がある．
ロボットに目的の場所や目標物まで移動させるような制御をさせるための手法と
1
して，地図情報を用いた移動経路を計画する方法がある[4, 5, 6, 7]．この方法は，事
前にロボットに周囲の地図情報を与えておき，ロボットは自己位置と地図上に提示
された目標位置や目標物から最適な軌道を計画する．その後，計画された軌道を再
生することにより，目標位置に到達することができる．しかし，この方法は実行後
も環境が変化しないことが前提である．何らかの影響で地図内に予期せぬ障害物が
計画した軌道上に発生した場合，ロボットと障害物が衝突してしまう可能性がある
など，環境の外乱に対して脆弱であるという問題が存在する．また，人間などのよ
うに時間に対して位置をランダムに変更するようなものが目標物であった場合，地
図情報と計画軌道をリアルタイムで更新する必要があり，非常に大変である．この
ような問題を解決するために，知覚フィードバックを用いた研究が提案されている
[8, 9]．移動ロボットが実際の環境内で，目標物あるいは目標位置に対して追従動作
するためには，目標物の発見，障害物との衝突回避，ロボットの移動制御などが重
要な課題である．これらの課題を克服するためには，ロボットから目標までの距離，
障害物の位置など，ロボットと目標物の相対的関係の情報が必要である．それらの
情報を取得するためには，ロボットに外界センサを搭載し，この外界センサからの
入力情報を元に，上に挙げたような情報を構築する必要がある．
外界センサを用いてロボットの追従を実現する方法には，超音波センサ，赤外セ
ンサ，焦電センサ，Cdsセンサなどを用いる方法や[10]，多数のセンサを環境内の随
所に配置し，それぞれが独立に周囲の環境を観測しロボットに情報を提供する研究
が行われている．例えば，室内にセンサやロボットを設置しておき，人間の活動を
支援するために決められたタスクを実行するための機構やセンサシステムを開発し，
人やロボットに情報を提供する情報基盤としての柔軟なセンサシステムの提案[11]
がある．前者の方法では，多くのセンサを用いないため，ロボットの小型化・低コ
スト化を図ることができるが，これらのセンサから得られる情報には追従物体の形
状や色などが含まれないため，目標物と目標物以外の物体を誤認識する問題がある．
そのため，ロボットの動作範囲内において目標物体と良く似た特徴を持つ物体は存
在しないという，極めて限定された環境内でしか動作することができず，タスクの
運用範囲も非常に限定されてしまう．後者の場合では環境内に複数のセンサを設置
しているため，ロボットの自己位置同定，目標物体の位置の計測，障害物の検出な
どをリアルタイムでロボットに提示できるため，目標物体までの軌道を常に最適な
ものにできるという利点がある．しかし，複数のセンサを動作環境内に設置してい
るためセンサフュージョンの問題がある．また，システムが大きくなり複雑化し正
確な位置が計測されたカメラや幾何学的モデルを用いるため，システムのロバスト
性や柔軟性に欠けロボットの小型化，低コストでの製作を行いにくい問題がある．
そのため人間が生活環境内において視覚から膨大な情報を取り込み，それを元に
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行動しているのと同じようにロボットにおいても同様に，視覚（カメラ）を用いて
視覚情報を獲得し，周囲の状況を把握してそれに適応しながら動作する必要がある．
視覚情報を利用した場合，目標物体の追従だけでなく，動く物を掴むことをはじめ，
物を運ぶ動作や移動する障害物を認識して回避するといったことを行うことも可能
になる．また視覚を用いたロボットの追従制御として，単眼ビジョンシステムによる
追従を実現する方法があるが，この場合あらかじめ目標となる物体の知識情報をロ
ボットに提示する必要がある[12, 13]．また，ステレオビジョンシステムを用いた方
法には，代表的なものとしてルックアンドムーブがある．これはカメラにより目標
物体の三次元位置や姿勢をカメラ座標系で計測し，それを座標変換によりロボット
座標系における目標位置に変換して，あとはロボットのコントローラによりロボッ
トの位置を目標位置に制御する方法であるが，カメラ系や座標変換，ロボット座標
系のキャリブレーションエラーに対して非常に弱いという問題点がある．
このようなルックアンドムーブの問題を解決する方法として，画像中の特徴量の
誤差から直接ロボットのフィードバック入力を生成するビジュアルサーボが提案さ
れている[14, 15, 16]．視覚と動作の融合を目的とするビジュアルサーボの研究につ
いては数十年にわたって行われており，近年は複数のカメラを利用したステレオ視
覚に基づく方法が研究されている[17]．しかし，従来のビジュアルサーボはロボット
の正確なカメラ角を用いた複雑な非線形式により，画像上の特徴量の速度と関節速
度を関連付けるイメージヤコビアンを計算しなければならないので，カメラ角の誤
差に弱く，計算量が非常に多いなどの問題点があった[18, 19, 20]．
1.2 本研究の目的
1.1節の問題点を解決する方法として，人間型ハンドアイシステムにおいて視空
間を用いた線形ビジュアルサーボ (以下，Linear Visual Servoingを略して LVSと呼
ぶ)が提案されている[21, 22]． LVSとは，マニピュレータとステレオカメラを人間
と類似な配置，構造にすると視空間座標系（輻輳角と視線方向角により定まる座標
系）と関節空間との間には，線形変換の関係があるという性質を利用したビジュア
ルサーボである．この性質を利用すると，逆運動学が線形式で表現でき，従来のビ
ジュアルサーボでは非線形式で構成されていたのに対し，線形式で構成可能である．
このとき，従来のビジュアルサーボでは必須であったカメラ角とロボットの関節角
が不要となり，画像上の視差情報のみでフィードバック入力を生成でき，それらの
エラーに強くなり，計算量も非常に少ないという特徴をもつ．特に，カメラ角を必
要としないという利点は，ロボットに補償眼球運動等をさせたときに非常に有利で
ある．
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本論文では，従来人間型ハンドアイシステムで有効性が示された LVSを車輪型
ヒューマノイドロボットの追従制御に適用した場合でも移動空間と視空間との間に
線形変換の関係があることを示し，LVSによる追従制御を提案する．また，追従動
作を平行しながら腕の制御を組み合わせたリーチング動作制御 (移動制御+アーム制
御)，目標物がカメラ画像内にない場合でも追従動作を行う視空間を用いたオープン
ループ制御，より視界を広げるためにステレオ全方位カメラを用いたLVSによる全
方位追従制御を提案する．また，各々の制御について収束安定性を示し，広い範囲
で安定に制御できることを示す．最後に，これらの要素技術の結果を個別に考察し
て問題点を挙げる．そして，要素技術を統合すると，個別では解決できなかった様々
な問題点を解消することができることを検証し結論とする．
ハンドアイシステムでのアーム制御の場合，視空間と関節空間の線形性が高いた
め LVSによる制御はうまく動作するが，移動制御の場合は移動距離と輻輳角が反比
例の関係にあり，移動空間と視空間の線形性が高くない．LVS理論を移動制御に適
用するための工夫として，具体的に関節空間の代わりに移動空間を用いること，ロ
ボットの現在位置を示すためにマーカーを用いること，目標との距離を可変にする
ために仮想マーカーを用いることを提案し，移動空間と視空間の線形性が高くなく
ても LVSによる制御が可能であることを示した．また，アームの稼動範囲と比べて
移動ロボットの移動空間は非常に広いが，狭い線形近似領域で求めた近似係数で広
範囲の移動追従制御が可能なことも併せて示した．
最後に本論文の構成について述べる．
第 2章では，従来人間型ハンドアイシステムで有効性が示された LVS理論を車輪型
ヒューマノイドロボットの追従制御に適用する方法を提案する．さらに仮想マーカー
の導入により目標までの距離を可変する方法を提案し，実機による追従実験により
その有効性を示す．
第 3章では，目標物がヒューマノイドロボットから離れた位置にある場合，移動制
御とアーム制御の切替を共に LVS理論を用いた制御方法を提案する．
第 4章では，ハンドが精密に目標物にリーチングするLVS制御と，精度は低いがハ
ンドがカメラ画像内になくても制御可能なオープンループ制御を組み合わせること
によるリーチング制御を提案し，実験によりその有効性を示す．
第 5章では，ステレオ全方位カメラを用いた移動制御において 3次元座標を計算す
るためカメラ角などのキャリブレーションエラーを解決するためにステレオ全方位
画像を用いた LVS理論による全方位の目標物体ヘの移動動作を提案する．
第 6章では，これらの要素技術の結果を考察し，その要素技術を融合させたシステ
ムに対して従来の問題点などをどのように解決するか検証する．
第 7章では，まとめと今後の課題を示す．
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第2章 LVSによる移動制御
2.1 線形ビジュアルサーボ (LVS)
2.1.1 はじめに
ヒューマノイドロボットの移動機構には大きく分けると 2足歩行型と車輪型があ
る．車輪型は 2足歩行型に比べて転倒する心配が少なく制御が容易であり，平坦な
場所では高速な移動が可能である．我々を取り巻く環境は，建物の中はもちろん道
路ですら舗装され，平坦な場所が非常に多いため，車輪型は非常に広く活躍が期待
される．
従来人間型ハンドアイシステムで有効性が示されたLVSを車輪型ヒューマノイド
ロボットの追従制御に適用する方法を提案する．
ハンドアイシステムでのアーム制御の場合，視空間と関節空間の線形性が高いた
め LVSによる制御はうまく動作したが，移動制御の場合は移動距離と輻輳角が反比
例の関係にあり，移動空間と視空間の線形性が高くない．本論文では，LVS理論を
移動制御に適用するための工夫として，
1. 関節空間の代わりに移動空間を用いること
2. ロボットの現在位置を示すためにマーカーを用いること
3. 目標との距離を可変にするために仮想マーカーを用いること
を提案し，移動空間と視空間の線形性が高くなくてもLVSによる制御が可能である
ことを示す．また，アームの稼動範囲と比べて移動ロボットの移動空間は非常に広
いが，狭い線形近似領域で求めた近似係数で広範囲の移動追従制御が可能なことを
示す．まず，移動空間と視空間座標系との関係を線形変換で近似し，その線形近似
係数を用いて構築されるLVSによる移動制御を提案する．さらに仮想マーカーの導
入により目標までの距離を変更する方法を提案し，実機による追従実験によりその
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有効性を示す．仮想マーカーについては，自動車の自動運転に関する研究[23]で提
案されているが，カメラ角を用いて計算した 3次元位置に基づいて設定されるマー
カーであり，カメラ角のキャリブレーションエラーに対して非常に弱いと考えられ
る．本論文で提案した仮想マーカーは，目標の 3次元位置ではなく視差情報のみで
設定できるマーカーで，カメラ角のキャリブレーションエラーに対してロバストで
ある．この特徴は，アクティブビジョンを持ったヒューマノイドロボットにおいて
特に有効であると考えられる．
2.1.2 移動ロボットのモデル
座標系
Fig.2.1に移動ロボットのモデルを示す．移動ロボットの移動装置は平坦な場所
で高速な移動が可能な車輪型で，ディファレンシャル・ドライブ構造である．ディ
ファレンシャル・ドライブ構造は共通軸に取り付けた 2車輪から構成され，各車輪
は互いに独立駆動が可能である．この構造により移動ロボットは直進したり，その
場で方向転換したり，弧を描いて移動できる．タイヤ間距離とタイヤの半径をそれ
ぞれD; rとする．移動ロボットの転倒防止のため，前後に 2個の補助車輪（キャス
ター）を取り付けている．首関節は垂直，水平に独立に回転可能な機構をもつ．簡
単化のため，本論文では正面で固定している．
ロボット座標系を§OR¡XRYRZRとし，原点ORは両車輪間の中心かつ車軸上の
点とする．XR軸は車輪中心から右車輪方向を正，ZR軸は前面方向を正とし，YRは
右手系で設定する．カメラ座標系を §OV ¡XV YVZV とし，原点は両カメラ間の中
心とする．ロボット座標系におけるカメラ座標系の原点OV を (0;¡(K +H); G)と
する．XV 軸はカメラ間中心から右手方向を正，ZV 軸は前面方向を正とし，YV は
右手系で設定する．Kはカメラ座標から首回転中心までの距離，Hは首回転中心か
らロボット座標系までの YR軸成分の距離である．また，移動ロボットと目標物を追
従させる基準物としてマーカーを設ける．この基準マーカーのカメラ座標系におけ
る位置は (0; KM ;M)である．このマーカーは，2.1.3で説明する移動空間の線形近
似精度が高くなる場所に設置してある．各パラメータの数値をTable 2.1に示す．
カメラ部
アクティブステレオカメラのモデルと視空間座標との関係について述べる．Fig.2.2
にアクティブステレオカメラのモデルを示す．この図は移動ロボットのカメラ部に
相当し，それぞれのカメラは上下左右に独立に回転可能な機構を有しているものと
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Table 2.1: Parameter of mobile robot
Parameter[mm] H = 960; D = 800; r = 150
Camera Position[mm] K = 190; G = 190
Baseline Length/2[mm] E = 60
Marker Position[mm] KM = 90;M = 370
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Fig. 2.1: Model of mobile robot
する．視空間座標はカメラ座標と密接な関係を持っている．左カメラの水平方向の
角度を ®L，右カメラの角度を ®R，上下方向の角度を ®Dとし，左右の画像に投影
されたシーン中の点 Pの座標をそれぞれ (XL; Y L)，(XR; Y R)とすると，輻輳角 °，
視線方向角 µ; ±で定義される点Pの視空間座標V = (°; µ; ±)T は (2.1)となる．ここ
で，f はカメラの焦点距離である．また，右辺第二項はXL; XR; Y L; Y R << f と仮
定し，ここでは，tan¡1
³
XL=f
´
¼
³
XL=f
´
などの近似を行っている [21, 22]．
V =
0BB@
®L ¡ ®R
(®L + ®R)=2
®D
1CCA+
0BB@
(XL ¡XR)=f
(XL +XR)=2f
(Y L + Y R)=2f
1CCA (2.1)
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Fig. 2.2: Model of active stereo cameras
カメラ座標 (xv; yv; zv)から視空間座標 (°; µ; ±)へは，(2.2)で示される式によって変
換可能である．
° = tan¡1 ((xv + E)= ~zv)¡ tan¡1 ((xv ¡ E)= ~zv)
µ =
n
tan¡1 ((xv + E)= ~zv) + tan¡1 ((xv ¡ E)= ~zv)
o
=2
± = ¡ tan¡1 (yv=zv) (2.2)
~zv =
q
y2v + z
2
v
2.1.3 移動空間の線形近似
移動ロボットが移動する空間を極座標系T = (T; Á)で定義し，移動空間と呼ぶこ
とにする．極座標系の原点は，ロボット座標系の原点と同じ場所であり，T，Áはそ
れぞれロボットの並進移動距離 [mm](ZR方向を正)と回転角度 [deg](YR軸右回りに
正)を表す．いま，移動空間中のTable 2.2に示す近似領域を考え，それをロボット
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座標系上に投影した図をFig.2.3に示す．また，移動ロボットと極座標系とワールド
座標系の関係をFig.2.4に示す．ワールド座標系§O¡XZの座標系は，ロボットが
初期位置にいるときのロボット座標系と一致し，鉛直下向き方向をY軸とする．ま
た，マーカーの配置は移動空間の線形近似精度が高くなるT (= G+M) = 560; Á = 0
の場所に設置してある．Fig.2.3の移動空間を視空間座標上に投影した図をFig.2.5
Table 2.2: Approximation region
300 · T · 700[mm]
¡30 · Á · 30[deg]
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Fig. 2.3: Move space projected on the robot coordinates
に示す．Fig.2.5において，視空間と移動空間の間に線形変換の関係があるとみな
し，移動空間を (2.3)の線形式で近似する．ここで T 0,Á0は近似された並進移動距離
と回転角，Ai; Bi; Ci(i = 1; 2)は近似係数である．近似係数はTable 2.2の範囲にお
いて T を 50[mm]刻み，Áを 10[deg]刻みで変化させたときの各点を標本点とし，最
小二乗法にて決定した．係数をTable 2.3に示す．
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Fig. 2.4: World coordinates of humanoid robot
T 0 = A1° +B1µ + C1
Á0 = A2° +B2µ + C2 (2.3)
(2.3)の線形式による近似結果を視空間上に投影した図を Fig.2.6に示す．ここ
Table 2.3: Approximation coe±cient
Ai Bi Ci
i = 1 -97.34 0.000 209.1
i = 2 0.000 1.359 0.000
で，視空間上 (° ¡ µ)での移動並進距離 (T )の関係は，近似前のFig.2.3と近似後の
Fig.2.6を比較すると，回転角Á，並進移動距離 T 共，全体的な形は保っており近似
できていることがわかる．
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Fig. 2.5: Move space projected on the binocular visual space
Fig.2.3の各格子点上における T の理想値と近似値，Áの理想値と近似値をマッ
ピングした図を，それぞれ Fig.2.7，Fig.2.8に示す．Fig.2.7は，輻輳角 (°)と視
線方向角 (µ)をパラメータとした移動並進距離 (T )の 3次元グラフを示す．そのグ
ラフ上には，近似前後のプロット図と T = 0の投影図を表している．Fig.2.8も同
様に視空間座標 (° ¡ µ)と回転角 (Á)の 3次元グラフを示し，近似前後のプロット図
と Á = 0の投影図を表している． Fig.2.7より，°の値が小さいところ (ロボットか
ら遠いところ)と大きいところ（ロボットに近いところ）では，理想値よりも近似
値の方が小さいことが分かる．このことは，遠距離と近距離では位置決めサーボ系
を構築した際の並進移動のフィードバック量が，理想値より小さな値をとることを
意味しており，ターゲットが近似領域の外に存在しても安定に動作することを示し
ている．近似領域の内部では，近似値の方が理想値よりも大きな値となっているが，
Table 2.4より，マーカーが設置してある T = 600周辺では近似精度は非常に高く
なっている．そのため，位置決め制御によりターゲットがマーカーに収束するに従っ
て，フィードバック量の誤差が小さくなることが分かる．Table 2.4に，Tをパラ
メータにして Áを-30[deg]～30[deg]まで 10[deg]刻みで変化させたときのγの二乗誤
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Fig. 2.6: Approximation result projected on the binocular visual space
差の数値を示す．T=600[mm]付近から 700[mm]付近にかけて，近似精度が高くなっ
ていることがわかる．これらのことから，ターゲットの場所が近似領域の内外に関
わらず，安定に位置決め制御できると考えられる．回転移動の場合は，Fig.2.8より
µ = 0のライン上で誤差が 0となり，両端に離れるにしたがって大きくなっていく．
基準マーカーは µ = 0の位置に設置してあるため，位置決めサーボ系を構築した際
の回転のフィードバック量の誤差はターゲットの初期位置と基準マーカーの初期位
置関係により，最初は誤差が大きい可能性があるが収束するに従ってその誤差は小
さくなり最終的にはゼロになるため，安定して制御できることを示している．
(2.3)をまとめると (2.4)となる．ここで，T 0; Á0はそれぞれ近似された並進移動
距離と回転角度とし，RM は 2× 3の定数行列，CM は 2× 1のベクトルである．な
お，ターゲットとマーカーとカメラの高さとの関係は，Fig.2.4より使用モデルが
平面移動に限定した車輪型ロボットのため，水平回転角度 Áのみ制御対象とし考慮
に入れなくてもよい．
T 0 = RMV +CM (2.4)
T 0 = (T 0; Á0)T ;V = (°; µ; ±)T
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2.1.4 線形ビジュアルサーボ (LVS)
LVSによる移動制御
(2.4)を基に基準マーカーを目標に近づける位置決めビジュアルサーボ式を構築
すると，(2.5)のようになる．
uM = ¡¸MRM (VM ¡ Vd)
= ¡¸MRM
0BB@
8>><>>:
®L ¡ ®R
(®L + ®R)=2
®D
9>>=>>;+
8>><>>:
(XLM ¡XRM)
(XLM +X
R
M)=2
(Y LM + Y
R
M )=2
9>>=>>;
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Fig. 2.8: Error map of Á
¡
8>><>>:
®L ¡ ®R
®L + ®R=2
®D
9>>=>>;¡
8>><>>:
(XLd ¡XRd )
(XLd +X
R
d )=2
(Y Ld + Y
R
d )=2
9>>=>>;
1CCA
= ¡¸MRM
0BB@
f(XLM ¡XRM)¡ (XLd ¡XRd )g=f
f(XLM +XRM)¡ (XLd +XRd )g=2f
f(Y LM + Y RM )¡ (Y Ld + Y Rd )g=2f
1CCA (2.5)
Table 2.4: Error of T
T [mm] Error[deg2]
300 4505.0
400 1868.3
500 516.9
600 131.2
700 19.9
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ここで，uM = [ _T 0; _Á0]T， _T 0はロボットの並進速度， _Á0はロボットの回転速度を示
す．¸M は正の定数ゲイン，VM ;Vdはそれぞれ基準マーカーとターゲットの視空間
座標，(XLM ; XRM),(Y LM ; Y RM )はそれぞれ基準マーカーの左右のカメラ画像上の座標，
(XLd ; X
R
d ),(Y
L
d ; Y
R
d )はそれぞれターゲットの左右のカメラ画像上の座標，RMは(2.4)
の定数行列を示す．LVSのメリットである，速度計算にカメラ角度が含まれない点
がある．これは，(2.5)の VM ¡ Vdを行うことにより，(2.1)の第 1項であるカメ
ラ角の部分がキャンセルされ，完全に視差情報のみの制御が可能である．
仮想マーカーを用いた追従
ここまでは，LVSを用いた移動ロボットの追従制御について述べた．しかし，こ
の方法ではマーカーはロボットに固定されているため，ターゲット・ロボット本体
間の距離を自由に変更することが出来ない．また，マーカーとターゲットが一致す
るように制御するということは，ターゲットとロボットが接触するということであ
る．そのため人間と協調，共存する環境内で，この方法によってロボットの追従制
御を行う場合，重大な事故になる可能性もあり非常に危険である．
人間と移動ロボットが共に暮らし，何らかの協調作業を行うには，まず人間に対
して安全に及び安定して接近し，その状態を保つ必要がある．本研究で対象とする
追従ロボットは人間と移動ロボットの物理的位置関係をそのような状態に保つ第一
段階として位置付けられる．追従ロボットによる具体的な支援内容としては工場，病
院などで人間に随伴しての荷物の搬送やオフィスでの人間のアシスタントとしての
役割が考えられる．また，人間に接近して間合いを保ちながら追従することで，必
要なときに人間に関する詳細な認識を行うことも可能である．このように接近して，
詳細な人間の情報を獲得することで，人間とロボットのインタラクションの活発化
に効果があることも報告されている [24]．
追従のためのロボットとして，実際に人間のアシスタントロボットとなり常に人
間の正面に正対するように行動するロボットがある [25]．また，人間の仕事を補助
するための追従ロボットとして，病院や駅などで車椅子を誘導することを目的とし，
人間の位置，速度を予測して移動目標物を追従する移動ロボットがある [26]．移動
ロボットによる追従を実現するためには，追従対象物との位置同定などの要素技術
が必要となる．対象物との位置同定については，多くの追従ロボットがカメラを搭
載してロボットと対象物に対する相対位置を検出している [27, 28]．
これらの問題を解決するために，仮想マーカーを導入する．仮想マーカーとは，ロ
ボットに固定されているマーカーを基準マーカーとしたとき，基準マーカー周辺に
仮想的に設置されたマーカーである．VG = (°G; µG; ±G)T を仮想マーカーの視空間座
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標とすると，VGは (2.6)で示す線形式で計算できる．ここで，I = (I°; Iµ; I±)T は 3
× 1の定数ベクトルで，基準マーカーと仮想マーカーの視空間座標の差を示す．VM
は既知で，Iはロボットとターゲットとの目標距離に応じて決まる値である．
VG = VM + I (2.6)
基準マーカーと仮想マーカーの関係図を Fig.2.9に示す．以上より，基準マーカー
6CTIGV
8KTVWCN/CTMGT
$CUKU/CTMGTǫ/
ǫ8
ǫF
.GHV%COGTC 4KIJV%COGTC
Fig. 2.9: Virtual marker
の代わりに仮想マーカーを用いた LVSの式を構築すると，(2.7)のようになる．
uM = ¡¸MRM (VG ¡ Vd)
= ¡¸MRM (VM ¡ Vd + I)
= ¡¸MRM
2664
f(XLM ¡XRM)¡ (XLd ¡XRd )g=f + I°
f(XLM +XRM)¡ (XLd +XRd )g=2f + Iµ
f(Y LM + Y RM )¡ (Y Ld + Y Rd )g=2f + I±
3775
(2.7)
基準マーカーを用いたLVSと同様，VM ¡Vdによりカメラ角がキャンセルされるた
め，カメラ角に依存しないサーボ系である．
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移動制御の収束安定性
この節では，提案した移動制御が漸近安定であることを示し，有効性を示す．
誤差ev = VM ¡ Vdを定義すると，誤差システムは，
_ev = M(T ) _T (2.8)
ここで， _evは微分された誤差システム，M(T )は 2.1.3節の移動空間Tから視空間
Vへのヤコビアン， _Tは微分された移動空間である．LVSでは，
uM = ¡¸MRM(VM ¡ Vd) (2.9)
であるから，閉ループ系のダイナミクスは次式で表せる．
_ev = ¡¸MM(T )RMev (2.10)
ここで，次のスカラー関数を定義する．
U(VM) =
1
2
eTv ev (2.11)
U(VM)は，(2.10)のシステムにおいて連続である．上式を微分すると，
d
dt
(VM) = ¡¸MeTvM(T )RMev (2.12)
次に，U(VM )の閉領域­を次式で定義する．
U(VM ) · U0 (2.13)
ここで，U0は正の定数である．もし，閉領域 ­に含まれる目標点Vd以外の全ての
VMについて，
d
dt
U(VM ) · 0 (2.14)
が成立するなら，不変集合定理 (付録を参照)により，­を初期位置とする軌道は全
て目標点Vdに収束することが保証される [29]．ここで，­は吸引領域と呼ばれ，数
値的に定義することができる．
移動制御では，Fig.2.10に線形近似を行った領域周辺における吸引領域を示す．
マーカーは (Xv; Zv) = (0; 370)[mm]を設定している．図中の線は U0 の等高線を，
網掛け部分は d
dt
U(VM ) · 0の領域を示している．Fig.2.10より，線形近似を行っ
た領域よりも広い吸引領域が存在し，漸近安定が保証されることが分かる [29][30]．
Fig.2.7と Fig.2.8より，移動空間 T から視空間 V への線形近似には誤差が存在
しているが線形近似領域よりも広い領域で漸近安定性を保持しているので最終的に
ターゲットへ収束することを保証している [30]．
17
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
-3000 -2000 -1000  0  1000  2000  3000
Xv [mm]
Zv
 [m
m]
Region of
approximationMarker
(0,370)
0.10.2
0.3
0.4
Fig. 2.10: Convergence stability of LVS for move control
シミュレーション
これまでのアルゴリズムを適用し，マーカーの位置はTable 2.1よりワールド座
標 (0;¡1150; 560)T とし，ターゲットの位置は (¡450;¡1150; 1500)T と設定したシュ
ミレーションを行った．Fig.2.11に，その時の移動ロボットワールド座標系原点か
らの軌跡を示す．また，軌跡上にある点は各々66msごとの移動ロボットのワールド
座標原点とマーカーの位置を示す．
シミュレーションでは，移動ロボットの軌跡が目標物に向けて移動していること
が分かる．また，軌道上の点により移動ロボットが収束していることが分かる．移
動ロボットの軌跡が目標物まで達していないのは，マーカーと目標物を一致するよ
うに動作しているためである．これよりLVSによる移動制御が目標物に追従するこ
とが確認できた．
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Fig. 2.11: Simulation result of motion control
2.2 実験システム
2.2.1 実験システム
Fig.2.12，Fig.2.13に，実験システムの構成及び外観を示す． 本研究で使用し
19
Picture Separator
EVI-D100
Marker
PC
DA-Board
RiTech
Driver
MoterMoter
IP-5005
Encoder
Encoder
 Data
Fig. 2.12: Experimental system
た移動ロボットは本研究室で製作したもので，移動方法は車輪によって行う．また，
水平・垂直方向に独立に回転可能な首関節も有するが，簡単化のため，首関節は正
面で固定している．
基準マーカーに黄色の物体を，ターゲットに赤色の物体をそれぞれ用いることで
互いを分離し認識している．カメラは SONY製EVI-D100を 2台用い，それぞれの
カメラから得られた画像を画像分割装置 (ビデオデバイス製 TV250)で 1枚にまと
め，画像処理装置 (HITACHI製 IP-5005bd)に送る．画像処理装置は画像を黄色・赤
色で二値化し，それぞれを分離する．二値画像の重心を特徴点として (2.5)，(2.7)
によりロボット座標系での並進速度および回転速度を計算する．左右の車輪回転速
度をそれぞれ !L; !Rとすると次式で計算される．
!L = ( _T 0 +D _Á0)=r
!R = ( _T 0 ¡D _Á0)=r (2.15)
計算されたそれぞれの値は DAボード (Interface製 PCI-3329)を介してそれぞれの
ドライバ (岡崎産業製PC-0143-2)に送ることによって車輪を制御している．モータ
20
Fig. 2.13: Mobile robot
には光学式エンコーダが付いており，モータの回転情報をドライバを介して PC側
に送信する．
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2.2.2 実験方法
Fig.2.12を用いて実験を行った．画像のサンプリング周期・ロボットの制御周
期は 66[ms]，ゲイン ¸M は 1.0 とした．また，基準マーカーの視空間上の座標は
(20:3; 0:0; 0:0)T [deg]である．
2.2.3 LVSによる追従実験
まず，ターゲットをワールド座標系の (¡450;¡1150; 1500)T に設置し，LVSによ
る追従実験を行った．そのときのワールド座標上でのマーカーの軌跡をFig.2.14に
示す．その時の実験シーンをFig.2.15に示す．同図にターゲットの位置も示す．移
動ロボットがターゲットに向かって追従している様子がわかる．また，移動ロボット
が追従到着した時の基準マーカーとターゲットのずれは，殆ど密着した範囲であっ
た．このことにより LVSにより正確に位置制御できることが分かる．
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Fig. 2.14: Trajectory of basis marker (LVS)
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Fig. 2.15: Sequence of moving motion control
2.2.4 仮想マーカーを用いたLVSによる追従実験
次に，仮想マーカーを用いた LVSによる追従について実験を行った．仮想マー
カーとカメラ座標系原点間の距離（仮想マーカーとロボット間の距離）をZV 方向に
500mm，750mm，1000mmとした．このときの定数ベクトル Iの値をTable 2.5に
示す．Table 2.5の仮想マーカーのときの，カメラ座標系原点の追従軌跡をFig.2.16
に示す．また，同図にターゲットの位置も示す．仮想マーカーの数値によらず，基準
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Table 2.5: Value of I
Position of
virtual marker [mm] Value of I [deg]
500 (6:62; 0:0; 0:0)T
750 (11:16; 0:0; 0:0)T
1000 (13:44; 0:0; 0:0)T
マーカーはターゲットに向かって収束していることがわかる．仮想マーカーの設定
が 500mmの場合と 750mm，1000mmの設定の場合では，後者ではスタート直後に
まず旋回 (回転)動作した後，ターゲットに収束している．これは，仮想マーカーと
カメラ座標系原点の距離が長いため，並進移動のフィードバック量が回転のフィー
ドバック量と比較して少なくなってしまったのが原因であると考えられる．
収束後のロボットのカメラ座標系原点とターゲット間の距離をTable 2.6に示す．
Table 2.6からわかるように最大 20mm弱の誤差が存在するが，これは特徴点のノイ
ズとターゲットとマーカーの重なりによる誤差であると考えられる．この結果より，
仮想マーカーにより，ロボットとターゲットとの距離を制御できることが分かる．
Table 2.6: Convergence position and distance between target and robot
Position of Distance to
virtual marker [mm] target [mm]
500 481.03
750 735.55
1000 998.75
2.3 おわりに
この章では，従来人間型ハンドアイシステムで有効性が示されたLVSを車輪型移
動ロボットの追従制御に応用する方法を示した．まず，移動空間と視空間座標系との
関係を線形変換で近似できることを示し，その線形変換に基づいて構築される LVS
による移動制御を提案した．また，その提案した移動制御の収束安定性を証明した．
さらに，仮想マーカーの導入により目標までの距離を変更する方法を提案し，実機
による追従実験によりその有効性を示した．しかし，LVSでの追従制御では，マー
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Fig. 2.16: Trajectory of camera coordinate system origin (using virtual marker)
カーとターゲットを一致させるようにするため，どの方向からターゲットへ接近す
るかは制御を行っていない．実際には対象物体に対する作業を行う場合や追従制御
を行った後にターゲットを把持するようなタスクを実現する場合，接近方向を指定
し，ある特定角度で接近することが求められる場合が多い．そこで，これらに対処
する見通しとしてターゲットの位置が既知あるいは計測可能な場合，計画軌道上の
仮想マーカーを数点保持した制御を行う必要がある．
25
第3章 LVSによるリーチング動作と
追従動作
3.1 線形ビジュアルサーボ (LVS)
3.1.1 はじめに
近年，ヒューマノイドロボットに期待される作業環境は，従来の工場内からオフィ
スやビル，病院，家庭内へと人間が生活する環境内へと移行してきている．ヒューマ
ノイドロボットにも自由な移動機構を持たせ，作業空間内を自ら移動し，広範囲に作
業を行うことや走行と作業を同時に行うことが望まれている．それに伴い移動型マ
ニピュレータには固定型マニピュレータのような稼動範囲の制約がなくなり，作業
が発生した場所へ移動できることから，作業対象物が供給されるまで待たなければ
いけないという無駄な時間が発生せず，作業効率を向上させることができる[31, 32]．
現在，様々なロボット技術の発展により，ヒューマノイドをはじめとした人間型
ロボットの研究や移動マニピュレータに関する研究[33, 34]等が盛んに行われており，
人間のように腕を持ち，さらに移動が可能であるシステムには様々な作業の実現が
期待されている．それは移動性と作業性の良さから，工場内のみならず，火災現場
での救援や惑星探査など，さまざまな分野にも活躍が期待される．特に我々が普段
暮らしているような環境が激変するなかでロボットに作業を行わせる場合，視覚を
利用して環境の変化に適応し，自分自身の行動を変化させる必要がある．このよう
な場合に必要とされる機能としてヒューマノイドロボットの追従動作と平行しなが
らアームの制御を組み合わせたリーチング動作がある．ここでは，目標物がヒュー
マノイドロボットから離れた位置にある場合，移動制御とアーム制御の切替を共に
LVSによって行う制御方法を提案する．
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3.1.2 ヒューマノイドロボットのモデル
座標系
Fig.3.1にヒューマノイドロボットのモデルを，外観寸法を Table 3.1に示す．
ヒューマノイドロボットの移動装置は左右同軸二輪の車輪と前後の補助輪を用いる．
ロボット座標系を §OR ¡XRYRZR軸とし，原点は両車輪間の中心とする．またロ
ボット座標系の原点は二つの車輪の中心かつ車軸上の点とする．カメラ座標系を
§OV ¡ XV YVZV 軸とし，原点は両カメラ間の中心とする．またロボット座標系に
おけるカメラ座標系の原点の位置を (0,-800,0)とする．
Table 3.1: Parameter of humanoid robot
Full Length[mm] H1 = 1000,F = 430,D = 830
Link Length[mm] L1 = 300,L2 = 300
Shoulder Position[mm] W = 200,G = 0.0,H2 = 650
Camera Position[mm] K = 300
Baseline Length/2[mm] E = 60
Robot coordinates[mm] R1 = 410,R2 = 142.5
アーム部
アーム部は肩関節に 2自由度，肘に 1自由度を持つ 2リンク 3自由度の回転関節型
である．アームのリンク長さとカメラに対する配置を Fig.3.1，Table 3.1に示す．
L1は肩から肘までの距離，L2は肘からハンドまでの距離，Wはロボット座標系の
原点と肩の第１関節との間のX軸の距離を示す．Kはカメラ座標系の原点と肩の第
１関節のY軸方向の距離，Gはカメラ座標系の原点と肩の第１関節との間のZ軸方
向の距離，Eはカメラ座標系の原点と左右のカメラ光軸間距離である．また，アー
ムの関節角度は，j0が肩の上下方向，j1が左右方向，j2が肘の左右方向とする．
カメラ部
ステレオカメラモデルを Fig.3.2に示す．カメラは水平方向，垂直方向の 2自由
度の回転が可能なステレオカメラである．左右のカメラの水平方向回転角度を各々
®L,®R，上下方向回転角度を®Dとし，左右のカメラ平面に投影された特徴点Pの座
標は各々(XL; Y L)，(XR; Y R)とすると，Pの視空間座標 V = (°; µ; ±)T は (3.1)と
27
<:
<
<	
;
4KIJV
%COGTC
.GHV
%COGTC
4KIJV
9JGGN
.GHV
9JGGN
L
L
.
.
*
' 9
-
(
&

*
C7RRGT8KGY D5KFG8KGY
4 4
L
)
Ǜ%
Ǜ4
Fig. 3.1: Humanoid robot model
なる．°は輻輳角，µ; ±はそれぞれ水平方向，垂直方向の視線方向角である．この式
は視空間座標がカメラ姿勢に依存する部分とカメラ座標に依存する部分の線形和で
あることを示している．ここで，右辺第二項はXL; XR; Y L; Y R ¿ f と仮定してい
る．また，f はカメラの焦点距離である．
V =
0BB@
®L ¡ ®R
(®L + ®R)=2
®D
1CCA+
0BB@
(XL ¡XR)=f
(XL +XR)=2f
(Y L + Y R)=2f
1CCA (3.1)
カメラ座標 (x; y; z)から視空間座標 (°; µ; ±)へは，(3.2)で示される式によって変換
可能である．
° = tan¡1
(
(x+ E)
~z
)
¡ tan¡1
(
(x¡ E)
~z
)
µ =
tan¡1
n
(x+E)
~z
o
+ tan¡1
n
(x¡E)
~z
o
2
± = ¡tan¡1
µ
y
z
¶
(3.2)
~z =
q
y2 + z2
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3.1.3 関節空間の線形近似
Table 3.2に示す関節空間のときのハンドの軌跡をデカルト座標に投影すると，
Fig.3.3のようになる．同様に，視空間座標上に投影するとFig.3.4のようになる．
ここで，Fig.3.3の a)は j0を 0[deg]に固定し，j1; j2を動かしたときのハンドの軌
跡を示している．ハンド位置は (3.3)に示される運動学を用いて計算する．
Table 3.2: Joint space
¡20 · j0 · 20; (deg)
40 · j1 · 80; (deg)
60 · j2 · 100; (deg)
x = L1 cos(j1) + L2 cos(j1 + j2) +W
y = ~z sin(j0) +K
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z = ~z cos(j0) +G (3.3)
~z = L1 sin(j1) + L2 sin(j1 + j2)
Fig.3.3とFig.3.4を比較すると，デカルト座標と関節空間は非線形であることが
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Fig. 3.3: Joint space projected on the cartesion coordinates
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Fig. 3.4: Joint space projected on the visual space
分かる．しかし，ハンドの軌跡を視空間座標に投影した場合，デカルト座標上の軌
跡よりは直線に近く，視空間座標と関節空間とは線形変換に近い関係があることが
分かる．そこでデカルト座標より線形に近い視空間座標で，関節空間の線形近似を
行う．近似に用いる線形式を，(3.4)に示す．
j00 = A0° +B0µ + C0± +D0
j01 = A1° +B1µ + C1± +D1
j02 = A2° +B2µ + C2± +D2 (3.4)
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ここで，j0i(i = 0 » 2)は近似した関節角，Ai; Bi; Ci; Di(i = 0 » 2)は近似係数を示
す．近似係数は，Table 3.2の領域の 10[deg]刻みの格子点のデータを用いて最小二
乗法で求めた．近似係数をTable 3.3に示す．(3.4)をまとめると (3.5)となる．こ
Table 3.3: Approximation coe±cient (arm control)
Ai Bi Ci Di
i = 0 -3.148 -0.1790 -0.9980 6.163
i = 1 -3.324 -1.651 0.5350 131.2
i = 2 8.691 1.051 -1.147 -70.70
こで，j0は近似された関節空間，RHは，3× 3の定数行列，DHは 3× 1のベクト
ル，VH はハンドの視空間座標を示す．
j0 = RHVH +DH (3.5)
j0 = [j00; j
0
1; j
0
2]
T ;VH = [°; µ; ±]
T
RH =
2664
A0 B0 C0
A1 B1 C1
A2 B2 C2
3775
DH =
2664
D0
D1
D2
3775
Fig.3.5に近似結果を示す．先ほどのFig.3.4と比較すると，ほぼ近似されているこ
とがわかる．近似精度を評価するために，(3.6)で定義される最小二乗誤差SSDを用
いる．デカルト座標と視空間座標から近似した時の SSDを，Table 3.4に示す．デ
カルト座標から近似するよりも，視空間から近似した方が精度が良いことが分かる．
SSD =
Xn
(j
0
0 ¡ j0)2 + (j
0
1 ¡ j1)2 + (j
0
2 ¡ j2)2
o
(3.6)
Table 3.4: SSD (arm control)
Cartesian space 6547.447
Binocular visual space 4370.436
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Fig. 3.5: Approximation result of visual space
3.1.4 線形ビジュアルサーボ (LVS)
LVSによるアーム制御
(3.5)からアームの 3次元位置決めビジュアルサーボの式を構築すると，(3.7)の
ようになる．
uH = ¡¸HRH(VH ¡ Vd)
= ¡¸HRH
0BB@
8>><>>:
®L ¡ ®R
(®L + ®R)=2
®D
9>>=>>;+
8>><>>:
(XLH ¡XRH)
(XLH +X
R
H)=2
(Y LH + Y
R
H )=2
9>>=>>;
¡
8>><>>:
®L ¡ ®R
(®L + ®R)=2
®D
9>>=>>;¡
8>><>>:
(XLd ¡XRd )
(XLd +X
R
d )=2
(Y Ld + Y
R
d )=2
9>>=>>;
1CCA
= ¡¸HRH
0BB@
f(XLH ¡XRH)¡ (XLd ¡XRd )g=f
f(XLH +XRH)¡ (XLd +XRd )g=2f
f(Y LH + Y RH )¡ (Y Ld + Y Rd )g=2f
1CCA (3.7)
ここで，uHはマニピュレータの関節角速度，¸H(> 0)はゲイン，(XLH ; XRH),(Y LH ; Y RH )
はそれぞれハンドの左右のカメラ画像上の座標，(XLd ; XRd ),(Y Ld ; Y Rd )はそれぞれ目
標の左右のカメラ画像上の座標，RHは (3.5)の定数行列を示す．また，VH，Vdは
それぞれハンドとターゲットの視空間座標上の位置を示している．
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LVSの大きな特徴として，関節角速度の計算にカメラ角度を必要としない点があ
る．これは，(3.7)のVH ¡Vdを行うことにより，(3.1)の第 1項であるカメラ角の
部分がキャンセルされることによって生じる利点である．また，従来のビジュアル
サーボ [14][15][16]ではロボットヤコビアンやイメージヤコビアンに相当するRHに
マニピュレータの関節角とカメラ角を含まないため，マニピュレータの関節角にも
依存しないという特徴を持つ．そのため，完全に視差情報のみで制御が行なえるの
で，非常に制御しやすいサーボとなっている．
アーム制御の収束安定性
この節では，提案したアーム制御が漸近安定であることを示し，有効性を示す．
誤差ev = V ¡ Vdを定義すると，誤差システムは，
_ev = M(j)_j (3.8)
ここで，M(j)は関節空間から視空間へのヤコビアン，_jは微分された関節空間であ
る．LVSでは，
u = ¡¸R(V ¡ Vd)であるから，閉ループ系のダイナミクスは次式で表せる．
_ev = ¡¸M(j)Rev (3.9)
ここで，次のスカラー関数を定義する．
U(V ) =
1
2
eTv ev (3.10)
U(V )は，(3.9)のシステムにおいて連続である．上式を微分すると，
d
dt
(V ) = ¡¸eTvM(j)Rev (3.11)
次に，U(V )の閉領域­を次式で定義する．
U(V ) · U0 (3.12)
ここで，U0は正の定数である．もし，閉領域 ­に含まれる目標点Vd以外の全ての
Vについて，
d
dt
U(V ) · 0 (3.13)
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が成立するなら，不変集合定理 (付録を参照)により，­を初期位置とする軌道は全
て目標点に収束することが保証される [29]．ここで，­は吸引領域と呼ばれ，数値
的に定義することができる．
アーム制御では，Fig.3.6に線形近似を行った領域周辺における吸引領域を示す．
ターゲットは (X;Z) = (450; 200)[mm]を設定している．図中の線はU0の等高線を，
灰色部分は d
dt
U(V ) · 0の領域を示している．Fig.3.6より，線形近似を行った領域
よりも広い吸引領域が存在し，漸近安定が保証されることが分かる [29][30]．
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Fig. 3.6: Convergence stability of LVS for arm control
3.2 リーチング動作
本章では，LVSによりヒューマノイドロボットから離れた位置にある場合に，目
標物にリーチング動作を行う手法を述べる．
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3.2.1 制御の切り替え方法
目標物がヒューマノイドロボットから離れた位置にある場合，移動制御とアーム制
御によるリーチング動作の切替えによって行う．すばやいが大まかに目標物を追従
する移動制御，高精度に目標物に手先を近づけるアーム制御，この二種類の制御の
切替えによってリーチング動作を実現する．二つの制御の切替えは目標物と移動制
御で使用したマーカーとの距離により切替えを行う．ロボットがアーム制御を行う
作業領域をTable 3.5に示し，Table 3.5をカメラ座標上に投影したものをFig.3.7
に示す．この範囲はアーム制御の可動範囲から導いた．ここで Tdはカメラ座標の Z
Table 3.5: Parameter of work space
300 · Td · 500(mm)
¡10 · Ád · 40(deg)
軸方向の距離，Ádは Z軸からX軸方向にかけての角度である．Fig.3.7で示す作業
領域外に目標物がある場合移動制御を行い，作業領域内に目標物が入ればアーム制
御を行なう．
3.2.2 領域の判別方法
目標物が作業領域内にあるかないかは移動制御で用いた (2.3)を用いる．(2.3)よ
り，目標物の視空間座標 (°d; µd)から目標物のカメラ座標上の移動空間座標 (Td; Ád)
への変換式は，(3.14)になる．
Td = D0°d + E0µd + F0
Ád = D1°d + E1µd + F1 (3.14)
ただし Tdはカメラ座標上での Z軸方向の距離，Ádは Z軸からX軸にかけての角度，
°d，µdは目標物の視空間座標，Di; Ei; Fi(i = 0 » 1)は近似係数を示す．
(2.1)より，°d; µdを求めるにはカメラ角度が必要であることがわかる．移動制御，
アーム制御ともに LVSを用いることでカメラ角度を必要としていない，そこで領域
判別にもカメラ角度を不要とするため移動制御で用いたマーカーをここでも用いる．
(3.14)と同様にして，マーカーの視空間座標 (°M ; µM)からマーカーのカメラ座標上
の移動空間座標 (TM ; ÁM)への変換式は，(3.15)で与えられる．
TM = D0°M + E0µM + F0
ÁM = D1°M + E1µM + F1 (3.15)
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Fig. 3.7: Work space
ただし，TM はカメラ座標上での目標物のZ軸方向の距離，ÁM は Z軸からX軸にか
けての角度，°M，µM は目標物の視空間座標である．
(°M，µM)，(°d，µd)をそれぞれ (2.1)を基に画像座標で示した式に変換する．Ã
°M
µM
!
=
Ã
®L ¡ ®R
(®L + ®R)=2
!
+
Ã
(XLM ¡XRM)=f
(XLM +X
R
M)=2f
!
(3.16)
Ã
°d
µd
!
=
Ã
®L ¡ ®R
(®L + ®R)=2
!
+
Ã
(XLd ¡XRd )=f
(XLd +X
R
d )=2f
!
(3.17)
次に (3.17)と (3.16)の差をとる．Ã
°d
µd
!
¡
Ã
°M
µM
!
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="Ã
®L ¡ ®R
(®L + ®R)=2
!
¡
Ã
®L ¡ ®R
(®L + ®R)=2
!#
+
"Ã
(XLd ¡XRd )=f
(XLd +X
R
d )=2f
!
¡
Ã
(XLM ¡XRM)=f
(XLM +X
R
M)=2f
!#
=
"Ã
(XLd ¡XRd )=f
(XLd +X
R
d )=2f
!
¡
Ã
(XLM ¡XRM)=f
(XLM +X
R
M)=2f
!#
(3.18)
(3.18)を目標物の視空間座標 (°d，µd)についてまとめると (3.19)となる．Ã
°d
µd
!
=
Ã
°M
µM
!
+
" f(XLd ¡XRd )¡ (XLM ¡XRM)g=f
f(XLd +XRd )¡ (XLM +XRM)g=2f
#
(3.19)
ここでマーカーはカメラ座標系での位置が既知なので，その視空間座標 (°M，µM)
も既知である．これにより目標物の視空間座標 (°d，µd)もカメラ角度を必要とせず
求めることができる．
(3.14)と (3.19)をまとめると (3.20)となる．Ã
Td
Ád
!
= (3.20)
RM
"
°M + f(XLd ¡XRd )¡ (XLM ¡XRM)g=f
µM + f(XLd +XRd )¡ (XLM +XRM)g=2f
#
+CM
RM，CMは (2.4)で用いたものである．この式により LVSによる移動制御，アー
ム制御と同様に，カメラ角度を用いずにカメラ画像上の座標のみで移動制御，アー
ム制御の切り替えを行なうことができる．
3.3 実験システム
3.3.1 実験モデル全体図
Fig.3.8，Fig.3.9に実験システムの構成と外観を示す．実験に使用したヒューマ
ノイドロボットは本研究室で製作したもので，2リンク 3自由度のアームを持ち移動
は車輪によって行う．手先に黄色のマーカーが取り付けている．カメラ前方30cmの
位置に緑色ダイオードをマーカーとして取り付けられており，対象物に赤色の物を用
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Fig. 3.8: Experimental system
いることでそれぞれを分離し認識している．カメラは SONY製EVI-D100を 2台用
い，それぞれのカメラから得られた画像を画像分割装置 (ビデオデバイス製TV250)
で 1枚にまとめ，画像処理装置 (HITACHI製 IP-5005bd)に送る．画像処理装置は
画像を黄色，赤色，緑色それぞれで二値化し分離する．二値画像の重心を特徴点と
して関節の角速度や車輪での移動速度を計算する．計算されたそれぞれの値は DA
ボード (Interface製PCI-3329)を介してそれぞれのドライバ (岡崎産業製PC-0143-2)
に送ることによってアーム，車輪を各々制御する．
3.4 実験
Fig.3.8を用いて実験を行う．画像サンプリング時間は 66[ms]，ゲイン ¸M，¸H
は共に 1.0とした．
3.4.1 LVSによるリーチング動作実験
LVSによるリーチング動作について，実験結果を示し考察する．目標物体をカメ
ラ座標の原点から，X軸方向 300[mm]，Y軸方向 1500[mm]，Z軸方向 100[mm]の位
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Fig. 3.9: Humanoid robot
置に置きリーチング動作を行う．アーム制御に切替え後，Y軸方向は変化させずX
軸方向 300[mm]，Z軸方向 300[mm]に目標物を移動させた．なお，移動時とリーチ
ング時のマーカーは手先のマーカーに統一した．
結果をFig.3.10，Fig.3.11に示す．その時の実験シーンをFig.3.12に示す．同図
の横軸は時間，縦軸はカメラ画像での目標物の位置とハンドの位置の差で，Fig.3.10
は X軸の誤差，Fig.3.11は Y軸の誤差を示す．それぞれの誤差が 0に収束するほ
ど目標物とハンドが近づく．又，この実験では，移動制御，アーム制御がそれぞれ
2回ずつある．結果には，それぞれの制御を境界線により分けている． Fig.3.10，
Fig.3.11は，それぞれ 0付近で収束している．完全に収束していない理由は，目標
物とハンドの重なりが大きいためである．
3.5 おわりに
この章では，第 2章で述べた移動機能に腕の制御を組み合わせたリーチング動作
を提案した．まず，関節空間と視空間座標系との関係を線形変換で近似できること
を示し，その線形変換に基づいて構築される線形ビジュアルサーボによるリーチン
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Fig. 3.10: Experiment result(X coordinates)
グ動作を提案した．また，その提案したリーチング動作の収束安定性を示し，作業領
域内の漸近安定性を証明した．そして，移動制御とリーチング動作の切り替え方法
を述べて，複合的な動作を実現するシステムを構築し，実機を用いて検証した．し
かし，目標物に対して垂直方向の追従リーチング動作が実現できたが，人間と協調，
共存するヒューマノイドロボットを考えると，移動制御の場合と同様に目標物へ最
短距離でリーチングするだけでなく，ターゲットへの接近方向を指定し，ある特定
角度で接近しリーチングする必要がある．そこで，これらの問題に対処する方法と
して，移動制御の場合と同様に，アームの軌道計画を行い，数点の仮想マーカーを
設定・保持し順に追従動作を行う制御方法が必要である．
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Fig. 3.11: Experiment result(Y coordinates)
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Fig. 3.12: Sequence of reaching movement
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第4章 オープンループ制御とLVSに
よるリーチング動作
4.1 はじめに
従来，ビジュアルサーボは画像上での目標物を望みの見え方にするためのフィー
ドバックをするという単純なタスクが与えられている．しかし，ロボットシステム
を取り巻く環境が未知であったり，動的に変化する場合には，環境の変動やシステ
ム状態の複雑化に伴い，システムに対するタスクが画像には無い状態でのタスク実
現を実行するケースが想定される．このような場合にはオープンループ制御の果た
す役割が大きいと考えられる．従来のルックアンドムーブによるリーチング動作 [35]
では，ステレオ視を用いた 3次元情報の再構成をする際に必要な，面倒なキャリブ
レーションが必要である．この問題を解決するためにLVSを用いることでキャリブ
レーションエラーに強く，簡単な線形計算によりリーチング制御する方法を提案し，
その有効性を示した [36]．しかし，一般にビジュアルサーボではハンドがカメラ画
像内に無いと制御が出来ないという問題点がある．
そこで，ハンドが精密に目標物にリーチングするLVS制御と，精度は低いがハン
ドがカメラ画像内になくても制御可能なオープンループ制御を組み合わせることに
よるリーチング制御を提案し，実験によりその有効性を示す．
4.2 ヒューマノイドロボットモデル
本論文では，カメラとマニピュレータの構造と配置が人間に類似している人間型
ハンドアイシステムを用いる．ヒューマノイドロボットの上体のモデルを Fig.4.1
に示す．カメラは，垂直，水平方向の 2自由度の回転が可能なステレオカメラで，首
関節に固定されている．首関節は，垂直，水平方向に 2自由度持ち，ステレオカメ
ラ全体を垂直，水平方向に回転させることができる．L1は肩から肘までの長さ，L2
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は肘から手首，Wは首回転中心ON と肩との間の水平方向の長さを示す．Kは首回
転中心 §N と肩との間の垂直方向の長さ，Gは首回転中心 §N と肩の間の奥行き方
向の長さである． Mは首回転中心§N とカメラ原点§Hとの奥行き方向の長さ， H
は首回転中心 §N とカメラ原点 §H の高さ方向の長さである．Eはカメラ原点とカ
メラ光軸との間の距離，f はカメラの焦点距離を示している．GはZ軸の負の方向
を正に，Hは Y 軸の負の方向を正にとってある．Nはカメラ原点からマーカーまで
の長さを表している．図中，マニピュレータの関節角度 j0，j1，j2はそれぞれアー
ムの肩の縦方向，横方向，肘の角速度を表す．マニピュレータの関節角度 j0，j1，j2
は，X ¡ZM 平面上で定まる角度である．また，視空間座標 °，µ，±はX ¡ZV 平面上
で定まる角度であり，首関節を正面に固定した場合，デカルト座標から視空間座標
への変換は (2.2)によって行うことができる．
ただし，本システムにおけるマニピュレータのリンク長とカメラに対する配置パ
ラメータを，Table 4.1に示す．
Table 4.1: Parameters of model
Link Length L1 = 450，L2 = 500
Camera Position W=365，K=345，G=0
Baseline Length/2 E=50
Neck Length H=165， M=60
Focal Length f=4.5
Maker Length N = 300 (unit : mm)
次に，アクティブステレオカメラのモデルと視空間座標との関係について述べる．
アクティブステレオカメラのモデルは，Fig.2.2と同様で，ヒューマノイドロボット
のカメラ部に相当し，それぞれのカメラは上下左右に独立に回転可能な機構を有し
ているものとする．
4.3 オープンループ制御によるリーチング動作
制御方法や作業領域は，3.1節と同様である．しかし，検証のためのプラットフォー
ムが異なるため，(3.7)の定数行列RHは，Fig.4.1とTable 4.1より算出したTable
4.2を用いる．ただし，簡単化のため，Fig.4.1の首関節角を 0:0[deg]（正面）に固
定する．
オープンループ制御は，Fig.4.1に示すマーカーを用いて制御を行う．マーカー
の位置が既知とする時，マーカーからの目標の相対位置を視空間座標で表すと (4.1)
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Fig. 4.1: Model of humanoid robot
となる．
Vd = VM +
2664
f(XLd ¡XRd )¡ (XLM ¡XRM)g=f
f(XLd +XRd )¡ (XLM +XRM)g=2f
f(Y Ld + Y Rd )¡ (Y LM + Y RM )g=2f
3775 (4.1)
但し，X iM ; Y iM(i=L,R)はマーカーの画像座標，Vdは目標物の視空間座標 (°d; µd; ±d)T，
VM はマーカーの視空間座標 (°M ; µM ; ±M)T で既知とする．
この Vdを用いて (3.5)より，目標物へリーチングしたアーム関節角度 jdの変換
式は，(4.2)となる．この式を用いて，目標物の視空間座標Vdをアーム制御の線形
近似行列RH で近似変換した関節角度 jdを求める．
jd = RHVd +DH (4.2)
但し，jdは関節角 (j0; j1; j2)T，RH ;DHは線形近似するための近似定数を集めた定
数行列である．
(4.2)で求めた関節角になるようにアームをオープンループ制御を行う．その制
御式は (4.3)に示す．ここで j0は関節角速度，¸は正のゲイン，jdは目標物までの
関節角度，jは現在の関節角度とする．(4.3)より，逐次関節角度を更新してリーチ
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Table 4.2: Approximation coe±cient(arm control)
Ai Bi Ci Di
i = 0 -3.505 -0.6740 -1.023 13.53
i = 1 -3.622 -1.854 -0.7520 153.7
i = 2 10.94 1.471 -1.213 113.0
ング動作を行う
j
0
= ¸(jd ¡ j) (4.3)
4.4 オープンループ制御とLVSによるリーチング制御
リーチング動作は，移動制御が終了した後アーム制御に切り替えることで行う．移
動制御時ハンドはカメラ画像外にある，そのためアーム制御に切り替わっても LVS
制御を行うことができない．そこでオープンループ制御によってアームを制御しハ
ンドがカメラ画像内に入れば LVSによる制御に切り替える．
4.5 実験システム
実験システムを Fig.4.2に示す．マニピュレータに 7軸マニピュレータ（三菱重
工 PA-10）を用い，肩の 2軸と肘の 1軸以外を 0[deg]に固定して 3軸マニピュレー
タとして使用した．カメラには SONY製EVI-G20を用いた．このカメラはVISCA
プロトコルにより，PC上から Pan，Tilt制御が可能である．ホスト PCは PC/AT
互換機を，画像処理装置はDataCube社製MaxPCIを用いた．
手先には黄色のマーカー，対象物には赤い物体を使用し，特徴点は画像座標に投
影された像の重心位置を用いている．ステレオカメラから取りこんだ 2枚の画像を 1
枚にまとめ，画像処理装置MaxPCI に送る．画像処理装置内で各色で二値化して重
心を計算し，フィードバック量を計算して ARCNETボードを介してマニピュレー
タのドライバに各関節に速度指令値を送ることによってマニピュレータを制御して
いる．
4.6 実験
Fig.4.3は，実験システムを示す．制御周期は 33[ms]，LVS制御 (3.7)のゲイン
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Fig. 4.2: Experimental system
¸Hは 1:0とした．ターゲットをロボット座標系の (290;¡295; 466)T に設置する（カ
メラ座標系では (140; 0; 800)T）．アームの手先位置は，手先がカメラ画像に入らな
い位置に設定する．具体的には，アーム関節角の初期値が j0を (5:93; 0:0; 150:83)T
となる手先位置 (290; 295; 466)Tから，オープンループ制御と LV Sによるリーチン
グ制御実験を行った．
4.7 実験結果
オープンループ制御と LVS制御を用いた実験結果をFig.4.5に示す．また，オー
プンループのみを用いた追従実験結果を Fig.4.4に示す．データ点はロボット制御
周期 (33[msec])のプロット点である．座標系はFig.4.1のカメラ座標§H である．
Fig.4.4では，アームの手先はターゲットの位置へ収束できていないことがわか
る．これは，(4.2)から視空間座標から関節空間の線形近似を行っているからであ
る．特に，Fig.4.4の側面部 (b)の垂直方向の誤差が大きいのは，関節空間を視空間
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へ射影した近似前 Fig.3.4と近似後 Fig.3.5から，視線方向角 ±の近似誤差が大き
いのが影響している考えられる．
一方，Fig.4.5は目標物へ手先が追従していることがわかる．手先がカメラ画像
外の場合には，オープンループ制御で素早く追従する．そして，手先がカメラ画像
内に入った場合には，LVS制御に切り替えて，精密に追従する．これらの制御を組
み合わせることで，手先がカメラ画像内に存在しない場合でも，素早く精密に目標
物を追従することができる．そして，手先が任意のカメラ画像内から入ってきても
Fig.3.6の収束安定性より，アームの作業領域内では必ず収束することが保証され
るため，安定性のある制御が実現される．
しかし，Fig.4.5より，オープンループ制御から LVS制御への切替え後の変動が
確認できる．この変動の理由としては，手先がカメラ画像に入り，オープンループ
制御から LVS制御に切り替わった直後での特徴点ノイズと線形近似係数の影響が，
複合的に存在している．つまり，制御切替え時では，画像上の外乱の影響によりカ
メラ画像上で推定した手先位置と，実際の手先位置に大きな変動が生まれ，Table
4.2より最も変動に影響を及ぼす関節角 j2が最も影響を受け，手先がロボット手前
へ変動していることが原因であると考えられる．
また，Fig.4.5の LVS制御時の軌道が滑らかではないのは，特徴点ノイズと物体
の重なりが影響していると考えられる．
実際の実験シーンを，Fig.4.6，Fig.4.7，Fig.4.8，Fig.4.9に示す．これらは，そ
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れぞれオープンループ制御，オープンループ制御からLVS制御への切り替わり，LVS
制御，リーチング後の状態を示している.
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Fig. 4.6: The situation of open-loop control
Fig. 4.7: The situation of changing from open-loop to LVS control
50
Fig. 4.8: The situation of LVS control
Fig. 4.9: After open-loop and LVS control
51
4.8 おわりに
この章では，第 3章で手先マーカーがステレオカメラ画像内に無いと制御できな
いという問題点を解決する方法を提案した．まず，カメラ画像外のアームの手先を
カメラ画像内に制御させるオープンループ制御方法を述べた．そして，カメラ画像
外に手先がある場合には，オープンループ制御で迅速に追従し，カメラ画像内に手
先がある場合には，LVS制御で精密に追従する方法を実機で検証した．しかし，現
状では，オープンループ制御とLVS制御を切り替えたとき，手先の軌跡が急激に変
化するという問題があった．人間の生活環境内で把持を行うタスクを考えたとき，急
激に手先の軌道が変化すると，把持していた物を落としたり，手先が周囲の物や人
に当たってしまう危険性があるため，できるだけ軌道を滑らかに変化させる必要が
ある．
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第5章 全方位ステレオ画像を用いた
LVSによる移動制御
5.1 線形ビジュアルサーボ (LVS)
5.1.1 はじめに
通常の視覚センサはレンズの画角により視野の範囲が制限され，ロボットの前方
の局所的な情報しか一度に得られない．ロボットのナビゲーションでは広い範囲で
障害物や目標物を認識する必要があり，そのためには分解能は粗くても環境全体の
大局的情報が実時間で獲得できる方が望ましい．これらの問題に対し，周囲 360度
の情報を一度に観測できる全方位視覚センサが提案されている [37]．
LVSによる移動制御では，ロボットに設置したマーカーと目標物を一致するよう
に制御することでカメラ角やロボットの位置や方向を用いずに制御が可能である．
しかし，視覚センサに通常のステレオカメラを用いているため，視野が狭く障害物
回避を行うと目標物を見失ってしまう．また，単眼の全方位カメラによる移動制御
[38]では，物体の位置を特定するために，その物体の大きさや高さなど物体に関する
知識や実験環境に設置されたランドマークなどが必要となる．その問題を解決する
ためにステレオ全方位カメラを用いた移動制御 [39]が提案されている．しかし，こ
の方法では 3次元座標を計算するためカメラ角などのキャリブレーションエラーに
非常に弱いという問題がある．これらを解決するためにステレオ全方位画像を用い
た LVSによる全方位の目標物体ヘの移動動作を提案する．全方位画像を用いるLVS
では，通常の LVSのように目標物，マーカーの画像座標から制御を行うためには全
方位画像をパノラマ画像に変換する必要がある．しかし，画像変換に時間がかかる
ためリアルタイムの制御に向いていない．そこで，画像変換をせず全方位画像から
目標物，マーカーの方位角を用いる制御を行う．また目標物が後方にある場合，視
空間座標の変換方法が変化しカメラ角が必要となる．そこで，マーカーを用いるこ
とでその問題を解決する．この結果，従来のLVSを用いた移動制御では前方にしか
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目標追従できなかった制御を全方向で目標追従可能になる．全方位カメラを用いる
ことにより視野領域は拡大し，常に全方位見えているのでカメラを動かす必要が無
いため，一度マーカーの位置を記憶させればマーカーを取り外して制御することが
可能となる．
5.1.2 ヒューマノイドロボットのモデル
座標系
Fig.5.1にヒューマノイドロボットのモデルを示し，その外観寸法をTable 5.1に
示す．ロボット座標系を§R(XR; YR; ZR)とし原点をORとする．またロボット座標系
の原点は二つの車輪の中心かつ車軸上の点とする．カメラ座標系を§V (XV ; YV ; ZV )
軸とし原点をOV とする．またロボット座標系で (0,-1260,0)の位置にカメラ座標系
の原点がある．
Table 5.1: Parameter of humanoid robot
Total length H = 1400,F1 = 623,D1 = 725
Robot body length F2 = 600,D2 = 550
Camera position G = 300,K = 435,E = 275
Robot position R1 = 420,R2 = 140
(unit:mm)
カメラ部
ワールド座標系を§w(X 0; Y 0; Z 0)とし原点をO0とする．また，全方位カメラ画像
の縦方向をY軸，横方向をX軸とし画像座標 (X,Y)とする．ワールド座標系原点に
全方位カメラを置き (-10,0,10)に目標を置いた時の全方位カメラのモデルをFig.5.2
の a)に，カメラ画像を b)に示す．ここで，画像とモデルの目標のX 0座標が反転し
ているのは全方位カメラがミラーを使用しているためである．画像座標上のワール
ド座標 Z 0軸と画像座標 Y軸とのズレを全方位カメラのカメラ角度 ®とする時，³
をワールド座標系での全方位カメラから目標物までの方位角とすると，方位角 ³は
(5.1)となる．
³ = ®+ ³ 0 (5.1)
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Fig. 5.1: Model of humanoid robot
³ 0 = tan¡1(
Yt
¡Xt )
(¡180 < ³ · 180;¡180 < ³ 0 · 180)
ここで，Xt; Ytは画像座標上での目標物の特徴点の座標，³ 0はY軸から目標物の特
徴点までの角度としこれを画像上での方位角とする．
Fig.5.1の様に全方位カメラをカメラ座標系 (275,0,0)，(-275,0,0)の位置に二つ並
べステレオ視させ，左右の全方位カメラ画像上での方位角 ³ 0と左右の全方位カメラ
のカメラ角度を用いて目標物の視空間座標を求める．その時のモデルを Fig.5.3に
示す．左右のカメラ角度をそれぞれ ®L，®Rとし，左右の全方位カメラ画像上での
方位角をそれぞれ ³ 0L，³ 0Rとすると，左全方位カメラ，目標物，右全方位カメラでな
す角度 °が輻輳角，目標物が正面にある場合とのズレの角度 µを視線方向角とする
視空間座標V=(°; µ)T への変換式は (5.2)となる．本来視空間座標は上下方向の視線
方向角 ±も存在するが，本研究では用いないため考えない．この式は視空間座標が
カメラ姿勢に依存する部分とカメラ座標に依存する部分の線形和であることを示し
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ている．
V =
Ã
®R ¡ ®L
¡(®R + ®L)=2
!
+
0@ ³ 0R ¡ ³ 0L
90¡ ³0R+³0L
2
1A (5.2)
ここで，®L，®R，³ 0L，³ 0Rの単位は共に (deg)とする．また，目標が後方にある場合
のモデルをFig.5.4に示す．ここで，図中の 2つの円の大きさは同じものとする．こ
の時，目標の視空間座標は (°b; µb)とする．Table 5.2に目標が後方にある場合の視
空間座標Vb = (°b; µb)T の範囲を示し，変換式を (5.3)に示す．
Table 5.2: View Space area(back target)
0 · °b · 180; (deg)
90 < µb · 180;¡180 < µb < ¡90
Vb =
Ã
®L ¡ ®R
¡(®R + ®L)=2
!
+
0@ ³ 0L ¡ ³ 0R
90¡ ³0R+³0L
2
1A (5.3)
カメラ座標から視空間座標 (°; µ)へは，(5.4)で示される式によって変換可能で
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Fig. 5.2: Omnidirectional camera
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Fig. 5.3: Stereo omnidirectional camera
ある．
° = tan¡1
(
(XV + E)
z
)
¡ tan¡1
(
(XV ¡ E)
z
)
µ =
tan¡1
n
(XV +E)
z
o
+ tan¡1
n
(XV ¡E)
z
o
2
(5.4)
z =
q
Z2V + Y
2
V
5.1.3 移動空間の線形近似
XRZR平面におけるロボット座標系の原点 ORからの距離 Tと ZR軸からの角度
Áで表したものを移動空間とする．Table 5.3に示す移動空間領域のTを 50mm，Á
を 10°刻みにデカルト座標に投影すると，Fig.5.5のようになる．同様に，視空間
座標上に投影するとFig.5.6のようになる．移動空間座標からロボット座標への変
換は (5.5)によって行う．
XR = T sinÁ (5.5)
ZR = T cosÁ
移動空間と視空間座標の関係を線形とみなし，視空間座標と移動空間の線形近似を
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Fig. 5.4: Stereo omnidirectional camera (back target)
Table 5.3: Approximation area
200 · T · 400，(mm)
¡180 < Á · 180，(deg)
行う．近似に用いる線形式を，(5.6)に示す．
T 0 = A0° +B0µ + C0
Á0 = A1° +B1µ + C1 (5.6)
ここで，T 0; Á0は近似した距離と角度，Ai; Bi; Ci(i=0,1)は近似係数を示す．近似係
数は，Table 5.3の領域で距離 T を 50[mm]，角度 Áを 10[deg]刻みで変化させたと
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Fig. 5.5: Movement space projected on the cartesian coordinates
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きの格子点から最小二乗法で求めた．近似係数を (5.4)に示す．(5.6)をまとめると
(5.7)となる．
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Table 5.4: Approximation coe±cient
Ai Bi Ci
i = 0 -114.399 0.0 351.819
i = 1 0.0 0.991 0.0
ここでu0は近似された移動空間，Rは 2× 2の定数行列，Cは 2× 1のベクトル，
V はロボットの視空間座標を示す．
u0 = RV +C (5.7)
u0 = [T 0; Á0]T
V = [°; µ]T
R =
"
A0 B0
A1 B1
#
C =
"
C0
C1
#
Fig.5.7にデカルト座標，Fig.5.8に視空間座標で近似した結果を示す．(5.7)を微
分することで並進速度，回転角速度を求めると (5.8)となる．
_u0 = R _V (5.8)
_u0 = [ _T 0; _Á0]T ; _V = [ _°; _µ]T
ここで， _u0はロボットの並進速度，回転角速度， _V は微分された視空間座標となる．
5.1.4 線形ビジュアルサーボ (LVS)
LVSによる移動制御
LVSを用いた移動制御は，カメラ座標系のZV 軸の正方向にマーカーを取り付け，
マーカーを目標物に近づける制御を行う．マーカーの位置をFig.5.9に示す．
(5.8)から移動ロボットの制御コマンドを次式で与える．ここで， _uV は移動ロボッ
トの並進速度，回転角速度の制御コマンド，¸は正のゲイン，³ 0RM ,³ 0LM はそれぞれ
マーカーの左右のカメラ画像上の方位角，³ 0Rd，³ 0Ldはそれぞれ目標物の左右のカメ
ラ画像上の方位角，Rは (5.7)の定数行列を示す．また，VM ;Vdはそれぞれマー
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カーとターゲットの視空間座標上の位置を示している．
_uV = ¡¸R(VM ¡ Vd)
= ¡¸R
"(
®R ¡ ®L
(®L ¡ ®R)=2
)
+
(
³ 0RM ¡ ³ 0LM
90¡ (³ 0RM + ³ 0LM)=2
)
¡
(
®R ¡ ®L
(®L ¡ ®R)=2
)
¡
(
³ 0Rd ¡ ³ 0Ld
90¡ (³ 0Rd + ³ 0Ld)=2
)#
= ¡¸R
"
³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld)
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2
#
(5.9)
_uV = ( _TRV ; _ÁRV )
T
LVSの大きな特徴として，移動速度の計算にカメラ角度を必要としない点がある．
これは，(5.9)のVM ¡Vdを行うことにより，(5.2)の第 1項であるカメラ角の部分
がキャンセルされることによって生じる利点である．また，従来のビジュアルサー
ボではロボットヤコビアンやイメージヤコビアンに相当するRにロボットの位置情
報とカメラ角を含まないため，ロボットのワールド座標にも依存しないという特徴
を持つ．そのため，完全に視差情報のみで制御が行なえるので，非常に制御しやす
いサーボとなっている．
次に，目標物が後方の場合を示す．目標物が後方にある場合 (5.9)と同様の方法
で行うと (5.10)となる．
_ubV = ¡¸R(VM ¡ Vb)
= ¡¸R
"
2(®R ¡ ®L) + ³ 0RM ¡ ³ 0LM + ³ 0Rd ¡ ³ 0Ld
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2
#
(5.10)
_ubV = ( _TbV ; _ÁbV )
T
ここで， _ubV は目標物が後方にある場合の移動ロボットの並進速度，回転角速度の
制御コマンドとする．(5.10)に示すように制御式にカメラ角が必要となる．そこで，
マーカーの視空間座標が既知となっていることを用いて (5.11)のように制御式を求
める．
_ubV = ¡¸R(VM ¡ Vb)
= ¡¸R
Ã
2°M ¡ (°M + °b)
µM ¡ µb
!
= ¡¸R
"
2°M ¡ (³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld)
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2
#
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(5.11)
これにより，目標物が後方にある場合でもカメラ角を必要とせず制御が可能となる．
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Fig. 5.7: Approximation result projected on cartesian space
5.2 仮想マーカー
2.1.4節と同様に，仮想マーカーを導入する．仮想マーカーとは，ロボットに固定
されているマーカーを基準マーカーとしたとき，基準マーカー周辺に仮想的に設置
されたマーカーである．VVM = (°VM ; µVM)T を仮想マーカーの視空間座標とする
と，VVM は (5.12)で示す線形式で計算できる．
VVM = VM + I (5.12)
ここで，I = (I°; Iµ)T は 2× 1の定数ベクトルで，基準マーカーと仮想マーカーの
視空間座標の差を示す．VMは既知で，Iは仮想マーカーの設置する位置に応じて決
定する．基準マーカーと仮想マーカーの関係図をFig.5.10に示す．基準マーカーの
代わりに仮想マーカーを用いた LVSの式を構築すると，(5.13)のようになる．
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Fig. 5.8: Approximation result projected of visual space
_u0 = ¡¸R(VVM ¡ Vd)
= ¡¸R(VM ¡ Vd + I)
= ¡¸R
"
³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld) + I°
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2 + Iµ
#
(5.13)
基準マーカーを用いたLVSと同様，VM ¡Vdによりカメラ角がキャンセルされる
ため，カメラ角に依存しないサーボ系である．
5.2.1 収束安定性
LVSの移動制御の収束安定性について，2.1.4節から安定領域を調べる．Vdはワー
ルド座標上X軸-1000mmから 1000mm，Z軸-1000mmから 1000mmの範囲で 1mm
間隔で移動させた目標物のそれぞれの視空間座標，VM はカメラ座標系XV 軸 0mm，
ZV 軸 300mmの位置に設置したマーカーの視空間座標とする．Fig.5.11に線形近
似を行った領域周辺における吸引領域を示す． 図中の線は U0の等高線を，斜線は
d
dt
U(V ) · 0を満たす領域を示している．図より，線形近似を行った領域よりも広い
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範囲の吸引領域が存在し，漸近安定を保証していることが分かる．[29][30]
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Fig. 5.11: Stable distinction
5.2.2 シミュレーション
これまでのアルゴリズムを適用し，カメラ座標系 (0,275,700)の位置にマーカーを
取り付け，ワールド標系原点に移動ロボットをTable 5.5に示す八箇所にそれぞれ
目標物を設置した環境においてシミュレーションを行い検証を行った．Fig.5.12に
そのときの移動ロボットのロボット座標系原点の軌跡を，Fig.5.13にマーカーの軌
跡を示している．また，軌跡上にある点はそれぞれ 1000msごとの移動ロボットの
ロボット座標系原点，マーカーの位置である．シミュレーションでは，実機と同様
に目標物，マーカーの左右の方位角のみを用いている．移動ロボットの軌跡がそれ
ぞれの目標物に向けて移動していることが分かる．また，軌道上の点により移動ロ
ボットが収束していることが分かる．移動ロボットの軌跡が目標物まで達していな
いのは，マーカーと目標物を一致するように動作しているためである．これにより
全方位画像を用いた LVSによる移動制御が目標物に追従することが確認できた．
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Table 5.5: Target position (simulation)
X(mm) Y(mm) Z(mm)
Target1 0 1300 4000
Target2 3000 1300 3000
Target3 4000 1300 0
Target4 3000 1300 -3000
Target5 0 1300 -4000
Target6 -3000 1300 -3000
Target7 -4000 1300 0
Target8 -3000 1300 3000
5.3 実験システム
5.3.1 実験モデル全体図
Fig.5.14に，実験システムの全体像を示す．本研究で使用したヒューマノイドロ
ボットは同軸 2輪と二つのキャスターの車輪機構を持ち，移動方法は車輪によって
行なう．
カメラ座標系 ZV 軸方向 700mmの位置に黄色のマーカーが取り付けられており，
対象物に赤色の物，障害物に緑色の物を用いることでそれぞれを分離し認識してい
る．カメラはVstone製VS-C15N，VS-C15NRCをそれぞれ 1台用い，それぞれのカ
メラから得られた画像を画像分割装置 (ビデオデバイス製 TV250)で 1枚にまとめ，
画像処理装置 (HITACHI製 IP-5005bd)に送る．画像処理装置は画像を黄色，赤色，
緑色それぞれで二値化し分離する．二値画像の重心を特徴点として車輪での移動速
度を計算する．計算されたそれぞれの値は DAボード (Okatech製 RIF-171-1)を介
してそれぞれのドライバ (岡崎産業製PC-0143-2)に送ることによってそれぞれの車
輪を制御する．DCモータ (澤村電気工業製 SS40E80-L4-25)には光学式エンコーダ
が付いており，モータの回転情報をドライバを介して PC側に送信する．
5.4 実験
Fig.5.1を用いて実験を行った．画像のサンプリング時間は 33[ms]，移動ロボット
の制御周期を 1[ms]，またゲイン ¸は 0.5とした，
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Fig. 5.12: Simulation result (robot locus)
5.4.1 全方位画像を用いたLVSによる移動制御実験
全方位画像を用いた LVSによる移動制御について，実験結果を示し考察する．
Table 5.4を用いて車輪の制御を行い，移動制御を行う．ワールド座標系で原点
に移動ロボットを配置しTable 5.6に示す八箇所にそれぞれ目標物を配置する．車
輪を制御し移動ロボットを目標物に移動させた．本実験では，目標物に赤いボール
を用いた．Fig.5.15に実験モデルを示す．その時の移動ロボットのロボット座標の
原点の軌跡をFig.5.16に示す．この時，軌跡はモータからのエンコーダの値から計
算している．また，軌跡上の点は 1000msごとの移動ロボットのロボット座標の原
点の位置である．Fig.5.16の横軸はワールド座標 X軸 [mm]，縦軸は Z軸 [mm]と
する， Fig.5.16から，移動ロボットがそれぞれの目標物に到達していることが分か
る．また，軌道上の点の位置から移動ロボットが収束していることがわかる．移動
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Fig. 5.13: Simulation result (marker locus)
ロボットの軌跡が目標物まで達していないのは，カメラ座標系 (0,245,700)の位置に
マーカーを設置しており移動制御は，マーカーと目標物と重なるように移動するた
めである．
5.5 おわりに
この章では，第 2章でステレオカメラを使用した場合に，視野が狭くなり目標物
を失う問題点を解決する方法を提案した．まず，視野を広げるため全方位カメラを
用いたLVS制御について述べた．次に，この全方位カメラによるLVS制御について
移動制御と仮想マーカーを使用した方法を述べた．そして，提案した制御方法をシ
ミュレーションを行って，実機を用いて検証を行った．しかし，現状では基準マー
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Fig. 5.14: Experiment system
カーがターゲットに単純に追従するだけなので，実環境に導入する場合は障害物を
回避する必要がある．そこで今後は，全方位カメラより取得した画像を用いて障害
物を認識し，全方位の移動制御を行いながら障害物回避を行う手法について考察し
たい．また，全方位カメラには解像度が低いという問題がある．これを解決するた
めに，全方位カメラよりは解像度の高い，アクティブステレオカメラを併用し，ター
ゲットや障害物の認識率を向上するような手法を考える必要がある．
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Table 5.6: Target position (experiment)
X(mm) Y(mm) Z(mm)
Target1 0 1000 2000
Target2 1500 1000 1500
Target3 2000 1000 0
Target4 1500 1000 -1500
Target5 0 1000 -2000
Target6 -1500 1000 -1500
Target7 -2000 1000 0
Target8 -1500 1000 1500
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Fig. 5.15: Movement control experiment model
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Fig. 5.16: Movement control tracks
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第6章 考察と検討
6.1 移動制御
第 2章では，従来人間型ハンドアイシステムで有効性が示されたLVSを車輪型移
動ロボットの追従制御に応用する方法を示した．
従来のステレオカメラで行われてきたカメラ角を用いた非線形フィードバック制
御に比べて，線形式に基づくフィードバック制御のため，計算量が非常に少なく，実
時間処理が求められる移動ロボットへの応用に適していると言える．
今後の課題として，本論文で提案しているLVSでの追従制御は，マーカーとター
ゲットを一致させるようにするため，どの方向からターゲットへ接近するかは制御
を行っていない．しかし実際には対象物体に対する作業を行う場合や追従制御を行っ
た後にターゲットを把持するようなタスクを実現する場合，接近方向を指定し，あ
る特定角度で接近することが求められる場合が多い．これに対処する見通しとして
ターゲットの位置が既知あるいは計測可能な場合，以下の方法により制御は実現可
能であると考えられる．座標は特に断りのない場合，カメラ座標とする．
1. 制御終了後のロボットの位置・姿勢を計算する．
2. ロボットの初期位置・姿勢を始点，終了位置・姿勢を終点とし始点と終点を満
足するように軌道計画を行う．
3. 計画軌道上の数点で，ターゲットの位置を視空間座標で計算し，計算したター
ゲット位置を各点の仮想マーカ－として保持する．
4. 上記で求めた各仮想マーカーを始点から終点に向けて，順に追従制御を行う．
72
6.2 リーチング動作
第 3章では，車輪型ヒューマノイドロボットを用いて，LVSによる移動制御とアー
ム動作を組み合わせたリーチング動作を提案し実験により有効性を確認した．広い
範囲で目標物体を追従できる移動制御，作業範囲は狭いが高精度で目標物体を追従
するアーム制御の二つの制御をカメラ画像のみを用いて行うことが確認できた．
従来の目標位置をあらかじめ記憶してからリーチング軌道を決定する制御方法は，
カメラ系の座標変換，ロボット座標系のキャリブレーションエラーに対し非常に弱
い位置決め制御方法である．本論文で提案した方法は，線形式に基づくフィードバッ
ク制御と，移動時・リーチング動作時を切替える判別方法を用いることで，カメラ
角度等を考慮しない画像情報に基づくリーチングを行う．そのため，ロボットの移
動によるキャリブレーションエラーに強く，環境変化が激しい人間社会への導入に
は適していると言える．
目標物に対して垂直方向の追従リーチング動作が実現できた．しかし，今後の課
題として，人間と協調，共存するヒューマノイドロボットを考えると，移動制御の
場合と同様に目標物へ最短距離でリーチングするだけでなく，ターゲットへの接近
方向を指定し，ある特定角度で接近しリーチングする必要がある．これらに対処す
る方法として，6.1節と同様に，アームの軌道計画を行い，数点の仮想マーカーを
設定・保持し順に追従動作を行う制御方法が考えられる．
6.3 オープンループ制御
第 4章では，視空間上に投影した関節空間の線形近似式と視空間上の位置が既知で
あるマーカーを用いたオープンループ制御を提案した．LVS制御にはターゲットと
手先がカメラから見えていないと制御できないという問題点があり，オープンルー
プ制御には制御終了時にターゲットに手先が収束しないという問題点がある．これ
らの問題点を，LVS制御とオープンループ制御を組み合わせることにより互いに補
うことができることを示した．
オープンループ制御はターゲットの視空間上の位置をカメラから取得し，関節空
間の線形式を用いてアームの関節角を計算する．そして，計算した関節角を満足す
るようにアームをオープンループ制御を行う．本来，関節空間の線形式はカメラ角
の項を含むが，視空間上の位置が既知であるマーカーを用いることにより，この項
をキャンセルすることができる．この制御の利点は，手先がカメラから見えていな
くとも関節角を計算することが可能であるため，LVS制御の常に手先が見えていな
いと制御できないという問題点を解消することができる．また，オープンループで
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あるため LVS制御よりも高速の制御周期で制御可能であるという利点もある．オー
プンループ制御の問題点として，フィードフォワード制御であるため，手先とター
ゲットが完全に収束しない可能性が高いという問題がある．それに加え，本論文で
提案した手法は関節角の計算に線形近似式を用いてるため，ターゲットとの誤差が
より大きくなる可能性がある．このため，制御が終了したとき，ターゲットと手先
間に大きな誤差が生じてしまう．この問題点は，オープンループ制御とサーボ制御
である LVS制御を切り替え，誤差を収束させることにより解消できる．
人間と協調，共存するヒューマノイドロボットのリーチング制御は，物の受け渡
しや把持などのアームを使用するタスクを実現するために非常に重要である．本論
文で提案したオープンループ制御と LVS制御の組み合わせた手法は，このタスク
を実現するために有効であると考えられる．しかし，現状では，オープンループ制
御と LVS制御を切り替えたとき，手先の軌跡が急激に変化するという問題がある
（Fig.4.5）．人間の生活環境内で把持を行うタスクを考えたとき，急激に手先の軌
道が変化すると，把持していた物を落としたり，手先が周囲の物や人に当たってし
まう危険性があるため，できるだけ軌道を滑らかに変化させる必要がある．今後の
課題として，オープンループ制御からLVS制御に切り替わる軌跡を滑らかにするよ
うな手法について考察したい．
6.4 全方位ステレオ画像を用いた移動制御
第 5章では，車輪型ヒューマノイドロボットにおいて全方位ステレオ画像を用いた
LVS制御による移動制御を行い，その有効性を確認した．全方位ステレオカメラ画
像を用いた LVS制御による移動制御を行うことで，全方位カメラのカメラ角を必要
としない広い範囲で目標物へ向かう全方位の移動制御を実現できることを確認した．
カメラを動かす必要が無いため基準マーカーの画像上の位置を一度記憶させること
で，基準マーカーを取り外すことができるようになった．これにより，ターゲット
が基準マーカーに隠れることがなくなり，ターゲットを見失う危険性がなくなった．
今後の課題として，全方位カメラより取得した画像を用いて障害物を認識し，全
方位の移動制御を行いながら障害物回避を行う手法について考察したい．また，全
方位カメラには解像度が低いという問題がある．これを解決するために，全方位カ
メラよりは解像度の高い，アクティブステレオカメラを併用し，ターゲットや障害
物の認識率を向上するような手法を考えて行きたい．なお，今回の実験では，ター
ゲットを色抽出によって算出していたため解像度問題は問題にならなかった．しか
し，今後人物や障害物といった物体認識を行う場合，全方位カメラの低解像度画像
が問題になるため，低解像度画像が影響する定量的な評価が必要であると考える．
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第7章 結論
本論文では，従来人間型ハンドアイシステムで有効性が示された LVSを車輪型
ヒューマノイドロボットの追従制御に適用した場合でも移動空間と視空間との間に
線形変換の関係があることを示し，LVSによる追従制御を提案した．また，追従動
作を平行しながら腕の制御を組み合わせたリーチング動作制御 (移動制御+アーム制
御)，目標物がカメラ画像内にない場合でも追従動作を行う視空間を用いたオープン
ループ制御，より視界を広げるためにステレオ全方位カメラを用いたLVSによる全
方位追従制御を提案した．また，各々の制御について収束安定性を示し，広い範囲
で安定に制御できることを示した．最後に，これらの要素技術の結果を個別に考察
して問題点を挙げた．以上より，各実験を通して考察すると，新たに解決が必要な
新規事項が浮き彫りになった．そこで，以下では各章の考察を通じて，本論文の最
適な構成や機能，そして将来の姿を述べ結論とする．
第 2章では，従来人間型ハンドアイシステムで有効性が示されたLVSを車輪型移
動ロボットの追従制御に応用する方法を示した．従来のステレオカメラで行われて
きたカメラ角を用いた非線形フィードバック制御に比べて，線形式に基づくフィー
ドバック制御のため，計算量が非常に少なく，実時間処理が求められる移動ロボット
への応用に適していると言える．しかし，LVSでの追従制御では，マーカーとター
ゲットを一致させるようにするため，どの方向からターゲットへ接近するかは制御
を行っていない．しかし実際には対象物体に対する作業を行う場合や追従制御を行っ
た後にターゲットを把持するようなタスクを実現する場合，接近方向を指定し，ある
特定角度で接近することが求められる場合が多い．そこで，これらに対処する見通
しとしてターゲットの位置が既知あるいは計測可能な場合，計画軌道上の仮想マー
カーを数点保持した制御を行う必要がある．
第 3章では，車輪型ヒューマノイドロボットを用いて，LVSによる移動制御とアー
ム動作を組み合わせたリーチング動作を提案し実験により有効性を確認した．広い
範囲で目標物体を追従できる移動制御，作業範囲は狭いが高精度で目標物体を追従
するアーム制御の二つの制御をカメラ画像のみを用いて行なうことが確認できた．
また，カメラ角度等を考慮しない画像情報に基づくリーチングを行うため，ロボッ
トの移動によるキャリブレーションエラーに強く，環境変化が激しい人間社会への
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導入には適していると言える．しかし，目標物に対して垂直方向の追従リーチング
動作が実現できたが，人間と協調，共存するヒューマノイドロボットを考えると，移
動制御の場合と同様に目標物へ最短距離でリーチングするだけでなく，ターゲット
への接近方向を指定し，ある特定角度で接近しリーチングする必要がある．そこで，
これらの問題に対処する方法として，移動制御の場合と同様に，アームの軌道計画
を行い，数点の仮想マーカーを設定・保持し順に追従動作を行う制御方法が必要で
ある．
第 4章では，視空間上に投影した関節空間の線形近似式と視空間上の位置が既知で
あるマーカーを用いたオープンループ制御を提案した．LVS制御にはターゲットと
手先がカメラから見えていないと制御できないという問題点があり，オープンルー
プ制御には制御終了時にターゲットに手先が収束しないという問題点がある．これ
らの問題点を，LVS制御とオープンループ制御を組み合わせることにより互いに補
うことができることを示した．しかし，現状では，オープンループ制御と LVS制御
を切り替えたとき，手先の軌跡が急激に変化するという問題があった．人間の生活
環境内で把持を行うタスクを考えたとき，急激に手先の軌道が変化すると，把持し
ていた物を落としたり，手先が周囲の物や人に当たってしまう危険性があるため，で
きるだけ軌道を滑らかに変化させる必要がある．
第 5章では，車輪型ヒューマノイドロボットにおいて全方位ステレオ画像を用い
た LVS制御による移動制御を行い，その有効性を確認した．全方位ステレオカメラ
画像を用いた LVS制御による移動制御を行うことで，全方位カメラのカメラ角を必
要としない広い範囲で目標物へ向かう全方位の移動制御を実現できることを確認し
た．カメラを動かす必要が無いため基準マーカーの画像上の位置を一度記憶させる
ことで，基準マーカーを取り外すことができるようになった．これにより，ターゲッ
トが基準マーカーに隠れることがなくなり，ターゲットを見失う危険性がなくなっ
た．しかし，現状では基準マーカーがターゲットに単純に追従するだけなので，実
環境に導入する場合は障害物を回避する必要がある．そこで今後は，全方位カメラ
より取得した画像を用いて障害物を認識し，全方位の移動制御を行いながら障害物
回避を行う手法について考察したい．また，全方位カメラには解像度が低いという
問題がある．これを解決するために，全方位カメラよりは解像度の高い，アクティ
ブステレオカメラを併用し，ターゲットや障害物の認識率を向上するような手法を
考える必要がある．
以上のように，各考察を通して浮き彫りになった新たな課題は，(1)特定の角度で
目標へ追従し，(2)制御方式の移行時でも滑らかな動きで追従する事が必要であるこ
とがわかった．
最後に，本研究は人間の生活空間に入り支援を行うロボットに対して応用が可能
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である．例えば，人間の代わりに色々なものを持ってきてくれるようなロボットの
タスクが考えられ，このタスクを実現するのに有効である．また，仮想マーカーを
用いた追従制御は，自動車の自動運転システムにおいて，車間距離を一定に保つ機
能に応用可能である．今後は，車輪型ロボットではなく，二足歩行ロボットにおけ
る移動制御について研究を行いたい．また，リーチング制御終了後のターゲットの
把持制御と，把持後に移動する際に把持物体に移動時などの振動がなるべつ伝わら
ないようにする制御についても研究したい．
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不変集合定理 [29]
定理
V (x)を連続な一次偏導関数をもつスカラー関数とする．­lは領域 V (x) < ｌの
一つの成分（連結成分）を表すことにする．­lは有界で­lの中では，
_V (x) · 0 (7.1)
と仮定する．Rを _V (x) = 0をみたす­lの点のすべてからなる集合とし，MをRの
なかの最大の不変集合とする．このとき­l のなかにある各解は t ! 1 のときM
に近づく．
証明
条件 (7.1)と ­lの定義は明らかに t = 0のとき ­lのなかから出発する解 x(t)は
すべての t > 0に対して­lのなかに留まることを意味している．
このとき V (x(t))は非増加かつ下から有界であるから t ! +1のとき V (x(t))は
極限 l0をもち，しかも l0 < lである．
連続性により x(t)の正の極限集合 ¡+の上では V (x) = l0 が結論される．よって，
¡+は­lのなかにあり，¡+上で _V = 0 である．
その結果として ¡+はRのなかにあり，また ¡+は不変集合であるから ¡+はMの
なかにある．x(t)は ­lのなかに留まっているから t ¸ 0 に対し有界であり，した
がって t!1 のとき x(t)!M である．（証明おわり）
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