Abstract
Introduction
The emergence of decentralized and dynamic cooperative applications has recently gained significant attention due to its great potential for sharing a huge amount of resources with millions of users over a wide-area network [6, 7, 9, 15, 20, 21] . A large class of applications including file sharing, grid computing, multi-party conferencing, Internet e-commerce, benefit from a cooperative infrastructure. Collaborative settings may be synchronous or asynchronous, and communication models vary from one-to-many, fewto-many, to any-to-any.
In a complex grid environment, with the rapid growth of cooperation, dynamic peers join/leave and therefore the evolvement of the mesh network is free and uncontrolled. It is of great importance for multiple self-organizing peers with a common set of services aggregated in a controlled manner to accomplish their collective goals. The concept of collaborative peer groups [2, 8, 26 ] is introduced to refer to such cooperation applications.
The research described in this paper is part of a larger project known as CROWN (China R&D Environment Over Wide-area Network) [12] . Started in late 2003, CROWN aims to empower in-depth integration of resources and cooperation of researchers nationwide and worldwide. As illustrated in Fig.1 , a number of universities and institutes, such as THU (Tsinghua University), PKU (Peking University), CAS (China Academy of Sciences) and BHU (Beihang University) across several cities in China have joined CROWN. Through the Computer Network Information Centre of CAS, CROWN is connected to several popular grid systems including GLORIAD and PRAGMA. Lots of applications in different domains have been deployed into CROWN grid, such as gene comparison in bioinformatics, climate pattern prediction for environment monitoring, etc. The main research objective in this paper is to group home user resources with a robust, scalable, and secure grid middleware infrastructure in a distributed manner. Consider the following scenario in the CROWN system. Multiple peers from THU, BHU, and CAS, are jointly working on an Air Pollution Monitoring project. These peers construct an APMGroup to share documents and resources. Usually, all peers first negotiate a Collaborative Policy Instance (CPI) to satisfy multiple peers' security requirements. Here we assume the existence of CPI, and the policy negotiation details [22, 28] are beyond the scope of this paper. Four roles are defined in APMGroup, group authority, group member, director, and researcher. If a BHU student would like to join the group, the CPI requires at least 40% votes from existing group members, and more than half of those votes must be yes. Additionally, large amounts of sensitive experiment data should be stored in a stand alone peer, and the data must be unable to be modified by one single researcher in the group. Thus, an access control framework is needed.
Figure 1. Overview of CROWN Grid
Security in collaborative groups is an active research topic and has been recognized by many organizations in the past few years. Most existing group access control mechanisms adapt centralized architecture, and authorization decisions are made based on requester identities [13] . In a distributed collaborative environment such as CROWN, peers are often dynamic and unknown to each other, which makes centralized and identity based access control less effective. Some trust management systems, granting certain permissions to the subject using credential chains, fail to support distributed environments [5] .
In this paper we propose a fine-grained and attribute-based access control framework for CROWN groups. The policy model extends the role-based trust management language RT [16] [17] [18] to satisfy security requirements of the CROWN grid. The major contributions of this work are as follows:
1. To avoid single point of failure and enhance scalability of the system, instead of using a centralized model [13] , we employ a distributed delegation authorization mechanism. Multiple authorities could exist in this design, reducing both the overhead and the response time of CROWN group authority.
2. Existing approaches fail to deal with the dynamics of the peers. Worse, peers are often unknown to each other, making identity-based approaches ineffective. Our framework addresses the two issues by employing an attribute-based approach. A voting mechanism is also introduced into accepting new members and granting permissions.
3. Sensitive experiment data generated during the collaboration should not be unilaterally modified by any single user. Our framework provides a secure cooperative process for multiple peers.
4. We successfully implement our distributed access control mechanism in CROWN grid. We introduce our implementation experiences and experimental results.
The rest of this paper is organized as follows. Section 2 introduces related work. Section 3 discusses the access control policy model in CROWN groups. We present a formal joint authorization protocol in Section 4. Section 5 describes a secure cooperation process. Section 6 presents performance evaluations. We conclude this work in Section 7.
Related work
Many approaches have been taken on security issues in collaborative environments [10, 11, 13, 14, 19, 25, 29] . Gothic [13] provides a security service for IPMulticast, which considers receiver access control. It employs an external access control server providing authentication and authorization based on PKI certificates. Antigone [10] includes a flexible policy framework for secure group communication and defines policies about re-keying, membership, and application messages. Antigone employs a centralized access control approach in which member access is mediated by a so called Session Leader. However, it is not designed for Grid and P2P systems.
Sconce [14, 25] presents an admission control framework on Gnutella like P2Ps [1] . It proposed three types of admission policy, including access control list APT_ACL, a centralized authority APT_GAUTH, and group members APT_GROUP. A group membership certificate can be issued to a peer under multi-voting schemes. However, Sconce treats peer groups as a flat structure without hierarchy where all peering nodes have identical responsibilities. Lacking the attribute of peers, it cannot simplify authorization in collaborative environments, and is not scalable.
JXTA [2, 8] , an open-source project initiated by SUN, recently proposed a security mechanism based on PKI certificate [4] . Intergroup [3] provides access control using an authorization service called Akenti [27] , which relies on X.509 identity certificate. All group members register with the authorization service off-line to obtain a membership certificate signed by the Akenti Server. Intergroup provides a coarse granularity for access control.
Spread [19] introduces roles into group. It is a hierarchical client-server architecture where an expensive distributed protocol runs among a set of servers, providing services to the clients. It does not discuss distributed authorization in detail.
Our work focuses on a decentralized model in grid collaborative systems. It is a distributed delegation authorization mechanism. By considering joint authorization and secure cooperation under voting schemes, security for communication and sharing of sensitive data among grouped peers are provided.
Access control design overview
In this section, we first introduce roles and permissions in CROWN groups, and then form the access control policy model. An instance is given to illustrate the model.
Roles and permissions
Many sensitive operations and services need access control [10, 19] . For example, CROWN group has following sensitive services.
Group Creation Service: to allow a peer to create a CROWN group; Content Publishment Service: to allow a peer to publish content within the group; Rendezvous Service: to allow a peer to act as a rendezvous within the group; Policy Negotiation Service: to allow a peer to negotiate security policy with other peers. Here we define two kinds of roles: group role and application role. Group roles are predefined by CROWN groups, and application roles are defined according to different collaborations. Multiple different authority peers may exist in each group, so that the overhead of group authority could be balanced. Group authorities may create or modify group policy template, create or destruct group, and accept or reject new members, etc. Group members may negotiate/modify the group policy, join/leave a group, send/receive messages, and negotiate/access the group key, etc.
Access control policy model
Before access control is implemented, peers need to be authenticated. General authentication mechanisms include username/password, Kerberos [24] , and X.509 [27] . Since peers are often dynamic and unknown to each other , our framework adopts credential in trust management [5, 17] as authentication method. Additionally, what permissions a peer is allowed to carry out depends on the roles and environment factors [23] . To satisfy diverse environments, we introduce the notion of contexts. Group contexts consist of a set of name/value pairs, providing environmental information such as current time and group state.
We propose an access control policy model for grid collaborative systems, which defines the relations of roles and permissions, introduces six credentials from RT, and describes admission and removal policy of roles. Elements of access policy model are as follows. (1 
Collaboration policy instance
According to the above access control policy model, the kernel parts of APMGroup policy is depicted in Table 1 . The APMGroup defines two application roles, namely director and researcher. For example, the teacher of THU could apply for the researcher role in APMGroup, which is denoted as researcher K THU .teacher, true, true. The director role constructed by two different researchers of CROWN group is a manifold role and may update the sensitive data on a given day, such as Friday.
Joint authorization
In a distributed environment, peers wish to manage group security by themselves without appealing to a central server or CAs. Joint authorization by multiple peers under voting schemes could satisfy this requirement. Table 2 summarizes the notions used in the rest of this paper.
In the previous example, group member K BHU .student(since=2000), true, vote ( group member, 0.4, 0.5 ) represents an event that a BHU student registered after year 2000 is requesting to join the group, and a vote is called among peers. If at least 40% votes are received and half of those votes are yes, the requester is allowed to join the group. Specifically, the joint authorization protocol has five phases, which are group initialization, searching group advertisement, authorization request, voting, and CGC issuance. 2) Searching Group Advertisement: When a new peer wants to join the group, it must obtain the advertisement of its attributive CROWN group first. In this design peers have two ways to get this information.
(1) Via some rendezvous points. A rendezvous point could be a special peer which keeps information about the groups, or it could be a public website. (2) To flood a query into the grid system, and get response from other peers.
3) Authorization Request (Step 1 in Fig.2 Fig.2 ): Upon receipt of the authorization request, the authority peer first verifies the signature. In a fully distributed CROWN group, the request is either accepted or rejected by the collective set of current members. The authority peer then propagates the request to call a vote. According to the CPI, multiple peers authenticate the attribute of a requester, vote, and reply with a signed message to approve or reject the authorization request. 
Secure cooperation
Large sensitive data shared by multiple peers will be generated during the whole life cycle of collaboration and should not be modified by any single user. Such resources are usually stored in a stand alone peer. In the APMGroup scenario, the director constructed by two different researcher of the APMGroup is a manifold role and may update the sensitive data on Friday. We implement the distributed access control in CROWN systems using Java programming language. The cooperation facility among peers is provided by CROWN grid, a fully decentralized grid middleware infrastructure, whose functionalities include file sharing, auctions, distributed computing, and event subscription and publishing.
The system has a three-layer architecture. The bottom layer is the core of CROWN groups. It has building blocks to enable key mechanisms for cooperation applications, including transport, the creation of CROWN groups, and associated security primitives.
Our scheme is implemented in the middle layer, which is built on top of the communication middleware, including security and network services. Examples of network services include searching and indexing, peer discovery, protocol translation, etc. There are three dominant security requirements in CROWN grid systems: confidentiality, integrity, and availability. They actually include functionalities such as authentication, access control, encryption, secure communication, non-repudiation, membership, and group key management. The sequence diagram for CROWN group service design is illustrated in Fig.3 .
Generally, to use a service, a peer must present its credential to service providers. We use XML to represent both access control policy and credentials. The credential has the form (issuer ID, owner ID, attribute, issue time, expiration date, peer signature). The credential is signed by the issuer. Delegation credentials should have a short enough lifetime that they are revoked automatically when they expire. Li [16] presents a type system about credentials storage together with algorithms, which ensures chains can be found among distributed credentials storage. The techniques developed in [16] can be used in the CROWN group.
The other component that deserves some words in the middle layer is the policy engine, which acts as the central agent, checking for conformance to the security policy. All interpretation of policy occurs within the policy engine, so that multiple policy approaches can be integrated. The enforcement of authentication and access control is performed by the policy engine. Each service is protected by policy. For example, a membership service consults the policy engine when a new node attempts to join the CROWN group. The policy stating the requirements to gain access to the group (i.e., the group contexts and credentials) are stated in the authentication and access control rules, such as group member K BHU .student(since=2000), true, vote (group member, 0. 4, 0.5) .
Access control policy infrastructures are evolving with the complex environments that they support. Context is used by policy to allow environmental factors to influence how and when policy is enforced. In a grid environment, a context handler mainly collects such information including message context, resource context, and group context, etc.
Implementation environment
Our proposed access control model is employed by the CROWN grid. To evaluate its performance, we conduct comprehensive experiments on a 32-node cluster with a high-speed LAN in the CROWN grid. All nodes are Intel Nocona Xeon 2.8GHz, 2G RAM Linux machines. The cluster is connected to the Internet through a 100M bps connection. No other tasks are running on each node except the necessary CROWN middleware. As the setup phase, the group authority creates and publishes the group authorization service advertisement. Nodes discover the authorization advertisement messages from the rendezvous peer or by flooding. All group access control protocol messages are encapsulated within standard CROWN group message types. The group authority will refresh the authorization service advertisement after delegating the authority attribute to another group member.
Experiment results and analysis

Efficiency for concurrent requests
In our first set of experiments, we implement secure CROWN group consisting of 40 members. The access control policy of each node is configured by using XML. We let several new nodes send joint requests concurrently. To better evaluate the CROWN group, we also implement a Gothic [13] like approach , and compare its performance with our design in the prototype system.
In Figures 4, 5 and 6 , we plot the accumulated joining ratio against time. There are four curves in the three figures with each represent a different request size, ranging from 10 to 40. Figure 4 plots a Gothic like approach, while Fig. 5 and Fig. 6 adopt our design, having two and three group authorities respectively.
We contrast their performances with 40 new nodes in Fig. 7 . We can see that after 20 seconds, the success joining ratios vary from 12.5% for a centralized scheme, 50% for two authorities, to 75% for three auth orities. Figures 8 and 9 show the average joining time and the success joining ratio of the CROWN group and the Gothic like scheme by varying the number of concurrent requesters. Clearly, the efficiency of peers concurrently joining is significantly improved by our approach.
Impact of group size and vote threshold
We vary the number of group members from 10 to 100 and plot the accumulated joining ratio versus time in Fig. 10 . With a larger group, it takes longer time for new nodes to join. We further show the average joining cost for 20 new nodes when the group size is ranging from 20 to 100 in Fig.11 . From both figures we can see our delegation authorization approach provides an effective mechanism to improve the efficiency of a CROWN group, and control the overhead of the group authorities.
We then explore the impact of the vote threshold to the system performance. Figure 12 plots the joining ratio in 20 seconds when 20 new nodes would like to join. In Fig. 12 , x-axis represents the vote threshold, and y-axis represents the joining ratio. We can see a CROWN group is more flexible and efficient. For example, as illustrated in Fig. 12 , if we want to have half of the new nodes join the group within 20 seconds, the vote threshold must be less than 24% for a Gothic like approach, while it could be 50% for our CROWN group.
Conclusion and future work
Our key project, CROWN, holds the main goal to empower integration of resources and co-operation of researchers. To meet security requirements of CROWN, we propose a fine-grained and attributebased access control framework which extends the role-based trust management language. Our approach employs a distributed delegation authorization mechanism to avoid single point of failure. In order to simplify authorization and access control in collaborations, decisions are made based on authenticated attributes of the peers, which improve flexibility of the system. Furthermore, large sensitive data generated during the collaborations are shared and protected.
This design has been successfully implemented in the CROWN grid environment. We evaluate our proposed approach by comprehensive experiments. We believe that wide deployment of the CROWN group will benefit many grid systems.
Future work leads into investigating trust management in our CROWN group to reduce the
