In this paper, we present a method to estimate the likely concept a committee of designers will select given their verbalized preferences toward each alternative. In order to perform this estimation, we present a new method of preference elicitation based on natural language. First, we show a way to model preference in the natural language of appraisal, which describes the degree of intensity and the uncertainty of preference based upon gradable semantic resources to express appraisals. We then show a way to map linguistic appraisals into probability distribution functions. Finally, we present a Markov model that utilizes these probability distribution functions in state transition matrices to calculate in a timevarying manner the change of preference over time. We present a case study to illustrate the validity of the method.
INTRODUCTION
Committee-based decision-making for the purpose of concept selection is a prototypical decision-making context in engineering design [1] . For non-routine, creative design problems, engineers typically produce multiple alternative concepts. In order to proceed, the alternative that best satisfies the criteria must be chosen. This concept selection entails the analysis and evaluation of alternative concepts, leading to the selection or consolidation of one or more concepts for further development. This choice among mutually exclusive alternatives is a classic decision problem. This decision-making context has a particularly crucial role in engineering management because it most accurately reflects the commercial realities of the innovation-oriented decision-making processes of internal innovation management (or R&D investment) committees [2] .
Engineering design research has provided an array of methods to assist designers in making this choice and for the aggregation of preferences when this decision is taken in a committee [e.g., 3, [4] [5] [6] [7] . Whatever method is adopted or promoted, the fundamental problem is two-fold: eliciting subjective preferences from decision-makers and aggregating preferences. A direct elicitation of preferences is awkward in situations where preferences dynamically change as a result of discussion and negotiation within a committee or interaction with the alternatives, which could update preferences. Further, there is evidence suggesting that engineers may not know correctly how to apply methods requiring preference data due to the challenges of defining the utility of attributes early in the design process [8] . This lack of knowledge results in concept selection methods being misused. The approach we advocate is to apply natural language processing to determine a preference order among a set of alternatives. In design, as with many fields, decisions are not always formally modeled but only spoken or written about, and there is a need for decision models based on discussion and negotiation to provide guidance for decision makers, thereby increasing the accountability and transparency of decisions.
In our prior research [9] , we showed that it was possible to predict the concept selection decision of the committee based on a qualitative analysis of language expressing preferences and a maximum likelihood estimation of preference based on the linguistic data. We build upon that work to produce a formal model describing the decision-making based upon what the committee has stated about preferences toward an alternative. The challenge is to model preference and uncertainty as realized in natural language and then convert them into a formal model describing the decision-making (choice) that is taking place. In this study, we restrict the space of decision-making to the selection of an alternative from a set of choices by a committee, such as a small design team. While even the scope of this area of research is itself the basis of an entire set of empirical economics literature [10] , our interest is in modeling the decision that is likely to take place given what the committee has said.
More formally, we would like to estimate the probability that an alternative is the most preferred alternative given the way that the committee has expressed its 'preference' toward an alternative using the natural language of appraisal [11] . Linguistic data is a suitable data set for preference giving and preference elicitation in engineering design [9] and is increasingly used to mine customer opinions toward products [12] . Intuitively, when presented with a set of discrete alternatives, if a person says, "Alternative 1 is a really good idea," then it is reasonable to increase the probability that alternative 1 is the most preferred one while decreasing the probabilities that the other alternatives are the most preferred. Thus, the linguistic data could provide time-varying information about the probability that the preference for alternative 1 will change in line with the degree and direction of a positive or negative orientation appraisal of alternative 1. The linguistic data reflects an update in preference as a person interacts with the alternatives or with others in the committee.
We will show that it is possible to produce a time-varying model of preference toward alternatives starting from normative ways in which appraisals may be stated. We assume that the linguistic data describes individual decision-maker's subjective preferences and that an overall trajectory of strongly positive and certain appraisals of a particular alternative reflects the committee's aggregation of preferences toward the committee's most preferred alternative. There is no assumption that the committee is necessarily behaving rationally or that the outcome of the committee's decision is the correct one. We will address these assumptions later in the paper in the discussion on how this method would fit into an array of methodologies for design decision-making.
METHOD
Decision-making by teams is a necessity in engineering design [1] . Suppose there is the situation wherein an engineer or group of engineers is discussing their preferences for different design alternatives. As they appraise (make verbal assessments of) the alternatives, their preference toward or away from an alternative may change in line with their discussion, and this change in preference should be reflected in their linguistic appraisals. Therefore, we wish to model the probability that a specific alternative is currently the most preferred alternative. We will use the following notation. N: total number of design alternatives D: the vector of all design alternatives, D = {d 1 , d 2 , … , d N } T: total number of time intervals i: time interval, i=1 to T π i = most preferred design alternative at time interval i d j : j-th design alternative in the design selection problem, j=1 to N P (π i = d j ): the probability that d j is the most preferred alternative in time interval i (preferential probability) e i : linguistic data in time interval i Let's say that the team must select one choice from 3 alternatives, and assume that the alternatives are mutually exclusive. In the absence of any prior knowledge, at the start, i=0, the probability that any of the alternatives is the most preferred alternative can be considered equivalent. That is, without any loss of generality, that initial probability that any alternative is the most preferred one is 1/3, or more generally 1/N. We call this probability the preferential probability, the probability that a choice is the most preferred choice over all others at any given moment in time. Now, let's suppose that a person says, "I really like the first one." This means that between time interval i=0 and i=1, we should be able to calculate a transition probability to reflect linguistic evidence that tells us that the preferential probability will transition from P(π 0 = d 1 ) with probability p 11 , from P(π 0 = d 2 ) with probability p 21 and from P(π 0 = d 3 ) with probability p 31 such that in the next state alternative d 1 will be the preferred alternative with probability P(π 1 = d 1 ). The value of P(π 1 = d 1 ) is the sum of the product of the prior probabilities (that d 1 was the most preferred alternative) and the respective state transition probabilities. Further, given the absence of any other linguistic data, we could say that the transition probabilities p 12 and p 13 will be less than p 11 . To perform this modeling, we need to model preference giving as a time-varying activity where the probability for the preference toward (or away from) an alternative depends upon what is being said. We perform this modeling using a Markov chain and a formal model for the semantic resources in expressing a preference as an appraisal of an alternative.
Markov Model
The first step is to model the probability that a design alternative d j is the most preferred one in time interval i as new linguistic data is provided, that is, as the discussion takes place. We can model this using a Markov chain. The Markov chain states that the probability that in the current state the most preferred alternative d j is based on the previous state only.
Further, we know that (preferential probabilities at each interval sum up to 1) since each alternative is discretely defined and we assume that they are conditionally independent of each other. In a dialogue, we consider that at each interval, there is a probability that an alternative is currently the preferred alternative. An interval is defined by a linguistic appraisal. The state transition matrix gives us the probability that when alternative d 1 is the most preferred alternative, it is followed by d 1 with probability p 11 in the next interval, by d 2 with probability p 12 We now require an equation that tells us the value of the new probability, that is, the probability that a design alternative d j is the most preferred one in time interval i based on the transition probability. We can calculate this probability value in a recursive way. The probability that alternative d j is the most preferred one is the sum over each alternative's preferential probability in time interval i-1 multiplied by its state transition probability. In other words, the probability at interval i that the most preferred alternative is d j is a function of the probability that any of the design alternatives in time interval i-1 was the most preferred alternative and the state transition probability. By doing so, we recursively take into account the trajectory of preference for d j , from i=0 to i-1, that will affect its preference in time interval i.
For example, suppose a designer must select among 3 alternatives. Then suppose that the designer is given three utterances to state the preferences, without using ordinal values. Eq. 1 expresses the probability that the most preferred option is alternative 1 at interval 3:
(1) The Markov chain and the calculation of P(π i = d j ) is illustrated in Figure 1 for the 3 alternative problem between interval 2 and 3 with the state transition probabilities labeled. In general, the preferential probability at interval i is given by Eq. 2:
(2) Using this equation, it is possible to calculate the timevarying preferential probabilities in a recursive manner. Suppose that at interval i=2, the preferential probabilities are P(π 2 = d 1 ) = 0.6, P(π 2 = d 2 ) = 0.3 and P(π 2 = d 3 ) = 0.1. Let us now suppose that we obtain linguistic data. (We will discuss how we obtain this matrix in the next section.)
Figure 1 State transition between intervals 2 and 3
The state transition matrix is given by:
We can calculate the new preferential probabilities by the matrix multiplication:
What is needed is a way to estimate the state transition probabilities based on linguistic data. In the next section, we describe a method to do this.
Language Model
Using the formal modeling of the language of appraisal in design [13, 14] , we can analyze natural language to identify the way that people express the degree of intensity and the uncertainty of a preference. The analysis will provide us a way to estimate the state transition probability for a given appraisal. We posit that the transition probability for appraisal clauses of varying degree and orientation would order the transition probabilities from highest to lowest. Qualitatively, we are suggesting that the transition probability is higher for the appraisal clause "This is a really good concept" than the appraisal clause "This is a so-so concept".
First, we identify the semantic resources that can express an appraisal. Semantic resources are ways of expressing meaning through language. In functional linguistics, there are five semantic resources for appraisal [15] : Attitude; Engagement; Graduation; Polarity; and Orientation. The resources of Attitude, Engagement and Graduation are gradable resources for evaluating alternatives.
We can group the semantic resources into appraisal groups, "groups and phrases in a text giving what kind and intensity of appraisal is expressed" [16] . Whitelaw uses a strict grammatical definition wherein an appraisal group "comprises of a head adjective with defined attitude type, with an optional preceding list of appraisal modifiers, each denoting a transformation of one or more appraisal attributes of the head". In our formulation, an appraisal group is the set of semantic resources applied in the realization of an appraisal. Each resource could have gradable values of low, medium, and high, as shown in Figure 2 .
Given the three gradable values for the semantic resources of Engagement and Graduation, with the possibility that these semantic resources are not always in use, and 3 gradable values for the semantic resource of Attitude, which must always be used in an appraisal, there are in total 48 (=4 × 4 × 3) canonical ways to express an appraisal, ranging from "This is good" to "I sort of think that this is sort of good" to "I really think that this is the very best." Each of these statements has a different level of intensity of judgment. This concept of intensity of judgment is similar to Subasic's concept of intensity [17] , but we do not attempt to assign a numerical intensity to each semantic resource. Rather, we map the use of a semantic resource of appraisal and its gradable value into a measure of the 'intensity' of the entire appraisal. Based on this mapping, it becomes possible to estimate the state transition probability for any arbitrary appraisal since an appraisal can be broken down into its constituent semantic resources and the gradable values per resource.
Figure 2 Use of semantic resources in various appraisals and their gradable values
We obtained data on the intensity of canonical ways to express an appraisal through crowd sourcing using the online service Amazon Mechanical Turk. Mechanical Turk is increasingly being used for social science research [18] and for labelling data for machine learning [19] . Excluding all instances of appraisals with no appearance of the semantic resources of Engagement and Graduation, there are 27 canonical statements of appraisal that could be rated. (Annex A). We asked respondents or "workers" in Mechanical Turk parlance, to rate a total of 13 canonical appraisals from 1 (very weak) to 5 (very strong) with the midpoint 3 being neither weak nor strong. The workers were not providing a preference for given set of alternatives; they were asked to consider the appraisals in the abstract, as if they were judging a movie they had recently seen. In the instructions, they were asked to consider if a statement such as "I really think that this is much better." reflects a stronger or weaker appraisal of a movie than "I sort of think that this is sort of good." We randomly divided the 27 sentences into three sets of 9. Each set included one crossover sentence from another set so that we could check if the responses by workers from each set were statistically similar. Additionally, we used three sentences "This is so-so", "This is good" and "This is excellent" as controls to ensure the quality of their work. We expected workers to rate these three sentences in ascending order of intensity of judgment, and rejected results from workers who reversed the order of intensity of judgment for these three control sentences or who placed 2 or more of them at the same level of intensity. The workers were allowed to place both "This is so-so" and "This is good" in the neither weak nor strong category, however. We also rejected results from the workers if there were any empty responses, if all the responses were of the same intensity, or if there appeared to be a systematic clicking of responses. Workers were paid USD0.50 per set of 13 sentences, and were paid on average about USD12.55 per hour, which is approximately the living wage for a single adult on East and West Coast metropolitan cities of the US.
RESULTS

Data Set
To illustrate the method, we constructed a scenario in which designers may have a set of preferences for prescribed alternatives. They may also have preferences over attributes for each of the alternatives, which influence their preference for the alternatives. We set up the experimental condition wherein they are discussing the reasons for their preference for an alternative.
We have described this dataset in a prior paper [9] , and continue to use this dataset for continuity. The team's task (below) was to choose a carafe (of glass, plastic, or steel) and filter (of gold, paper, or titanium) for a coffeemaker, each with three possible design alternatives. Note that in this paper, only the transcript statements regarding the carafe were analyzed: The team was told that the total cost for the carafe and filter could not exceed $35. Prior to the experiment, each participant was trained using a think-aloud exercise to practice saying each alternative using its proper name ("glass carafe" or "glass pot") rather than an ambiguous pronoun ("this" or "that") in order to facilitate the tracking of design alternatives in the transcript. During the experiment, they discussed their preferences and rationale with each other until a consensus was reached. This discussion was audio-and video-recorded and then transcribed.
During the same exercise, participants were asked to fill out surveys approximately every 10 minutes with their preference ratings for the alternatives. The experiment lasted 50
to provide an optional, brief rationale for their rating and ranking to decrease the possibility of arbitrary ratings.
Research on how groups engage in discussion suggests that members begin a discussion with only partial, independent knowledge of a topic. Group discussion can then play a role in eliciting this incomplete knowledge so that better decisions may be made [20] . In order to encourage discussion among the group members as well as better simulate a more realistic team experience, information about the design choices was provided in the following ways. First, team members were individually provided with detailed information about one of the three alternatives (for example, only the glass carafe), thus simulating a partial knowledge scenario. Team members would then discuss product features as a group in order to uncover additional information about the other alternatives.
The appraisals in the data set were analyzed by AD and MCY. Twenty-seven statements containing appraisals were identified in the transcript. Seven statements were used for training and arbitration purposes to ensure that the two coders could code the transcript consistently and reliably. A total of 72 semantic resources of appraisal were coded. AD checked each coder's work for consistency and made corrections where needed. A Krippendorf's alpha of 0.8188 [21] for intercoder reliability was achieved, which is considered acceptable.
Language Data
Three batches of statements were run, with a remuneration of USD0.50 per batch of responses, known as a "HIT" in Mechanical Turk jargon. 100 valid responses were taken from each batch. The batch statistics are shown in Table 1 . Descriptive statistics for the 3 control statements are shown in Table 2 . The intensity of the judgment increased in line with the expected direction. We note also that the standard deviation for the intensity of the judgment decreases with the strength of the judgment. This implies that there is a higher level of uncertainty in weaker appraisals, a result that we find in the intensity judgments of the 27 statements. Descriptive statistics for the 27 statements rated by the Mechanical Turk workers are shown in Table 3 . The statements were generated in order of predicted intensity of judgment within a set of 9 statements (Q1-Q9, Q10-Q18, and Q19-Q27), and are shown in this order. However, the statements were presented in random order to the workers, and workers received statements from across the sets. Generally, the trend is of increasing intensity of judgment within each of these sets. There is a recurrent pattern of a drop in intensity judgment between statements Q6 and Q7, Q15 and Q16, and Q24 and Q25. Each of the lower value statements combined a high engagement with a low graduation, such as "I really think that this is sort of good" and "I really think that this is sort of the best." In general, statements with a low value for the semantic resource of Graduation (Q1, Q4 and Q7; Q10, Q13, and Q16; Q19, Q22 and Q25) received the lowest rating of intensity within their respective sets. The consistency of these results across the sets further confirms the validity of the data and that the use of the semantic resource of Graduation with a low gradable value will produce the weakest judgments. Similarly, a one-way between group ANOVA test was conducted to compare the effect of the different workers on the control questions. There was no significant effect at the α=0.01 level for "This is so-so" [F(2,297) = 3.635, p=0.028], and no significant effect at the α=0.05 level for "This is good" [F(2,297) = 0.339, p=0.713] and "This is excellent" [F(2,297) = 1.492, p=0.227]. We note that the weaker the judgment, the slighter stronger the statistical significance that the workers differ in the way that they rank the intensity of the judgment. This suggests that weaker appraisals are accompanied with more uncertainty, and, more specifically, that the semantic resource of Engagement increases the 'spread' of the results. In summary, this data is sufficiently valid for the purpose of calculating the state transition probabilities.
Time-based preferential probabilities
The final element of this work is to quantify the preference information for each alternative based on captured linguistic information. The model given in the section Markov Model describes a time dependent preferential probability. A key component of this Markov model is a state transition probability that depends on the linguistic appraisal. This transition probability depends on two distinct factors of appraisal. The first factor is the appraisal strength, obtained from the Mechanical Turk data. The second factor is whether the orientation of the appraisal increases or decreases the preferential probability. A positive appraisal increases the preferential probability, whereas a negative appraisal decreases it. This factor is non-trivial to determine because we need to map the appraisal of an alternative by itself or an alternative based on one or more of its attributes into changes in its preferential probability. This factor should depend on the importance of a particular attribute in the overall design. However, for this paper, we assume that we can obtain an average over all attributes. Thus, the transition probability for increasing (positive) and decreasing (negative) appraisals will be given in the form below.
Without any loss of generality, let us assume that the linguistic information at time i (e i ) is about alternative m. If an appraisal is positive in orientation with strength S i , then Eq. 3 gives each element p uv in the state transition matrix where u=1 to N and v=1 to N: (3) where c + is a positive factor that determines how much the average positive appraisal for any attribute changes the preferential probability. This transition probability essentially increases the preferential probability for alternative m by transferring part of the preferential probability from other alternatives. There is a bound for these two factors, 0 ≤ c + ≤ 1 and 0 ≤ S i ≤ 1. An example of S i =1 is when a designer states, "This is the cheapest design ever", which corresponds to a 5 rating in the Mechanical Turk data. An example of c + =1 is when design teams behave such that any appraisal of strength S i =1 for alternative m causes alternative m to be the most preferred alternative independent of preferences from an earlier time. When c + =0, any appraisal does not make any difference in a design team's decision, such as when a design team already has its mind set on a particular alternative.
Similarly, Eq. 4 gives the state transition probability matrix for a negative appraisal with strength S i (negative appraisal) about alternative m: (4) This state transition matrix transfers the preferential probability from alternative m to all other alternatives equally. Note that c-is bounded by -1 ≤ c-≤ 0. Similar to the c+ case, when c-is equal to 0, then any appraisal does not influence the preferential probability. When c-is -1, then the strongest negative appraisal about any attribute about any alternative will reduce the corresponding preferential probability to 0. This represents a design team that discards an alternative for any bad attributes regardless of how the alternative performs on other attributes. Determining the value of c+ and c-is critical for extending this work, but it is outside the scope of this paper. Instead, we will show how to understand the result of the proposed method given parametric uncertainty in c+ and cvalues.
We have implemented this Markov model on the coffee carafe data set using the Mechanical Turk appraisal data. Only a few possible combinations of Attitude, Engagement, and Graduation occurred in the transcript (see Figure 3) . This suggests that there may be a few combinations of appraisals that we need to understand carefully. Each of these appraisals has an underlying uncertainty distribution that has been captured by Mechanical Turk. Refer to Figure 4 for the distribution for an appraisal with low gradable values for each semantic resource. Some appraisals have more uncertainty in strength than others, as shown in Figure 5 , which compares the means and standard deviations for all 27 appraisals and 3 control statements sampled from Mechanical Turk. This result demonstrates the necessity of quantifying the impact of these uncertainties on the calculated preferential probabilities. In this initial analysis, we fix c + and c -and focus on the quantifiable appraisal uncertainty. We can obtain the probability density for the strength of an appraisal (e.g., Figure  4 ) by assuming that 100 samples are sufficient to approximate the underlying distribution. We verified this by comparing 3 different samples for the control statement "This is good" (Figure 6 ). Given these probability distributions and assumed c + and c -, we can run a Monte Carlo simulation to determine the distribution of preferential probabilities (Figure 7 ). Figure 6 Sanity check for utilizing experimental probability distribution Figure 7 Uncertainty distribution for the preferential probability represented using percentiles when c+ = 0.1 and c-= 0.2 This Markovian based model is sensitive to the occurrence of an appraisal during the team discussion. An appraisal that occurs later in time has a much higher impact than in our previous work on Appraisal PPT [9] . This creates a situation where the uncertainty distribution for a preferential probability for the glass carafe overlaps with the one for steel (see Figure  8 ). This overlap represents the fact that for some design teams with a particular set of appraisals, steel may be more likely to be preferred over glass at some periods of time. Given this information shown in Figure 8 with the additional covariance information, we can calculate the probability of the team preferring steel the most. In this case, it is 15% at when time is 15, 0% when time is 22, and 0% when time is 27. Figure 8 Uncertainty distribution for preferential probability right before survey is given Finally, we need to address the issue of c + and c -, which are hidden parameters. Figure 9 and Figure 10 show the sensitivity analysis for c + and c -, respectively. It illustrates that for some time steps, the result is highly sensitive to c + and c -values, but not for other time steps. Furthermore, if there is a particular time step that a designer cares about, we can create a boundary in (c + and c -) space for the most likely preferred alternatives ( Figure 11 ). This sensitivity map provides a mechanism for a designer to determine his or her confidence that the result is robust to all uncertainties. As the designer or design team converges to a particular alternative, this sensitivity map should show more robustness to the c + and c -values, as shown in Figure 12 . 
CONCLUSIONS
We have presented a method to estimate preferential probabilities for the selection of an alternative from a mutually exclusive set by a committee such as a small design team or a design review panel. While the case study is limited to a synchronous discussion, we believe that the reported methodology can be extended to asynchronous discussions over a longer time scale wherein alternative concepts are continually being developed and refined. Further, we believe that the method would apply toward the elicitation of preferences from customers, who would describe their 'likes and dislikes' for each alternative and then choose the most preferred alternative.
This research develops a seed of systematization for the study of choice and subjective report without the need for direct elicitation. It also provides a more natural way to gather information about preferences in a more realistic way to elicit preferences, since preferences are not 'fixed' in the mind of the decision-maker but are subject to change from discussion, negotiation, further knowledge, and interaction with each alternative.
It is important to emphasize that the method provides a descriptive model of decision-making, not a normative one. Further, it neither directs the committee to make a specific choice nor assists the committee to make a utility-maximizing decision. Instead, we believe that this type of approach provides a quality control tool for decisions [22] , especially when decision makers do not formally model their decisions. In situations wherein decisions are only talked about but not modeled, perhaps due to the complexity of the decision, there is nonetheless the expectation that the individuals used rational thought to guide their formation of subjective preferences and that the committee deliberated rigorously. We believe that identifying discrepancies between what a committee decides and what a committee says, literally, they will choose is perhaps the most valuable contribution that this work could make to decision-based design. In such a situation, a quality control question that could be asked is whether the decision that was taken is consistent with the degree of positive appraisal of an alternative (or negative appraisals of the alternatives) and the certainty of those appraisals. Did the committee choose the alternative that they were most positive about or did they choose some other alternative? In other words, this descriptive model can be compared to the outcome of the decision process, since the outcome is known with certainty. If there is a discrepancy between the descriptive model and the actual outcome, then the committee can be directed to review the decision. Other possibilities for quality control exist. The committee might ask if they were overly optimistic about a particular alternative, based on the existence of very strong positive appraisals for a particular alternative. Perhaps there was a "halo effect" in which once a very strong positive appraisal for an alternative was given, all other attributes for that alternative were deemed exemplary even if there is no correlation between the qualities of those attributes. The committee might ask how certain they are about the decision, and match up their level of perceived certainty with the level of uncertainty as expressed in their linguistic appraisals and calculated by the probability distribution of the preferential probabilities. In short, descriptive models of decision-making based on natural language provide a tool to inspect decisions and could form the basis of quality control mechanisms for decisions.
While this paper makes no claim to the cognition of decision-making, the possibility of formally detailing decisionmaking through language could give researchers both in engineering design and in other fields a new way to understand the cognitive processes behind decision-making. The calculation of preferential probabilities assumes mutually exclusive alternatives. While it is possible for a team to state a joint preference ("I think option A and option B are good"), we
have not yet encountered sufficient linguistic evidence to collect data to form a joint distribution. In the future, we will continue to validate and develop these methods using a new data set that we are transcribing and analyzing of committees selecting from one of 7 innovative projects.
ANNEX A APPRAISALS RATED BY MECHANICAL TURK WORKERS
The following table presents the appraisals rated by the Mechanical Turk workers. Each of the statements uses all three semantic resources, Attitude, Engagement, and Graduation, to form an appraisal. The level of the gradable resource is indicated by the values (L)ow, (M)edium and (H)igh. 
