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ABSTRACT: Wave action stirs up sediments and keeps it in suspension while currents wash it away from the
coastal zone. The combined action of the waves and current close to the sediment bed may worsen the situation
by creating excessive sediment transport leading to the failure of hydraulic structures. In this study, numerical
modeling of local scour under waves and current is carried out using the open source CFD model REEF3D,
which solves the Navier-Stokes equation using the finite difference method. The simulated flow field from the
Navier-Stokes equations is coupled with sediment transport algorithms in a numerical waves tank. Further, the
calculated bedload and suspended load are linked with the Exner formula to calculate bed elevation changes. The
free surface and scoured bed surface are captured using the level set method. Two case scenarios, namely scour
under waves and scour under current are run until the equilibrium scour condition is achieved. The simulated
results are compared with experimental data of Link (2006) and Sumer & Fredsøe (2001). Good comparison
between experimental data and simulated results is observed. It is observed that for equal flow velocity in the
flume, sediment transport under current only condition is larger than under waves alone.
1 INTRODUCTION
Sediment transport under current has been studied
extensively by many researchers using both physical
as well as numerical models such as van Rijn 1984;
Olsen & Melaaen 1993; Kirkil et al. 2008; Bihs H.
2008; Bihs & Ong 2009 and Bihs 2011. The sedi-
ment transport mechanisms are discussed in detail
and it is concluded that sediment transport under
current is caused by flow contraction and vortices
around the structure (Melville 1992). Primarily, flow
contraction induces large bed stresses which result in
excessive sediment transport. Physical and numerical
modelling of sediment transport under waves has
been studied by many researchers such as Sumer &
Fredsøe 1992; Sumer & Fredsøe 2001; Liu & Garcia
2008; Ahmad et al. 2015; Ahmad et al. 2015a and
Ahmad et al. 2015b. These studies concluded that
sediment transport under waves depends on several
factors such as flow contraction, streaming close to
the boundary layer and vortices around the hydraulic
structures (Sumer & Fredsøe 1997). Specifically,
when the waves flow interacts with hydraulic struc-
tures, flow contraction and vortices becomes primary
driver for the local scour. Furthermore, the effect of
vortices around the cylinder is very much dependent
on the KeuleganCarpenter number. In this study, the
Keaulegan Carpenter number (KC) is defined as ratio
of the drag force over the inertia force in oscillating
flow, which is defined as follows: KC = UmT/D,
Where, Um is the maximum the undisturbed near-bed
orbital velocity, T is the waves period, D is the
cylinder diameter.
However, in a real case scenario, coastal regions
are much influenced by the combined effect of waves
and current, rather than just the action of waves or
current alone (Sumer & Fredsøe 2001). This effect
is often seen during flood tides where currents and
waves propagate in the same direction resulting
in an increase of the wavelength. This change in
waves length leads to an increase in wave velocity,
Subsequently increase in the sediment transport
along the direction of propagation. On the other hand,
during the ebb tides, current is opposing the direction
of waves propagation. This leads to shortening of the
wavelength and higher waves heights, which result
in breaking waves (Mei 1989). Eventually, in both
situations, the change in hydrodynamics can cause
excessive sediment transport which might lead to
beach erosion, local scour, and revetment scour etc.
The excessive sediment transport in the vicinity of
hydraulic structures is an important concern for the
stability of the hydraulic structures. It is primarily
caused by horseshoe vortices at the upstream side,
vortex shedding at the downstream side, and flow
contraction at the side of the cylinder (Sumer &
Fredsøe 2001). Studies suggest that around the
small diameter cylinders or small sized hydraulic
structures, development of a weak vortex shedding
regime takes place which cannot initiate sediment
transport (e.g. Melville 1992; Ting & Wei 2011;
Roulund et al. 2005 and Ahmad et al. 2015c etc.).
Therefore, most of the sediment transport under a
current is mostly caused by flow contraction. The
sediment transport under the waves is also caused by
flow contraction because the presence of horseshoes
vortices at the upstream side of cylinder and vortex
shedding at the downstream side of the cylinder is
assumed to be weak and insignificant for the small
KC numbers (KC < 6.0) (Sumer & Fredsøe 2001).
Local scour is also affected by diffraction effects,
which depend on the diffraction parameter D/L,
whereD is the diameter of cylinder andL is the wave-
length (Sumer & Fredsøe 2001). According to Isaac-
son (1979), diffraction effects become significant, if
D/L is larger than 0.20 and an increment in D/L re-
sults in an increase in the maximum scour depth. In
the current study, D/L = 0.20, which signifies that
diffraction effect may contribute to sediment trans-
port. Another non-dimensional parameter Ucw is also
discussed in the study. It is the ratio of the current ve-
locity to the sum of maximum velocity of the waves
and current velocity, which is defined as follows:
Ucw =
Uc
Uc +Um
(1)
Where, Uc is the current velocity, Um is the maxi-
mum undisturbed orbital velocity close to the bed. In
the present study Ucw = 1, represents waves alone and
Ucw = 0 signifies current alone.
The present paper discusses numerical modeling of
local scour under the waves and current. First, the lo-
cal scour under the current is simulated. Results of the
current scour are compared with experimental data of
Link (2006) and then, the study is extended to simu-
late local scour under waves. The flow hydrodynam-
ics is solved using the Navier-Stokes (RANS) equa-
tions, and the simulated flow field is coupled with
sediment transport algorithms which calculate the bed
stress considering the water viscosity and the eddy
viscosity with the velocity gradient. Further, the cal-
culated bed stresses are linked with bedload to calcu-
late the change in bed elevation. The scour process is
simulated until the equilibrium condition is achieved.
The time development of scour and final scour con-
tours are plotted. The results of waves scour are com-
pared with experimental observations made by Sumer
& Fredsøe (2001). The maximum scour matched well
with experimental data. Finally, It is concluded that
the non-dimensional scour depth (S/D) increase with
the non-dimensional parameter Ucw.
2 NUMERICAL MODEL
The REEF3D model is used for the numerical mod-
eling of the problem. It simulates the hydrodynam-
ics using the Reynolds Averaged Navier-Stokes equa-
tions. The simulated flow fields are coupled with sed-
iment transport algorithms to calculate the change in
sediment bed levels with time. The different models
used in the REEF3D are summarised as follows:
2.1 Hydrodynamic model
The numerical domain is uniformly discretised, and
Reynolds Averaged Navier-Stokes (RANS) equations
are used to calculate the flow field. The continuity
equation and the momentum equations are defined as
follows:
∂ui
∂xi
= 0 (2)
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where, ui is the mean velocity, P is the pressure, ρ
is the density of water, ν is the water viscosity, g is
the gravitational acceleration.
The advection and diffusion terms of the RANS
equations are discretised with the conservative
WENO scheme (Jiang & Shu 1996). The Hamilton-
Jacobi version of the WENO scheme (Jiang & Peng
2000) is used for the variables of the free sur-
face and turbulence algorithms. Chorin’s projection
method (Chorin 1968) is used to model the pres-
sure. A staggered grid is used to avoid odd-even
decoupling between the pressure and the velocities.
The third-order Total Variation Diminishing (TVD)
Runge-Kutta scheme (Shu & Gottlieb 1998) is used
for time discretization. To optimize the time step size,
an adaptive time stepping approach is used.
2.2 k-ω Model
k-ω model (Wilcox 1994) is used for the hydrody-
namic turbulence calculation. It solves the partial dif-
ferential equations for two variables namely, the spe-
cific turbulent dissipation ω which determines the
scale of the turbulence and the turbulent kinetic en-
ergy k. The turbulent eddy viscosity νt is calculated
using k and ω. The equations for the turbulent kinetic
energy k and the specific turbulent dissipation ω are
defined as follows:
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Where, Pk is the turbulent production rate which is
described as follows:
Pk = νt
∂ui
∂xj
[
∂ui
∂xj
+
∂uj
∂xi
]
(6)
The remaining coefficients in equation (10) are
taken as follows: α=5
9
, βk = 9100and β=
3
40
.
The limited value of the eddy viscosity νt in the
formulation is accounted for. It avoids over produc-
tion of the turbulence in over strained flow outside the
boundary layer (Durbin 2009). Therefore, the min-
imum value of the eddy viscosity for the hydrody-
namic model is calculated as follows:
νt = min
(
k
ω
,
√
2
3
k
|S|
)
(7)
Also, while damping is inevitable under the waves
and current action of the waves and current, it might
cause over production of the S across the water-
air interface causing unrealistic excessive turbulence
across the interface, and further numerical error is the
formulation. This problem is managed using formula-
tion suggested by (Naot & Rodi 1982). The free sur-
face is captured using the level set method (Osher &
Sethian 1988). It uses a continuously signed distance
function φ(x, t) to define the interface between two
immiscible fluids, which is defined as follows:
φ(~x, t)

> 0 if ~x is in phase 1
= 0 if ~x is at the interface
< 0 if ~x is in phase 2
(8)
where φ (x,t) is calculated using convection equations
with externally generated velocity field uj from the
RANS equations.
∂φ
∂t
+ uj
∂φ
∂xj
= 0 (9)
2.3 Boundary conditions
The first simulation in this paper is carried out for the
local scour under a current. An uniform flow is pre-
scribed as inflow boundary condition. The pressure is
assumed to be atmospheric pressure at the free sur-
face. While, the inflow and outflow boundary condi-
tions for the waves case are as follows: The waves at
the inlet and outlet are managed using the Dirichlet
boundary condition with the active wave generation
and absorption based on shallow water theory. This
method is a suitable choice for short domain simu-
lations. It reduces the simulation cost by generating
waves in a limited domain.
Boundary conditions for the top boundary wall is
specified as a symmetry plane. It assigns the ver-
tical velocities and horizontal velocity gradient to
zero. The ghost cell immersed boundary method
(Berthelsen & Faltinsen 2008) is used to describe the
solid boundaries in the flume. This method considers
solid cells as fictitious cells and extrapolates the hy-
drodynamic solution into the solid region. Also, the
side walls are considered as rough walls, and a no-
slip boundary condition is imposed, where velocities
close to the wall are defined as follows:
u
u∗
=
1
κ
ln
z
z0
u∗ =
√
τ
ρ
τ = ρu2∗
(10)
where u is defined as depth average velocity, u∗ is the
shear velocity, z is the height above the bed and z0 is
the characteristic roughness length that may present
as z0 = ks/30.
Adaptive fine step sizing (Griebel, Dornseifer, &
Neunhoeffer 1998) is used which deals with the vari-
able time step size requirement in transient flow prob-
lems. It calculates the time step size by accounting
for the maximum cell velocity, grid size, viscosity and
surface forces explicitly and ensuring convergence ac-
cording to the CFL criterion. The side and top view
of the used numerical setup with specified boundary
conditions are shown in Figure 1 and Figure 2, respec-
tively.
3 SEDIMENT TRANSPORT MODEL
3.1 bedload calculations
The sediment transport incipient motion is calculated
using the Shields approach (Shields 1936), where the
critical bed shear stress is calculated based on the
specified critical Shields parameter. The critical bed
shear stress is defined as the tractive force needed
to initialise sediment movement. The effective bed
stresses are calculated based on the turbulent viscos-
ity formulation, defined as follows:
τ = −ρ(νt + ν)∂u
∂z
(11)
where u is depth-averaged flow velocity, z is depth
from the bottom, νt is the turbulent viscosity that
is calculated from the turbulence model Zeng et al.
(2005). Since the Shields diagram approach is a semi-
empirical approach, it does not account for in the bed
slopes. In the present study, the change in critical bed
stress due to the bed slope is also accounted for the
modified critical bed stress which is calculated using
Kovacs & Parker (1994) method. The critical stress
reduction factors r accounts for both the longitudinal
as well as the transverse slope, which is defined as
follows:
(1−∆) r2 + 2
(
∆√
1 + tan2 θ+ tan2α
+
sin θ
tanϕ
)
r
+
1 + ∆
1 + tan2 θ+ tan2α
(
tan2 θ+ tan2α
tan2ϕ
− 1
)
= 0
(12)
where r is the reduction factor for the critical bed
shear stresses, θ is the longitudinal bed slope, α is the
transversal angle, ϕ is the angle of repose, ∆ is the
effect of the lift force. Finally, the modified critical
bed stress are calculated as follows:
τc = r · τ0 (13)
where τ0 is the critical bed shear stress calculated
from the Shields diagram. The calculated effective
stresses and critical bed stresses from the Shields di-
agram (Shields 1936) are coupled with the bedload
calculation. The bedload is calculated using the van
Rijn formulas (van Rijn 1984):
qb,i
d1.5i
√
(ρs−ρw)g
ρw
= 0.053
(
τ−τc,i
τc,i
)2.1
((ρs/(ρw−1)g
ν2
)1/3)0.3
(14)
where, τc,i is the critical bed shear stress, ρs is sed-
iment density, ν is the kinematic viscosity of water,
ρ the density of the water, g is the accelartion due to
gravity, d50 is the median sediment particle diameter.
3.2 Morphological model
Bed level changes are computed using the Exner for-
mula, which is based on the conservation of the mass
Figure 1: Numerical setup with specified boundary conditions
(Side view)
of sediments transported by the flow, and deposited
from suspension. It defines the temporal variation of
scour considering the sediment porosity, the diver-
gence of the bedload with erosion and deposition
from suspended sediments. The Exner formula used
for bed level change is described below:
(1− n)∂zb
∂t
= −∂qb,x
∂x
− ∂qb,y
∂z
−E +D (15)
where qb is the bedload, n is porosity, zb is local bed
surface elevation, E is the erosion rate and D is the
corresponding deposition rate from suspended sedi-
ments. Furthermore, The continuous erosion or depo-
sition at one particular location leads to the formation
of scour hole and sediment piling respectively. Natu-
rally, the process keeps going until bed slope is less
than the angle of repose. If the process further con-
tinues, an excess of sediment mass slumps into the
neighbouring area. Considered that the process is rel-
evant to scour where the excessive scour/deposition
might take place, the sand slide algorithms are added
to the morphological model to capture this effect nu-
merically (Kovacs & Parker (1994)) as discussed in
Equation 12.
4 SETUP
4.1 Experimental setup
The experiments for sediment transport under the cur-
rent are conducted at the hydraulic laboratory of the
Technical University Darmstadt (Link 2006). A 37.0
m long, 2.0 m wide and 1.0 m deep re-circulating
flume with a centrally placed cylinder D=0.20 m, is
used. The working section of the flume is made up of
plexiglass to facilitate visual observations. The bot-
tom of the flume trench is filled with fine sediments of
d50 = 0.97 mm and density ρs = 2650 kg/m3. The flow
depth and sediment bed level are kept fixed to 0.30
m for all test runs. The inflow for the current is 0.18
m3/s. The experiments are run until the equilibrium
scour condition is achieved. The same experimental
setup is also used for the scour under the waves. Fi-
nally, the time evolution of the scour, and maximum
scour depth contours are plotted to gain an improved
understanding of the local scour process.
Figure 2: Numerical setup with specified boundary conditions
(Top view)
4.2 Numerical setup
Instead of simulating the entire physical domain,
only the scour affected domain is taken into the
consideration. For the current case scenario, the
simulated numerical domain is 10.0 m long, 2m
wide and almost 1m high. A cylinder of D=20 cm
is placed at the center location of the flume. The
uniform cell size of dx=2 cm is used throughout the
domain. The sediment bed level and flow depth and
other sediment properties are the same as discussed
in the experimental setup. The similar numerical
setup is used for waves case scenario too. The
still water depth is kept 0.30 m for the waves of
period T = 2.5 sec and maximum waves velocity
Um = 15.7 cm/s. The experiments are run until the
equilibrium conditions are achieved. The equilibrium
scour around each pier is measured. However, the
maximum non-dimensional scour (S/D, where S is
the maximum scour depth and D is the diameter of
the cylinder) are compared from the research made by
Sumer & Fredsøe (2001). The time evolution of the
scour is also compared with experiment observations
(Link 2006). The initial and final evolution of the
scour matches well with the experimental data as
shown in Figure 3. For the current scenario (Ucw = 1),
an inflow and outflow depth h=0.30 m is maintained
and an uniform flow velocity U=30cm/s is applied at
the inlet. While, for the waves alone case scenario
(Ucw=0), the waves input is provided in the forms
of waves amplitude and the wavelength, which are
calculated from the wave period which is T= 2.5 s
and KC = 4.0 (Sumer & Fredsøe 2001). The fifth
order cnoidal waves are generated using the active
waves generation and absorption method.
It is important to note that as mentioned previously
for the waves scenario too, instead of simulating
the entire physical domain, only the scour affected
domain (4.2 m long, 2.0 m wide and almost 1.0 m
deep) is simulated using the active waves generation
and absorption method. This approach handles waves
generation and absorption very accurately, even if
the domain is smaller than the wavelength. In fact,
the domain 4.2 m long (wavelength) is sufficient to
generate a high-quality wave passing across around
Table 1: Test run using the REEF3D
Scour under current Scour under wave
Parameter Ucw = 1.0 Ucw = 0
Inflow (m3/s) 0.18 0.0
Still water depth (m) 0.30 0.30
KC number 4.0 4.0
Experimental (S/D) 0.055 1.0
Simulated (S/D) 0.055 0.8
the cylinder.
5 RESULTS
At first, the numerical simulation of local scour under
current is carried out. Simulation is run until equilib-
rium scour is achieved. The time evolution of the local
scour and maximum scour around the cylinder is anal-
ysed. Further, the time development of the scour and
maximum scour value is compared with the experi-
mental observation (Link 2006). A satisfactory match
for the temporal scour and maximum scour depth is
seen. Further, the validated setup is used to simulate
scour under the wave. The numerical input is taken
from the experiment run by (Sumer & Fredsøe 2001)
for the KC =4.0. The simulation is run until equi-
librium scour is achieved. The time development of
the scour and maximum erosion from the vicinity of
the pier is plotted in 3D contours. Finally, the re-
sults are compared with the Sumer & Fredsøe (2001)
study for the scour under the combined action of the
waves and current as shown in Figure 6. The modeled
scour under the waves is matched well with experi-
mental observation. The simulated scour depth is 1.20
cm which is close to experimental scour depth, i.e.,
1.20 cm. Scour under the current, which is already
matching well with the Link’s experimental observa-
tion (Link 2006), is also compared with Sumer’s non-
dimensional scour plot for waves and current (Sumer
& Fredsøe 2001) as shown in Figure 10. The sim-
ulated scour depth is 14 cm while graph calculated
value is around 18.0 cm. The small difference be-
tween the simulated scour and plot should be justified
because the experimental graph data is interpolated
from the number of experiments run for different sed-
iment particle size. The detailed discussion about the
scour under the waves and current is covered in the
next chapter. The basic detail of run scenarios, such
as inflow, KC, final scour depth, is mentioned in Ta-
ble 1.
5.1 Scour under current (Ucw=1)
The simulation is run for the scouring under the cur-
rent alone with 20 cm diameter in the center of the
numerical flume. Constant inflow (velocity 0.30 m/s)
conditions are maintained through out the simulation.
The flow depth at the outlet is also kept fixed to ob-
serve a change in sediment bed topography while
keeping the hydrodynamics conditions unchanged.
Numerical using REEF3D
Experimrntal, O. Link, 2006Sc
ou
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Figure 3: Temporal development of local scour under current,
REEF3D simulated, experimental (Link 2006).
The simulation is run for 15 hours which is a suf-
ficiently long time to analyse the equilibrium scour.
The time evolution of the local scour and final to-
pography is plotted to analyse the local scour process.
The time evolution of the scour and final scour topog-
raphy are shown in Figure 3 and Figure 4.
It is seen that the local scour rate is high at the begin-
ning of the process. Almost 70 percent of the max-
imum scour takes place within the first 20000 sec-
onds, which is considered to be a very short time
interval when the experiment is run for 15 hours to
get equilibrium scour. For the remaining 30 percent
scour, scour rate decreases rapidly and takes almost
10 hours to get equilibrium point. The small devia-
tion in the scour development is also seen at an in-
termediate stage of the process, which signifies ear-
lier convergence of the simulated equilibrium scour.
In contrast, simulated equilibrium scour depth, which
is important on the local scour, compares well with
experimental data.
The 3D view of the final scour is shown in Fig-
ure 4. It is seen that maximum scour is taking place
in the proximity of the cylinder. The simulated max-
imum scour depth is almost 14.0 cm which matches
well with the experimental scour depth. The sediment
deposition can also be seen at the upstream and down-
stream side of the cylinder.
Figure 4: Simulated scour around the cylinder after 15 hours run
Figure 5: Comparison between physical (O. Link, 2006) and nu-
merically simulated (REEF3D) contours
5.2 Scour under waves (Ucw=0)
In this section, local scour under the waves is dis-
cussed. The waves inputs are taken from Sumer’s ex-
perimental research about local scour under the com-
bined waves and current action (Sumer & Fredsøe
2001). In the numerical simulation, first, a stable
waves field is developed and then the simulated flow
field is coupled with the sediment transport algo-
rithm. It avoids unexpected scour before local sedi-
ment transport starts. The numerical simulation is run
until equilibrium scour is achieved. It is found that
the local increases exponentially and achieves equi-
librium scour depth 1.20 cm, which matches well
with the observed scour depth of 1.20 cm (Sumer &
Fredsøe 2001).
Simulated Scour [REEF3D]
Maximum Scour [Sumer, 2001]
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Figure 6: Time development of scour under the wave, KC=4.0
It is seen that the temporal scour pattern is similar
to the scour under the current condition. The maxi-
mum scour is taking place within the first 150 sec-
onds of the simulation and then it attains the equi-
librium value if the simulation is run for sufficient
time. The final scour pattern shows that only the up-
stream cylindrical edges are affected most by the local
scour. The downstream side of the cylinder is affected
by deposition. Ultimately, for small amplitude waves
(KC = 4.0), little scour and deposition is taking place
in the vicinity of the cylinder which would hardly af-
fect the stability of the structure. The 3D scour do-
main, and the side view of the waves profile with
scouring in the vicinity of the cylinder is shown in
Figure 7 and Figure 8 respectively.
Figure 7: 3D simulated scour around the cylinder under the
wave, KC=4.0
Figure 8: Scoured domain with free surface profile and waves
velocity, top view
6 CONCLUSION
The local scour under waves, and a current action is
satisfactorily analysed using REEF3D. The first case
is run for local scour under the current. The tem-
poral variation of the local scour and the equilib-
rium scour topography are compared with experimen-
tal data (Link 2006). A satisfactory agreement be-
tween the simulated and experimental results is seen.
Then the same setup is used for the simulating lo-
cal scour under the waves alone. Fifth-order cnoidal
waves are generated using the active waves generation
method. The waves flow resulting local scour is sim-
ulated until equilibrium scour depth is achieved. Fur-
thermore, the maximum scour depth is compared with
the experimental data (Sumer & Fredsøe 2001) and
a good match with the experimental results is seen.
Ultimately, for both scenarios, the non-dimensional
scour depth (S/D) is compared with Sumer’s (2001)
analysis which shows the relationship between the
non-dimensional scour depth (S/D) and the non-
dimensional velocity parameter Ucw as shown in Fig-
ure 10. Therefore, on the basis of whole analysis the
following conclusions can be drawn:
- Current alone develops highest scour.
- Waves alone develops lowest scour.
Figure 9: Scoured domain with free surface profile and waves
velocity, side view along the flow direction [immediate vicinity
of cylinder at Y=1.1m]
Sumer's (2001) [KC=4.0]
REEF3D Simulated [KC=4.0]
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Figure 10: Non-dimensional maximum scour (S/D) for KC
=4.0, REEF3D simulated and Sumer’s observation(Sumer &
Fredsøe 2001)
- For all flow scenarios, the simulated scour evo-
lution with time follows the negative exponen-
tial function (1-ex) which signifies that scour de-
velops very quickly in beginning and attains an
equilibrium state after a long duration.
- The initial scour rate is high and almost 75% of
the maximum scour takes place within the first 5
hours.
- The maximum scour under waves, and current
signifies that non-dimensional scour S/D in-
creases with non-dimensional velocity parameter
Ucw as shown in Figure 10.
7 OUTLOOK
In this paper, two cases namely scour under the waves
and scour under a current are discussed in detail. Fur-
thermore, the combined action of waves and current,
for different values of the non-dimensional velocity
parameter Ucw, would an the extension of this study.
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