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Abstract
Let f be a holomorphic automorphism of a compact Ka¨hler mani-
fold (X,ω) of dimension k ≥ 2. We study the convex cones of positive
closed (p, p)-currents Tp, which satisfy a functional relation
f∗Tp = λTp, λ > 1,
and some regularity condition (PB). Under appropriate assumptions
on dynamical degrees we introduce closed finite dimensional cones, not
reduced to zero, of such currents. In particular, when the topological
entropy h(f) of f is positive, then for some m ≥ 1, there is a positive
closed (m,m)-current Tm which satisfies the relation
f∗Tm = exp(h(f))Tm.
Moreover, every quasi-p.s.h. function is integrable with respect to
the trace measure of Tm. When the dynamical degrees of f are all
distinct, we construct an invariant measure µ as an intersection of
closed currents. We show that this measure is mixing and gives no
mass to pluripolar sets and to sets of small Hausdorff dimension.
MSC: 37F, 32H50, 32Q, 32U.
Key-words: Green current, equilibrium measure, mixing.
1 Introduction
Let (X,ω) be a compact Ka¨hler manifold of dimension k. Let f be a holo-
morphic automorphism of X. Our purpose is to introduce invariant positive
closed currents for f and to use them in order to construct dynamically
interesting invariant measures.
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More precisely we want to construct positive closed (s, s)-currents T
satisfying a functional equation
f∗T = λT, λ > 1,
and some additional regularity properties. Very likely, the currents T will
describe the distribution of invariant manifolds of codimension s correspond-
ing to the smallest Lyapounov exponents.
Let dp denote the dynamical degree of order p of f . It describes the
growth under iteration of the volume of p-dimensional manifolds. When
d1 > 1, it is natural to introduce first a positive closed (1, 1)-current as
T1 := lim
n→∞
(fn)∗ω
dn1
.
Unfortunately, this limit does not always exist, as holomorphic automor-
phisms of tori show.
However, for He´non maps in C2 or for algebraically stable meromorphic
self-maps of Pk the limit exists and was studied extensively. See the intro-
duction of [1, 35] for historical comments. The limit T1 is called the Green
current. For holomorphic endomorphisms of Pk, the self-intersection T k1 is
well defined and gives an invariant measure.
In the context of polynomial automorphisms f of C2 having positive
entropy, the second author has defined, using the intersection of the Green
currents of f and f−1, an invariant probability measure which turned out to
be dynamically interesting. It, as well as the Green current, was extensively
studied by Bedford-Lyubich-Smillie [2, 1] and by Fornæss and the second
author [22, 23].
Cantat [6] has adapted some of the constructions from the study of
He´non maps to the context of automorphisms of K3 surfaces (see also [28]).
The striking fact in this case is the existence of automorphisms of positive
entropy for some K3 surfaces [33, 6, 34].
Given a holomorphic automorphism or, more generally, a bimeromorphic
self-map of a compact Ka¨hler manifold of dimension k ≥ 3, constructing
interesting invariant measures is a delicate process. The case of some classes
of polynomial automorphisms of Ck is considered in [35, 30]. The same
difficulty arises for meromorphic self-maps whose topological degree is not
the largest of the dynamical degrees, see [21, 28, 14]. In this case, the
cohomology class [T1]
k is zero in the cohomology group Hk,k(X,R). Hence
we cannot construct an invariant measure as the self-intersection of the
Green current T1.
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In this paper, we focus on the question of constructing invariant currents
and invariant measures for automorphisms of compact Ka¨hler manifolds. We
consider first automorphisms to avoid some technicalities. Some of the re-
sults can be extended to holomorphic maps, to non singular correspondences
and to birational maps [19].
When d1 > 1, we consider the convex cone Γ1 of positive closed (1, 1)-
currents T1 with bounded potentials such that f
∗T1 = d1T1. We will show
that this cone is closed, finite dimensional and not reduced to zero. More-
over, every current in Γ1 has a Ho¨lder continuous potential. An element
of Γ1 is called a Green current of bidegree (1, 1) (see [6, 28] for the case of
surfaces).
To construct invariant currents of higher bidegree, we start with a posi-
tive closed current T of bidegree (s, s) satisfying
f∗T = λTT, λT > 0.
We introduce the cone Γ(T ) of positive closed (s+ 1, s + 1)-currents T ∧ S
such that T ∧f∗S = λ1(T )T ∧S where S is a closed (not necessarily positive)
(1, 1)-current with a continuous potential and
λ1(T ) := lim
n→∞
(∫
T ∧ (fn)∗ω ∧ ωk−s−1
)1/n
.
The number λ1(T ) appears as a dynamical degree with respect to T . When
λ1(T ) > 1, we show that Γ(T ) is a closed, finite dimensional, convex cone,
not reduced to zero. This requires the introduction of cohomology groups
with respect to T . We also prove that Γ(T ) is unchanged if we consider only
currents S with Ho¨lder continuous potentials. In this approach, we use an
inductive procedure, and at the step s we replace the complex manifold X
by the (s, s)-current T .
When d1 is strictly larger than the other dynamical degrees of f , using
f and f−1, we can construct invariant positive currents as an intersection
of closed (1, 1)-currents. We first construct the current T1 such that f
∗T1 =
d1T1 as above. We have f∗T1 = d
−1
1 T1. We then construct (1, 1)-currents
Si, 1 ≤ i ≤ k − 1, with Ho¨lder continuous potentials such that the currents
T1 ∧ S1 ∧ . . . ∧ Si are positive, closed and satisfy
f∗(T1 ∧ S1 ∧ . . . ∧ Si) = ciT1 ∧ S1 ∧ . . . ∧ Si for some ci > 0.
In this case, we can show, at each step, that for the automorphism f−1,
the dynamical degree λ1(T1 ∧ S1 ∧ . . . ∧ Si), with respect to the current
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T1 ∧S1∧ . . .∧Si, is strictly larger than 1. The measure µ := Tk is invariant,
mixing and gives no mass to pluripolar sets and to sets of small Hausdorff
dimension.
In the general case, the method breaks down because the hypothesis
on λ1(T ) is not easy to check. Therefore, we introduce a second method
for constructing directly an invariant current of bidegree (s, s), under the
assumption ds > ds−1. The current we construct is PB and satisfies
f∗T = dsT. (1)
Note that if a current T is PB, it is weakly PB, i.e. q.p.s.h. functions are
integrable with respect to the trace measure T ∧ ωk−s (see Section 2.1 for
details). The method uses a ddc-resolution as already used by the authors in
various contexts [13, 16, 11]. We have to use complex analysis, i.e. estimates
for the solutions of the ddc-equation (Proposition 2.1). This permits one to
control the growth of (fn)∗Φ, where Φ is a test form. The delicate point in
the construction is to obtain a PB current. See also [20] for another new
method.
The method permits one to prove that T is almost extremal, i.e. T
belongs to a finite dimensional extremal face of the cone of positive closed
currents.
To construct an invariant measure µ, we assume that the dynamical
degrees of the automorphism f are distinct. Then the Khovanskii-Tessier-
Gromov concavity theorem implies the existence of an m such that
1 < d1 < · · · < dm > dm+1 > · · · > dk = 1.
The measure µ is then obtained using the first method for f−1 but start-
ing with Tm. Therefore, µ is a wedge product of Tm with closed (1, 1)-
currents with Ho¨lder continuous potentials. We can choose Tm so that µ
is mixing and has positive Hausdorff dimension. Observe that according to
Yomdin-Gromov [38, 26, 17, 18] the topological entropy h(f) of f is equal
to max log di. Hence, the PB current Tm satisfies f
∗Tm = exp(h(f))Tm.
The classes of PC and PB currents, which we introduce, are of interest
since they allow to define the product of currents of higher bidegree. We
will come back to this subject in a furture work.
Many questions concerning Green currents and the measure µ are not
studied here for instance: distribution of periodic points with respect to µ,
entropy of µ, approximation of the Green currents by stable leaves... If X
is projective, the first author has proved that Tm is weakly laminar [12].
4
The classification of manifolds of dimension ≥ 3 with automorphisms of
positive entropy is also an interesting problem. In dimension 2, many exam-
ples are given in [33, 6, 34]. Mazur’s examples can be extended to dimension
≥ 3.
Mazur’s examples. Let X be a smooth hypersurface of degree 2 of
P1,k+1 := P1 × · · · × P1 (k + 1 factors). Let πi, 1 ≤ i ≤ k + 1, denote
the k + 1 projections of X on the product of k factors of P1,k+1. Assume
that all πi are finite. Then, each fiber of πi contains exactly 2 points z,
z′. We can define an involution τi by z 7→ z
′. The group generated by τi
contains dynamically interesting automorphisms.
One can construct other examples by taking products of manifolds or the
projectivization of their tangent bundle. The dynamics of these examples
is however non trivial. It is used in [12] to get information on laminarity of
currents. Examples on tori explain some of the difficulties that we have to
overcome in the general case. Our results extend to non singular correspon-
dences (see [32, p.337] and [7, 37, 11, 16] for definitions and examples).
2 Currents and groups of cohomology
A holomorphic automorphism f of X induces an invertible linear self-map
on groups of cohomology. We will use this action of f in order to construct
invariant currents. We introduce classes of currents with some regularity
properties.
We will write un ≃ vn for limun/vn = 1. The notation un . vn means
lim sup |un/vn| < +∞, the notation un ∼ vn means un . vn and vn . un,
with the convention that 0 ≃ 0, 0 . 0 and 0 ∼ 0. For (x, y) and (x′, y′) in
R2, we write (x, y) ≤ (x′, y′) if either x < x′, or if x = x′ and y ≤ y′. The
sign ‖ ‖ denotes either the the mass of currents, the norm of a vector, or of
a linear operator. The sign [ ] denotes a cohomology class of a closed current.
2.1 PC, PB and weakly PB currents
We refer to the survey by Demailly [8] for the basics on currents in complex
analysis. Demailly’s survey on Hodge theory [9] is also useful. We however
recall a few facts.
When (X,ω) is a compact Ka¨hler manifold of dimension k, a current
T of bidegree (s, s) is a continuous linear form on Dk−s,k−s(X) – the space
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of smooth forms of bidegree (k − s, k − s). In a coordinate chart, T can
be expressed as a differential (s, s)-form with distribution coefficients. A
(k − s, k − s)-form Φ is weakly positive if at every point z ∈ X
Φ ∧ iα1 ∧ α1 ∧ . . . ∧ iαs ∧ αs ≥ 0
for every (1, 0)-form αj of X. The current T is called (strongly) positive
if 〈T,Φ〉 ≥ 0 for every weakly positive test form Φ. The space of currents
is given the weak topology of currents. In particular, positive currents are
currents of order zero. The trace measure σT associated to a positive current
T is defined as σT :=
1
(k−s)!T ∧ ω
k−s. The measure σT is positive and the
coefficients of T in a chart are measures which are dominated by cσT , c > 0.
We will denote by ‖T‖ the mass
∫
X T ∧ ω
k−s of T .
The calculus on differential forms extends to currents, except for the
pullback by a holomorphic map, which is not a submersion. It is always
delicate to define the wedge product of two currents. However when u ∈
L1(σT ), for example if u is bounded, one can define dd
cu ∧ T := ddc(uT ).
The continuity properties of this operator depend on the properties of u [8].
Recall that d = ∂+∂, dc = 12ipi (∂−∂) and that dd
c = ipi∂∂ is a real operator.
Let T be a positive closed (s, s)-current, and S be a closed (1, 1)-current
not necessarily positive. Since X is Ka¨hler, by Hodge theory, we can write
S = α+ddcu, where α is a smooth form cohomologous to S and u is a (0, 0)-
current. We say that u is a potential of S. Observe that two potentials of
S differ by a smooth function. When u is a ν-Ho¨lder continuous (resp.
continuous or bounded) function, we say that S has a ν-Ho¨lder continuous
(resp. a continuous or bounded) potential. It is clear that this is independent
of the choice of α. For a current S with a continuous potential, we can define
T ∧ S by T ∧ S := T ∧ α + ddc(uT ). When S is positive, we can choose u
upper semi-continuous. In this case, if u is bounded, we can define T ∧S in
the same way.
A real (p, p)-current Φ on X is called DSH if Φ = Φ1 −Φ2 and dd
cΦi =
Ω+i −Ω
−
i where Φi are negative currents, and Ω
±
i are positive closed currents.
We define the DSH-norm by
‖Φ‖DSH := inf
{
‖Φ1‖+ ‖Φ2‖+ ‖Ω
+
1 ‖+ ‖Ω
+
2 ‖, Φi, Ω
±
i as above
}
.
Observe that ‖Ω+i ‖ = ‖Ω
−
i ‖, and we can choose Φi and Ω
±
i such that
‖Φ‖DSH = ‖Φ1‖ + ‖Φ2‖ + ‖Ω
+
1 ‖ + ‖Ω2‖. Denote by DSH
p(X) the space
of DSH (p, p)-currents. This is our space of test currents. A current Φ is in
DSH0(X) if and only if it is a Difference of q.p.S.H. functions.
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Recall that an L1 function ϕ : X → R∪{−∞} is quasi-plurisubharmonic
(q.p.s.h. for short) if it is upper semi-continuous and ddcϕ ≥ −cω, c > 0,
in the sense of currents. A set E ⊂ X is pluripolar if it is contained in the
pole set {ϕ = −∞} of a q.p.s.h. function ϕ.
A topology on DSHp(X) is defined in the following way: Φ(n) → Φ in
DSHp(X) if Φ(n) → Φ weakly and if (‖Φ(n)‖DSH) is bounded.
Let T be a current of bidegree (s, s) and of zero order. We say that T is
PC if it can be extended to a continuous linear form on DSHk−s(X), and we
write 〈T,Φ〉 for the value of this linear form on Φ ∈ DSHk−s(X). In [18], we
proved that every current in DSHk−s(X) can be approximated by smooth
forms. Then, the extension of T is unique. Moreover, when Φ is continuous
〈T,Φ〉 coincides with the usual integral [18, Prop. 4.6].
We say that T is PB if there exists a constant cT > 0 such that
|〈T,Φ〉| ≤ cT ‖Φ‖DSH for every DSH continuous (k − s, k − s)-form Φ.
The current T is called weakly PB if
|〈T, ϕωk−s〉| < +∞ for every q.p.s.h. function ϕ on X.
Observe that T is weakly PB if and only if the measure T∧ωk−s is weakly
PB. If a positive current T is (weakly) PB, then every positive current T ′
such that T ′ ≤ T , is also (weakly) PB. We can show that if T is a positive
weakly PB current, then |〈T, ϕωk−s〉| ≤ cT (1 + ‖ϕ‖L1) for some constant
cT > 0 and for ϕ q.p.s.h. such that dd
cϕ ≥ −ω (see [16] or Proposition 2.2).
In [13], we showed that a positive measure µ on a Riemann surface
admits locally a Bounded Potential if and only if, locally p.s.h. functions
are µ-integrable. This justifies the term PB (see also Proposition 2.2).
The following result is useful in constructing PC and PB currents. It
supplies the fact that when Ω− is a smooth form cohomologous to a positive
closed current Ω+, one cannot find, in general, a negative form Φ solving
ddcΦ = Ω+ − Ω−. A counter-example can be founding in [4].
Proposition 2.1 There exists a constant A > 0 so that for every pair of
positive closed (k − s + 1, k − s + 1)-currents Ω± on X with [Ω+] = [Ω−],
there are L1 negative (k − s, k − s)-forms Φ± such that
ddcΦ+ − ddcΦ− = Ω+ − Ω− and ‖Φ±‖DSH ≤ A‖Ω
+‖.
Moreover, the DSH currents Φ± depend continuously on Ω±. If Ω± are
continuous, then Φ± are continuous.
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Proof. Analogous problems are considered in [18] and other aspects of the
following computation are detailed there. By Hodge theory [25], we have
Hk,k(X ×X,C) ≃
∑
p+p′=k
q+q′=k
Hp,q(X,C)⊗C H
p′,q′(X,C).
Hence, if ∆ is the diagonal of X ×X, there exists a smooth real (k, k)-form
α(x, y) on X × X, cohomologous to [∆] with dxα = dyα = 0. Following
Bost-Gillet-Soule´ [24, 4], one can construct a (k − 1, k − 1)-form K(x, y) on
X ×X such that ddcK = [∆]− α. We recall the construction.
Let π : X̂ ×X −→ X ×X be the blow-up of X ×X along ∆. It follows
from a theorem of Blanchard [3] that X̂ ×X is a Ka¨hler manifold. Let ∆̂ :=
π−1(∆) be the exceptional hypersuface. Choose a negative q.p.s.h. function
ϕ̂ on X̂ ×X such that γ := −ddcϕ̂+ [∆̂] is a smooth form cohomologous to
[∆̂]. We can choose [24, 1.3.6] a smooth closed real (k − 1, k − 1)-form η on
X̂ ×X such that π∗α is cohomologous to [∆̂] ∧ η, hence to γ ∧ η. It follows
that there is a smooth real (k−1, k−1)-form β such that ddcβ = −γ∧η+π∗α.
Define
K(x, y) := π∗(ϕ̂η − β).
We have
ddcK(x, y) = π∗([∆̂] ∧ η − π
∗α) = π∗([∆̂] ∧ η)− α.
The (k, k)-current π∗([∆̂] ∧ η) is closed, of order zero and supported on ∆.
Hence, it is a multiple of [∆]. Moreover, π∗([∆̂] ∧ η) is cohomologous to
[α] = [∆]. It follows that π∗([∆̂] ∧ η) = [∆] and dd
cK = [∆]− α.
Since the forms η and β are smooth, we can write η := η+ − η− and
β := β+ − β− with positive closed smooth forms η± and negative smooth
forms β±. Define K± := π∗(ϕ̂η
± + β∓). These forms are negative and we
haveK = K+−K−. Moreover, there exist constants c± with c+−c− = 1 and
closed real (k, k)-forms Θ± on X ×X such that ddcK± = Θ± + c±[∆]. Let
|x − y| denote the distance between two points x and y of X with respect
to the Ka¨hler metric on X. One can check that K±, Θ± are smooth on
X ×X \∆ and
K±(x, y) = O
(
|x− y|2−2k log |x− y|
)
, Θ± = O
(
|x− y|2−2k
)
when (x, y)→ ∆. This allows one to define
Φ+(x) :=
∫
y∈X
K+(x, y) ∧ Ω+(y) +
∫
y∈X
K−(x, y) ∧ Ω−(y)
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Φ−(x) :=
∫
y∈X
K+(x, y) ∧ Ω−(y) +
∫
y∈X
K−(x, y) ∧ Ω+(y).
Since ddcK = [∆]− α, dyα = 0, and Ω
+ − Ω− is exact, we have
ddcΦ+(x)− ddcΦ−(x) =
∫
y∈X
(ddc)xK(x, y) ∧
(
Ω+(y)−Ω−(y)
)
=
∫
y∈X
ddcK(x, y) ∧
(
Ω+(y)− Ω−(y)
)
= Ω+(x)− Ω−(x)−
∫
y∈X
α(x, y) ∧
(
Ω+(y)− Ω−(y)
)
= Ω+(x)− Ω−(x).
The description of the singularities of K± implies that ‖Φ±‖L1 . ‖Ω
+‖,
that Φ± depend continuously on Ω± and that Φ± are continuous when Ω±
are continuous. We can also write Θ± as differences of positive closed forms,
smooth on X ×X \∆, with singularities of order O(|x− y|2−2k). It follows
that ‖Φ±‖DSH . ‖Ω
+‖. 
Proposition 2.2 Let T be a positive (s, s)-current on X. If T is PC, then
T is PB. If T is PB, then it is weakly PB. A positive measure µ on X is
PB if and only if it is weakly PB.
Proof. Let Φn be continuous forms with ‖Φn‖DSH = 1. If cn := |〈T,Φn〉|
tend to +∞, then c−1n Φn converge to 0 in DSH
k−s(X), and |〈T, c−1n Φn〉|
converge to 1. Hence, T is not PC.
Assume now that T is PB. Let ϕ be a strictly negative q.p.s.h. function
on X such that ddcϕ ≥ −ω. We have to show that 〈T, ϕωk−s〉 > −∞.
Following a theorem of Demailly [10], there exists a decreasing sequence of
smooth negative functions (ϕn) with limit ϕ, which satisfy dd
cϕn ≥ −cXω
where cX > 0 is a constant. We then have
|〈T, ϕωk−s〉| = lim |〈T, ϕnω
k−s〉| . lim sup ‖ϕnω
k−s‖DSH . ‖ϕ‖L1 + 1.
Hence T is weakly PB.
Now, assume that µ is a weakly PB probability measure. We show
that it is PB. If not, there would exist continuous functions ϕn such that
‖ϕn‖DSH = 1 and 〈µ,ϕn〉 ≥ n
3. We can write ddcϕn = Ω
+
n − Ω
−
n where
Ω±n are positive closed (1, 1)-currents such that ‖Ω
±
n ‖ ≤ 1. Since the set
of such currents is compact, there exist smooth forms Ωn, cohomologous to
Ω±n , such that Ωn ≤ cω, where c > 0 is a constant independent of n. There
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exist q.p.s.h. functions ϕ±n satisfying dd
cϕ±n = Ω
±
n − Ωn and maxX ϕ
±
n = 0.
The family of q.p.s.h. functions ψ such that maxX ψ = 0 and dd
cψ ≥ −cω is
compact in L1(X). Hence there is a constant A > 0 such that ‖ϕ±n ‖DSH ≤ A.
Define cn := ϕn−ϕ
+
n +ϕ
−
n . We have dd
ccn = 0. Hence cn is a constant and
|cn| . ‖ϕn‖L1 + ‖ϕ
+
n ‖L1 + ‖ϕ
−
n ‖L1 ≤ 1+ 2A. We then deduce, since ϕ
+
n ≤ 0,
that
〈µ,ϕ−n 〉 = −〈µ,ϕn〉+ cn + 〈µ,ϕ
+
n 〉 . −n
3 + 1 + 2A.
It follows that 〈µ,ϕ〉 = −∞ if ϕ :=
∑
n−2ϕ−n . This is a contradiction
because the series
∑
n−2ϕ−n converges to a q.p.s.h. function. 
2.2 Some properties of linear maps
Recall that a Jordan block Jλ,m is a square matrix (ai,j)1≤i,j≤m such that
aij = λ if i = j, aij = 1 if j = i+1 and aij = 0 otherwise. If λ 6= 0, the entry
of index (1,m) of Jnλ,m is equal to
( n
m−1
)
λn−m+1. This is the only entry of
order nm−1|λ|n, the other ones have order at most nm−2|λ|n. We have
‖Jnλ,m‖ ∼
(
n
m− 1
)
|λ|n−m+1 ∼ nm−1|λ|n.
The eigenspace of Jλ,m associated to the unique eigenvalue λ is a complex
line.
If E, E′ are real (resp. complex) vector spaces, denote by End(E,E′)
the space of R-linear (resp. C-linear) maps from E onto E′. When E and
E′ are real vector spaces, we have
End(E,E′)⊗R C = End(E ⊗R C, E
′ ⊗R C).
Hence, we can identify End(E,E′) with a real vector subspace of End(E⊗R
C, E′ ⊗R C).
Consider a complex space E and an invertible linear map Λ ∈ End(E,E).
The space E is the direct sum of the invariant complex subspaces E =
E1 ⊕ · · · ⊕ Er with dimEi = mi. The restriction of Λ to Ei is defined by
a Jordan block Jλi,mi . We can assume that (|λ1|,m1) ≥ · · · ≥ (|λr|,mr).
Let Fi denote the eigenspace of Λ|Ei . It is a complex line. Let E
′
i be the
hyperplane generated by the first (mi−1) vectors of the basis of Ei associated
to the Jordan form.
We say that Jλi,mi is dominant if (|λi|,mi) = (|λ1|,m1). In which case,
we say that λi is a dominant eigenvalue of Λ. Assume that Jλ1,m1 , . . .,
Jλν ,mν are the dominant Jordan blocks. It is clear that ‖Λ
n‖ ∼ nm1−1|λ1|
n
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and that for any vector v 6∈ E′1 ⊕ · · · ⊕ E
′
ν ⊕ Eν+1 ⊕ · · · ⊕ Er, we have
‖Λnv‖ ∼ nm1−1|λ1|
n. The positive number λ := |λ1| is the spectral radius of
Λ. The integer m := m1 is called the multiplicity of the spectral radius.
We say that F := F1 ⊕ · · · ⊕ Fν is the dominant eigenspace and that
F ′ := ⊕Fi with 1 ≤ i ≤ ν, λi = λ, is the strictly dominant eigenspace
of Λ. These spaces are invariant under Λ. For any 1 ≤ j ≤ ν, there
is a unique θj ∈ S := R/2πZ such that λj = λ exp(iθj). We say that
θ := (θ1, . . . , θν) ∈ S
ν is the dominant direction of Λ; the dominant direction
of Λn is equal to nθ. Denote by Θ the closed subgroup of Sν generated by
θ. It is a finite union of real tori. The orbit of each point θ′ ∈ Θ under the
translation θ′ 7→ θ′ + θ is dense in Θ. If λi = λ for every 1 ≤ i ≤ ν, we have
F = F ′, θ = 0 and Θ = {0}.
For every linear map L = (L1, . . . , Lr) in
End(E,E) = End(E,E1)⊕ · · · ⊕ End(E,Er)
let
exp(−inθ)L :=
(
exp(−inθ1)L1, . . . , exp(−inθν)Lν , Lν+1, . . . , Lr
)
.
We also define
Λn :=
Λn
nm−1λn
and Λ′N :=
1
N
N∑
n=1
Λi.
Let π : F −→ F ′ denote the canonical projection. The proof of the follow-
ing proposition is left to the reader. One can deduce it from the proof of
Proposition 2.4 if we take K = E and u = g = id.
Proposition 2.3 There exists a unique linear map Λ∞ : E −→ F such that
‖ exp(−inθ)Λn − Λ∞‖ = O(1/n) and ‖Λ
′
N − π ◦ Λ∞‖ = O(logN/N).
Moreover, π ◦ Λ∞ is of rank dimF
′. If Λ preserves a convex cone K which
generates E and satisfies −K ∩ K = {0}, then λ is a dominant eigenvalue
of Λ with an eigenvector in K.
The last property of Proposition 2.3 is the Perron-Frobenius Theorem.
Proposition 2.4 Let K be a metric space, and let u : K −→ E be a ν-
Ho¨lder continuous vector-valued function. Let g : K −→ K be a Lipschitz
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map such that |g(x)− g(y)| ≤M |x− y| where M > 1 is a constant. Assume
that the spectral radius λ of Λ is strictly larger than 1. Define
vn :=
1
nm−1λn
n∑
j=1
Λj ◦ u ◦ gn−j and wN :=
1
N
N∑
n=1
vn.
Then there exist vector-valued functions v and w on K such that
‖ exp(−inθ)vn − v‖∞ = O(1/n) and ‖wN − w‖∞ = O(logN/N).
Moreover, v and w are ν ′-Ho¨lder continuous for every ν ′ > 0 with ν ′ ≤ ν
and ν ′ < log λ/ logM .
Proof. We can assume that the matrix A of Λ is the Jordan matrix Jη,m
with η = exp(iθ)λ and θ ∈ R/2πZ. Every entry of An is of order at most
nm−2λn except the one of index (1,m) which is of order nm−1λn. Since the
functions u ◦ gn are uniformly bounded, every entry of An, whose order is
smaller or equal to nm−2λn, does not contribute to lim vn or limwN . This
follows from the estimate
∑n
j=0 j
m−2λj . nm−2λn for λ > 1. Hence we can
suppose that all the coordinate functions of u are zero except the last one.
Let u+ be the last coordinate function of u. Define u+j := u
+ ◦ gj for
j ≥ 0 and sj :=
( j
m−1
)
ηj−m+1 for j ≥ m − 1 with the convention that(0
0
)
= 0. The first coordinate functions of vn and wn are
v+n :=
1
nm−1λn
n∑
j=m−1
sju
+
n−j and w
+
N :=
1
N
N∑
n=1
v+n .
It is sufficient to study the sequences of functions (v+n ) and (w
+
N ).
We show first that ‖v+n+1− exp(iθ)v
+
n ‖∞ . n
−2. Observe that ‖u+j ‖∞ ≤
‖u+‖∞ and
Sj,n :=
∣∣∣∣ sj+1(n+ 1)m−1λn+1 − ηsjnm−1λn+1
∣∣∣∣ . n− j + 1n2λn−j .
Hence
|v+n+1 − exp(iθ)v
+
n | =
=
∣∣∣∣∣∣ 1(n+ 1)m−1λn+1
n∑
j=m−2
sj+1u
+
n−j −
1
nm−1λn+1
n∑
j=m−1
ηsju
+
n−j
∣∣∣∣∣∣
≤
|sm−1|‖u
+
n−m+2‖∞
(n+ 1)m−1λn+1
+
n∑
j=m−1
Sj,n‖u
+
n−j‖∞ . n
−2.
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Thus, the sequence exp(−inθ)v+n converges uniformly to a function v
+ and
‖ exp(−inθ)v+n−v
+‖∞ = O(1/n). It follows that ‖w
+
N−w
+‖∞ = O(logN/N)
with w+ = 0 if θ 6= 0 and w+ = v+ if θ = 0.
We only have to prove that v+ is Ho¨lder continuous. We will use the
additive notation for the distance on K. Let x, y ∈ K and δ := |x − y|.
First, consider the case where ν = log λ/ logM , so λ = Mν . Since u+ is
ν-Ho¨lder continuous, there exists c > 0, independent of x, y such that
|u+ ◦ gj(x)− u+ ◦ gj(y)| ≤ c|gj(x)− gj(y)|ν .
Hence
|u+ ◦ gj(x)− u+ ◦ gj(y)| ≤ cM jνδν .
We also have |u+ ◦ gj(x)− u+ ◦ gj(y)| ≤ 2‖u+‖∞. Let q be the integer part
of − log δ/ logM . We have the following estimates:
|v+n (x)− v
+
n (y)| ≤
1
nm−1λn
n∑
j=m−1
sj|u
+ ◦ gn−j(x)− u+ ◦ gn−j(y)|
.
1
nm−1λn
n∑
j=m−1
jm−1λj |u+ ◦ gn−j(x)− u+ ◦ gn−j(y)|
.
∞∑
j=0
λ−j|u+ ◦ gj(x)− u+ ◦ gj(y)|
.
q∑
j=0
λ−jM jνδν +
∞∑
j=q+1
λ−j
. qδν + λ−q . −(log δ)δν .
Consequently, |v+n (x)− v
+
n (y)| . δ
ν′ . In the limit, we get |v+(x)− v+(y)| .
|x− y|ν
′
. This is the required inequality.
The case where ν > log λ/ logM is derived from the case ν = log λ/ logM .
If ν < log λ/ logM , we have Mν < λ. In the same way, we obtain
|v+n (x)− v
+
n (y)| .
∞∑
j=0
λ−jM jνδν . δν .

2.3 Action on cohomology groups
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By Hodge theory [25, 9], we have the decomposition
Hn(X,C) =
∑
p+q=n
Hp,q(X,C)
where Hp,q(X,C) is the subspace of Hn(X,C) spanned by classes of closed
(p, q)-forms. The group Hp,q(X,C) is isomorphic to the Dolbeault coho-
mology group of bidegree (p, q). We also have Hp,q(X,C) = Hq,p(X,C).
Define
Hp,p(X,R) := Hp,p(X,C) ∩H2p(X,R).
Then
Hp,p(X,C) = Hp,p(X,R)⊗R C.
The Ka¨hler cone KX of H
1,1(X,R) is the cone of classes of Ka¨hler forms on
X. In what follows, K∗X will denote the cone of classes of positive closed
(1, 1)-currents. These cones are convex; KX is open; K
∗
X is closed. We also
have KX ⊂ K
∗
X and (−K
∗
X) ∩ K
∗
X = {0}.
We will construct some invariant currents by induction starting from an
invariant current. It is necessary to introduce cohomology groups relative
to a positive closed current: the manifold X is replaced by a current T . Let
T 6= 0 be a positive closed current of bidegree (s, s) with 0 ≤ s ≤ k− 1. For
any 1 ≤ p ≤ k−s, let Np,p(T,R) denote the space of classes [α] ∈ Hp,p(X,R)
which satisfy
[T ] ∧ [α] = 0 in Hp+s,p+s(X,R).
Let N1,1ν (T,R) denote the space of classes [S] where S is a closed (1, 1)-
current (not necesarily positive) with a ν-Ho¨lder continuous potential such
that T ∧ S = 0. Define
Hp,p(T,R) :=
Hp,p(X,R)
Np,p(T,R)
and H1,1ν (T,R) :=
H1,1(X,R)
N1,1ν (T,R)
.
The map πT : H
p,p(T,R) −→ Hp+s,p+s(X,R), given by [α] 7→ [T ] ∧ [α],
is injective. Hence ‖[T ] ∧ .‖ is a norm on Hp,p(T,R) if ‖.‖ is a norm on
Hp+s,p+s(X,R).
Let f be a holomorphic automorphism of X such that f∗T = λTT where
λT > 0 is a constant. We define the map f
∗ on Hp,p(X,R) and Hp,p(T,R)
by f∗[α] = [f∗(α)] for every closed (p, p)-current α on X. Let
λp,n(T ) := λ
−n
T ‖[(f
n)∗(T ∧ ωp)]‖ = ‖[T ∧ (fn)∗ωp]‖
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and
λp(T ) := lim sup
n→∞
λp,n(T )
1/n = lim sup
n→∞
(∫
X
T ∧ (fn)∗ωp ∧ ωk−s−p
)1/n
.
Observe that λp(T ) depends neither on the Ka¨hler form ω nor on the norm
‖.‖ onHp+s,p+s(X,R). The following proposition follows from the discussion
on Jordan forms for linear maps and from Proposition 2.3 (see also [17, 18]).
Proposition 2.5 Let X, f and T be as above. Then, λp(T ) is the spectral
radius of f∗ on Hp,p(T,R). If lp(T ) is its multiplicity, then
λp,n(T ) ∼ n
lp(T )−1λp(T )
n.
In particular, λp,n(T )
1/n converge to λp(T ).
Proposition 2.6 Let X, T , f be as above. Then for every p1 ≥ 1 and
p2 ≥ 1 such that p1 + p2 ≤ k − s, we have λp1+p2(T ) ≤ λp1(T )λp2(T ). In
particular, λ1(T )
p ≥ λp(T ) for 1 ≤ p ≤ k − s and λ1(T )
k−s ≥ λ−1T .
Proof. Propositions 2.3 and 2.5 imply the existence of [α1] ∈ H
p1,p1(T,R),
[α2] ∈ H
p2,p2(T,R) such that
[(fn)∗ωp1 ]
nlp1(T )−1λp1(T )
n
−→ [α1] and
[(fn)∗ωp2 ]
nlp2(T )−1λp1(T )
n
−→ [α2].
Hence
[(fn)∗ωp1+p2 ]
nlp1 (T )+lp2 (T )−2λp1(T )
nλp2(T )
n
−→ [α1] ∧ [α2]
in Hp1+p2,p1+p2(T,R). On the other hand, there exists a non-zero class
[α] ∈ Hp1+p2,p1+p2(T,R) such that
[(fn)∗ωp1+p2 ]
nlp1+p2(T )−1λp1+p2(T )
n
−→ [α].
The property that [α] 6= 0 implies that λp1+p2(T ) ≤ λp1(T )λp2(T ).
The inequality λ1(T )
p ≥ λp(T ) is clear. Since f is an automorphism,
the mass of the measure (fn)∗(T ∧ ωk−s) is equal to the mass of T ∧ ωk−s.
Thus, λTλk−s(T ) = 1 and λ1(T )
k−s ≥ λk−s(T ) = λ
−1
T . 
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The spaceH1,1ν (T,R) is invariant under f∗. Let ρν(T ) denote the spectral
radius of f∗ on H1,1ν (T,R) and mν(T ) its multiplicity. Since N
1,1
ν (T,R) ⊂
N1,1(T,R) we have (
λ1(T ), l1(T )
)
≤
(
ρν(T ),mν(T )
)
.
We will prove later (see Lemma 3.3) that if λ1(T ) > 1, and if ν is small
enough, then the last inequality is in fact an equality.
When T is the integration current on X, we define
dp,n := ‖[(f
n)∗ωp]‖ and dp := lim
n→∞
n
√
dp,n.
We also have
dp = lim
n→∞
(∫
X
(fn)∗ωp ∧ ωk−p
)1/n
. (2)
The numbers dp are called the dynamical degrees of f . The last one dt := dk
is the topological degree of f which is equal to 1 because f is an automor-
phism. It is noticed in [29] that an inequality of Khovanskii-Teissier-Gromov
shows that p 7→ log dp is concave, hence the sequence (dp−1/dp)1≤p≤k is in-
creasing [31, 36, 27]. In particular, there exist m, m′, 1 ≤ m ≤ m′ ≤ k − 1,
such that
1 ≤ d1 < · · · < dm = · · · = dm′ > · · · > dk = 1.
From Proposition 2.5, we know that dp is the spectral radius of f
∗ acting
on Hp,p(X,R). Let lp denote its multiplicity. Since f
∗ preserves the cone of
classes of positive closed (p, p)-currents, by Proposition 2.3, dp is a dominant
eigenvalue of f∗ on Hp,p(X,R). The relation∫
X
(fn)∗ωp ∧ ωk−p =
∫
X
ωp ∧ (fn)∗ω
k−p
implies that the spectral radius of f∗ on H
k−p,k−p(X,R) is also equal to dp
and its multiplicity is equal to lp.
According to the Gromov-Yomdin theorem, the topological entropy h(f)
of f is equal to max1≤p≤k log dp [26, 38, 17, 18]. In particular, if h(f) > 0,
we have max dp > 1. It follows from Proposition 2.6 that d1 > 1. It is shown
in [15] that the map which associates to a holomorphic endomorphism of X
its topological entropy has discrete image in [0,+∞[. It is well known that
if f belongs to the component of the identity in the automorphism group of
X, then h(f) = 0.
16
3 Relative Green currents
Let f be a holomorphic automorphism of a compact Ka¨hler manifold (X,ω)
of dimension k. Let T be a positive closed (s, s)-current, 0 ≤ s ≤ k − 1,
on X, which satisfies a relation f∗T = λTT , λT > 0. When s = 0, T is a
multiple of the integration current on the manifold X and λT = 1. Define
Mn := ‖Df
n‖∞ and M := lim
n→∞
M1/nn
where Dfn is the differential of fn. The constant M is independent of the
metric on X.
Assume that λ1(T ) > 1. Let Γ(T ) denote the cone of (s + 1, s + 1)-
currents T ∧ S where S is a closed (1, 1)-current (not necessarily positive)
satisfying the following properties:
1. S has a ν-Ho¨lder continuous potential for every ν such that 0 < ν <
log λ1(T )/ logM ;
2. T ∧ S is a positive current;
3. T ∧ f∗S = λ1(T )T ∧ S.
We will denote by RΓ(T ) the real space generated by Γ(T ). We can now
describe Γ(T ).
Theorem 3.1 Let X, T and f be as above. Assume that λ1(T ) > 1. Then,
Γ(T ) is a closed finite dimensional cone with non zero elements. Let R be a
closed real (1, 1)-current with a continuous potential. Then, the sequence of
currents
1
N
N∑
n=1
T ∧ (fn)∗R
nl1(T )−1λ1(T )n
converges to a current in RΓ(T ), which depends only on the class [R] in
H1,1(X,R). If [R] belongs to KX , the limit current belongs to Γ(T ) \ {0}.
Fix ν such that 0 < ν < log λ1(T )/ logM . Replacing f by f
n with
n >> 0, we can assume that 0 < ν < log λ1(T )/ logM1. Let m be the
largest integer such that [ω], [f∗ω], . . ., [(fm−1)∗ω] are linearily independent
in H1,1ν (T,R). Then there exist real numbers a0, . . ., am−1 such that we
have in H1,1ν (T,R)
[(fm)∗ω] = am−1[(f
m−1)∗ω] + · · ·+ a0[ω].
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Let E be the subspace of H1,1ν (T,R) generated by [ω], . . ., (fm−1)∗[ω]. These
m classes form a basis B of E and E is invariant under f∗. Denote by Λ the
restriction of f∗ to E. The notations θ, θ′, Θ, ρν(T ), mν(T ) were introduced
in Section 2.
The matrix of Λ with respect to B is
A :=

0 0 · · · 0 a0
1 0 · · · 0 a1
0 1 · · · 0 a2
...
...
. . .
...
...
0 0 · · · 1 am−1
 .
Since E contains a Ka¨hler class, the spectral radius of Λ and of A are equal
to ρν(T ) ≥ λ1(T ) > 1. Moreover, their multiplicities are equal to mν(T ).
We have
‖Λn‖ = ‖An‖ ∼ nmν(T )−1ρν(T )
n.
Lemma 3.2 There exist a closed (1, 1)-current S and a continuous family
of closed (1, 1)-currents Sθ′ with ν-Ho¨lder continuous potentials, for θ
′ ∈ Θ,
such that T ∧ S 6= 0, T ∧ Sθ′ 6= 0, T ∧ f
∗S = ρν(T )T ∧ S and T ∧ f
∗Sθ′ =
ρν(T )T ∧ Sθ′+θ. Moreover, the sequences of positive closed currents
Z˜N :=
1
N
N∑
n=1
T ∧ (fn)∗ω
nmν(T )−1ρν(T )n
and Zni :=
T ∧ (fni)∗ω
n
mν(T )−1
i ρν(T )
ni
converge to T ∧S and to T ∧Sθ′ when N →∞ and ni →∞ with respectively
niθ → θ
′. In particular, if Θ is reduced to one point, Zn converge to T ∧ S.
Proof. From the definition of H1,1ν (T,R), there exists a (1, 1)-current R
with a ν-Ho¨lder continuous potential such that T ∧R = 0 and(fm)∗ω − m∑
j=1
am−j(f
m−j)∗ω
 = [R] in H1,1(X,R).
Hence, there exists a ν-Ho¨lder continuous function u such that
(fm)∗ω −
m∑
j=1
am−j(f
m−j)∗ω = R+ ddcu.
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Then
T ∧
(fm)∗ω − m∑
j=1
am−j(f
m−j)∗ω
 = T ∧ ddcu.
Define
Wn :=

(fn)∗ω
...
(fn+m−2)∗ω
(fn+m−1)∗ω
 and U :=

0
...
0
u
 .
Then Wn+1 = f
∗Wn and T ∧W1 = T ∧ BW0 + T ∧ dd
cU where B is the
transpose of A. By induction, we obtain
T ∧Wn = T ∧
BnW0 + ddc n∑
j=1
Bj−1U ◦ fn−j
 .
Define
W n :=
Wn
nmν(T )−1ρν(T )n
and
Vn :=
1
nmν(T )−1ρν(T )n
BnW0 + ddc n∑
j=1
Bj−1U ◦ fn−j
 .
Denote by W
+
n and V
+
n the first components of W n and of Vn. We have
[W
+
n ] = [V
+
n ] in H
1,1
ν (T,R). Proposition 2.3 implies that the sequence of
classes [W
+
n ] is bounded. Moreover, since ω is a Ka¨hler form, any cluster
point of of this sequence is a non-zero class.
Propositions 2.3 and 2.4 imply that when (niθ) converges to θ
′, the
sequence V +ni converges to a current Sθ′ with a ν-Ho¨lder continuous potential.
Moreover, Sθ′ depends on θ
′ but not on (ni). The current T ∧Sθ′ is positive
and closed. Since [Sθ′ ] 6= 0 in H
1,1
ν (T,R), from the definition of H
1,1
ν (T,R),
we have T ∧ Sθ′ 6= 0. It is clear that Sθ′ depends continuously on θ
′ ∈ Θ.
Since lim(ni + 1)θ = θ
′ + θ, we have
T ∧ f∗Sθ′ − ρν(T )T ∧ Sθ′+θ = lim
(
1
λT
f∗Zni − ρν(T )Zni+1
)
= ρν(T ) lim
([
ni + 1
ni
]mν(T )−1
Zni+1 − Zni+1
)
= 0.
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Hence, T ∧ f∗Sθ′ = ρν(T )T ∧ Sθ′+θ.
Propositions 2.3 and 2.4 imply that the sequence of currents 1N
∑N
n=1 V
+
n
converges to a current S which has a ν-Ho¨lder continuous potential. We also
have T ∧ S 6= 0 because every limit value of (T ∧ V +n ) is a non-zero positive
current. In the same way, we get T ∧ f∗S = ρν(T )T ∧ S. 
Lemma 3.3 Under the hypothesis of Theorem 3.1, we have(
ρν(T ),mν(T )
)
=
(
λ1(T ), l1(T )
)
for every ν such that 0 < ν < log λ1(T )/ logM .
Proof. Recall that the map π : H1,1(T,R) −→ Hs+1,s+1(X,R) defined by
π([α]) := [T ] ∧ [α] is injective. Consequently, the spectral radius of f∗ on
π(H1,1(T,R)) is equal to λTλ1(T ) and its multiplicity is equal to l1(T ). We
have seen that the sequence of classes[
(fni)∗(T ∧ ω)
]
n
mν(T )−1
i λ
ni
T ρν(T )
ni
converges to [T ∧ Sθ′ ] in H
s+1,s+1(X,R) \ {0}. It follows from Proposition
2.5 that
(
ρν(T ),mν(T )
)
=
(
λ1(T ), l1(T )
)
. 
Lemma 3.4 With the assumptions of Theorem 3.1, let R be a closed (1, 1)-
current with a continuous potential such that [R] = λ[ω] in H1,1(X,R) with
λ ∈ R. Then the sequence of currents
1
N
N∑
n=1
T ∧ (fn)∗R
nl1(T )−1λ1(T )n
converges to λT ∧ S. In particular, the limit is 0 if [R] = 0 in H1,1(X,R).
Proof. Let u be a continuous function such that R = λω + ddcu. We have
T ∧ (fn)∗R
nl1(T )−1λ1(T )n
= λ
T ∧ (fn)∗ω
nl1(T )−1λ1(T )n
+ T ∧ ddc
(
u ◦ fn
nl1(T )−1λ1(T )n
)
.
Since the u ◦ fn are uniformly bounded, the last relation implies that the
sequence of currents
T ∧ (fn)∗R
nl1(T )−1λ1(T )n
− λ
T ∧ (fn)∗ω
nl1(T )−1λ1(T )n
converges to 0. It suffices to apply Lemmas 3.2 and 3.3. The proof is valid
for R positive closed with a bounded potential. 
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End of the proof of Theorem 3.1. Let ω1, . . ., ωj be Ka¨hler forms such
that the classes [ω1], . . ., [ωj] generate H
1,1(X,R). We can apply Lemma
3.4 to the forms ωi. This implies the convergence in Theorem 3.1.
We now show that dimΓ(T ) ≤ dimH1,1(X,R). Otherwise, there exists
a non-zero current T ∧ S in RΓ(T ) with [S] = 0. Let u be a continuous
function such that S = ddcu. We have
T ∧ S = lim
T ∧ (fn)∗S
λ1(T )n
= lim T ∧ ddc
(
u ◦ fn
λ1(T )n
)
= 0.
This is impossible.
Let T (1), . . ., T (r) be a maximal linearily independent set in Γ(T ). The
cone Γ(T ) is equal to the intersection of the space generated by the T (i) and
the cone of positive closed (s+ 1, s + 1)-currents. Hence, it is closed. 
When T is the integration current on X, Propositions 2.3, 2.5, 2.6 and
Theorem 3.1 imply the following result (see [6, 28] for the case of surfaces
and [1, 23, 35] for polynomial automorphisms).
Corollary 3.5 Let (X,ω) be a compact Ka¨hler manifold of dimension k.
Let f be a holomorphic automorphism of X, of positive topological entropy.
Then d1 > 1 and there exists a positive closed (1, 1)-current T1 satisfying
f∗T1 = d1T1. Moreover, the potential of T1 is Ho¨lder continuous and the
class [T1] belongs to KX .
Remarks 3.6 The construction of invariant currents in Theorem 3.1 is still
valid if we restrict to an invariant subspace E of H1,1(X,R). We have to
assume that the spectral radius of f∗ on the projection E′ of E in H1,1(T,R)
is strictly larger than 1. The construction gives invariant currents with
Ho¨lder continuous potentials which are not necessarily positive; there is a
non-zero current if f∗|E′ has a dominant real eigenvalue. In particular, every
invariant (1, 1)-current T with continuous potential such that f∗T = λT ,
|λ| > 1, has a Ho¨lder continuous potential. Let KbX be the cone of non-zero
classes of positive closed (1, 1)-currents with bounded potentials. If E∩KbX 6=
{0}, we obtain a positive current with a Ho¨lder continuous potential.
4 Green currents
Let f be as in Section 3. Recall that ds is the spectral radius of f
∗ on
Hs,s(X,R). Let ls denote its multiplicity. We consider Γs the cone of PB
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positive closed (s, s)-currents T such that f∗T = dsT . Let RΓs denote the
real space generated by Γs. For every positive closed (s, s)-current T , define
C(T ) :=
{
S positive closed (s, s)-current, S ≤ cT for some c > 0
}
and RC(T ) the real space generated by C(T ). Let [ ] denote the map which
associates to a closed (s, s)-current its cohomology class in Hs,s(X,C).
Theorem 4.1 Assume that ds > ds−1. Let S be a PB closed real (s, s)-
current. Then, the sequence of currents
SN :=
1
N
N∑
n=1
(fn)∗S
nls−1dns
converges to a current in RΓs which depends only on the class [S] in H
s,s(X,R).
Moreover, Γs 6= {0} and the restriction of [ ] to RΓs is injective. Every cur-
rent in RΓs is PC. If T belongs to Γs, then the restriction of [ ] to RC(T )
is injective. In particular, the cones Γs and C(T ) are finite dimensional
and closed. If [T ] is extremal in the cone of classes of positive closed (s, s)-
currents then T is extremal in the cone of positive closed (s, s)-currents.
Proof. Let Φ be a DSH (k − s, k − s)-current such that ddcΦ = Ω+ − Ω−
where Ω± are positive closed (k−s+1, k−s+1)-currents. Then [Ω+] = [Ω−]
and ‖Ω+‖ = ‖Ω−‖. Assume that ‖Ω+‖ = ‖Ω−‖ ≤ 1. Proposition 2.1
implies the existence of a (k − s, k − s)-form Φ0 = Φ
+
0 − Φ
−
0 such that
Φ±0 ≤ 0, dd
cΦ0 = dd
cΦ and ‖Φ±0 ‖DSH ≤ A. The current Ψ0 := Φ − Φ0 is
ddc-closed. Define Ω±n := (f
n)∗Ω
±. Recall that the spectral radius of f∗ on
Hk−s+1,k−s+1(X,C) is equal to ds−1 and that its multiplicity is equal to ls−1
(see Section 2). Fix ǫ, 0 < ǫ < ds − ds−1. We have ‖Ω
±
n ‖ . (ds − ǫ)
n.
Proposition 2.1 implies the existence of (k−s, k−s)-forms Φn = Φ
+
n −Φ
−
n
such that ddcΦn = Ω
+
n − Ω
−
n , Φ
±
n ≤ 0 and ‖Φ
±
n ‖DSH . (ds − ǫ)
n. If S is
PB and Φ is smooth or if S is smooth and Φ is DSH as above, we have
|〈S,Φ±n 〉| . (ds− ǫ)
n for every n ≥ 0. We define by induction the ddc-closed
form Ψn as Ψn := f∗Φn−1−Φn. They satisfy ‖Ψn‖L1 . (ds − ǫ)
n for n ≥ 1.
On the other hand, we have
(fn)∗Φ = (f
n)∗Ψ0 + (f
n)∗Φ0 = (f
n)∗Ψ0 + (f
n−1)∗Ψ1 + (f
n−1)∗Φ1.
So by induction, we get
(fn)∗Φ = (f
n)∗Ψ0 + · · ·+ f∗Ψn−1 +Ψn +Φn.
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Since X is Ka¨hler, every closed form which is d-exact is ddc-exact [9,
p.41]. Hence the ddc-closed form Ψn defines a linear form on H
s,s(X,R) by
[α] 7→
∫
Ψn ∧ α for every real closed (s, s)-form α. The Poincare´ duality
allows to associate to Ψn a unique class cn in H
k−s,k−s(X,R). For n ≥ 1 we
have
‖cn‖ . ‖Ψn‖L1 . (ds − ǫ)
n.
Define
bn := (f
n)∗c0 + (f
n−1)∗c1 + · · ·+ cn and BN :=
1
N
N∑
n=1
bn
nls−1dns
.
As in the proof of the Proposition 2.4, we can check that the sequence (BN )
converges to a class B ∈ Hk−s,k−s(X,C) such that ‖B‖ ≤ c‖Φ‖DSH where
c > 0 is a constant.
Now, assume that S is smooth and Φ is DSH. Since S is closed, then
〈(fn)∗S,Φ〉 = 〈S, (fn)∗Φ〉 =
∫
[S] ∧ bn + 〈S,Φn〉 (3)
and
〈SN ,Φ〉 =
∫
[S] ∧BN +
1
N
N∑
n=1
〈S,Φn〉
nls−1dns
.
The second term in the right hand side of the last equality tends to zero
because ‖Φn‖DSH . (ds − ǫ)
n. Hence
lim〈SN ,Φ〉 =
∫
[S] ∧B ≤ c‖Φ‖DSH.
It follows that (SN ) converges to a PB current S∞ which depends only on
the class [S]. It is clear that f∗S∞ = dsS∞. Hence S∞ belongs to RΓs (we
can write S and S∞ as differences of positive closed currents). Observe that
if S is strictly positive, by definition of ds and ls, we have [S∞] 6= 0. Hence
S∞ is a non-zero positive current and Γs 6= {0}.
Now assume that S is PB (not necessarily smooth) and Φ is smooth.
Then, Φn is continuous. If S
′ is a smooth real (s, s)-form cohomologous to
S, we have
〈SN − S
′
N ,Φ〉 =
∫
[S − S′] ∧BN +
1
N
N∑
n=1
〈S − S′,Φn〉
nls−1dns
=
1
N
N∑
n=1
〈S − S′,Φn〉
nls−1dns
23
The last term tends to zero because S −S′ is PB and ‖Φn‖DSH . (ds − ǫ)
n.
It follows that (SN ) converges to a PB current in RΓs.
Let R ∈ RΓs be a current such that [R] = 0. Then, using identity (3)
we get
|〈R,Φ〉| = d−ns |〈(f
n)∗R,Φ〉| = d−ns |〈R,Φn〉| . d
−n
s (ds − ǫ)
n.
Therefore, 〈R,Φ〉 = 0 and hence R = 0. It follows that the restriction of [ ]
to RΓs is injective.
Let R ∈ RΓs and Φ smooth. Using the identity (f
n)∗[R] = dns [R], we get
〈R,Φ〉 = d−ns 〈R, (f
n)∗Φ〉
=
∫
[R] ∧ (c0 + d
−1
s c1 + · · · + d
−n
s cn) + d
−n
s 〈R,Φn〉.
Since R is PB, when n → ∞, we get 〈R,Φ〉 =
∫
[R] ∧ cΦ with cΦ :=∑
n≥0 d
−n
s cn. Following Proposition 2.1, cΦ depends continuously on Φ.
Hence, we can extend R to a continuous linear form on Φ ∈ DSHk−s(X) by
〈R,Φ〉 := cΦ.
Hence R is PC.
We show that the restriction of [ ] to RC(T ) is injective. Let R ∈ RC(T )
be a current such that [R] = 0. We have to prove that R = 0. We can
write R = R+ − R− with R± positive closed currents such that R± ≤ cT
for a constant c > 0. Define R±n := d
n
s (f
n)∗R
± and Rn := R
+
n − R
−
n .
We have R±n ≤ cd
n
s (f
n)∗T = cT . For a smooth test form Φ, we have
|〈T,Φ±n 〉| . (ds−ǫ)
n. The domination of R±n and the negativity of Φ
±
n imply
that |〈Rn,Φ
±
n 〉| . (ds − ǫ)
n. Since [Rn] = 0, we obtain from (3) that
|〈R,Φ〉| = d−ns |〈(f
n)∗Rn,Φ〉| = d
−n
s |〈Rn,Φn〉| . d
−n
s (ds − ǫ)
n.
Hence 〈R,Φ〉 = 0 and R = 0. This completes the proof of Theorem 4.1. 
Corollary 4.2 Let f be a holomorphic automorphism of a compact Ka¨hler
manifold X of dimension k. Assume that the dynamical degrees of f are all
distinct. Then for every s, 1 ≤ s ≤ k, there exists a non-zero PC positive
closed (s, s)-current Ts such that f
∗Ts = csTs with cs > 0.
Proof. The hypothesis implies, thanks to the Khovanskii-Tessier-Gromov
convexity theorem [31, 36, 27] (see Section 2.3), the existence of m such that
1 < d1 < d2 < · · · < dm > dm+1 > · · · > dk = 1.
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Using Theorem 4.1, we construct the current Ts such that f
∗Ts = dsTs for
1 ≤ s ≤ m. The current T1 can be constructed as in Corollary 3.5. We
now construct the other currents by induction using Theorem 3.1 for f−1.
We construct (1, 1)-currents Si, 1 ≤ i ≤ k − m, with Ho¨lder continuous
potentials and invariant currents Ts, m + 1 ≤ s ≤ k, of the form Ts =
Tm ∧ S1 ∧ . . . ∧Ss−m. These currents satisfy f
∗Ts = csTs, cs > 0. Since f is
an automorphism, we necesarily have ck = 1.
In order to apply inductively Theorem 3.1 for f−1, we need only to verify
that the first dynamical degree λ1(Ts) of f
−1, relative to Ts, is strictly larger
than 1 for m ≤ s ≤ k − 1. Following the last inequality of Proposition 2.6,
it is sufficient to prove that cs > 1 for m ≤ s ≤ k − 1. We have for every
ǫ > 0
c−ns .
∫
(fn)∗Ts ∧ ω
k−s = d−nm
∫
Tm ∧ (f
n)∗(S1 ∧ . . . ∧ Ss−m) ∧ ω
k−s
= d−nm
∫
[S1] ∧ . . . ∧ [Ss−m] ∧ (f
n)∗[Tm ∧ ω
k−s] . d−nm (dk−s+m + ǫ)
n.
It follows that cs > 1 for m ≤ s ≤ k− 1. This completes the induction step.
One can check that the wedge product of a PC positive closed current
with a current of bidegree (1, 1) with continuous potential is always PC. 
5 Mixing of the equilibrium measure
In this section, using the methods developed above, we can construct, for
automorphisms with distinct dynamical degrees, an equilibrium measure
which is PC and mixing. We get the following result.
Theorem 5.1 Let f be a holomorphic automorphism of a compact Ka¨hler
manifold X of dimension k. Assume that the dynamical degrees of f are
all distinct. Then f admits a mixing PC invariant measure µ. Moreover, µ
gives no mass to sets with small Hausdorff dimension.
We need the following variation of Ahlfors’s estimate (see [2, 35]).
Lemma 5.2 Let f be a holomorphic automorphism of X. Let T be a pos-
itive closed (s, s)-current such that f∗T = λTT with λT > 0. Assume that
λ1(T ) < 1. Then for every smooth function ψ ≥ 0, the limit values of
the sequence Sn := λ
−n
T (f
n)∗(ψT ) are positive closed currents. Moreover,
‖dSn‖ → 0 and ‖dd
cSn‖ → 0. If Sni ⇀ S and if σ is a closed (1, 1)-current
with a continuous potential, then Sni ∧ σ ⇀ S ∧ σ.
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Proof. Let θ be a continuous (0, 1)-form. The Cauchy-Schwarz inequality
implies that
An :=
∣∣∣∣∫ (fn)∗(∂ψ) ∧ T ∧ θ ∧ ωk−s−1∣∣∣∣
≤
∣∣∣∣∫ (fn)∗(∂ψ ∧ ∂ψ) ∧ T ∧ ωk−s−1∣∣∣∣1/2 ∣∣∣∣∫ θ ∧ θ ∧ T ∧ ωk−s−1∣∣∣∣1/2
≤ c
∣∣∣∣∫ (fn)∗ω ∧ T ∧ ωk−s−1∣∣∣∣1/2 ∣∣∣∣∫ ω ∧ T ∧ ωk−s−1∣∣∣∣1/2
if i∂ψ ∧ ∂ψ and iθ ∧ θ are bounded by cω, c > 0. It follows that An .
(λ1(T ) + ǫ)
n/2. Since λ1(T ) < 1, we have limAn = 0. As a consequence,
lim ‖∂Sn‖ = 0, hence lim ‖dSn‖ = 0.
To estimate ‖ddcSn‖, one has just to observe that for c > 0 large enough
−c(fn)∗ω ∧ T ≤ ddc(fn)∗ψ ∧ T ≤ c(fn)∗ω ∧ T.
Let u be a local continuous potential of σ and θ be a test form. Define
ψn := (f
n)∗ψ. For the last assertion of this lemma, we have
〈ψnT ∧ dd
cu, θ〉 = 〈ddc(uT ), ψnθ〉
= 〈ddc(ψnT ), uθ〉+ 〈d(ψnT ), ud
cθ〉 −
−〈dc(ψnT ), udθ〉+ 〈dd
c(uψnT ), θ〉
The first three terms tend to zero. Hence, Sni ∧ σ ⇀ S ∧ σ. 
Proof of Theorem 5.1. We construct invariant currents Ts as in Corollary
4.2. We choose an extremal current Tm in Γm. We can write Ts = Tm∧S1∧
. . . ∧ Ss−m for s ≥ m + 1, where Si are closed (1, 1)-currents with Ho¨lder
continuous potentials. Define µ := Tk. Hence µ is PC. The estimate of
Hausdorff dimension of µ uses classical arguments [14, 35]. If the potentials
of Sj, 1 ≤ j ≤ k − m, are αj-Ho¨lder continuous, then µ gives no mass to
sets whose Hausdorff dimension is smaller than α1 + · · ·+ αk−m.
We show first that µ is ergodic. Let ψ ≥ 0 be a smooth test function.
Let τ be the limit of a sequence of currents n−1i
∑ni
j=1(ψ ◦ f
j)Tm. It is
clear that f∗τ = dmτ and τ ≤ ‖ψ‖∞Tm. Lemma 5.2 implies that τ is
closed. Hence τ ∈ Γm. Since Tm is extremal in Γm, we have τ = cTm
for a constant c. We can now apply inductively Lemma 5.2. Since the
currents Sr have continuous potentials and λ1(Ts) < 1 for m ≤ s ≤ k − 1,
n−1i
∑ni
j=1(ψ ◦ f
j)µ converge to cµ. The invariance property of µ implies
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that c = ‖µ‖−1
∫
ψdµ. This constant does not depend on the sequence (ni).
Consequently, n−1
∑n
j=1(ψ ◦ f
j)µ converge to cµ. Hence µ is ergodic.
We now prove that µ is mixing, which means (fn)∗ψµ → cµ, c =
‖µ‖−1
∫
ψdµ, for every smooth function ψ. LetM denote the set of measures
which are limite values of the sequence (fn∗ψ)µ for some smooth function
ψ. Since C(Tm) is finite dimensional, Lemma 5.2 implies that M is a finite
dimensional space which contains µ and which is invariant under f∗ and
f∗. Let E denote the space of functions ϕ ∈ L
2(µ) such that
∫
ϕdµ′ = 0
for every µ′ ∈ M and E⊥ its orthogonal. Observe that these spaces are
invariant under f∗, f∗ and that we have dimE
⊥ = dimM . Moreover, in E,
every function can be approximated by smooth ones.
We show that dimE⊥ = 1. Since f∗ and f∗ preserve the scalar product
in L2(µ), every eigenvalue of f∗ or f∗ has modulus equal to 1. Let ϕ be
an eigenvector of f∗ associated to an eigenvalue λ. We have f∗|ϕ| = |ϕ|.
The ergodicity of µ implies that |ϕ| is constant. In particular, ϕn ∈ L2(µ)
for every n ≥ 1 and we have f∗ϕ
n = λnϕn. We claim that E does not
contain any eigenvector. Otherwise, there is a function ϕ ∈ E \ {0} such
that f∗ϕ = λϕ with a λ such that |λ| = 1. We have for every smooth
function ψ:
|〈ϕµ,ψ〉| = |〈(fn)∗ϕµ,ψ〉| = |〈(f
n∗ψ)µ,ϕ〉| → 0.
The last relation follows from the definition of E. We need of course to
approach ϕ by smooth functions in E. We get that ϕµ = 0, hence ϕ = 0.
A contradiction.
Let ϕ be an eigenvector of f∗ in E
⊥ associated to an eigenvalue λ. Then,
ϕn belongs to E⊥ and is an eigenvector associated to λn for every n ≥ 1.
Since dimE⊥ is finite, λ is a root of unity. We have fn∗ϕ = ϕ for some n ≥ 1.
Since µ is ergodic, ϕ is constant. Hence, λ = 1. Since f∗
|E⊥
preserves the
scalar product, dimE⊥ = 1 andM is generated only by µ. If (fni∗ψ)µ→ cµ,
we have c = ‖µ‖−1
∫
ψdµ. This constant does not depend on (ni). Hence
(fn∗ψ)µ→ cµ and µ is mixing. 
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