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A frustrated spin-1/2 XXZ chain model comprising a ferromagnetic nearest-neighbor coupling with
the bond alternation, J1(1 ± δ) < 0, and an antiferromagnetic second-neighbor exchange coupling
J2 > 0 is studied at zero and weak magnetic fields by means of density matrix renormalization
group calculations of order parameters, correlation functions and the entanglement entropy as well
as an Abelian bosonization analysis. At zero magnetic field, the bond alternation δ > 0 suppresses
the gapless phase characterized by a vector-chiral (VC) long-range order (LRO) and a quasi-LRO
of an incommensurate spin spiral, whereas this phase occupies a large region in the space of J1/J2
and the easy-plane exchange anisotropy for δ = 0 [S. Furukawa et al., Phys. Rev. Lett. 105,
257205 (2010)]. Then, four gapped phases are found to appear as the exchange anisotropy varies
from the SU(2)-symmetric case to the U(1)-symmetric case; the Haldane dimer (D+) phase with
the same sign of the x, y- and z-component dimer order parameters, two VC dimer (VCD+/VCD−)
phases with the sign of the z-component dimer order parameter being unaltered/reversed, and the
even-parity dimer (D
−
) phase. At small magnetic fields, a field-induced ring-exchange interaction,
which is proportional to a staggered scalar chirality and a magnetic flux penetrating the associated
triangle, drives a transition from the D
−
phase into a VC-Neel-dimer (VCND) phase, but not from
the D+ phase. This VCND phase is stable up to the large magnetic field at which the Zeeman term
closes the spin gap. A possible relevance to Rb2Cu2Mo3O12 is discussed.
PACS numbers: 75.10.Jm, 75.10.Pq, 75.80.+q
I. INTRODUCTION
A novel spontaneously symmetry-broken state charac-
terized by a long-range order (LRO) of a vector chiral-
ity
∑
i〈Sˆi × Sˆi+1〉 6= 0 of nearby spins Sˆi in the ab-
sence of any magnetic spiral LRO1–3 has long been sought
both theoretically and experimentally in frustrated mag-
nets4. This order breaks the inversion symmetry but
preserves the time-reversal, and can be detected as the
linearly coupled ferroelectric polarization in insulating
magnets5–9. It has recently been shown that the order
appears in a frustrated spin-1/2 chain with an antifer-
romagnetic second-neighbor exchange coupling (J2 > 0)
and weak easy-plane anisotropy10–14, particularly on the
ferromagnetic side of the nearest-neighbor exchange cou-
pling (J1 < 0)
13,14. However, this state is fragile in three
dimensions, since it is mostly accompanied by a quasi-
LRO of spins with gapless excitations10 and is eventu-
ally driven to a magnetic spiral LRO by an interchain
coupling. Indeed, such spin-spiral LRO and the associ-
ated ferroelectric polarization have been observed in rel-
evant cuprate compounds, LiCuVO4
15,16, LiCu2O2
17,18,
and Pb[Cu(SO4)(OH)2]
19,20. Therefore, a spin excitation
gap is required for protecting the vector-spin-chirality or-
dered state without a magnetic spiral LRO.
With similar values of J1/J2 (∼ −2.7) and weak three-
dimensional couplings, however, Rb2Cu2Mo3O12 pro-
vides another prototype of spin-1/2 chain. It does not
show a spontaneous symmetry breaking down to 2 K21.
Each spin chain in this compound actually has an al-
ternation in J1 due to a weak crystallographic dimer-
ization22. It is natural that the zero-field ground state
will be adiabatically connected to either of the follow-
ing two dimer phases obtained in Ref. 23, which we
will classify as distinct symmetry-protected topological
phases24,25 in the absence of the Neel order. (i) One is
a Haldane dimer state23, that is, a Haldane state26,27
formed by spin triplet pairs of the ferromagnetically-
coupled nearest-neighbor spins, as it appears in the vicin-
ity of the SU(2)-symmetric case23,28. (ii) The other is an
even-parity dimer state realized with large enough easy-
plane magnetic anisotropy. Furthermore, recent experi-
ments have shown that the applied magnetic field in a
range of 0.1–2.0 T induces a ferroelectric polarization
in the absence of a magnetic spiral LRO without clos-
ing the spin gap29, possibly realizing the genuine spin-
gapped vector-spin-chirality ordered state. Such vector-
chiral ordered state can be realized under a weak Zeeman
field30,31. In this case, however, it is accompanied by a
quasi-LRO of spins30,31 which should evolve into a mag-
netic spiral LRO in three dimensions, in contrast to the
experimental results29. Therefore, a theoretical scenario
for such (field-induced) gapped vector-chiral (VC) state
is called for.
Here, we investigate a frustrated spin-1/2 XXZ chain
with a bond alternation using the density matrix renor-
malization group (DMRG) method32–36 and a bosoniza-
tion analysis. It is shown that a small bond alterna-
tion does not completely kill the vector-spin-chirality or-
der but drives the otherwise gapless VC phase into two
gapped VC phases. A finite Zeeman field induces a tran-
sition to a gapless VC phase but not to a gapped VC
phase. We propose a vital role of a field-induced ring-
exchange interaction taking the form of a staggered scalar
chirality. It is found that it generates a gapped VC phase
2accompanied by a tiny Neel order, intervening between a
dimer phase and gapless VC phase with increasing mag-
netic field.
We start with the case of zero magnetic field in Sec. II.
Then, we reveal a gapped VC dimer state induced by a
staggered scalar chiral interaction under a weak field in
Sec. III. An Abelian bosonization analysis is performed
in Sec. IV to understand gapped VC phases, namely,
two VC dimer phases and a field-induced VC Neel dimer
phase, as well as transitions among them. We then give
in Sec. V a phase diagram that involves a gapless VC
state induced by the Zeeman field with further increas-
ing magnetic field. Section VI is devoted to the conclu-
sion and discussions on a relevance to Rb2Cu2O3Mo12.
The readership interested in only the conclusions on the
phase diagrams but not details of the numerics can skip
to Fig. 1 for the zero-field case, Fig. 5 for the low-field
case, and Fig. 8 for the high-field case.
II. ZERO FIELD CASE
We start from a spin-1/2 XXZ model with the bond al-
ternation in the ferromagnetic nearest-neighbor exchange
coupling J1 < 0 at zero magnetic field, as schematically
shown in Fig. 1 (a),
Hˆδxxz = J1
N−1∑
j=1
(1− (−1)jδ)
[ ∑
µ=x,y
Sˆµj Sˆ
µ
j+1 +∆Sˆ
z
j Sˆ
z
j+1
]
+J2
N−2∑
j=1
[ ∑
µ=x,y
Sˆµj Sˆ
µ
j+2 +∆Sˆ
z
j Sˆ
z
j+2
]
, (1)
where Sˆµj with µ = x, y, z denotes the spin-1/2 operator
at the site j, and δ and ∆ represent the relative amplitude
of the bond alternation and the easy-plane anisotropy
(0 ≤ ∆ ≤ 1), respectively. We take the number N of
spins to be even and δ ≥ 0 so that the nearest-neighbor
coupling terminates with the stronger amplitude J1(1+δ)
at the both edges.
A. Phase diagrams
First, we summarize the zero-field ground-state phase
diagrams for δ = 0, 0.02, and 0.04 in Fig. 1 (b), (c),
and (d), respectively, which are obtained by carefully ex-
amining correlation functions (Fig. 2) and entanglement
entropy (Fig. 4), which we will discuss later. Without
the bond alternation, i.e., δ = 0, our DMRG calcula-
tions mostly reproduce the previously obtained phase di-
agram23 (Fig. 1 (b)). Around the U(1)-symmetric case
∆ = 0, there appears the even-parity dimer (D−) phase,
characterized by the opposite signs of the z-component
and x- or y-component (inplane) dimer ordering ampli-
tudes, i.e., 〈Dˆxj 〉〈Dˆzj 〉 < 0, for every j away from the
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FIG. 1: (Color online) The lattice structure (a) and the
phase diagrams of Hˆδxxz (Eq. (1)) for (b) δ = 0, (c) δ =
0.02, and (d) δ = 0.04. The phase diagrams are obtained
with DMRG calculations up to the system size N = 320 and
the 300 renormalized basis states (m = 300). We have also
checked a convergence of the results by increasing m up to
500 in the case of J1/J2 = −2.5 and δ = 0.02. A possible
VC Haldane dimer (VCD+) phase is restricted inside the red
shaded area at most in (b). A possible gapless VC dimer
(VCD0) phase with only the x, y-component dimer order is
restricted inside and the black shaded area at most in (c) and
(d).
edges, where
Dˆµj = (−1)j(Sˆµj−1Sˆµj − Sˆµj Sˆµj+1), (2)
is the µ-component dimer operator. With increasing ∆,
the gapless VC phase with a finite z-component of the VC
3order parameter, Avej〈κˆzj+1/2〉 6= 0, appears in a wide
range in the space of (J1/J2 < 0, 0 ≤ ∆ ≤ 1), where
κˆzj+1/2 = (Sˆj × Sˆj+1)z , (3)
and Avej denotes a spatial average only over N/2 spins
located at the center of the whole chain, which is re-
quired for excluding the effects of the boundaries. (See
Appendix A for details on how it works.) The gapless
VC phase is eventually taken place by the Haldane dimer
(D+) phase as the SU(2)-symmetric line (∆ = 1) is ap-
proached. In this D+ phase, two dimer ordering am-
plitudes Avej〈Dˆx,yj 〉 and Avej〈Dˆzj 〉 have the same sign.
There are also narrow intermediate phases, i.e., a VCD+
phase where the VC order coexists with the Haldane
dimer order and a VCD− phase where the VC order co-
exists with the even-parity dimer order. Actually, it has
been shown in Ref. 23 that the VCD+ phase appears
only inside the red shaded area in Fig. 1 (b), though its
detection is beyond the current numerical accuracy.
A small bond alternation δ 6= 0 narrows the VC or-
dered region, and endows an energy gap in spin exci-
tations in an otherwise gapless VC phase, yielding the
two VC dimer (VCD+ and VCD−) phases, as shown in
Fig. 1 (c) and (d) for δ = 0.02 and 0.04, respectively.
It is noteworthy that two distinct VC dimer phases, de-
noted as VCD+ and VCD−, are separated by a boundary
at which the energy gap is closed. This gapless phase
boundary either occurs at a line or form a stable gapless
VC dimer phase with only the x, y-component dimer or-
dering amplitudes in a very narrow region as shown with
black shades in Fig. 1 (c) and (d).
B. Correlation functions
To identify the phases shown in Fig. 1 (b)-(d), we have
examined string, VC, dimer, and (staggered) spin corre-
lation functions,
C
(Ozℓ )
N (2r) = Avej〈Oˆz2j+ℓ,2j+ℓ+2r〉 (ℓ = 1, 2),
C
(κz)
N (r) = Avej〈κˆzj+1/2κˆzj+1/2+r〉,
C
(Dµ)
N (r) = Avej〈Dˆµj Dˆµj+r〉 (µ = x, y, z),
C
(Sµ)
N (r) = (−1)rAvej〈Sˆµj Sˆµj+r〉 (µ = x, y, z), (4)
with the nonlocal string operator37–42
Oˆzj,j+2r = −(Sˆzj + Sˆzj+1) exp(iπ
2r−1∑
k=2
Sˆzj+k)
× (Sˆzj+2r + Sˆzj+2r+1). (5)
Note that two string order parameters limr→∞ C
(Ozℓ )
N (2r)
with ℓ = 1, 2 give useful probes of two distinct dimer
structures;
lim
r→∞
C
(Oz2)
N (2r) > 0, limr→∞
C
(Oz1)
N (2r) = 0 (D−, VCD−),
lim
r→∞
C
(Oz2 )
N (2r) = 0, limr→∞
C
(Oz1)
N (2r) > 0 (D+, VCD+).
(6)
We have extensively performed DMRG calculations
and computed the correlation functions, while increas-
ing system size N up to N0 = 320. For each N , we have
checked the convergence of the results with increasing
number m of renormalized basis states. Throughout this
section, we show results obtained with m = 500. The re-
sults in the case of J1/J2 = −2.5 and δ = 0.02 are shown
for N ≤ N0 in Fig. 2: the spatial (r) dependences of
string, dimer, and VC correlation functions for N = N0
are in the left panels, the N dependence of these corre-
lation functions at a long distance rN = N/4 are in the
middle panels, and the r dependence of spin correlation
functions for N = N0 are in the right panels.
Figure 2 (a) shows the results for ∆ = 1, which is lo-
cated in the Haldane dimer (D+) phase
23,28. A string
correlation C
(Oz1 )
N (2r) and dimer correlations C
(Dx)
N (2r)
and C
(Dz)
N (2r) are saturated to finite values up to r ∼ 80
and N = N0 = 320, while the other string correlation
C
(Oz2 )
N (2r), the VC correlation C
(κz)
N (r), and the spin cor-
relations C
(Sx)
N (r) and C
(Sz)
N (r) decay exponentially to
zero with increasing r (left and right panels). The sat-
uration of a string correlation C
(Oz2 )
N (2r) and dimer cor-
relations C
(Dx)
N (2r) and C
(Dz)
N (2r) and the exponential
decay of the VC correlation C
(κz)
N (r) can also be con-
firmed by their behaviors at r = N/4 with increasing N
(the middle panels). We have also checked 〈Dˆzj 〉〈Dˆxj 〉 > 0
holds for j away from the boundary region (Fig. 3 (a)), as
is strictly required by the SU(2) symmetry. This relation
holds even away from the SU(2)-symmetric case ∆ = 1.
All the above properties are exclusively consistent with
the Haldane dimer (D+) phase.
One can see a growth of the VC correlation with de-
creasing ∆ from 1 to 0.92, approaching a phase transi-
tion to the VCD+ phase. The VC correlation is indeed
almost critical for ∆ = 0.92, while the other properties
do not change qualitatively except that the SU(2) sym-
metry is lost, as shown in Fig. 2 (b): it almost shows a
power-law decay as is clear from both the left and the
middle panels. In fact, the string correlation C
(Oz1 )
N (2r)
and dimer correlations C
(Dx)
N (2r) and C
(Dz)
N (2r) remain
long-range for ∆ = 0.914, as shown in Fig. 2 (c). The na-
ture of the dimer order is the same as in the D+ phase:
〈Dˆzj 〉〈Dˆxj 〉 > 0 holds for j away from the boundary re-
gions. (See Fig. 3 (a)). These findings indicate that the
∆ = 0.914 case is located inside the VCD+ phase. Since
the z-component dimer correlation at a distance rN0 = 80
for N = N0 = 320 decreases by a factor of 3.1 with de-
creasing ∆ from 1 to 0.914, the energy gap in the inplane
spin excitation is reduced. Accordingly, the inplane spin
410
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FIG. 2: (Color online) Correlation functions C
(α)
N (r) for (a) ∆ = 1.00 in the Haldane dimer (D+) phase, (b) ∆ = 0.92 near the
boundary between D+ phase and VCD+ phase, (c) ∆ = 0.914 in the VCD+ phase, (d) ∆ = 0.88 near the boundary between
VCD+ phase and VCD− phase or in a very narrow gapless VCD0 phase, (e) ∆ = 0.80 in the VCD− phase, and (f) ∆ = 0.70 in
the even-parity dimer (D
−
) phase in the case of J1/J2 = −2.5 and δ = 0.02. The left and middle subpanels of (a)-(e) show the
spatial decays of C
(α)
N0
(r) with N0 = 320 and the N dependence of C
(α)
N (rN) with rN = N/4 for N = 80, 112, 160, 224 and 320,
respectively (C
(Oz1)
N (r) :©, C
(Oz2)
N (r) : ♦, C
(κz)
N (r) : , C
(Dz)
N (r) : △, C
(Dx)
N (r) : ▽). The right subpanels show the spatial decay
of spin correlation functions (C
(Sz)
N (r) : +, C
(Sx)
N (r) : ×). The results are obtained with m = 500, and are almost unchanged
within the symbol size by taking m = 300. For a guide to the eyes, the cubic-spline interpolated curve is plotted for each
correlation function.
5correlation length becomes longer than or comparable to
rN0 = 80, as we see in the right panel.
Further decreasing ∆, we find a minimum in the mag-
nitude of the z-component dimer correlation around ∆ =
0.88, as shown in Fig. 2 (d). In this case, the two string
correlation functions and the z-component dimer corre-
lation function all almost show a power-law decay, while
the VC correlation and the x-component dimer corre-
lation remain long-range (left and middle panels). The
inplane spin correlation is also consistent with the almost
gapless feature (right panel).
This gapless feature around ∆ = 0.88 actually signals
a phase transition from the VCD+ phase to a VCD−
phase. This transition may occur either directly or in a
narrow but finite region of a gapless VC dimer (VCD0)
phase with only x, y-component dimer correlations being
long-range. Figure 2 (e) indicates that for ∆ = 0.80, a
long-range nature of the longitudinal dimer correlation
is recovered but with a reversal of the relative sign of
the dimer order parameters, so that 〈Dˆzj 〉〈Dˆxj 〉 < 0. Ac-
cordingly, the string correlation C
(Oz2 )
N (r) becomes long-
range with a larger order parameter amplitude than in
the case of ∆ = 1, while the other one C
(Oz1)
N (r) becomes
short-range, showing an exponential decay. The VC cor-
relation remains long-range. (See the left and middle
panels.) However, the inplane spin correlation still has a
long correlation length (right panel).
Further decreasing ∆ to 0.70, the system is now in the
even-parity dimer (D−) phase. As shown in Fig. 2 (f),
the VC correlation eventually shows an exponential de-
cay and becomes short-range, while the long-range nature
of the dimer correlations remain the same as in the case
of ∆ = 0.80, but with even larger order parameter am-
plitudes (left and middle panels). Accordingly, the spin
correlations are clearly all short-range (right panel).
C. Order parameters
The emergence of the VC LRO is also indicated by
an observation of the order parameter Avej〈κˆzj+1/2〉 with
the technique developed by Okunishi43. Order param-
eters for J1/J2 = −2.5 and δ = 0.02 in the thermody-
namic limit are shown in Fig. 3 (a), where all the plot-
ted symbols are obtained by linearly extrapolating the
data for N = 224 and 320 to 1/N → 0 as exemplified
in Fig. 3 (b-e). The VC order parameter steeply de-
cays near the D−-VCD− phase boundary (∆D−-VCD−)
and the D+-VCD+ phase boundary (∆D+-VCD+). From
a careful analysis given in Appendix B, it has been found
that the critical points are located at ∆D−-VCD− ≃ 0.709
and ∆D+-VCD+ ≃ 0.918. Namely, we can conclude
Avej〈κˆzj+1/2〉 is finite for 0.709 < ∆ < 0.918, indi-
cating a VC LRO in this region. The sign change in
the z-component dimer order parameter relative to the
x-component can also be clearly seen at ∆ ≃ 0.88:
Avej〈Dˆxj 〉Avej〈Dˆzj 〉 is positive for ∆ & 0.88 while it is
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FIG. 3: (Color online) (a) Bulk order parameters
Avej〈κˆ
z
j+1/2〉, Avej〈Dˆ
x
j 〉, and Avej〈Dˆ
z
j 〉 extrapolated to N →
∞ for J1/J2 = −2.5 and δ = 0.02. See the text for the broken
lines and the gray line. (b-e) Order parameters for N = 80,
112, 160, 224, and 320. The order parameters in the bulk
limit are estimated by a linear extrapolation of the data for
N = 224 and 320. The error bars in the panel (a) are chosen
to be the difference between the data for N = 320 and the
extrapolated value. All the results are obtained with m = 500
and are unchanged by taking m = 400 within the symbol size.
negative for ∆ . 0.88. These observations are fully
consistent with the behavior of the correlation functions
(Fig. 2) and the phase diagram (Fig. 1 (c)), which we
have already explained in Sec. II B.
It might be possible that the z-component dimer or-
der parameter Avej〈Dˆzj 〉 vanishes in an extended region,
yielding a finite gapless VCD0 phase. From the accu-
racy of the extrapolation, we can safely conclude that
the gapless VCD0 state does not extend outside the re-
gion of 0.879 ≤ ∆ ≤ 0.883 (shown with a gray line in
Fig. 3 (a)) or just appears at a single point. This region
for a gapless VCD0 state is also consistent with the re-
sults found from the behavior of z-component of dimer
correlations discussed in Sec. II B.
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FIG. 4: (Color online) (a) Finite size dependence of c˜ around
the D
−
-VCD
−
boundary (∆D−-VCD−) for J1/J2 = −2.5 and
δ = 0.02 (m = 500). (b) The peak position ∆˜D−-VCD− of
c˜ versus 1/N are open squares. The filled symbol represents
∆D−-VCD− determined from Fig. 3 (a). (c) Finite size depen-
dence of c˜ at the criticality ∆D−-VCD− . The gray lines are a
guide to the eyes.
D. Central charge
A criticality in the phase diagram can also be probed
through the von Neumann entanglement entropy of the
right or left half of the spin chain, SvN = −TrA[ρA log ρA]
with ρA being a reduced density matrix of either half.
It scales with c6 log
ξ
π + S0 around a criticality or with
c
6 log
N
π + S0 at the criticality for N → ∞, where c is
a central charge of the associated conformal field the-
ory, ξ is the relevant correlation length, and S0 is a non-
universal constant44,45. Actually, the entanglement en-
tropy depends on the position at which the system is split
into two. In particular, at criticality, it behaves as
SA(N, ℓ) =
c˜
6
log
[
N
π
sin
πℓ
N
]
+ S0, (7)
in the open boundary condition45, where ℓ is the number
of spins involved in either side of two split subsystems.
The coefficient c˜ asymptotically approaches the central
charge c for the criticality as N → ∞. Note that SvN
is equal to SA of ℓ = N/2. On the other hand, in an
off-critical region where the longest length scale or corre-
lation length ξ of the system is finite, the entropy SA be-
comes saturated and thus c˜ should decay to zero as ℓ and
N increase much larger than ξ. First, we fit the numerical
results of SA(N, ℓ) at ℓ = N/2−18, N/2−16, · · · , N/2 to
Eq. (7) with two adjustable parameters c˜ and S0 for each
N . Note that the spin chain is split into two at a weak
bond in this case. The fitting procedure is found to be
successful around the D−-VCD− boundary. The result
obtained for c˜ is shown in Fig. 4 (a). Pursuing the peak
position in c˜ up to N = 320, it is clear from Fig. 4 (b)
that it is extrapolated to the almost same critical value
∆D−-VCD− ≃ 0.709 as we obtained by analyzing the VC
order parameter in Sec. II C. (See also Appendix B.)
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FIG. 5: (a) Schematic picture of the staggered scalar spin chi-
rality and (b) phase diagram of Hˆδxxz + Hˆssc around ∆ = 0.7
for J1/J2 = −2.5 and δ = 0.02. The number m of renormal-
ized basis state in the DMRG method is 300.
Then, we can see that the value of c˜ for the critical
∆ reasonably converges to the value 1/2 of the Ising
universality class from Fig. 4 (c). These analyses are
not successful around 0.85 ≤ ∆ ≤ 0.95, which includes
VCD−-VCD0, VCD0-VCD+, and D+-VCD+ boundaries.
It is because the system size is too small to discuss the
critical properties in this region.
III. LOW-FIELD CASE WITHOUT
MAGNETIZATION: STAGGERED SCALAR
CHIRAL INTERACTION
Now, we turn on the magnetic field h along the z
direction. The leading h-linear term with respect to
the number of spins involved is, of course, the Zeeman
term HˆZ = −h
∑
j Sˆ
z
j and the next-to-leading is a field-
induced ring-exchange interaction47,48,
Hˆssc = gh
∑
j
(Sˆ2j−1−Sˆ2j+2) · Sˆ2j × Sˆ2j+1. (8)
where g is a linearized coupling constant proportional
to a magnetic flux penetrating the triangle formed by
three sites involved. The sign of the flux alternates every
other triangle, as shown in Fig. 5 (a), and hence it is
proportional to the staggered scalar spin chirality. When
the ground state has an energy gap as in the D± and
VCD± phases, however, HˆZ does not play any role at a
much smaller Zeeman field than the energy gap. At such
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FIG. 6: (Color online) Correlation functions C
(α)
N (r) for (a) ∆ = 0.712, gh = 0.00 in the VCD− phase, (b) ∆ = 0.712,
gh = 0.30 in the VCND phase, and (c) ∆ = 0.702, gh = 0.06 in the D
−
phase. The left and middle subpanels of (a)-(c) show
the spatial decays of C
(α)
N0
(r) with N0 = 320 and the N dependence of C
(α)
N (rN) with rN = N/4 for N = 80, 112, 160, 224 and
320, respectively (C
(Oz1)
N (r) :©, C
(Oz2 )
N (r) : ♦, C
(κz)
N (r) : , C
(Dz)
N (r) : △, C
(Dx)
N (r) : ▽). The right subpanels show the spatial
decay of spin correlation functions (C
(Sz)
N (r) : +, C
(Sx)
N (r) : ×). The results are obtained by taking m = 300.
low field, only this staggered scalar chiral interaction Hˆssc
gives a nonvanishing contribution. In this respect, it is
useful to consider its roles.
Now we tackle a phase diagram of Hˆδxxz + Hˆssc in
the space of ∆ and gh near the zero-field (h = 0) D−-
VCD− phase boundary ∆D−-VCD− ≃ 0.709 with other
parameters being the same as in the previous sections,
J1/J2 = −2.5 and δ = 0.02. The results are summa-
rized in Fig. 5 (b). The phase boundary has been de-
termined in the same manner as in Fig. 1, namely, on a
basis of long-range behaviors of the correlation functions
as shown in Fig. 6.
For a reference, we show in Fig. 6 (a) the correlation
functions in the gh = 0 case, namely, without Hˆssc, for
∆ = 0.712, which is located in the VCD− phase but
nearly on the verge (Fig. 5 (b)). While the VC and two
dimer correlations are long-range from both the r depen-
dence with N = 320 being fixed and the N dependence
at r = rN = N/4, spin correlations clearly decay ex-
ponentially. However, as soon as we turn on gh, the
z-component staggered spin correlation C
(Sz)
N (r) grows
and appears to become long-range at least for gh = 0.30,
as shown in Fig. 5 (b), indicating an emergence of the
Neel LRO. It is also clear that the VC correlation Cκ
z
N (r)
is long-range. The dimer correlations CD
µ
N (r) remain to
be long-range and Avej〈Dˆxj 〉Avej〈Dˆzj 〉 < 0 holds (not
shown). Thus, it is a coexistent phase of VC, Neel, and
dimer orders, which is dubbed a VC Neel dimer (VCND)
phase.
Once the Neel LRO emergences, the both string corre-
lations limr→∞ C
(Oz1 )
N (2r) and limr→∞ C
(Oz2 )
N (2r) become
long-range, as shown in Fig. 5 (b). Actually, allowing for
the Neel LRO, the two dimer D± phases are topologically
connected. Namely, we cannot make any topological dis-
tinction from the sign of Avej〈Dˆxj 〉Avej〈Dˆzj 〉 within the
VCND phase. This reflects that the absence of the Neel
LRO is one of the symmetries that protect the distinction
between the D+ and D− phases in the sense of symmetry-
protected topological phases. More precisely, this order
breaks not only the time-reversal symmetry but also the
8invariance under the D2 spin rotation about an axis in
the xy plane, which is required to having a nontrivial
SPT in our model. A topological distinction will also
be possible between the VCD+ and VCD− phases which
have a distinct nonzero string order parameter, as de-
scribed by Eq. (6). (At the moment, we do not know the
local unitary transformation from one phase to the other
and it is left for future study.)
In the VCND phase, the Neel order parameter is ex-
tremely small and comparable to 10−2 for gh = 0.30.
It naturally becomes undetectably small for gh < 0.30.
Therefore, it is practically not possible to determine the
VCD−-VCND phase boundary from our numerics. We
will see later in Sec. IV, however, that the Neel order pa-
rameter is linearly coupled to the VC through the field-
induced staggered scalar chiral interaction Hˆssc and thus
induced by an infinitesimally small gh if we start from
the VCD± phase. In effects, both of the time-reversal
and the parity symmetries are spontaneously broken, but
their product is fixed by Hˆssc.
On the other hand, the D− phase is stable against the
staggered scalar chiral interaction Hˆssc, and it extends up
to finite gh. Figure 6 (c) shows correlation functions for
gh = 0.06 and ∆ = 0.702. The VC correlation and spin
correlations all remain to be short-range. With further
increasing gh, the system eventually enters the VCND
phase, as shown in Fig. 5.
Finally, we briefly mention effects of Hˆssc around the
D+-VCD+ phase boundary, i.e., ∆D+-VCD+ ≃ 0.918 for
J1/J2 = −2.5 and δ = 0.02. The VC LRO in the VCD+
phase at gh = 0 is stable at least up to a moderately
large value of gh but is also accompanied by the Neel
LRO, realizing the VCND phase, as in the case of starting
from the VCD− phase. However, even though we start
from the D+ phase and increase the coupling constant
gh of the staggered scalar chiral interaction Hˆssc, the VC
correlation does not become long-range (not shown), in
contrast to the case of starting from the D− phase.
IV. ABELIAN BOSONIZATION ANALYSIS
To gain a more insight on the gapped VC phases, we
now perform an Abelian bosonization analysis of the to-
tal Hamiltonian Hˆδxxz + Hˆssc + HˆZ . We start with the
bosonized form of the Hamiltonian density for two anti-
ferromagnetic (J2 > 0) spin chains coupled in a zigzag
manner with J1 at zero Zeeman field but with a bond
alternation δ > 0 and a finite staggered scalar chiral in-
teraction gh > 0,
H =
∑
ν=±
vν
2
[
Kν(∂xθν)
2 +K−1ν (∂xφν)
2
]
− γ1 cos
√
4πφ+ cos
√
4πθ− + γtw(∂xθ+) sin
√
4πθ−
+
∑
ν=±
γν,−νtw (∂xφν) sin
√
4πφ−ν
− γxyδ cos
√
4πθ− −
∑
ν=±
γzνδ cos
√
4πφν
− γssc(∂xφ−) sin
√
4πθ− − γ′ssc
∑
ν=±
ν(∂xφ−ν)(∂xθν).
(9)
We have introduced the bosonic fields θ± = (θ1±θ2)/
√
2
and φ± = (φ1 ± φ2)/
√
2 satisfying the commutation re-
lation [φn(x), θn′ (x
′)] = iδn,n′Y (x − x′) with Y (x) = 0
(x < 0), 1/2 (x = 0), and 1 (x > 0). They are related to
the spins through
Sz2j+n =
a√
2π
∂xφn(xn) + (−1)jA1 cos(
√
2πφn(xn)) + . . . ,
(10)
S+2j+n = e
i
√
2πθn(xn)
[
(−1)jB0 +B1 cos(
√
2πφn(xn)) + . . .
]
,
(11)
with ∆-dependent non-universal constants, A1, B0, B1
(Refs. 49,50) and the lattice constant a. The velocities
v± and the Tomonaga-Luttinger liquid parameters K±
for the channel ± and the bare coupling constants γ’s
take the following values;
v± ≈ v
(
1± KJ1∆a
2πv
)
, v =
π
√
1−∆2
2 arccos∆
J2a,
K± ≈ K
(
1∓ KJ1∆a
2πv
)
, K = [1− (1/π) arccos∆]−1 ,
γ1 = B
2
1J1/a, γtw =
√
πJ1B
2
0 , γ
±,∓
tw =
√
πA21J1∆/2,
γxyδ = −2B20J1δ/a, γz±δ = −A21J1∆δ/a,
γssc = 2
√
πB20gh, γ
′
ssc = (B
2
0 +B
2
1/2)agh. (12)
Note the discrepancy from the result on Hˆssc in Ref. 47,
which included a relevant symmetry-forbidden term sim-
ply proportional to sin
√
4πθ−.
It has been shown that in the case of δ = 0 (γxyδ =
γz±δ = 0) and g = 0 (γssc = γ
′
ssc = 0), the gapless chi-
ral phase can appear as the coupling constant γtw grows
on the renormalization group flow for a certain range of
J1/J2 < 0 and 0 < ∆ < 1 [Refs. 10,23]. The bond alter-
nation of J1 immediately locks the field
√
4πφ+ to either
0 or π depending on the sign of J1δ and uniformly shifts
the locking position of
√
4πθ− from ±π/2, since it pro-
vides relevant interactions with the coupling constants
γxyδ and γ
z+
δ . This yields a coexistence of the vector-
chiral and dimer orders characterized by 〈sin√4πθ−〉 6= 0
and (〈cos√4πθ−〉, 〈cos
√
4πφ+〉) 6= 0, respectively, while
9the Neel LRO is absent, i.e., 〈∂xφ−〉 = 〈sin
√
4πφ+〉 = 0.
As far as the fields are locked, we can rely on a mean-field
approximation to decouple the ± sectors10,23. Then, the
Hamiltonian density is written as H ≈ H0 + H+ + H−
with
H0 = γ1〈cos
√
4πφ+〉〈cos
√
4πθ−〉+ γtwQθ+〈sin
√
4πθ−〉
+ γ−+tw Qφ−〈sin
√
4πφ+〉
−
[
γssc〈sin
√
4πθ−〉 − γ′sscQθ+
]
Qφ− , (13)
H+ = v+
2
[
K+((∂xθ˜+)
2 −Q2θ+) +K−1+ (∂xφ+)2
]
− (γz+δ + γ1〈cos
√
4πθ−〉) cos
√
4πφ+
− γ−+tw Qφ− sin
√
4πφ+, (14)
H− = v−
2
[
K−(∂xθ−)2 +K−1− ((∂xφ˜−)
2 −Q2φ−)
]
− (γxyδ + γ1〈cos
√
4πφ+〉) cos
√
4πθ−
− (γtwQθ+ − γsscQφ−) sin
√
4πθ−, (15)
with θ˜+ = θ+ +Qθ+x and φ˜− = φ− +Qφ−x, where
Qθ+ =
γtwv− − γsscγ′sscK−
v+v−K+ − γ′2sscK−
〈sin
√
4πθ−〉
+
γ′sscK−γ
−+
tw
v+v−K+ − γ′2sscK−
〈sin
√
4πφ+〉, (16)
Qφ− =
K−
v−
[
γtwγ
′
ssc − γsscv+K+
v+K+ − γ′2sscK−/v−
〈sin
√
4πθ−〉
+
v+K+γ
−+
tw
v+K+ − γ′2sscK−/v−
〈sin
√
4πφ+〉
]
. (17)
Note that H± can be solved to give
{
〈sin√4πφ+〉
〈cos√4πφ+〉
}
=
C(K+)
v+/a2
{
γ−+tw Qφ−
(γz+δ + γ1〈cos
√
4πθ−〉)
}(
a2
v+
√
(γz+δ + γ1〈cos
√
4πθ−〉)2 + (γ−+tw )2Q2φ−
)− 2(K−1+ −1)
2K
−1
+
−1
,
(18){
〈sin√4πθ−〉
〈cos√4πθ−〉
}
=
C(K−1− )
v−/a2
{
γtwQθ+ − γsscQφ−
(γxyδ + γ1〈cos
√
4πφ+〉)
}(
a2
v−
√
(γxyδ + γ1〈cos
√
4πφ+〉)2 + (γtwQθ+ − γsscQφ−)2
)− 2(K−−1)2K
−
−1
,
(19)
with C(β) being the nonuniversal constant in the solution
to the sine-Gordon model49, where we have exploited the
fact that the locking positions 〈φ+〉 and 〈θ−〉 of φ+ and
θ−, respectively, are given through
sin
√
4π〈φ+〉 = F
(
γ−+tw Qφ− , γ
z+
δ + γ1〈cos
√
4πθ−〉
)
,
cos
√
4π〈φ+〉 = F
(
γz+δ + γ1〈cos
√
4πθ−〉, γ−+tw Qφ−
)
,
sin
√
4π〈θ−〉 = F
(
γtwQθ+ − γsscQφ− , γxyδ + γ1〈cos
√
4πφ+〉
)
,
cos
√
4π〈θ−〉 = F
(
γxyδ + γ1〈cos
√
4πφ+〉, γtwQθ+ − γsscQφ−
)
,
(20)
with F (x, y) = x/
√
x2 + y2. Equations (16), (17), (18),
and (19) are solved self-consistently to get the solu-
tion within the mean-field decoupling approximation of
(θ+, φ+) and (θ−, φ−) modes.
A. A transition between VCD+ and VCD− phases
Let us consider the case without the staggered scalar
chiral interaction, i.e., γssc = γ
′
ssc = 0. Then, introducing
a function Θ(y) = y for y ∈ [−1, 1] and sgn(y) otherwise,
we obtain
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cos
√
4π〈φ+〉0 = Θ

γz+δ + γ1〈cos
√
4πθ−〉0
v+/a2
[
C(K+)K−
(γ−+tw )
2
v+v−/a2
]− 2K−1+ −1
2(K
−1
+
−1)

 ,
Qφ−
γ−+tw
= 〈sin
√
4πφ+〉0 = ±C(K+)
[
C(K+)K−
(γ−+tw )
2
v+v−/a2
] 1
2(K
−1
+
−1)
√
1− cos2
√
4π〈φ+〉0,
〈cos
√
4πφ+〉0 = C(K+)
(
γz+δ + γ1〈cos
√
4πθ−〉0
v+/a2
) 1
2K
−1
+
−1 [
cos
√
4π〈φ+〉0
]1− 1
2K
−1
+
−1 ,
cos
√
4π〈θ−〉0 = Θ

γxyδ + γ1〈cos√4πφ+〉0
v−/a2
[
C(K−1− )K
−1
+
γ2tw
v+v−/a2
]− 2K−−12(K
−
−1)

 ,
Qθ−
γtw/v+K+
= 〈sin
√
4πθ−〉0 = ±C(K−1− )
[
C(K−1− )K
−1
+
γ2tw
v+v−/a2
] 1
2(K
−
−1)
√
1− cos2
√
4π〈θ−〉0,
〈cos
√
4πθ−〉0 = C(K−1− )
(
γxyδ + γ1〈cos
√
4πφ+〉0
v−/a2
) 1
2K
−
−1 [
cos
√
4π〈θ−〉0
]1− 12K
−
−1
. (21)
where 〈· · · 〉0 denotes the average taken for g = 0.
Suppose the system is in a gapped VC dimer (VCD±)
state, characterized by the absence of the Neel order,
i.e., Qφ− = 〈sin
√
4πφ+〉0 = 0, the presence of the VC
LRO, i.e., 〈sin√4πθ−〉0 > 0, and the presence of the z-
component dimer order, i.e., 〈cos√4πφ+〉0 6= 0. Then, it
requires the conditions
∣∣∣∣∣γ
z+
δ + γ1〈cos
√
4πθ−〉0
v+/a2
∣∣∣∣∣ ≥
[
C(K+)K−
(γ−+tw )
2
v+v−/a2
] 2K−1+ −1
2(K
−1
+
−1)
,
(22)
γxyδ + γ1〈cos
√
4πφ+〉0
v−/a2
<
[
C(K−1− )K
−1
+
γ2tw
v+v−/a2
] 2K−−1
2(K
−
−1)
,
(23)
K+ < 1, K− > 1. (24)
Furthermore, Eqs. (21) are reduced to
〈cos
√
4πφ+〉0 = C(K+)
(
γz+δ + γ1〈cos
√
4πθ−〉0
v+/a2
) 1
2K
−1
+
−1
,
(25)
〈cos
√
4πθ−〉0 = v+K+
γ2tw
(γxyδ + γ1〈cos
√
4πφ+〉0), (26)
〈sin
√
4πφ+〉0 = 0, (27)
〈sin
√
4πθ−〉0 = ±C(K−1− )
√√√√[ v+K+
C(K−1− )γ
2
tw
v−
a2
] 1
1−K
−
−
(
v+K+
C(K−1− )γ
2
tw
(γxyδ + γ1〈cos
√
4πφ+〉0)
)2
. (28)
The values of 〈cos√4πφ+〉 and 〈cos
√
4πθ−〉 are obtained
as the self-consistent solution to Eqs. (25) and (26).
Now, let us consider a transition from VCD+ to VCD−,
at which 〈cos√4πφ+〉 changes its sign. If we assume it is
a continuous transition, then Dz = Avej〈Dˆzj 〉 and thus
〈cos√4πφ+〉 must vanish at the transition, which occurs
as γz+δ + γ1〈cos
√
4πθ−〉 → 0. However, this violates
the condition for 〈sin√4πφ+〉 = 0, namely, Eq. (22),
unless K+ accidentally decays to unity in such a way
that Eq. (22) is always satisfied. Then, the following
four possible scenarios arise: If this accidental condition
is satisfied, then VCD+ and VCD− phases are separated
either (i) by a direct continuous transition at a single
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point or, more in general, (ii) by an extended area of a
gapless VCD0 phase, where the system becomes gapless
since φ+ is unlocked. Otherwise, (iii) it may happen
to induce the Neel order with Nz = Avej(−1)j〈Sˆzj 〉 ∝
〈sin√4πφ+〉 6= 0 at a single transition point where the
locking position
√
4π〈φ+〉 discontinuously jumps to π/2,
leading to Nz 6= 0 and Dz = 0. Or more in general, (iv)
the Neel dimer state extends to a finite region over which√
4π〈φ+〉 continuously changes from 0 to π or from π to
0, and the system remains gapped.
Our numerical calculations shown in Sec. II indicates
that around the VCD+-VCD− transition, i.e., around
∆ = 0.88 for J1/J2 = −2.5 and δ = 0.02, the
z-component dimer order parameter Dz vanishes and
changes the sign while the VC order and the inplane
dimer order remain finite. The correlation length for
C
(Sx)
N (r) grows longer than half the system size accord-
ingly, while that for C
(Sz)
N (r) decreases with decreasing
∆. Hence, the system is most likely gapless without the
Neel order in this region. This supports the scenario (i)
or (ii), although it is difficult to judge which the case is.
At least, the transition region is restricted to a quite nar-
row region, narrower than 0.879 ≤ ∆ ≤ 0.883, as shown
in Sec. II C.
B. Effects of the staggered scalar chiral interaction
on the vector-chiral dimer phases
The effect of the staggered scalar chiral interaction,
gh > 0, on the VC dimer phases is easily understood as
follows: We first assume that the conditions of Eqs. (22),
(23), and (24) hold at least for gh = 0. Then, we ex-
pand the self-consistent equations of the mean-field de-
coupling approximation, Eqs. (16), (17), (18), and (19),
up to the linear order in g (thus in γssc and γ
′
ssc) around
the solution at g = 0, Eqs. (25), (26), (27), and (28). In
particular, Eqs. (16) and (17) are written as
Qθ+ =
γtw
v+K+
[
〈sin
√
4πθ−〉0 + 〈sin
√
4πθ−〉1
]
+ · · · ,
(29)
Qφ− =
K−
v−
(
γtwγ
′
ssc
v+K+
− γssc
)
〈sin
√
4πθ−〉0
+
γ−+tw K−
v−
〈sin
√
4πφ+〉1 + · · · , (30)
where 〈· · · 〉1 denotes the average in the linear order in g.
〈sin√4πφ+〉1 can be obtained as the following nonvan-
ishing expression by plugging Eq. (30) into Eq. (18) and
subsequently expanding the equation in terms of gh;
〈sin
√
4πφ+〉1 =
(
γtwγ
′
ssc
v+K+
− γssc
)
〈sin
√
4πθ−〉0

 v+v−
C(K+)K−γ−+tw a2
(
a2
v+
∣∣∣γz+δ + γ1〈cos√4πθ−〉∣∣∣
) 2(K−1+ −1)
2K
−1
+
−1 − γ−+tw


−1
.
(31)
Note that Nz ∝ Qφ− ∝ 〈sin
√
4πφ+〉. This confirms
that the Neel order is induced by turning on an infinites-
imally small coupling constant gh of the staggered scalar
chiral interaction if we start from the VC dimer (VCD±)
phases.
V. THE CASE AT MODERATELY LARGE
MAGNETIC FIELD: ZEEMAN INTERACTION
At a moderately large magnetic field, the Zeeman field
can be comparable to or larger than the zero-field energy
gap and induce a finite magnetization. Then, we need
to consider the total Hamiltonian Hˆδxxz + Hˆssc + HˆZ .
In particular, we focus on the parameter region in the
vicinity of the zero-field D−-VCD− phase boundary, i.e.,
∆D−-VCD− ≃ 0.709 for J1/J2 = −2.5 and δ = 0.02 (see
Fig. 3 (a)). The results on the phase diagram are sum-
marized in Fig. 8. The emergence of a uniform magne-
tization has been probed by carefully examining a level
crossing of E0 and E1 as a function of the field h, where
En represents the lowest energy level with the eigenvalue
Sˆztot = n. Namely, for a given value of g, we obtain as a
function of N the threshold field value h˜c beyond which
the energy level difference E1−E0 becomes negative, and
subsequently extrapolate h˜c into N →∞, as exemplified
in Fig. 7 (a) and (b), respectively. The critical value hc
roughly corresponds to the energy gap of the zero-field
ground state. (See also Fig. 7 (a)). Note that in the re-
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FIG. 7: (Color online) (a) Energy difference between lowest-
energy of Sztot = 1 (E1) and S
z
tot = 0 (E0). Interpolation
curves of E1 − E0 as function of h are the cubic spline. The
level cross point, namely E1−E0 = 0, is represented by h˜c. (b)
Finite-size dependence of h˜c. The finite-size data are naively
extrapolated to hc ≃ 0.0459 as N →∞ using the polynomial
function.
gion we studied, either E0 or E1 gives the ground-state
energy.
If we apply the magnetic field to the zero-field VCD−
ground state, namely, for ∆D−-VCD− ≃ 0.709 in the case
of J1/J2 = −2.5 and δ = 0.02, it acquires the Neel LRO
as soon as we turn on the field, because of the staggered
scalar chiral interaction, as already shown in Sec. IV. It
yields the VCND phase at low field h. With increasing
field h, the Sˆztot eigenvalue of the ground state changes
from 0 to 1, as shown for ∆ = 0.710 in Fig. 8 (a), signaling
an onset of a finite uniform magnetization.
On the other hand, the D− ground state is stable up
to a certain magnetic field shown in Fig. 8 (b) and (c)
for ∆ = 0.708 and 0.706, respectively. The VCND phase
also appears in the phase diagram but only at a finite
magnetic field h for large g. Decreasing ∆ from the zero-
field D−-VCD− phase boundary ∆D−-VCD− narrows the
VCND phase in the space of h and 1/g.
We have also performed DMRG calculations for ∆ >
∆D+-VCD+ for the same set of parameters J1/J2 = −2.5
and δ = 0.02, which fall into the Haldane dimer (D+)
phase. However, in any Sˆztot ground state, the VC-Neel
LRO induced by the staggered scalar chiral interaction
does not appear.
Ground-state properties of the phase with a finite uni-
form magnetization are beyond the scope of this pa-
per. It is most natural that it is a gapless VCND0
phase where the x, y-component dimer order parameter
remains finite but the z-component vanishes, and that
the Neel order parameter vanishes in the limit of v → 0.
Then, the phase is characterized in terms of the follow-
ing properties of the bosonized fields defined in Sec. IV:
The θ− field is locked with an incommensurate value of
〈√4πθ−〉 so that both Avej〈κzj+1/2〉 ∝ 〈sin
√
4πθ−〉 and
Avej〈Dˆxj 〉 ∝ 〈cos
√
4πθ−〉 are nonzero. The (θ+, φ+) sec-
tor is unlocked with finite values of the magnetization
〈Sˆztot〉 ∝ 〈∂xφ+〉 and the incommensurability 〈∂θ+〉 of a
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FIG. 8: Phase diagram of low magnetic field region for
Hˆδxxz + Hˆssc + HˆZ at J1/J2 = −2.5, δ = 0.02: (a) ∆ = 0.71,
(b) ∆ = 0.708, and (c) ∆ = 0.706. The broken lines be-
tween VCD
−
and D
−
in (b) and (c) represent gh = 0.16 and
0.22, respectively, which are the transition values as shown in
Fig. 5. The number of retain state m in the DMRG method
is 300.
quasi-LRO of inplane spin correlations.
VI. CONCLUSIONS AND REMARKS
We have investigated a J1-J2 frustrated XXZ spin-1/2
chain with the nearest-neighbor ferromagnetic exchange
coupling alternating in its magnitude as J1(1 ± δ). The
zero-field phase diagram in this case is modified from the
δ = 0 case as follows. (See Fig. 1.)
The vector-chiral (VC) LRO is reduced by a small δ,
though it does not completely disappear. In particu-
lar, we have observed a disappearance of the gapless VC
phase, which appears in a wide range of parameters ∆
13
and J1/J2 (J1 < 0, J2 > 0) for δ = 0 and should even-
tually evolve into a spin-spiral magnetic LRO in three
dimensions. It appears either at a single point or at
most only in a quite narrow region, which lies between
two gapped VC dimer VCD+ and VCD− phases. Here
the subscript ± denotes the relative sign of x, y- and
z-component dimer order parameters. The gapless VC
dimer VCD0 state appears only in a region where the z-
component dimer order happens to vanish upon the sign
reversal. Increasing ∆ from the VCD+ phase towards the
SU(2)-symmetric case ∆ = 1, it undergoes a phase tran-
sition beyond which the VC order parameter disappears
and the system is described as a Haldane dimer (D+)
phase. Similarly, decreasing ∆ from the VCD− phase to-
wards the U(1)-symmetric case ∆ = 0, the VC order also
eventually vanishes and the system enters the even-parity
dimer (D−) phase.
A large enough Zeeman field to close the spin gap in-
duces the gapless vector-chiral phase, as in the δ = 0
case23,30,31. However, the Zeeman term does not play
any role at smaller field strength as long as the mag-
netization vanishes. In this case, the staggered scalar
chiral interaction Hˆssc, namely, Eq. (8), due to the mag-
netic flux penetrating triangles formed by three nearby
spins47,48, is of primary importance. It can actually in-
duce a coexistent phase of the VC, Neel, and x, y- and
z-component dimer orders, i.e., the VCND phase. This
coexistence is readily realized when we start from the
VCD− phase or from the D− phase near the D−-VCD−
phase boundary. On the other hand, if we start from the
D+ phase on a more SU(2)-symmetric side, we do not
observe the VCND phase.
Finally, we address a possible relevance to experiments.
As we have mentioned in sec. I, it has been found that
Rb2Cu2Mo3O12 provides a unique case among quasi-one-
dimensional (Q1D) frustrated spin-1/2 systems based on
cuprates. It does not exhibit a spin-spiral LRO and the
associated ferroelectricity at zero magnetic field, unlike
many Q1D cuprates, but has an energy gap, of the order
of 0.2 meV, in spin excitations51. Applying the mag-
netic field, it does show a ferroelectricity although the
spin excitations remain gapped with nearly zero magne-
tization without a clear signal of spin-spiral LRO. These
novel experimental features can be understood in terms
of our theory, at least, at a qualitative level: First of all,
there exists a crystallographic dimerization in this com-
pound22. It is likely that at lower temperatures than the
spin gap, the magnitude of the dimerization is enhanced
by correlations, so that our choice of δ = 0.02 might be
within a practical range. Then, with easy-plane exchange
anisotropy, the system is readily located in the D− phase
but in a vicinity of the D−-VCD− phase boundary at
zero magnetic field. Therefore it is gapped and shows no
long-range or even quasi-long-range spin correlations, in
agreements with experiments. Turning on the magnetic
field, the staggered scalar chiral interaction first induces
the VC LRO accompanied by a Neel LRO whose ampli-
tude might be too tiny to detect experimentally. The
emergence of the VC LRO in a spin-gapped state is con-
sistent with the emergent ferroelectricity in the absence
of any spin-spiral magnetic LRO in experiments29. With
further increasing magnetic field, the Zeeman interaction
induces a finite magnetization most likely accompanied
by the VC LRO and incommensurate spin spiral quasi-
LRO, which also agrees with an anomaly in the dielectric
constant and the specific heat in a recent experiment51.
However, it is still not clear how to understand the phe-
nomenon at a quantitative level. The magnitude of the
scalar chiral interaction, which is required for elucidat-
ing the experiments quantitatively, depends on how close
to the D−-VCD− boundary the system is located. This
is still beyond the scope of this paper. The field-induced
ring-exchange interaction might work more effectively be-
tween two neighboring spin chains, though we only con-
sidered it within a single chain for simplicity. It is also
possible that the biquadratic Dzyaloshinskii-Moriya in-
teraction induced by transverse optical phonon modes52
might assist the emergence of the vector-chiral LRO13
with a smaller magnitude of the staggered scalar chiral
interaction. A direct observation of the emergence or
absence of the edge spin polarization at the edge in a
particular boundary configuration will be useful to ex-
perimentally address the issue of whether the zero-field
state is in the Haldane or even-parity dimer phase.
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Appendix A: Spatial averaging procedure for order
parameters
When we compute order parameters, the results may
show a spatial dependence, in particular, near the edges
in the open boundary condition. This open boundary ef-
fect extends up to the longest length scale ξ of the model,
e.g., spin correlation length. This can be eliminated by
taking the spatial averages of order parameters only over
a certain number L of spins in the middle of the spin
chain, unless ξ ≥ (N − L)/2. In Fig. 9, we show the L
dependence of order parameters for (a) ∆ = 0.8 and (b)
∆ = 0.91, where J1/J2 = −2.5, δ = 0.02, and N = 320.
We take the maximum difference within the central re-
gion of the length L as an error of the estimate. By
taking L = N/2, we can reduce the boundary effects as
much as possible while reserving a large enough number
of sites for averaging.
Appendix B: N →∞ extrapolation of the
vector-chirality order parameter near the criticalities
Here, we explain how we estimate the D−-VCD− and
D+-VCD+ critical points and interpolate the VC order
parameter near the criticalities, as shown with broken
curves in Fig. 3 (a).
Figure 10 (a) shows the VC order parameter versus
∆ for N up to 320 (J1/J2 = −2.5 and δ = 0.02). It
is clear that the region with Avej〈κˆzj+1/2〉 6= 0 becomes
wider with increasing N . In particular, ∆˜D−-VCD−(N),
defined as the valued of ∆ at which Avej〈κˆzj+1/2〉 de-
cays to zero with decreasing ∆ around the D−-VCD−
phase boundary, shifts to a smaller ∆. As shown in
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FIG. 9: Spatially averaged order parameters for (a) ∆ = 0.8
and (b) ∆ = 0.91, where J1/J2 = −2.5, δ = 0.02, N = 320
and m = 500. The parameter L represents the number of
sites over which the spatial average is taken.
Fig. 10 (b), ∆˜D−-VCD−(N) approaches the value 0.709
which defines the D−-VCD− critical point ∆D−-VCD− .
Actually, the central charge in the conformal field the-
ory at ∆D−-VCD− has been determined to be 1/2 in
Sec. II D, indicating the Ising criticality with the crit-
ical exponent β = 1/8. Therefore, we interpolated
∆ = ∆D−-VCD− with Avej〈κˆzj+1/2〉 = 0 and the clos-
est point with Avej〈κˆzj+1/2〉 6= 0 by a functional form of
a(∆−∆D−-VCD−)β with a being a nonuniversal constant.
Figure 10 (c) shows (Avej〈κˆzj+1/2〉)8 as a function of ∆
around ∆D+-VCD+ . The broken line represents the least-
square fit. This linear behavior of (Avej〈κˆzj+1/2〉)8 ∝
(∆D+-VCD+ −∆) suggests that this transition belong to
the Ising universality class. From the extrapolation to
N → ∞, we conclude the D+-VCD+ phase boundary is
located at ∆D+-VCD+ ≃ 0.918. This value of ∆D+-VCD+
reasonably agrees with 0.92, which is obtained from the
analysis of correlation functions shown in Fig. 2 of Sec.
II B.
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FIG. 10: (Color online) (a) Vector-chirality order parameter
Avej〈κˆ
z
j+1/2〉 for N up to 320 (J1/J2 = −2.5 and δ = 0.02).
(b) The N dependence of ∆˜D−-VCD− . The broken line repre-
sents a linear extrapolation of the two largest-N results. (c)
(Avej〈κˆ
z
j+1/2〉)
8 versus ∆ near the ∆D+-VCD+ phase bound-
ary. The broken line represents the least-square fit. All the
results are obtained with m = 500 and are unchanged within
the symbol size by taking m = 400.
