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 إقرار أصالة األطروحة
، الموقعة أدناه، طالبة دراسات علیا في جامعة اإلمارات العربیة المتحدة زینب مسعود عليأنا 
أقر رسمیا  ،"أحكام المسؤولیة القانونیة للروبوت الطبي " ومقدمة األطروحة الجامعیة بعنوان
 دكتورالستاذ األبأن ھذه األطروحة ھي العمل البحثي األصلي الذي قمت بإعداده تحت إشراف 
وأقر أیضا بأن ھذه األطروحة لم تقدم من قبل لنیل  .أسامة بدر، األستاذ الدكتور في كلیة القانون
تعنت بھا في ھذا درجة علمیة مماثلة من أي جامعة أخرى، علما بأن كل المصادر العلمیة التي اس
البحث قد تم توثیقھا واالستشھاد بھا بالطریقة المتفق علیھا. وأقر أیضا بعدم وجود أي تعارض 
محتمل مع مصالح المؤسسة التي أعمل فیھا بما یتعلق بإجراء البحث وجمع البیانات والتألیف 
 وعرض نتائج و/ أو نشر ھذه األطروحة.
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تعتبر الروبوتات الطبیة من أحدث تقنیات الذكاء االصطناعي، والتي یتم استخدامھا في 
العدید من المجاالت الطبیة كروبوتات الرعایة الصحیة التي تعتني بكبار السن أو المعاقین، 
الطبیة العدید  والروبوتات الجراحیة التي یتم استخدامھا في العملیات الجراحیة. وتثیر الروبوتات
من اإلشكالیات القانونیة، منھا ما یتعلق بالجوانب األخالقیة ومنھا ما یتعلق بالجوانب االجتماعیة، 
 والمسؤولیة عن األخطاء الطبیة التي تسببھا الروبوتات.
وعلیھ یسلط ھذا البحث الضوء على موضوع الروبوتات الطبیة، والنظام العام واإلطار 
ویعرض ھذا البحث لإلطار القانوني الحالي  .بوتات والمسؤولیة المترتبة علیھاالقانوني لھذه الرو
لروبوتات العنایة الصحیة والروبوتات الجراحیة، وإسقاطھا على قانون المسؤولیة الطبیة في دولة 
 اإلمارات، والبحث في الطبیعة القانونیة واألساس القانوني لھذه المسؤولیة.
تخدام الروبوتات الطبیة یثیر العدید من اإلشكالیات عند وتوصلت الباحثة إلى أن اس
إسقاطھا على قانون المسؤولیة الطبیة، خاصة فیما یتعلق األساس القانوني لھذه المسؤولیة 
وبحاالت اإلعفاء منھا، وتوصي الباحثة بالعدید من التوصیات فیما یتعلق بمسؤولیة الروبوتات 
طبیب عند استخدام الروبوتات الطبیة یجب أن یكون التزام الطبیة أھمھا النص على أن التزام ال
 بتحقیق نتیجة ولیس ببذل عنایة.
 روبوتات العنایة الصحیة، الروبوتات الجراحیة، المسؤولیة الطبیة. :كلمات البحث الرئیسیة
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 العنوان والملخص باللغة اإلنجلیزیة
Provisions of the Legal Responsibility of the Medical Robot 
Abstract 
The medical robots are considered as the most modern techniques in the 
artificial intelligence. They are used in various medical domains such as robotic 
health care which look after the disabled and elderly people. The medical surgery 
robots which are used for surgical operations, cause some legal issues, such as social, 
ethical and medical mistakes. 
This research will highlight the robotic surgery, the general system, the legal 
frame for those robots and the entailed responsibility. This research will illustrate the 
current legal frame for the medical health care robots and the robots which are used 
for surgical operations. The research will also focus on how the UAE low provides 
such medical responsibility and what are the basic legislations lied on. 
The researcher indicates that using medical robots cause many medical legal 
problems, especially when those issues are considered as legal medical cases and 
how exemption occur. The researcher recommends various recommendations related 
to the medical robot’s responsibilities. It focuses on the doctor’s commitment when 
he or she uses the medical robots, they must be reassured in advance that they will 
achieve a result, not merely efforts. 




بعد إتمام ھذا البحث، أحمد هللا تعالى وأشكره على فضلھ، إذ من علي ویسر لي أمري، 
 وأنار طریقي إلتمام ھذا الجھد المتواضع.
ومن واجب العرفان بالجمیل، أود أن أعبر عن أسمى عبارات الشكر والعرفان والتقدیر 
ألستاذ الفاضل/ األستاذ الدكتور أسامة بدر، بقبولھ اإلشراف على ھذا البحث بصدر رحب، ل
وحماسھ الشدید الذي انعكس علي، وعلى كل ما قدمھ من نصح وتوجیھات علمیة قیمة، التي كان 
 لھا األثر الواضح في إخراج ھذ البحث إلى ما ھو علیھ قالبا ومضمونا.
دیري لألساتذة الكرام، أعضاء لجنة المناقشة، الذین كما أود أن أعبر عن شكري وتق
تفضلوا بقبول مناقشة ھذا البحث، متشرفا بما یقدموه من مالحظات وآراء علمیة قیمة، تزید من 
 إثراء ھذا البحث.
كما ال یفوتني وأنا بصدد كتابة ھذه األسطر، أن أتقدم بجزیل الشكر واالمتنان لكل من 
 ة، وكل من أعطاني من وقتھ وجھده إلنجاز ھذا العمل.أمدني بید العون والمساعد











 ،، أبي الحبیب،إلى من أحمل اسمھ بكل فخر
 إلى منبع الحنان الصافي
 إلى من ال تغفى جفونھا حتى تغفى جفوني،،، أمي الغالیة
 وتعاقب السنین،،، زوجي الحبیبإلى من شاطرني الحیاة 
 إلى فلذة كبدي ونبض قلبي،،، أوالدي األحباء
 إلى دعائم قوتي وركائز عزتي،،، أخوتي وأخواتي األعزاء
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لم یعد الذكاء االصطناعي مجرد حلم یراود البعض أو ضرب من ضروب الخیال العلمي، 
ً و تتفوق علیھ أحیاناً بل أضحى حقیقة واقعیة تحظى بتطبیقات عدة تحاكي  الذكاء البشري حینا
كثیرة، و لعل أبرز ما یمیز برامج الذكاء االصطناعي عن غیرھا من البرامج األخرى ھو قدرتھا 
الفائقة على التعلم و اكتساب الخبرة و اتخاذ القرار باستقاللیة دون اإلشراف البشري المباشر، 
باط و التكیف مع البیئة المحیطة. و على الرغم من فضالً عن تمتعھا بمھارات التسبیب و االستن
المزایا العدیدة لتكنولوجیا الذكاء االصطناعي، إال أنھا تثیر العدید من التحدیات و بخاصة فیما 
یتعلق بمدى مالئمة التشریعات الحالیة و قدرتھا على استیعاب الخصائص الفریدة لھذه 
 كنولوجیا للمعاییر االخالقیة السائدة في المجتمع.التكنولوجیا، فضالً عن مدى مراعاة تلك الت
بناء علیھ، ال بد من إیجاد منظومة أخالقیة و قانونیة من شأنھا أن توفر مظلة آمنة 
الستخدامات الذكاء االصطناعي؛ ومواكبة المستجدات التقنیة ال سیما في مجال الذكاء 
نة قوامھا العدالة والشفافیة والمساءلة االصطناعي، األمر الذي من شأنھ أن یخلق بیئة معرفیة آم
لدى الجھات المعنیة بتطویر تطبیقات الذكاء االصطناعي. و ال ریب أن ذلك یتطلب تطویر 
القوانین ذات الصلة على نحو یحد من سیطرة اآللة و یتعامل مع مخاطرھا و یوجھ استخداماتھا 
 بما یعزز الصالح العام و یتفق مع أحكام القانون.
لروبوتات طریقھا إلى مجموعة متنوعة من المجاالت الصناعیة والتجاریة من فتحت ا
السبعینیات فصاعًدا، والتي بدأت تثبت أنھا مفیدة مالیًا خالل العقود القلیلة الماضیة في العدید من 
المجاالت، والتي تشمل أمثلة منھا أجھزة السیارات، والمركبات البحریة والمكانیة وتطبیقاتھا في 




تسبب الروبوتات الطبیة نقلة نوعیة في العالج، وتمت الموافقة علیھ من قبل إدارة الغذاء 
٪ من 80) الستخدامھ في فئات متعددة من العملیات، وتم استخدامھ في FDAوالدواء األمریكیة (
. إن النمو السریع في 2008عملیات استئصال البروستات الجذریة في الوالیات المتحدة عام 
الروبوتات الطبیة مدفوع بمجموعة من التحسینات التكنولوجیة، والتقدم في التصویر الطبي (دقة 
بول وزیادة ق ،أعلى، والتصویر بالرنین المغناطیسي، والموجات فوق الصوتیة ثالثیة األبعاد)
الطبیب الجراح والمریض كل من اإلجراءات التنظیریة والمساعدات المقدمة من الروبوت، كما 
كما ھو الحال في المراحل األولى ألي  ،یتم إنشاء استخدامات جدیدة للروبوتات الطبیة بانتظام
 ثورة تحركھا التكنولوجیا.
ناور متعدد الوظائف ، عرف معھد الروبوتات األمریكیة الروبوت بأنھ "م1979في عام 
قابل إلعادة البرمجة ومصمم لنقل المواد أو األجزاء أو األدوات أو غیرھا من األجھزة 
المتخصصة من خالل حركات مبرمجة متنوعة ألداء مجموعة متنوعة من المھام"، في ضوء ھذا 
الطبي  التعریف، تشمل الروبوتات الطبیة عدًدا من األجھزة المستخدمة في الجراحة والتدریب
والعالج التأھیلي واألطراف الصناعیة ومساعدة األشخاص ذوي اإلعاقة، ویستبعد ھذا التعریف 
األدوات بمھمة واحدة، وأي شيء ال یمكن نقلھ، واآللیات غیر القابلة للبرمجة. وكان التأثیر األكبر 
باألنسجة في  للروبوتات الطبیة في العملیات الجراحیة، سواء الجراحة اإلشعاعیة أو التالعب
غرفة العملیات، والتي یتم تحسینھا عن طریق الحركات الدقیقة لألدوات الالزمة. من خالل 
مساعدة الروبوت، یمكن تحسین النتائج الجراحیة وتقلیل إصابات المریض وتقلیل فترات اإلقامة 




ومع ذلك، بالنسبة للروبوتات الجراحیة، التي تشكل عضًوا رئیسیًا في عائلة الروبوتات 
الطبیة بأكملھا، فعادة ما تكون البیئة غیر منظمة ودینامیكیة للغایة، والتي على الرغم من مزایاھا، 
 تعرضھا للعدید من أوجھ القصور والعیوب.
الیوم تُستخدم األجھزة الروبوتیة الستبدال األطراف المفقودة، وإجراء العملیات الجراحیة 
الدقیقة، وتقدیم عالج إعادة التأھیل العصبي لمرضى السكتة الدماغیة، وتعلیم األطفال الذین یعانون 
 Robotد من صعوبات التعلم، وأداء عدد متزاید من المھام األخرى المتعلقة بالصحة. وفقًا لمعھ
Institute of America فإن الروبوت ھو "مناور متعدد الوظائف قابل إلعادة البرمجة مصمم ،
لنقل المواد أو األجزاء أو األدوات أو األجھزة المتخصصة من خالل حركات مبرمجة متنوعة 
ألداء مجموعة متنوعة من المھام"، في ضوء ھذا التعریف، تشمل الروبوتات الطبیة عدًدا من 
األجھزة المستخدمة في الجراحة والتدریب الطبي والعالج التأھیلي واألطراف الصناعیة ومساعدة 
 األشخاص ذوي اإلعاقة.
كان االستخدام األكثر شموالً للتكنولوجیا الروبوتیة للتطبیقات الطبیة في روبوتات إعادة 
واألطراف الصناعیة، وتقویم  التأھیل والرعایة الصحیة، والتي تشمل تقلیدیًا الروبوتات المساعدة،
العظام، والروبوتات العالجیة، وتوفر الروبوتات المساعدة استقاللیة أكبر لألشخاص ذوي اإلعاقة 
من خالل مساعدتھم على أداء أنشطة الحیاة الیومیة، على سبیل المثال، ویمكن للروبوت أن 
د في المھام األساسیة مثل األكل یساعدوا األفراد الذین یعانون من ضعف في وظیفة الذراع أو الی
والشرب، أو في المھام المھنیة. وتشمل الروبوتات المساعدة أیًضا أدوات المساعدة على الحركة 
مثل الكراسي المتحركة والمشایات مع أنظمة المالحة والتحكم الذكیة، لألفراد الذین یعانون من 
صناعیة الستبدال الذراعین والیدین ضعف في وظائف األطراف السفلیة. وتم تطویر األطراف ال
والساقین المفقودة ولتقدیم المساعدة لألطراف الضعیفة، والروبوتات العالجیة ھي أدوات قیمة 
 لتقدیم إعادة التأھیل العصبي ألطراف األفراد ذوي اإلعاقة بعد السكتة الدماغیة.
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لصحیة، وبشكل وما نحن بصدد البحث عنھ ھو الروبوتات الطبیة وروبوتات الرعایة ا
أكثر تخصیصا النظام القانوني الستخدام الروبوتات الطبیة وروبوتات الرعایة الصحیة في ظل 
التشریع اإلماراتي، من خالل دراسة الجوانب القانونیة والمسؤولیة المترتبة على استخدام ھذه 
 الروبوتات.
 :أھمیة البحث
ومعالجتھ لواحد من أھم التحدیات  تعود األھمیة النظریة للبحث من خالل حداثة الموضوع
المعاصرة التي یعیشھا العالم الیوم والخاصة بتقنیات الذكاء االصطناعي وتطبیقاتھ، من خالل 
محاولة إیجاد تأطیر قانوني لالستخدام الطبي للروبوتات بما یضمن سالمة وصحة المرضى 
 الفرد والمجتمع على حد سواء. والمستخدمین ویسھل عملیة الرعایة الصحیة، بما یعود بالنفع على
وتنبثق األھمیة العملیة من خالل إیجاد السبیل القانوني السلیم لتشریع استخدام الروبوتات 
الطبیة في دولة اإلمارات العربیة المتحدة ووضع األسس القانونیة السلیمة المتعلقة بالمسؤولیة 
ة علیھا وحمایة الخصوصیة الخاصة المدنیة المترتبة على استخدام الروبوتات الطبیة والرقاب
 بالمرضى والمستفیدین من روبوتات الرعایة الصحیة.
 :أھداف البحث
یھدف البحث بصفة رئیسیة إلى بیان النظام القانوني التي یجب أن یكون علیھ التشریع 
اإلماراتي لتشریع استخدام الروبوتات الطبیة وروبوتات الرعایة الصحیة وإلقاء الضوء على 
ام القانوني الحالي لمعرفة أوجھ القصور التشریعي المتعلق باستخدام تقنیات الذكاء النظ
 االصطناعي في المجال الطبي، ویمكن تلخیص أھداف البحث في النقاط التالیة:
 بیان الجوانب القانونیة المرتبطة باستخدام الروبوتات الطبیة واإلشكالیات المنبثقة عنھا. ●
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الحالي المتعلق بالمسؤولیة الطبیة ومحاولة تسلیط الضوء على بیان النظام القانوني  ●
 مواضع القصور التشریعي لتغطیة مستجدات الذكاء االصطناعي في المجال الطبي.
محاولة وضع أسس لنظام قانوني متوازن یمكن تطبیقھ على االستخدام الطبي للروبوتات  ●
 یضمن الحمایة القانونیة للمریض.
 :إشكالیة البحث
تتمحور إشكالیة البحث بصفة رئیسیة في قصور التشریع اإلماراتي عن تغطیة جمیع 
الجوانب القانونیة المتعلقة باستخدام الروبوتات الطبیة وروبوتات الرعایة الصحیة، وغیاب التنظیم 
القانوني للمستجدات القانونیة المتعلقة باستخدام تطبیقات الذكاء االصطناعي في العمل الطبي 
 عایة الصحیة، ومن ھذه اإلشكالیة تتفرع األسئلة الفرعیة التالیة:والر
 ما ھي حقوق المریض وضماناتھ في حال استخدام الروبوتات الطبیة في معالجتھ؟ ●
ما ھي الضمانات القانونیة التي تحفظ خصوصیة المریض وسریة معلوماتھ الطبیة  ●
 روبوتات الرعایة الصحیة؟ والجوانب األخالقیة عند مراقبتھ واإلشراف علیھ من خالل
ما ھو النظام القانوني الخاص بمسؤولیة الروبوتات الطبیة عند حدوث خطأ طبي  ●
 یستوجب التعویض؟
 ما ھو موقف التشریع اإلماراتي من تطبیقات الذكاء االصطناعي في المجال الطبي؟ ●
 :منھجیة البحث
ج المقارن في بعض األحیان تعتمد الباحثة المنھج الوصفي والتحلیلي بشكل رئیسي، والمنھ
إللقاء نظرة وصفیة وتحلیلیة على اإلشكالیات القانوني التي تثیرھا الروبوتات الطبیة وروبوتات 
الرعایة الصحیة، والنظام القانوني المعمول بھ في الدول التي تأخذ بفكرة الذكاء االصطناعي في 




 محاولة اإلجابة على أسئلة البحث، ارتأت الباحثة تقسیم البحث على النحو التالي:في 
 الفصل األول: النظام القانوني واألخالقي للروبوتات الطبیة.
 الفصل الثاني: المسؤولیة عن األضرار التي یسببھا الروبوت الطبي.
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 الفصل األول: النظام القانوني واألخالقي للروبوتات الطبیة
 وتقسیم تمھید
تھدف معظم التطورات التكنولوجیة إلى جعل حیاتنا أفضل وأسھل، وھذا یتضمن 
تكنولوجیا الرعایة الصحیة، حیث أن زیادة الطلب على الرعایة الصحیة وزیادة المساعدة الطبیة 
 التي نحتاجھا، یؤدي أیضا إلى زیادة تكالیف الرعایة الصحیة.
المتقدمة انخفض عدد األشخاص الذین قد یعتنون  بسبب االنحدار الدیمغرافي في البلدان
أشخاص فقط قادرین على االعتناء  4عاما  65بكبار السن بشكل كبیر، حیث أن لكل شخص فوق 
بھ، لكن بسبب ضیق الوقت وقلة الخبرة یؤدیان إلى إحالة كبار السن إلى دور الرعایة الخاصة 
 1بالمسنین باھظة الثمن.
لشخصیة أن تساعد المرضى وكبار السن والمعاقین في یمكن لروبوتات العنایة ا
احتیاجاتھم الیومیة، حیث یمكنھم تعزیز القدرات الجسدیة للشخص بشكل أفضل من الممرضات 
ومع ذلك ال یزال ھناك العدید من األسئلة التي تحیط بروبوتات الرعایة،  2والقائمین بالعنایة،
في  الباحثة ركزتومسؤولیتھا عن سلوكھا بشكل مستقل،  كاألنشطة التي یمكن للروبوتات القیام بھا،
ھذا الفصل على الجوانب القانونیة واألخالقیة المتعلقة باستخدام الروبوتات في مجال الرعایة 
 الصحیة.
 المبحث األول: اإلطار العام للروبوتات الطبیة.
 المبحث الثاني: اإلطار القانوني واألخالقي للروبوتات الطبیة.
                                                           
1 TedMed (2009). Will a robot care for my mom?. Retrieved 27/April/2020 from 
https://www.tedmed.com/talks/show?id=7193 
2 Genworth, F. (2013). Cost of care survey. Home care providers, adult day health 
care facilities, assisted living facilities and nursing homes. Sage Publications. 
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 األول: اإلطار العام للروبوتات الطبیةالمبحث 
ینبع الكثیر من الطلب على الروبوتات في مجال الرعایة الصحیة بسبب قدرتھا على أداء 
المھام التي ال یستطیع البشر أو ال یرغبون في القیام بھا، أو قد ال یقومون بھا بشكل جید أو 
تجة عن التكلفة اإلجمالیة المتزایدة للرعایة بكفاءة، كما قد تساعد في تلبیة الطلب على الخدمات النا
الصحیة، كما تساعد بشكل خاص في رعایة المرضى الذین یحتاجون إعادة تأھیل ولذوي 
 االحتیاجات الخاصة.
ومن أجل تحقیق ھذه الفوائد، یجب تصمیم الروبوتات ونشرھا في مجال الرعایة الصحیة 
صوصیة المستخدم وتضمن كرامة المستخدم بطریقة تزید من سالمتھا وأمنھا وحساسیتھا لخ
وتحافظ على ثقة المستخدمین في روبوتات العنایة الصحیة لضمان عدم استخدام الروبوتات 
 بطریقة تضر بالمرضى المستخدمین.
للمعاییر الخاصة لتصمیم روبوتات العنایة الصحیة  الباحثة تعرضتوفي ھذا المبحث 
قیلت بشأن الروبوتات الخاصة بالعنایة الصحیة وتطور ھذه  ألھم المناقشات التي الباحثة تعرضتو
 الفكرة بین خبراء القانون والتكنولوجیا، وفق ما یلي:
 المطلب األول: معاییر تصمیم الروبوتات الطبیة.
 المطلب الثاني: تطور المناقشات القانونیة حول الروبوتات.
 المطلب األول: معاییر تصمیم الروبوت الطبیة
إن العالم أو الفیزیائي الذي یصنع ویصمم الروبوت قد یكون جاھال باللوائح والقوانین التي 
تنطبق علیھ وتنظم عمل الروبوتات، وما إذا كان سلوك الروبوت بحاجة إلى تنظیم معین حسب 
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في بعض األحیان حتى القانون قد ال یكون  3التصمیم أو ما إذا كان المصمم ھو المسؤول عنھ.
ا الستیعاب أنواع وأنماط متطورة من التقنیات الحدیثة على الفور، فقبل إنشاء تقنیة جدیدة أو مستعد
استخدام تطبیق جدید لتكنولوجیا معینة ینبغي إجراء تقییم لتأثیر ھذه التطورات التكنولوجیة للتأكد 
 ما.من أن استخدام ھذه التقنیات ال یزال ضمن اإلطار المسموح بھ والمتعارف علیھ عمو
وإذا لم یواجھ مصمم الروبوت أي قیود قانونیة أو أخالقیة فإنھ سیمضي في عملھ دون 
رادع، أما إذا واجھ بعض القیود فسیقوم إما بتعدیل الروبوت وفقا للقیود وبالتالي االمتثال لإلطار 
یتوافق  التنظیمي الحالي، أو التفاوض مع الجھة المنظمة حول إمكانیة تعدیل اإلطار التنظیمي بما
والتقنیات الجدیدة المصمم علیھا الروبوت، أو أن یمضي المصمم في خطتھ دون اكتراث باإلطار 
التنظیمي. وجدت مراكز البحث والصناعات المتعلقة بتصمیم روبوتات العنایة الشخصیة أنفسھم 
ات كانت اللوائح التي تحكم الروبوت 2014في ھذا الموقف منذ زمن طویل، حیث أنھ قبل عام 
تركز على الروبوتات الصناعیة التي كان تفاعلھا مع البشر ضئیال ومحدودا من الناحیة العملیة، 
) الخاص بمتطلبات ISO 13482:2014تم تقدیم إطار تكنولوجي ( 2014لكن في فبرایر عام 
ومعاییر السالمة الخاصة بروبوتات العنایة الشخصیة، والذي یركز على مخاطر التفاعل المادي 
ن اإلنسان والروبوت من خالل تحدید متطلبات السالمة على العدید من عوامل التصمیم مثل بی
 4شكل الروبوت وحركتھ وطاقتھ.
تساعد المعاییر في توفیر المساعدة في إدارة المخاطر التي تحد من المسؤولیة وتساعد 
عدید من القضایا الدولیة حیث توفر بدائل جیدة للتعامل مع ال 5المنتجین على تلبیة متطلبات السوق،
                                                           
3 Leenes, R., & Lucivero, F. (2014). Laws on robots, laws by robots, laws in robots: 
regulating robot behavior by design. Law & Innovation and Technology, 6(2), 193-
220. 
4 Smith, B. W. (2015). Regulation and the Risk of Inaction. In Autonomes Fahren 
(pp. 593-609). Springer. 





تعتبر المعاییر  6الجدیدة والمعقدة، ال سیما عندما ال تستطیع الدول توقع عواقب قانونیة معینة.
مرنة وینظر إلیھا على أنھا حل وسط وفي بعض األحیان تمثل مرجعیة قانونیة لتصمیم وتشغیل 
 7بعض الماكینات واألجھزة الطبیة.
ات خالیة من التأثیرات، وبالتالي یمكن االستجابة للتھدیدات في عالم مثالي، تكون الروبوت
المتوقعة من خالل الوقایة والتوقع، إال أنھ من الناحیة العملیة غالبا ما یكون الیقین بشأن تأثیر 
لذلك سیكون على  ،الروبوتات غیر واضح، خاصة عندما یتم إدخالھا بھدف خدمة شخص آخر
 8الھیئات التنظیمیة معالجة المخاطر غیر المؤكدة وآثارھا.
وھي تفسیرات ذاتیة لواقع  9إال أن ھذه المعاییر ھي طوعیة وغیر ملزمة ألي جھة،
الصناعة، وھو ما یؤدي إلى التشكیك في إضفاء الصفة الشرعیة على ھذه المعاییر. على العكس 
یوضح االلتزامات الواجبة قانونا والتي یمكن تحدیدھا بدقة، حیث من ذلك، فإن التشریع الملزم 
یسمح القانون بفحص االدعاءات والدفوع عند اكتشاف انتھاك متعلق بعمل الروبوت ویحدد 
المخالفات المترتبة على االنتھاكات ویوفر تدابیر مضادة تناسبیة، ویستبعد الحجج القائمة فقط على 
 10ت.المصالح الشخصیة والتفضیال
حتى اآلن، ال یزال غیر واضح ما ھو اإلطار القانوني واألخالقي لروبوتات العنایة 
الشخصیة الذي یجب اتباعھ، ویعتقد البعض أنھ یجب لفت االنتباه إلى المواثیق التي تھتم بحقوق 
                                                           
6 Shelton, D (2003). Commitment and compliance: the role of non- binding norms in 
the international legal system. Oxford university press. 
7 Krut, R., & Gleckman, H. (2013). ISO 14001: a missed opportunity for sustainable 
global industrial development. Routledge. 
8 Fosch-Villaronga, E. & Heldeweg, M. A. (2017). Rethinking regulation for 
experimenting with emerging robotic technologies. University of Twente 
Publication. 
9 ISO (2020). Frequently Asked Questions (FAQS). Retrieved 5/Nov/2020 from 
https://www.iso.org/frequently-asked-questions-faqs.html 
10 Abbott, K. W., & Sindal, D. (2000). Hard and soft law in international governance. 
International Organization, 54, 421- 456. 
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وتأطیر عمل روبوتات العنایة الشخصیة وفقا لمبادئ وأخالقیات  11اإلنسان والحریات األساسیة،
ة الطب كاإلحسان وعدم اإلساءة واالستقاللیة وغیرھا، فال یتضمن اإلطار التنظیمي الحالي مھن
تشریعا محددا لروبوتات العنایة الشخصیة، وقد یعتقد البعض أنھ ال حاجة لعمل شھرة حدیدة لھذا 
یكون النوع من التكنولوجیا، وقد یعتقد الغیر أن تحدیث بسیط لألحكام واللوائح الحالیة یمكن أن 
كافیا، ومع ذلك، فإن وجود إرشادات وتعلیمات حول الجوانب القانونیة المتضمنة في تكنولوجیا 
 12روبوتات العنایة یعد أمرا أساسیا.
قد تتخذ روبوتات العنایة أشكاال ووظائفا مختلفة، وقد تؤدي إلى تأثیرات ومخاطر لیس من 
ب، فروبوتات العنایة الشخصیة یجب أن الممكن دئما توقعھا أو تخفیف أثرھا في الوقت المناس
تكون منظمة قانونا لیس بسبب ضرورة توافق ھذه التكنولوجیا مع األنظمة الحالیة، ولكن أیضا 
ألن المستخدمین لدیھم حقوق ال یمكن تقویضھا فقط بسبب المنفعة التي تقدمھا ھذه الروبوتات، 
ین وواضعي السیاسات والقوانین، ویزداد فھذه التكنولوجیا یجب أن تكون موضع اھتمام من المنظم
 13أھمیة ذلك عندما تكون الطبقة الضعیفة من المجتمع ھي المستخدم المباشر لھذه الروبوتات.
ویبدو أن التركیز الرئیسي للتكنولوجیا ھو الطائرات بدون طیار والسیارات ذاتیة القیادة، 
ا باألمن ومستقبل العمل، أما روبوتات والروبوتات الصناعیة، وتتعلق الموضوعات الرئیسیة حولھ
العنایة الشخصیة فلم تحظى بذلك االھتمام مؤخرا، وعندما یتعلق األمر بوصف مخاوف روبوتات 
العنایة فإن التركیز ینصب بشكل أساسي على العالقة بین العامل البشري وروبوت العنایة 
ن یجرد الرعایة من الصفة الشخصیة، حیث أن استبدال العامل البشري بالروبوتات یمكن أ
 اإلنسانیة.
                                                           
11 Salvini, P. (2015). On Ethical, legal and social issues of care robots. Intelligence 
assistive robots. Springer. 
12 Allen, C., Smit, I., & Wallach, W. (2005). Artificial morality: top- down, bottom-up, 
and hybrid approaches. Ethics and Information Technology, 7(3), 149-155. 
13 Eduard, V. (2017). Towards a legal and ethical framework for personal care 
robots. PhD thesis. Alma master Studiorum-Universita di Bolonga, Italy. 
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 المطلب الثاني: تطور المناقشات القانونیة حول الروبوتات
إن الضغط السیاسي ورأي الخبراء والرأي العام قد یؤثر في رأي الجھات التنظیمیة 
الحكومیة إلعادة النظر في الئحة أو قانون ما، وقد یكون اإلجراء التنظیمي مطلوبا لتوفیر قدر 
من الوضوح والفعالیة والكفاءة والشرعیة، خاصة عندما تكون المصالح المعنیة أكثر  أكبر
عقدت الندوة الدولیة األولى حول أخالقیات عمل الروبوتات في سان  2004في عام  14عمومیة.
) وذكر اإلعالن التوقعات بشأن الجیل Fukuoka World Robotمارینو، وتم كتابة إعالن (
تم إنشاء  2006وفي عام  15ت وإنشاء أسواق جدیدة لتكنولوجیا الروبوتات،الجدید من الروبوتا
سنوات  10كان الھدف منھا ھو تطویر مفھوم سیكون بعد  16ورشة بحث حول نفس الموضوع،
أحد أكثر الموضوعات شیوعا في عالم القانون والتكنولوجیا الحدیثة وھو مفھوم أخالقیات 
القیات الروبوت وتم تسلیط الضوء على العدید من الروبوت، وتم إصدار خارطة طریق ألخ
 17اللوائح والقواعد التي قد تكون ذات صلة بعمل الروبوتات.
) EPSRCعقد اجتماع في مجلس أبحاث الھندسة والعلوم الفیزیائیة ( 2010في عام 
للحدیث عن الروبوتات، وتطبیقھا في المجتمع وكیف یجب تشكیلھا إلفادة المجتمع، وتوصل 
وأطلقوا علیھا القواعد  18تماع إلى خمس قواعد أخالقیة للمصممین ومستخدمي الروبوتاتاالج
 الجدیدة للروبوتات.
                                                           
14 Fosch-Villaronga, E., & Heldeweg, M. A. (2017). Id. 
15 Prnewswire (2005). Fukuoka World Robot. Retrieved 3/Dec/2020 from 
https://www.prnewswire.co.uk/news-releases/world-robot-declaration-from-
international-robot-fair-2004-organizing-office-154289895.html  
16 The abstract of the application can be found at: 
http://www.euron.org/activities/projects/roboethics  
17 Roboethics (2006). Euron Roboethics Roadmap. Retrieved 19/Nov/2020 from 
http://www.roboethics.org/atelier2006/docs/ROBOETHICS%20ROADMAP%20Re
l2.1.1.pdf 





وتتمثل ھذه القواعد في أن الروبوتات ھي أدوات متعددة االستخدامات، وال ینبغي تصمیم 
أن البشر ھم  الروبوت في المقام األول لقتل أو إیذاء البشر إال بما فیھ مصلحة األمن القومي، كما
وكالء مسؤولون ولیس الروبوتات، وبالتالي یجب تصمیم الروبوتات وتشغیلھا إلى أقصى حد 
ممكن عملیا لالمتثال للقوانین والحریات األساسیة، بما في ذلك الخصوصیة. أیضا الروبوتات ھي 
یقة خادعة منتجات، وبالتالي یجب تصمیمھا بشكل یضمن سالمتھا وأمنھا، وال ینبغي تصنیعھا بطر
الستغالل المستخدمین وتعریضھم للخطر، كما أن المسؤول القانوني عن الروبوت ھو الشخص 
المسؤول في حال حدوث ضرر، ویجب أن یكون من الممكن معرفة الشخص المسؤول عن 
 الروبوت.
أن الروبوتات  وأید االجتماع فكرة أن البشر ھم المسؤولون عن الروبوت، وجادلوا بشأن
حاجة إلى االمتثال للقوانین السائدة، فالروبوتات ھي منتجات یجب أن تضمن معاییر نفسھا ب
السالمة واألمن، وأوصى االجتماع المختصین بالعمل مع خبراء من تخصصات أخرى بما في 
 19ذلك العلوم االجتماعیة والفلسفة والقانون.
یم تقنیات شھرا بعنوان "تنظ 27بدأ مشروع ممول أوروبیا مدتھ  2012وفي عام 
الروبوتات الناشئة في أوروبا: الروبوتات في مواجھة القانون واألخالق". وكان الھدف من 
المشروع ھو تقدیم تحلیل للمسائل األخالقیة والقانونیة التي أثارتھا الروبوتات وتزوید المنظمین 
 20بإرشادات للتعامل معھم.
روبوتات وأكد على أن ركز المشروع على التعارض بین القانون وتكنولوجیا ال
التكنولوجیا یمكن أن تتحدى اإلطار الدستوري األوربي وتعرض للخطر األسس المختلفة للنظام 
                                                           
19 Sharkey, N. (2007). Robot wars are a reality. Retrieved 6/Jan/2021 from 
https://www.theguardian.com/commentisfree/2007/aug/18/comment.military 






القانوني الدستوري، مثل الكرامة وسالمة اإلنسان والمساواة وحریة الفكر والتنوع الثقافي وحمایة 
 21البیانات وغیرھا.
ر جمیع آراء الخبراء وصمم قراره أخذ البرلمان األوربي في االعتبا 2017في عام 
النھائي مع العدید من التوصیات إلى المفوضیة األوربیة من أجل قانون منشود بشأن قواعد القانون 
) وقرار البرلمان األوروبي RoboLawیمثل كل من مشروع ( 22المدني المتعلقة بالروبوتات.
نونیة الوحیدة التي عالجت بشكل نقطة االنطالق حول موضوع الروبوتات حیث أنھما الجھات القا
 خاص روبوتات العنایة الصحیة.
ومن المخاوف التي یثیرھا استخدام روبوتات العنایة الشخصیة مستقبال ھي التحدیات 
االجتماعیة التي تسببھا ھذه الروبوتات، حیث أن أحد العوائق یتمثل في عدم وجود تقبل لمثل ھذه 
الطلب علیھا، حیث أن ھذا الموقف یتأثر بشدة بالتھدیدات  الروبوتات األمر الذي یؤدي إلى نقص
المتصورة من روبوتات العنایة الشخصیة، فبشكل عام، كان ینظر إلى العالقة بین الطاقم الطبي 
والمرضى أنھا عالقة ثقة تتطلب مدخالت بشریة، وأن إدخال روبوتات العنایة الشخصیة یمثل 
 23اسع من قبل المرضى.اختالفا ثقافیا لم یتم قبولھ بشكل و
وترى الباحثة أن القانون في مجال الذكاء االصطناعي غیر قادر على مواكبة السرعة 
الھائلة التي تتطور بھا تكنولوجیا الذكاء االصطناعي، مما یترك فجوة بین التنظیم القانوني 
حیث أن ضعف والتطبیق العملي لھذه التكنولوجیا، وھو األمر المالحظ بشدة في المجال الطبي، 
التنظیم القانوني لتكنولوجیا الذكاء االصطناعي وروبوتات العنایة الشخصیة، وعدم تقبل األفراد 
                                                           
21 Koops, B. J., Di Carlo, A., Nocco, L., Casamassima, V., & Stradella, E. (2013). 
Robotic technologies and fundamental rights: Robotics challenging the European 
constitutional framework. International Journal of Technoethics (IJT), 4(2), 15-35. 
22 Europarl (2016). Resolution on civil law rules on robotics. Retrieved 15/Dec/2020 
from https://www.europarl.europa.eu/doceo/document/JURI-PR-
582443_EN.pdf?redirect  
23 Dolic, Z., Castro, R., & Moarcas, A. (2019). Robots in healthcare: a solution or a 
problem?. Policy Department for Economic, Scientific and Quality of Life Policies, 
Directorate General for Internal Policies, European Parliament. Sage Publications. 
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لفكرة استخدام روبوتات العنایة الشخصیة، وضعف بعض الجوانب المتعلقة باألمان والخصوصیة 
یة (كالتوظیف والمسؤولیة، وتعارض استخدام تكنولوجیا الذكاء االصطناعي مع المصالح االجتماع
 جمیعھا مسائل تجعل من استخدام روبوتات العنایة الشخصیة مسألة محفوفة بالمخاوف. 24مثال)
 المبحث الثاني: اإلطار القانوني واألخالقي للروبوتات الطبیة
 تمھید وتقسیم
) ستة موضوعات قانونیة مختلفة من RoboLawحددت اإلرشادات النھائیة لمشروع (
تأثیر عام على المدى البعید لمجال الروبوتات، ھذه اإلرشادات ھي؛ الصحة  المرجح أن یكون لھا
والسالمة والنظام البیئي؛ المسؤولیة؛ حقوق الملكیة الفكریة؛ الخصوصیة وحمایة البیانات؛ القدرة 
 25على إجراء المعامالت القانونیة (األھلیة)؛ حمایة الحقوق األساسیة.
التھدیدات العامة لإلطار القانوني إلى تحلیل أكثر تفصیال یھدف المشروع إلى ترجمة ھذه 
یشمل التقنیات المختلفة للروبوتات، كالقیادة الذاتیة والروبوتات الجراحیة وروبوتات الرعایة 
الشخصیة، وما نحن بصدد البحث عتھ في ھذا المبحث ھو اإلطار القانوني الحالي لروبوتات 
 ماراتي منھا.العنایة الشخصیة، وموقف المشرع اإل
 المطلب األول: النظام القانوني الحالي لروبوتات العنایة الشخصیة.
 المطلب الثاني: النظام القانوني الحالي للروبوتات الجراحیة.
                                                           
24 Mohammed, Q. S. (2014). The impact of robotics on employment and motivation 
of employees in the service sector, with special reference to health care. Safety 
and health at work, 5, 198-202. 
25 Fosch-Villaronga, E., & Heldeweg, M. A. (2017). Id. 
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 المطلب األول: النظام القانوني الحالي لروبوتات العنایة الشخصیة
قانونیا أوصوا بموجبھ فیما یتعلق بمحور روبوتات الرعایة الشخصیة، فقد تضمن تحلیال 
بأن تحتر روبوتات الرعایة الحقوق األساسیة واالستقاللیة في ضوء العیش المستقل والمشاركة في 
حیاة المجتمع والمساواة والمسؤولیة والتأمین والخصوصیة واألھلیة القانونیة واألعمال التي یقوم 
 26خصوصیة والترابط االجتماعي.بھا الروبوت والجانب األخالقي بما یتضمنھ من الحفاظ على ال
فیما یتعلق بالسالمة، فیقصد بھا الحمایة أو االبتعاد عن التسبب بالخطر أو باإلصابة، وقد 
وھو برنامج خاص وضع لتحدید المبادئ العامة لتقییم  ISO 12100:2010عرف برنامج 
ل حدوث الضرر وتعرف المخاطر بأنھا مزیج من احتما 27مخاطر التصمیم المتعلقة بالروبوتات،
وشدة الضرر، واإلطار األكثر عمومیة للسالمة المتعلقة بالروبوتات والذي تم االستشھاد بھ في 
األدبیات القانونیة ھو قوانین الروبوتات الثالثة الخاصة بـ (إیزاك أسیموف) وھي؛ ال یجوز 
روبوت لألوامر للروبوت أن یؤذي إنسانا، أو یسمح من خالل تقاعسھ بإیذائھ؛ یجب أن یمتثل ال
الصادرة عن البشر باستثناء ما یتعارض من ھذه األوامر مع القانون األول؛ یجب أن یحمي 
تم  1986الروبوت وجوده طالما أن ھذه الحمایة ال تتعارض مع القانون األول والثاني. وفي عام 
یؤذي  تقدیم قانون رابع والذي تم اعتباره القانون رقم صفر وھو أن الروبوت ال یجب أن
 28اإلنسانیة، أو یسمح من خالل تقاعسھ أن تتسبب اإلنسانیة باألذى.
على الرغم من أن ھذا اإلطار ھو جزء من الخیال العلمي إال أنھ تم أخذه على محمل 
اقترح البرلمان األوربي أن قوانین الروبوتات (قوانین  2016الجد، فعلى سبیل المثال، في عام 
 ة إلى مصممي ومنتجي ومغلي الروبوتات.أسیموف) یجب اعتبارھا موجھ
                                                           
26 Eduard (2017). Id. P. 73. 
27 Leenes, R., & Lucivero, F. (2014). Id. 
28 Leenes, R., & Lucivero, F. (2014). Id. 
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) حقیقة أن السالمة الجسدیة ھي حق بموجب RoboLawأبرز الباحثون في مشروع (
المیثاق األوربي للحقوق األساسیة، وأعلنوا أن االتصال بین اإلنسان والروبوت لیس واضحا دائما، 
أن االتصال الجسدي بین وأن متطلبات السالمة والتدابیر الوقائیة ھي قضایا مفتوحة، حیث 
 ISO 13482:2014اإلنسان والروبوت یمكن أن یؤدي إلى سیناریو خطیر، وتركز تعلیمات 
على توحید السلوك المكاني للروبوت استجابة للوجود البشري وإنشاء بعض األوامر العامة 
وعلى  29واألوامر ذات األولویة القصوى وحتى اختالف اإلیماءات عبر العدید من الثقافات،
المستخدم تجنب االضطرابات الھیكلیة والحركیة والتعب واإلصابات، فالفكرة ھي أن یكون ھناك 
 30تفاعل آمن بین الروبوت واإلنسان.
) یثیر إدخال روبوت الرعایة الصحیة RoboLawبالنسبة للمسؤولیة، فبالنسبة لمشروع (
دوثھ للمریض أو الممارس في المرافق الصحیة أسئلة حول المسؤولیة عن الضرر المحتمل ح
 الطبي أو المعدات، حیث یتوجب تحدید من یتحكم في الروبوت في أي وقت.
في الوقت الحاضر ینبغي النظر في الدفاع عن مخاطر التنمیة لمسؤولیة المنتج بموجب 
بشأن تقریب القوانین واللوائح واألحكام  CE/85/374المادة السابعة من التوجیھ األوربي 
للدول األعضاء فیما یتعلق بالمسؤولیة عن المنتجات المعیبة، ووفقا لھذه المادة ال یتحمل اإلداریة 
المنتج المسؤولیة بموجب ھذا التوجیھ إذا ثبت أن الحالة التقنیة للمنتج في الوقت الذي طرح فیھ 
 31للتداول لم یكن من شأنھا تمكین وجود الخلل المراد اكتشافھ.
                                                           
29 Robotics (2020). Multi Annual Roadmap. for robotics in Europe. Call 2 ICT 24 
Horizon 2020, SPARC. Retrieved 23/Nov/2020 from https://www.eu-
robotics.net/sparc/upload/about/files/H2020-Robotics-Multi-Annual-Roadmap-ICT-
2016.pdf. P. 287. 
30 ISO (2019). ISO 13482:2014. Robots and robotics devices- safety requirements 
for personal care robots. Retrieved 3/Nov/2019 from 
https://www.iso.org/obp/ui/#iso:std:iso:13482:ed-1:v1:en 
31 Eduard (2017). Id. P. 77. 
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بأن مفھوم المسؤولیة في مجال الروبوت ال زال غیر  ، جادل البعض2014في عام 
فالمواقف الرئیسیة في ھذا المجال، ال تتعمق في المعنى الحقیقي لمسؤولیة الوكیل  32واضح،
االصطناعي، وفي الواقع فإن المسؤولیة عن الروبوت المستقل بأفعالھ قد تحدى بشكل كبیر مفاھیم 
ر الحدیث عن المسؤولیة والروبوتات ارتباطا وثیقا المسؤولیة المعروفة، حیث یرتبط بشكل كبی
فإذا قام الروبوت بمعالجة البیانات وأداء مھمة للمستخدم بشكل  33بالسلوك المستقل للروبوتات،
مستقل، فیثور السؤال عمن یكون المسؤول في حال حصول أي ضرر أو في حال قیام الروبوت 
رة الروبوت على التصرف والتعلم المستقل بالتصرف بشكل مختلف عما تمت برمجتھ علیھ، فقد
 والذاتي عن طریق التجربة تتحدى إطار المسؤولیة التقلیدي.
ویقصد بالتعلم المستقل والذاتي بأنھ مجال الدراسة الذي یمنح أجھزة الكمبیوتر القدرة على 
ء أنظمة التعلم دون أن تتم برمجتھا بشكل واضح، فالتعلم الذاتي یكمن من خالل فھم كیفیة بنا
الكمبیوتر التي تتحسن تلقائیا مع الخبرة والتجربة وما ھي القوانین األساسیة التي تحكم عملیات 
ویعرف البرلمان األوربي استقاللیة الروبوت على أنھا القدرة على اتخاذ القرارات  34التعلم الذاتي،
 35وتنفیذھا بشكل مستقل وخارج عن السیطرة أو التأثیر الخارجیین.
السلوك المستقل للروبوت قاد البعض إلى االعتقاد بوجود فجوة في إطار المسؤولیة إن 
بما في ذلك االتحاد األوربي، حیث أنھ إذا تعلمت الروبوتات أثناء عملھا فیمكن  36الحالي،
للروبوت أن یقوم بتغییر القواعد التي یتصرفون على أساسھا، األمر الذي یجعل البشر ال یتحملون 
عن السلوكیات المستقلة للروبوت، وعلى العكس من ذلك، فالروبوتات ھي من یجب أن  المسؤولیة
یتحمل المسؤولیة عن قراراتھا المستقلة. فعندما یقوم شخص بقتل شخص ما یتم أخذ التصرف 
                                                           
32 Johnson, D. G. (2015). Technology with no human responsibility? Journal of 
Business Ethics, 127(4). P. 707. 
33 Eduard (2017). Id. P. 77. 
34 Mitchell, T. M. (2006). The discipline of machine learning. Carnegie Mellon 
University, School of computer science, Pennsylvania. 
35 Eduard (2017). Id. P. 78. 
36 Matthias, A. (2004). The responsibility gap: ascribing responsibility for the actions 
of learning automata. Ethic and Information Technology, 6(3), 175-183. 
19 
 
والنیة في االعتبار عند المطالبة بالمسؤولیة الجنائیة، ومع ذلك، لیس من الواضح من ھو المسؤول 
 37التصرف والنیة آلیا. عندما یكون
عالوة على ذلك، یثیر تحمیل المسؤولیة للروبوت المستقل السؤال حول معنى الشخصیة 
القانونیة، أي ھل من الممكن منح الروبوت نوعا من األھلیة والشخصیة القانونیة نظرا لحقیقة أنھا 
والمسؤولیة والشخصیة قد تكون مسؤولة عن سلوكھا المستقل في المستقبل، فیبدو أن االستقاللیة 
القانونیة مترابطة في ھذا المجال، على الرغم من أن الروبوتات حالیا ال تعتبر كیانات قانونیة 
 وبالتالي ال یمكن تحمیلھا المسؤولیة.
جادل البعض بأن كلما زاد عدد العوامل اإللكترونیة المستقلة كلما أصبحت التغییرات 
وفي ھذا الصدد یؤمن البرلمان األوربي بوجود  38اد الحل،الطفیفة في القانون غیر كافیة إلیج
فجوة في المسؤولیة، ویذكر بوضوح أن القدرة على التعلم الذاتي من التجربة واتخاذ القرارات 
جعلت الروبوتات أكثر تشابھا مع البشر الذین یتفاعلون مع بیئتھم، فتصبح المسؤولیة المدنیة عن 
سة، ویقر البرلمان األوربي أنھ في اإلطار التشریعي الحالي الفعل الضار للروبوت مسألة حسا
 39سیكون من المستحیل تحمیل الروبوتات المسؤولیة.
أي یكون الشخص مسؤوال بغض  40وھناك رأي آخر یطبق نظام المسؤولیة الصارمة،
د النظر عن عنصر اإلرادة مع وجود قواعد السلوك المھني والقیم والمعاییر األخالقیة التي تحد
ویسلط  41مسؤولیة مھنیة من شأنھا منع المصنعین من إنتاج روبوتات ال یمكن السیطرة علیھا،
                                                           
37 Sparrow, R. (2007). Killer robots. Journal of Applied Philosophy, 24(1), 62-77. 
38 Chopra, S., & White, L. (2004). Artificial agents- personhood in law and 
philosophy. In proceedings of the 16th European conference on artificial 
intelligence, Spain. 
39 Eduard (2017). Id. P. 79. 
40 Santoro, M., Marino, D., & Tamburrini, G. (2008). Learning robots interacting with 
humans: from epistemic risk to responsibility. Ai & Society, 22(3), 301-314. 




أصحاب ھذا الرأي الضوء على أن إنشاء تقنیات جدیدة یشمل األشخاص الذین یقررون إنشاء ھذه 
 التثنیات، واألشخاص الذین یقبلون بھا.
فالناس ال یتوقعون أن بعض الشيء الذي یجب أن نتساءل عنھ ھو على من یقع اللوم، 
السلوكیات لن تحدث مرة أخرى، لكنھم بالتأكید یطلبون القیام بشيء ما لضمان ذلك، وبعبارة 
أخرى، یرید الناس معرفة من ھو المسؤول، ونظرا ألن الروبوتات یتم بناؤھا واستخدامھا من قبل 
 ن یكون مسؤوال عنھا.العدید من األشخاص والكیانات فقد یكون من الصعب معرفة من یجب أ
ویجاد البعض بأن المسؤولیة مرتبطة ارتباطا وثیقا بالوعي الذاتي، وفي حال كانت 
 42الروبوتات في المستقبل یمكنھا تطویر مثل ھذه الخاصیة فیمكن منحھا الشخصیة القانونیة،
ة القانونیة ویعتقد البعض أنھ یمكن تحمیل المسؤولیة لوكیل أو نائب قانوني، ومع ذلك فإن العقید
 43لیست واضحة بشأن كیفیة التعامل مع وضع النائب المسؤول.
وذكر البعض أن قدرة الروبوتات على معالجة المعلومات الحساسة للمستخدمین قد تنطوي 
على مخاطر أكبر على الخصوصیة من أنظمة المراقبة في دور رعایة المسنین، وكان ھناك الكثیر 
حق في الخصوصیة والحق في حمایة البیانات ھو نفسھ أم ال في من النقاش حول ما إذا كان ال
ویرى البعض أن كال الحقین وجھان لعملة واحدة على الرغم من التمییز بین الحقین،  44أوربا،
والحقیقة ھي أن نطاق الحق في الخصوصیة كبیر وال یشمل الحق في حمایة البیانات فقط، ولكت 
                                                           
42 Koops, B. J., Hildebrandt, M., & Jaquet-Chiffelle, D. O. (2010). Bridging the 
accountability gap: Rights for new entities in the information society. Minnesota 
Journal of Law, Science & Technology, 11, 497- 561. 
43 Teubner, G. (2006). Rights for non-humans? Electronic agents and animals as 
new actors in politics and law. Journal of Law and Society, 33(4), 497-521. 
44 Kokott, J., & Sobotta, C. (2013). The distinction between privacy and data 
protection in the jurisprudence of the CJEU and the ECtHR. International Data 
Privacy Law, 3, 222-228. 
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؛ جسدیة، مكانیة، اتصالیة، ملكیة فكریة، سلوكیة أیضا یشمل أنواع أخرى من الخصوصیة
 45وغیرھا.
) بعض الحقوق التي یجب وضعھا عند استخدام روبوت RoboLawیقترح مشروع (
العنایة الشخصیة، كالحق في عدم إعادة استخدام الروبوت، وتقیید معالجة البیانات الشخصیة 
حة األشخاص المستخدمین، ویجب وتخزینھا، ویجب أن تستمر المراقبة فقط في حاالت ضعف ص
أیضا تصمیم الخصوصیة افتراضیا على النحو المطلوب في الالئحة األوربیة بشأن حمایة البیانات 
)GDPR) 2016/679،46  حیث أن الخصوصیة حسب التصمیم ھي فكرة مفھوم تم تطویره في
حمایة الخصوصیة، التسعینات وولد في إطار فكرة أن مجرد االمتثال للوائح ال یمكن أن یضمن 
ولكن إدراج ھذه الفلسفة في طریقة عمل الروبوت یمكن أن یفعل ذلك. وعلى الرغم من عدم وجود 
تنظیم ملموس لمراقبة البیانات، فإن ھذا المبدأ ملزم بعد الالئحة العامة لحمایة البیانات 
))GDPR،47 التدابیر المناسبة  وسیلزم ھذا المبدأ الروبوت عند التخطیط لمعالجة البیانات لتنفیذ
لضمان أن جمیع متطلبات الالئحة قد استوفیت، فیجب أن یكون ھذا التنفیذ نشطا مثل اإلعداد 
االفتراضي المضمن في التصمیم ویوفر حمایة كاملة ویتمحور حول المستخدم، دون اإلعفاء من 
 48المسؤولیة.
ة الوصول إلى معالج نظرا لتطور ودمج التكنولوجیا، من الممكن أن یكون ھناك إمكانی
البیانات السحابیة مثل إنترنت األشیاء، في النھایة سیكون ھناك استشعار متكامل للرعایة الصحیة 
سیوفر بیانات قیمة ألنظمة اتخاذ القرار، وھو ما سیؤدي إلى تحدي الحقوق األخرى التي تنص 
                                                           
45 Hustinx, P. (2013). Ethical dimensions on data protection and privacy. European 
data protection supervisor (EDPS). Sage Publications. 
46 Legislation (2020). Regulation EU (679/2016) on the protection of natural persons 
with regard to the processing of personal data and on the free movement of such 
data. Retrieved 17/Nov/2020 from 
https://www.legislation.gov.uk/eur/2016/679/contents 
47 Van Rest, J., Boonstra, D., Everts, M., van Rijn, M., & van Paassen, R. (2012). 
Designing privacy-by-design. In Annual Privacy Forum (pp. 55-72). Springer. 
48 Eduard (2017). Id. P. 83. 
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الذي یسمح لحذف بیانات علیھا الالئحة العامة لحقوق البیانات مثل الحق في النسیان، والحق 
الموضوع بالكامل ویلزم مراقب البیانات بالقیام بذلك، ویعتقد البعض أن الحق في النسیان یتحدى 
 49خاصیة التعلم الذاتي التي تتمتع بھا الروبوتات المستقلة.
وجدیر بالذكر أن البرلمان األوربي ذكر في مسودتھ أن الثورة التكنولوجیة في الروبوتات 
تؤثر على كرامة اإلنسان، وأنھ على الرغم من صعوبة تقدیر وتقییم ھذا التأثیر إال أنھ  یمكن أن
وذلك بسبب أن روبوتات  50یجب النظر فیھ إذا ما حلت روبوتات العنایة الصحیة محل البشر،
العنایة الصحیة یمكن أن تقلل من االتصال البشري، وھذا یؤثر لیس فقط على المستخدم (متلقي 
 51ولكن أیضا على األشخاص الذین یطبقون ھذه التقنیة (مقدم الرعایة). الرعایة)
 المطلب الثاني: النظام القانوني الحالي للروبوتات الجراحیة
وتمثل  52ملیارات دوالر سنویا، 3تعد الروبوتات الجراحیة سوقا متنامیا یبلغ حوالي 
 daلتي أطلقت روبوت () الالعب الرئیسي في ھذا السوق، واIntuitive Surgicalشركة (
Vinci) حیث  2014،53) عملیة جراحیة في عام 600,000) الذي تم استخدامھ في أكثر من
 400یستخدم ھذا الروبوت في الجراحة طفیفة التوغل، إال أن الدراسات أثبتت على أنھ من بین 
                                                           
49 Malle, B., Kieseberg, P., Weippl, E., & Holzinger, A. (2016). The right to be 
forgotten: towards machine learning on perturbed knowledge bases. In 
International Conference on Availability, Reliability, and Security (pp. 251-266). 
Springer. 
50 Europarl (2016). Id. 
51 Clark, R. A., Inglis, S. C., McAlister, F. A., Cleland, J. G., & Stewart, S. (2007). 
Telemonitoring or structured telephone support programmes for patients with 
chronic heart failure: systematic review and meta-analysis. British Medical 
Journal, 334(76), 942-953. 
52 Bccresearch (2021). Medical Robotics and Computer-Assisted Surgery: The 
Global Market. Retrieved 8/February/2021 from 
https://www.bccresearch.com/market-research/healthcare/medical-robotics-
mrcas-market.html 





قلیدیة، فإن دراسة نشرت حول المقارنة بین العملیات الجراحیة بمساعدة الروبوت والعملیات الت
 54مثاال واحدا فقط قال إن روبوت دافنشي كان أفضل بشكل واضح.
وعلى الرغم من تطور الروبوتات الجراحیة وإحداثھا ثورة صناعیة، فإن الروبوتات 
) إلى أن FDAالمستقلة لم تصل بعد إلى غرف العملیات، حیث تشیر وكالة الدواء األمریكیة (
م دافنشي) ال تعتبر روبوتات جراحیة، ألن الطبیب الجراح البشري األنظمة الروبوتیة الحالیة (نظا
 55ھو من یوجھ الروبوت وینظم عملیھ، بحیث ال یكون الروبوت مستقال.
إال أن ھناك العدید من المحاوالت والتجارب إلحیاء الروبوتات الجراحیة المستقلة 
) على Brain Toolمختبر ( وإدخالھا إلى السوق وإلى غرف العملیات، وكمثال على ذلك، یعمل
 & Johnsonكما تعاونت شركة ( 56تطویر روبوت إلزالة أورام الدماغ بشكل مستقل،
Johnson) مع شركة (Google إلى خلق ما یسمى (مستقبل الجراحة) من خالل الجمع بین (
من خالل إجراء تجارب جراحیة على عملیات  57الخبرة والذكاء االصطناعي وتعلم اآللة الذاتي،
العظام واألذن والخیاطة الجراحیة و خزعات الرئة، حیث ستقدم ھذه النماذج مثاال حقیقیا عن 
 58الروبوت الجراحي المستقل.
وھناك ثالثة أنواع من أنظمة الجراحة الروبوتیة وھي؛ أنظمة الجراحة الروبوتیة 
الخاضعة للرقابة واإلشراف، وأنظمة الجراحة عن بعد (دافنشي)، وأنظمة الجراحة الروبوتیة ذات 
                                                           
54 Barbash, G. I. (2010). New technology and health care costs-the case of robot-
assisted surgery. The New England Journal of Medicine, 363(8), 701-715. 




56 David, B. (2016). Automating Surgery: The Law of Autonomous Surgical Robots. 
Life Sciences Innovation: LAW 321. Sage Publications. 
57 Majdani, O., Rau, T. S., Baron, S., Eilers, H., Baier, C., Heimann, B., & Leinung, 
M. (2009). A robot-guided minimally invasive approach for cochlear implant 
surgery: preliminary results of a temporal bone study. International Journal of 
Computer Assisted Radiology and Surgery, 4(5), 475-486.  
58 Leonard, S., Wu, K. L., Kim, Y., Krieger, A., & Kim, P. C. (2014). Smart tissue 
anastomosis robot (STAR): A vision-guided robotics system for laparoscopic 
suturing. IEEE Transactions on Biomedical Engineering, 61(4), 1305-1317. 
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التحكم المشترك. وتعتبر أنظمة الجراحة الروبوتیة ھي أكثر أنظمة الجراحة آلیة من بین األنواع 
ة، ویجب على الجراحین القیام بعمل تحضیري مكثف مع المرضى قبل أن یتمكن الروبوت الثالث
من العمل، حیث أن الروبوت الجراحي ھنا یتبع مجموعة محددة من التعلیمات عند إجراء 
حیث یقوم الجراح بإدخال التعلیمات إلى الروبوت بشكل ال یكون فیھ مجال للخطأ،  59الجراحة،
ال یمكن إجراء تعدیالت على المعلومات المدخلة إلیھا في الوقت الالزم إذا ما ألن ھذه الروبوتات 
أما نظم الجراحة عن بعد (نظام دافنشي) ھو أكثر أنظمة  60حدث شيء خطأ أثناء الجراحة.
وفي ھذا النظام فإن الطبیب الجراح ھو من یوجھ حركات الروبوت،  61الجراحة الروبوتیة شیوعا،
تسھیالت أكبر للجراح في إجراء العملیات أكثر من العملیات الجراحیة  حیث یوفر ھذا النظام
التقلیدیة دون الحاجة إلى إجراء شقوق كبیرة في الجسم، وھذا النظام ھو أول نظام آلي مسموح بھ 
أنظمة الجراحة الروبوتیة ذات التحكم المشترك تساعد الجارحین  62في غرف العملیات في أمریكا.
كن الجراح یقوم بمعظم العمل بمفرده، حیث یراقب ھذا النظام أداء الجراح ویوفر أثناء الجراحة، ل
 63االستقرار والدعم للجراح.
تم استخدام الروبوتات الجراحیة، وباألخص روبوت (دافنشي) كوسیلة إلجراء العدید من 
بل ، وقد تم مالحظة العدید من الجوانب اإلیجابیة من ق2002العملیات الجراحیة منذ عام 
الجراحین والعلماء طوال ھذا الوقت، ومن المزایا الواضحة أن استخدام الروبوتات الجراحیة من 
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http://bme240.eng.uci.edu/students/10s/sgupta1/Developments.html 
60 Shweta, G. (2019). Id. 
61 Lanfranco, A. R., Castellanos, A. E., Desai, J. P., & Meyers, W. C. (2004). Robotic 
surgery: a current perspective. Annals of Surgery, 239(1), 14-26. 
62 Pisla, D., Gherman, B., Plitea, N., Gyurka, B., Vaida, C., Vlad, L., & Stoica, A. 
(2011). PARASURG hybrid parallel robot for minimally invasive surgery. 
Chirurgia, 106(5), 619-625. 
63 Sulbha, S. (2018). Robotic Surgery and Law in USA – a Critique. Retrieved 
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والسماح لألطباء بالقدرة  64شأنھ تقلیل أعداد األطباء والممرضین والعاملین في غرف العملیات،
أن  على العمل لساعات أطول، كما أنھ یقلل التكلفة الطبیة للمریض على المدى الطویل، كما
الجراحیة الروبوتیة تتمتع بالعدید من المزایا مقارنة بالجراحة التقلیدیة، من حیث إحداث شقوق أقل 
 65وأصغر في جسد المریض كما أنھا عادة ما تكون أكثر دقة.
ویجادل البعض بأن الجراحة بمساعدة الروبوت قد تكون أكثر تكلفة من الطرق التقلیدیة، 
رورة إلى تحسین نتائج المرضى على المدى الطویل، حیث نشرت ومع ذلك فإنھا ال تؤدي بالض
دوالر)، مقارنة بمبلغ  8,868دراسة بأن متوسط تكلفة العملیات باستخدام الروبوت كان (
دوالر) في العملیات األخرى، وعلى الرغم من أن الجراحة بمساعدة الروبوت تساعد  6,679(
إال أنھ لم یكن ھناك اختالف كبیر في التدابیر  المرضى على مغادرة المشفى خالل یومین فقط،
 66األخرى مثل المضاعفات العالجیة ومعدالت نقل الدم وغیرھا.
ومع تقدم الروبوتات إلى مستویات أعلى من االستقاللیة، بدأ علماء القانون یدركون أن 
دید من أساتذة الروبوتات تشكل تھدیدا مدمرا للمذاھب واألنظمة القانونیة القائمة، مما دفع الع
 القانون لدراسة أثر تطور الروبوتات الجراحیة في النظام القانوني الحالي والمستقبلي.
یمكن وصف مصطلح (التنظیم) بأنھ محاولة مقصودة للتأثیر على سلوك األشخاص أو 
الكیانات األخرى ذات القدرة القانونیة على التصرف، ویظھر ھذا التعریف أنھ على الرغم من أننا 
قد نمیل إلى الحدیث عن (تنظیم الروبوتات) إال أن الروبوتات نفسھا لیست ھي الھدف للتدخل 
على األقل لیس حتى تكتسب الروبوتات األھلیة القانونیة والتي قد تكتسبھا على المدى  67التنظیمي،
                                                           
64 Chang, L., Satava, R. M., Pellegrini, C. A., & Sinanan, M. N. (2003). Robotic 
surgery: identifying the learning curve through objective measurement of skill. 
Surgical Endoscopy and other Interventional Techniques, 17(11), 1744-1748. 
65 Richard, S. (2006). How the Future of Surgery is Changing: Robotics, telesurgery, 
surgical simulators and other advanced technologies. Retrieved 5/Jan/2020 from 
http://depts.washington.edu/surg/biointel/Future-of-Surgery-0606.pdf 
66 Howe, R. D., & Matsuoka, Y. (1999). Robotics for surgery. Annual Review of 
Biomedical Engineering, 1(1), 211-240. 
67 Leenes, R., & Lucivero, F. (2014). Id. 
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ولكن المقصود ھو األشخاص الذین یصممون الروبوتات، ویطرح البعض أربع أدوات  68الطویل،
ظیمیة لتنظیم الروبوتات، وھي القانون واألعراف االجتماعیة والسوق االقتصادیة والھندسة تن
التقنیة، وكل أداة تنظیمیة لھا دور في تنظیم استخدام الروبوتات، ولكن ال یوجد طریقة تنظیمیة 
 69مناسبة بشكل مثالي للتعامل مع التحدیات المستقبلیة للروبوتات.
تنظیمي الرئیسي في تنظیم التكنولوجیا ومواكبة التطورات ویمثل القانون التحدي ال
التكنولوجیة، حیث أن ھناك شكوى شائعة تتمثل في أن القانون یتخلف دائما عن التطور 
كما أن ھناك من ینادي بأنھ ال ینبغي تنظیم التكنولوجیا، بل یجب تنظیم اآلثار  70التكنولوجي،
قوانین محایدة من الناحیة التكنولوجیة، كما أن التشریع الضارة لھا، ولتحقیق ذلك یجب أن تكون ال
السابق ألوانھ والتطفل قد یعیق التقدم العلمي ویمنع تحقیق المزایا التكنولوجیة المحتملة ویثقل 
 71كاھل التنافسیة.
مع ظھور كل تقنیة جدیدة، یمكن سماع النداء الذي یتخلف عنھ القانون كرد فعل غیر 
ا ما یتبین أن األطر القانونیة الحالیة قویة نسبیا، وتعاملت مع العدید من مباشر، إال أنھ غالب
ویؤثر القانون على ماذا وكیف تتطور التكنولوجیا،  72التطورات التكنولوجیة بشكل مرض تماما.
فمثال إن مبدأ المسؤولیة عن المنتج لھا أثر كبیر على تطور المركبات ذاتیة القیادة فیما یتعلق 
 ضرار التي تتسبب بھا ھذه المركبات.بتنظیم األ
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وكمجال یمكن أن نرى فیھ بعض المشاكل التنظیمیة ھو مجال الروبوتات الجراحیة، التي 
تعتبر جدیدة نسبیا ولكنھا في تطور مستمر، ففي االتحاد األوربي ال یوجد تنظیم محدد لھذه الفئة 
ات الجراحیة مثل نظام الروبوت من الروبوتات، ومن وجھة نظر قانونیة، یتم اعبتار الروبوت
 EEC/93/42) بناء على الملحق التاسع لتوجیھ المجلس IIb(دافنشي) كجھاز طبي من فئة (
ویھدف ھذا التوجیھ إلى تنظیم سالمة  73الخاص باألجھزة الطبیة، 1993الصادر في یونیو 
بھا في السوق االجھزة الطبیة ویحدد بشكل أساسي أن األجھزة الطبیة من ھذا النوع مسموح 
األوربي بعد الخضوع إلى إعالن المطابقة وضمان الجودة وفحص النوع، حیث یتم التعامل مع 
الروبوتات الجراحیة بطریقة ال تختلف عن األجھزة الطبیة األخرى المستخدمة في العملیات 
لیس الجراحیة، حیث ینظم التوجیھ فقط وظائف األجھزة الطبیة وتصمیمھا ومتطلبات بنائھا، و
المخاطر التي تنطوي علیھا الروبوتات الجراحیة، والتي یتم تحدیدھا من خالل تفاعل معقد بین 
اإلنسان واآللة، إال أن استخدام مثل ھذا النظام یتطلب وجود مؤھالت محددة للجراحین الذین 
ت، یستخدمونھ، حیث یتطلب التعامل بشكل صحیح مع الصور ثالثیة األبعاد التي ینتجھا الروبو
 Intuitiveولیس من المستغرب أنھ تم رفع العدید من الدعاوى القضائیة ضد شركة (
Surgical الشركة التي صنعت روبوت (دافنشي) في الوالیات المتحدة األمریكیة بدعوى أن (
 74الشركة لم تقم تدریبا كافیا للجراحین قبل استخدام الروبوت.
ات الجراحیة والعدید من األجھزة الطبیة ومع ذلك، فإن االختالف النوعي بین الروبوت
األخرى قد یبرر السؤال عما إذا كانت ھناك متطلبات قانونیة محددة قد تكون مطلوبة للعاملین في 
المجال الطبي الذین یقومون بتشغیل ھذه الروبوتات، وصحیح أن المجادلة في أن المسؤولیة الطبیة 
بب في وفاة المرضى، إال أن فرض متطلبات سابقة قد تكون مناسبة لتعویض األضرار التي قد تس
 على الجراحین الذین یستخدمون الروبوتات الجراحیة قد یكون أكثر مالئمة.
                                                           
73 Leenes, R., Palmerini, E., Koops, B. J., Bertolini, A., Salvini, P., & Lucivero, F. 
(2017). Regulatory challenges of robotics: some guidelines for addressing legal 
and ethical issues. Law, Innovation and Technology, 9(1), 1-44. 
74 Leenes et al. (2017). Id. 
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إن تحقیق التوازن بین تحفیز االبتكار التكنولوجي وضمان أال تشكل التقنیات الجدیدة 
في تنظیم التقنیات مخاطر غیر معقولة على الصحة والسالمة والحقوق األساسیة تحدیا كبیرا 
الطبیة الحدیثة، ویلعب قانون المسؤولیة دورا مھما من خالل التعامل مع اآلثار السلبیة المحتملة 
لالبتكارات التكنولوجیة، ومع ذلك، یمكن أن یكون لقانون المسؤولیة تأثیر خانق على االبتكار في 
د یضطرون إلى تحمل تكالیف حال كان مطورو التكنلوجیا والروبوتات الجراحیة یخشون أنھم ق
وبالتالي فإن إحدى القضایا  75مرھقة للغایة في تأمین المنتجات التي ال یمكن حساب مخاطرھا.
الرئیسیة في سیاق التحدي التنظیمي المتمثل في موازنة االبتكار التكنولوجي والحمایة القانونیة ھي 
تكنولوجي في تقنیة معینة أو نحو حمایة ما إذا كان قانون المسؤولیة یمیل نحو تعزیز االبتكار ال
 المجتمع من المخاطر المحتملة للتقنیات الجدیدة والمعقدة.
وبحسب قانون المسؤولیة الطبیة في الوالیات المتحدة األمریكیة، فإن كل إنسان بالغ عاقل 
ریض لھ الحق في تحدید ما یجب أن یفعلھ في جسده، والجراح الذي یجري عملیة بدون موافقة الم
حیث أن القانون یھدف إلى تعویض المصابین  76یرتكب تعدیا یكون مسؤوال فیھ عن األضرار،
ویعرف سوء الممارسة الطبیة  77من األخطاء الطبیة وردع األطباء عن السلوك المھني المتھور،
أو الخطأ الطبي بأنھ إغفال من قبل الطبیب أثناء عالج مریض ینحرف فیھ عن قواعد الممارسة 
 78بولة في المجتمع الطبي ویسبب ضرر للمریض.المق
                                                           
75 Koops, B. J. (2014). On legal boundaries, technologies, and collapsing 
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76 Biotech (2020). Schloendorff v. Society of N.Y. Hosp., 105 N.E. 92, 93 (N.Y. 
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 الفصل الثاني: المسؤولیة عن األضرار التي یسببھا الروبوت الطبي
 تمھید وتقسیم
تنقسم المسؤولیة المدنیة في القانون اإلماراتي إلى مسؤولیة عقدیة، ومسؤولیة عن األفعال 
التزاما عقدیا، أما المسؤولیة عن الضارة، فالمسؤولیة العقدیة تنشأ في حال خالف أحد األطراف 
 79األفعال الضارة فتنشأ نتیجة مخالفة التزام مصدره القانون.
ولتحدید المسؤولیة عن الضرر الذي یسببھ الروبوت الطبي، ال بد من البحث في أساس 
المسؤولیة عن خطأ الطبیب طبقا لقواعد قانون المسؤولیة الطبیة اإلماراتي وقانون المعامالت 
یة، حیث أنھ للوقوف على طبیعة المسؤولیة عن أضرار الروبوت الطبي ال بد من معرفة المدن
الطبیعة القانونیة لمسؤولیة الطبیب. ونظرا ألنھ لم یتم بعد تحدید أساس المسؤولیة عن األضرار 
التي تسببھا الروبوتات والذكاء االصطناعي، نظرا لحداثة استخدام الروبوتات، بحث الفقھ في عدة 
 سس قانونیة یمكن تأصیل مسؤولیة الروبوتات بناء علیھا.أ
وعلیھ، في ھذا الفصل نبحث في الطبیعة القانونیة لمسؤولیة الروبوت الطبي، استنادا إلى 
الطبیعة القانونیة لمسؤولیة الطبیب بموجب قانون المسؤولیة الطبیة، ومن ثم نبحث في األساس 
 القانوني لھذه المسؤولیة.
 ل: الطبیعة القانونیة لمسؤولیة الروبوت الطبي.المبحث األو
 المبحث الثاني: األساس القانوني لمسؤولیة الروبوت الطبي.
 
                                                           
الفعل الضار والفعل النافع. مكتبة جامعة اإلمارات  -). المصادر غیر اإلرادیة لاللتزام2002زھرة، محمد مرسي (  79
 .31ص  ،اإلمارات للنشر والتوزیع.
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 المبحث األول: الطبیعة القانونیة لمسؤولیة الروبوت الطبي
 تمھید وتقسیم
تثور المسؤولیة المترتبة عن الخطأ الطبي عندما یتخلف أبناء المھنة في بذل العنایة التي 
تتطلبھا علیھم مھنتھم، والتي ینتظرھا منھم المرضى، وذلك باقترافھم أخطاء طبیة كان من 
المفروض علیھم تفادیھا، ولعل التطور العلمي والتكنولوجي لمختلف العلوم وظھور األجھزة 
ت الحدیثة والروبوتات الطبیة من العوامل التي عززت وقوع االطباء في مثل ھذه األخطاء والتقنیا
مما رتب قیام مسؤولیتھم، إال أن ھذه االلتزامات تختلف باختالف نوع االلتزامات بین الطبیب 
 والمریض. 
وتنقسم المسؤولیة المدنیة بشكل عام إلى مسؤولیة عقدیة، ومسؤولیة عن الفعل الضار، 
ھو ما أخذ بھ المشرع اإلماراتي في قانون المعامالت المدنیة في حدیثھ عن مصادر االلتزام، كما و
بشأن  2019لسنة  40والقرار الوزاري رقم  2016لسنة  4حدد قانون المسؤولیة الطبیة رقم 
 أحكام المسؤولیة الطبیة.
یة، یتوجب علینا ولبیان المسؤولیة الناشئة عن األضرار التي تحدثھا الروبوتات الطب
البحث في الطبیعة القانونیة لمسؤولیة الطبیب في ضوء قانون المسؤولیة الطبیة وقانون المعامالت 
المدنیة، ومن ثم إسقاطھا على الروبوتات الطبیة لتحدید طبیعة ھذه المسؤولیة. وعلیھ، نناقش في 
رار التي تحدثھا الروبوتات ھذا المبحث الطبیعة القانونیة للمسؤولیة الطبیة الناشئة عن األض
 الطبیة، وذلك على النحو التالي:
 المطلب األول: المسؤولیة الطبیة العقدیة للروبوتات الطبیة.
 المطلب الثاني: المسؤولیة الطبیة التقصیریة للروبوتات الطبیة.
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 المطلب األول: المسؤولیة الطبیة العقدیة للروبوتات الطبیة
ض والطبیب ھي عالقة إنسانیة أوال، ویرتبط الطبیب مع ال شك أن العالقة بین المری
المریض بموجب عقد في اللحظة التي یبدأ فیھا الطبیب عالج المریض في الظروف العادیة، 
أن طبیعة العالقة  1839ویكون ذلك بناء على اتفاق مسبق بینھما، وقد قرر القضاء الفرنسي عام 
والتزام المریض بدفع األجر للطبیب ھو التزام التي تربط بین الطبیب والمریض ھي عقدیة، 
 80تعاقدي.
كما أقرت محكمة النقض الفرنسیة في قرار آخر مبدأ مفاده اعتبار العالقة بین الطبیب 
والمریض عالقة عقدیة، وبالتالي یكون التزام الطبیب تجاه المریض التزاما عقدیا، وبھذا یوصف 
یب اللتزامھ الناشئ عن العقد، وھو ما أكدتھ من خالل خطؤه بأنھ عقدي یتجسد في عدم تنفیذ الطب
قولھا "ینشأ بین الطبیب وعمیلھ عقد حقیقي... وأن المخالفة ولو كانت بطریقة غیر عمدیة لھذا 
 81االلتزام العقدي یترتب علیھا قیام مسؤولیة من نفس الطبیعة وھو المسؤولیة العقدیة".
اه مریضھ، وبموجبھ یلتزم الطبیب ببذل الجھد وبمضمون العقد تتحدد التزامات الطبیب تج
والعنایة المطلوبة لتحقیق ما تم االتفاق علیھ من التزامات، ما لم یكن التزام الطبیب ھو التزام 
بتحقیق نتیجة، وتبقى الرابطة العقدیة بین الطبیب والمریض ما دام العقد الطبي قد نشأ باألساس 
 82.بناء على إیجاب الطبیب وقبول المریض
ویعتبر القائلین بالمسؤولیة العقدیة للطبیب أن المسؤولیة تبقى عقدیة حتى في الحاالت 
العاجلة التي یقوم بھا الطبیب بعالج المریض، فالطبیب بوجود الالفتة الموجودة على عیادتھ 
                                                           
). مسؤولیة المستشفى الخاص عن أخطاء الطبیب مساعدیھ. رسالة دكتوراه، دامعة 1983سعد، أحمد مسعود (  80
 .216ص  ،القاھرة، مصر
الطبعة الثانیة. منشورات الحلبي الحقوقیة،  ،)115). الخطأ الطبي (ص 2010نقال عن: غصن، علي عصام (  81
 بیروت، لبنان.
). المجلد الثاني، الطبعة الثالثة، الجزء 847الوسیط في شرح القانون المدني (ص  ).1998السنھوري، عبدالرزاق (  82
 األول. منشورات الحلبي الحقوقیة، بیروت.
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والبیانات التفصیلیة المتعلقة بالطبیب من حیث اسمھ وتخصصھ یكون في حالة دعوة للتعاقد، 
 83ا فإن موافقة الطبیب على عالج المریض یعد قبوال منھ للعقد.وأیض
وبالتالي فإن أي إخالل بالعقد بین المریض والطبیب یترتب علیھ ضرر یصیب المریض 
من شأنھ قیام المسؤولیة العقدیة للطبیب، ولكن عندما یكون الروبوت الطبي ھو من تسبب 
ة العقدیة في ھذه الحالة. ففي أوربا مثال إذا كان بالضرر، فیثور السؤال عن كیفیة قیام المسؤولی
الروبوت غیر مطابق للشروط والبنود المتفق علیھا في العقد الطبي تقوم المسؤولیة العقدیة عندما 
 84یكون أداء الروبوت ال یكون كما ھو متفق علیھ في العقد.
الروبوت الطبي مطابقا وعلى ھذا النحو تنطبق أحكام المسؤولیة العقدیة إذا لم یكن أداء 
فمن الواضح أن الروبوت مجرد أداة بید الطبیب،  85لما تم االتفاق علیھ بین المریض والطبیب،
 86ولذلك یرى بعض الفقھ أن تطبیق قواعد المسؤولیة العقدیة ال یسبب أي مشكلة.
وترى الباحثة أن ھذا الرأي محل نظر ألن تطبیق المسؤولیة العقدیة على الروبوتات 
طبیة لیس كافیا لمواجھة األضرار التي یحدثھا، فضال عن أنھا توجھ للطبیب ولیس إلى ال
حیث أنھ ال زال لیس أھال لیكون طرفا في العقد، كما أن الطبیب یمكن لھ التنصل من  ،الروبوت
المسؤولیة إذا ما أثبت أن الضرر راجع إلى سبب ال یكون مسؤوال عنھ، كأن یكون الروبوت قد 
ج ما ھو مبرمج ومصمم علیھ، األمر الذي یؤدي في النھایة إلى صعوبة حصول تصرف خار
 المریض على التعویض.
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Trento, Canada. 
86 Santosuosso, A., Boscarato, C., Caroleo, F., Labruto, R., & Leroux, C. (2012). 
Robots, market and civil liability: A European perspective. In 2012 IEEE RO-MAN: 
The 21st IEEE International Symposium on Robot and Human Interactive 
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وحیث أنھ من واجبات الطبیب االلتزام بتبصیر المریض، ویقع على الطبیب عاتق االلتزام 
بإبالغ المریض بطبیعة مرضھ وكیفیة ووسائل العالج والمخاطر المحتملة من العملیات الجراحیة، 
ویلزم الطبیب بالعالج  87إال یكون الطبیب مسؤوال حتى لو لم یرتكب خطأ أثناء مزاولة عملھ،و
ووسائلھ أو العملیات الجراحیة والحصول على موافقة المریض، وفي حال تخلف ذلك یكون 
وبالتالي فإن موافقة المریض تعد  88الطبیب مخطئا ویتحمل تبعة المخاطر الناشئة عن العالج.
یا الستخدام الروبوتات الجراحیة، وعدم تزوید المریض بمعلومات كافیة حول عمل عنصرا أساس
ومھمة الروبوت الطبي یشكل إخالال عقدیا بھذا االلتزام المفروض على الطبیب، وعلیھ، إذا لم 
یعط المریض تبصیرا حول الروبوت الطبي الذي یستعین بھ، واآلثار والمخاطر المحتملة المترتبة 
مھ، ففي ھذه الحالة تقوم المسؤولیة الطبیة حتى لو أجریت العملیة بدون عیوب، على استخدا
فالمریض من الممكن أن یرفض العالج إذا كانت المخاطر الناشئة عن استخدام الروبوت الطبي 
 89معروفة وواضحة لھ.
وتثیر روبوتات العنایة الصحیة المالزمة لكبار السن أو األشخاص المعوقین مسألة 
، حیث أنھ في األحوال العادیة یلتزم الطبیب بحفظ أسرار المھنة، ویعد ھذا االلتزام من أكثر السریة
االلتزامات التصاقا بواجبات الطبیب األخالقیة واإلنسانیة، فالطبیب علیھ االلتزام بمعالجة ورعایة 
ومات أیا المریض باھتمام وإنسانیة وسریة، والسر طبي ھو "كل ما یصل إلى علم الطبیب من معل
كانت طبیعتھا تتعلق بحالة المریض وعالجھ والظروف المحیطة سواء حصل علیھا من المریض 
 90نفسھ أو علم بھا أثناء أو بمناسبة أو بسبب ممارسة مھنتھ".
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بالنص على أنھ "یحظر على الطبیب  91وقد أكد قانون المسؤولیة الطبیة اإلماراتي ھذا االلتزام
یطلع علیھا أثناء مزاولة المھنة أو بسببھا سواء كان المریض قد عھد إفشاء أسرار المریض التي 
 92.إلیھ بھذا السر وائتمنھ علیھ أو كان الطبیب قد اطلع علیھ بنفسھ...".
ولكن عندما یتعلق األمر بروبوتات العنایة الصحیة، فإن ھذه المسألة تثیر إشكالیة متعلقة 
مریض تحت عنایتھ، أو باألحرى كیفیة التأكد من أن بكیفیة إثبات عدم إفشاء الروبوت ألسرار ال
آلیات العمل التكنولوجي والرقمي للروبوت المتصل بخوارزمیات الشركة المصممة لن یفشي 
أسرار المریض، ففي حال أن معلومات المریض تصل إلى الشركة المصممة من خالل الروبوت، 
یام المسؤولیة المدنیة للشركة المصممة وقامت الشركة بإفشاء أسرار المریض، فھنا ال بد من ق
 إلخاللھا بھذا االلتزام.
 المطلب الثاني: المسؤولیة الطبیة التقصیریة للروبوتات الطبیة
تعرف المسؤولیة التقصیریة للطبیب بأنھا الجزاء المترتب على الطبیب نتیجة إخاللھ 
عنھ بالخطأ غیر المشروع،  بالتزام قانوني، وھو التزام یفرض عدم اإلضرار باآلخرین، ویعبر
ومعیاره انحراف المرء في سلوكھ وتصرفاتھ عن جانب الحیطة والحذر والتبصر وعن بذل العنایة 
 93الالزمة للمریض.
وقد استقرت المحاكم الفرنسیة لفترة من الزمن على أن مسؤولیة الطبیب تقصیریة على 
أساس أن االلتزام المھني لیس لھ عالقة باالتفاق مع المریض ألنھ یجھل االلتزامات التي وقعھا، 
فال یفترض أن ھذه االلتزامات تدخل دائرة التعاقد وھي تقترب من االلتزامات التي یفرضھا 
                                                           
. مجلة 2016لسنة  4). الجدید في قانون المسؤولیة الطبیة اإلماراتي رقم 2017للمزید انظر: العبیدي، علي ھادي (  91
 .17ص  ،2العدد عین للقانون واألعمال، جامعة ال
 .2016لسنة  4من قانون المسؤولیة الطبیة اإلماراتي رقم  5من المادة  6الفقرة   92
). المسؤولیة المدنیة التقصیریة المترتبة على عمل الطبیب. مجلة المحامون السوریة، 1979شقفة، محمد فھر (  93
 .139ص ، 3العدد 
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وقد استقرت أحكام المحكمة االتحادیة العلیا على أنھ "مسؤولیة الطبیب مناطھا قیامھ 94 .القانون
ببذل العنایة المطلوبة منھ بأن یبذل جھودا صادقة ویقظة تتفق مع األصول المستقرة في علم 
الطب. مسؤولیتھ عن كل تقصیر في مسلكھ ال یقع من طبیب في مستواه المھني وجد في األحوال 
 95ة نفسھا التي أحاطت بالطبیب المسؤول".الخارجی
كما أن المحكمة العلیا في دولة اإلمارات العربیة المتحدة قد استقرت على فكرة مسؤولیة 
 -الطبیب عن كل خطأ یرتكبھ مادیاً كان أو فنیاً. ھذا وقد قررت بأن "من المقرر أن التزام الطبیب
 ً بتحقیق نتیجة ھي شفاء المریض، إنما ھو وعلى ما جرى بھ قضاء ھذه المحكمة لیس التزاما
في غیر  -التزام ببذل عنایة، إال أن العنایة المطلوبة منھ تقتضي أن یبذل لمریضھ جھداً صادقاً یتفق
مع األصول المستقرة في علم الطب، فیسأل الطبیب عن كل تقصیر في  -الظروف االستثنائیة
ني وجد في نفس الظروف الخارجیة التي مسلكھ الطبي ال یقع من طبیب یقض في مستواه المھ
 96أحاطت بالطبیب المسؤول، كما ویسأل عن خطئھ العادي أیا كانت درجة جسامتھ".
ویشترط لحصول المضرور على التعویض وفقا لنظام المسؤولیة التقصیریة أن یثبت 
اجمة الخطأ والضرر وعالقة السبیبة، ویمكن تطبیق ذلك على الشخص المسؤول عن األضرار الن
عن استخدام الروبوتات الطبیة، فمثال إذا اعتمد الطبیب على برنامج دعم القرار السریري المدعوم 
بالذكاء االصطناعي لوصف الدواء، إال أن البرنامج أصدر توصیة خاطئة كان یمكن مالحظتھا 
وتم تجاھلھا من قبل طبیب مختص، عندئذ من الممكن مساءلة الطبیب عن األضرار الناتجة 
 97واإلصابات المتوقع حدوثھا بالمریض.
                                                           
دراسة مقارنة. رسالة ماجستیر. جامعة النجاح الوطنیة،  - ). المسؤولیة المدنیة للطبیب2008عساف، وائل تیسیر (  94
 .17فلسطین. ص 
 .30/10/1994قضائیة، جلسة  15لسنة  93الطعن رقم   95
 .22/9/2002قضائیة مدني، جلسة  22لسنة  431المحكمة االتحادیة العلیا، الطعن رقم   96
). المسؤولیة المدنیة عن أضرار الذكاء االصطناعي. مركز جیل البحث العلمي. 2020محمد، عبدالرزاق وھبة (  97
 .23-22ص  ،43العدد  ،مجلة جیل األبحاث القانونیة المعمقة
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ومن الجدیر بالذكر أن تطبیق المسؤولیة التقصیریة على الذكاء االصطناعي والروبوتات 
الطبیة یواجھ تحدیات كثیرة للغایة، ألنھ یجب على المحاكم تحدید الشخص الطبیعي أو االعتباري 
یة الروبوتات المتزایدة تجعل من المسؤول عن الضرر الناجم عن تلك األفعال، إال أن استقالل
الصعب تقییم أساس المسؤولیة، فعندما یتخذ الروبوت قرارات مستقلة، ال تكفي القواعد التقلیدیة 
إلقامة المسؤولیة المدنیة عن الضرر الذي أحدثھ الروبوت، ألنھا ال تساعد على تحدید الطرف 
سؤولیة التقصیریة لیس باألمر الذي أحدث الضرر، ألن تحدید الشخص المسؤول وأركان الم
 98الیسیر عندما یتعلق األمر باالستقاللیة المتزایدة للذكاء االصطناعي.
وقضت محكمة تمییز دبي بأنھ "على الطبیب أو الجراح أن یقوم بواجبھ حیال مریضھ 
بقدر معقول ومنسب من الكفایة والمھارة وأن یبذل درجة عالیة من العنایة واالھتمام والیقظة 
المعیار في ذلك ھو ما یقلھ أھل المھنة المھرة الیقظین ممن یفترض أن یكون في مستواھم وتقدیر و
القیام بالواجب المنوط بھ بالدرجة المطلوبة منھ من عدمھ وفقا لھذا المعیار تستقل بھ محكمة 
 99الموضوع دون رقابة علیھا من محكمة التمییز".
ون مسؤوال عن أفعالھ فقط، وإنما یكون وبحسب القواعد العامة، فإن الشخص ال یك
مسؤوال عن األشیاء تحت حراستھ وتتطلب عنایة خاصة، فإذا ما تسببت ھذه األشیاء بضرر، 
وقد استقرت  100فیكون الشخص الحارس لھا ھو المسؤول عن تعویض األضرار التي تسببھا،
ا ثبت أنھا خرجت من محكمة تمییز دبي على أن "األصل أن تكون الحراسة لمالك الشيء إال إذ
                                                           
98 Benhamou, Y., & Ferland, J. (2020). Artificial Intelligence & Damages: Assessing 
Liability and Calculating the Damages. Leading Legal Disruption: Artificial 
Intelligence and a Toolkit for Lawyers and the Law, Forthcoming. Retrieved 
11/March/2020 from 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3535387 
 .2/11/1997، جلسة 1997لسنة  113و 88محكمة تمییز دبي، الطعنین رقم   99
على أنھ " كل من كان تحت تصرفھ أشیاء  1985لسنة  5من قانون المعامالت المدنیة رقم  316تنص المادة  100
من ضرر  تتطلب عنایة خاصة للوقایة من ضررھا أو آالت میكانیكیة یكون ضامنا لما تحدثھ ھذه األشیاء أو اآلالت
 إال ما ال یمكن التحرز منھ، وذلك مع عدم اإلخالل بما یرد في ھذا الشأن من أحكام خاصة".
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إال أنھ في  101تحت یده إلى الغیر، ویكون الغیر وحده مسؤوال عما تحدثھ األشیاء من ضرر"،
حالة الروبوتات الطبیة، فمن الصعب أحیانا تحدید من ھو الشخص المسؤول عنھا، الطبیب 
ة تنحصر المشرف أو المستشفى أو الشركة المصنعة أو المبرمج، ویجمع الفقھ على أن المسؤولی
في الشخص الذي یكون لدیھ الحراسة الفعلیة على الشيء، ولكن ھذا ال یتحقق في مجال الروبوتات 
القائمة على الذكاء االصطناعي والتي تتمتع باالستقاللیة، ألن ھذه األخیرة تتعارض مع سلطة 
 102الحارس في السیطرة علیھا.
) المصنعة لروبوت Intuitive Surgicalفمثال، في قضیة بین مواطن أمریكي وشركة (
) برفع Taylor، قام المواطن األمریكي (2012دافنشي الطبي، والتي حدثت في واشنطن عام 
قضیة ضد الشركة لكونھا تعرض المرضى للخطر من خالل تسویق الروبوت لألطباء دون 
 103تدریب كاف لھم، األمر الذي یعرض حیاة األفراد للخطر.
بأنھ  2009) عام Bryn Mawr) مشفى (Mracekطن (وفي قضیة أخرى، اتھم الموا
تسبب في إیذاءه أثناء تعطل الروبوت أثناء الجراحة وعانى من مضاعفات كبیرة، إال أن المحكمة 
حكمت بأن المواطن لم یقدم أي دلیل إلثبات أن العطل كان راجعا لخطأ المشفى ولیس بسبب أشیاء 
 104أن العطل تسبب في إصابتھ.ثانویة خارجة عن إرادة المشفى، أو إثبات 
) ضد الشركة المصنعة لروبوت دافنشي عام Thomasفي قضیة أخرى للمواطن (
، تعرض المدعي أثناء عملیة جراحیة باستخدام الروبوت إلى ضرر في القولون، ورفع 2011
دعوى ضد الشركة المصنعة بحجة اإلھمال والتھور في التصمیم والتصنیع والتخطیط والصیانة 
                                                           
 .3/5/2018، الصادر في جلسة 18-2لسنة  104محكمة تمییز دبي، الدائرة المدنیة، الطعن رقم   101
102 Archambault, L., & Zimermann, L. (2018). Repairing damages caused by 
artificial intelligence: french law needs to evolve, gazette du Palals, N. 9. 
Retrieved 5/April/2020 from https://www.selene-avocats.fr/wp-
content/uploads/2019/01/Traduction-article-IA.pdf 
103 Sulbha, S. (2018). Id. P. 37. 
104 Mracek v. Bryn Mawr Hosp., 2010 U.S. App. LEXIS 2015. 
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وبوت دافنشي، إال أن المحكمة رفضت الدعوى بسبب نقص األدلة وعدم ثبوت خطأ للر
 105الشركة.
) ضد نفس الشركة، زعم المدعي أن الروبوت Obrienوأیضا في دعوى من المواطن (
المصنع من الشركة تم تصمیمھ بشكل معیب، وتعطل أثناء استئصال البنكریاس للمدعي، مما سبب 
المحكمة رفضت الدعوى، موضحة أن المدعي یجادل بأنھ تعرض إلى  لھ أضرار بلیغة، إال أن
إھمال طبي ولم تتمكن المحكمة من العثور على أي أساس للمطالبة وعدم وجود أدلة تدین 
 106الشركة.
) ضد نفس الشركة، ادعى بأن الشركة مسؤولة عن Silvestriniفي دعوى بین المدعو (
وت الجراحي، وأن ھذا التدریب كان ناقصا تماما وغیر تدریب موظفي المشفى على استخدام الروب
كفء، وتعطل الروبوت أثناء الجراحة مما سبب أضرار جسدیة وعقلیة، إال أن المحكمة رفضت 
 107الدعوى لعدم ثبوتھا.
ومما سبق، ترى الباحثة أن مسألة إثبات خطأ الشركة المصنعة أو المستشفى الذي یستخدم 
ق العالقة السببیة بین الخطأ والضرر الذي یصیب المریض یشكل الروبوت الطبي، وإثبات تحق
عائقا أساسیا یواجھ المرضى، ویزداد األمر تعقیدا كلما ازدادت االستقاللیة التي یتمتع بھا 
الروبوت، وھو األمر الذي قد یؤدي في المستقبل إلى عزوف المرضى عن قبول إجراء عملیات 
 الذي ینعكس سلبا على تطویر ھذه الصناعة. جراحیة باستخدام الروبوتات، األمر
 
                                                           
105 Dulski v. Intuitive Surgical, Inc., 2011 U.S. Dist. LEXIS 12651. 
106 O’Brien v. Intuitive Surgical, Inc, 2011 U.S. Dist. LEXIS 80868. 
107 Silvestrini v. Intuitive Surgical, Inc, 2012 U.S. Dist. LEXIS 13801. 
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 المبحث الثاني: األساس القانوني لمسؤولیة الروبوت الطبي
 تمھید وتقسیم
إن المراد بأساس المسؤولیة ھو السبب أو المبرر الذي یدفع المشرع إلى إلقاء عبء 
بة التعویض عن الضرر على عاتق شخص ما، وقد بنت التشریعات المختلفة أساس المطال
بالتعویض إما على أساس نظریة الخطأ أو على أساس نظریة الضرر، ولم یتم بعد في مجال 
المسؤولیة عن األضرار التي تسببھا الروبوتات تحدید أساس معین تقوم علیھ ھذه المسؤولیة نظرا 
 لحداثة استخدام الروبوتات.
، فقد بحث الفقھ وفي محاولة لتأسیس المسؤولیة عن األضرار التي تحدثھا الروبوتات
القانوني في عدة أسس یمكن تطبیقھا على المسؤولیة المدنیة عن األضرار التي یسببھا الروبوت، 
منھا ما استند إلى النظریات التقلیدیة لتأسیس المسؤولیة، كفكرة الحراسة والمسؤولیة عن المنتجات 
 نساني.المعیبة، ومنھا ما استند إلى النظریات الحدیثة كفكرة النائب اإل
ولمحاولة تأسیس المسؤولیة عن األضرار التي تسببھا الروبوتات الطبیة، نعالج في ھذا 
المبحث األساس القانوني لمسؤولیة الروبوتات الطبیة وفقا للنظریات التقلیدیة والحدیثة للمسؤولیة 
 مع اإلشارة إلى مسؤولیة الطبیب عن األخطاء الطبیة، وذلك على النحو التالي:
 األول: النظریات التقلیدیة لتأسیس مسؤولیة الروبوتات الطبیة. المطلب
 المطلب الثاني: النظریات الحدیثة لتأسیس مسؤولیة الروبوتات الطبیة.
 المطلب األول: النظریات التقلیدیة لتأسیس مسؤولیة الروبوتات الطبیة
الروبوتات إلى یرى البعض من الفقھ إمكانیة تأسیس المسؤولیة عن األضرار التي تحدثھا 
نظریة المسؤولیة عن المنتجات المعیبة، وقد استحدث المشرع األوربي ھذه النظریة بموجب 
والخاص بالمسؤولیة عن المنتجات المعیبة،  1985في عام  374/85التوجیھ الصادر عنھ رقم 
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األمان ویقصد بھا تلك المسؤولیة التي تتقرر بحكم القانون وتقوم على أساس عدم كفایة معاییر 
أي أن المصنع یكون مسؤوال عن الضرر الناتج عن العیب في  108والسالمة في المنتجات،
المنتوج، ومن ثم ال یخلو القانون األوربي كلیة من القوانین التي تحكم المسؤولیة خارج النطاق 
عن التعاقدي، حیث یقدم للدول األوربیة إطار شامل للمطالبة بالتعویض على أساس الضرر الناجم 
المنتجات، حیث ال یشترط وفقا للتوجیھ المطالبة بالتعویض على أساس اكتشاف خطأ من جانب 
قیام الشركة المصنعة، ویؤكد التوجیھ على أن النظام المطلق ھو المسؤولیة الموضوعیة، ومع ذلك 
ال یكفي أن یحدث المنتج ضررا، وإنما یتطلب أن یكون المنتج معیبا، وأن العیب ھو سبب 
 109رر.الض
وقد عرفت المادة السادسة من التوجیھ المنتج المعیب بأنھ المنتج الذي ال یتوافر فیھ األمان 
المشروع، فالعیب یكون محال للمسؤولیة في المنتج الذي ال تتوفر فیھ معاییر األمن والسالمة، وال 
وفي حالة وجود أكثر من شخص ساھم في  110یلتزم المضرور سوى بإثبات الضرر والعیب،
إنتاج السلعة حتى تصل إلى المستھلك، فھنا نكون أمام حالة تعدد المنتجین في إنتاج السلعة، والمبدأ 
المستقر ھو إلزام المنتجین بالتضامن في مواجھة المضرور، ولكن البحث عن المسؤول یكون 
بي یتعدد االطراف المساھمة في تصنیعھ أمرا شائكا للغایة حینما یكون المنتج ھو روبوت ط
 111وبرمجتھ وتشغیلھ وصیانتھ واستخدامھ.
                                                           
108 Risso, G. (2019). Product liability and protection of EU consumers: is it time for a 
serious reassessment?. Journal of Private International Law, 15, 210-233. 
 - ). المسؤولیة المدنیة عن األضرار التي یسببھا الروبوت2019دة، حسام عبیس (جھلول، الكرار حبیب، وعو 109
 .750ص  ،6دراسة تحلیلیة مقارنة. مجلة التربیة والعلوم االجتماعیة. العدد 
جلة العلوم م). المسؤولیة عن فعل المنتجات المعیبة في ضوء القانون المدني الفرنسي. 2015العطراق، ناجیة ( 110
 .84، ص 6والشرعیة. العدد القانونیة 
111 Mazeau, L. (2018). Intelligence artificielle et responsabilité civile: Le cas des 
logiciels d’aide à la décision en matière médicale. Revue Pratique De La 
Prospective Et De L’innovation, 23, 38-43. 
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تفرض قیام  112المسؤولیة الصارمة أو المطلقة تطبق فیما یتعلق بالمنتجات الخطرة عادة،
المسؤولیة دون الحاجة إلثبات الخطأ، فیجوز للمدعي تحمیل المسؤولیة للمدعى علیھ عن الحادث 
حیث ال یوجد مستوى من الرعایة أو اإلھمال من جانب  113مدعى علیھ،بغض النظر عن خطأ ال
ھذه المسؤولیة یمكن تطبیقھا في حال كانت اآللة  114المدعى علیھ یمكنھ من تجنب المسؤولیة.
فیمكن للمضرور أن  115معیبة في التصنیع أو التصمیم، أو كان یحمل عالمة تحذیر غیر كافیة،
عن األضرار، ففي ھذه الحالة یفترض أن تكون الشركة  یحمل شركة التصنیع مسؤولیة صارمة
األمر الذي یوفر لشركة التصنیع  116وكأنھا موردا تجاریا، وأن تكون اآللة معیبة في التصنیع.
حافزا أكبر لتجنب العیوب في تصنیع وتصمیم اآللة، ویوفر ضمانا للمضرور في الحصول على 
 117التعویض.
وبوتات الذكاء االصطناعي یواجھ تحدیات كبیرة، ألنھ ولكن تطبیق مسؤولیة المنتج على ر
 118ال یمكن السیطرة علیھ نظرا لخصائصھ المتطورة، بسبب االستقاللیة ونظام التعلم الذاتي،
فسیكون من الصعب على المدعي إثبات وجود عیب في الروبوت، كما أنھ لیس باألمر الیسیر 
ركة في تطویر الروبوتات، وبالتالي سیظھر تحدید الشركة المصنعة نظرا لتعدد الجھات المشا
 119حاالت ال یمكن فیھا تعویض الضرر على أساس المسؤولیة عن المنتجات المعیبة.
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وترى الباحثة أن تطبیق المسؤولیة الموضوعیة على الروبوتات بوضعھا الحالي أمر 
رر نتیجة سلوك صعب للغایة، ألنھ ال یمكن تحدید عیب المنتج في المواقف التي یحدث فیھا الض
تعلمھ الروبوت، وھذا یتطلب إعادة نظر في قواعد المسؤولیة عن المنتجات لكي تتناسب مع 
خصوصیة الذكاء االصطناعي والروبوتات الطبیة على اعتبار أن الروبوتات الطبیة من األجھزة 
 الخطرة.
عن اتجھ البعض إلى تأسیس المسؤولیة عن أضرار الروبوتات إلى أساس المسؤولیة 
األشیاء، والتي تقوم على أساس الخطأ المفترض بنص القانون، والمقصود بھ الخطأ الذي ال یتكلف 
المضرور بإثباتھ، وإنما یفترض المشرع وجوده استنادا إلى قرینة یعتقد أنھا كافیة إلقامة 
ت المدینة، المسؤولیة، ولقد نظم المشرع اإلماراتي أحكام المسؤولیة عن األشیاء في قانون المعامال
حیث نص على أنھ "كل من كان تحت تصرفھ أشیاء تتطلب عنایة خاصة للوقایة من ضررھا أو 
اآلالت المیكانیكیة یكون ضامنا لما تحدثھ ھذه األشیاء أو اآلالت من ضرر إال ما ال یمكن التحرز 
لقیام  واشترط المشرع 120منھ وذلك مع عدم اإلخالل بما یرد في ھذا الشأن من أحكام خاصة".
ھذه المسؤولیة ثبوت الحراسة، أي أن یكون الشخص المسؤول ھو صاحب السیطرة الفعلیة على 
الشيء محل الحراسة، وأن تتسبب ھذه األشیاء بضرر یلحق بالغیر، وأن یكون الشيء محل 
والتي یمكن وصفھا باألشیاء الخطرة، سواء  121الحراسة من األشیاء التي تتطلب عنایة خاصة،
وأقام  122ة بطبیعتھا، أو بنص القانون، كاآلالت المیكانیكیة ذات قوة تحرك ذاتي،كانت خطر
المشرع اإلماراتي المسؤولیة على أساس افتراض الخطأ الذي ال یقبل إثبات العكس، وال یجوز 
                                                           
 من قانون المعامالت المدنیة اإلماراتي. 316المادة   120
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للمسؤول نفي مسؤولیتھ إال من خالل نفي عالقة السببیة من خالل إثبات السبب األجنبي، وھو ما 
 123ارة (إال ما ال یمكن التحرز منھ).یدل علیھ عب
وقد استقرت أحكام المحكمة االتحادیة العلیا على أنھ "ال یمكن للمتسبب في الضرر 
(الحارس الفعلي) أن یدرأ مسؤولیتھ إال بنفي الرابطة السببیة بین الخطأ والضرر بإثبات السبب 
 124األجنبي".
في مجال الروبوتات الطبیة یقودنا والحدیث عن المسؤولیة عن ألشیاء واآلالت الخطرة 
إلى الحدیث عن مسؤولیة الطبیب عن استعمال األدوات واالجھزة الطبیة ووسائل الحمایة، 
باعتبارھا تطبیق خاص من تطبیقات المسؤولیة عن األشیاء، حیث أنھ نظرا لزیادة استخدام 
فسیر أحكام المسؤولیة، األجھزة الطبیة أخطارھا، اتجھت التشریعات والقضاء نحو التوسع في ت
وھذا ما كان لھ أثر واضح في نطاق المسؤولیة الطبیة نتیجة تدخل اآللة بشكل واضح وملموس في 
العالج الطبي، فالمریض قد یصاب بأضرار نتیجة استخدام األجھزة واألدوات الطبیة، بما فیھا 
 الروبوت الطبي.
ة الالزمة في تشخیص ومعالجة حیث یلتزم الطبیب باستخدام األدوات واالجھزة الطبی
ویقر القضاء الغربي بالتزام  125المریض بكل یقظة وانتباه ووفقا لألصول الطبیة المتعارف علیھا،
الطبیب بنتیجة سالمة المرضى من األضرار التي قد تلحق من استخدام تلك األدوات 
ة أو األدوات واألضرار ھي تلك التي تنشأن نتیجة وجود عیب أو عطل باألجھز 126واألجھزة،
 الطبیة أو نتیجة سوء استخدام الطبیب لھذه األجھزة.
                                                           
). المصادر غیر اإلرادیة لاللتزام في قانون المعامالت المدنیة لدولة اإلمارات العربیة 2002زھرة، محمد مرسي (  123
 .اإلمارات ،). مطبوعات جامعة اإلمارات436-433المتحدة (ص 
، 26، مجموعة األحكام، سنة 27/6/2004قضائیة، تاریخ  23لسنة  621المحكمة االتحادیة العلیا، الطعن رقم   124
 .209، ص 3العدد 
ریعات النافذة من قانون المسؤولیة الطبیة اإلماراتي على أنھ "دون اإلخالل بااللتزامات المقررة بالتش 4تنص المادة   125
. استخدام األدوات واألجھزة الطبیة الالزمة في تشخیص 4فإنھ یجب على الطبیب بصفة خصة االلتزام بما یأتي:...
 ومعالجة المریض بكل یقظة وانتباه ووفقا لألصول العلمیة المتعارف علیھا". 
 .52ص  ،عساف، وائل تیسیر محمد. مرجع سابق  126
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ویثور السؤال حول ما غذا كان التزام الطبیب باستخدام األدوات واألجھزة الطبیة بما ال 
یشبب ضرر للمریض ھو التزام ببذل عنایة، بحیث ال تتحقق مسؤولیة الطبیب إال إذا أثبت 
المطلوبة منھ في استخدام ھذه األجھزة، أي أنھ لم یستخدمھا  المریض أن الطبیب لم یبذل العنایة
بكل یقظة وانتباه، أم یعد التزامھ ھو التزام بتحقیق نتیجة، بحیث تتحقق مسؤولیة الطبیب بمجرد 
تحقق الضرر للمریض من ھذه األجھزة ما لم یتمكن الطبیب من إثبات السبب األجنبي الذي أدى 
اجح ھو أن التزام الطبیب باستخدام األجھزة واألدوات الطبیة بما إلى حصول الضرر. والرأي الر
ال یسبب ضرر للمریض ھو التزام بتحقیق نتیجة، وذلك استنادا لألصل العام عن المسؤولیة عن 
من قانون المعامالت المدنیة التي تلزم الحارس بالمسؤولیة عن الضرر  316األشیاء وھي المادة 
 ما ال یمكن التحرز منھ، والضرر الذي ال یمكن التحرز منھ ھو الضرر الذي تسببھ ھذه اآلالت إال
الذي یعزى لسبب أجنبي، حیث أن الطبیب ملزم بضمان سالمة األجھزة واألدوات الطبیة التي 
 127یستخدمھا في معالجة المریض.
وقضت محكمة تمییز دبي بأنھ "مسؤولیة األطباء تخضع للقاعدة العامة مع وجوب مساءلة 
بیب عند ثبوت الخطأ المنسوب إلیھ أیا كانت درجتھ على أن یكون التزام الطبیب في أداء عملھ الط
التزام ببذل العنایة التي تقتضي منھ بذل جھود صادقة یقظة تتفق مع األصول المستقرة في عالم 
 128الطب".
ي فإذا توفرت شروط المسؤولیة عن األشیاء، نھضت المسؤولیة المدنیة عن األضرار الت
یسببھا الروبوت ویتحملھا الشخص الذي كان الروبوت في حراستھ، فلو تسبب الروبوت الطبي 
بضرر للمریض أثناء الملیة الجراحیة مثال، فإن الذي یتحمل المسؤولیة، طبقا لھذه النظریة، ھو 
الشخص الذي تكون لھ السیطرة الفعلیة على الروبوت، وھو الطبیب الذي یستخدم الروبوت في 
ملیة أو المستشفى أو الشركة المصنعة. إال أنھ ومع ذلك، فإن فكرة المسؤولیة عن األشیاء، بما الع
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فیھا المسؤولیة عن استخدام األجھزة واألدوات الطبیة، تعطي للشخص المسؤول الحق في التنصل 
من المسؤولیة بإثبات السبب األجنبي، وھو ما یجعل الحارس المسؤول أمام فرصة كبیرة لدفع 
المسؤولیة، األمر الذي یؤدي إلى عدم صمود ھذه النظریة أمام التكنولوجیا المتطورة والمعقدة 
للروبوتات الطبیة المبرمجة وفقا لتكنولوجیا الذكاء االصطناعي والتي تتمتع بقدر كبیر من 
 129االستقاللیة والقدرة على اتخاذ القرار.
 الروبوتات الطبیة النظریات الحدیثة لتأسیس مسؤولیةالمطلب الثاني: 
ابتكر المشرع األوربي مؤخرا بموجب القانون المدني الخاص بالروبوتات الصادر في 
نظریة جدیدة ألساس المسؤولیة المدنیة عن األضرار التي یسببھا الروبوت  2017فبرایر  16
اعل مع تتفق مع تزاید استقاللیة الروبوتات وقدرتھا على التعلم الذاتي واتخاذ القرارات والتف
المحیط، ولم یتعامل المشرع األوربي مع الروبوت في ھذه النظریة على أساس أنھ جماد أو كائن 
 130ال یعقل، بدلیل وصف اإلنسان المسؤول عن الروبوت بالنائب ولیس الحارس.
ویذھب القانون األوربي إلى القول بأن المسؤولیة من األضرار التي یسببھا الروبوت ھي 
أنھ في ظل اإلطار القانوني الحالي ال یمكن تحمیل الروبوتات ذاتھا المسؤولیة عن  مسألة معقدة، إذ
األفعال التي تسبب ضرر باآلخرین، إال أن القواعد الحالیة للمسؤولیة تغطي الحاالت التي یمكن 
فیھا إرجاع المسؤولیة عن فعل الروبوت إلى سبب أو عامل مبشري معین، مثل الشركة المصنعة 
 131مج أو المالك أو المشغل.أو المبر
أولھا قد یكون صاحب  132ویكون النائب اإلنساني وفقا للقانون األوربي على أربع صور؛
المصنع، أي الشركة المنتجة للروبوت، وفي ھذه الحالة أشار القانون األوربي إلى إمكانیة تطبیق 
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لعام  374/85ربي رقم أحكام المسؤولیة عن المنتجات المعیبة المنصوص علیھا في التوجیھ األو
كما لو أدى عیب في تصنیع الروبوتات الطبیة إلى تحریك المریض بشكل خاطئ أو  1985،133
فتح جسد المریض أثناء العملیة بشكل خاطئ مما تسبب في تفاقم الحالة الصحیة للمریض؛ وثانیھا 
الشخص الذي  المشغل، أي الشخص المحترف الذي یقوم باستغالل الروبوت، وثالثھا المالك، أي
یثوم بتشغیل الروبوت شخصیا لخدمتھ أو خدمة عمالئھ، كمالك المشفى الذي یشغل الروبوت 
الطبي في العمیات الجراحیة، ورابعھا المستعمل، أي الشخص الذي یقوم باستعمال الروبوت، 
 134كالطبیب المسؤول عن العملیة والذي یدیر ویستخدم الروبوت أثناء العملیة.
لیة في ھذه الحالة على أساس الخطأ واجب اإلثبات من قبل المتضرر، ولیس وتقوم المسؤو
الخطأ المفترض بحكم القانون كما في المسؤولیة عن األشیاء، إذ یجب على المتضرر إثبات خطأ 
الشركة المصنعة أو المالك أو المشغل والمتمثل في إمكانیة قیام ھؤالء األشخاص بتجنب ذلك 
 135یة الالزمة، وإثبات وقوع الضرر وعالقة السببیة بینھما.الضرر لو بذلوا العنا
لذا یمكن القول بأن القانون األوربي ابتكر حالة قانونیة جدیدة عند تبني نظام النائب 
اإلنساني، أي بافتراض وجود نیابة قانونیة بین الروبوت واإلنسان المسؤول عنھ بغرض تحمیل 
قد عرف القانون األوربي النائب اإلنساني بقولھ "النائب اإلنسان المسؤولیة عن أفعال الروبوت، و
اإلنساني ھو من یتحمل المسؤولیة عن أفعال الروبوت وتعویض المضرور جراء أخطاء التشغیل 
 136وبقوة القانون".
ومسؤولیة النائب اإلنساني قد تكون مسؤولیة عقدیة، كما لو فشل الروبوت في أداء المھمة 
ح الشخص المتعاقد مع الشرك المصنعة أو مع المشفى أو الطبیب الذي الملقاة على عاتقھ لصال
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وأیضا قد تكون مسؤولیة تقصیریة، وذلك من خالل قیام الروبوت  137یستعمل الروبوت الطبي،
باتخاذ قرارات مستقلة من جانبھ نتیجة خصیة االستقاللیة والتعلم الذاتي واتخاذ القرار التي یتمتع 
وربي أن استقاللیة الروبوت یجعل من قواعد المسؤولیة العقدیة غیر كافیة بھا، وأكد القانون األ
فاالستقاللیة تجعل من غیر  138إلقامة المسؤولیة المدنیة عن األضرار التي یسببھا الروبوت،
الممكن تحدید الشخص المسؤول عن إحداث الضرر، لذلك یوجھ االتحاد األوربي في المستقبل إلى 
یة تطبیق نھج المسؤولیة الصارم أو نھج إدارة المخاطر (المسؤولیة إعادة النظر في إمكان
الموضوعیة) التي ال تقتضي سوى إثبات الضرر والعالقة السببیة، وأن تحدید األطراف التي 
تتحمل المسؤولیة ینبغي أن تكون مسؤولیتھا متناسبة مع المستوى الفعلي للتعلیمات المعطاة 
 139للروبوت ودرجة استقاللیتھ.
بالنظر إلى قانون المسؤولیة الطبیة في اإلمارات، فینص القانون على حاالت اإلعفاء من و
. 1المسؤولیة، حیث ینص القانون على أنھ "ال تقوم المسؤولیة الطبیة في أي من الحاالت اآلتیة: 
تھ من ھذا المرسوم بقانون والئح 6إذا لم یكن الضرر نتیجة أي من األسباب المحددة بالمادة رقم 
. إذا كان الضرر قد وقع بسب فعل المریض نفسھ أو رفضھ للعالج أو عدم اتباعھ 2التنفیذیة. 
، 140للتعلیمات الطبیة الصادرة إلیھ من المسؤولین عن عالجھ أو كان نتیجة لسبب خارجي...".
وینص القانون أیضا على أنھ "الخطأ الطبي ھو ما یرتكبھ مزاول المھنة نتیجة أي من األسباب 
. جھلھ باألمور الفنیة المفترض اإللمام بھا في كل من یمارس المھنة من ذات درجتھ 1لتالیة: ا
. عدم بذل العنایة الالزمة. 3. عدم اتباعھ األصول المھنیة والطبیة المتعارف علیھا. 2وتخصصھ. 
إذا كما ینص قانون المعامالت المدنیة على أنھ " 141. اإلھمال وعدم اتباع الحیطة والحذر."،4
أثبت الشخص أن الضرر قد نشأ عن سبب أجنبي ال ید لھ فیھ كآفة سماویة أو حادث فجائي أو قوة 
                                                           
137 Principle AG of The European Parliament, Civil Law Rules on Robotics of 2017. 
138 Principle AA of The European Parliament, Civil Law Rules on Robotics of 2017. 
139 Principle 53-56 of The European Parliament, Civil Law Rules on Robotics of 
2017. 
 .2016لسنة  4من قانون المسؤولیة الطبیة اإلماراتي رقم  17المادة   140
 .2016لسنة  4من قانون المسؤولیة الطبیة اإلماراتي رقم  6المادة   141
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قاھرة أو فعل الغیر أو فعل المتضرر كان غیر ملزم بالضمان ما لم یقض القانون أو االتفاق بغیر 
 142ذلك".
الروبوت وترى الباحثة أن ھذه النصوص قد تثیر إشكالیة عندما یتعلق األمر بمسؤولیة 
الطبي، حیث أنھ في حال خرج الروبوت الطبي عن التعلیمات المعطاة إلیھ وتصرف بناء على 
قدرتھ على اتخاذ القرارات بشكل مستقل بما یخالف األصول الطبیة المتعارف علیھا، رغم قیام 
روبوت الطبیب المسؤول ببذل العنایة الالزمة وأخذ الحیطة والحذر، األمر الذي یكون معھ فعل ال
یمثل قوة قاھرة أو سبب أجنبي أو حادث فجائي ال یمكن للطبیب أن یسأل عنھ بحسب النصوص 
السابقة، فاستقاللیة الروبوت بالتصرف یقع العالقة السبیبة بین خطأ الطبیب والضرر الواقع على 
فإذا ما  المریض، خاصة وأن الطبیب ال یمكن أن یسأل عن األمور التكنولوجیة المتعلقة بالروبوت،
أن فعل الروبوت المستقل یمثل سببا أجنبیا، وبالتالي عدم قیام المسؤولیة الطبیة  الباحثةت اعتبر
استنادا للنصوص السابقة، فسیبقى المریض المتضرر في خطر عدم الحصول على تعویض عن 
الضرر الذي أصابھ استنادا إلى قواعد المسؤولیة الطبیة، وإن كان من الممكن الرجوع على 
أن المریض یفقد حقھ في الحصول على المزایا والتسھیالت التي یوفرھا الشركة المصنعة، إال 
 قانون المسؤولیة الطبیة للمریض.
وترى الباحثة أن الحل لھذه اإلشكالیة یتمثل في أن تكون التزام الطبیب باستخدام الروبوت 
ر یحصل الطبي ھو التزام بتحقیق نتیجة ولیس ببذل عنایة، فعندھا یلتزم الطبیب بضمان أي ضر
 نتیجة فعل الروبوت الطبي ولو بذل الطبیب العنایة الالزمة.
                                                           




في ختام ھذا البحث، توصلت الباحثة إلى أن النظام القانوني اإلماراتي ما زال قاصرا عن 
اإلحاطة بجمیع الجوانب القانونیة المتعلقة بتطبیقات الذكاء االصطناعي، ومن ضمنھا استخدام 
بأنواعھا المختلفة، وھو األمر الذي یترك حقوق المریض عرضة للتعدي في الروبوتات الطبیة 
ظل زیادة استقاللیة الروبوتات الطبیة وصعوبة إیجاد الشخص المسؤول عن أفعالھا، وفیما یلي، 
 نعرض ألھم النتائج التي تم التوصل إلیھا، ونلحقھا بالتوصیات الالزمة.
 أوال: النتائج
أحدث تطبیقات الذكاء االصطناعي في المجال الصحي، والتي  تعد الروبوتات الطبیة من .1
توفر العدید من التسھیالت والمزایا للمرضى واألطباء، إال أنھا أیضا ال تخلو من الشوائب 
 والعوائق التي تھدد سالمة المرضى.
إن النظام القانوني واألخالقي للروبوتات الطبیة ال زال قید التطویر، حیث أن العدید من  .2
جوانب القانونیة الستخدام الروبوتات الطبیة ال زال مبھما، كما ھو الحال عندما یتعلق األمر ال
 بخصوصیة المریض والتعویض عن األضرار التي تصیبھ من أفعال الروبوتات الطبیة.
ال زال من الصعوبة بمكان تحدید األساس القانوني الذي تقوم علیھ مسؤولیة الروبوتات  .3
ظریات التقلیدیة والحدیثة لتأسیس المسؤولیة تشوبھا بعض العیوب عند الطبیة، فجمیع الن
تطبیقھا على الروبوتات نتیجة خواص التطور واالستقاللیة والقدرة على اتخاذ القرارات 
 بشكل مستقل من قبل الروبوتات.
إن المسؤولیة الطبیة عن الروبوت الطبي قد تكون مسؤولیة عقدیة أو تقصیریة، وھو ترجع  .4
 ك إلى طبیعة مسؤولیة الطبیب الذي یستخدم الروبوت الطبي.بذل
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إن نظریة النائب اإلنساني التي ابتكرھا االتحاد األوربي ال تزال قید التطویر ولم یتم اعتمادھا  .5
بشكل رسمي وقانوني، األمر الذي یترك المسؤولیة عن أضرار الروبوتات في خطر 
 الضیاع.
لروبوتات بشكل مستقل سبب أجنبي یؤدي إلى اإلعفاء من إن اعتبار األفعال التي تصدر من ا .6
المسؤولیة الطبیة یھدد حقوق المریض الذي تضرر من أفعال الروبوت بحرمانھ من حقھ في 
 اللجوء إلى قانون المسؤولیة الطبیة.
 التوصیاتثانیا: 
فیھا النص صراحة على اعتبار التزام الطبیب باستخدام األدوات واألجھزة الطبیة بما  .1
 الروبوتات الطبیة بما ال یسبب ضرر للمریض التزام بتحقیق نتیجة ولیس ببذل عنایة.
عقد دورات تدریبیة لألطباء والممرضین على كیفیة استخدام الروبوتات الطبیة وتأھیلھم  .2
 كخطوة أولى نحو استخدام الروبوتات الطبیة في دولة اإلمارات العربیة المتحدة.
ألضرار التي تصدر من الروبوتات الطبیة على أساس مسؤولیة تأسیس المسؤولیة عن ا .3
موضوعیة تتحقق بتحقق الضرر وإثبات عالقة السببیة لحین إیجاد تأصیل قانوني سلیم یناسب 
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