ABSTRACT In this paper, we present a distributed algorithm based on an alternating direction method of multipliers (ADMM), which is applied to solve economic dispatch problems (EDPs). First, with the help of two indicator functions, an EDP is transformed to an equivalent optimization problem with only equality constraint and thus can be dealt with ADMM. Second, a centralized algorithm is proposed to solve the transformed EDP, and furthermore, a distributed algorithm is designed with the help of finite-time averageconsensus control strategy. Compared with the existing algorithms for EDP, the distributed algorithm can solve the economic dispatch problem on directed graphs. Moreover, the proposed algorithms can ensure that the generator constraints are satisfied during the whole computation process. Finally, some simulation results are also provided to demonstrate the effectiveness of the proposed algorithms.
I. INTRODUCTION
The economic dispatch problem (EDP) is very significant in electric power industry and has drawn much attention by communities of systems control and power systems. The EDP is essentially to minimize the total generation cost under power balance constraint and power generation constraint [1] . Till now, some algorithms have been proposed to solve this problem, such as the gradient search method, the classical lambda iteration method, dynamic, evolutionary algorithms, and heuristic techniques [1] - [4] . However, as pointed out in [5] , these algorithms are centralized, which means that they generally require an information fusion center to process all the data from the whole network. Thus, these traditional algorithms can not work effectively for a very large-scale power systems because the information exchange may lead the information fusion center to be saturated quickly and the centralized infrastructures may be fragile for intentional attack.
To overcome the defects of centralized algorithms, many distributed optimization algorithms have been developed for EDPs. Generally, distributed algorithms divide an EDP of a large-scale power system into subproblems for individual sub-regions, which can adapt to any topological network and provide many advantages such as plug-and-play, enhanced robustness, reduction in communication cost, and better privacy and security. In recent years, many important distributed algorithms have been proposed to solve EDPs in a distributed fashion, varying from the Auxiliary Problem Principle (APP) strategies [6] , the incremental cost consensus (ICC) based methods [7] , [8] to Lagrangian relaxation (LR) based approaches [9] - [11] . In [7] , an incremental cost consensus (ICC) strategy was proposed to solve an EDP with power balance constraint. The difference between the demand and the supply was used as a global feedback signal in the discrete-time update law of the incremental costs (ICs) for generators. A Laplacian-nonsmooth-gradient consensus algorithm was proposed in [12] to solve an EDP with power balance constraint. Furthermore, a dynamic average consensus algorithm was proposed in [13] to solve an EDP by using the estimate of the difference of the demand and the supply. Two classes of continuous-time projectionbased gradient algorithms were proposed in [14] to solve EDP in an initialization-free and scalable manner. In [15] , a θ -logarithmic barrier function was firstly used to reformulate the cost function and then a fast gradient based distributed optimization method was given to guarantee incremental cost consensus for generators. In [16] , distributed incremental cost consensus algorithms were proposed for the switching communication network among generators. Guo et al. [17] presented a distributed economic dispatch based on projected gradient and finite time average consensus algorithms for smart grid systems. It is noted that all these algorithms are only applicable for undirected communication networks. It is essential to develop a distributed algorithm for directed communication networks because directed communication network has lower cost than undirected ones. In [18] , a distributed bisection algorithm was proposed for a strongly connected directed network. Yang et al. [19] presented a distributed dynamic consensus algorithm for incremental costs to solve an EDP with minimum time steps.
Till now, EDPs have been solved mainly by using distributed gradient method or distributed sub-gradient method. Recently, a distributed algorithm based on alternating direction method of multipliers (ADMM) has been extended to solve distributed estimation problems as well [9] , [10] , [20] . The ADMM is an algorithm that decomposes an original problem into smaller subproblems which are easier to be handled, and then sequentially solves these subproblems at each iteration. Some ADMM based solution strategies have been proposed for distributed power systems and multi-agent systems. For example, an ADMM approach was developed to solve a semidefinite relaxation-based state estimation problems for AC power systems in [21] . Some distributd ADMM algorithms were respectively proposed in [22] and [23] to solve the optimal power flow problem for electrical grids. A distributed ADMM algorithm was developed in [24] for a general unconstrained optimization problem of a multi-agent network and its convergence rate was proved to be O(1/k). In [25] , by judiciously integrating the proximal minimization method with ADMM, the author proposed a distributed optimization algorithm where the constraints include the polyhedra constraints, which makes the subproblems efficiently solvable. In [26] , a low-complexity algorithm was presented for problems with complicated structures or large dimensions and used an inexact step for each ADMM update to perform cheap computation. To our knowledge, there are very few results using ADMM to solve EDP. For example, an ADMM based consensus algorithm was proposed to solve an EDP with time-varying power demand for generators with undirected communication topology in [28] . A distributed algorithm based on alternating direction method of multipliers is proposed to address economic dispatch problem with general general cost functions [29] .
Furthermore, it is noted that most distributed optimization algorithms require a long enough time for the convergence. Fortunately, some finite-time consensus control strategies were proposed in [27] and [30] to ensure that consensus can be reached in a finite time independently with initial states. Based on some existing results on ADMM and finite-time consensus algorithms, this paper presents two ADMM based energy dispatch algorithms in a centralized and decentralised fashion, respectively, for the economic dispatch problem. The main contributions of this paper are as follows. First, an ADMM solution strategy is introduced to solve an EDP by defining two indicator functions to transform the EDP such that ADMM can handle. Second, the communication topology among generators is a strongly connected directed network, in which the convergence analysis of energy dispatch algorithms is more challenging than that in undirected networks. Third, a distributed ADMM based consensus algorithm is proposed to compute the the optimal Lagrange multiplier in finite-time. The convergence of the proposed algorithm is analyzed theoretically. Moreover, the proposed algorithm can ensure that the generator constraints hold during the whole computation procedure. To the best of our knowledge, generator constraints can only be guaranteed at the final stage for most EDP solution strategies.
This paper is organized as follows. Section II presents some notions on graph theory and the formulation of the economic dispatch problem. In section III, a centralized ADMM based solution strategy is firstly proposed and then a distributed algorithm is designed by using a finite-time consensus strategy. Section IV gives some simulation results to demonstrate the effectiveness of the proposed algorithms. Section V presents some conclusion remarks and future research directions.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, some notations in algebraic graph theory [31] are introduced for distributed systems. Then an economic dispatch problem (EDP) is firstly formulated for a power system.
A. GRAPH THEORY
The power system consisting of many generators can be described by a directed graph. A directed graph can be defined as G = (V , E, P), where V = {1, 2, · · · , N } is the vertex set, E ⊆ V × V is the set of directed edge and P is a weighted and nonnegative adjacency matrix. If node i can receive information from node j, the edge e ji belongs to the set E and p ij > 0, j = i. A path between node v j and node v i is a sequence of edges ( 
Matrix P is called a column(row) stochastic matrix if it is a square and nonnegative matrix whose columns (rows) sum is 1. Matrix P is called a double stochastic matrix if it is not only column stochastic but also row stochastic.
In this paper, we only consider the digraph satisfying the following assumption.
Assumption 1:
The graph G = (V , E, P) is strongly connected. Each node knows its out-degree d − i and sets the weights on its self-link and outgoing links to be 1/(
Hence, the weight matrix P is nonnegative, column stochastic, and has entries p ji = 0 only if the associated edge e ij / ∈ E.
B. ECONOMIC DISPATCH PROBLEM
We assume that there are N power generators in the power system. The cost function for each generator i is denoted by f i (x i ), where x i ∈ R is the output power of generator i. The EDP can be expressed as,
subject to the following two constraints, (1) Generator constrains
where the x min i and x max i are the lower and upper bounds of the i generator capacity, respectively.
(2) Supply-demand balance constraints
where the constant
. In this paper, the cost functions f i (·) satisfy the assumption 2.
Assumption 2: For each i ∈ {1, . . . , N }, the cost function f i (·) : R + → R + is strictly convex and continuously differentiable, where R + denotes the set of nonnegtive real numbers.
III. ADMM BASED ALGORITHMS FOR EDPS
In this section, a centralized solution strategy is firstly presented for the economic dispatch problem with the help of the Alternating Direction Method of Multipliers (ADMM). Then a distributed algorithm is proposed based on a finitetime consensus strategy.
In order to utilize the ADMM to solve the EDP, we reformulate the problem (1)-(3). We firstly define two convex sets
and two indicator function g 1 (x), g 2 (y) for the sets 1 and 2 as follows
+∞, otherwise.
Then the EDP (1)- (3) can be transformed to the follow optimization problem,
where x, y ∈ R N .
A. CENTRALIZED ADMM ALGORITHM
The alternating direction method of multipliers (ADMM) is a variant of the augmented Lagrangian scheme. Compared with the augmented Lagrangian scheme, it uses partial updates for the dual variables. An ADMM based centralized algorithm is given to update the primal variables x, y and the Lagrange multiplier λ ∈ R N of the problem (6) as follows
where the L ρ (x, y, λ) is the augmented Lagrangian function of the problem (6) and is given as follows
To make the iteration schemes (7)- (9) converge to the optimal solutions, the following assumption and definition are made for the problem (6) .
Assumption 3: [9] The unaugmented Lagrangian function L 0 = f (x) + g 1 (x) + g 2 (y) + λ T (x − y) has a saddle point, i.e., there exists an optimal solution (x * , y * , λ * ) such that
holds for all x ∈ 1 , y ∈ 2 , λ ∈ R N . Definition 1: The primal residual and dual residual are defined respectively as
Lemma 1: [9] If the Assumption 3 holds and ρ > 0, then the iteration (7)- (9) can converge to the optimal solution x * , y * , and the optimal Lagrange multiplier λ * of the problem (6) Now a specific computation procedure is given for the optimal solution with the centralized algorithm (7), (8) and (9) . First, combining (7) and (10) yields
To simplify the equation above, we choose
∈ R N and get the following equivalent equation,
From the problem (13), the cost function of agent i is only relevant to its own constraint, so the new state x i (k + 1) is given as follows
denotes the inverse function of ∇C i which is the derivative of C i . Based on the assumption 2, ∇f i is continuous and strictly increasing and thus
is also continuous and strictly increasing. We can adopt the bisection method to compute the numerical solution of x i (k + 1) within a finite steps. Moreover, we can see that the output power don't violate the generator constraint from the equation (14) .
Similarly, from (8), (10) and
The problem (15) can be rewritten by the following form,
where
. By using Lagrange multiplier method, we can transform the problem (16) to an unconstrained optimization problem, that is,
where η is the Lagrange multiplier associated with the equality constraint. On the basis of the KKT condition, one has
By solving the equations (17), we get the optimal Lagrange multiplier,
Furthermore, according to the relationship ρ y i − ς i (k) − η = 0, for i = 1, · · · , N , the optimal solution y i (k + 1) is given by
Substituting x i (k + 1) and y i (k + 1) into (9) yields
From Lemma 1, the optimal solution is thus obtained for the EDP (1)-(3). (14) has a closed-form expression as
Algorithm 1 Centralized Algorithm to Solve EDP
Input: ρ, x min i , x max i , x i (0), y i (0), λ i (0), for i = 1, . . . , N Output: Optimal power x * for k = 0,1,· · · do σ i (k) = λ i (k) ρ , for i = 1, · · · , N for i=1,2,· · · ,N do x i (k + 1) = min{max{∇C −1 i (0), x min i }, x max i } end for ς i (k) = x i (k + 1) − σ i (k), for i = 1, · · · , N for i=1,2,· · · ,N do η * = ρ P d N − N i=1 ς i (k) N y i (k + 1) = η * ρ + ς i (k) λ i (k + 1) = λ i (k) + ρ(x i (k + 1) − y i (k + 1x i (k + 1) = min{max{ ρy i (k) − ρσ i (k) − β i 2α i + ρ , x min i }, x max i }.
Remark 2:
From (18) and (19) , the primal variable y i (k + 1) is computed in a centralized way since computing the optimal value η * requires the global information. In the next subsection, we will propose a distributed algorithm to compute the optimal Lagrange multiplier η * .
B. DISTRIBUTED ADMM ALGORITHM
Based on Subsection III-A, we firstly divide the optimal Lagrange multiplier η * into two parts so that each part can be calculated in a distributed manner. Secondly, distributed algorithms are designed for the two parts of η * with the help of a finite-time consensus strategy proposed by [30] .
Firstly, we define two notations as follows,
Then η * can be expressed by
We now propose two distributed algorithms to compute u * , v * , respectively. Firstly, a distributed algorithm is given to compute u * as follows,
Next, a distributed algorithm is proposed to compute v * as follows,
where the initial values are given by v i,
The coefficients of linear iterations (22) are the same with the linear iterations (21) . In order to guarantee the convergence of the ADMM iterations (7)-(9), the time of computing y i (k + 1) should be finite at each iteration. Next, we analyze the finite-time convergence of the distributed algorithms (21) and (22) . Since the two algorithms have the same structure, we just analyze the convergence of the linear iteration (21) and the convergence analysis of the other algorithm is similar.
The convergence of the linear iteration (21) depends on the normalized kernel of Hankel matrices. Two square Hankel matrices with dimension j × j are constructed as follows,
where j denotes the iteration time,
At each iteration time j, we need to check the rank of the two Hankel matrices. Once the Hankel matrices H j i {u i,1 } and 
). Thus, the node i can compute u * within 2(M i + 1) steps. For all the nodes, u * can be computed with at least 2(M u + 1) steps. Similarly, the minimum times to compute v * is given by 2(M v + 1).
A main result is given to show that the optimal solution of the EDP can be computed in a distributed manner with the three iterations (7), (8) and (9).
Theorem 1: If ρ > 0 in (20) and Assumption 3 holds, then the update schemes given by the algorithms (7), (8) and (9) together with the distributed algorithms (21) and (22) can converge to the optimal solution x * , y * and λ * .
Proof: We firstly show that the three updates x(k + 1), y(k + 1) and λ(k + 1) are calculated in a distributed manner. Since η * can be computed via the distributed algorithms (21) and (22), thus the update of y i (k + 1) needs no more global information, which results in the distributed computation of x(k + 1) and λ(k + 1).
Next, we prove that the iterations (14) , (19) , (20) converge to the optimal solution of the EDP (1)-(3). From Lemma 1, under Assumption 1, the ADMM iteration (14) , (19) and (20) converge to the optimal solution x * , y * and λ * with the primal residual r(k) and the dual residual s(k) satisfying lim k→∞ r(k) = 0, lim k→∞ s(k) = 0. The proof is completed.
Remark 3: From the update (14) , x i (k) satisfies the local constraint x min i ≤ x i ≤ x max i during the whole iteration procedure, which is very meaningful in real energy dispatch for power systems.
Remark 4: In this paper, we firstly proposed a centralized algorithm to solve EDPs and then distributed algorithms are proposed to overcome the constraint that global information is needed to compute y i (k). Moreover, the distributed algorithms can guarantee a finite-time convergence. It is noticed that, even though the distributed algorithms are more robust, the convergence rate of the centralized algorithm is faster than that of the distributed one.
IV. SIMULATION RESULTS
In this section, we give some simulation results to validate the proposed algorithms. Suppose that the power system consists of 6 generators and the parameters of the generators are presented in Tabel 1. The demand power is given by P d = 150. The network topology associated with the power system is illustrated in Figure 1 .
Algorithm 2 Distributed Algorithm to Solve EDP
Input: weight matrix P and ρ,
For each node ν i , run the iteration (21) From the network topology, the weight matrix P is given for the distributed algorithms (21) and (22) respectively, and the parameter ρ is selected as ρ = 1. For the distributed algorithms (21) and (22), the initial values are given by u i,1 (0) = y 0 i and v i,1 (0) = ς i (0), respectively. In Figure 2 , the output power of each generator converges to their optimal values, which are x * 1 = 26.50, x * 2 = 19.58, x * 3 = 32.24, x * 4 = 17.26, x * 5 = 20, x * 6 = 34.42 at the 45th step and the output powers of all the generators satisfy the generator constrains all the time. From Figure 3 and Figure 4 , both the primal residual r(k) and dual residual s(k) converge to zero as the iteration proceeds, which indicates that the output powers can converge to the optimal powers. Figure 5 shows that the supply-demand balance is not satisfied at the initial stage but can be guaranteed after 10 iteration steps. In the following scenario, we study the proposed algorithm for the case of the plug-and-play. At the initial moment, all the generators support a total load of 150. The generator 4 is plugged out at the iteration k = 10, and thus the communication topology will be reconfigured, as illustrated in Figure 6 . From Figure 7 , the remaining generators still support the total load and the corresponding output powers of the generators are also satisfying the constraints. At the same time, the powers converge to the optimal solutions as time goes. Thus this experiment result demonstrates that the proposed algorithm is still effective for the case of plug-and-play.
We further apply the proposed algorithm for the IEEE 118-bus system, where there are 54 generators and the cost Figure 8 illustrates the transient behaviors of the power allocation.
V. CONCLUSION
This paper proposed an ADMM based solution strategy for economic dispatch problems. The original EDP was firstly transformed to a form which ADMM can handle. Then a centralized algorithm was proposed to compute the optimal solution of the EDP, and furthermore, distributed algorithms were designed to compute the optimal Lagrange multiplier. The finite-time convergence of the distributed algorithms has been analyzed by checking the ranks of two Hankel matrices. Moreover, the proposed algorithms can guarantee that the generator constraints are satisfied during the whole iteration process. The future direction includes designing distributed algorithms to solve economic dispatch problems with additional physical constraints, such as transmission line loss and power flow and transmission line flow constraints.
