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Abstract
In this paper, a non-uniform time-stepping convex-splitting numerical algorithm for solving the
widely used time-fractional Cahn-Hilliard equation is introduced. The proposed numerical scheme em-
ploys the L1+ formula for discretizing the time-fractional derivative and a second-order convex-splitting
technique to deal with the non-linear term semi-implicitly. Then the pseudospectral method is utilized
for spatial discretization. As a result, the fully discrete scheme has several advantages: second-order
accurate in time, spectrally accurate in space, uniquely solvable, mass preserving, and unconditionally
energy stable. Rigorous proofs are given, along with several numerical results to verify the theoretical
results, and to show the accuracy and effectiveness of the proposed scheme. Also, some interesting phase
separation dynamics of the time-fractional Cahn-Hilliard equation has been investigated.
1 Introduction
The Cahn-Hilliard (CH) equation was originally introduced to describe the process of coarsening dynamics
of binary alloys. Ever since, a great deal of peer-reviewed papers have been published investigating different
aspects of the Cahn-Hilliard equation [1–7], as well as applying it in many fields. For a mixture with two
component, use φ to label the components: φ = 1 to label one component, and φ = −1 to label the other
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component. Then, the evolution dynamics could be modeled by the Cahn-Hilliard equation
∂tφ+M(−∆)(−ε2∆φ+ φ3 − φ) = 0, x ∈ Ω ⊂ Rd, 0 < t ≤ T,
φ(x, 0) = φ0(x),
(1.1)
with proper physically relevant boundary conditions. Here Ω is the domain, d = 2, 3 is the spatial dimension,
M > 0 is the mobility parameter and ε controls the length scale of transition regions. It could be shown that
the equation (1.1) is a H−1 gradient flow with respect to the free energy
E(φ) =
∫
Ω
[ε2
2
|∇φ|2 + 1
4
(φ2 − 1)2
]
dx. (1.2)
Some well-known properties include: the total mass of each component is conserved, which could be easily
verified by realizing ∫
Ω
φ(x, t)dx =
∫
Ω
φ(x, 0)dx;
and the free energy is non-increasing in time, which could be justified by noticing
dE
dt
=
∫
Ω
δE
δφ
δφ
δt
dx = −
∫
Ω
M
∣∣∣∇(−ε2∆φ+ φ3 − φ)∣∣∣2dx, (1.3)
given the boundary integral terms vanishes.
Nowadays, the Cahn-Hilliard model has emerged as a classical mathematical physics model in various
applications. However, solving the Cahn-Hilliard equation is non-trivial, given the stiffness introduced
by ε and the nonlinearity in the equation. Many generalized numerical algorithms have been developed to
overcome such difficulties, which include the convex splitting method [8–10], the linear stabilization method
[3,11,12], the Invariant Energy Quadratization (IEQ) approach [13], and the scalar auxiliary variable (SAV)
method [14]. In addition, there have been extensive works of specific numerical schemes for the Cahn-
Hilliard equation, such as second-order finite difference [15, 16], fourth-order finite difference scheme [5],
pseudospectral scheme [17], and mixed finite element method [18, 19]. Moreover, many convex splitting
schemes [10,20–26] have been applied to various gradient flow models such as phase-field crystal equation,
the modified phase field crystal equation, epitaxial thin film growth equation, nonlocal Cahn-Hilliard model,
and coupled system of phase field equations.
To manipulate the coarsening dynamics, researchers have proposed some extensions of the classical
Cahn-Hilliard equation. For instance, the viscous Cahn-Hilliard equation is postulated by introducing the
inertia effect into the dissipation dynamics. One other option of introducing a memory effect (inertia) is to
take advantage of the fractional time derivative. Thus, the time-fractional Cahn-Hilliard equation has been
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introduced, which reads as
∂αt φ+M(−∆)(−ε2∆φ+ φ3 − φ) = 0, x ∈ Ω ⊂ Rd, 0 < t ≤ T,
φ(x, 0) = φ0(x),
(1.4)
where d = 2, 3, α ∈ (0, 1) is the time-fractional order, M is the mobility parameter, and ε is an artificial
parameter controlling the interfacial thickness. Here ∂αt φ denotes the classical Caputo derivative defined as
∂αt φ(x, t) =
1
Γ(1− α)
∫ t
0
∂φ(x, s)
∂s
ds
(t− s)α , 0 < α < 1. (1.5)
The time-fractional models are known to maintain the memory effect of materials.
Though with its popularity, the time-fractional Cahn-Hilliard equation has not been derived physically,
and its thermodynamic properties are not well understood. In particular, the classical gradient flow problem
is known to be derived by energy variation, which makes the derived model satisfy the law of energy dissi-
pation. Whether the fractional-order model also satisfy similar energy dissipation is still an open question.In
the meanwhile, there are intensive research activities in understanding the time-fractional phase-field models
or gradient flows, and their various anomalous coarsening dynamics in general. With many seminal work has
been published, here we only emphasize some relevant research results. For a detailed reference list, please
check the papers [27–33], and references therein. For the time-fractional phase-field model, Tang et al. [31]
obtained an energy dissipation property with an integral type. They proved that the numerical method with
the L1 formula for discretizing the fractional time derivative satisfies the energy dissipation property under
suitable conditions [34]. In our previous work, we considered a series of time-fractional phase-field models,
and show numerically that the time-fractional phase-field model follows a scaling law in the coarsening
process [29, 32, 33]. Furthermore, we observed a linear proportional relationship between the decay rate
of energy and fractional derivative α, which is in agreement with their counterparts (the integer phase-field
models) [11, 35]. This is an exciting phenomenon by revealing the hidden connections between integer
and fractional phase-field models. And it sheds light on how the scaling law is implemented. Liao et al.
constructed a novel L1+ formula coupled with IEQ/SAV method to approximate a time-fractional molecu-
lar beam epitaxial growth models [36] and the Allen-Cahn equation [37]. They proved that the numerical
method is energy stable under a discrete integral summation.
For solving phase-field models, adaptivity in time is essential to save computational resources dramati-
cally [38]. When the time mesh is uniform, Tang et al. [31] propose a stable time-discrete scheme using the
classical L1 formula for the fractional time derivative. Their algorithm can’t be applied to take into account
the weak singularity of the initial state at t = 0, and it is not proper to assume that the solution is smooth in
the entire closed domain. For non-smooth initial values, Jin et al. [39] prove that the L1 scheme could not
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achieve 2 − α order accuracy. Thus, when the time mesh is non-uniform, the L1 formula won’t guarantee
the energy stability anymore. The main goal of this work is to develop an efficient numerical scheme for the
time-fractional Cahn-Hilliard model with non-uniform time steps, which can handle initial singularity and
obeys the energy inequality, i.e., energy stable. Our numerical scheme is performed by utilizing a L1+ for-
mula [36] for time-fractional derivative and a convex splitting technique [20] for non-linear energy function.
We show that our numerical method is uniquely solvable, unconditionally stable, and satisfies the property
of energy dissipation. Several numerical examples are proposed to verify that the numerical scheme can
achieve a second-order accuracy in the time direction. At last, the coarsening dynamics have been studied.
The rest of the article is organized as follows. In Section 2, we will briefly introduce the time-fractional
Cahn-Hilliard equation. Then the L1+ formula and the convex splitting scheme are studied in detail. Some
properties of the newly proposed schemes will be introduced, along with detailed proofs. In Section 3,
several numerical experiments are performed to demonstrate the effectiveness of the numerical methods.
The conclusion of this article is given in the last section.
2 A Non-Uniform Time Stepping Numerical Algorithm
For better explanation, we first introduce some notations. Let (·, ·) be the L2 inner product. Define for
m ≥ 0
H−m(Ω) = (H−m(Ω))∗, H−m0 (Ω) = {ϕ ∈ H−m(Ω)|(ϕ, 1)m = 0}, (2.1)
here (ϕ, 1)m be the dual product between Hm(Ω) and H−m(Ω). For u ∈ L20(Ω), denote −∆−1u = ϕ ∈
H1(Ω) ∩ L20(Ω), here ϕ be the solution of
−∆ϕ = u, in Ω, (2.2)
(i) ϕ is periodic ; or (ii) ∂ϕ∂n = 0, on ∂Ω. (2.3)
Since the CH equation is an H−1 gradient flow, we define inner product and norm as
(f, (−∆)−1g) =
(
(−∆)− 12 f, (−∆)− 12 g
)
, ‖f‖−1 := ‖(−∆)− 12 f‖. (2.4)
2.1 Time-fractional Cahn-Hilliard equation
In this paper we focus on the time-fractional Cahn-Hilliard (TFCH) equation as follows
∂αt φ+M(−∆)(−ε2∆φ+ φ3 − φ) = 0, x ∈ Ω 0 < t ≤ T,
φ(x, 0) = φ0(x),
(2.5)
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with periodic boundary condition. Here we assume Ω ⊂ Rd, is a smooth domain, with boundary ∂Ω, and
d = 2, 3. α ∈ (0, 1) is the time-fractional order, M is the mobility parameter, and ε is an artificial parameter
controlling the interfacial thickness. Here ∂αt φ denotes the classical Caputo derivative
∂αt φ(x, t) :=
(
I1−αt ∂tφ(x, t)
)
(t) =
1
Γ(1− α)
∫ t
0
∂sφ(x, s)
(t− s)α ds, (2.6)
where Iβt ,β > 0 is the Riemann-Liouville fractional integration operator defined as
(Iβt φ)(t) =
∫ t
0
1
Γ(β)
φ(x, s)
t1−β
ds, (2.7)
and Γ(•) denotes the Γ-function.
For simplicity, in the rest of this paper, we will assume periodic boundary conditions for the time-
fractional Cahn-Hilliard model (2.5). Notice the proposed scheme, along with its properties, also holds for
homogeneous Neumann boundary conditions. It could be verified that the time-fractional Cahn-Hilliard
model (2.5) has two essential properties.
Property 2.1 (Mass Conservation). The time-fractional Cahn-Hilliard equation in (2.5) preserves the total
mass, in the sense of ∫
Ω
φ(x, t)dx =
∫
Ω
φ(x, 0)dx. (2.8)
Proof. We will verify (2.8) by showing that the solution of (2.5) satisfies
d
dt
∫
Ω
φ(x, t)dx = 0.
As a matter of fact, this could be verified by noticing
0 =
∫
Ω
∂αt φ(x, t)dx
=
1
Γ(1− α)
∫
Ω
∫ t
0
∂tφ(x, s)
(t− s)α dsdx
=
1
Γ(1− α)
∫ t
0
1
(t− s)α
[ ∫
Ω
∂tφ(x, s)dx
]
ds,
Since the domain Ω is independent of time, we obtain
d
dt
∫
Ω
φ(x, t)dx =
∫
Ω
∂tφ(x, t)dx = 0. (2.9)
This completes the proof.
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Property 2.2 (Energy Bound). It satisfies the following energy dissipation law
E(φ(x, T ))− E(φ(x, 0)) = −
∫
Ω
Aα(∇ψ,∇ψ)dx ≤ 0, ∀T ≥ 0, (2.10)
where
Aα(f, g) =
1
Γ(1− α)
∫ T
0
∫ t
0
f(s)g(s)
(t− s)α dsdt, (2.11)
and ψ = (−∆)−1φt is the solution of −∆ψ = φt . Here, the effective free energy of (2.5) could be derived
as
E(φ) =
∫
Ω
(ε2
2
|∇φ|2 + 1
4
(φ2 − 1)2
)
dx. (2.12)
The detailed proof for the property 2.2 could be found in [31]. We thus omit it for brevity.
2.2 Time discretization
In this section, we introduce the time discretization for the time-fractional Cahn-Hilliard model (2.5). We
closely follow the notations in [36].
For given T > 0 and positive integer N , consider the non-uniform graded mesh 0 = t0 < t1 < · · · <
tn < · · · < tN = T , with time step τn = tn − tn−1, 1 ≤ n ≤ N . Given a sequence of grid functions
{φn}Nn=1, define
∇τφn := φn − φn−1, ∂τφn− 12 := ∇τφn/τn, φn− 12 := (φn + φn−1)/2, 1 ≤ n ≤ N. (2.13)
Denote
ωα(t) =
1
Γ(α)
1
t1−α
, (2.14)
and let Π1φ(t) be the linear interpolant of φ(t) between tn−1 and tn, that is
(Π1φ)(t) := ∂τφ
n− 1
2 , ∀t ∈ (tn−1, tn], 1 ≤ n ≤ N. (2.15)
Definition 2.1 (L1 Formula). The L1 formula for Caputo derivative is defined as
(∂ατ φ)
n :=
∫ tn
t0
ω1−α(tn − s)φ′(s)ds =
n∑
k=1
ann−k∇τφk (2.16)
where ann−k’s are given as
ann−k :=
1
τk
∫ tk
tk−1
ω1−α(tn − s)ds, 1 ≤ k ≤ n. (2.17)
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The L1 formula has several advantages. In particular, it could be easily seen that The coefficient ann−k
satisfies the following properties [40, 41]
ann−k > 0, a
n
n−k−1 ≥ ann−k, 1 ≤ k ≤ n− 1. (2.18)
In particular, for uniform meshes, i.e., tn = nN T , we have
ann−k =
1
τα
[
ω2−α(n− k + 1)− ω2−α(n− k)
]
, 1 ≤ k ≤ n. (2.19)
The coefficients in (2.19) also satisfy the follow inequality.
Property 2.3 (Discrete Convolution Formula). For any real sequence {φi}ni=1, it holds
n∑
k=1
k∑
j=1
ank−jφ
kφj ≥ 0. (2.20)
The discrete convolution formula has been utilized in [31] to prove the energy dissipation property.
However, it seems difficult to obtain similar semi-positive definite properties for non-uniform time grids. It
turns out the L1+ formula introduced in [36] will overcome such difficulties.
Definition 2.2 (L1+ Formula ( see [36])). The L1+ formula of the Caputo derivative at tn−
1
2 is given as
(∂ατ φ)
n− 1
2 :=
1
τn
∫ tn
tn−1
∫ t
0
ω1−α(t− s)(Π1φ)′(s)dsdt
=
n∑
k=1
ann−k∇τφk, n ≥ 1, (2.21)
where ann−k are defined by
ann−k :=
1
τkτn
∫ tn
tn−1
∫ min{t,tk}
tk−1
ω1−α(t− s)dsdt, 1 ≤ k ≤ n. (2.22)
Obviously, the discrete convolution kernels ann−k is positive. In fact, they have many good properties.
See [36] for details. Here we only emphasis the following one.
Property 2.4 (Discrete Convolution Formula). For any real sequence {φi}ni=1, it holds
n∑
k=1
k∑
j=1
akk−jφ
kφj ≥ 0. (2.23)
For the nonlinear terms, we utilize a convex splitting strategy [20] to introduce an explicit-implicit
temporal discretization. Overall, the semi-discrete scheme in time is proposed as
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Scheme 2.1 (Non-uniform time marching scheme). Set φ−1 = φ0. For given T > 0 and positive integer
N , consider the non-uniform graded mesh 0 = t0 < t1 < · · · < tm < · · · < tN = T , with time step
τm = tm − tm−1, 1 ≤ m ≤ N . After we obtain φi, i ≤ n− 1 with n ≥ 1, we can get φn via the following
scheme
(∂ατ φ)
n− 1
2 = M∆µn−
1
2 ,
µn−
1
2 = − ε22
(
∆φn−1 + ∆φn
)
+ 14
(
(φn−1 + φn)((φn)2 + (φn−1)2)
)
− (32φn−1 − 12φn−2),
(2.24)
where the formula for the temporal fractional derivative is given in (2.21).
Remark 2.1. It is worth mentioning that the above time-discrete scheme (2.24) works for any non-uniform
grid. Therefore, the solution singularity near the initial time can be effectively handled by proposing proper
non-uniform time meshes or smaller meshes in general. Also, in a certain time regime when dynamics
evolve slow, larger time steps could be used to reduce the computational time significantly. Note that,
by using φ−1 = φ0, the local truncation error for the initial step is second-order, which implies that the
overall method is globally second-order accurate in time. Meanwhile, numerical tests will verify that the
time-discrete scheme can achieve second-order accuracy for certain examples.
The numerical scheme (2.24) and the full discrete scheme (2.42) are second-order accurate for φn when
τn = τn−1, and first-order accurate for φn when τn 6= τn−1. As an improvement, we can easily achieve
the second-order accuracy of the non-uniform time marching scheme by replacing−(32φn−1− 12φn−2) with
−(φn−1 +∇τφn−1/2ρn−1) in equation (2.24). Therefore, the improved scheme reads as below.
Scheme 2.1 (Non-uniform time marching scheme). Set φ−1 = φ0. For given T > 0 and positive integer
N , consider the non-uniform graded mesh 0 = t0 < t1 < · · · < tm < · · · < tN = T , with time step
τm = tm − tm−1, 1 ≤ m ≤ N . After we obtain φi, i ≤ n− 1 with n ≥ 1, we can get φn via the following
scheme
(∂ατ φ)
n− 1
2 = M∆µn−
1
2 ,
µn−
1
2 = − ε22
(
∆φn−1 + ∆φn
)
+ 14
(
(φn−1 + φn)((φn)2 + (φn−1)2)
)
− (φn−1 +∇τφn−1/2ρn−1),
(2.24)
where the formula for the temporal fractional derivative is given in (2.21). Here the local time-step ratio
ρn := τn/τn+1.
It is worth noting that such changes will not affect the subsequent proofs. The only difference for the
proof of energy stability is an introduction of the time step ratio ρn−1 restriction, that is ρn−1 ≥ 0.5, i.e.
τn
τn−1 ≤ 2. And the only difference in the proof of the energy stability is in (2.38).
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As a matter of fact, taking the inner product of the second equation in the scheme with∇τφn, we obtain
(µn−
1
2 ,∇τφn) = ε
2
2
(‖∇φn‖2 − ‖∇φn−1‖2) + 1
4
(‖φn‖4 − ‖φn−1‖4)−
(
φn−1 +∇τφn−1/2ρn−1,∇τφn
)
.
We denote 1ρn−1 = 1 + a, and use the following two identities
2a(a− b) =a2 − b2 + (a− b)2,
2(a− b)(b− c) =(a− b)2 + (b− c)2 − (a− 2b+ c)2.
Given ρn−1 ≥ 12 , we have |a| ≤ 1. Notice the fact
−
(
φn−1 +∇τφn−1/2ρn−1,∇τφn
)
=−
(
(1 +
1
2ρn−1
)φn−1 − 1
2ρn−1
φn−2, φn − φn−1
)
.
We can find
−
(
φn−1 +∇τφn−1/2ρn−1,∇τφn
)
= −
(
(32 + a)φ
n−1 − (12 + a)φn−2, φn − φn−1
)
= −
(
3
2φ
n−1 − 12φn−2, φn − φn−1
)
− a
(
φn−1 − φn−2, φn − φn−1
)
= 12
[
‖φn−1‖2 − ‖φn‖2 + 12‖φn − φn−1‖2
]
−14
[
‖φn − φn−1‖2 + ‖φn−1 − φn−2‖2 − ‖φn − 2φn−1 + φn−2‖2
]
− a
(
φn−1 − φn−2, φn − φn−1
)
≥ 12‖φn−1‖2 − 12‖φn‖2 + 14‖φn − φn−1‖2 − 14‖φn−1 − φn−2‖2
+14‖φn − 2φn−1 + φn−2‖2 − |a|4 ‖φn − 2φn−1 + φn−2‖2
≥ −12‖φn‖2 + 12‖φn−1‖2 + 14‖φn − φn−1‖2 − 14‖φn−1 − φn−2‖2.
2.3 Properties of the semi-discrete scheme
For the proposed scheme (2.24), it satisfies several properties. First of all, it could be verified that
Theorem 2.1 (Existence and Uniqueness). There exists a unique solution at each time step for the proposed
scheme in (2.24).
Proof. The proof is based on a convexity argument. In fact, we define the minimization problem
min
φ
G(φ), (2.25)
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where
G(φ) =
1
4
(−ε∆φ, φ)2L2(Ω) + (h1(φ), 1)2L2(Ω) + (h2(φ), 1)2H−1(Ω), (2.26)
with h1(φ) and h2(φ) defined as
h1(φ) =
φ4
4 +
φ3
3 φ
n−1 + φ
2
2 (φ
n−1)2 + φ(φn−1)3 − φ( ε22 ∆φn−1 + 32φn−1 − 12φn−2),
h2(φ) =
1
2a
n
0φ
2 +
(∑n
k=2 a
n
n−k∇τφk − an0φn−1
)
φ.
(2.27)
It could be easily verified that the target functional G(φ) is convex with respect to φ [20]. Then, there is a
unique solution for (2.25).
Notice the solution to (2.24) is equivalent to the solution minimizing the convex functional. Thus, there
exists a unique solution for (2.24).
Theorem 2.2 (Mass Conservation). The time-discrete scheme (2.24) preserves the total mass, i.e.∫
Ω
φndx =
∫
Ω
φ0dx, ∀n ≥ 1. (2.28)
Proof. This could be proved by induction by following the similar idea as in [37]. First of all, it could
be easily shown
∫
Ω φ
1dx =
∫
Ω φ
0dx. Then, using the induction, assuming it holds
∫
Ω φ
kdx =
∫
Ω φ
0dx,
∀k < n, we have
(an0∇τφn, 1) = ((∂ατ φ)n−
1
2 , 1) = (M∇µn− 12 , 1) = 0, (2.29)
i.e. ∫
Ω
φndx =
∫
Ω
φn−1dx =
∫
Ω
φ0dx. (2.30)
Thus, the scheme (2.24) conserves the total mass. It completes the proof.
Theorem 2.3 (Energy Stability). The time-discrete scheme (2.24) is unconditionally energy stable, and it
follows the energy dissipation law as
E(φn) ≤ E(φ0), 1 ≤ n ≤ N. (2.31)
Proof. From [42, 43], we know the weakly singular kernel ω1−α is positive semi-define, that is
I1t (wI1−αt w)(t) =
∫ t
0
w(η)dη
∫ η
0
ω1−α(η − s)w(s)ds
=
1
2
∫ t
0
∫ t
0
ω1−α(|η − s|)w(s)w(η)dηds
≥ 0. (2.32)
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Taking w = Π1φ in (2.32), we know the the non-uniform L1+ formula
(∂ατ φ)
n− 1
2 ≈ 1
τn
∫ tn
tn−1
(∂αt φ)(t)dt. (2.33)
can ensure that the discrete convolution satisfies semi-positive characterization
n∑
k=1
∇τφk(∂ατ φ)k−
1
2 =
∫ t
t0
(Π1φ)
′(t)
∫ t
0
ω1−α(t− s)(Π1φ)′(s)dsdt
= I1t
(
(Π1φ)
′I1−αt (Π1φ)′
)
(tn)
≥ 0. (2.34)
Combining with (2.22) and (2.34), for any real grid function {wk}nk=1, we find
n∑
k=1
wk
k∑
j=1
ann−kwj ≥ 0. (2.35)
Taking the inner product of first equation in (2.24) with −∆−1∇τφn, we obtain(
(∂ατ φ)
n− 1
2 , (−∆)−1∇τφn
)
= −(µn− 12 ,∇τφn). (2.36)
Taking the inner product of second equation in (2.24) with∇τφn, we obtain
(µn−
1
2 ,∇τφn) = ε
2
2
(‖∇φn‖2−‖∇φn−1‖2) + 1
4
(‖φn‖4−‖φn−1‖4)− (3
2
φn−1− 1
2
φn−2,∇τφn). (2.37)
Notice the fact
−(32φn−1 − 12φn−2,∇τφn)
= −12‖φn‖2 + 12‖φn−1‖2 + 12‖φn − φn−1‖2 − 12(φn − φn−1, φn−1 − φn−2)
≥ −12‖φn‖2 + 12‖φn−1‖2 + 12‖φn − φn−1‖2 − 14‖φn − φn−1‖2 − 14‖φn−1 − φn−2‖2
= −12‖φn‖2 + 12‖φn−1‖2 + 14‖φn − φn−1‖2 − 14‖φn−1 − φn−2‖2.
(2.38)
Summing the above equations up, we obtain
E(φk)−E(φk−1) ≤ −
(
(−∆)− 12 (∂ατ φ)k−
1
2 , (−∆)− 12∇τφk
)
−1
4
‖φk−φk−1‖2+1
4
‖φk−1−φk−2‖2, (2.39)
for any 2 ≤ k ≤ n. Using the fact φ0 = φ−1, we have
E(φ1)− E(φ0) ≤ −
(
(−∆)− 12 (∂ατ φ)
1
2 , (−∆)− 12∇τφ1
)
− 1
4
‖φ1 − φ0‖2. (2.40)
11
By summing up for k = 1, · · ·n, and applying (2.32), we have
E(φn)− E(φ0) ≤ −
∫
Ω
I1t
[
((−∆)− 12 Π1φ)′I1−αt ((−∆)−
1
2 Π1φ)
′
]
(tn)dx− 1
4
‖φn − φn−1‖2
≤ 0. (2.41)
It completes the proof.
Remark 2.2. We obtained an energy stable numerical scheme for the time-fractional Cahn-Hilliard model.
However, how to prove E(φn) ≤ E(φn−1) for time-fractional gradient flow problem is still an open ques-
tion. In addition, the error analysis of the numerical scheme is meaningful and challenging work.
2.4 Spatial discretization
For the spatial discretization, we use the Fourier Pseudo-spectral method. To make this paper self-consistent,
we introduce a few notations. For more details, interested readers can refer to our previous work [44, 45].
Consider a rectangular domain Ω = [0, Lx]× [0, Ly] with Lx and Ly the lengths of each sides. We We
partition the domain ? with uniform meshes, with mesh size hx = Lx/Nx, hy = Ly/Ny, where Nx and Ny
be two positive even integers. Thus, the discrete domain is denoted as
Ωh = {(xj , yk)|xj = jhx, yk = khy, 0 ≤ j ≤ Nx − 1, 0 ≤ k ≤ Ny − 1} .
Also, we introduce Vh =
{
u|u = {uj,k|(xj , yk) ∈ Ωh}
}
as the space of grid functions on Ωh.
In order to derive the algorithm conveniently, we denote discrete gradient operator and the discrete
Laplace operator as ∇h and ∆h. Applying the Fourier pseudospectral method in space to the semi-discrete
scheme (2.24), we obtain the following fully discrete scheme
Scheme 2.2 (Full Discrete Scheme). Give the initial condition φ0 = φ0 ∈ Vh. Set φ−1 = φ0. After we
obtained φi, i ≤ n− 1, with n ≥ 1, we can update φn ∈ Vh via
(∂ατ φ)
n− 1
2 = M∆hµ
n− 1
2 ,
µn−
1
2 = − ε22
(
∆hφ
n−1 + ∆hφn
)
+ 14
(
(φn−1 + φn)((φn)2 + (φn−1)2)
)
− (32φn−1 − 12φn−2),
(2.42)
where the formula for the temporal fractional derivative is given in (2.21).
Here we emphasize that the fully discrete scheme also satisfies the three properties: solution existence
and uniqueness, mass conservation, and energy dissipation in the full discrete sense. We omit the details as
the proofs for the fully discrete scheme are similar to those for the semi-discrete scheme.
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3 Numerical examples
In this section, the fully discrete numerical scheme in (2.42) is implemented. Then, we conduct a time-step
refinement test to show the second-order temporal accuracy of the proposed scheme. Afterward, several
numerical examples are shown to investigate the effects of fractional order α and initial profiles on phase
separation dynamics.
3.1 Convergence tests
First of all, we perform a time convergence test to demonstrate its order of accuracy. Here we choose the
domain Ω = [0 1]2, and the parameters ε = 0.01, M = 10 × 10−5. We use 1282 meshes, and choose the
initial profile for φ as
φ(x, y, t = 0) = tanh
( 1√
2
[
√
(x− x0)2 + (y − y0)2 − 0.25−
1 + cos(4 arctan y−y0x−x0 )
16
]
)
, (3.1)
with x0 = y0 = 0.5. For different fractional order α, the numerical solution at T = 0.01 using different
time steps ∆t = 1032n , ninN are calculated. Since there is generally hard to find the exact solution, we define
the reference ’exact’ solution φrefij by the result with its nearest finer time step. the discrete l
2 norm of
numerical errors eij := φij − φrefij are summarized in Table 3.1. It is observed that 2nd order accuracy in
time is reached for the testing problem.
Table 3.1: The l2 norm of numerical errors for φ at time T = 0.01 for time fractional Cahn-
Hilliard equation with various fractional order α. They are computed by the proposed scheme
in (2.42) using various temporal step sizes.
δt L2 Error (α = 0.8) Order L2 Error (α = 0.5) Order L2 Error (α = 0.35) Order
0.001 7.096× 10−6 4.357× 10−5 1.227× 10−4
0.0005 1.854× 10−6 1.94 1.094× 10−5 1.99 1.603× 10−5 2.94
0.00025 4.811× 10−7 1.95 2.725× 10−6 2.01 3.970× 10−6 2.01
0.000125 1.241× 10−7 1.96 6795× 10−7 2.00 9.897× 10−7 2.00
0.0000625 3.186× 10−8 1.97 1.696× 10−7 2.00 2.472× 10−7 2.00
0.00003125 8.146× 10−9 1.97 4.234× 10−8 2.00 6.186× 10−8 1.99
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3.2 Coarsening dynamics with various fractional order α
Next, we study the coarsening dynamics of the time-fractional Cahn-Hilliard equation with the newly pro-
posed scheme. In this case, we choose the domain Ω = [0 1]2, parameters ε = 0.01, M = 0.1. And we use
1282 meshes. For this case, we use a randomly generated initial condition for φ as
φ(x, y, t = 0) = 10−3rand(x, y), (3.2)
with rand(x, y) ∈ [−1 1] random numbers with uniform distribution. To reduce computational time with-
out loosing accuracy, we use an adaptive time marching strategy. Defining ∆tmin = 10−4, ∆tmax = 10−1
and β = 107, the time step ∆tn+1 is chosen by following the formula
∆tn+1 =

∆tmin, n < K,
max(∆tmin,
∆tmax√
1+β
∣∣∣En−En−1∆tn ∣∣∣2 ), n ≥ K,
(3.3)
Here we pick K = 100. The profiles of φ at different times are summarized in Figure 3.1. We observe
either case has similar coarsening dynamics. From the numerical simulations in 3.1, we also observe that
the coarsening dynamics with smaller fractional-order α is faster than that with bigger fractional-order α in
the time range [0 1].
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(a) α = 0.35
(b) α = 0.5
(c) α = 0.8
Figure 3.1: Comparison of coarsening dynamics with different fractional order α. Here we
choose α = 0.35, 0.5, 0.8 respectively. The profile of φ at approximately t = 0, 0.001, 0.2, 1
are plotted.
To further verify this, their corresponding energy evolution with time is shown in Figure 3.2, where
we observe the energy with smaller fractional derivative α evolves faster. Also, we observe the energies
in all cases (with different time-fractional derivative α) decrease with time. Notice in both the continuous
theorem (2.10) and the discrete theorem (2.31), it could only be shown that the energy is bounded by the
initial energy value. Whether the energy is non increasing in time or not is still an open question.
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(a) α = 0.35 (b) α = 0.5 (c) α = 0.8
Figure 3.2: Energy evolution during the coarsening dynamics. This figures show the corre-
sponding energies decreasing with time, with various fractional orders α = 0.35, 0.5, 0.8.
In addition, the corresponding time step sizes used for the simulations in Figure 3.1 is also summarized
in Figure 3.3. We observe that the time step size increases when the energy evolves slower. This adaptive
time strategy has saved the computational resources significantly.
(a) α = 0.35 (b) α = 0.5 (c) α = 0.8
Figure 3.3: Adaptive time step sizes used during the simulation with various fractional order
α = 0.35, 0.5, 0.8.
3.3 Coarsening dynamics with various initial profiles
Next, we investigate how the initial profile would affect the coarsening dynamics. Mainly, we use the same
parameters as previous subsection, i.e. ε = 0.01, M = 0.1. We set the domain Ω = [0 1]× [0 1] with 1282
meshes, and use the following initial condition
φ(x, y, t = 0) = φ0 + 10
−3rand(x, y), (3.4)
16
with rand(x, y) ∈ [−1 1] random numbers with uniform distribution, and φ0 a constant. Here we fix the
time-fractional derivative α = 0.7, and use different φ0. The numerical profiles for φ at different times are
summarized in Figure 3.4. We observe that when the volume ratio of two different components is near 1 (for
instance, when φ0 = 0), the driving mechanism for phase separation is spinodal decomposition; when the
volume ration of two different components is away from 1, the driving mechanism for phase separation is
nucleation. These phenomena are with a strong agreement with the phenomena for the integer Cahh-Hilliard
equation. Also, for the nucleation dynamics, the component with less volume fraction will form droplets.
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(a) φ0 = −0.3
(b) φ0 = −0.1
(c) φ0 = 0
(d) φ0 = 0.1
(e) φ0 = 0.3
Figure 3.4: Comparison of coarsening dynamics with different initial profiles. Here we choose
φ0 = −0.3,−0.1, 0, 0.1, 0.3 and α = 0.7 respectively. The profile of φ at various time slots
are plotted. Here red color represents φ = 1, and blue color represents φ = −1.
Next, we study a more complicated case, where the initial averaged concentration varies in space. In
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specific, we consider the domain Ω = [0 2]× [0 1], and use the the following initial profile
φ(x, y, 0) =
1
2
|x− 1|+ 10−3rand(x, y), (3.5)
with rand(x, y) generating uniform distributed random number in between -1 and 1. We pick tmax = 10−2,
and tmin = 10−5. The numerical results with different time fractional α are summarized in Figure 3.5.
We observe that near the middle part of the domain, spinodal decomposition dominates (as the volume
fraction ratio is near 1); near both sides of the domain, nucleation dominates, as the one component has
more volumes than the other. Also, the one with smaller fractional order α turns to have faster dynamics
than those with larger fractional order α.
(a) α = 0.3
(b) α = 0.5
(c) α = 0.7
Figure 3.5: Phase separation dynamics with different fractional order parameter α and an initial
condition with spatially dependent average volume fraction ratio. Here the profiles of φ at
different time slots are shown, where (a-c) represents the cases with fractional order α =
0.3, 0.5 and 0.7, respectively.
3.4 Dynamics of thin-film rupture during phase separation
In this subsection, we investigate the dynamics of thin-film rupture during phase separation. We follow a
similar setup as in [46]. The same model parameters are used as the previous example. Here we set the
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domain Ω = [0 2]× [0 1], with 256× 128 uniform meshes. The initial profile for φ is set as
φ(x, 0) =

0.001rand(−1, 1), if |x− 5Lx6 + r02 sin(10piy)| < r0,
−0.1 + 0.001rand(−1, 1), if |x− 3Lx6 + r02 sin(10piy)| < r0,
−0.2 + 0.001rand(−1, 1), if |x− Lx6 + r02 sin(10piy)| < r0,
−1, other wise.
(3.6)
where r0 = 0.05. The numerical results for φ at various times are shown in Figure 3.6. We observe
that different initial concentrations of liquid thin film show different rupture dynamics, where a spinodal-
decomposition driven rupture pattern is observed on the right side, and a nucleation driven rupture pattern
is observed on the left side.
(a) (b) (c)
(d) (e) (f)
Figure 3.6: Rupture dynamics of liquid thin-film during phase separation of a binary fluid
mixture. Here three thin-film columns (fluid mixture with different volume fraction ratio) are
placed in a pure component. Different dynamics are observed due to the volume fraction ratio
(nucleation dynamics on the left side, and spinodal dynamics on the right side). The profiles of
φ at various time slots are shown.
In addition, the energy evolution with time is summarized in Figure 3.7(a), where we observe the energy
is decreasing in time. Also, the time step size at different times is summarized in Figure 3.7(b), where we
observe a relatively large time step is used at the stages when energy is decreasing slowly. This saves the
computational time noticeably.
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(a) (b)
Figure 3.7: Energy evolution and time step sizes. In this figure, the energy evolution for the
simulation in Figure 3.6 is shown in (a); and the adaptive time step sizes used for the simulation
in Figure 3.6 is shown in (b).
Also, to numerically verify the theorem results of (2.28), we generate the graph showing the error of the
total mess, i.e., the difference of ∫
Ω
φ(x, t)dx−
∫
Ω
φ(x, 0)dx,
which is summarized in Figure 3.8. We observe that the difference is in the order of O(10−14), which is
negligible. This is in strong agreement with (2.28), i.e., our proposed numerical algorithm preserves the
total mass of the phase variable φ.
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Figure 3.8: Time evolution of the total volume error for the phase variable φ. This figure shows
the time evolution of
∫
Ω φ(x, t)dx−
∫
Ω φ(x, 0)dx.
4 Conclusion
In this paper, we propose a new algorithm for solving the time-fractional Cahn-Hilliard equation. The
resulted numerical scheme has several advantages. It allows non-uniform time step, such that adaptive
time step sizes could be utilized to save computational time. It is unconditionally energy stable, assuring
the stability of the numerical algorithm. The existence and uniqueness of the numerical solution are also
verified theoretically. Several numerical tests are shown to confirm these advantages.
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