ABSTRACT Quantitative tracking of particle motion using live-cell imaging is a powerful approach to understanding the mechanism of transport of biological molecules, organelles, and cells. However, inferring complex stochastic motion models from single-particle trajectories in an objective manner is nontrivial due to noise from sampling limitations and biological heterogeneity. Here, we present a systematic Bayesian approach to multiple-hypothesis testing of a general set of competing motion models based on particle mean-square displacements that automatically classifies particle motion, properly accounting for sampling limitations and correlated noise while appropriately penalizing model complexity according to Occam's Razor to avoid over-fitting. We test the procedure rigorously using simulated trajectories for which the underlying physical process is known, demonstrating that it chooses the simplest physical model that explains the observed data. Further, we show that computed model probabilities provide a reliability test for the downstream biological interpretation of associated parameter values. We subsequently illustrate the broad utility of the approach by applying it to disparate biological systems including experimental particle trajectories from chromosomes, kinetochores, and membrane receptors undergoing a variety of complex motions. This automated and objective Bayesian framework easily scales to large numbers of particle trajectories, making it ideal for classifying the complex motion of large numbers of single molecules and cells from high-throughput screens, as well as single-cell-, tissue-, and organism-level studies.
INTRODUCTION
Advances in high spatial and temporal resolution imaging of fluorescently tagged biological molecules, organelles, and cells are increasingly enabling the collection of detailed time-series data on the positions of these particles over time within living cells, tissues, and embryos using conventional and superresolution microscopy (1) (2) (3) (4) (5) . The resulting single-particle trajectories (SPTs) contain important information on the transport dynamics and local environments of individual biological molecules, the collective behaviors of molecules and cells, and the spatial and temporal regulation of these behaviors (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) . In most biological applications, the underlying mode of particle motion is unknown a priori and must be inferred using mathematical models from data sets that are limited by experimental parameters including sampling rate, acquisition time, and number of trajectories (16) . In addition, the stochastic nature of SPTs requires careful treatment of trajectory variability and noise properties to facilitate objective model evaluation (6) .
Despite the importance of analyzing SPT motion in biological systems, systematic and automated means of evaluating multiple competing motion models are still lacking, with interpretation of SPTs typically relying on timeconsuming data analysis with significant manual intervention that focuses on evaluating a particular motion model such as confined or anomalous diffusion. Although such approaches allow for the testing of a single hypothesis or a pair of competing hypotheses for defined biological applications (17) (18) (19) , standardized approaches that allow sideby-side comparison of larger sets of generalized complex motion models without any constraints on model form, trajectory length, or number are needed for higherthroughput systematic biological studies, as well as to standardize the analysis of SPTs across laboratories (6) . Here, we present an approach based on Bayesian inference for multiple-hypothesis testing (20) (21) (22) (23) , which has proven successful in handling noise and experimental limitations in other biological applications (24) (25) (26) (27) (28) (29) . This approach focuses on evaluating models of stationary, time-invariant physical processes governing the motion of single particles undergoing free, confined, or anomalous diffusion, with or without directed transport superimposed.
Stationary physical processes are characterized by ensemble average distribution functions such as the meansquare displacement (MSD), which is commonly used to evaluate particle motion because of the availability of closed-form analytical solutions to the dependence of MSD on time lag, t, for a number of motion models (6, 30, 31) . It is important to note that MSD curves from individual particles undergoing the same stochastic motion are typically highly variable due to limited sampling and strong correlations over t, which can result in fitting erroneous, overly complex models (30) (31) (32) (33) . To avoid this overfitting problem, here we account for these correlations by measuring the MSD and its noise covariance matrix using multiple independent MSDs, and we infer model probabilities using an empirical Bayesian approach similar to that recently applied to fluorescence correlation spectroscopy data (28, 29) .
The Bayesian approach computes relative probabilities of an arbitrary set of competing motion models without any requirement on model form or nesting, in contrast to frequentist tests such as the F-test (21) . This approach naturally handles experimental sampling limitations and heterogeneity between particles in a given biological data set, automatically identifying the simplest model consistent with the observed data according to the Principle of Parsimony or Occam's Razor, a well established property of Bayesian inference (20) (21) (22) (23) 28, 29) . Although Bayesian inference requires a choice of prior probabilities associated with each model and its parameters, this requirement objectifies the scientific process by formalizing and reporting these biases concisely in the mathematical form of a prior distribution (21, 22) . Given a set of priors, Bayesian inference can then be applied automatically, without user intervention.
THEORY

Mean-square displacement analysis
A single-particle trajectory consists of a sequence of N particle positions
separated by time step dt. The meansquare displacement is then computed for time lags t according to MSDðtÞh
For stationary processes, the MSD is given in three dimensions by the following closed-form analytical solutions for free diffusion (D), anomalous diffusion (DA), confined diffusion (DR), and flow or directed motion (V),
where y is the magnitude of the particle velocity, D is its diffusion coefficient, a is the anomalous exponent, and R C is the radius within which the particle is confined (6) . Free diffusion is characteristic of unrestricted stochastic particle motion (33) , confined diffusion is characteristic of trapped particles, for example, due to physical corralling by cytoskeletal polymers (6, 34, 35) , and directed motion may result from molecular motor-driven transport (36, 37) or cytoskeletal flows (11) . Anomalous diffusion arises from a variety of underlying physical processes, including the presence of obstacles or transient binding events, making it difficult to interpret mechanistically (38) (39) (40) . These diffusive modes often occur together with directed motion, yielding more complex motion models described by linear combinations of the above equations, such as MSD DV (t) ¼ 6Dt þ y 2 t 2 for free diffusion plus flow (DV) (6). Experimental particle-position measurements typically contain a localization error characterized by a positional uncertainty with standard deviation s e , which adds a constant term of 6s 2 e to the MSD (32) that can be easily incorporated into the proposed Bayesian framework (Fig. S2 in the Supporting Material). In some physical situations, such as confinement within a radius smaller than either the mean localization error or the mean diffusive step size given the sampling rate, the particle may appear stationary because the MSD curve is dominated by this constant term.
Model selection
Classical data regression fits an observed series of data, y ¼ {y 1 , y 2 , . y n } (in this case, the MSD values), with a model function f(x; b) (for example, Eqs. 2-5) according to
., x n } are the sample points (in this case, the time lags t), b ¼ {b 1 , b 2 , ., b p } are the model parameters, and ε i are the errors associated with the y i measurements. Classical statistical approaches minimize the sum of the squared residuals,
, where the error terms, ε i , are assumed to be uncorrelated and normally distributed, with mean zero and standard deviations s i . The chisquared value, c 2 , can then be used to test the goodness of fit of models conditioned on a null hypothesis. However, MSD curves contain highly correlated errors that often result in their appearing overly complex (30, 32, 33) ( Fig. 1 A and Note S1 in the Supporting Material). For example, MSD curves from purely diffusive trajectories may appear by eye to include directed motion or confinement (Fig. 1 A) .
Here, we account for correlated errors directly by including an error covariance matrix in Bayesian inference, following previous work on temporal autocorrelation functions from fluorescence correlation spectroscopy data that suffer from similar correlated errors (28, 29) . For K possible models (M 1 , ., M K ), the probability of each model given the observed data, y, is given by Bayes' theorem,
where PðyÞ ¼ P K k¼1 PðyjM k Þ PðM k Þ, and the proportionality holds if the prior model probabilities P(M k ) are assumed equal for all k, which is suitable when no information is Biophysical Journal 103(3) 616-626 available to prefer one model over another. P(yjM k ) is calculated by marginalizing over the model parameters (b k ),
which inherently penalizes overly complex (overparameterized) models (20) . The probability P(yjb k , M k ) of observing the data y for any given realization of the parameters b k of model M k with model function f k (x; b k ) is given by the general multivariate Gaussian function (20) including C, the covariance matrix of the errors ε i ,
Estimation of C is essential for proper calculation of the model probabilities (29) . We use multiple observations of the data y (independent MSD curves from multiple particle trajectories or subtrajectories) to estimate C, as described in Note S1 in the Supporting Material. (In the case of anomalous diffusion, displacements along an SPT may be correlated, and thus, splitting a single trajectory into multiple independent subtrajectories may require estimation of decorrelation time using block transformation (29, 41) or a related approach.) Regularization of the estimated covariance matrix is often required, because the number of available independent MSDs is typically less than the dimension of the matrix (42, 43) . A shrinkage approach to regularization (42) performs well when low numbers of MSD curves are available (Note S1.3 in the Supporting Material and Fig. S1 ).
Although numerical integration is required to evaluate the integral in Eq. 7 in general, the Laplace approximation may be used to perform this integration analytically by assuming that P(yjb k , M k ) is well approximated by a multivariate Gaussian distribution around the Bayesian point estimate 20, 28) . The Laplace approximation is asymptotically exact in the limit of high amounts of data, which is not true of derived metrics such as the Aikake Information Criterion (21) . The Bayesian Information Criterion is an alternative, commonly used special case of the Laplace approximation (44) but does not sufficiently penalize model complexity in the case of small sample sizes (28) . Here, we use a uniform prior parameter distribution, P(b k jM k ), for which b b k;Bayes is equal to the maximum-likelihood point estimate
. For additional details of the implementation, please see the Methods section in the Supporting Material.
The application of Bayesian inference to particle trajectories is summarized in Fig. 1 B. The set of competing models evaluated by this method (Fig. 1 C) can vary in complexity and include nesting relationships that cannot be treated using standard frequentist tests. Starting from a set of particle trajectories, an MSD curve is calculated from each trajectory and then the set of MSD curves is used to calculate a mean MSD curve and its noise covariance matrix, which serve as inputs to the Bayesian procedure described in the main text. The output model probabilities and parameters can be interpreted in the context of the biological system, and, if necessary to improve resolution of complex models, additional trajectories can be collected or existing trajectories can be classified into less heterogeneous sub-groups. (C) Models of particle motion used in the Bayesian approach. The simplest (single-parameter) models are shown in the top row, followed by intermediate-complexity (two-parameter) models in the middle row and the most complex (three-parameter) models in the bottom row. Model abbreviations are chosen to specify the parameters in each model; for example, the diffusion-plus-flow model (DV) has both a diffusion coefficient and a velocity magnitude as parameters. Lines connecting the models indicate nesting relationships; for example, both DR and DV are nested in DRV, but DAV and DRV are not nested one in the other.
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RESULTS AND DISCUSSION
Performance of the Bayesian approach on simulated trajectories
To evaluate the performance of the Bayesian procedure in a controlled setting, we applied it to simulated trajectories of particles undergoing Brownian motion with flow (Fig. 2) or within a confined spherical corral (Fig. 3 A) . Although we use default simulation parameters comparable to the experimental conditions observed below for starfish chromosomes, namely D ¼ 0.005 mm 2 /s, dt ¼ 2.5 s, T ¼ 300 s, t max ¼ T/4, and n ¼ 30 trajectories per data set, we emphasize that the illustrated properties of the proposed multiple-hypothesis-testing procedure are general. An important source of noise in MSD values is statistical sampling noise due to experimental limitations on the number, length, and sampling rate of available SPTs (6, 33) . Trajectories were simulated with the above default parameters (Fig. 2 A, middle) , with lower noise (higher T and n; Fig. 2 A, left) or higher noise (lower T and n; Fig. 2 A, right), while systematically varying the value of a superimposed velocity, y. The relative contributions of diffusive and directed motion to the diffusion plus flow (DV) MSD equation given above are of similar magnitude when t~6D/y 2 h t DV . The Bayesian approach strongly prefers the DV model for y values corresponding to a timescale t DV that is comparable to the time lags covered by the MSD curve (Fig. 2 A, middle) . The simpler D and V models are preferred at low and high y, respectively, where the contribution of the y or D parameter to the more complex DV model is not significant given the level of noise in the mean MSD curve. The locations of these crossovers to simpler preferred models at low and high y depend on the level of sampling noise (Fig. 2 A, left and right) . Examination of the fit parameter values for the true DV model in Fig. 2 A shows that when the DV model probability is high, both parameter values are well estimated, whereas their values become poorly estimated when the model probability is low. Thus, the Bayesian multiple-hypothesis-testing framework not only selects the appropriate model that is justified given the empirical level of noise, it also provides a prescreening filter for downstream physical or biological interpretation of model parameter values, which are only reliable when the model to which they belong is strongly preferred. Analysis is performed as in Fig. 2 but using the full set of motion models as in Fig. 1 C. Right, Trajectories are simulated as in A but at a fixed confinement radius of R C ¼ 0.4 mm. dt is varied from 0.5 s to 15 s as in Fig. 2 B. S represents a stationary-particle model including only a constant term. (B) Left, Trajectories are simulated as in Fig. 2 A (middle) but with the velocity of each particle drawn from a normal distribution centered on y ¼ 0.05 mm/s, with standard deviation (as a percentage of the mean) as shown on the x axis. Analysis is performed as in Fig. 2 . Right, Trajectories are simulated as in A but with the confinement radius of each particle drawn from a normal distribution centered on R C ¼ 1.5 mm, with standard deviation (as a percentage of the mean) as shown on the x axis. Analysis is performed as in Fig. 2 . (C) Complex models are most likely to be resolved when there is low heterogeneity between particles and low noise due to data collection limitations, such as the number, length, and sampling rate of the trajectories. The tradeoff between reducing particle heterogeneity and increasing sampling noise by splitting trajectories into smaller groups of fewer trajectories is illustrated by the transition from B to B 0 .
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We next independently varied three contributing factors to the sampling noise-trajectory number, trajectory length, and sampling rate-at fixed values of y (Fig. 2 B) . Starting with the default simulation parameters above and a fixed value of y ¼ 0.1 mm/s near the righthand crossover point (Fig. 2 A, middle) , decreasing the number of trajectories used to calculate each mean MSD curve and associated error covariance matrix from 30 to 4 results in loss of the ability to resolve the DV model over the simpler V model due to the increasing level of noise (Fig. 2 B, left) . Decreasing T from 300 s to 40 s reduces the ability to resolve the y component of the motion (Fig. 2 B, middle) , whereas increasing dt from 2.5 s to 15 s at a fixed T reduces the ability to resolve the D component of the motion (Fig. 2 B, right) , due to the difference in the relative contributions of diffusion and flow to the MSD curve at high and low t.
To test whether this Bayesian procedure applies generally to other motion models in addition to diffusion and flow, we repeated the above tests on simulations of confined diffusion ( Fig. 3 A and Fig. S3 ). Here, we also included the full set of competing models shown in Fig. 1 C to test the robustness of the model selection procedure in the presence of both higher-and lower-complexity competing models. Confinement makes a significant contribution to the confined diffusion (DR) MSD equation (Eq. 4) when the ratio 6Dt=R 2 C is on the order of 1, or when t $ R 2 C =6Dht DR . The Bayesian approach strongly prefers the DR model when this ratio t DR is below the maximum t in the MSD curve, whereas the simpler D model is preferred for larger confinement radii (Fig. 3 A, left) . As above, the exact crossover point depends on the level of noise in the mean MSD curve. For a fixed value of R C , decreasing n or T results in loss of the ability to resolve the DR model (Fig. S3) . Finally, increasing the trajectory time sampling interval, dt, past the ratio t DR for a fixed value of R C results in loss of the ability to resolve the diffusive component of the motion, making the particle appear stationary (Fig. 3 A, right) .
Effect of particle heterogeneity on model selection
The above results demonstrate that this Bayesian procedure can be used to detect both confinement and directed motion in a systematic manner that accounts appropriately for the sampling noise level, avoiding over-fitting of complex models. Heterogeneity in motion type, either within a single trajectory or between distinct particle trajectories, may also reduce the ability to resolve the underlying physical process (Note S2 in the Supporting Material). To explore the effect of heterogeneity, we simulated trajectories as above but allowed a single parameter (y or R C ) to vary randomly between particles according to a normal distribution. As a result, even perfectly measured MSD curves without any statistical sampling error would still vary between the different particles, introducing an apparent noise into the mean MSD curve estimate. As heterogeneity between particles is increased by increasing the standard deviation of the distribution of y or R C values, the ability to resolve the true motion model diminishes in favor of simpler models due to this increase in apparent noise (Fig. 3 B) . For normal diffusion plus flow, heterogeneity does not change the dependence of the mean MSD function on t, but the estimated value of y obtained from the DV model is systematically higher than the true mean due to the quadratic dependence of MSD on y (Fig. 3 B, left, and Note S2.1 in the Supporting Material). For confined diffusion, heterogeneity in R C changes the dependence of the mean MSD function on t so that none of the models describes the resulting mean MSD curve satisfactorily (Fig. 3 B, right , and Note S2.3 in the Supporting Material). The apparent diffusion coefficient decreases with increasing heterogeneity in R C because the diffusion timescale is affected disproportionately by larger confinement radii.
Analysis of actin-dependent chromosome transport in starfish oocytes
To test the performance of the proposed model-selection procedure on experimental biological data sets, we first applied it to the motion of chromosomes during meiosis I in starfish oocytes. Chromosomes are transported toward the spindle at the animal pole (AP) of the oocyte (Fig. 4 A) by homogeneous contraction of a large actin network that forms in the nuclear region after nuclear envelope breakdown (NEBD) (11, 45) . Chromosomes from four oocytes were imaged and tracked at 2.6-s time resolution, a more than fivefold improvement in resolution over previous studies (11) , during the 6-min actin-dependent transport phase (Fig. 4 A) . We analyzed the mean MSD curve over all 30 chromosome trajectories (Fig. 4 B) using the Bayesian inference approach to test the full set of motion models shown in Fig. 1 C. The DV model is strongly preferred over the other models, consistent with the previously proposed hypothesis that chromosomes diffuse within the actin network as they are transported in a directed manner toward the spindle (11) . This result indicates that the chromosome trajectories provide significant evidence for both the diffusive and directed components of their motion but do not provide significant evidence for additional complexity such as confinement or anomalous diffusion, which could potentially result from steric interactions with the actin network structure (11) or the viscoelastic nature of the actin network (46) . These more complex motions are not necessarily ruled out by the above result, however, because the additional complexity of confined or anomalous diffusive models might be masked by sampling noise or heterogeneity, as shown in the simulations above.
Since the chromosomes were previously shown to have significant heterogeneity in their velocities, which are Biophysical Journal 103(3) 616-626 correlated with initial distance from the AP (11), we split the chromosome trajectories into equally sized groups to reduce this heterogeneity and reanalyzed their motions (Fig. 4 C) . An initial split into two groups revealed that the DV model is preferred for chromosomes closer to the AP, whereas the simpler V model is preferred farther from the AP (Fig. 4 C,  upper left) , confirming that there is heterogeneity along this biological coordinate. Splitting trajectories into less heterogeneous subgroups has a tradeoff (Fig. 3 C) in that it reduces the number of trajectories per group, which was shown above to reduce the ability to resolve complex models. The effect of this tradeoff is apparent in the overall trend toward simpler models upon further subclassification of the chromosome trajectories (Fig. 4 C, left) . Although the increase in sampling noise that results from the reduction in number of SPTs per subgroup outweighs the reduction in heterogeneity in this case, additional oocytes could in principle be added to the total pool of data to again resolve the more complex DV model. Finally, the increasing probability of the simpler V model for chromosomes far from the AP and the simpler D model for chromosomes close to the AP is comparable to moving to the right and left, respectively, along the horizontal axes in Fig. 2 A because of the difference in velocities between these chromosomes (Fig. 4 C, right) .
Bead dynamics probe confinement by the actin network
We next sought an alternate means of probing the starfish actin network that is not complicated by the network's directed motion. We examined the diffusion of 0.2-mm beads within the network by injecting them into the oocyte nucleus just before NEBD while simultaneously overexpressing mEGFP-UtrCH to stabilize actin bundles to prevent network contraction (Fig. 4 D) . Bead trajectories have previously been used to characterize the density of obstacles, sizes of pores, and viscoelastic properties of cytoskeletal networks (46, 47) . We found that beads in the stabilized actin network exhibit a range of behaviors (Fig. 4 D) and that the mean MSD curve over multiple bead trajectories (Fig. 4 E) is best explained by the simple diffusion model, presumably due to this high heterogeneity. However, when individual bead trajectories are analyzed by splitting them into consecutive subtrajectories (assumed to be independent) to estimate the mean MSD and noise covariance matrix for each bead, then a variety of diffusive models are resolved, including the higher-complexity anomalous-and confined-diffusion models (Fig. 4 F) . This data set therefore provides an example in which heterogeneity between particles is high enough that moving from a mean MSD curve over all particles to individual-particle MSD curves improves the ability to resolve complex models despite the associated increase in sampling noise. A more detailed analysis of these heterogeneous bead dynamics will be the subject of future work.
Dynamics of the membrane receptor CD36 in macrophages
As another example of detecting confinement in a very different biological system, we analyzed previously published trajectories of the membrane receptor CD36 (Fig. 5  A) , which exhibits a range of behaviors including linear motion, confined diffusion, and unconfined diffusion (1, 8) .
Testing the full set of motion models from Fig. 1 C with the Bayesian procedure reveals that the mean MSD curve over all CD36 trajectories (Fig. 5 B) is best fit by the anomalous-diffusion model, but that individual CD36 trajectories are best explained by either pure diffusion or by the stationary-particle model described above (Fig. 5 C) . The high probability of the stationary model suggests that these receptors are confined within a radius smaller than the mean diffusive step size of the trajectory, as in Fig. 3 A, or are attached to a stationary structure such as a cytoskeletal matrix (48) , consistent with the confined diffusion classification in previous analysis of the trajectories (8) . Pure diffusion is the preferred model for nearly all trajectories previously classified as linear (Fig. 5 C) , confirming that these motions are linear due to 1D diffusion (for example, along 1D tracks or within linear-shaped confinement zones), whereas the stationary model is preferred for most of the previously classified isotropic trajectories (Fig. 5 C) . Only a small fraction of receptors exhibit isotropic unconfined diffusion.
Kinetochore trajectories during mouse meiosis I exhibit heterogeneity in time
The above examples illustrate that a single automated Bayesian approach can be used to detect either directed motion or confinement or anomalous diffusion in a variety of biological systems. We next sought to detect both types of motion within a single biological data set. Kinetochores in mouse oocytes (Fig. 5 D) were recently found to exhibit distinct complex motions during discrete time phases during meiosis (12) . Analyzing the mean MSD curve over the entire period of meiosis (Fig. 5 E) with the Bayesian procedure reveals that the highest-probability model for the mean behavior of the kinetochores is confined diffusion. However, sequentially dividing the kinetochore trajectories into time periods corresponding to the previously described phases (12) reveals that confinement is localized to phase 4, whereas diffusion plus flow is preferred for phases 1 and 2, and pure diffusion is preferred for phase 3 (Fig. 5 F) . In future studies or screens, this Bayesian procedure may be used in an automated manner to discover the above phase boundaries a priori by systematic evaluation of boundary locations and number of phases.
CONCLUSION
Like all experimental measurements, SPTs require the use of mathematical models for their physical interpretation. To enable analysis of many dozens or even hundreds or thousands of trajectories, often under both wild-type and perturbed biological conditions, a fully automated approach to systematic evaluation of competing motion models that does not require manual intervention or data curation is highly desirable. Bayesian inference, applied here to MSD-based analysis of SPTs, is a general theoretical framework that is useful for this purpose. The Bayesian approach handles multiple competing models for single-particle motion simultaneously, preferring simpler models when statistical noise and heterogeneity preclude the resolution of more complex models that are not justified by the data. Although fully objective in the computation of model probabilities, Bayesian inference still involves a subjective choice about what probability is considered convincing evidence for a given model or hypothesis to be accepted, a topic that is discussed at length by Raftery and colleagues (21, 49) . Although the emphasis here is on performing systematic multiple-hypothesis testing for particle motion, we also illustrate that computed model probabilities act as a reliability test for the downstream physical or biological interpretation of model parameter values.
Statistical noise due to sampling limitations and heterogeneity between particles limits the ability to resolve complex motion models. Sampling noise may be reduced by collecting more data, namely longer or more trajectories, to improve the statistical accuracy of estimates of the mean MSD and its correlated error (Fig. 3 C, Case A) . However, heterogeneity within a trajectory or across multiple trajectories may only be reduced by appropriately segmenting trajectories into smaller subsets along a relevant biological axis (Fig. 3 C, Case B) . Segmentation typically comes at the cost of increasing sampling noise, because the number of particle trajectories within each subgroup is reduced unless additional particle trajectories from the same system are acquired. Resolving meaningful, reproducible heterogeneity in biological systems is of central interest to understanding biological behavior, and therefore, automated classification schemes for this purpose will be the subject of future work. Accounting for heterogeneity directly in the inference process by the use of stochastic models instead of ensemble-averaged quantities such as the MSD is also of interest (34, 35, 50, 51) . Nevertheless, the approach presented here already enables the systematic and automated analysis of information-rich particle-trajectory data sets and can be applied to high-throughput screens involving cells, embryos, and whole animals by incorporation into automated screening platforms, such as Cell Profiler (52) and CellCognition (53) , or in-house analysis programs via download from http://msd-bayes.org.
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