The assessment of model fit is a more complex and indeterminate process than is commonly acknowledged by researchers who use structural equation modeling (SEM) techniques. Even models that are well fitting according to commonly used statistical tests and descriptive fit indices can have significant problems and ambiguities. The authors discuss 7 potential difficulties that can arise and that should temper researchers' conclusions: equivalent models, nonequivalent but well-fitting alternative models, omitted variables, problematic lower-order model components, the failure to parse composite models into meaningful partitions (e.g., measurement vs. structural), inattention to the multiple factors that affect the sensitivity of measures of fit to model misspecifications, and reliance on specification searches. In addition to providing examples of each of these problems, the authors offer recommendations for psychopathologists who conduct SEM analyses.
The question of model fit is of central importance to researchers who analyze structural equation models. Indeed, many users would argue that the primary purpose of structural equation modeling (SEM) is to assess whether a specific model fits well or which of several alternative models fits best. In our view, the assessment of fit is a more complex and indeterminate process than is commonly acknowledged-even by relatively experienced SEM users. For this reason, our primary goal in the present article is to convince readers that even models judged to be well fitting according to conventionally used criteria may have significant limitations and ambiguities. Before we elaborate on this theme, it is helpful to set the stage by presenting a brief overview of basic conceptions of model fit in SEM and of the procedures commonly used to assess fit.
Basic Conceptions of Fit and Primary Methods for Assessing Fit
One of the most striking features of an SEM analysis is that the output routinely includes numerical indices that summarize the overall fit of the model being tested. Using such indices, researchers can putatively evaluate the global fit of highly complex models that specify many causal or correlational relations among a large number of observed variables and latent variables. These relations can be mathematically expressed as sets of linear equations. Most alternative statistical procedures that might be used in place of SEM to test such models (e.g., multiple regression) would require separate minitests of model components conducted on an equationby-equation basis. By allowing the computation of global fit, SEM facilitates a summary evaluation of the model as a whole. 1 How is global fit defined and what procedures can be used to assess whether a model fits well? Although numerous indices can be used to assess fit, the great majority, if not all, share the same core conception: A model fits well when there is a minimal discrepancy between the observed variances and covariances among the directly measured variables and the variances and covariances among those variables that are implied by the model.
2
Researchers sometimes test just-identified models. These models fit perfectly because the implied covariance matrix will always be identical to the sample covariance matrix. More commonly, researchers test overidentified models that impose restrictions or constraints on the implied variances and covariances (see below for examples of model-implied constraints). Using numerical algorithms, parameter estimates are generated that produce an implied covariance matrix with minimal discrepancy from the observed sample covariance matrix. However, the implied covariance matrix also has to adhere to the restrictions imposed by the model. For this reason, even apart from the effects of sampling error, the sample and implied covariance matrix may not be identical. Indeed, in practice some discrepancy is highly likely. The degree of discrepancy is summarized in a single number 1 Our references to statistical tests of global fit and global fit indexes in this section and succeeding sections pertain specifically to SEM analyses conducted using full-information estimation methods. The great majority of SEM models that are tested by psychopathologists and other researchers use such methods. An example is the maximum likelihood estimator that is commonly reported in empirical SEM papers and is the default estimator in most software packages. We should note, however, that many SEM models could be estimated and tested using several types of limited information estimators, for example two-stage least squares (2SLS; e.g., Bollen, 1996 Bollen, , 2001 . The most commonly used 2SLS estimators derive estimates and can test overidentifying restrictions on an equation-by-equation basis (for a recently developed expansion of capabilities, see Bollen, 2001 ) but do not afford global tests of overall fit in the manner characteristic of full information estimators. The two sets of estimators have different strengths and weaknesses. For example, fullinformation estimates are potentially applicable to a wider variety of models (e.g., those with across-equation equality constraints). In addition, because they use more information available in a model to derive estimates, standard errors tend to be smaller with full-information methods. Conversely, limited information estimators like 2SLS have fewer distributional assumptions (and thus might be more appropriate for certain types of models; see, e.g., Bollen & Paxton, 1998) and better isolate the impact of specification errors in a model (e.g., Bollen, 2001; Kaplan, 1988) . 2 For the sake of brevity, we omit consideration of models that include mean and intercept terms.
termed the discrepancy index. In turn, the discrepancy index is used in the computation of hypothesis tests and descriptive indices of model fit. 3 Two types of statistics are commonly reported to assess the fit of SEM models. First, the likelihood ratio chi-square statistic is commonly computed to test the null hypothesis that the specified model fits perfectly in the population. This chi-square test is sometimes described as the test of exact fit (e.g., MacCallum, Browne, & Sugawara, 1996) . Researchers conducting this test typically hope that the model under consideration will fit and that the chi-square statistic does not attain conventional levels of statistical significance (implying rejection of the null hypothesis of exact fit).
Although the results of the chi-square test of exact fit are almost always reported in SEM papers, this test has several well-known limitations or constraints. For example, although it tests the hypothesis that a specified model fits exactly in the population, structural models are typically only approximations of reality (e.g., Browne & Cudeck, 1993; Cudeck & Henly, 1991; MacCallum & Austin, 2000; . Thus, this test typically imposes an overly stringent and unrealistic criterion. In addition, its results are highly dependent on sample sizes. Large sample sizes can often lead to almost certain rejection of the null hypothesis even when models are trivially misspecified. Conversely, even poorly specified models might be accepted if sample sizes are small. Finally, the chi-square test of exact fit is primarily a badness-of-fit measure that facilitates dichotomous accept or reject decisions but provides less useful information about degree of fit.
The limitations of the chi-square test of exact fit have led methodologists to advocate and develop alternative procedures for assessing fit. The most commonly used alternatives are the class of measures known as fit indices. 4 In the SEM context, fit indices serve essentially the same function as measures of association strength or of effect size used in other contexts. They indicate the degree of fit or lack of fit on a more continuous metric. In addition, although the expected values of some fit indices can vary with sample size, the commonly recommended ones are notably less affected by sample size than is the chi-square test of exact fit. Thus, when sample sizes are large, fit indices may well indicate that a model fits well even though the chi-square test rejects the null hypothesis of exact fit.
Since the appearance of a seminal article by Bentler and Bonett (1980) , there has been a burgeoning interest in the development and evaluation of fit indices. There are, however, several limitations or ambiguities associated with their use. For example, the sheer variety of indices available reflects the fact that there is no consensually agreed upon gold standard and potentially creates confusion for authors and readers alike. In addition, the majority of fit indices have unknown distributional properties. In such cases, one cannot compute confidence intervals indicating the precision of estimates of fit based on sample data. Furthermore, several recent simulation studies have shown that (a) some of the most commonly used fit indices are less sensitive to model misspecifications than one would like (e.g., Fan, Thompson, & Wang, 1999; Hu & Bentler, 1998) and (b) the traditional rules of thumb used to discriminate well-fitting from misspecified models can be misleading (Hu & Bentler, 1998 . There are a number of additional issues associated with global fit indices that have been well reviewed in various sources (e.g., Bollen, 1989 Bollen, , 1990 Bollen & Long, 1993; Cudeck & Henly, 1991; Fan et al., 1999; Hu & Bentler, 1995 , 1998 Marsh, Balla, & Hau, 1996; McDonald & Ho, 2002; Sobel & Bohrnstedt, 1986 ).
Focus of the Present Article
As this brief overview of the concept of global fit clearly indicates, there are a number of unsettled questions related to the assessment of fit in SEM. Clearly, the development, assessment, and selection of statistical tests of fit and fit indices are critical issues in the SEM domain. It is not surprising, then, that the assessment of fit is arguably the single topic within the SEM domain that has attracted the greatest attention and the most well-known methodological contributions over the years (e.g., Bentler & Bonett, 1980; Bollen & Long, 1993; Hu & Bentler, 1998) .
The focus of the present article is, however, different from the majority of discussions about model fit that have appeared in textbooks, methodological papers, or empirical applications of SEM. For example, our goal is not to review in detail the relative strengths and weaknesses of different fit indices or their robustness to assumption violations. Instead, the primary motivation for the present article is our belief that the emphasis on statistical tests of fit and fit indices in both the methodological literature and empirical papers can blind users to an important fact: A number of problems and ambiguities can arise even when such measures indicate that a model fits well. Our primary goal is to demonstrate this point by describing seven potential problems that can arise even when models fit well according to statistical tests of fit or fit indices. We selected these problems largely on the basis of a review that we conducted of SEM articles published in the Journal of Abnormal Psychology from 1995 to 2002. 5 Our survey revealed that psychopathologists almost always ignored the seven issues on which we focus below.
Although these seven problems are conceptually distinct from one another, they share underlying commonalities because they exemplify several higher order constraints associated with SEM analyses. Several problems reflect the fact that even when a model demonstrates excellent fit according to global indices, lower order model components can be problematic. The issues here are similar to those that arise in other statistical contexts when researchers rely too heavily on the results of omnibus tests of hypotheses. Other problems reflect the broader limits of SEM as an approach to model testing (cf. Steiger, 2001 ). Throughout our discussion, an overriding theme is that researchers need to go beyond the numerical summaries provided by global measures of fit when evaluating the adequacy of a model. 3 In those cases in which the discrepancy value does not directly appear in the formula for a given fit index, other terms are used that reflect the difference between the observed and the implied matrices. 4 Another class of alternatives to the test of exact fit are chi-square tests of less stringent and more realistic null hypotheses. Browne and Cudeck (1993) and MacCallum et al. (1996) proposed two alternative statistical tests of model fit. The test of close fit tests the hypothesis that the specified model closely fits the observed data whereas the test of not-close fit tests the hypothesis that the model fails to closely fit the observed data. Although we recommend these alternatives to the test of exact fit, to date they have rarely appeared in SEM articles published in this journal. 5 We should note that although our conclusions are broadly applicable, our review-and the discussion below-excluded behavioral genetic applications of SEM.
No statistical test or descriptive fit index can prove that a model is correct.
6 At most, one can conclude that a well-fitting model is one plausible representation of the underlying structure from a larger pool of plausible models. This more cautious conclusion is necessary because there often are a large number of alternative models that could fit the observed data equally well or better.
Equivalent models are a salient example of this point (e.g., Breckler, 1990; Hershberger, 1994; Lee & Hershberger, 1990; MacCallum, Wegener, Uchino, & Fabrigar, 1993; Stelzl, 1986; Williams, Bozdogan, & Aiman-Smith, 1996) . As noted above, if there is one fundamental component of the concept of model fit in SEM, it is the discrepancy between the sample covariance matrix among the observed variables and the covariance matrix among these variables that is implied by the model. Consider, then, two alternative models, denoted M 1 and M 2 , each of which is associated with a set of estimated parameters (denoted as 1 and 2 ) when a given sample covariance matrix (S) is analyzed. These two models are defined as equivalent if their implied covariance matrices are identical across all possible sample covariance matrices that could be analyzed. The implied covariance matrices are always identical because equivalent models impose the same restrictions on variances and covariances. If the implied covariance matrices are identical, the values of the discrepancy function will also be identical. In turn, the values of statistical tests of overall fit (e.g., test of exact fit, test of close fit) will be identical, as will goodness-of-fit indexes that are based on the discrepancy between the predicted covariance matrix and the sample covariance matrix. 7 Thus, even when a given model fits well, there may well be equivalent models with identical fit. Indeed, there often are a large number of equivalent models that could be generated.
Some relatively simple examples of equivalent models help demonstrate this phenomenon. Figure 1 presents three equivalent causal models. One should note first that these models depict very different theories of the causal relations among the three variables of interest (X, Y, and Z) . Model 1A specifies a causal chain according to which X causes Y and Y causes Z. Model 1B specifies precisely the reverse causal sequence, with Z serving as a distal cause and Y as a proximal cause of X. Model 1C is yet a different representation of the causal structure, as it specifies that Y serves as a common cause of both X and Z. Despite these very different representations of the causal structure, all three models yield the identical implied covariance matrices, discrepancy function values, and measures of overall fit. Interested readers can verify this by testing the fit of each model using several different sample covariance matrices as input.
The reason these models are equivalent is that they impose the same restriction on the implied covariance matrix:
If variables were standardized, this constraint could be expressed in the following manner:
Equation 2 is the numerator of the partial correlation between X and Z adjusting for Y. Thus, all three models imply that the value of this partial correlation is zero. Equivalent models commonly impose the same partial correlational constraints (e.g., Hershberger, 1994) . Measurement models can also be equivalent (e.g., Hershberger, 1994) . Figure 2 shows three factor-analytic models that are equivalent because they impose the same restriction on the implied covariance matrix:
Although these models are equivalent, they have different substantive implications. For example, with the inclusion of a correlated error term, Model 2A specifies that X1 and X2 have an additional source of common influence in addition to the factor of interest. This pattern could model a situation in which, for example, X1 and X2 share method as well as trait variance. In contrast, Model 2B 6 Indeed, the belief that any source of evidence-statistical or otherwise-could prove that a model is correct is an example of the logical fallacy of affirming the consequent. 7 One might argue that possible exceptions here are goodness-of-fit indices that reward model parsimony (i.e., fewer parameters estimated; Williams et al., 1996) . However, Bekker, Merckens, and Wansbeek (1994) proved that nontrivial equivalent models always have the same degrees of freedom and thus the same number of free parameters estimated. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
specifies that X3 and X4, not X1 and X2, share an additional source of common influence. In contrast to both models, Model 2C specifies a two-factor structure. Hershberger (1994) provided additional examples of equivalent measurement models.
More complex composite models that specify both measurement relations between observed and latent variables and causal relations among the latent variables are typically associated with a large number of equivalent models. Model 3A in Figure 3 depicts a causal model (Model 3A) of the etiology of borderline personality disorder features that was recently specified and tested by Trull (2001) . Trull hypothesized that there are three distal causes of borderline features (a history of parental disinhibitory disorders, a history of parental mood disorder, and a history of abuse) and two proximal causes (trait disinhibition and trait negative affectivity). Two constructs (parental disinhibitory disorders and parental mood disorders) are measured by observed variables that are assumed to be perfectly reliable and valid indicators of the constructs of interest. The remaining constructs are latent variables that have multiple observed indicators. Trull's model is an example of a composite model that has both a structural component specifying relations among the latent variables of interest and a measurement component that specifies relations between latent variables and their manifest indicators. Model 3A depicts only the structural component of Trull's model and omits the measurement component. In depicting many of the equivalent versions of composite models, we can safely omit the measurement component from path diagrams. If we hold constant the form (i.e., specifications) of the measurement model, two alternative structural specifications that would yield equivalent path models will in turn yield equivalent composite models. Models 3B, 3C, and 3D are equivalent models that will fit identically to the original model specified and tested by Trull (2001) . One should note, however, how the specifications of these other models have important substantive differences from the original model. For example, whereas Trull's original model specifies that trait disinhibition and trait negative affectivity are temperamental constructs that cause borderline features, Model 3B specifies a hierarchical arrangement with borderline features as a higher order factor on which the lower order factors of trait disinhibition and trait negative affectivity load. This latter specification appears plausible for two reasons. First, the design does not establish temporal priority because the observed indicators of all three constructs were assessed concurrently and assess stable patterns of behavior. Second, features that reflect both the disinhibition (e.g., impulsivity) and negative affectivity (e.g., anger, dysphoria) constructs constitute some of the diagnostic criteria for borderline personality disorder (American Psychiatric Association, 1994) . Thus, trait disinhibition and negative affectivity can reasonably be considered indicators of a higher order borderline construct.
Model 3B also specifies that abuse is not simply correlated with parental disinhibitory disorders and parental mood disorders but is caused by these factors. This alternative specification is associated with corresponding empirical differences relative to Model 3A. For example, because Model 3B specifies that abuse mediates the effects of parental disinhibitory and mood disorders on the remaining endogenous constructs, estimates of the indirect effects of the parental variables on the three other latent endogenous constructs (trait negative affectivity, trait disinhibition, and borderline features) will change accordingly. This example highlights the point that even though the implied covariance matrices of two equivalent models will always be identical, at least some of the other model components are very likely to differ. Indeed, even those parts of a specification that are invariant across two or more equivalent Figure 2 . Three equivalent measurement models. X1, X2, X3, and X4 are observed indicators. F1 and F2 are latent variables (factors). The e1, e2, e3, and e4 residual terms denote measurement errors. models (i.e., a specific path coefficient from X to Y) may take on quite different values and significance levels across models (for examples, see, e.g., Williams et al., 1996) .
Whereas Model 3B appears to be a plausible alternative to the model originally specified by Trull (2001) , Model 3C appears less plausible. It specifies that trait disinhibition, trait negative affectivity, and borderline features in young adults cause a personal history of abuse and a parental history of disinhibitory disorders and mood disorders. Although the direction of causality from child variables to adult variables appears relatively implausible to us, reactive gene-environment correlations could conceivably cause such an effect, as could retrospective memory biases (e.g., individuals with borderline features may demonstrate biased recall of prior episodes of abuse). However, the latter possibility is more of a methodological consequence of retrospective assessments than a plausible etiological theory or a causal model. This example highlights two important points. First, not all equivalent models are equally plausible. Second, design features can influence the relative plausibility of an equivalent model (e.g., MacCallum et al., 1993) . For example, Model 3C would be even more implausible in the context of a prospective longitudinal design that did not rely on retrospective assessments of childhood experiences.
Model 3D is also equivalent to the original model specified by Trull (2001) . The double-headed arrows connecting all the constructs denote covariances among the factors. Although two of the constructs have only a single indicator, Model 3D is essentially a confirmatory factor-analytic model that does not specify causal influences among the constructs of interest but allows them to be freely correlated. As we discuss in the section Parsing Composite Models, the fact that Model 3D is equivalent to Models 3A, 3B, and 3C has important implications for interpretation of the global fit of the latter three causal models.
These examples illustrate that models that are equivalent in fit may differ in their overall form and theoretical implications. In addition, specific parameter estimates and other model components (e.g., estimates of indirect effects) may vary across equivalent models. For these reasons, it is important for researchers to be able to identify in advance models that are equivalent to a target model. Researchers can use several rules that have been derived for generating equivalent models (see, e.g., Hershberger, 1994; Figure 3 . The structural model tested by Trull (2001) and three equivalent models. Rectangles represent observed variables. Ovals represent latent variables. D1, D2, D3, and D4 denote residual terms representing unmeasured influences on endogenous latent variables. Lee & Hershberger, 1990; MacCallum et al., 1993; Pearl, 2000; Raykov & Penev, 1999; Spirtes, Glymour, & Scheines, 2000; Stelzl, 1986) . We caution, however, that the rules that have been derived to date represent sufficient but not necessary conditions for the existence of equivalent models (Raykov & Penev, 1999) . Thus, there may often be more equivalent models than can be identified using these rules.
It is important to note that a given target model may have a surprisingly large number of equivalent models. For example, the structural component of Trull's (2001) model is a saturated (i.e., just-identified) block depicting relations among six constructs. MacCallum et al. (1993) calculated that saturated blocks with six latent variables have at least 33,925 equivalent models. In general, the number of equivalent models to a target model increases with increases in the size of saturated blocks and increases in the number of free parameters estimated overall (Hershberger, 1994) . Thus, although often implausible, highly restricted (i.e., parsimonious) models do have the virtue of imposing greater limits on the number of equivalent models.
Although most of the SEM models specified and tested by applied researchers have equivalent models-and often a large number of them (e.g., MacCallum et al., 1993)-they are rarely acknowledged by applied researchers (Breckler, 1990; MacCallum et al., 1993) . For example, MacCallum et al. (1993) reviewed 53 published applications of SEM between 1988 and 1991. Nineteen of these appeared in the Journal of Abnormal Psychology. Although 74% of the published models had at least one equivalent alternative, there were no cases in which authors explicitly acknowledged the existence of an equivalent model. Our review of the articles published in this journal from 1995 to 2002 was consistent with this finding. We are able to find only one case- Trull's (2001) article-in which an author explicitly noted that the target model under consideration had equivalent models.
We recommend strongly that psychopathology researchers (a) attempt to generate plausible models that are equivalent to the target model under consideration before the actual study is conducted (e.g., Hershberger, 1994) and (b) explicitly acknowledge the existence of plausible equivalent models when reporting and discussing results. In practice, the generation of a large number of equivalent causal models can be time consuming and challenging. However, in our experience, the rules that have been developed for equivalent models and plausibility constraints allow for relatively rapid generation of at least a subset of plausible equivalent models. The TETRAD software program can also be used for automated generation of equivalent models (Scheines, Spirtes, Glymour, & Meek, 1994) .
As noted above, even though equivalent models will always yield identical measures of fit, they are not necessarily equally plausible from a theoretical perspective. Several design features can further limit the number of plausible equivalent models (MacCallum et al., 1993) . For example, when independent variables are experimentally manipulated, equivalent models in which such variables receive directed influences from other variables are not meaningful. Similarly, in longitudinal contexts, directed causal paths from later time points to earlier time points are not meaningful. Thus, reduction in the number of plausible equivalent models is yet another reason why longitudinal designs are superior to cross-sectional designs (see also Cole & Maxwell, 2003) .
One can also potentially differentiate equivalent models on the basis of features of the results other than global model fit. For example, it is possible for some equivalent alternatives to have inadmissible estimates (e.g., negative variance estimates or other out of range values; see, e.g., or admissible estimates the sign or magnitude of which appear implausible. Jöreskog and Sörbom (1989) suggested that R 2 values for specific equations might be used to select the optimal model from a set of equivalent alternatives. However, there is no definitive evidence that the correct population model tends to yield higher values of multiple correlation coefficients. Although other statistical criteria have been invoked to discriminate equivalent models (e.g., Williams et al., 1996) , there is currently no consensus about whether an optimal statistical approach exists.
In many cases, at least some equivalent models-and often many-will remain even after specific criteria are used to eliminate alternatives. In these cases, the most reasonable approach for researchers is to (a) inform readers about the most plausible alternatives to a target model and (b) conduct future studies (e.g., experimental studies, longitudinal studies) explicitly designed to discriminate the relevant alternatives.
Alternative Nonequivalent Models
In addition to equivalent models, there are typically a variety of alternative nonequivalent models that could conceivably fit as well or better than the target model (e.g., Cliff, 1983) . Even if we limit consideration to those observed and latent variables originally specified in the target model, to relatively small changes in model specifications (e.g., adding, deleting, or reversing one or two paths), and to models that could receive at least some theoretical justification, there typically are a large number of alternative possibilities for the types of models that psychopathologists specify and test.
Most published applications of SEM in this journal and other journals include at least one comparison of alternative models. In the clear majority of cases, nested models are compared using likelihood ratio chi-square tests. In such cases, the comparison is between more restricted models and less restricted models, with the former fixing or otherwise constraining parameters that are free in the latter. Nested comparisons are often of critical importance in testing whether specific parameters are necessary to account for the observed covariances. For example, to test whether the effects of the three distal causes (a history of parental disinhibitory disorders, a history of parental mood disorder, and a history of abuse) of borderline features were completely mediated by the two personality traits, Trull (2001) specified a more restricted model that fixed at 0.0 the direct effects of the three distal causes on borderline features (see Figure 3) .
Although nested tests are clearly valuable, they constitute only a small subset of the possible comparisons between the target model and alternative models. For example, they do not allow for comparisons between the target model and qualitatively different models that are equally complex and specify clearly different structural representations of the data (MacCallum & Austin, 2000) . The number of possible comparisons of this sort is often staggering, even if we allow for the fact that not all of the possibilities will be estimable or theoretically plausible.
The important point here is simply that researchers typically only evaluate the relative merits of a small subset of the relevant, plausible alternatives to a target model. Meehl and Waller (2002;  
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Waller proposed a new approach that uses comparisons with a potentially large set of alternative models as a means for testing the verisimilitude of a given target model. Although space constraints preclude an extensive discussion, the core feature of their approach is a comparison of the fit of a target path model (D*) to corrupted alternative models formed by following a delete 1-add 1 rule. That is, a path is deleted from D* and an identified path is added. Parameter estimates for a given model are generated using a subset of the available correlations that will yield a just-identified solution. The fit of the model is evaluated using a root mean squared residual index (RMS r ) that assesses the discrepancy between the observed correlations and the modelimplied correlations. This index is computed only on those correlations that were not used when parameter estimates were generated. This basic procedure is followed for the target model and all alternatives formed using the delete 1-add 1 rule. In the final step, the obtained RMS r values are rank ordered. The key question here is the ranking of the RMS r value for the target model relative to all models tested. For example, evidence that the RMS r value for the target model was smaller than 99% of the alternatives would strongly corroborate the underlying theory that generated the target model. One should note also that whereas the Meehl-Waller approach has several features in common with more traditional approaches to path-analytic models (e.g., the comparison of observed and model-implied matrices), there is a critical distinctive feature: the evaluation of a model by comparing it with a large number of closely related competing alternatives.
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The Problem of Omitted Variables
Our discussion of equivalent models and other alternative models in the two previous sections has considered only those cases in which the target model and all alternative models have the same fixed set of variables. That is, we have focused only on alternatives to the target model that add or subtract paths or other free parameters but do not add or subtract variables. However, perhaps the major respect in which models are misspecified is by omitting important constructs that in reality are implicated in the causal structure. One should consider, for example, Trull's (2001) model depicted in Figure 3A . As the author himself would undoubtedly be the first to acknowledge, this model is likely not an attempt to provide a complete account of the etiology of borderline features. More generally, it is almost certainly the case that the great majority of SEM models specified and tested by psychopathologists and other researchers omit important variables.
Although the problem of omitted variables is by no means unique to SEM, it is a major feature of well-known critiques of SEM as an approach to model testing (e.g., Cliff, 1983; Freedman, 1987) . The major statistical problem introduced by omitted variables is its effect on parameter estimates and standard errors. If there exist causes of a given construct that are omitted from a given model and yet are correlated with the causes specified in the model, then (a) estimates of causal parameters will be biased (i.e., their expected values will not equal the true population values) and (b) estimates of their standard errors will be inaccurate, relative to those that would be yielded by correctly specified models (e.g., Kaplan, 1989a; Reichardt, 2002; Reichardt & Gollob, 1986) . Indeed, it is possible for an omitted variable to account entirely for effects that are mistakenly attributed to variables explicitly included in a model. Because omitted variables represent important sources of misspecification, one would hope that SEM fit indices would be sensitive to them. Of course, statistical power and sampling error are major determinants of the sensitivity of measures of fit to misspecifications. We defer discussion of these factors until subsequent sections. For the examples presented immediately below, we temporarily eliminate these factors from consideration by assuming that the population covariance matrix is being analyzed. Thus, the best-case scenario for detecting a model misspecification exists.
Fortunately, in many cases fit indices are sensitive to omitted variables because such omissions contribute to discrepancies between the observed covariance matrix and implied covariance matrix. For a relatively simple example of this point, assume that the researcher tests Model 4A (identical to Model 1A) depicted in Figure 4 . Recall that the overidentifying restriction of this model is expressed in Equation 1 above. In the first case that we consider, assume that Model 4B depicts the correct causal structure in the population. Note that Model 4B includes an additional exogenous variable (Q) that has a direct effect on Z but that is omitted from Model 4A. It can be shown that if Model 4B depicts the correct structure in the population but Model 4A is tested, the overidentifying restriction associated with Model 4A is correct only in the degenerate case in which the correlation between X and Y equals Ϯ1. Violation of the overidentifying restriction of Model 4A in turn implies a discrepancy between the observed covariance matrix and the implied covariance matrix and less favorable values of fit indices. Obviously, a variety of factors (e.g., the relative magnitude of the effect of Q on Z, the correlation between X and Q) determine the actual values that fit indices take on. The important point here is simply that such indices are in some way sensitive to the omitted variable. However, fit indices are certainly not sensitive to all omitted variable structures. For example, assume now that Model 4C depicts the correct causal structure in the population. Unlike Model 4B, Model 4C includes a direct path from Q to Y but no path from Q to Z. Again the researcher tests Model 4A. In this case, we would find that the latter perfectly fit the population covariance matrix among X, Y, and Z despite the omission of Q from the design. The reason is that the restriction on the variances and covariances implied by Model 4A is also one of the restrictions implied by Model 4C. When variables are standardized, Model 4A implies that the partial correlation between X and Z adjusting for Y equals zero (see Equation 2 above). Model 4C implies that this partial correlation equals zero and also implies that the partial correlation between Q and Z adjusting for Y equals zero. In general, a model can fit even though it omits variables when all of its implied restrictions are a subset of the restrictions implied by the correct model.
Just-identified models are another salient example of how a model can fit well yet omit important variables. Consider, for example, a classic multiple regression model in which a given dependent variable is regressed on a set of correlated predictors. Although an SEM analysis of such models always indicates perfect fit, the models almost always omit predictors that are correlated with at least some of the other predictors in the equation.
Researchers often account for omitted variables in SEM models by specifications involving residual terms. Such terms represent the composite effects of the unmeasured influences on a given variable. For example, in Trull's (2001) model, shown in Figure  3A , the D1 and D2 latent variables represent the unmeasured influences on trait disinhibition (TD) and trait negative affectivity (TNA), respectively. The variances of such residual terms are typically freely estimated parameters in structural models. Note also the double-headed arrow connecting D1 and D2 that denotes the covariance between the residuals of TD and TNA. This specification implies that at least some of the omitted influences on TD and TNA are correlated. Residual variance and covariance terms can facilitate the detection of omitted variables (e.g., Cole & Maxwell, 2003) and contribute significantly to model fit. For example, in Trull's model, the covariance between D1 and D2 allowed him to account for those portions of the covariances between the manifest indicators of TD and TNA that were unaccounted for by the causes specified in the model. Although residual variance and covariance terms allow researchers to model the effects of omitted variables, they do not solve all the problems associated with the latter. For example, it is important to distinguish the correlation between two residual terms from the correlation between a residual term and a construct specified in the model. In recursive causal models, a common (though not universal) requirement is that the covariance between the specified causes of a given variable and its residual term must be fixed at a specific value-which is typically 0.0. Note that this is the case in Trull's (2001) original model. Parental disinhibitory disorders, parental mood disorder, and abuse are all specified to be uncorrelated with D1 and D2. This constraint is necessary to ensure an identifiable model, that is, a model that is estimable and testable. In reality, however, the omitted causes of a given variable are very likely correlated with its specified causes included in the model. If so, estimates of the effects of the specified influences will be biased and standard errors will be inaccurate. Such effects will occur even if covariances among residuals are estimated that contribute to a well-fitting model.
In sum, there are two main points concerning omitted variables that readers should bear in mind: (a) Even a perfectly fitting model can omit important variables and yield inaccurate parameter estimates and standard errors, and (b) whereas residual variance terms and covariance terms can be used to represent omitted influences and improve fit, these inaccuracies can still occur-and probably do in most cases. For these reasons, it is important that authors of SEM articles acknowledge both the substantial likelihood that important variables are omitted and the possible effects of such omissions on estimates, standard errors, and researchers' broader inferences about causal structure. Although space constraints preclude a detailed discussion, we note that sensitivity analyses have been recommended as a way to assess the possible biases induced by omitted variables on regression coefficients (e.g., Mauro, 1990 ; see also Pearl, 2000; Scheines et al., 1994) . Such procedures are rarely used in the SEM context and represent one respect in which researchers might benefit by availing themselves of a broader set of tools that can be used to evaluate a model.
Importance of Lower-Order Components
The problem of omitted variables discussed in the previous section is one manifestation of the broader difficulties associated with reliance on measures of global fit. The latter test restrictions imposed on the model-implied covariance matrix. These restrictions do not directly test lower order components of a model. By lower order components, we mean specific model parameters (e.g., path coefficients) and relevant quantities that could be derived from such parameters on an equation-by-equation basis. Such quantities include the direct, indirect, and total effects of a given variable on another and the proportion of variance in an endogenous variable that is accounted for by its specified predictors in the model. We should emphasize that the term lower order does not imply that the components are unimportant.
In our experience, many researchers are unaware that models that fit well according to global fit indices can be associated with potential weaknesses in such lower order components (e.g., Bollen, 1989) . Two potential problems noted in the previous section are biased parameter estimates and inaccurate standard errors due to omitted variables. Some additional problems include improper solutions (estimates that take on impossible values, such as nega- tive variances; e.g., Chen et al., 2001) ; path coefficients that are small in magnitude or opposite in sign to theoretical expectations; weak direct, indirect, or total effects; and small proportions of variance in endogenous variables that are accounted for by specified influences. The opposite phenomenon can sometimes occur also. For example, models that fit poorly can account for high proportions of the variance of endogenous variables.
Let us provide a concrete example of the potential for dissociation between measures of overall fit and lower order components of fit. Let us assume that a researcher is testing Model 4C shown in Figure 4 . We assume further that the observed sample covariance matrix is either S A or S B :
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60 100 Z 75 75 80 100 Table 1 shows several global fit indices and lower order components of fit when Model 4C is estimated using each of these matrices as input and assuming that N ϭ 500. In the case of global indices, this table also shows cutoff criteria for "good fit" that are based on the recent simulation studies conducted by Bentler (1998, 1999) . Table 1 indicates strong dissociations between global fit indices and lower order components of fit. When S A is analyzed, Model 4C fits perfectly according to global indices assessing overall fit. Yet, none of the path coefficients are statistically significant, and less than 1% of the variance of the two endogenous variables (Y and Z) is accounted for. Conversely, when S B is analyzed, the overall fit is consistently poor across all global indices. However, all path coefficients are highly significant, and between 60% and 65% of the variances of the two endogenous variables are accounted for. Although the lack of fit demonstrated by this model would raise legitimate questions about the validity of these estimates, these results do underscore the fact that measures of global fit and lower order components can be strongly divergent. How can perfect global fit coexist with small magnitudes of effect or measures of association? One reason is that residual variances are typically parameters in the model itself. We again consider Model 4C. The implied variance of a given endogenous variable (Y or Z) will be the sum of the estimated variance of the linear combination of its specified causes and its estimated residual variance. Even if the specified causes of an endogenous variable account for only a small proportion of its variance, its implied and observed variances can be equal if the residual variance is sufficiently large. Because residual variances are often just-identified parameters with few restrictions, they can fill in the difference and help generate an implied variance estimate that equals the observed variance. For example, in the case of the analysis of Model 4C using S A as input, although small proportions of variance are accounted for by the model, the estimated residual variances are sufficiently high as to generate implied variances that are equal to the observed variances.
Unfortunately, our review of SEM articles published in this journal indicates that psychopathology researchers often deemphasize lower order components in favor of reliance on global fit indices. In addition, authors often do not present their results in a manner that allows readers and reviewers to evaluate such components. We recommend that researchers (a) devote more attention to the magnitude and sign of path coefficients; (b) report the magnitudes of direct, indirect, and total effects of a given variable; (c) report measures of association (e.g., proportion of variance Note. N ϭ 500. Fitting function ϭ maximum likelihood. 2 ϭ chi-square test of exact fit; RMSEA ϭ root-mean-squared error of approximation; SRMSR ϭ standardized root-mean-squared residual; TLI ϭ TuckerLewis Index; CFI ϭ comparative fit index; P YX ϭ path coefficient denoting effect of X on Y; P YQ ϭ path coefficient denoting effect of Q on Y; P ZY ϭ path coefficient denoting effect of Y on Z. For these models, the nonstandardized and standardized coefficients are identical. accounted for); and (d) report standard errors and confidence intervals whenever possible.
In recommending such actions, we acknowledge that assessment of lower order components may raise as many complex issues as the assessment of global fit. For example, what is deemed an acceptable value for a measure of association is both debatable and context dependent, and even small proportions of variance can indicate important effects (e.g., O'Grady, 1982) . In addition, whereas a standardized metric is typically most helpful for interpretation, estimation methods that allow constraints on the variances of both exogenous and endogenous latent variables are typically necessary to obtain accurate standardized estimates and standard errors (e.g., Cudeck, 1989; Steiger, 2002) . Although easily implemented in two software packages, RAMONA (Browne & Mels, 1999) and SEPATH (Steiger, 1995) , constrained estimation is typically either impossible or difficult to implement in the most commonly used packages. Although these difficulties exist, our overriding point still stands: Researchers need to pay more attention to the specific estimates and related quantities yielded by SEM analyses.
When just-identified (i.e., saturated) models are tested, lower order components are clearly the primary vehicle for evaluating the adequacy of a model even in the SEM context. Because just-identified models will always fit perfectly, global fit indices are not a meaningful way to evaluate their adequacy. When the model as a whole is overidentified, this conclusion is potentially applicable to just-identified partitions. For example, as we note below, when a composite model is overidentified, the structural component can be just identified.
These points bring up an interesting issue. One might argue that overidentified models are superior to just-identified models because the latter do not allow for a meaningful test of overall fit. However, as Reichardt (2002; see also Reichardt & Gollob, 1986) pointed out, there is an argument to be made that just-identified (i.e., saturated) models are generally superior to overidentified models. For example, because overidentified models have more omitted paths, they are far more likely to be associated with biased estimates of coefficients than just-identified models. Furthermore, as we discuss below, even when a chi-square test or fit index indicates that the restrictions imposed by an overidentified model cannot be rejected, this result might well reflect a lack of sensitivity to model misspecifications (e.g., inadequate power) and not the fact that the model is a correct representation of the processes under consideration. All in all, we caution readers to put the statistical cart after the theoretical horse and avoid reflexive reliance on restrictive (i.e., overidentified) models that, on the basis of theoretical or other grounds, are clearly implausible. This point also underscores the importance of the lower order components in model evaluation.
Parsing Composite Models
Just as global measures of fit can be insensitive to problematic lower order model components, they can be insensitive to problems that occur at more superordinate levels. Many SEM models are composites that can be partitioned into separable components. It is possible for the composite model to demonstrate excellent global fit despite the fact that specific partitions are problematic.
For example, most users are aware of the distinction between the measurement and structural components of latent-variable SEM models. Measurement models depict relations between latent constructs and observed variables whereas the structural component depicts relations among the constructs of interest. As McDonald and Ho (2002) observed, it is often the case that the measurement component of latent variable models fits well and contributes a high proportion of the total degrees of freedom (i.e., the total number of restrictions imposed). In such cases, the result is often a well-fitting composite model that masks a poorly fitting structural component.
10
The three models shown in Figure 5 can be used to illustrate this scenario. Assume that model 5A in the top panel is the composite model specified by the researcher. With three indicators per factor, this model has 25 degrees of freedom that correspond to 25 restrictions imposed on the observed variances and covariances. The structural component of the model introduces one of these restrictions: The path from LX to LZ is fixed at zero. The remaining 24 restrictions stem from the measurement component. One such restriction is the specification that variable Y 1 loads 0.0 on LX.
If we wanted to test the measurement restrictions alone, we could saturate the structural component by allowing the three latent variables to freely covary with one another (e.g., Anderson & Gerbing, 1988) . Model 5B depicts this saturated structural model, which is a confirmatory factor analytic model that freely estimates the covariances among the three factors. Note that Model 5B, in contrast to Model 5A, imposes no restrictions on the relations among the latent constructs (e.g., there are no fixed 0 restrictions or equality constraints imposed on the three factor variances and three factor covariances).
Using one of several alternative procedures, we could also conduct a focused test of the single restriction linked to the structural component of Model 5A. Because the differences among these procedures are not critical to the present argument, we discuss a procedure originally recommended by Anderson and Gerbing (1988) . These authors recommended performing a nested chi-square test that tests the difference between the chi-square values of the saturated structural model (e.g., Model 5B) and the researcher's composite model (e.g., Model 5A). We denote the chi-square value of this nested test as (5B-5A) 2 . In the present example, this procedure makes use of the fact that Model 5A is actually a restricted version of Model 5B. Whereas this nested relation might initially appear surprising, it becomes more understandable when we observe that Model 5B is in fact an equivalent model to Model 5C (see discussion of equivalent models above). Model 5C is very clearly a less restricted version of Model 5A that freely estimates the path from LX to LZ.
The chi-square value for this nested chi-square test has one degree of freedom. Note that the degrees of freedom for the focused tests of the measurement component (df 5B ϭ 24) and the structural component (df (5B-5A) ϭ 1) sum to the degrees of freedom for the composite model (df 5A ϭ 25). Correspondingly, it can 10 We should note an important terminological difference between our discussion and that of McDonald and Ho (2002 
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be shown that the chi-square value for a composite latent variable model can be decomposed into independent and additive chisquare statistics, one for the measurement model and one for the path model represented in the structural component (e.g., Steiger, Shapiro, & Browne, 1985) . Thus,
To demonstrate these relations and the dangers associated with sole reliance on the chi-square test of the composite model, we assumed that the researcher was testing Model 5A. We created a hypothetical covariance matrix (N ϭ 500) reflecting (a) a wellfitting but not perfectly fitting measurement component and (b) a misspecified structural parameter. Specifically, as in the example noted in the previous section on power, we specified that the path from LX to LZ (fixed at zero in the model) is actually equal to 0.4 in the population. A composite latent variable model (5A) and two alternative models with the structural component saturated (5B and 5C). The latter two models are equivalent. Rectangles represent observed variables. Ovals represent latent variables. R LY and R LZ denote residual terms representing unmeasured influences on LY and LZ, respectively. The e 1 through e 9 residual terms denote measurement errors. above 0.10 indicate poor fit (e.g., Browne & Cudeck, 1993) , although more recent evidence indicates that a .06 cutoff point for good fit may be more appropriate (e.g., Hu & Bentler, 1998 .
Note that the chi-square values shown in Table 2 respect the mathematical constraints noted in Equation 4. Most important, we observe that both the measurement models and the composite models fit rather well. In contrast, the structural model fits poorly. As this example illustrates, when the measurement component of a model fits reasonably well and contributes a high proportion of the total number of degrees of freedom, it can produce a wellfitting composite model that masks a poor-fitting structural component.
Although we have demonstrated this problem using a hypothetical example, McDonald and Ho's (2002) reanalysis of SEM articles published in 14 journals (including the Journal of Abnormal Psychology) indicated that it is fairly common in practice to find the combination of composite models and measurement models that fit well and structural models that fit poorly or, at least, not as well as the composite model. This is a significant problem because in many cases the researcher's primary interest is clearly in testing the causal propositions specified in the structural model. Both the review conducted by McDonald and Ho and our own review of SEM articles published in the Journal of Abnormal Psychology indicated that (a) many studies that used composite models (i.e., those with separable measurement and structural components) did not report the fit of the separate components, and (b) even when separate components were reported, the final conclusions typically were based on the fit of the composite model.
Our review of SEM articles also revealed a related case that reflects the failure to distinguish the measurement components and the structural components of a composite model. When the structural component is saturated (i.e., just identified), the fit of the composite model is identical to the fit of the measurement model. Indeed, the two are equivalent models. As noted above, the structural component of Trull's (2001) model (Model 3A in Figure 3 ) is just identified, and it is equivalent to the confirmatory factoranalytic model (Model 3D) shown in Figure 3 . Model 3D is very clearly a saturated structural model. Because the structural component is just identified, measures of the fit of all the composite models shown in Figure 3 are solely assessing restrictions imposed by the measurement structure. To his credit, Trull noted that the structural component is just identified. In our experience, such acknowledgements are rare.
As our commentary implies, we believe that it is important for researchers to report separately the fit of the measurement and structural components of composite models. One impediment to change may be researchers' perceptions that there are few tools available to assess the fit of the structural component of latent variable models. Whereas global fit indices are routinely used to evaluate the composite and measurement models, the fit of the structural model is typically evaluated only by a nested chi-square test that can be highly sensitive to sample size (see the discussion of power below). However, there are more options available than researchers may think. For example, one can use the additive properties of discrepancy function values to compute separate RMSEA values for the measurement component, the structural component, and the composite model (McDonald & Ho, 2002) . We used this approach to compute the RMSEA values shown in Table 2 . As a cautionary note, we should add that the general issue of testing composite models and their measurement and structural partitions is a controversial one that has elicited several divergent recommendations. We encourage interested readers to consult more extended discussions and alternative perspectives (e.g., Anderson & Gerbing, 1988 Bentler, 2000; Bollen, 2000; Fornell & Yi, 1992; Hayduk & Glaser, 2000a , 2000b McDonald & Ho, 2002; Mulaik & Millsap, 2000) .
We should also emphasize that our central point here-the need to parse composite models-is generalizable beyond the specific distinction between the measurement and structural components of a model. Complex SEM models can typically be partitioned in a variety of meaningful ways. For example, longitudinal models that test mediational hypotheses can typically be subdivided into a variety of components at various levels of generality (see, e.g., Cole & Maxwell, 2003) . In such cases, theoretically important misspecifications may not be reflected in the values of global chi-square tests or fit indices that assess the aggregate effects of a very large number of restrictions. Indeed, even well-fitting structural models can mask problematic restrictions of interest.
How Sensitive Are the Design and Analysis to Model Misspecifications and Other Factors?
It is possible for a significantly flawed model to demonstrate adequate fit because various methodological features do not afford a sufficiently sensitive test of its misspecifications. The converse can also occur: A fundamentally good model may appear to fit poorly because of extremely high sensitivity to even trivial misspecifications. As we elaborate below, a number of factors typically influence the overall sensitivity of an SEM analysis. Unfortunately, our review of SEM articles published in the Journal of Abnormal Psychology revealed that authors typically either failed to address this issue or addressed it in an overly simplified manner.
When formal hypothesis testing is conducted (e.g., via likelihood ratio chi-square tests), power calculations can be used to indicate how various factors affect the probability of rejecting a misspecified model or a more delimited set of restrictions. Such calculations can reveal the overall sensitivity of statistical significance tests to misspecifications and other factors. In our experience, even users who are familiar with power in other statistical contexts are unfamiliar with the factors that affect the power of SEM models. For this reason, we concentrate on power in the discussion below but also address sensitivity issues that arise even when formal power calculations cannot be conducted (e.g., as in the case of many fit indices).
Power in the SEM framework. As in other contexts, power in SEM denotes the probability of rejecting an incorrect null hypothesis. In addition, power computations require specification of an alternative model that is provisionally assumed to be a correct alternative. The alternative models considered in SEM power analyses typically relax one or more restrictions that are imposed by the model aligned with the null hypothesis. Power is thus commonly operationalized as the probability of detecting false parameter restrictions imposed by a model. An example of a false restriction is a coefficient that is fixed at 0.0 but in actuality is not 0.0 in the population.
It is important to bear in mind that SEM models are more complex than the models used in many other statistical contexts. As a result, there are usually a much greater number of reasonably plausible alternative models. Consider Model 6A in Figure 6 (which is identical to Model 5A in Figure 5 ), which depicts a latent 589 SPECIAL SECTION: POTENTIAL PROBLEMS This document is copyrighted by the American Psychological Association or one of its allied publishers.
variable version of the causal-chain models shown in the previous figures. There are a wide variety of restrictions that could be incorrect and a very large number of possible combinations of incorrect restrictions. Among the fixed 0.0 restrictions that could be incorrect are the direct path from LX to LZ, the loading of Y 1 on LX, and the covariance between the errors of Y 3 (e 6 ) and Z 3 (e 9 ). In addition, researchers should be aware that power often has a different relation to theoretical hypotheses in SEM relative to other statistical contexts (e.g., a between-group t test). In the latter contexts, the researcher's theoretical hypothesis is commonly aligned with the alternative hypothesis rather than with the null hypothesis (e.g., Meehl, 1967; Steiger & Fouladi, 1997) . For example, although the null hypothesis tested by a between-groups t test is typically that two population means are equal, the researcher is typically conducting the study because he or she believes that the two means actually differ. In contrast, in SEM, the theoretical hypothesis is often-though not always-aligned with the null hypothesis (i.e., the specified model fits). In this context, power is the probability of refuting the theoretically driven prediction, not the probability of corroborating it.
When power is discussed in SEM articles appearing in the Journal of Abnormal Psychology and in other journals, the singular focus is typically the well-known effects of sample size on the power of the global chi-square test of exact fit. Authors readily Figure 6 . A hypothesized model that is misspecified (6A) and the correctly specified alternative model (6B). Rectangles represent observed variables. Ovals represent latent variables. R LY and R LZ denote residual terms representing unmeasured influences on LY and LZ, respectively. The e 1 through e 9 residual terms denote measurement errors. The fixed coefficients shown in Model 6B represent population values specified for the first set of power calculations. The value of parameter c was varied in the first set of power calculations. acknowledge a point made earlier: When sample sizes are reasonably large, the test of exact fit can be highly sensitive to even trivial misspecifications. This sample size effect is the major reason given for the decision to give greater weight to goodnessof-fit indices in model evaluation. Unfortunately, power and sensitivity are more complex issues than this single conclusion would imply.
First, power is relevant well beyond the test of exact fit. For example, because of the approximate nature of most SEM models, several methodologists have recommended that researchers test the null hypothesis that a model fits closely rather than exactly (e.g., Browne & Cudeck, 1993; MacCallum et al., 1996 ; see also footnote 4). As demonstrated by MacCallum et al. (1996) in an important contribution, one can compute the power of tests of close fit and not-close fit against specific alternatives. Power is also relevant beyond omnibus tests of overall fit. It is germane to any statistical test performed on an individual parameter or a set of parameters. Thus, power has a primary influence on (a) the values of the test statistics for freely estimated model parameters shown in the default output of all SEM programs (e.g., L. K. Muthén & Muthén, 2002) , (b) the values of modification indices that indicate likely changes in model fit that would occur if restricted parameters (e.g., those fixed at zero) were freely estimated (e.g., Saris, Satorra, & Sörbom, 1987) , and (c) the results of nested chi-square tests that compare a more restricted model to a less restricted model (e.g., Kaplan, 1995; Raykov, 1998; Saris et al., 1987) . Surprisingly, whereas authors regularly acknowledge the effects of sample size on the power of the omnibus chi-square test of exact fit, they only rarely address the sample size effect on the power of nested chi-square tests. This omission is surprising because increases in sample size are associated with increased power to reject model-implied restrictions in both cases.
Power is also a more complex topic than researchers commonly acknowledge, because there are a variety of factors that influence power beyond sample size alone. One such factor is the magnitude of the difference between the value of a parameter (or set of parameters) specified under the null hypothesis and its true value. Indeed, one would certainly hope that this factor would be influential because it is a direct index of degree of misspecification. Thankfully, all else being equal, the greater the deviation of the true value of a parameter from the value specified under the null hypothesis (most commonly 0.0), the greater is the power to detect the misspecification.
There are, however, additional factors influencing power that users may less readily anticipate. One factor is the specific location of a given misspecified parameter in the model. There is ample evidence that chi-square tests have unequal power for misspecifications of the same size that occur in different places in a model (Kaplan, 1990 (Kaplan, , 1995 Saris & Satorra, 1988; Saris et al., 1987) . For example, Saris et al. (1987; see also Saris & Satorra, 1988) compared the power of the test of exact fit to detect three different types of misspecifications that could occur in a two-factor confirmatory factor-analytic model: a truly nonzero factor loading that was incorrectly fixed at zero, a nonzero within-factor correlated error that was incorrectly fixed at zero, and a nonzero across-factor correlated error that was incorrectly fixed at zero. Even when the magnitude of the misspecification in a standardized metric was the same in all three cases, the power of the test of exact fit often varied dramatically. As Saris et al. (1987) noted, If the model is not rejected, it does not mean that the specification errors in the model are small. We can only conclude that the specification errors for the parameters for which the test is sensitive are small. For other parameters, large deviations are still possible. Similarly, if the model is rejected, we cannot say that it necessarily contains large misspecification errors. It is also possible that small deviations exist for parameters for which the test is very sensitive. (p. 113) Other contextual features of a model also have a significant impact on power. All else being equal, power tends to increase with (a) increases in the reliability of manifest variables (defined in the SEM context as the proportion of variance due to the latent constructs on which they load), (b) decreases in the magnitude of the error (i.e., unique) variances of manifest variables, (c) increases in the number of manifest indicators per construct, (d) increases in the overall magnitude of the covariances among variables, and (e) increases in the relative parsimony of a given model (i.e., number of restrictions imposed) (e.g., Browne, MacCallum, Kim, Andersen, & Glaser, 2002; MacCallum et al., 1996; Matsueda & Bielby, 1986; L. K. Muthén & Muthén, 2002; Raykov, 2000; Saris & Satorra, 1988 Saris et al., 1987) . In addition, power can vary with the normality versus nonnormality of manifest variable distributions, the estimation method used, and both the amount of missing data and the method used to treat it (e.g., Allison, 2003; Kaplan, 1990; L. K. Muthén & Muthén, 2002) . It is particularly important for users to recognize that additional design features have a significant impact in particular contexts. For example, in longitudinal studies involving repeated assessments over time, the number of time points assessed has a large influence on the power to detect misspecified models of stability and change (e.g., Mandys, Dolan, & Molenaar, 1994) . In general, the more time points assessed, the greater the power. We should emphasize that the factors noted above not only affect the power of chi-square tests of exact fit but can also affect the power of nested chi-square tests.
What about fit indices? Although formal power calculations cannot be conducted for many indices because of unknown distributional properties, simulation studies and other approaches can be used to assess the effects of various factors. Whereas some fit indices are sensitive to variations in sample size, the most commonly recommended ones are notably less affected by this factor than likelihood ratio chi-square tests (e.g., Bollen, 1990; Marsh et al., 1996) . Fit indices are, however, generally affected by the other factors noted above that influence chi-square tests. As one would hope, fit indices are sensitive to the magnitude of misspecifications, although recent findings indicate that some of the most commonly used indices (e.g., the goodness-of-fit index) are less sensitive than one would like (e.g., Fan et al., 1999; Hu & Bentler, 1998) . Moreover, the available evidence indicates that fit indices can also be affected by the more subtle factors noted above (e.g., specific location of misspecified parameters, magnitude of error variances, number of indicators per construct, or estimation method; e.g., Browne et al., 2002; Fan et al., 1999; Hu & Bentler, 1998; Raykov, 2000) . Such effects are not surprising because these factors ultimately influence the magnitude of the discrepancy between the observed covariance matrix and the implied covariance matrix. As we noted earlier, the discrepancy index is used in the calculation of both chi-square tests and a wide variety of fit indices.
We should emphasize, however, that different types of fit indices are differentially sensitive to specific factors. For example, some give greater weight to model parsimony than do others. In addition, whereas absolute fit indices indicate the fit of the target model considered in isolation, incremental fit indices typically compare the fit of the target model with that of an independence model that specifies correlations of 0.0 among the manifest variables. In the latter case, sensitivity depends on the relative effects of various influences on the target and independence model. Unfortunately, authors of SEM articles often fail to note precisely to what factors the fit indices used in a given study are sensitive. Even when authors note one factor of interest (e.g., parsimony), sensitivity to other factors is rarely addressed.
A concrete example: Some factors affecting the power of a nested chi-square test. To concretely demonstrate the effects of several factors noted above on nested chi-square tests, let us assume that the researcher is interested in testing Model 6A depicted in Figure 6 but that Model 6B is actually the correct model in the population. Model 6B includes a direct effect from the LX to LZ variable that is omitted (i.e., fixed at zero) in Model 5A. Thus, Model 6A specifies that the effects of LX on LZ are wholly indirect and mediated by LY. The restriction that the direct effect from LX to LZ equals zero represents the target misspecification in Model 6A that we will focus on. In practice, an overidentified model will typically have more than one misspecified restriction and in this context the researcher could conceivably be interested in simultaneously testing multiple restrictions.
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We have denoted the path from LX to LZ as c in Model 6B because our initial power computations assessed the effects of variations in its "true" value. For our initial set of calculations, we fixed all other parameters in Model 6B to specific values that were held constant in our initial set of power calculations. For example, all factor loadings were fixed at .7 and the coefficients denoting the direct effects of LX on LY and of LY on LZ were fixed at .6. One commonly used approach to SEM power calculations requires as a first step a completely specified alternative model. This is assumed to be the correct representation of the underlying structure in the population (e.g., Saris et al., 1987) .
Using this approach and fixing the Type 1 error rate at ␣ ϭ .05, we estimated the power of both the global chi-square test of exact fit for Model 6A and the power of a nested chi-square test (df ϭ 1) that compared the more restricted model depicted in Figure 6A with a less restricted model in which coefficient c was freely estimated. Because we specified that parameter c is in fact nonzero in the population (i.e., Model 6B is the correct model), the power of the nested test is precisely the probability of correctly rejecting this restriction. We report only the results for the nested test below, because whereas chi-square tests of exact fit are often discounted by users, nested chi-square tests are typically the primary vehicle used to compare two alternative models. 12 Figure 7 shows the effects on power of variations in sample size and in specific values of parameter c consistent with the alternative model.
13 Each power curve depicted shows the effects of variations in sample size (ranging from 100 to 1,000) on power for one of six possible "true" values of parameter c (ranging from .05 to .3). As indicated by this figure, increases in sample size are associated with increased power to reject the restriction that c ϭ 0. In addition, for a given sample size, increases in the true value of c that are more disparate from the hypothesized null value of zero are associated with increased power. Thus, the greater the misspecification, the greater is the power to detect it. These two effects should not be surprising to psychopathologists familiar with the factors that affect power in other statistical contexts. For example, the power of the between-groups t test increases with both increases in sample size and increases in the magnitude of the mean differences specified under the alternative hypothesis. Finally, the results shown in Figure 7 indicate that when misspecifications are quite small, even sample sizes larger than those typically used in practice (e.g., N ϭ 1,000) can be associated with very low power.
In a separate set of power calculations, we estimated the effects of the reliability of observed indicators and the number of indicators on the estimated power of the same nested chi-square test. We held constant the correct population value of parameter c at .25 and varied the magnitude of the factor loadings (all factor loadings ϭ . 3, .5, .7, or .9) in the population, the number of indicators per factor (2 or 4), and sample size. Because the observed variances of all manifest variables equaled 1.0, increases in the factor loadings are associated with corresponding increases in reliability (defined as the proportion of the variance of observed variables accounted for by the factors) and decreases in the magnitude of the error (i.e., unique) variances of the observed indicators.
As indicated by Figure 8 , increases in the factor loadings have a significant impact on the power of the nested test of parameter c. For example, when sample sizes are 250 and there are four indicators per factor, the power values for the .3, .5, .7, and .9 loading conditions are .08, .32, .79, and .99, respectively. Similarly, Figure 8 shows that four-indicator models have greater power than do two-indicator models, with a particularly notable advantage in the .5 and .7 loading conditions. Finally, we note how the three variables interact with one another. For example, the effects of increases in sample size are effectively blunted when factor loadings are .3 and when factor loadings are .5 and two indicators are used. One should bear in mind that the parameter being tested by the nested chi-square test is a structural parameter (path coefficient between latent constructs) and not a component of the measurement portion of the model. Our results convincingly 11 Although we have depicted Model 5A as the model consistent with the researcher's theory, a power analysis could also be conducted if the researcher actually believed that Model 5B were the correct model. In this case, he or she might well still be interested in estimating the power to reject the null hypothesis that the effect on LX to LZ is actually zero. Formally, Model 5A would still be considered the null model here whereas Model 5B would be considered the less restricted alternative model. 12 We should note that the power of the nested test was almost always markedly greater than the power of the global test in our simulations. This observation is not surprising given that in this case, the sole misspecified restriction is precisely the one that is the focus of the nested test. This result does, however, underscore a point made in the previous section: the limitations of reliance on global tests of fit when the researcher's primary interest lies in a more focused question. 13 Our power calculations assumed multivariate normality of observed variables. There is evidence that the Satorra-Saris procedure (e.g., Satorra & Saris, 1985) that we used to estimate power is sufficiently accurate even at small sample sizes (e.g., B. O. Muthén & Curran, 1997) . We verified the accuracy of our estimates by comparing them with estimates generated by Monte Carlo simulations of power performed on selected cases. In all cases assessed, the two sets of power values demonstrated excellent agreement, with only trivial discrepancies evident. This document is copyrighted by the American Psychological Association or one of its allied publishers.
demonstrate that variations in measurement components of the model can significantly influence the power of the test of a structural parameter. As our power computations indicate, influences other than sample size alone significantly affect the power of the nested chisquare test. Indeed, even when sample sizes are large, nested model comparisons may have low power to detect specific types of misspecifications under certain conditions. This is another example of how a model judged to be well fitting may still be significantly flawed. However, it is important to reiterate that the opposite effect can occur too. Because of extremely high power, a good model that is only trivially misspecified can fit poorly according to the results of chi-square tests. It is important for users to recognize that fit indices can also demonstrate excessive sensitivity to what appear to be trivial misspecifications (e.g., Browne et al., 2002) .
To deal with both sets of possibilities, researchers should consider broadening the set of criteria used when evaluating a model. For example, our review of SEM articles published in the Journal of Abnormal Psychology suggested that authors rarely examined the residual matrix denoting the differences between the observed and implied variances and covariances. The output of SEM software typically includes one or more measures that provide a numerical summary of the magnitude of such residuals (e.g., standardized root-mean-square residual). Raykov (Raykov, 2000; Raykov & Penev, 1997) has shown that when both chi-square tests and fit indices have low sensitivity to detect misspecified relations among latent variables (truly nonlinear effects that violate linearity assumptions), an examination of the distribution of residuals can suggest misspecifications. Conversely, Browne et al. (2002) showed that when unique variances of observed variables are very small and maximum likelihood estimates are computed, both the chi-square test of exact fit and commonly used fit indices (e.g., RMSEA) are likely to indicate poor fit. An examination of residuals can reveal, however, only very small discrepancies between the observed covariance matrix and the implied covariance matrix. Both findings are consistent with a point previously emphasized: When evaluating the fit of a model, researchers should not rely solely on the results of conventionally used measures of fit.
Coupled with the results of our power calculations, these examples illustrate that the sensitivity of a given SEM analysis to model misspecifications is typically conditional upon a wide variety of factors. Given this state of affairs, what do we recommend to psychopathologists using SEM? First, we acknowledge that the issues here are rather daunting. It would be beyond the capacity of Figure 7 . Effects of sample size and of the discrepancy between the hypothesized value of parameter c (0.00) and its true population value on the estimated power of a nested chi-square test. a methodological specialist, much less the average researcher, to catalog all the factors that influence the sensitivity of the measures of fit used in a given study. Even granting this point, we believe that researchers should (a) avoid oversimplified and potentially erroneous assumptions about sensitivity (e.g., "only chi-square tests of exact fit are affected by sample size"); (b) recognize that large sample sizes do not automatically confer high sensitivity, even for chi-square tests; (c) communicate to readers what is known about the sensitivity of the measures of fit used in a given study; (d) acknowledge the possibility that various factors have inconsistent effects on different measures of fit; and (e) broaden the array of measures used to assess fit by including, for example, an examination of residuals. Most important, we believe that it is important for researchers to ensure that the experimental design and analytic approach confer sufficient sensitivity to detect misspecifications that would be deemed nontrivial. Two very helpful skills that can facilitate the achievement of this latter goal are the ability to compute power for SEM models and the ability to conduct computer simulations that assess the effects of various factors on fit indices or other measures. Although such skills might appear beyond the capacity of the average user, the required computations and analyses can be relatively easily implemented using conventional software. In addition, several excellent pedagogical articles have appeared in recent years that make such approaches accessible to SEM users (e.g., MacCallum et al., 1996; B. O. Muthén & Curran, 1997; L. K. Muthén & Muthén, 2002; .
Power and precision. Finally, researchers should be aware that, as in other statistical contexts, there is generally a strong relation between the power of hypothesis tests and the precision of estimation in SEM. For example, as sample sizes increase, one typically finds increases in both power and precision, as indicated by smaller standard errors and decreases in the width of confidence intervals. However, power and precision are not completely isomorphic: One can have very precise estimates and correspondingly narrow confidence intervals coupled with relatively low power to reject a hypothesis. This combination can occur when sample sizes are large but the hypothesized value of a given parameter (e.g., 0.00) differs only minimally from its true value (e.g., 0.01).
In the SEM context, the issue of precision is applicable across a number of levels of analysis. For example, one can talk about the precision of the sample estimate of a specific free parameter (e.g., path coefficient) or the precision of a global fit index. In the former case, confidence intervals can always be computed (and are often provided by statistical software), and in the latter case, confidence intervals can be computed when measures of global fit have known distributional properties. For example, the 90% confidence interval for the RMSEA (Browne & Cudeck, 1993; Steiger & Lind, 1980) is commonly reported by SEM software packages.
Although we have focused on power in the sections above, precision might well be considered a more important issue (e.g., Steiger & Fouladi, 1997) . After all, confidence intervals are ultimately more informative than the results of hypothesis tests. Whereas the former explicitly indicate the likely boundaries of a population parameter and the overall precision of its sample estimate, the latter do not. This is one reason why we have encouraged users to report confidence intervals whenever possible.
Well-Fitting Models Produced by Specification Searches: Reader Beware
It is critical that readers and reviewers understand the process by which "well fitting" models are generated. Often such models are arrived at only after post hoc modification of an initially ill-fitting model. In such cases, both the validity of the model as a representation of the population structure and its replicability are often questionable.
In fact, it is fairly common for initially hypothesized models to fit inadequately. In such cases, SEM researchers often attempt to improve model fit. Two broad classes of respecification are possible. One could delete unnecessary parameters (e.g., path coefficients that are not significantly different from zero), or one could free parameters that are fixed at specific values (typically zero) or constrained equal to other parameters. Typically, when models do not fit well, the primary focus is on the latter type of respecification because it is often the most direct way to improve model fit.
In the best-case scenario, the researcher can specify in advance a small number of modifications that are theory driven. In such cases, the modified models really represent theoretically plausible alternative models that probably would have been tested regardless of the absolute fit of the initial model. In many cases, however, researchers engage in an avowedly exploratory search for modifications that can improve fit. Such exploratory searches are often termed specification searches in the SEM literature (e.g., MacCallum, Roznowski, & Necowitz, 1992) . Several approaches are available for exploratory searches. In practice, the most common approach is to conduct sequential modifications based on the univariate Lagrange multiplier tests that are often denoted as modification indices in SEM software packages. The values of such modification indices denote the estimated drop in the chisquare test of the model that would occur if the restricted parameter in question were freely estimated. A common approach followed by users is to (a) run the original model, (b) identify the restricted parameter that is associated with the largest modification index, (c) respecify the model with that parameter freed up if a significant reduction in the chi-square value is indicated at Step 2, and (d) continue the cycle through subsequent iterations that focus on the remaining restricted parameters. Typically, the user stops when the modified model fits adequately and/or no more statistically significant drops in chi-square values are indicated by modification indices. Several alternative approaches for model modifications can also be used (e.g., Green, Thompson, & Poirer, 1999; Kaplan, 1989b; Saris et al., 1987) .
Unfortunately, as several studies have shown, models that are respecified on a post hoc basis often capitalize on the idiosyncratic features of sample data (e.g., Chou & Bentler, 1990; Green, Thompson, & Babyak, 1998; Green et al., 1999; MacCallum, 1986; MacCallum et al., 1992) . Because of capitalization on chance, the specific modifications made are often unique to a specific sample and not generalizable across samples. Correspondingly, the final models that are the product of such modifications often do not correspond particularly well to the correct population models. Several factors increase the probability that such problems will arise. These include small-to-moderate sample sizes such as those typically used in practice (e.g., Ns Ͻ 500), the failure to impose limits on the number of possible modifications that one is willing to consider, and a severely misspecified initial model. Although the primary cause of these difficulties is capitalization on the idiosyncratic features of sample data, additional factors contribute. For example, even when the population covariance matrix is analyzed (i.e., there is no sampling error), incorrect parameters can be added (Green et al., 1999) .
On a more positive note, there are several guidelines for specification searches that increase the likelihood that they will generate reasonably valid and replicable models. For example, such searches are likely to be most successful when researchers limit the modifications to a small number that are theoretically plausible, control familywise Type 1 error rates (e.g., Green et al., 1998; Hancock, 1999) , and use a two-stage approach allowing subsequent deletion of added parameters when they are no longer necessary to maintain model fit (e.g., Green et al., 1999 ; see also Kaplan, 1989b; MacCallum et al., 1992; Saris et al., 1987) . However, even these procedures offer no guarantee that reasonably valid and replicable models will be generated in any given case. Thus, the overriding point is that any well-fitting model generated by a specification search needs to be regarded with caution.
It might seem surprising to include a section on specification searches in an article on model fit. In introductory textbooks, the assessment of fit and respecification to improve fit are usually treated as two distinct steps in the modeling process. One reason that we decided to include this topic was an ambiguity revealed by our review of empirical SEM articles. In some cases, it was difficult to ascertain whether particular specifications were part of the original model or whether they were the product of specification searches designed to improve the fit of an initially ill-fitting model. For example, graphic depictions of models sometimes included correlated error terms that were not addressed in the text and did not necessarily make theoretical sense. In such cases, it was often unclear whether such terms were part of the initially hypothesized model or were added after the fact to improve fit.
We suspect that users sometimes feel free to improve model fit via the inclusion of correlated error terms because of the belief that such terms do not violate core features of the model. This reasoning is flawed in several respects. For example, correlated error terms can denote the omission of important constructs of substantive interest and the existence of meaningful alternative factor structures to those hypothesized (e.g., Gerbing & Anderson, 1984; McDonald & Ho, 2002 ; see also Figure 2 ). In addition, the inclusion of such terms can significantly alter the values of other parameters in the model. Thus, in addition to the guidelines for specification searches noted above, we strongly recommend that authors explicitly account for all the specifications included in a model and explicitly acknowledge those specifications that are products of post hoc specification searches.
