ABSTRACT Molecular excited states are important for molecular optical properties, which can be feasibly explored by quantum chemical calculations. However, the computation is highly demanding due to their complicated characteristic features. Therefore, high accuracy and unambiguous descriptions are strongly desired for excited state investigations. This paper proposes accurate, robust, and efficient ensemble correction models for absorption calculations with the most used quantum chemical method, time-dependent density functional theory (TDDFT). Models are built by AdaBoost framework with both weak machine learning: support vector machine (SVM), general regression neural network (GRNN), and an ensemble learning: the random forest (RF) regression method. With the models, the low accuracy calculations, TDDFT calculated absorption energies (λ max ) for 433 organic molecules with the minimum basis set STO-3G, are significantly improved. The mean absolute error (MAE) and the root mean square error (RMSE) of the calculated λ max are reduced from 0.62 and 0.79 eV to 0.11 and 0.14 eV, respectively. The validation parameters of the proposed correction model can reach up to R 2 (0.97), Q 2 (0.98), and Q 2 cv (0.99), which suggests the great goodness-of-fit and predictability. This investigation illustrates that the proposed ensemble correction models by sophisticated algorithms are highly efficient and accurate. Therefore, it may serve as an alternative tool to establish good correction models for TDDFT absorption calculations, which could significantly improve the accuracy of TDDFT calculations and extend machine learning algorithms on other feature calculations of excited states.
I. INTRODUCTION
Molecular absorption is taken as a significant optical property for developing photovoltaics, chemical sensor, optical communication, and so on [1] , [2] . Therefore, the accurate prediction of the absorption energy has always been one of the important topics in computational chemistry. Benefiting from several decades of fast growth, quantum chemical methods have been developed much beyond the level of reproducing experimental data, and now they are able to discover unknown phenomena prior to experiments [3] - [5] .
For the latest decades, great progresses have been made for quantum chemical methods in both theories and applications.
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They have been widely used in chemical research areas as routine tools for studying molecular structures, reactions, dynamic properties, and so forth [1] , [3] , [6] . The rational molecular design for photoactive molecules using quantum chemical calculations also has been commonly employed [7] , [8] . Obtaining molecular excited state geometries and properties is important for developing photoactive materials; however, experimentally determining the excited state geometry is only feasible for few small molecules, whereas photoactive molecules are generally large conjugated molecules. Therefore the study for excited states has been often resorted to computational methods. Currently, the excited state calculation is still a very computationally challenged area, where quantum chemical methods, the electronic calculation methods, have become indispensable tools.
Nevertheless, costs for excited state calculations are quite expensive, yet inaccurate [1] , [7] , [8] , since excited state calculations include large amounts of complicated electron transition computations. Therefore, the calculations for large molecular systems can be quite demanding, especially for the ones that need to solve the Schrödinger equation thoroughly on the account of subtle electronic properties [5] . In these cases, the accuracy often has to be sacrificed for practical reasons, therefore the resulting low accuracy is far from the specifications in scientific researches [7] . Obviously the improvement of accuracies for certain molecular excited state properties, for instance, the absorption energy, has become one of the basic topics to meet the challenges of excited state calculations. Fortunately, the development of intelligent machine learning methods makes it simpler and easier than that in conventional works with functionals in computational methods.
The combination of quantum chemical methods and machine learning algorithms has been considered as an efficient means to improve quantum chemical results for its full utilizing the advantages of both methods [9] - [12] . Thereby, machine learning methods can explore the central relationship between molecular structures and the target properties or observed activities through essential information captured by quantum chemical molecular features. The absorption energy has been considered as the target in our previous studies by weak machine learning methods [10] - [12] , which already proved machine learning could effectively improve time-dependent density functional theory (TDDFT) results. Moreover, TDDFT methods are the main workhorse for excited state calculations due to its efficiency and efficacy for many chemically interesting systems [1] , [4] - [6] , so herein it was selected to be corrected for wider applications.
Traditionally, ensemble learning performs a classification/regression task by combining multiple weak learning algorithms (base learners) and usually can get better generalization performance, accuracy and robustness than its base learners [13] . Contemporarily, ensemble learning still plays an important role in the era of big data, and even deep learning probably needs to be assembled to ensure the robustness of models, after all, single deep learning models are also remarkably affected by structure and parameter settings [14] .
AdaBoost, a boosting algorithm, was first introduced in 1996 [13] . As an ensemble method, it can overcome the weakness of single learning algorithm, e.g. randomness and instability, by combining multiple tandem training results together. In AdaBoost iterations, samples with big errors are assigned larger weights than others, as increases the possibility of being selected in the next round. Therefore, the AdaBoost ensemble model usually can achieve good prediction without worrying about the overfitting problem for small databases.
In this study, we employ different types of base learners within AdaBoost framework for studying the performance of the AdaBoost algorithm. Furthermore, efforts have been made to build a robust correction model for TDDFT calculated absorption energies of medium-to large-size molecules. Moreover, feature selection has been performed to deeply mine the relationship between molecular features and observed absorption energies. We hope that the discussions on AdaBoost ensemble constructions would greatly benefit the improvement of machine learning modeling. Additionally, the modeling for TDDFT absorption calculations can improve the excited state study and optical molecular design, as well as other excited state properties. The flowchart of these ensemble models in AdaBoost framework is shown in Fig. 1 . The rest of this article is presented as follows: in Methods and Materials, we briefly introduce all the methods used in this study. We then present our main results and discussions including outputs from all the tested models. And finally, concluding remarks summarize this work.
II. METHODS AND MATERIALS

A. MACHINE LEARNING
Three representative nonlinear machine learning methods (support vector machine SVM: a popular kernel algorithm; general regression neural network GRNN: a neural network representative; random forest RF: a bagging ensemble) have been singled out as the base learner, respectively. In practice, the convergence rate and the prediction of single machine learning could be random, given that the training process of learning algorithms is mostly data driven and learning algorithm dependent. Therefore, ensemble learning, a combination of base learners, was proposed for improving the performance of models and consolidating the model stability. AdaBoost ensemble framework, a classical boosting algorithm, can theoretically be used for any learning algorithm. The training starts from a random guess and the base learner can adopt various learning algorithms, so we used three selected machine learning methods [13] , [15] . Therefore, by assembling base learners into AdaBoost framework, the ensemble model is expected to perform better than that of single learners [16] , [17] .
1) GENERAL REGRESSION NEURAL NETWORK
GRNN as a representative neural network [18] - [20] has been adopted in the study for its advantages as follows: (a) the network features fast learning that does not require an iterative procedure and the highly parallel structure; (b) the number of neurons in the pattern layer is determined adaptively by training samples; (c) the connecting weights between layers in the network are steadily determined by training samples, which avoids the amplifying change of weights in iterations like back propagation neural network (BPNN); (d) the activation function employs Gaussian function with local approximation peculiarity, which gets an especial appeal to those inputs close to the local neuron feature. In short, GRNN's qualities of simple, convenient and fast, make itself an optimal choice over other neural networks.
2) SUPPORT VECTOR MACHINE
SVM is a well-known kernel machine learning method, which has been widely used to perform regression in recent years [7] , [21] - [23] . The fitting function used here is represented as the equation below:
where K (x, x i ) is a kernel function, α i is restricted to 0 ≤ α i ≤ C, and it can be estimated by maximizing a Lagrangian. The constant C is the cost parameter that determines the amount of regularization. In this study, we use the radial basis function given by the equation 2:
as the kernel function, where γ and C are obtained from a grid search (the range of γ and C values is from 2 −4 to 2 4 , and the search step size is set as 2 0.5 ) for the highest cross-validation accuracy. The characteristics of SVM, such as the capacity of processing high dimensional data and generalization, make it suitable for small and high dimensional databases.
3) RANDOM FOREST
RF was first proposed by Breiman (2001) , [24] who integrated the decision forests into the Bagging framework as the base learner, and then further introduced the random property selection into the training process of the decision trees [25] . To be specific, during the process of selecting partition properties, the traditional decision trees choose the best property from the feature set on the current node, while RF algorithm by contrast, selects the best one from a subset, which is randomly chosen from the entire feature set first. RF is a flexible and practical method that has advantages as follows: (a) high accuracy; (b) efficiency on large databases; (c) the ability to handle the high dimensional data; (d) estimating missing data and maintaining accuracy when a large proportion of data are missing; (e) detecting the influence between features, while selectively ignoring the redundant information. Besides all the advantages above, RF as the combination of Bagging algorithm and the decision tree, gets its own ensemble framework. Hereby, the integration of RF with AdaBoost algorithm is a dual ensemble learning, which may show the advantage of an enhanced ensembles.
4) AdaBoost
The AdaBoost algorithm was proposed by Freund and Schapire [13] . It was integrated with multiple different decision trees, which aimed at performing a classification task. The results revealed that the integrated model could efficiently improve the classification accuracy, while on the other hand perfectly avoid the complicated parameter adjustment and the overfitting problem. For the past two decades of improvements, now it has become a classical Boosting algorithm. And it has been mainly used for the classification purpose. In this study the algorithm is modified slightly just for the regression purpose. The AdaBoost ensemble pseudocode is described in Algorithm 1.
Algorithm 1 AdaBoost Ensemble
Input: a dataset of N samples (x i , y i ) (i = 1, 2, . . . . . . , N ), the iteration number K , the threshold of error (ε), the coefficient of weights(σ ). 
Train the regressor R k (x) by the resampling training set based on the weighted samples (x i , w i ).
5.
Calculate the dataset errors E k for the regressor
Calculate the weight for the regressor R k (x).
7.
Adjust the weights for the dataset.
where B is a normalization factor that is used to ensure the sum of w i is 1 8. end 9.
10. Until a stopping criterion is met.
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In Algorithm 1, ε and σ were set to 0.15 and 1.2, respectively. The base learners (R k (x) = SVM/RF/GRNN) are employed within the AdaBoost framework for regressions. The output d(x) is obtained from all the base learner contributions according to their weights a k . The final results have revealed that the AdaBoost framework not only fully utilizes the single learners, but also remedies their limitations due to reducing the variance by averaging several weak learners.
Taking SVM as an example, despite of advantages of single SVM model, its prediction is susceptible to different parameter settings, and sometimes, even plunges into overfitting situation. The AdaBoost framework can improve the prediction precision of single regression models, and meanwhile maintains the model stability. Moreover, AdaBoost algorithm also gets the advantage of simplicity, whereas the means of combining weak learners could be rather flexible. More details about advantages of the AdaBoost algorithm will be illustrated later in Results and Discussions.
B. DATASETS
The datasets are formed by three in-house datasets in references [7] , [10] , [11] , [26] , where absorption energies were calculated, and the typical and representative organic chemical molecules were carefully checked and chosen. In database preprocessing, redundant samples and those failed in optimizations by TDDFT were discarded from the original set. The final database contains 433 organic molecules.
1) DFT CALCULATIONS
Using the Gaussian09 software package [27] , ground and excited properties of all the molecules in the database were calculated by TDB3LYP method with three basis sets, STO-3G, 6-31G * and 6-311G * * . Three datasets are thus generated, and they are named by the corresponding basis set characters (STO-3G, 6-31G, and 6-311G). Through above quantum chemical calculations, geometries and absorption spectra are obtained, then 18 quantum chemical molecular features are abstracted from the calculation results, plus other 12 constitutional features, therefore, a total of 30 molecular features (listed in Supporting Information Table S1 ) are used in the machine learning regression modeling.
2) DATA DIVISION
Generally, a great data partition method is supposed to get balanced training and test sets, which maximize the generalizability and predictability of models with a limited amount of data. A newly proposed sample subset partition method based on hybrid correlation and diversity distance (HSPXY) in the framework of set partitioning based on joint x-y distances (SPXY) is employed in this study [28] , [29] . In the method, Cosine angle distance and Euclidean distance in variable spaces are used to represent the correlation and diversity of samples, respectively, which can lead to great balanced set partitions and thus improve the regression accuracy. The original built datasets are split into the training and test sets, where sample numbers were set to 346 and 87, respectively. 
3) FEATURE SELECTION
Usually, feature selection is used to perform dimension reduction or select important features. Feature selection methods are grouped into two major categories: filter and wrapper. Filters search the features with built-in criteria. Thus the calculation cost of filters is small, and the generalization is comparably strong. On the other hand, wrappers use an extrinsic model performance as the evaluation criterion; therefore a feature subset is able to be obtained by training a model in spite of the expensive cost. In order to mine the significance of molecular features and avoid the possible cause of overfitting, seven feature selection methods were adopted. Additionally, these selection methods may dig out various aspects of features due to the diversities [30] - [32] . According to the results, the features, which won the majority vote (N vote >= 3 from seven feature selections), get to be retained. In feature selections, all the values of features are normalized to the range of −1 to 1. The description of seven feature selection methods is shown in Table 1 . More specific details about the methods can be found in the [7] .
C. EVALUATION METRICS
According to the organization for economic co-operation and development (OECD) principles [33] , in order to quantify the goodness-of-fit, robustness and predictability of the established model [7] , the evaluating parameters should be used and shown in Table 2 . The equations of these parameters defined as below:
where N is the number of samples and y i is the observed value of the ith target sample in the test set, y pred i is the estimate of y i , and y train mean is the arithmetic mean of the observed values in the training set. The results of Q 2 describing the accuracy of the subset-calibrated models in the K-fold cross-validation are then averaged to produce a single estimation Q 2 cv , which quantifies the stability of the models. Although the value is heavily case-dependent [34] , in general a Q 2 cv > 0.5 is considered as good, while a Q 2 cv > 0.9 as excellent. Besides, the difference between R 2 and Q 2 cv should be noticed, since the value larger than 0.2 indicates either the possible presence of overfitting in the models or a few outlying data points [34] . 
SUM OF RANKING DIFFERENCES (SRD)
Besides the OECD evaluating coefficients, this study also employed a metric based on the sum of ranking differences (SRD) to further compare models [36] - [38] . SRD provides an easy tool to evaluate the models by summing up the absolute values of differences between the ideal and actual ranking. SRD is calculated for each model, and the smaller the SRD is, the better the model.
D. APPICABILITY DOMAIN
A domain of applicability should be clearly defined, according to the OECD principles, to clarify the application of a QSAR model, which can later tell users if a new sample is structurally similar to the training samples of the QSAR model. Besides, the domain can further tell how reliable one can use the new prediction for a practical implementation [39] , [40] .
K-NEAREST NEIGHBORS (KNN)
KNN algorithm is used to define applicability domain (AD) of the QSAR correction model [41] . Herein, that is implemented by calculating the average Euclidean distances of all training samples from their K nearest neighbors. All average distances formed a vector (d), from which the threshold of the training set was determined. The test sample, for which the average distance (D ave ) from its K nearest training neighbors is less than or equal to the threshold value, will be considered similar to at least one training sample, then included into the AD. The K value is set to 5 from K-optimization on the training set in this study. A general threshold being used here refers to the value corresponding to 95th percentile in the vectors of average distances.
III. RESULTS AND DISCUSSIONS
A. FEATURE MINING
The selected features for STO-3G dataset obtained by different feature selection methods are listed in Table 3 , and the numbers in the column of selected features represent the corresponding features in Supporting Information Table S1 . The total number stands for the number of all selected features by seven feature selection methods. Basically, almost all the selection methods choose the same number of features as the +n-m method other than GA method. As shown in Table 3 , totally 15 features, which won the votes by more than three feature selection methods, have been chosen as the selected features for the STO-3G dataset. The selected feature information for other two datasets is presented in Supporting Information Table S2 . The molecular features 1(TDDFT calculated λ max -maximum absorption energy), 4(E HOMO -the energy of the highest occupied molecular orbital), 8(g HL -the energy gap between the highest occupied and the lowest unoccupied molecular orbitals), 9(Dipole moment), 10(LHE-the light harvesting efficiency), 15(KE-kinetic energy), 22(N VE -the number of valence electrons), 23 (N e -the number of electrons), 25(C-the number of carbon atoms), 28(H-the number of hydrogen atoms) show the extraordinary significance over other features. The selected features show that the combination of various feature selections is reasonable, because most of selected significant features are directly related to the electron transition or optical properties. In the following, the comparison between regression models with/without the feature selection will also be discussed, except for that between single and ensemble regression methods,.
B. MACHINE LEARNING MODELS
The machine learning correction scheme on quantum chemical calculations is considered as an efficient alternative VOLUME 7, 2019 to other correction strategies [9] . For molecular excited state calculations, a robust and generalized machine learning correction model is a prerequisite for practical applications [10] - [12] . Ensemble learning, due to its improvement for the robustness and generalization of single learners, has become a great option of modeling, especially for small databases.
In order to build a robust correction model for the molecular absorption, three algorithms including SVM, GRNN and RF were tested with or without combining AdaBoost framework. All the validation parameters except SRD are described in Table 2 , while their equations are defined as Eq.7 -10. Owing to the consistency and similarity of the regression results for three datasets, results on STO-3G dataset as the representative are exhibited in Table 4 , while the other two dataset results can be found in Supporting Information Table S3 and S4. From the modeling results, it can be seen the evaluation parameters of different machine learning models are quite close, i.e., the variation is in small ranges MAE (0.11-0.15), RMSE (0.13-0.20), R 2 (0.95-0.98), Q 2 (0.95-0.98), Q 2 cv (0.91-0.99), which indicates that the data partitioning is balanced and proper regression methods were adopted for datasets. It should be pointed out that the best results of single models in Table 4 were selected from ten-time regressions, since the results of single models varies considerably caused by different parameter settings. By contrast, results of all AdaBoost ensemble models almost got in once training, which confirmed the stability of ensemble models. Therefore, in some sense the time complexity for the ensemble training is similar as that of single models. The small MAEs and RMSEs show the ensemble models are high accurate, while large Q 2 and Q 2 cv exhibit great fitting and prediction capabilities.
In Table 4 , it can be seen that the improvement of Group C (AdaBoost ensemble with full features) appears obvious to MAE, RMSE and Q 2 cv of Ada-SVM algorithm in Group A (Single model with full features). As for RF, a bagging ensemble, since the superiority of the algorithm has been brought into ensemble modeling. The results of single RF model and AdaBoost ensemble model Ada-RF got quite similar from each other, nevertheless the higher value of Q 2 cv in Group C revealed that Ada-RF ensemble model was more stable than single RF. Moreover, the advantage of ensemble model can further be found in the violin plots in Fig. 2 , which graphically indicated their high accuracies and no overfitting problem. Of all three machine learning methods, Ada-GRNN ensemble gives the best performance. MAE and RMSE of the Ada-GRNN ensemble with all features can be reduced to 0.11 and 0.14eV suggesting high accuracy and great prediction capabilities, while R 2 , Q 2 and Q 2 cv can reach up to 0.97, 0.98 and 0.99, respectively, which shows great fitness and high stability of the models. As results represented in Table 4 , it can be summarized that the overall performances of ensemble models are better than single ones. AdaBoost algorithm appears superior in improving model stability and raising regression accuracy. The superiority is especially obvious, when it comes to the comparison between Group A and C in Table 4 . Most evaluation parameters of each ensemble regression model are better in Group C than those of the corresponding single models in Group A. The same situation also appears between Group B and D. However, the models with selected features did not show evident advantages in the model performance.
Violin plots for errors (based on the dataset STO-3G) of training and test sets are diagrammatized in Fig. 2 . A violin plot is a type of graph that adds rotated kernel density plots to each side of a box plot [42] . The median quartile is marked with a white dot in the middle of each violin plot. The top and bottom edges of the black rectangle in each violin plot (quartiles Q3 and Q1, respectively) correspond to the 75th and 25th percentiles in the vector of predictive errors. Generally, these ensemble models almost got the same results, when integrating with various single learners. This suggests the stability of AdaBoost ensembles. However, we can see that the accuracy of the training set in ensemble models is not as good as the best single model in spite of better accuracies of the test set. The reason for this is from the principle of AdaBoost algorithm, where it increase s weights for the large error training data to raise the possibility of being chosen in next iterations. In addition, the common problems are obviously shown in the results of single models such as the instability, low accuracy of SVM, and the overfitting of GRNN. As we can see from single SVM and Ada-SVM models described in detail in Fig.3 , the test set of Ada-SVM is drawn a body of violin, which is flatter than that of single SVM. This explains the higher accuracy of Ada-SVM model that is in accord with the digital results in Table 4 . As for GRNN models, a sign of overfitting in the left subgraph for the training set illustrates that Ada-GRNN model could achieve much higher accuracy than the single one without the overfitting circumstance. However, unexpectedly, Ada-RF model does not show more advantages than the single RF, and the reason for that is still under investigation. In brief, results on STO-3G dataset in Fig.2 and 3 demonstrate the superiority of the ensemble model, which is the same as the other two datasets.
Because the model performances are quite similar, SRDs for all the models are calculated for further comparisons. In the SRD ranking, the ensemble regression models show better stability than the single ones. Taking GRNN for an example, by comparing results of the regression models with GRNN in Group A,B and Group C,D on STO-3G dataset, it can be seen that the SRD ranking of AdaBoost ensemble models in Group C,D is better than that of single models in Group A,B, while all other evaluation coefficients also appears the corresponding superiority. The higher SRD ranking means the better regression model. According to the VOLUME 7, 2019 results presented in Table 4 , Ada-GRNN ensemble models with all features rank the first among all regression models. Thus, the Ada-GRNN ensemble model can be considered as the best of all regression models on STO-3G dataset.
To further compare the distribution of predictions of single and ensemble models, the scatter plots of experimental versus predicted values of different regression algorithms with full features on the STO-3G dataset (Group A and C) are shown in Fig. 3 . It visualizes the prediction accuracy. As we can see from Fig. 3 , most prediction values, single or ensemble models, are either on or very close to the equal line, which illustrates the excellent results of test sets. Except for few outliers, most prediction values of AdaBoost ensembles are distributed in a much narrower band that overlays above the diagonal line. This suggests that regression results for the test set of AdaBoost ensembles are better than those of single models.
From the perspective of excited state calculations, the correction by ensemble machine learning not only remarkably improves the accuracy of quantum chemical calculations, but also saves a lot of time. For a TDDFT calculation, the time (∼24.8 minutes) on a medium-size molecule (42 atoms) by the small basis set STO-3G only costs less than approximately 1/9 of that by the larger one 6-311G * * . And the RMSEs are 0.79 and 0.40 eV for STO-3G and 6-311G datasets, respectively. In Table 4 , it can be seen that after correction RMSE is reduced to 0.13eV, which is a lot better than that by 6-311G * * . Furthermore, our machine learning correction only takes few seconds. This means the accuracy of corrected TDDFT calculations is far better than 6-311G * * , while it just takes the same time as STO-3G dataset. Therefore, this is a pretty efficient means to improve excited state TDDFT calculations. However, it is noticed that the performance of AdaBoost ensemble sort of depends on the set partition method, if the training set does not include all the boundary points, the best prediction accuracy cannot be achieved.
C. APPLICABILITY DOMAIN FOR ADABOOST ENSEMBLE MODELS
In order to estimate whether a molecule is applicable to the regression model, a classical KNN-based applicability domain (AD) is defined for AdaBoost ensemble models. The AD based on STO-3G dataset is calculated to get the threshold of the training set. The K value of KNN is set to 5, and the threshold of the training set corresponds to the 95th percentile of all average distances. The new samples with normalized values of D ave (the average distance) less than or equal to the threshold of the AdaBoost ensemble model is within the AD; otherwise, it is considered as outliers, i.e., the prediction by the model is less reliable than those within AD.
An external validation set including 10 molecules is computed by AD. The D ave of each testing sample is shown in Fig. 4 . The red line in Fig.4 stands for the threshold. Those molecules with D ave larger than the threshold are outside of AD, so the prediction for those molecules are considered to be with larger uncertainty or much more unreliable than those below the red lines. The regression results of the testing samples using the Ada-GRNN ensemble model are presented in Table 5 Table S5 ). Meanwhile, the errors of the outliers by the Ada-GRNN regression are accordingly larger than MAE of the test set, which suggests the reasonability of AD.
IV. CONCLUSIONS
In this study, AdaBoost framework is explored with multiple representative regression algorithms, kernel method (SVM), neural network (GRNN) and bagging (RF). Under AdaBoost framework, the ensemble correction models show the advantages of processing high dimensional data and strong generalization ability for improving TDDFT excited state calculations. One of the best regression models in our experiments, a full-feature Ada-GRNN model based on STO-3G dataset exhibits great robustness and generalization. Besides the best result, all other ensemble regression models also gain fine correction results that indicate the ensembles are promising tools to establish good correction models for expensive calculations, which could speed up the design of new organic molecules and provide a shortcut for experimentalist references to investigate their newly synthesized compounds. Therefore, through our modeling, the low 
