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Abstract
This paper illustrates the application of group theory to a quantum-mechanical
three-dimensional quartic anharmonic oscillator with Oh symmetry. It is
shown that group theory predicts the degeneracy of the energy levels and
facilitates the application of perturbation theory and the Rayleigh-Ritz vari-
ational method as well as the interpretation of the results in terms of the
symmetry of the solutions . We show how to obtain suitable symmetry-
adapted basis sets.
Keywords: Group theory, anharmonic oscillator, Oh point group,
perturbation theory, variational method, symmetry-adapted basis set
1. Introduction
Quantum-mechanical anharmonic oscillators have proved useful for the
analysis of the vibration-rotation spectra of polyatomic molecules[1–3]. Sev-
eral aspects of such spectra as well as other molecular properties have been
modelled by means of simple coupled oscillators mainly with cubic and quar-
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tic anharmonicities[4–20]. These and other applications of the ubiquitous
quantum-mechanical anharmonic oscillators motivated their study and the
development of suitable methods for the treatment of the corresponding
eigenvalue equations[21–70]. The list of papers just mentioned is far from
being exhaustive and its purpose is merely to give an idea of the interest
aroused by the anharmonic oscillators along the years.
Some authors have taken into account the symmetry of the anharmonic
oscillators in order to simplify their treatment[59, 60, 68] and others re-
sorted to the more formal point group symmetry (PGS) to classify the vibra-
tional states[15, 36, 37, 49, 59, 61]. Despite the great amount of information
provided by PGS none of those papers exhibits a full application of such
mathematical tool, except the analysis of two-dimensional cubic and quartic
oscillators by Pullen and Edmonds[41, 42]. These papers motivated a re-
cent application of PGS to a variety of Hermitian[71–74] and non-Hermitian
anharmonic oscillators with space-time symmetry[75–79]. In the latter case
PGS proved suitable for determining the conditions that complex anharmonic
potentials should satisfy in order to support real eigenvalues.
The aim of this paper is to reinforce the idea that PGS is most important
in the study of quantum-mechanical anharmonic oscillators because we deem
that such technique has been surprisingly overlooked or disregarded (except
for the few works already mentioned above[41, 42, 71–79]).
In Section 2 we introduce the model, a quartic anharmonic oscillator
with considerably large symmetry described by the point group Oh. This
problem was treated before by means of perturbation theory and a less
formal approach to symmetry based on parity and coordinate-permutation
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operations[59]. Here we classify the eigenstates of the unperturbed Hamilto-
nian according to the irreducible representations (irreps) of that point group
and predict the rupture of the degeneracy by the quartic perturbation. In
Section 3 we apply perturbation theory through second order to verify the
splitting of the eigenspaces predicted in the preceding section. In Section 4
we discuss the application of the Rayleigh-Ritz variational method with basis
sets adapted to the symmetry of the problem. In three consecutive subsec-
tions we discuss the harmonic oscillator basis set, the Krylov space and a
non-orthogonal basis set. We show results illustrating the splitting of the
unperturbed eigenspaces due to the quartic perturbation that breaks the
symmetry of the system. In Section 5 we summarize the main results of
the paper and draw conclusions. Finally, in the Appendix A we outline
the main features of group theory that are necessary for the analysis of the
present problem.
2. Model
Among the many models mentioned above we have chosen a three-dimensional
quartic anharmonic oscillator already studied earlier by Turbiner[59]
H = p2x + p
2
y + p
2
z + x
2 + y2 + z2 + λ
[
β
(
x4 + y4 + z4
)
+ x2y2 + x2z2 + y2z2
]
,
λ > 0, β > 0, (1)
who recognized that it exhibits the symmetry of a cube. The author stated
that his classification based on parity and permutation operators was in-
complete. In this paper we describe the symmetry properties of this model
by means of the point group Oh[80–82]. In other words, this Hamiltonian
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operator is invariant with respect to the symmetry operations indicated in
the table of characters shown in Table 1 described in the Appendix A. A
detailed discussion of the construction of the matrix representation of the
symmetry operations for the Oh point group is available elsewhere[73].
The eigenvalues E
(0)
kmn and eigenfunctions ϕkmn(x, y, z) ofH0 = H(λ = 0)
are
E
(0)
kmn = 2(k +m+ n) + 3
ϕkmn(x, y, z) = φk(x)φm(y)φn(z), k,m, n = 0, 1, . . . , (2)
where φj(q) is an eigenfunction of the one-dimensional harmonic oscillator
HHO = p
2
q + q
2. Every energy level is (ν+1)(ν+2)
2
-fold degenerate, where ν =
k +m+ n.
Throughout this paper we resort to the following notation for the permu-
tation of a set of three real numbers
{a, a, a}P = {a, a, a}
{a, b, b}P = {{a, b, b}, {b, a, b}, {b, b, a}}
{a, b, c}P = {{a, b, c}, {c, a, b}, {b, c, a}, {b, a, c}, {c, b, a}, {a, c, b}}, (3)
where it is assumed that a 6= b, a 6= c, and b 6= c. It enables us to express
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the symmetry of the unperturbed eigenfunctions (λ = 0) as
{2n, 2n, 2n} A1g
{2n+ 1, 2n+ 1, 2n+ 1} A2u
{2n+ 1, 2n+ 1, 2m}P T2g
{2n, 2n, 2m+ 1}P T1u
{2n, 2n, 2m}P A1g, Eg
{2n+ 1, 2n+ 1, 2m+ 1}P A2u, Eu
{2n, 2m, 2k}P A1g, A2g, Eg, Eg
{2n+ 1, 2m+ 1, 2k + 1}P A1u, A2u, Eu, Eu
{2n, 2m, 2k + 1}P T1u, T2u
{2n+ 1, 2m+ 1, 2k}P T1g, T2g
. (4)
The anharmonic part of the potential reduces the symmetry of the system
and the degeneracy of the energy levels is consequently diminished when
λ > 0 causing a splitting of the energy levels. For the lowest ones this
splitting is given by
ν = 0→ A1g
ν = 1→ T1u
ν = 2→ A1g, Eg, T2g
ν = 3→ A2u, T1u, T1u, T2u
ν = 4→ A1g, A1g, Eg, Eg, T1g, T2g, T2g. (5)
This equation tells us that the lowest energy level is nondegenerate, the first
excited energy level remains three-fold degenerate, the second excited energy
level splits into a singlet a doublet and a triplet, the third excited energy level
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splits into a singlet and three triples (two of them of the same symmetry T1u),
etc. Note the alternating parity (either g or u) given by (−1)ν .
For simplicity, in this paper we restrict ourselves to the case β = 0. This
choice reduces the number of parameters in the potential-energy function but
alters neither the symmetry of the problem nor the main conclusions drawn
from it.
3. Perturbation theory
The purpose of this section is merely to carry out a simple calculation
based on perturbation theory in order to verify the splitting of the energy
levels outlined by equation (5). There are several strategies for obtaining
the perturbation corrections when H0 exhibits degenerate states. Here we
simply obtain the first two perturbation corrections by inserting the trun-
cated expansion E = E(0)+E(1)λ+E(2)λ2 into the characteristic polynomial
given by the secular determinant |H−EI| = 0 and then solving the resulting
equation for E(1) and E(2). This apparently impractical brute-force approach
is sufficient for present purposes; the only subtlety being that each irrep is
treated separately as discussed in section 4 (in particular with the basis set
of subsection 4.3). For the first energy levels we obtain the following results
E1A1g = 3 +
3
4
λ− 15
32
λ2 +O(λ3), (6)
E1T1u = 5 +
7
4
λ− 51
32
λ2 +O(λ3), (7)
E1Eg = 7 +
9
4
λ− 9
4
λ2 +O(λ3),
E2A1g = 7 +
15
4
λ− 171
32
λ2 +O(λ3),
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E1T2g = 7 +
15
4
λ− 147
32
λ2 +O(λ3), (8)
E2T1u = 9 +
13
4
λ− 225
56
λ2 +O(λ3),
E1T2u = 9 +
21
4
λ− 57
8
λ2 +O(λ3),
E3T1u = 9 +
27
4
λ− 2649
224
λ2 +O(λ3),
E1A2u = 9 +
27
4
λ− 351
32
λ2 +O(λ3), (9)
which are consistent with the prediction of group theory shown in equation
(5). It is worth noting that the degeneracy of the pairs of energy levels
(E2A1g , E1T2g) and (E1A2u , E3T1u) breaks at second order (the correction of
first order being identical). However, such states offer no difficulty because
we can treat each member of the pair separate from the other because they
belong to different symmetry species. This strategy is one of the advantages
of a possible systematic application of group theory to perturbation theory.
4. Rayleigh-Ritz variational method
This approach is based on a variational ansatz given by a finite linear
combination of functions of a basis set B = {f0, f1, . . .}:
ψ =
N−1∑
i=0
cifi. (10)
The variational coefficients ci are chosen so that the variational integral
E =
〈ψ|H |ψ〉
〈ψ |ψ〉 , (11)
is a minimum. The condition ∂E/∂cj = 0 leads to the secular equations
〈fj |H −E |ψ〉 = 0, j = 0, 1, . . . , N − 1, (12)
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from which we obtain the coefficients ci and approximate energies Ej(N), j =
0, 1, . . . , N − 1. This result is valid for orthogonal as well as non-orthogonal
basis functions fj, provided that in the latter case the functions are linearly
independent. This approach always yields increasingly tighter upper bounds
because Ej(N) > Ej(N + 1)[83].
If the system exhibits symmetry it is convenient to choose a suitable
basis set BS =
{
fS0 , f
S
1 , . . .
}
for each irrep S. In order to obtain it we apply
the projection operator P S (see the Appendix A for more details) to every
fi ∈ B and then remove the linearly dependent functions from the resulting
set
{
P Sfi, i = 0, 1, . . .
}
. One advantage of using the basis sets BS is that
the dimension of the secular equations for a given accuracy is considerably
smaller. Thus, instead of equations (10) and (12) we have
ψS =
NS−1∑
i=0
cSi f
S
i , (13)
and 〈
fSj
∣∣H − ES ∣∣ψS〉 = 0, j = 0, 1, . . . , NS − 1, (14)
for each irrep S. In this case we obtain upper bounds for each irrep exactly
in the same way as before: ESj (NS) > E
S
j (NS + 1).
4.1. Basis set of eigenfunctions of H0
One of the most convenient basis sets consists of linear combinations
of eigenfunctions of H0 adapted to the symmetry of H . In this case the
variational method reduces to diagonalizing the matrix representation of the
Hamiltonian HS in each orthonormal basis set BS = {ϕSkmn} adapted to the
corresponding symmetry species S. We thus obtain approximate eigenvalues
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ES and eigenfunctions ψS that are linear combinations of the form
ψS =
∑
k,m,n
cSkmnϕ
S
kmn. (15)
The coefficients cSkmn and the approximate eigenvalues E
S are given by the
eigenvectors and eigenvalues of HS, respectively, and are also solutions of
a secular equation similar to (14). The projection operators enable us to
construct the symmetry-adapted basis sets BS in the following way
P Sϕkmn =
∑
k′,m′,n′
uk
′ m′n′
kmn ϕk′ m′ n′ . (16)
Since [H0, P
S] = 0 then uk
′ m′n′
kmn = 0 unless k +m+ n = k
′ +m′ + n′ = ν.
After removing the linearly dependent functions and orthonormalizing the
remaining ones the basis sets adapted to the symmetry of the Hamiltonian
operator (1) result to be
A1g :
ϕ2n 2n 2n
1√
3
(ϕ2n 2m 2m + ϕ2m 2n 2m + ϕ2m 2m 2n)
1√
6
(ϕ2k 2m 2n + ϕ2n 2k 2m + ϕ2m 2n 2k + ϕ2m 2k 2n + ϕ2n 2m 2k
+ϕ2k 2n 2m) , (17)
A2g :
1√
6
(ϕ2k 2m 2n + ϕ2n 2k 2m + ϕ2m 2n 2k − ϕ2m 2k 2n − ϕ2n 2m 2k
−ϕ2k 2n 2m) , (18)
Eg :
9
{
1√
6
(2ϕ2n 2m 2m − ϕ2m 2n 2m − ϕ2m 2m 2n) , 1√
2
(ϕ2m 2n 2m − ϕ2m 2m 2n)
}
{
1√
6
(2ϕ2k 2m 2n − ϕ2n 2k 2m − ϕ2m 2n 2k) , 1√
2
(ϕ2n 2k 2m − ϕ2m 2n 2k)
}
{
1√
6
(2ϕ2m 2k 2n − ϕ2n 2m 2k − ϕ2k 2n 2m) , 1√
2
(ϕ2n 2m 2k − ϕ2k 2n 2m)
}
,(19)
T1g : {
1√
2
(ϕ2k 2m+1 2n+1 − ϕ2k 2n+12m+1) , 1√
2
(ϕ2m+12k 2n+1 − ϕ2n+12k 2m+1) ,
1√
2
(ϕ2m+12n+12k − ϕ2n+12m+1 2k)
}
, (20)
T2g :
{ϕ2k 2m+12m+1, ϕ2m+1 2k 2m+1, ϕ2m+1 2m+12k}{
1√
2
(ϕ2k 2m+1 2n+1 + ϕ2k 2n+12m+1) ,
1√
2
(ϕ2m+1 2k 2n+1 + ϕ2n+12k 2m+1) ,
1√
2
(ϕ2m+12n+12k + ϕ2n+12m+1 2k)
}
, (21)
A1u :
1√
6
(ϕ2k+12m+1 2n+1 + ϕ2n+12k+12m+1 + ϕ2m+1 2n+12k+1 − ϕ2m+12k+12n+1
−ϕ2n+1 2m+12k+1 − ϕ2k+12n+12m+1) , (22)
A2u :
ϕ2n+12n+12n+1
1√
6
(ϕ2k+12m+1 2n+1 + ϕ2n+12k+12m+1 + ϕ2m+1 2n+12k+1 + ϕ2m+1 2k+12n+1
+ϕ2n+12m+1 2k+1 + ϕ2k+12n+12m+1) , (23)
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Eu : {
1√
6
(2ϕ2n+12m+1 2m+1 − ϕ2m+12n+12m+1 − ϕ2m+12m+1 2n+1) ,
1√
2
(ϕ2m+12n+12m+1 − ϕ2m+1 2m+12n+1)
}
{
1√
6
(2ϕ2k+12m+12n+1 − ϕ2n+12k+12m+1 − ϕ2m+1 2n+12k+1) ,
1√
2
(ϕ2n+12k+12m+1 − ϕ2m+1 2n+12k+1)
}
,
{
1√
6
(2ϕ2m+1 2k+12n+1 − ϕ2n+12m+12k+1 − ϕ2k+12n+12m+1) ,
1√
2
(ϕ2n+12m+12k+1 − ϕ2k+12n+12m+1)
}
, (24)
T1u :
{ϕ2k+12m 2m, ϕ2m 2k+12m, ϕ2m 2m 2k+1}{
1√
2
(ϕ2k+12m 2n + ϕ2k+12n 2m) ,
1√
2
(ϕ2m 2k+12n + ϕ2n 2k+12m) ,
1√
2
(ϕ2m 2n 2k+1 + ϕ2n 2m 2k+1)
}
(25)
T2u : {
1√
2
(ϕ2k+12m 2n − ϕ2k+12n 2m) , 1√
2
(ϕ2m 2k+12n − ϕ2n 2k+12m) ,
1√
2
(ϕ2m 2n 2k+1 − ϕ2n 2m 2k+1)
}
. (26)
By convention ϕi j k means that all the subscripts are different, equal sub-
scripts are indicated explicitly as, for example, in ϕi j j .
4.2. Krylov space
A particular basis set that spans what is commonly called the Krylov
space is given by fi = H
if , where f is a suitably chosen function. If follows
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from the properties of the projection operators discussed in the Appendix A
that P Sfi = H
iP Sf = H ifS so that by simply choosing a seed function
fS with the correct symmetry then the resulting basis set is automatically
adapted to the corresponding irrep. We thus have BS =
{
fSi = H
ifS, i = 0, 1, . . .
}
for each irrep S and solve secular equations similar to (14).
Suitable seed functions are
fA1g = exp
[−a (x2 + y2 + z2)] , (27)
fA2g =
(
x4y2 − x4z2 − x2y4 + x2z4 + y4z2 − y2z4) exp [−a (x2 + y2 + z2)] ,
(28)
fEg =


(2z2 − x2 − y2) exp [−a (x2 + y2 + z2)]
(x2 − y2) exp [−a (x2 + y2 + z2)]
, (29)
fT1g =


(xy3 − x3y) exp [−a (x2 + y2 + z2)]
(xz3 − x3z) exp [−a (x2 + y2 + z2)]
(yz3 − y3z) exp [−a (x2 + y2 + z2)]
, (30)
fT2g =


xy exp [−a (x2 + y2 + z2)]
xz exp [−a (x2 + y2 + z2)]
yz exp [−a (x2 + y2 + z2)]
, (31)
fA1u =
(
x5yz3 − x5y3z + x3y5z − x3yz5 − xy5z3 + xy3z5) exp [−a (x2 + y2 + z2)] ,
(32)
fA2u = xyz exp
[−a (x2 + y2 + z2)] , (33)
fEu =


xyz (2z2 − x2 − y2) exp [−a (x2 + y2 + z2)]
xyz (x2 − y2) exp [−a (x2 + y2 + z2)]
, (34)
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fT1u =


x exp [−a (x2 + y2 + z2)]
y exp [−a (x2 + y2 + z2)]
z exp [−a (x2 + y2 + z2)]
, (35)
fT2u =


x (y2 − z2) exp [−a (x2 + y2 + z2)]
y (z2 − x2) exp [−a (x2 + y2 + z2)]
z (x2 − y2) exp [−a (x2 + y2 + z2)]
, (36)
where a > 0 is a nonlinear variational parameter that enables us to improve
the accuracy of the results.
We carried out a set of calculations with a = 1 and encountered a
most surprising difficulty. For some reason (unknown to us at present) the
Rayleigh-Ritz variational method in the Krylov space yields only one of the
two T1u state triplets stemming from E(λ = 0) = 7 and only one of the T2g
state triplets stemming from E(λ = 0) = 11. We do not investigate this
fact any further in this paper and just mention it in passing. This fact is
surprising because we applied this approach in the past to other anharmonic
oscillators and faced no such problem[71, 72].
4.3. Non-orthogonal basis set
In addition to the orthonormal basis set (17-26) we can also try a closely
related symmetry-adapted non-orthogonal basis set given by
BS =
{
P Sxkymzn exp
[−a (x2 + y2 + z2)] , k,m, n = 0, 1, . . .} , (37)
where a is a variational parameter that we set equal to unity for simplicity.
In order to obtain a suitable basis set BS it is necessary to remove all the
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linearly dependent functions produced by the application of the projection
operator. Since this approach is quite straightforward for programming we
chose it for present calculations of basis set dimensions NA1g = 41, NEg = 54,
NT1g = 66, NT2g = 102, NA2u = 16, NT1u = 23, NT2u = 39. The first
energy levels are shown in Figure 1 for 0 ≤ λ ≤ 1. Present numerical
results are accurate enough for the purpose of illustrating the splitting of the
degenerate energy levels of the harmonic oscillator as λ increases. They are
consistent with both the splitting predicted by PGS (5) and the analytical
perturbation results (6-9). In fact, we obtained those perturbation results
from the secular determinants obtained with the symmetry-adapted basis
sets (37) with a = 1/2 that is the exact value of this parameter for λ = 0.
This strategy was already described in Section 3.
5. Conclusions
Throughout this paper we have tried to illustrate the application of group
theory to a quartic anharmonic oscillator with the symmetry Oh of the cube.
We chose this particular example because of its great symmetry and also
because it was treated before by means of a simpler symmetry-based ap-
proach consisting only of parity and coordinate-permutation operators[59].
The present application of group theory resorts to the 48 symmetry opera-
tions shown in the table of characters in Table 1 and enables a systematic
classification of the states of the oscillator in terms of the corresponding
irreps.
Group theory enables us to predict the splitting of the energy levels of the
harmonic oscillator as the perturbation parameter λ increases. This predic-
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Table 1: Character table for group Oh
Oh E 8C3 6C2 6C4 3C2(= C
2
4) i 6S4 8S6 3σh 6σd
A1g 1 1 1 1 1 1 1 1 1 1 x
2 + y2 + z2
A2g 1 1 -1 -1 1 1 -1 1 1 -1
Eg 2 -1 0 0 2 2 0 -1 2 0 (2z
2 − x2 − y2, x2 − y2)
T1g 3 0 -1 1 -1 3 1 0 -1 -1 (Rx, Ry, Rz)
T2g 3 0 1 -1 -1 3 -1 0 -1 1 (xz, yz, xy)
A1u 1 1 1 1 1 -1 -1 -1 -1 -1
A2u 1 1 -1 -1 1 -1 1 -1 -1 1
Eu 2 -1 0 0 2 -2 0 1 -2 0
T1u 3 0 -1 1 -1 -3 -1 0 1 1 (x, y, z)
T2u 3 0 1 -1 -1 -3 1 0 1 -1
tion is verified by the actual calculation of the perturbation corrections. An
advantage of the application of group theory is that we treat each symmetry
subspace independently of the others. In this way both the calculation effort
as well as the undesirably effect of the degeneracy are considerably reduced.
Note, for example that the degenerate energy levels with ν = 1 and ν = 2
can be treated as nondegenerate when one considers every symmetry species
separately.
Group theory also enables us to reduce the dimension of the secular equa-
tions in the application of the Rayleigh-Ritz variational method. In addition
to it, one obtains the eigenfunctions ψSn that are bases for the irreps. This
fact facilitates, for example, the calculation of matrix elements of the form
OSS
′
nm =
〈
ψSn
∣∣O ∣∣ψS′m 〉 for any observable O. Given the symmetry of O one
knows beforehand whether the matrix element OSS
′
nm is zero[80–82]. This anal-
ysis leads, for example, to the selection rules for molecular spectra[80–82].
15
0.0 0.2 0.4 0.6 0.8 1.0
0
4
8
12
16
λ
E
Figure 1: First eigenvalues of the Hamiltonian operator H = p2x + p
2
y + p
2
z + x
2 + y2 +
z2+λ
(
x2y2 + x2z2 + y2z2
)
with symmetry A1g (solid line), T1u (filled circles), Eg (empty
circles), T2g (filled squares), A2u (dashed line), T2u (empty squares), T1g (crosses).
Appendix A. Simplified outline of Group Theory
In what follows we develop a simplified and abbreviated version of some
of the elements of group theory that are necessary for the present paper.
A rigorous account of group theory is available in any of the books on the
subject[80–82].
Here we are interested in the analysis of the symmetry properties of a
physical system that are related to all the unitary operators X†i = X
−1
i that
leave the Hamiltonian operator H invariant
XiHX
†
i = H, (A.1)
and assume that this set is finite
G = {X1, X2, . . . , Xh} . (A.2)
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The product (composition) of these unitary operators is associative: (XiXj)Xk =
Xi(XjXk). The identity operator X1, which satisfies
X1Xi = XiX1 = Xi, (A.3)
leaves the Hamiltonian invariant and, consequently, belongs to G. It follows
from (A.1) that if Xi belongs to G then X
−1
i belongs to G too. The product
of two operators also belongs to G as follows from
XiXjH(XiXj)
† = XiXjHX
†
jX
†
i = XiHX
†
i = H. (A.4)
Because of all these mathematical properties the set G is a finite group.
Two such operators ( or group elements) Xj and Xk are said to be con-
jugate if
XiXjX
†
i = Xk, (A.5)
for some Xi ∈ G. If Xl and Xk are conjugate to Xj then they are conjugate
to each other. All the mutually conjugated elements of a group are collected
into a class.
We can construct a matrix representation Xi of every operator Xi in
terms of a basis
B = {f1, f2, . . .} , (A.6)
in the usual way
Xifj =
∑
k
(Xi)kj fk, i = 1, 2, . . . , h. (A.7)
Of particular interest are the irreducible representations (irreps) obtained in
terms of suitable basis sets
Bα =
{
fα1 , f
α
2 , . . . , f
α
lα
}
, α = 1, 2, . . . , m, (A.8)
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such that
Xif
α
j =
lα∑
k=1
(Xαi )kj f
α
k , j = 1, 2, . . . , lα, i = 1, 2, . . . , h, α = 1, 2, . . . , m.
(A.9)
The characters of the irreps are the traces of the corresponding matrix rep-
resentations
χαi = tr (X
α
i ) . (A.10)
It can be proved that the number m of irreps equals the number of classes
of group elements.
In order to obtain a basis function fα for a given irrep we apply the
corresponding projection operator
P α =
lα
h
h∑
i=1
(χαi )
∗Xi, (A.11)
to an arbitrary function f : fα = P αf . A projection operator P satisfies the
following properties: P † = P and P 2 = P ; more precisely, any operator that
satisfies these two properties is a projection operator. It follows from these
properties that 〈P αf | P αf〉 = 〈f | P αf〉 ≤ 〈f | f〉.
In order to apply the equations above we should know how to express the
effect of a group operator Xi on a function f(x) of the cartesian coordinates
x = (x, y, z). Rotations, reflections, etc can be expressed in matrix form as
x′ =Mx so that there is a one to one correspondence between the operators
Xi and the corresponding transformation matrices Mi. If we write
Xif(x) = f
(
M−1i x
)
, (A.12)
then we have the mappings
(Xi, Xj) → (Mi,Mj)
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XiXj → MiMj . (A.13)
It follows from (A.1) that [H,Xi] = 0 and, according to (A.11), we con-
clude that [H,P α] = 0.
In some cases it may be necessary to carry out an equivalent transforma-
tion of the Hamiltonian of the system
UHU † = H˜, U † = U−1. (A.14)
The point group G˜ for H˜
G˜ =
{
X˜1, X˜2, . . . , X˜h
}
, X˜i = UXiU
†, (A.15)
is isomorphic with G as follows from
X˜iX˜j = UXiU
†UXjU
† = UXiXjU
† = X˜iXj. (A.16)
Table 1 shows the character table of the point group Oh. The first row
shows the symmetry operations grouped into classes. E is the identity oper-
ation, Cn denotes a rotation by an angle 2pi/n, i is the inversion operation,
Sn denotes a rotation by an angle 2pi/n followed by a reflection with respect
to a plane perpendicular to the rotation axis and σ indicates a reflection
plane. The first column displays the irreps; those labelled by A, E, and T
are one-, two- and three-dimensional (that is to say, lα = 1, 2, 3), respec-
tively. The numbers are the characters χαi and the last two columns show
some basis functions for the irreps. This table summarizes some of the rel-
evant ingredients for the construction of the projection operators P α shown
in equation (A.11). The matrix representation of the elements of this group,
which is necessary for the construction of the symmetry operations (A.12)
and projection operators (A.11), is available elsewhere[73].
19
References
[1] S. Califano, Vibrational States, (John Wiley & Sons, London, 1976).
[2] G. D. Carney, L. L. Sprandel, and C. W. Kern, Variational approaches to
vibration-rotation spectroscopy for polyatomic molecules, Adv. Chem.
Phys. 37 (1978) 305-379.
[3] S. Carter and N. C. Handy, The variational method for the calculation
of ro-vibrational energy levels, Comput. Phys. Rep. 5 (1986) 115-172.
[4] J. Pl´ıva, Anharmonic potential function for polyatomic molecules, Col-
lect. Czech. Chem. Commun. 23 (1958) 777-790.
[5] K. J. Speirs and V. Sˇpirko, Application of the Monte Carlo method to
anharmonic force constant calculations, J. Mol. Spect. 56 (1975) 104-
123.
[6] R. J. Whitehead and N. C. Handy, Variational calculation of vibration-
rotation energy levels for triatomic molecules, J. Mol. Spect. 55 (1975)
356-373.
[7] E. J. Heller, E. B. Stechel, and M. J. Davis, Molecular spectra, Fermi
resonances, and classical motion: Example of CO2, J. Chem. Phys. 71
(1979) 4759-4760.
[8] D. W. Noid, M. L. Koszykowski, and R. A. Marcus, Semiclassical cal-
culation of eigenvalues for a three-dimensional system, J. Chem. Phys.
73 (1980) 391-395.
20
[9] M. J. Davis and E. J. Heller, Quantum dynamical tunneling in bound
states, J. Chem. Phys. 75 (1981) 246-254.
[10] M. D. Feit and Jr. Fleck, J. A., Solution of the Schro¨dinger equation by
a spectral method II: Vibrational energy levels of triatomic molecules,
J. Chem. Phys. 78 (1983) 301-308.
[11] T. L Smithson, J. A. Duckett, R. Paul, H. Wieser, and F. W. Birss, A
comparison of computational and model approaches to the two-coupled
anharmonic oscillator problem in five-membered ring compounds, Mol.
Phys. 53 (1984) 1495-1516.
[12] A. D. Smith, W.- K. Liu, and Noid. D. W., Vibrational levels of triatomic
molecules - semiclassical self-consistent-field and classical spectral cal-
culations, Chem. Phys. 89 (1984) 345-351.
[13] J. Zu´n˜iga, A. Hidalgo, F. Bernabe´, A. Fuster, and A. Requena, Hyper-
virial SCF treatment for vibrational energy levels of triatomic molecules,
Int. J. Quantum Chem. 32 (1987) 511-516.
[14] E. L. Sibert III, Theoretical studies of vibrationally excited polyatomic
molecules using canonical Van Vleck perturbation theory, J. Chem.
Phys. 88 (1988) 4378-4390.
[15] M. L. Sage and M. S. Child, The quantum Henon-Heiles problem with
Coriolis coupling, J. Chem. Phys. 90 (1989) 7257-7263.
[16] J. R. Alvarez-Collado, Normal coordinates-finite elements calculation of
3D vibrational energy levels: Henon-Heiles and Eckart potentials, H3+
molecule, J. Comput. Chem. 15 (1994) 377-384.
21
[17] L. S. Norris, M. A. Ratner, A. E. Roitberg, and R. B. Gerber, M/ller-
Plesset perturbation theory applied to vibrational problems, J. Chem.
Phys. 105 (1996) 11261-11267.
[18] P.-N. Roy and T. Carrington Jr., A direct-operation Lanczos approach
for calculating energy levels, Chem. Phys. Lett. 257 (1996) 98-104.
[19] A. G. Csa´sza´r and I. M. Mills, Vibrational energy levels of water, Spec-
trochim. Acta A 53 (1997) 1101-1122.
[20] A. V. Sergeev and D. Z. Goodson, Self-consistent field perturbation
theory of molecular vibrations, Mol. Phys. 93 (1998) 477-484.
[21] T. Banks, C. M. Bender, and T. T. Wu, Coupled anharmonic oscillators.
I. Equal-mass case, Phys. Rev. D 8 (1973) 3346-3366.
[22] T. Banks, C. M. Bender, and T. T. Wu, Coupled anharmonic oscillators.
II. Unequal-mass case, Phys. Rev. D 8 (1973) 3366-3378.
[23] W. Eastes and R. A. Marcus, Semiclassical calculation of bound states
of a multidimensional system, J. Chem. Phys. 61 (1974) 4301-4306.
[24] K. Sture, S. Nordholm, and S. A. Rice, Quantum ergodicity and vi-
brational relaxation in isolated molecules, J. Chem. Phys. 61 (1974)
203-223.
[25] S. Nordholm and S. A. Rice, Quantum ergodicity and vibrational relax-
ation in isolated molecules. II. l-indepenent effects and relaxation to the
asymptotic limit, J. Chem. Phys. 61 (1974) 768-779.
22
[26] N. Pomphrey, Numerical identification of regular and irregular spectra,
J. Phys. B 7 (1974) 1909-1915.
[27] F. R. Halpern, A pair of coupled quantum anharmonic oscillators, J.
Math. Phys. 15 (1974) 733-737.
[28] D. W. Noid and R. A. Marcus, Semiclassical calculation of bound states
in a multidimensional system. Use of Poincare´’s surface of section, J.
Chem. Phys. 62 (1975) 2119-2124.
[29] S. Chapman, B. C. Garret, and W. H. Miller, Semiclassical eigenvalues
for nonseparable systems: Nonperturbative solution of the Hamilton-
Jacobi equation in action-angle variables, J. Chem. Phys. 64 (1976) 502-
509.
[30] J. B. Delos and R. T. Swimm, Semiclassical calculation of the energy
levels for non-separable systems, Chem. Phys. Lett. 47 (1977) 76-79.
[31] D. W. Noid and R. A. Marcus, Semiclassical calculation of bound states
in a multidimensional system for nearly 1:1 degenerate systems, J.
Chem. Phys. 67 (1977) 559-568.
[32] J. M. Bowman, Self-consistent field energies and wavefunctions for cou-
pled oscillators, J. Chem. Phys. 68 (1978) 608-610.
[33] F. T. Hioe, D. MacMillen, and E. W. Montroll, Quantum theory of
anharmonic oscillators: energy levels o a single and a pair of coupled
oscillators with quartic coupling, Phys. Rep. 43C (1978) 305-335.
23
[34] R. B. Gerber and M. A. Ratner, A semiclassical self-consistent field
(SC SCF) approximation for eigenvalues of coupled-vibrations systems,
Chem. Phys. Lett. 68 (1979) 195-198.
[35] M. Cohen, S. Greita, and R. P. McEachran, Approximate and exact
quantum mechanical energies and eigenfunctions for a system o coupled
oscillators, Chem. Phys. Lett. 60 (1979) 445-450.
[36] M. J. Davis and E. J. Heller, Semiclassical Gaussian basis set method for
molecular vibrational functions, J. Chem. Phys. 71 (1979) 3383-3395.
[37] D. W. Noid, M. L. Koszykowski, M. Tabor, and R. A. Marcus, Properties
of vibrational energy levels in the quasi periodic and stochastic regimes,
J. Chem. Phys. 72 (1980) 6169-6175.
[38] F. L. Tobin and J. M. Bowman, An SCF-state interaction method for
coupled oscillator systems, Chem. Phys. 47 (1980) 151-159.
[39] M. A. Ratner, V. Buch, and R. B. Gerber, The semiclassical self-
consistent-field (SC-SCF) approach to energy levels of coupled vibra-
tional modes. II. The semiclassical state-interaction procedure, Chem.
Phys. 53 (1980) 345-356.
[40] Y. Weissman and J. Jortner, What are the quantum manifestations of
classical stochasticity in a discrete level structure?, Chem. Phys. Lett.
78 (1981) 224-229.
[41] R. A. Pullen and A. R. Edmonds, Comparison of classical and quantal
spectra for the He´non-Heiles potential, J. Phys. A 14 (1981) L319-L327.
24
[42] R. A. Pullen and A. R. Edmonds, Comparison of classical and quantal
spectra for a totally bound potential, J. Phys. A 14 (1981) L477-L484.
[43] D. W. Noid, M. L. Koszykowski, and R. A. Marcus, Intramolecular Dy-
namics in the Quasiperiodic and Stochastic Regimes, in: K. E. Gustafson
andW. P. Reinhardt (Ed.), QuantumMechanics in Mathematics, Chem-
istry, and Physics, Vol. Plenum, New York London, 1981.
[44] S. Maluendes, G. Arteca, F. M. Fernandez, and E. A. Castro, A new
basis set for anharmonically coupled oscillators, Mol. Phys. 45 (1982)
511-520.
[45] K. M. Christoffel and J. M. Bowman, Investigations of self-consisten
field, SCF CI and virtual state configuration interaction vibrationa ener-
gies for a model three-dimensional system, Chem. Phys. Lett. 85 (1982)
220-224.
[46] Z.-D. Qian, X.-G. Zhang, X.-W. Li, H. Kono, and S. H. Lin, Application
of the adiabatic approximation to coupled oscillators, Mol. Phys. 47
(1982) 713-719.
[47] G. Bozzolo, C. Esebbag, and A. Plastino, Generalized anharmonic oscil-
lator: A simple variational approach. II. The D-dimensional anisotropic
case, Phys. Rev. D 26 (1982) 801-808.
[48] R. Lefebvre, Symmetry broken self-consistent field approximation for
coupled oscillators, Int. J. Quantum Chem. 23 (1983) 543-550.
[49] T. Uzer and R. A. Marcus, Quantization with operators appropriate to
25
shapes of trajectories and classical perturbation theory, J. Chem. Phys.
81 (1984) 5013-5023.
[50] K. Deguchi, K. Nishikawa, A. Sado, and S. Aono, Generator coordinate
method based on coherent states: III. Calculation of vibrational states
in coupled oscillator systems, J. Phys. B 17 (1984) 1699-1710.
[51] J. W. Neuberger and D. W. Noid, Numerical solution of eigenvalues for
the Schro¨dinger equation, Chem. Phys. Lett. 104 (1984) 1-3.
[52] R. M. Roth and M. A. Ratner, Adiabatic and Self-consistent-field ap-
proximations for coupled vibrations: a simple two-mode comparison,
Chem. Phys. Lett. 112 (1984) 322-327.
[53] N. Ari and M. Demiralp, Energy levels of a two-dimensional anharmonic
oscillator: Characteristic function approach, J. Math. Phys. 26 (1985)
1179-1185.
[54] J. Chang, N. Moiseyev, and R. E. Wyatt, Stable highly excited vibra-
tional eigenvalues without the variational principle, J. Chem. Phys. 84
(1986) 4997-5006.
[55] A. Requena, J. Zu´n˜iga, M. M. France´s, and A. Hidalgo, Perturbative
calculation of energy levels for coupled oscillators using the adiabatic
approximation, Mol. Phys. 61 (1987) 1513-1518.
[56] J. G. Frey and S. J. Holdship, Non-adiabatic corrections for coupled
oscillators using Rayleigh-Schro¨dinger perturbation theory, Mol. Phys.
64 (1988) 191-206.
26
[57] L. E. Fried and G. S. Ezra, Avoided crossings and resummation of nearly
resonant molecular vibrations: Reconstruction of an effective secular
equation, J. Chem. Phys. 90 (1989) 6378-6390.
[58] A. Hidalgo, J. Zu´n˜iga, A. Bastida, and A. Requena, Perturbative virtual
SCF CI treatment for energy levels of coupled oscillator systems, Int. J.
Quantum Chem. 36 (1989) 49-60.
[59] A. V. Turbiner, The multidimensional anisotropic anharmonic oscillator
(A quantitative approach), Sov. Sci. Rev. A Phys. 10 (1989) 79-131.
[60] F. Arias de Saavedra and E. Buend´ıa, Perturbative-variational calcula-
tions in two coupled harmonic oscillators, J. Phys. A 23 (1991) L1209-
L1215.
[61] J. Echave and D. C. Clary, Potential optimized discrete variable repre-
sentation, Chem. Phys. Lett. 190 (1992) 225-230.
[62] J. Cˇizˇek, V. Sˇpirko, and O. Bludsky´, On the use of divergent series
in vibrational spectroscopy. Two- and three-dimensional oscillators, J.
Chem. Phys. 99 (1993) 7331-7336.
[63] M. R. M. Witwit, Quantum theory of anharmonic oscillator: Energy
levels of a three-dimensional oscillator with quartic anisotropic pertur-
bation, J. Math. Phys. 34 (1993) 5050-5061.
[64] R. Hernandez, A combined use of perturbation theory and diagonaliza-
tion: Application to bound energy levels and semiclassical rate theory,
J. Chem. Phys. 191 (1994) 9534-9547.
27
[65] V. Sˇpirko, Nonadiabatic corrections for coupled oscillators using
Rayleigh-Schro¨dinger perturbation theory of very high orders, J. Chem.
Phys. 102 (1995) 8906-8915.
[66] M. Dunn, D. K. Watson, and J. R. Walkup, On the behaviour of Pade´
approximants in the vicinity of avoided crossings, J. Chem. Phys. 104
(1996) 9870-9875.
[67] H. Tas¸eli and R. Eid, Converging bounds for the eigenvalues of multi-
minima potentials in two-dimensional space, J. Phys. A 29 (1996) 6967-
6982.
[68] H. Tas¸eli and R. Eid, Eigenvalues of the Two-Dimensional Schrodinger
Equation with Nonseparable Potentials, Int. J. Quantum Chem. 59
(1996) 183-201.
[69] D. Z. Goodson and A. V. Sergeev, On the use of algebraic approximants
to sum divergent series for Fermi resonances in vibrational spectroscopy,
J. Chem. Phys. 110 (1999) 8205-8206.
[70] P. Amore and F. M. Ferna´ndez, Variational collocation for systems of
coupled anharmonic oscillators, Phys. Scr. 81 (2010) 045011.
[71] P. Amore and F. M. Ferna´ndez, Rayleigh-Ritz variation method and
connected-moments expansions, Phys. Scr. 80 (2009) 055002.
[72] F. M. Fernandez and J. Garcia, Eigenvalues and eigenfunctions of the
anharmonic oscillator V(x,y) = x2y2, Cent. Eur. J. Phys. 12 (2014)
499-502. arXiv:1310.5229v1 [quant-ph]
28
[73] F. M. Ferna´ndez, Perturbation theory by the moment method and point-
group symmetry, J. Math. Chem. (2014)arXiv:1409.4120 [quant-ph]
[74] F. M. Ferna´ndez, On the symmetry of the quantum-mechanical particle
in a cubic box, arXiv:1310.5136 [quant-ph].
[75] F. M. Ferna´ndez and J. Garcia, Non-Hermitian Hamiltonians with
unitary and antiunitary symmetries, Ann. Phys. 342 (2014) 195-204.
arXiv:1309.0808 [quant-ph]
[76] F. M. Ferna´ndez and J. Garcia, PT-symmetry broken by point-group
symmetry, J. Math. Phys. 55 (2014) 042107. arXiv:1308.6179v2 [quant-
ph].
[77] P. Amore, F. M. Ferna´ndez, and J. Garcia, On the eigenval-
ues of some non-Hermitian Hamiltonians with space-time symmetry,
arXiv:1403.4239 [quant-ph].
[78] P. Amore, F. M. Ferna´ndez, and J. Garcia, Is space-time symmetry a
suitable generalization of parity-time symmetry?, Ann. Phys. 350 (2014)
533-548. arXiv:1405.5234 [quant-ph]
[79] P. Amore, F. M. Ferna´ndez, and J. Garcia, Non-Hermitian oscillators
with Td symmetry, Ann. Phys. (2014)arXiv:1409.2672 [quant-ph]
[80] M. Hammermesh, Group Theory and its Application to Physical Prob-
lems, (Addison-Wesley, Reading, Massachussets, 1962).
[81] M. Tinkham, Group Theory and Quantum Mechanics, (McGraw-Hill
Book Company, New York, 1964).
29
[82] F. A. Cotton, Chemical Applications of Group Theory, (John Wiley &
Sons, New York, 1990).
[83] J. K. L. MacDonald, Successive approximations by the Rayleigh-Ritz
variation method, Phys Rev. 43 (1933) 830-833.
30
