Parsing diverse nerve cells into biological types is necessary for understanding neural circuit 6 organization. Morphology is an intuitive criterion for neuronal classification and a proxy of 7 connectivity, but morphological diversity and variability often preclude resolving the granularity of 8 discrete cell groups from population continuum. Combining genetic labeling with high-resolution, 9
large volume light microscopy, we established a platform of genetic single neuron anatomy that 10 resolves, registers and quantifies complete neuron morphologies in the mouse brain. We discovered 11 that cortical axo-axonic cells (AACs), a cardinal GABAergic interneuron type that controls pyramidal 12 neuron (PyN) spiking at axon initial segment, consist of multiple subtypes distinguished by laminar 13 position, dendritic and axonal arborization patterns. Whereas the laminar arrangements of AAC 14 dendrites reflect differential recruitment by input streams, the laminar distribution and local geometry 15 of AAC axons enable differential innervation of PyN ensembles. Therefore, interneuron types likely 16 consist of fine-grained subtypes with distinct input-output connectivity patterns. 17 18 19 20 INTRODUCTIONmorphology in the context of input-output connectivity. We discovered that cardinal AACs consists of 1 multiple discrete subtypes distinguished by their laminar position, dendritic and axonal arborization 2 pattern, and geometric features. The laminar arrangements of AAC dendrites may allow differential 3 recruitment by presynaptic input streams. Furthermore, the laminar stratification of AAC axon arbors 4 correlates with the distribution of PyN subsets and the local geometry of AAC axon terminals 5 differentially conform to the laminar features of PyN AIS, suggesting AAC subtypes that differentially 6 innervate PyN ensembles. Our results support a hierarchical scheme of neuronal classification (Zeng 7
and Sanes, 2017) and suggest that cardinal neuron types consist of fine-grained subtypes, which can be 8 deduced from light microscopy and mesoscale analyses that inform input-output connectivity patterns. 9
The gSNA platform enables scalable and comprehensive single neuron anatomical analysis, which will 10 provide foundational datasets for neuron type definition, classification, and census in the mammalian 11 brain. 12 13 14 RESULTS
16
Establishing a genetic single neuron anatomy (gSNA) platform 17
Our gSNA platform consists of four components (Fig. 1a) . The first is a method to systematically label 18 different sets of genetically targeted individual neurons to their entirety; the second is a technology for 19 simultaneous imaging of labeled neurons at axon resolution and all other cell body positions 20 throughout the entire mouse brain (dfMOST) (Gong et al., 2016) ; the third is a procedure to 21 completely reconstruct single neurons from brain volume image stacks; the fourth is an analysis 22 pipeline that registers and quantifies neuronal morphology within an appropriate spatial coordinate 23 system that reflect network connectivity. 24 25 Cell labeling is the starting point of neuroanatomy, yet specific, sparse, complete, and systematic 26 labeling of diverse nerve cells has been an enduring challenge since the invention of Golgi stain. We 27 combined genetic and viral methods to solve this problem in the mouse brain in several steps. We first 28 generated gene knockin recombinase driver lines that allow specific and reliable targeting of cell 29 populations defined by single or combinatorial gene expression (He et al., 2016 ; Taniguchi et al., 30 2011). Next, inducible CreER drivers enable titration of sparseness for single cell labeling (He et al., 31 2016) . Further incorporation of recombinase-activated AAV vectors achieves high level reporter gene 32 expression for complete cell labeling (Fig. 1b, Fig. 2 ). Systematic iterations of this strategy with the 33 accumulation of driver lines (e.g. similar to those in Drosophila; (Jenett et al., 2012)) will enable 34 increasingly comprehensive coverage of genetically defined populations across the mouse brain. Here 35 we demonstrate the gSNA platform in resolving morphological diversity and granularity by analyzing 36 a well-recognized interneuron type in the cerebral cortex. "subtypes", how should subgroups be defined, and what is the appropriate granularity. 5 6
We have previously captured cortical AACs through genetic fate mapping of neural progenitors of the 7 embryonic medial ganglionic eminence (MGE) using the Nkx2.1-CreER driver line (Taniguchi et al., 8 2013). Conversion of transient Nkx2.1-CreER expression in MGE progenitors to a constitutive Flpase 9 activity in AACs enabled postnatal viral targeting (He et al., 2016) . By controlling CreER efficiency 10 (i.e. tamoxifen dose), AAV injection volume and location, we were able to achieve specific, sparse, 11
and complete labeling of AACs in defined cortical areas ( Fig. 2; Supplemental Fig. 1 dual-color fluorescence micro-optical sectioning tomography (dfMOST) system to image the whole 20 brain samples at submicron resolution ( Fig. 1c; Movie 1) . The dual-channel capturing of neural 21 morphology labeled by GFP and brain cytoarchitecture stained by propidium iodide (PI, red) were 22 achieved by using a wide-field upright epi-fluorescence microscopy with a blue laser (488 nm) for 23 fluorescence excitation and two separate TDI-CCD cameras for signal detection. Importantly, the PI 24 channel provided each brain dataset with a self-registered Nissl like reference atlas of cell body 25 distribution information, which allowed reliable delineation of cortical areas and layer boundaries 26 (Supplemental Fig. 1, 2) . Furthermore, the image contrast in PI channel was sufficient for the 27 reconstruction of pyramidal neuron main dendrites which were used for identifying local laminar and 28 vertical coordinates, readjusting cell orientation, and establishing a standardized platform for 29 comparative analysis between cells in different cortical areas (Supplemental Fig. 3 ).
31
From 11 whole brain dfMOST datasets, we completely reconstructed 62 AACs from mPFC, MC and 32 SSC ( Fig. 3a; Supplemental Fig.14 ; Supplemental Table 1 ). As axon arbors of AACs were 33 extremely dense and complex, all AACs were manually reconstructed. This dataset represents the first 34 set of complete and comprehensive AAC reconstructions in a brain region since their discovery 4 35 decades ago. The average length of AAC axons was ~2.1cm, average number of axon branches was 36 ~1369, and average axon branch order was ~31. A major goal of our analysis is to define and discover 37 AAC subtypes based on morphological features that inform connectivity, taking full advantage of the 38 obligatory synaptic relationship between AAC axon terminals and PyN AIS. Our strategy was to 39 examine the location and distribution of AAC cell bodies, their dendrite and axon arbor distribution, 40
and their axon arbor geometry in the well-established coordinates of cortical laminar organization 41 based on AAC postsynaptic targets -the PyNs (Fig. 3b) proportion of our reconstructed AACs was located within the supragranular layers, with a major 7 fraction at the layer 2 to layer 1 (L2/1) border (55%) and a much smaller set in layer 3 (5%) (Fig. 2, 3 ; 8 supplementary Fig. 1) . A significant portion of AACs were found in infragranular layers, both in 9 layer 5 (L5 22%) and L6 (16%). We found one AAC in layer 4 of SSC. Interestingly, in most case, 10 AAC somata tended to localize at the border between cortical layers, with prominent apical dendrites 11 and basal axons (Figure 2, 3) . At the areal border (defined by PI signal and cell distribution pattern), 12
AAC axons appeared to restrict to one area and did not cross areas (supplementary Fig. 5 ). 13 14 15
AACs elaborate laminar restricted and predominantly apical dendrites that protrude dendritic 16 spines 17
Almost all the reconstructed AACs elaborated prominent apical dendrites, while their basal dendrites 18
were often sparse and restricted to the close vicinity of cell bodies (Fig. 4) . The average span of apical 19 dendrites of L2 AACs was 85.0 µm (90% of dendrite arbors horizontally cover 85.0 ±23.0 µm radial 20 distance, mean ±SD, n=61) from soma (Supplemental Fig.6 ). In most cases, the apical dendrite 21 extended within the one layer above the soma location (e.g. L1 for L2 AACs and L5 for L6 AACs). In 22 several cases, L3 and L5 AACs extended apical dendrites all the way to the pia ( Fig. 3a ; Movie 5 and 23
Movie 6). In particular, all L2 and some L3, L5 AAC dendrites appeared to tightly attach to the pia 24 with thickened apical tufts; this is in contrast to many pyramidal neuron apical dendrites in L1 that do 25 not reach near or adhere to pia surface (Fig. 4a, Supplemental Fig. 4) . Interestingly, the apical but not 26 basal dendrites of L2 ChCs sprouted filopodia-like slender dendritic spines, which were especially 27 enriched in the upper half (68% in upper L1, the rest near L1/2 border) of L1 ( Fig. 4c-k) . The 28 polarized dendritic arborization suggests that AACs receive most of their inputs from above their cell 29 bodies. In particular, pia-attached AAC dendrites may recruit the most superficial L1 inputs and select 30 or modify these inputs through dendritic spines. 31 32 33 AACs elaborate laminar-stratified axon arbors, some with translaminar arbors 34
Although the characteristic shape and exquisite specificity of AAC axons have been recognized 35 decades ago, few or none have been reconstructed to their entirety. We found that AACs axons 36 arborized very extensively near the cell soma (below the soma for L2 AACs and both above and below 37 the soma for other cortical AACs; Fig. 5a-c; Supplement Fig. 7) . The average span of AAC axon 38 arbors was 129.2 µm (90% of axon arbors horizontally cover 129.2±27.5 µm radial distance; mean± 39 SD,n=61 ). In addition to the highly predominant local arbor (i.e. intralaminar), a significant fraction 40 of L2 and L3 AAC axons (~74% of our L2 AAC reconstructions) further extended to the deeper layers 41 (i.e. cross-and trans-laminar, Fig. 3 , 5b, d, Supplement Fig. 9 ; Movie 2, 3, 4). In particular, 42 translaminar axons of L2 AACs descended through intervening layers (e.g. L3-L5A in MC or L4 in 43 SSC) before elaborating terminal branches with presynaptic boutons (Fig. 5d) . This result suggests 1 that, in addition to exerting powerful control over local PyN populations, some L2/3 AACs likely 2 coordinate firing between local PyNs and a distant ensemble in an infragranular layer. Interestingly, 3
we observed one L6 AAC with an inverted polarity -its dendrite extended below toward the white 4 matter whereas the axon extended above toward L5 (Fig. 3a, Supplement Fig. 13 ). 5 6 7
AACs consist of multiple subtypes distinguished by dendrite-axon distributions that reflect 8 input-output connectivity patterns 9
The substantial variations in the location and morphology of AACs raise questions of whether they 10 consist of anatomical "subtypes" and how subtypes can be resolved with biologically relevant 11 granularity. As morphology is a proxy to and serves the purpose of connectivity, we first adopted a 12 connectivity-guided approach to morphology-based AAC subtyping. Our analysis was based on the 13 premise that at a mesoscale, establishing a synaptic connection requires the physical overlap between a 14 presynaptic axon and its postsynaptic element within a specific anatomic location, i. (Fig. 3b) . Importantly, the obligatory relationship between AAC 26 axon terminals and PyN AIS represents a rare case where AAC axon distribution alone indicates 27 connectivity to specific types of postsynaptic targets. Together these provide an inherent spatial 28 coordinate system to register AAC position and morphology in the larger framework of cortical input 29 and output streams (Fig. 3b) . As the laminar arrangement of AAC dendrites recruit different input 30 streams and the laminar stratification of axons mediate their output to separate PyN ensembles, we 31 designed a AAC clustering analysis that emphasized the laminar density distribution of AAC dendritic 32 and axonal arbors (Fig. 6 ) We excluded L3, L4 AACs ( Supplemental Fig 14) from this analysis as 33
there were few such examples (less than 4) in our current dataset.
35
Based on brain cytoarchitecture information of dfMOST datasets, we normalized AAC dendrite and 36 axon density distribution to a standardized cortex template (Supplemental Fig. 11 ). Hierarchical 37 clustering based on cortical laminar density distribution of axons and dendrites revealed multiple AAC 38 subtypes grouped according to the laminar distribution of their cell body position and dendritic and 39 axonal arborization. The identified L2 ChC clusters correspond to intra-(cluster 4), cross-(cluster 1) 40 and trans-(cluster 2 and cluster 3) ChC subtypes. The axon arbors of cluster 3 extend both the L5 and 41 L6 branches, but more dominantly innervate L5 (Supplementary Fig 12) . Cluster 7 AACs resided at 42 L5 and L6 border (i.e.L6a), their dendrites were restricted in L5 and L6a and their axons arborized 43 mainly in L6. Cluster 8 consisted of L6 AACs with intralaminar dendrite and axon arbors. These AAC 1 subtypes likely receive different inputs and control different subsets of PyNs, and thus are 2 distinguished by their circuit connectivity patterns. As the dendritic and axonal arbors of AACs are 3 either present or not present in specific cortical layers to recruit inputs or innervate targets, 4 respectively, AAC subtypes are likely unitary groups rather than subsets of a continuum. This was 5 particularly apparent for two broad groups of L5 AACs, one extended short, L5-restricted apical 6 dendrite and the other extended long, layer 1-reaching apical dendrites (Fig. 3, Supplemental Fig 10) . 7 We noted that this clustering method was not perfect as it assigned cell #38 to cluster 5, even though 8 cell #38 extended apical dendrite to layer 1, as those characteristic to cluster 6 (Fig. 6 , Supplemental 9 Fig. 8, 10 ). In addition to these 8 clusters (Fig. 6) , we detected 3 Layer 3 AACs (2 in SC, 1 in MC) 10 with translaminar axon arbors and apical dendrite reaching layer 1 (Supplemental Fig. 9 ; Movie 5), 1 11
Layer 4 AACs in SC (Movie 7), and 1 inverted layer 6 AAC in mPFC (Supplemental Fig. 13 on the neurons, and a topological summary independent of neuronal location and orientation is derived 23 from the descriptor function. We utilized three descriptor functions based on three different ways of 24 measuring distances from the soma (Euclidean, Geodesic and Cortical Depth). In addition, we also 25 used a community-standard metric (Scorcioni et al., 2008) , employed on neuromorpho.org.
27
We performed hierarchical clustering employing each of these metrics, varying the number of clusters.
28
By examining the overlap between the resulting clusters (ARI and SI indices, Figure 6d , e) we 29 concluded that the metrics carry independent information about neuronal shape. We hypothesized that 30 if a pair of neurons appears in the same cluster across all the metrics, this provides robust evidence that 31 those neurons belong to the same morphological type. We thus proceeded by defining a graph in which 32 each neuron is a node, and two nodes are connected if and only if they appear in the same cluster 33 across all five metrics considered. This procedure produced a set of disconnected cliques (fully 34 connected clusters). The three largest cliques corresponded to three robustly identified AAC cell types 35 that are also visible in the hierarchical clustering using only the laminar density of the axons: the intra-, 36 cross-, and trans-layer 2 AAC subtypes (Figure 6g; Supplementary Figure 17) . A significant 37 number of AACs could not be grouped into cliques, likely due to less than enough sample size. We 38 hypothesize that with larger data sets, we will obtain similar robust cliques corresponding to other 39 AAC subtypes for which preliminary evidence is provided by the hierarchical clustering shown in 40
Figure 6d-g. 41 42 43 AAC subtypes can be revealed by axon terminal geometry that correlates with that of 1 postsynaptic AIS 2
In addition to the laminar stratification of axon arbors, AAC axon terminals in different cortical layers 3 manifested different geometric characteristics such as orientation, tortuosity, path distance, and branch 4 order ( Fig. 5e-h, Fig. 7 ). As strings of AAC presynaptic terminals (i.e. "cartridges") mostly align with 5 the AIS of postsynaptic PyNs, we hypothesized that certain geometric features of AAC terminals 6 reflect and correlate with those of the AIS. For example, the orientations of AIS in supragranular 7 layers of mPFC were largely vertically aligned, but deviated substantially from this columnar 8 orientation in infragranular layers (especially in L6; Fig. 7a-c, Supplemental Fig. 12 ). Consistent with 9 this postsynaptic feature, AAC axon terminals in supragranular layers were also organized in 10 predominantly vertical and parallel orientations, each largely straight and decorated with strings of 11 presynaptic boutons (e.g. cartridges), which together earned them the name "chandelier cell". In 12 infragranular layers, on the other hand, the orientation of AAC terminals varied significantly with 13 increased tortuosity that correlated with local PyN AISs ( Fig. 7d-i) . Interestingly, analysis of several 14 geometrical features of AAC terminals properly grouped AACs according to areas, laminar positions, 15
and L2 subtypes (Fig. 7j) . In particular, several pairwise combinations of features classified AACs 16 according to their areal, laminar locations and even the three subtypes within layer 2 ( Fig. 7k-o) . It is 17 notable that AAC subtypes identified by axon local geometry are consistent with those identified by 18
analyzing the laminar distribution of dendritic and axonal arbors ( Another key requirement for reconstructing complete single neurons using light microscopy is sparse 42 and robust labeling; and systematic labeling across neuronal populations is necessary to achieve 43 comprehensive discovery of neuron types toward a cell census. Conventional transgenic approach 1 lacks specificity and sparseness. Although viral vectors can achieve sparse labeling of distal axons 2 (Economo et al., 2016), their limitations include 1) dense labeling of local collaterals that are difficult 3 to reconstruct, 2) lack of specificity to local interneurons, and 3) lack of orthogonal information (e.g. 4 molecular markers) to further restrict labeling and help interpret morphological variations in cell type 5 identification. Our combinatorial genetic strategy overcomes these limitations. We engage multiple 6 cell features to target subpopulations defined by gene combinations, lineage, birth time and anatomy 7 (He et al., 2016). We further incorporate inducible and viral methods to achieve reliable single cell 8 labeling (Fig. 1b) , which enables "saturation screening" of morphological types or subtypes within the 9 subpopulation. Although here we have not reached saturation screening of cortical AACs, as L4 and 10 inverted L6 AACs were detected only once in our dataset, the approach demonstrates unprecedented 11 specificity and comprehensiveness to one of most rare cortical cell types known to date. , 2016) . Although the precise identity of input and 35 output elements cannot be inferred from spatial location alone, anatomic parcels based on decades of 36 classic studies provide significant information to include and exclude pre-and post-synaptic elements 37 and thus to infer possible as well as impossible connectivity. This analysis framework is likely to 38 recognize seemingly "subtle" morphological variations (e.g. translaminar dendrite or axon branches of 39 AACs) which yet have significant impact on connectivity and thus cell function. In this context, the 40 dfMOST datasets, which allow automatic registration of single neuron morphology into proper global 41
and local coordinates at cellular resolution within the same brain (Gong et al., 2016) , is key in analysis 42 strategies to identify and distinguish cell types and to inform connectivity. In analyzing AAC 43 morphology, for example, the precise cell distribution information of the dfMOST dataset is crucial to 1 derive and normalize laminar coordinates in different cortical areas, which enabled areal and laminar 2 comparisons and inferences of input-output connectivity patterns that distinguished AAC subtypes.
3
Our results indicate that high resolution morphology dataset alone, when registered within proper 4 spatial coordinates that reflect brain circuit organization, contain rich anatomical information on cell 5 identity and connectivity. This analysis framework should apply to projection neurons as dfMOST 6 datasets contain brain wide information on anatomical parcels that will inform the potential synaptic 7 targets of long range axon branches. Therefore, light microscopy-based high throughput single neuron 8 anatomy will likely provide substantial information and insight on cell type diversity and mesoscale 9 connectivity in the mammalian brain. cluster. Note that cell #38 in cluster 5 has apical dendrites (arrow) reading L1 -a defining feature of 32 cluster 6, but its lack of L3 axon branches (as it is located in SSC with a prominent L4) likely assigned 33 it to cluster 5.
34
(d-g) Clique analysis for the identification of robust AAC clusters. Clique analysis was conducted 35 based on hierarchical clustering with 5 different metrics on AAC axons: Three persistent-homology 36 based metrics, using 3 different ways of measuring distance from the soma, as scalar descriptor 37 functions defined on the neuronal processes: euclidean, geodesic, and depth from cortical surface ("y-38 axis"), and the length density and L-measure metrics (Scorcioni et al., 2008) 
defined in the text (d-e). 39
Laplacian eigenmap embedding of hierarchical clustering for the 'y-axis'based metric (d) and other 40 descriptors (Suppl Fig. 16 ). The selection of 'K' was based on silhouette analysis. Silhouette plot for 41 K = 4 with y-axis as the input metric, thickness denotes sizes of clusters, red dotted line denotes 42 average silhouette score, larger score means better clustering (Figure 6e and Suppl Fig. 15 ). The 43 relations between the 5 metrics were quantified by Similar Index (SI) and Adjusted Rand Index (f). 1 Three robust AAC clusters were identified based on the clique analysis (Figure 6g and Suppl Fig.17 Li, A., Gong, H., Zhang, B., Wang, Q., Yan, C., Wu, J., Liu, Q., Zeng, S., and Luo, Q. (2010). Peng, H., Zhou, Z., Meijering, E., Zhao, T., Ascoli, G. Tasic, B., Menon, V., Nguyen, T.N., Kim, T.K., Jarsky, T., Yao, Z., Levi, B., Gray, L.T., Sorensen, S.A., For immunostaining experiments, we crossed Nkx2.1-CreER mice with Rosa26-lox-stop-lox-tdTomato 11 (Ai14) mice (The Jackson Laboratory stock 007905). To ensure embryonic day 18.5 (E18.5) TM 12 inductions, Swiss Webster or C57B6 females (Taconic) were housed with Nkx2.1CreER;Ai14 13 (ht/homo) males overnight and females were checked for vaginal plug by 9am the following morning. 14 At E18.5, pregnant females were given oral gavage administration of TM (dose 3mg / 30g of body 15 weight) for sparse labeling of AACs. AACs are labeled with tdTomato. 
Stereotaxic virus injection 22
Flp dependent AAV-fDIO-TVA-GFP (TVA: avian glycoprotein EnvA receptor) cassette was assembled 23 and cloned using standard molecular cloning protocols with restriction enzymes from New England 24
Biolabs. TVA-GFP (pAAV-EF1a-FLEX-GT) was a gift from Ed Callaway (Addgene plasmid # 26198).
25
The cassette was subcloned into AAV-Ef1a-FD-YFP-WPRE (a gift from the Deisseroth laboratory, 26
Stanford University) using NheI and AscI cloning sites (Fenno et al., 2014) . All constructs were 27 sequenced to ensure their fidelity and proper reversed orientation of the inserts, and packed into AAV8 times). After dehydration, we replaced ethanol with graded series of xylene (with pure ethanol): 50% 50 xylene (2h, 2 times) and 100% xylene (2h the first time, and then overnight). We then infiltrated 1 samples in graded series of Lowicryl HM20 resin (in xylene): 50% HM20 (2h), 75% HM20 (2h), 100% 2 HM20 (2h, 2 times), 100% HM20 (2 days). After resin infiltration, samples were heat-polymerized at 50 3 ℃for 8 hours in a vacuum oven. All dehydration and infiltration procedures were treated at 4 ℃. All 4 solutions were prepared in weight. 5 6
Note: During wide-field based dfMOST imaging, autofluorescence produced by lipofuscin in the resin-7 embedded brain tissue often interfered with image contrast. Swiss Webster mice, especially after 8 2months of age, usually express more lipofuscin compared with C57/BL6 mice. To reduce the effect of 9 lipofuscin, all animals in this study were sacrificed around P51-P54. 10 11 4. Whole-brain dual-color fMOST (dfMOST) imaging 12
Plastic embedded brain samples were mounted on a metal base and then installed under a dual-color 13 fluorescence micro-optical sectioning tomography (dfMOST) system for whole-brain imaging. The 14 dfMOST system is a wide-field block-face imaging system. A blue laser (488nm) was used as the 15 excitation light source with two separate TDI-CCD cameras for signal detection. This system runs in a 16 stripe scanning mode (X axis) and combines with an afterward image montage to realize the centimeter-17 scale coronal data acquisition (Yang et al., 2015) . A precision motorized XYX stage is used to conduct 18 imaging scanning, areal expansion and ultra-thin sectioning by a diamond knife (Li et al., 2010) . We used a 60X water immersion objective (NA 1.0) for imaging, which provided the system with 27 submicron resolution at 0.2 × 0.2×1 µm voxel sampling rate for each whole-brain dataset. High 28 resolution and high density sampling rate greatly facilitated our cell reconstruction procedures and are 29 especially necessary for reconstructing dense neural arborizations and fine structures (such as axon 30 boutons and spines). 31 32
The red channel was used to capture the whole brain cytoarchitecture which was counterstained by 33 propidium iodide (PI) (Gong et al., 2016) . PI dyes were dissolved in the imaging water bath, thus stained 34 the exposed DNAs and RNAs on the tissue surface (also see SupplementaryFig. 2).. plane, and the arbor length in each grid were summed covering the whole z direction. The distribution 36 pattern in coronal plane (i.e. xy plane) was represented in heatmap. Length density profile along the 37 cortical depth direction (i.e. y-axis) were plotted to quantify the laminar distribution pattern by 38 integrating fiber length along x direction from heat-map. Similarly, length density profiles along x-axis 39 (middle-lateral) and z-axis (anterior-posterior) were plotted to quantify the horizontal distribution 40 patterns ( Supplementary Fig. 7 b-f) . To make easy comparison, we normalized profile by dividing the 41 fiber total length of the cell (length ratio). Layer boundaries were also plotted in the length density 42 figures (dashed lines). Their positions in the y-axis was the average coordinates of all the contouring 43 points covering the neuron arbor extent in x direction (Supplementary Fig. 11 ). 44 45 46
Normalized Length density distribution on a standard cortex template 47
For comparative analysis among AACs from different brain areas and samples, we normalized the 48 laminar distribution of AAC axonal and dendritic arbors to a standard cortex template (y-axis only). In 49 the neocortex, only SSC has L4 compared with mPFC and MC, and the L6-WM (white matter) border 50 in mPFC is usually not discernable in the coronal plane. And the thickness of the same layer in different 1 cortical areas and even subareas can be different. To address these issues, we performed normalization 2 based on the thickness of each layer, rather than using the distance from pia to WM. According to these parameters, as shown in Supplementary Fig. 11 , axon arbors were subdivided with 8 different intervals for L1, L2/3 and L5. For the arbors above L1 and below L5 (L6), we used the 9 dividing intervals of L1 and L5 respectively. Since the axons of most AACs did not innervate L4 10 (except one L4 AAC), we removed L4 length density data for all the AACs in SSC. Based on this 11 method, we could get normalized length density distribution curves of dendrites and axons for each cell 12 from all the three cortical areas. To robustly classify the AACs we did a comparative clustering study across five different metrics, to 26 find neuronal groups that clustered together irrespective of metric utilized.
28
Three of the metrics were derived from topological considerations described in (Li et al 2017) (Li et al., 29 2017b ). This methodology starts by defining a "descriptor function", which is a scalar valued function 30 defined on the axons and dendrites of each neuron. The procedure then computes a topological signature 31 known as the persistence diagram for each neuron based on the descriptor function. Finally, the distance 32 between two neurons is defined by computing a suitable metric between the persistence diagrams. The 33 persistence diagrams are by definition invariant to rigid translations and rotations, and may have further 34
invariances. Three of the metrics were defined by using three different descriptor functions, in each case 35 defined as a suitable distance from the soma to the point on the neuron. The three distance functions 36 used were Euclidean distance, Geodesic distance along the neuron, and distance along the normal to the 37 cortical sheet (we denote this the "y-axis" for brevity). 38 39
In addition, we used a metric defined by taking KL distance between the histograms created by 40 projecting the neuronal processes onto the y-axis ("length density"), and finally a community-standard 41 metric, the L-measure (Scorcioni et al., 2008) , used on neuromorpho.org.
43
How related are these metrics? To answer this question, we performed hierarchical clustering using each 44 of the metrics, fixing the total number of clusters to be K. In general the different metrics produced 45 different sets of clusters. We compared the sets of clusters across two metrics, using the Adjusted Rand corresponding to perfect correspondence between two sets of clusters. We found (Fig 6f) that both 50 indices were generally closer to 0 than to 1, indicating that these metrics measured independent 1 geometrical/topological characteristics of the neurons. Thus, if neurons were grouped together by all 2 five metrics, we would gain confidence that they were robustly classified into these clusters. 3 4
To perform this robust classification we used the following method: (i) first, we carried out hierarchical 5 clustering using each of the metrics, with a fixed number K of clusters, (ii) We then defined an 6 undirected graph G with each node corresponding to a neuron. The edge between two neurons is either 1 7 or 0 based on whether the neurons clustered together or not as described below. (iii) We then looked for 8 disjoint cliques (in a clique, each node is connected to every other node in the clique; intuitively, a 9
clique constitutes a set of very similar neurons). These disjoint cliques were our robust clusters. 10 11
Let the number of metrics be M (=5 in our case). We introduced a parameter N that controlled the edge 12 weights of the graph G as follows: If two neurons belonged to at the same cluster for at least N of the M 13 metrics, then we gave that edge a weight 1, otherwise we gave it a weight 0. Thus, the graph G was a 14 function of two parameters K,N. We then looked for maximal cliques in G(K,N). For N<M, 15 the maximal cliques in G were not in general disjoint, however for N=M the cliques can be shown to be 16 disjoint. Consider the relation between two neurons given by an edge in G(K,M). This relation is 17 transitive: if two pairs of neurons (N1,N2) and (N2,N3) are connected, then (N1,N2) must belong to the 18 same cluster across all metrics, as well as neurons (N2,N3). It follows that (N1,N3) must also belong to 19 the same cluster (of which N2 is a member). This transitivity guarantees the disjointedness of the 20 maximal cliques: If two cliques share a vertex, then the two cliques must be identical. Thus, we 21 considered only G(K,M) and found the disjoint maximal cliques. In our case M=5. We selected K 22 by examining the average silhouette scores of the clusters versus K (http://scikit-23 learn.org/stable/auto_examples/cluster/plot_kmeans_silhouette_analysis.html#sphx-glr-auto-examples-24
cluster-plot-kmeans-silhouette-analysis-py ). Finally, performing clique analysis 25 on G(K=4,N=M=5), we found 3 cliques with size greater than 2 (with sizes 4,6 and 8 respectively; Fig  26  6g ). These cliques were the output of our robust clustering analysis, and exemplars from each clique 27 are showin in Fig.6g . 28 29
Immunostaining 30
Adult animals (P45-P60) were perfused with 4% PFA in PBS. The brains were removed and post-fixed 31 overnight in the same fixative. Coronal brain slices were sectioned at 75 um thickness via vibratome.
32
Sections were blocked with 10% normal goat serum in 0.5% Triton in PBS for an hour and then 33 incubated overnight with primary antibodies diluted in blocking solution at room temperature. Primary 34 antibodies used were: rabbit polyclonal RFP (1:1000, Rockland) for labeling AACs, mouse monoclonal 35
Ankyrin-G ( 1:500, Neuromab) to label pyramidal axon initial segments (AIS), and rat monoclonal 36 muscarinic Acetylcholine receptor m2 (m2AChR) (1:500, Millipore Sigma) to discriminate L3/5 and 37 L5/6 boundaries in mPFC. Sections were subsequently washed and incubated with the appropriate 38 fluorescently-conjugated secondary antibodies diluted in the same buffer for 3 hours at room 39 temperature. Secondary antibodies used were: Alexa Fluor 488 goat anti-rat (1:500, Invitrogen), Alexa 40
Fluor 594 goat anti-rabbit (1:500, Invitrogen), and Alexa Fluor 647 goat anti-mouse IgG2a (1:500, 41 Invitrogen). 42 43 11. Code availability 44
All custom codes used in this study are available from the corresponding author upon reasonable request. 45 46
Data availability 47
The data that support the findings of this study are available from the corresponding author upon 48 reasonable request. 49 50
