I. Introduction J ETengines are tested in facilities like that shown schematically in Fig. 1 . The engine is placed in a so-called test cell, in which the desired sea-level or altitude environmental conditions can be specified. The jet plume is exhausted out of the test cell, often through a diffuser. These gases are then carried downstream, cooled, and released to the atmosphere.
It has been reported in several studies [1] [2] [3] [4] , that under certain testing conditions high-intensity pressure fluctuations are observed in such facilities. The intensity of the fluctuations in the exhaust system reach, in some cases, nearly 170 dB, which is beyond the acceptable limit for the installations, and so the tests are stopped to prevent structural damage. These events occur at specific testing conditions but their mechanism is not fully understood and the conditions leading to resonance can not currently be anticipated. The frequency of the fluctuations is in general close to that of an acoustic normal mode of the facility, typically that of the exhaust-diffuser, but the mechanism driving the resonance is uncertain.
There is to date no means to predict whether or not this highamplitude resonance will occur for a given set of testing conditions, or to anticipate the intensity under resonance [4] . So far, these resonances have been suppressed by trial-and-error procedures, either by changing the flow testing conditions (e.g., changing the amount of water spray injected to cool the diffuser walls or the amount of coflow) or the facility configuration (e.g., adding Helmholtz resonators to the diffuser, tuned to the frequency of the excited normal mode) [3] . Furthermore, it is not fully understood why this phenomenon occurs and what are the mechanisms driving it. From a practical point of view, such understanding should allow prediction of the regimes under which the resonance occurs and suggest effective mitigation procedures.
The aim of the present work is to study resonances of the type observed from a fundamental point of view. To this end, a simple, two-dimensional ducted-jet model is designed to include the key features of the facilities needed for resonance so that we can simulate the flow numerically for different jet regimes. The use of numerical simulation allows us to visualize in more detail the flow variables as they go through a resonance cycle, allowing us to identify the features involved in the acoustic loop and to better characterize the acousticjet coupling. It is noted, however, that we expect to obtain a resonance cycle qualitatively similar to those in experiments, but we do not expect to match any quantitative result with this model configuration, since the details of the flow in this two-dimensional model are different.
The present study is structured as follows. In Sec. II, the model problem and the numerical method used are described. This model problem is a two-dimensional simplified version of the ducted-jet setup, which includes the shock-cell structure and shear layer of the imperfectly expanded jet, the acoustics of the duct, and the receptivity at the jet inflow. The numerical method that is used to solve the compressible-fluid flow equations is also outlined in this section. In Sec. III, the results of selected test cases are presented, and the main features of resonant and nonresonant regimes for this model problem are discussed. In Sec. IV, the data are analyzed in detail, and the implications of the results obtained in the model problem on the resonance phenomena in test-cell facilities are further discussed.
II. Model Confined Jet

A. Model Configuration
The model configuration is shown in Fig. 2 . A jet of width h with a coflow passes through a duct of width H and length L.
The coflow spans the width of the duct and enters it through a reflective inflow. In this sense, the duct inflow resembles an ideal porous wall. Hence, the acoustic behavior of the duct is as if one end were closed and the other open (the inflow and outflow ends, respectively). Linear analytic models of these chambers have been designed using a similar assumption [2] . The jet and coflow exhausts to quiescent ambient conditions, with temperature T 1 and pressure p 1 . The duct walls have thickness w.
The model problem includes the main features thought to play a role in the resonance phenomenon: an imperfectly expanded supersonic jet, its shock-cell structure, a shear layer separating the jet from the coflow, the acoustic confinement of the duct, and the receptivity at the inflow to acoustic perturbations. This allows the study of the problem at a fundamental level. However, it should also be clear that there are features of the full-scale facilities that are not captured by this model. The most important are expected to be the following:
1) The flow is two-dimensional. In rectangular jet ejectors the flow is essentially two-dimensional, including the region where strong screech waves are generated [5] . Modes and features that are particular to cylindrical geometries will not be captured (for example, the helical or swirling movement of the jet). The effects of turbulence will also not be included. Turbulence produces broadband sound but is not thought to be an essential factor in the resonance.
2) There is no test cell represented upstream of the jet exhaust. Acoustics of the test cell might be a factor in actual facilities, but do not appear to be essential for it and therefore is not taken into account in this model configuration.
3) There is no nozzle. It has been suggested [3] that some resonant regimes are present due to strong oscillation in convergent-divergent nozzles, when the nozzle flow is transonic and a shock front is formed inside the nozzle. This specific mechanism is not taken into account by this model, but the inflow condition provides reflection of the acoustic perturbation into jet instabilities, which are expected to be important.
4) There is no engine, combustion, or species in the flow. Resonant regimes have been obtained in experiments without these elements. However, they might play a role in specific cases in actual test cells, which will not be assessed here.
In spite of these differences, the basic features believed to be involved in the phenomena are represented. Indeed, we shall see that our model geometry is sufficient to show strong resonances with characteristics matching those observed in full-scale facilities.
The flow is governed by the Navier-Stokes equations for compressible flows, which in nondimensional form are We take Pr 0:72, and 1:4. The inflow to the duct is modeled as an injecting no-slip wall with a jet profile, as shown in Fig. 3 .
The inflow profiles are all specified as 
to enforce a no-slip condition at the duct walls. The inflow is fully determined by the expanded jet parameters (M jet u jet =a jet and p jet , T jet ), the ratio between the mass flow rates of the coflow and the jet ( _ m cof = _ m jin ), the coflow temperature T cof , and the thickness parameters w and w2 .
In the model, the jet flow is set as if it were exhausted from a nozzle, with an exit design Mach number M e u jin =a jin . Then the jet inflow condition is computed from the expanded jet parameters using isentropic flow relations. The mass flux for the jet at the inflow is m x jin jin u jin jin M e T jin p . The mass flux of the coflow is obtained using the ratio between the flow rates of the jet and the coflow ( _ m cof = _ m jin ). In actual facilities, as well as in experiments, this ratio usually ranges between 10 and 20% [6] . Furthermore, it has been observed that the measured spectra in experiments is insensitive to this parameter. We parametrize the flow rates by considering uniform profiles in the jet region and in the coflow region, with widths 1 and H 1, respectively. Thus,
The temperature of the coflow T cof is equal to the ambient temperature. Note that the inflow has both a supersonic and a subsonic region (corresponding to jet and coflow, respectively). The temperature profile at the inflow does not vary in time, while the density and pressure are steady in the supersonic region and dependent on time on the subsonic region. In this region they are obtained from the characteristic boundary condition imposed and the energy equation, respectively. The duct walls are no-slip and isothermal with temperature set equal to T 1 .
B. Numerical Method
The model problem described in Sec. II poses several challenges from the numerical simulation point of view. In this flow, lowamplitude acoustic effects embedded in the higher amplitude hydrodynamic disturbances are important and have to be captured accurately in order for there to be a self-sustained resonant regime. Another important issue is the presence of large gradients within the flow due to the shock-cell structure in the jet core, which is the source of pressure waves that leak out of the jet (screech). Full details of the method are available elsewhere [7] . Here, we provide a basic outline of the scheme.
The equations are integrated in time using a standard fourth-order Runge-Kutta scheme, using a constant time step. In space, the equations are discretized on a staggered mesh and solved using finite differences. The staggered-mesh arrangement provides a robust formulation because of the discrete conservation of kinetic energy in the incompressible limit, in addition to mass and momentum [8] . It also provides improved resolution properties for finite difference derivative operators [9] , although this benefit does not apply to every term in the flow. A formulation for compressible flows was developed by Nagarajan et al. [10] , in which the superior stability properties over the regular and collocated mesh formulation were demonstrated. Boersma [11] implemented this discretization successfully for the case when chemical species are transported and reaction are coupled with the flow. In this formulation, only interpolation and first-derivative operators are needed. Highresolution (sixth-order) centered finite differences are used for interior points, where implicit schemes are used in the y direction and explicit schemes are used in the x direction. The explicit scheme facilitated the simpler one-dimensional decomposition of the domain for solution in parallel. The x direction was chosen for parallel decomposition because more points are needed in the x direction than in the y direction due to a larger domain.
To simulate the shock-cell structure of the jet, we use the artificial nonlinear viscosity method developed by Cook and Cabot [12] and extended by Fiorina and Lele [13] to solve reacting flows. In this work the original formulation of Cook and Cabot [12] is used, since just a single nonreacting phase is included.
The incoming and wall boundary conditions inside the duct are enforced using a standard characteristic formulation [14] . The incoming and outgoing characteristics are schematically depicted in Fig. 4a . The inflow to the duct is modeled as a porous isothermal wall with constant mass flow rate. Hence, m x , m y , and T are constant in time, with m y 0. The inflow can be divided into a region of supersonic flow, which includes the jet core and part of the shear layers, and a region of subsonic flow, which includes the rest of the shear layers and the coflow. In the supersonic region there are no outgoing characteristics, hence all the primitive variables are determined from the steady inflow profile. In the subsonic region, following the procedure and nomenclature of Poinsot and Lele [14] , the density is determined using
The amplitudes L 2 and L 5 are obtained from 
where M u=a is the local Mach number. For constant m x and T, we obtain
Since L 1 is an outgoing wave, it can be computed from the flowfield directly. The internal energy is then computed using the equation of state after each RK4 substep. For the isothermal no-slip walls of the duct, the same approach is followed, as detailed by Poinsot and Lele [14] . The nonreflecting inflow and outflow conditions outside the duct are implemented using a stretched mesh buffer zone, in which the variables are low-pass filtered, and driven towards a target value by adding a forcing term of the form F x; y (target ) added to the right-hand side of the Navier-Stokes equations, with q f; m x ; m y ; Eg [15] .
The buffer zone is defined by the function x; y maxf x x; y yg, with x x given by
x 2 x x max (10) and with y y defined analogously. For the inflow region, seen in Fig. 4a , x x y y 0.
The explicit low-pass filter is defined aŝf
After each time step, the filter is applied in both the x and y directions, such that
In this way, the fields are filtered gradually and primarily in the direction normal to the each inflow or outflow boundary. At the edge of the computational domain characteristic nonreflecting inflow and outflow conditions are applied [14] . Since receptivity at the inflow is an essential part of the resonance cycle, it is necessary to ensure that the inflow condition provides such receptivity of the shear layer to acoustic disturbances. Note that in the model configuration depicted in Fig. 3 the jet enters the domain right at the nozzle exit. In this sense, the inflow works as a virtual nozzle just outside the computational domain. To assess the viability of this approach, the receptivity at the inflow was tested and demonstrated as follows: a Gaussian pressure pulse was imposed in the freestream at (3, 1), in a free, symmetric, imperfectly expanded M jet 1:2 jet. As expected, when the pressure disturbance reaches the inflow, the shear layer is perturbed, and a hydrodynamic wave is generated. This test was computed for several amplitudes of the initial pressure pulse. In Fig. 4b , the peak amplitude of the streamwise momentum fluctuation at (0.5, 0.5) is plotted against the peak pressure fluctuation of the incoming pulse at (0.05, 0.55). This shows the nearlinear response between the incoming pressure disturbance and the hydrodynamic wave generated by the inflow condition. The amplitude at (0.05, 0.55) is representative of the incoming pressure disturbance, outside the shear layer, whereas the amplitude at (0.5, 0.5) is representative of the hydrodynamic disturbance generated in the shear layer, in the linear region of growth. It is also noted that the tested pressure amplitudes at (0.05, 0.55) span the range of those in the simulation results presented in Sec. III. In view of these results, we conclude that the approach taken in the model problem is suitable for the purpose of the study of this model problem.
III. Results
A. Symmetric Resonant Flow
A set of test runs was performed in the model configuration, including jets in both symmetric and flapping jet regimes. Symmetry, when imposed, was enforced by a symmetry boundary condition at the jet centerline. From those test runs, high-amplitude pressure fluctuations (resonant) were observed for the underexpanded jet case at M jet 1:2 in the symmetric regime (the complete set of parameters is presented in Sec. III.B). In the nonsymmetric cases, large flapping movement of the jet was obtained, and large hydrodynamic fluctuations were present in the region near the downstream end of the duct, as can be seen in Fig. 5 , but no dominant tone was present in the frequency spectrum. In many cases, the jet became attached to one side of the duct, with a low-pressure recirculating region between the jet, the wall, and the inflow. The axisymmetric case is closer to the behavior observed in resonances in testing facilities, in the sense that dominant tones with frequencies similar to those of the normal modes of the duct were present, and hence we focus our study on this case.
For the numerical simulation of the symmetric flow only half of the spanwise domain is simulated, since , m x , and E are even functions of y about the centerline, y 0, and m y is an odd function of y. The original interpolation, derivative and filtering operator were modified to automatically enforce these symmetries. In this way, the resolution properties of the implicit schemes are fully retained.
B. Resonant Ducted Jet
Simulations in the model configuration were performed in a grid of 670 350 points in the duct. The complete mesh has 1916 1001 points, where the domain including buffer zones spanned 0 x 46:8, 0 y 18:8. The mesh points were clustered near the wall and inflow boundaries, the duct exit, and the center of the duct. Figure 6 shows every 40th point in each direction of the nonuniform mesh, and a visualization of the function that determines the buffer zone. The inner edges of the buffer zone are located at mesh points 337 and 1556 in the x direction, corresponding to x 2:5 and 18.75, respectively, and at point 855 in the y direction, corresponding to y 9:43. Doubling the resolution for the M jet 1:2 case did not change any of the conclusions regarding the resonance mechanisms.
The simulations were performed for L=h H=h 5, w=h 0:22, T jet T w 1, w w2 1=12, 0:115, Re 1500, and spanning a range of Mach numbers from 1.1 to 1.6. The jet Mach numbers and nozzle design Mach numbers are specified in Table 1 , together with the peak frequencies observed in each case. Unless otherwise noted, the nondimensional frequency and the Strouhal number are
The results are given in terms of the nondimensional frequency since, as it is seen from Table 1 , the dominant frequency is the same for all jet Mach numbers for the chosen parameters of the model problem.
It will be shown later that this frequency, f 0:21, is related to acoustic resonant modes of the duct. In this section, the simulation of the M jet 1:2 jet is referred to as the resonant case, because a high-amplitude resonance was observed in this case. The results of the M jet 1:5 ducted jet (nonresonant) are also presented for comparison. Some results of the free (not ducted) M jet 1:2 jet (the free jet) are also discussed.
The initial condition for the simulation was set to the inflow jet and coflow profile along the x direction. The initial flow is transient, with the shock-cell structure forming and low-amplitude fluctuations appearing. In Fig. 7a the onset of resonance is observed, as the pressure at x; y 0:1; 2:4 increases in amplitude and becomes quasi-periodic. In Fig. 7b , the frequency components of pressure are also plotted, where A H pp p is the absolute amplitude for each frequency.
It is observed in Figure 8b that the amplitude of the dominant frequency is an order of magnitude higher in the resonant regime as compared with that of the free jet (138 dB versus 159 dB). It is also seen that the dominant frequency shifts from 0.340 in the free jet to 0.206 in the ducted jet.
In Fig. 9a the pressure history at (0.1, 2.4) is shown for the ducted M jet 1:5 jet. It is seen in Fig. 9b that the dominant frequency is approximately the same as in the M jet 1:2 jet, but the intensity (146 dB) is much lower despite the higher jet speed. Furthermore, it is seen that the harmonic frequencies are excited in the resonant jet and that this does not happen in the M jet 1:5 jet, where the secondary frequency in terms of amplitude is f 0:26. Note that in this case, unlike in the resonant jet, the harmonic frequencies of the dominant tone (f 0:2) are not excited.
The resonance cycle is defined in terms of the dominant frequency present in Fig. 7b , f 0:206, and the images are labeled in terms of fractions of the period T 4:85. The flow is not exactly timeperiodic, but the features that will be highlighted are essentially the same for each cycle.
For comparison, mean quantities for the resonant, free, and nonresonant jets are shown in Figs. 10-12 , respectively. The shockcell structure of the jets is clear. For the M jet 1:2 jet, the shocks are most clearly evident in Fig. 11 . The end of the first, second, third, and fourth shock cells are located near x 0:7, 1.8, 3.2, and 4.5. In the resonant case, shock cells are not observed beyond the third shock. In the nonresonant case, the shocks are more widely spaced and are located near x 1:0, 3.1, and 5.2.
Contour lines of vorticity fluctuations are plotted over contour flood of rate of dilatation in Fig. 13 , so the main vorticity structures and shock fronts in the flow can be seen. A main vortex (V1) can be seen in the 0.7 T image at about x 3. This main vortex can be tracked backwards through the image series as the evolution of a small vorticity packet near the jet inflow (V1 0 ) at about x 0:4 in the same image. In addition to the main vortex (V1), a smaller vortical structure (V2) can be seen in the 0.9 T image, between x 2 and 3. This structure can be seen to arise from the strip of vorticity between x 0 and 2 at about 0.5 T. Between 0.5 and 0.9 T this strip merges into the small vortex V2. A shock front emanating from the jet can be seen in the 0.6 T image (labeled A in Fig. 13 ). This front can be tracked back to 0.3 T, appearing to originate from the third shock cell, at x 3. As it is shown in Fig. 13 , this event correlates with the merging of V1 and V2. The weak shock front of 0.6 T can be tracked forward also, and it is seen to propagate in a circular wave and reflect in the wall of the duct, between 0.7 and 0.9 T (labeled B in Fig. 13) . Part of the reflected wave propagates upstream and eventually reaches the inflow at about 0.3 T. Visualizations of other quantities are provided elsewhere [7] , and these show the same basic features.
IV. Discussion
A. Hydrodynamic Instability and Mechanisms of Resonance
In this section, a local stability analysis considering a compressible inviscid flow in two dimensions is presented to show explicitly how the growth of hydrodynamic perturbations can be linked to instability modes of the jet. In doing this we assume parallel mean flow. A solution for each fluctuation variable is written as q 1 x; y; t qy expix !t
The mean velocity profile used for the streamwise velocity is as in Eq.
(1), matching the inflow profile. To solve for spatial stability, we fix the real-valued frequency ! and seek for the values of that satisfy the linear stability equations. The results of linear stability analysis are used to compute the perturbation field and compare the results with those of several direct numerical simulations (DNS) of the model configuration. The variable we compare is the fluctuation of the streamwise velocity, u 0 . We solve for the stability problem at different x, using the local vorticity thickness w computed from the DNS for each case. Then we estimate the perturbation field of the streamwise velocity from the stability analysis using
where we take the real part of u 0 . The criterion to normalizeû was fjûjg maxfReûg 1. This result is compared against the discrete Fourier transform (DFT) of the flowfield of the DNS at the same frequency. These transforms were performed using 200 flowfields separated in time by t 50. This covers approximately 10 and 20 periods of the frequencies f 0:2 and 0.4, respectively.
The results for the resonating ducted jet at M jet 1:2 are shown in Fig. 14 for the peak amplitude frequencies in Fig. 7b . In this case, a constant value of spreading rate for the vorticity thickness of d w =dx S 0:087 was considered for all x.
Good agreement is seen between the DNS and from linear stability up to the streamwise position x 3 for the f 0:2 mode and up to x 2 for f 0:4. At this point, the perturbation pattern is different from that obtained from the linear stability analysis.
In Fig. 15 , contour lines of velocity fluctuations are plotted over flood levels of pressure fluctuation from the DNS at 0.5 T. We note the similarity in the velocity fluctuations field with Fig. 14d . From this similarity, it is inferred that both the fundamental and the harmonic frequencies, f 0:2 and 0.4, are substantially present in the shear layer, and therefore, the perturbation at the inflow should occur at both of these frequencies. This is an important observation, since what we would expect is for the hydrodynamic fluctuations to be dominantly the product of perturbations at just the fundamental frequency. Furthermore, we note that these convective instabilities appear to evolve nonlinearly, since the similarity between the result from linear stability analysis and the DFTof the flowfield in Fig. 14 is lost at about x 3.
Referring now to Fig. 13 , it follows that the vorticity fluctuations in the 0.5 T image are also a product of perturbations at both the fundamental and harmonic frequencies. Therefore, and considering the previous paragraph, we conclude that there is a nonlinear evolution of the vorticity fluctuations that, upon interacting with the shock-cell structure, produces the pressure pulse that appears to act as a periodic sound source in this resonance.
The results of the stability analysis for the ducted jet at M jet 1:5 are shown in Fig. 16 . This case also shows the presence of discrete frequencies. The higher peaks are in this case at f 0:20 and 0.26, but the intensities are much lower than in the resonant case (M jet 1:2). Note that since this jet does not resonate, the amplitude of perturbation at the inflow is much lower.
Note that in this case good agreement is obtained between the results from the DNS and the linear stability analysis along x in all the domain of the duct. It is noted, however, that the amplitude of the perturbation (and then the amplification predicted) from linear stability is larger than from DNS. In this regard, it has to be noted that experiments [16, 17] show that the growth rate of shock containing jets is different to that of perfectly expanded jets. The consideration of these effects might give more accurate predictions regarding the growth rate of the hydrodynamic instabilities. Despite these differences, it can be concluded that the results from the local linear stability analysis provide a good representation of the hydrodynamic perturbation field observed in the simulation of the screeching symmetric nonresonant jet. The integrated growth rate of the hydrodynamic instability wave is computed using the results of the linear stability analysis. The integrated growth rate, as considered by Tam et al. [18] , is obtained from
which is an integrated local growth rate of each mode i x between 0 and x c , where x c is the location of the maximum wave amplitude. The result of this computation is shown in Fig. 17 .
It has been suggested [18] that high-amplitude resonances are obtained when the most amplified hydrodynamic wave forms a resonant loop with a normal mode of the duct. It is seen in Fig. 17 that the growth rate for the M jet 1:2 jet in the range f 0:2 to 0.4 is large compared with the growth rate at other frequencies. It is also noted, however, that the growth rates of the M jet 1:1 case are even higher for the dominant tones f 0:2 and 0.26, but the amplitudes from the simulation for this jet were about 10 dB lower than in the resonant case. Therefore, it is concluded that the criterion of the most amplified mode was not useful to anticipate a resonant regime for the present model configuration. Nevertheless, a high growth rate of the instability wave at the dominant frequency of the ducted jet seems to be a necessary condition for the resonance. The complex amplitudep mn depends on x and y with m ; n the wave numbers in x and y. The angular frequency is related to the spatial wave numbers by the dispersion relation,
For the duct in the model, normal mode solutions are obtained by applying the boundary conditions. The appropriate boundary conditions for our configuration are 
For our model configuration, which has L H 5, the frequencies of the low-wave-number harmonics of the symmetric modes apparent in the simulation data are given in Table 2 . It is not possible, of course, to distinguish between acoustic and hydrodynamic perturbations, especially in the vortical flow regions. We therefore consider regions dominated by the acoustic regime as those with irrotational flow and relatively low pressure fluctuations. For the cycle presented in Sec. III.B, the region near the top left corner of the duct domain has these characteristics (Fig. 18) . The frequencies measured here (Fig. 7) are indeed close to those of normal modes, as listed in Table 2 . The presence of acoustic normal modes is further substantiated by the DFT of the pressure fluctuations field, obtained as outlined in Sec. IV.A. The resulting real and imaginary fields are shown in Fig. 19 . The clearest features of interest are the pressure nodes in the acoustic (upstream) region of the duct. The acoustic normal mode (0, 2) of the duct has a pressure node at y H=4. Similarly, the normal mode (2, 0) has pressure nodes at x L=5 and 3L=5, the normal mode (1, 4) has pressure nodes at y H=8 and 3H=8 and x L=3, and the normal mode (3, 2) has pressure nodes at y H=3 and x L=7, 3L=7, and 5L=7. Such pressure nodes can be observed at approximately those positions in Fig. 19a-19d , respectively, in the region of the flow expected to be primarily acoustic.
A comparison between the phase fields from the DNS and the acoustic modes is presented in Fig. 20 . The phase from the DNS data is obtained by direct calculation from the real and imaginary parts of the results of the DFT data. At each frequency we evaluate with f . The computed phase fields are obtained assuming an acoustic field that is a superposition of two normal modes. In general, we can write
For the modes at f 0:2, the approximate absolute amplitudes for each mode were taken from the peak values in the acoustic region of the Fourier transformed results: A 0;2 0:018 and A 2;0 0:005. Also, a difference between the time phases ( 0;2 2;0 =2) was imposed, since it follows from the transformed results that the modes are out of phase by about =2. The angular frequency of the normal modes was taken to be f 0:2. Similarly, for the modes at f 0:4, A 1;4 0:006, A 3;2 0:003, and ( 1;4 3;2 =2).
The results plotted are taken at an arbitrary time t, chosen to match approximately the relative phases from the DNS data. The similarity between the patterns in the acoustic region of the duct is clear for both frequencies. In the downstream part of the duct the flow is dominated by hydrodynamic disturbances, and no matching is expected. It should be clear that this pattern for the phases can not be obtained from a single normal mode at either frequency, nor from a combination of normal modes at different frequencies. Therefore, this result is a strong indication that more than one mode is significantly excited at each frequency.
Numerical Experiment: Suppression of Resonance
A numerical experiment was carried out to understand the nature of the resonance by determining the amount of damping targeted to the acoustic modes needed to suppress it. A damping term was added to the Navier-Stokes equations to diminish the amplitude of the components of the second transverse mode of the duct (0,2), the most energetic of the apparent modes in the acoustic field. We can anticipate that suppression of the acoustic mode should break the loop that leads to the strong resonance.
The damping term used for each variable is of the form 
where Q i x; y; t j is the instantaneous field, Q i x; y is its mean field, and C i is a constant weight. We note that since it is not possible to separate the hydrodynamic field from the acoustic field, it is not possible to get an exact projection for each component of the acoustic field. Therefore, we use a nonnormalized approximate projection by computing the integral within the region 0 x 1:25 and 1:25 y 2:5. A sample of the result of the projection in Eq. (31) on fluctuations of internal energy and y momentum is shown in Fig. 21 , and compared with the actual fluctuations. The fluctuations are considered at (0.1,2.4) for E and at (0.1,1.25) for m y , close to the location of maximum amplitude for each variable for the acoustic normal mode.
The weight constants were set to C C E C m y 0:1, and C m x 0. Regarding the choice for C m x , we expect the amplitude of the fluctuations in m x to be small compared with the other variables, since 0 =2L and 2 2=H, and therefore u 02 v 02 . The results of the simulation with the damping terms included are shown in Fig. 22 . It is seen that the amplitude of the fluctuations are greatly reduced after a few loop cycles. Furthermore, it is seen that the frequency of the highest-amplitude tone is also changed to near the first harmonic of the initial peak.
The change in total energy in the flow within the duct due to the damping terms can be computed directly via the instantaneous total energy in the duct, given by
As a first-order approximation, at any given time step, the total energy after applying the damping terms can be estimated as
with q i A 0;2 i t 0;2 i
x; yt the variation in the variable q i due to damping at the given time step. The variation in energy due to damping E damp can be compared with the variation of total energy in the duct (E @E=@tt) as a function of time. The result of this computation is shown in Fig. 23 . It is seen that the amplitude of the variation in the energy due to damping is a small fraction (about 3%) of the variation of the total energy in the duct due to the evolution of the hydrodynamic field. Therefore, it is concluded that the damping terms should not substantially directly affect the mean or hydrodynamic quantities of the resonant flow.
The mean flowfield after the damping is visualized in Fig. 24 . It is seen that the features of the jet (e.g., shock-cell structure and mean values) appear unchanged when compared with shock-cell structure extends now beyond the third shock cell, as in the free jet, presumably because it is no longer disrupted by the strong oscillations of the hydrodynamic field.
C. Resonance Cycle
From the results obtained in this paper, the resonance cycle observed in the model configuration presented in this work can be described as follows. During a resonance cycle, the shear layer of the jet is perturbed at the inflow by pressure fluctuations related to the excitation of normal modes of the duct. The shear layer is excited at both the fundamental frequency (the frequency of highest amplitude, f 0:2) and its harmonic. The perturbations in the shear layer are convected downstream, evolve nonlinearly, and produce a pressure pulse, which acts as the noise source for this resonance. The pressure pulse is the product of the interaction of the hydrodynamic instability and the shock-cell structure of the jet. This acoustic pulse feeds energy back into the acoustic normal modes of the duct, which excite the shear layer at the inflow, closing the resonance cycle.
This description is similar to the explanations given by Tam et al. [18] and by Krothapalli and Hsia [19] . Tam et al. [18] proposed that a coupling occurs between the hydrodynamic instability and the acoustic modes of the duct and that the flapping motion of the jet was responsible for pumping energy back into the acoustic mode. The cycle is closed by the excitation of the shear layer near the nozzle by the acoustic modes. On the other hand, Krothapalli and Hsia [19] showed that in rectangular jet experiments, a main acoustic source can be identified at about the third shock cell. This source mechanism is activated when a vortical structure moves past the third shock cell. It was proposed that the pressure pulse emitted by the jet is reflected by the duct walls and that it perturbs the shear layer upon reaching the inflow. It was shown that acoustic modes of the duct were excited. They proposed that the acoustic modes act enhancing the mixing in the jet rather than producing perturbations at the inflow.
These different explanations consider sources of energy for the acoustic excitation of the duct and assign different roles to the excited modes. These issues need to be clarified further in order to develop a successful model to predict a resonant condition for a given set of parameters.
Regarding the effect of the variation of the duct dimensions, the resonant jet case was tested for L 7:5 and H 5 and for L 5 and H 7. The results are plotted in Fig. 25 . It is seen that the change in the length of the duct did not affect the resonant behavior, since the same frequencies are excited, and at approximately the same amplitudes. This fact is in agreement with the experimental results presented by Jones et al. [20] , in which the same nondimensional frequencies were dominant for ducted jets, the ducts having the same diameter relative to the jet, but different lengths. On the other hand, the change in the width of the duct affected the resonant behavior, since both the frequencies and amplitudes observed are different.
It is noted, however, that the excited frequencies in the wider duct case (L 5 and H 7), f 0:16 and 0.35, are again close to those of the (0,2) and (1,4) transverse normal modes: f 0;2 0:15 and f 1;4 0:32. This strongly suggests that the dynamics of the jet in the duct is still dominated by the excitation of the transverse normal modes.
We note that, in spite of the large differences in shear-layer thickness and Reynolds number between the model problem and practical ducted jets, the fundamental and harmonic transverse frequencies of the duct are excited. This suggests that those parameters do not play an important role in the selection of the frequency at which the system will resonate, although they might be important to determine whether or not a resonance will occur. For example, in the model problem, it can be argued that a necessary condition to observe resonance is that the hydrodynamic modes of the jet must grow in space for both the fundamental and harmonic frequencies to allow the nonlinear interaction that produces the acoustic excitation to occur, where the growth rate depends on the shear-layer thickness. In this regard, resonant regimes might be present for ranges (as opposed to specific values) of shear-layer thicknesses and Reynolds number.
Last, we note that experimental results [20, 21] with similar basic configuration to the present model system showed that transverse eigenmodes are excited at intensities that can reach 170 dB, with the fundamental mode being the most excited. While we clearly excite the acoustic duct modes in the same way as these experiments, the details are different here, as expected, because of the twodimensional symmetric flow.
V. Conclusions
In this work, flow-acoustic coupling in supersonic ducted jets was investigated using numerical simulations of a two-dimensional model configuration. The numerical method used solves the compressible Navier-Stokes equations, discretized on a staggered grid, using high-order finite differences. It also features shockcapturing capabilities necessary to resolve the shock-cell structure of the imperfectly expanded jet.
Several simulations were performed for fixed geometrical parameters of the duct and different jet Mach numbers. A resonant regime was identified for a symmetric M jet 1:2 jet. It was shown that for this regime, the resonance cycle is composed of the following: 1) A pressure pulse emanates from the jet, which is the result of vortical structures interacting with the shock-cell arrangement of the jet.
2) Acoustic modes of the duct are excited by this noise source.
3) The perturbation of the shear layer of the jet at the inflow by these acoustic modes acts as feedback and closes the cycle to produce more hydrodynamic perturbations. The resonance cycle observed in the model configuration is similar to those proposed in previous studies [18, 19] with the difference that asymmetric jets and acoustic modes are dominant in actual setups. In this regard, the symmetry of the model setup affects the shear layer and acoustic modes of the duct excited, but not the phenomena or mechanisms present in the resonance cycle.
In the resonant regime, the hydrodynamic modes of the jet were identified. It was shown that the integrated growth rate of the hydrodynamic instability for the excited frequencies was relatively high, but that this criterion (matching of the excited frequency of the duct with the highest integrated growth rate of the hydrodynamic disturbance) did not necessarily predict a resonant regime for this model problem. The excited acoustic modes of the duct were identified as well, showing that both longitudinal and transverse modes were present in the acoustic field, both at the fundamental frequency of resonance and at its harmonic. Furthermore, it was shown using a numerical experiment that the resonance is suppressed when a damping term designed to remove a small amount of energy from the dominant acoustic mode is added to the equations. Also, for this model problem, the dominant frequency is strongly dependent on the duct width, rather than on its length, a result that is consistent with the importance of the excitation of the transverse modes of the duct, as it happens in actual facilities.
