This note is devoted to the solution of Poisson's equation by finite difference methods. We will empirically determine the convergence rate for successive line overrelaxation (Liebmann method) to show that there is a qualitative difference between Neumann and Dirichlet boundary conditions. Keller has shown that the convergence rate for Dirichlet boundary conditions on a rectangular mesh depends on the ratio a = (Ai//Ar) [2]. Convergence is much faster if this ratio is small, provided the implicit direction is parallel to the y-axis.
This note is devoted to the solution of Poisson's equation by finite difference methods. We will empirically determine the convergence rate for successive line overrelaxation (Liebmann method) to show that there is a qualitative difference between Neumann and Dirichlet boundary conditions. Keller has shown that the convergence rate for Dirichlet boundary conditions on a rectangular mesh depends on the ratio a = (Ai//Ar) [2] . Convergence is much faster if this ratio is small, provided the implicit direction is parallel to the y-axis.
The computation described here indicates that in certain cases the convergence rate is independent of a for Neumann boundary conditions. These seem to be the cases in which the solution of Poisson's equation contains a Fourier component which is independent of y, for example, u = cos x -f-cos x cos y. Such cases do arise in applications. One such application is the numerical solution of the NavierStokes equations for incompressible viscous fluid flow between two plates. In this case, a Poisson equation with Neumann boundary conditions and a ~ .01 must be solved to obtain the pressure. Under certain conditions the pressure tends to resemble the function cos ¿(l -e~").
The computation also shows that convergence for the Liebmann method can be very slow with Neumann boundary conditions. On the other hand, the computations indicate that convergence in the Dirichlet case is quite rapid for small values of a independent of the form of the solution u. This is in agreement with the theoretical results by Keller.
For comparison we will describe convergence rates obtained with an ADI (alternating direction implicit) method applied to Dirichlet and Neumann boundary conditions. The results indicate that convergence is slower in the Neumann case. However, the difference between Dirichlet and Neumann conditions with ADI is much less than with the Liebmann method.
To our knowledge there is no published work which yields an expression for the convergence rate of the Liebmann method with Neumann boundary conditions. There are a few papers concerned with the convergence rate of iterative methods for singular systems
We wish to solve the equations :
4-i^Y + *~)Uij -^Yui.j+i -*,rUi,j-i = pa where 1 á i ú A*, 1 á 3 á Nv , a = (Ay/Ax)2, 6Y =1, i <NX, 6, =0, i = 1, *,-+ = 1, j < Ny, *j =0, j = 1, = 0, i = Nx, = 1, i > 1, = 0, i = 2V", = 1, j > 1.
The first equation corresponds to Dirichlet boundary conditions, the second to Neumann boundary conditions. The convergence rate is determined as follows. We first select a function «,-,-,1 í ¿ á JV,, 1 ^ j ^ Ny . Then the right-hand side Pa is computed from the equations above. Therefore, we can easily determine the error at any stage in the numerical solution of these equations since the exact solution un is known.
Since the convergence rate depends on w<3 , we used several different functions Un which are displayed in Table 1 . In all cases the initial guess was taken equal to zero, that is, m,"' = 0. Then the successive iterates w,*' were computed along with the relative error. For values of y in the range § ^ y < 1 we have overrelaxation. The optimum value of 7 was found experimentally by observing the convergence rate at various values of 7.
The ADI method is defined in terms of the operators H and V given below (for the Dirichlet case) :
One ADI iteration consists of the two steps:
The sequence of positive numbers rk is defined as follows :
where ß = uÍt/Nx)2, 8 -(4//3)1/I6 and p is adjusted to obtain the most rapid convergence [5] . The remaining values of rk are defined modulo 8, that is r9 = n , no = r2, etc. This probably does not provide an optimal choice of these eight parameters, so that the ADI method may be somewhat better than the results below indicate. The results of the computation are given in the two tables below. The error e is given for various values of the iteration count "fc" and the parameters a, p, and 7. The values of p and 7 are chosen to minimize the error on the 48th iteration. The Table  2 
