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In this article k-convex metric spaces are considered where a several variable mapping is
provided as a limit point of an iteration scheme based on the midpoint map in the metric
space itself. This mapping, considered as a mean of its variables, has some properties which
relates it to the center of mass of these variables in the metric space. Suﬃcient conditions
are given here for the two points to be identical, as well as upper bounds on their distances
from one another. The asymptotic rate of convergence of the iterative process deﬁning the
mean is also determined here. The case of the symmetric space on the convex cone of
positive deﬁnite matrices related to the geometric mean and the special orthogonal group
are also studied here as examples of k-convex metric spaces.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The concept of a midpoint map in metric spaces plays an important role in studying some fundamental properties
of these spaces. For example a complete metric space carrying the structure of a geodesic length space is in intimate
connection with the existence of midpoints. Uniqueness of midpoints may also be derived as a consequence of nonpositive
curvature in a metric space. Nonpositively curved metric spaces or CAT(0)-spaces are one of the most actively investigated
objects in metric geometry. They have fundamental geometric and analytic properties. The standard references in this subject
are [3,7,2,9].
In this article we provide a procedure to extend midpoint maps to several variables in order to acquire a notion of mean
function for more than two variables. This procedure is related to some recent iterative methods provided for matrix means
in order to extend them to several variables. See for example [1,6,13,15,18]. We show that the procedure provided here
converges to a single point for arbitrary starting points in the metric space as long as it is locally k-convex. Convergence
rate estimates are also provided here.
Considering the geometric mean for several matrices given in [1] there have been some investigations whether this mean
corresponds with the center of mass of the starting points considered in the symmetric space GL(n,C)/U (n,C). In [5] it
has been shown by numerical methods that in general the two points are different. We will investigate this phenomenon
by providing upper bounds on the distance of the two points as well as suﬃcient conditions for these two points to be
identical in locally k-convex metric spaces.
The rest of the article is organized as follows. Section 2 deals with the basic properties of complete k-convex met-
ric spaces while Section 3 provides the extension method for midpoint maps and convergence rate estimates. Section 4
compares the center of mass and the limit point of this extension method. We give upper bounds on their distances and
suﬃcient conditions for the two points to be identical. Section 5 deals with the case of the geometric mean and studies the
case of the special orthogonal group and other spaces.
✩ The author would like to thank Jimmie Lawson for pointing out a small mistake in the proof of Theorem 3.2.
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Let (X,d) be a metric space. Let I ⊂ (R), then the length L(γ ) of a curve γ : I → X is deﬁned as the supremum of∑n
i=1 d(γ (ti−1), γ (ti)) where t0  t1  · · ·  tn and t0, . . . , tn ∈ I . A curve γ : I → X is called a geodesic if and only if
d(γ (s), γ (t)) = d(γ (s), γ (r)) + d(γ (r), γ (t)) for all s < r < t ∈ I . The metric space X is called a geodesic length space or
geodesic metric space if any two points x, y can be connected with a geodesic γ such that L(γ ) = d(x, y). We denote the
open ball by B(x, r) with circumcenter x and radius r and with B¯(x, r) its closed counterpart.
The following deﬁnition of k-convexity is due to Ohta in [17]. We will establish our results for spaces with such proper-
ties below.
Deﬁnition 2.1. Let k ∈ (0,2].
• An open set U in a geodesic metric space (X,d) is called a Ck-domain if for any three points x, y, z, any geodesic
γ : [0,1] → X between x, y and for all t ∈ [0,1] we have
d
(
z, γ (t)
)2  (1− t)d(z, x)2 + td(z, y)2 − k
2
t(1− t)d(x, y)2. (1)
• A geodesic metric space (X,d) is k-convex if it is itself a Ck-domain.
• A geodesic metric space (X,d) is locally k-convex if every point in X is contained in a Ck-domain.
If the inequality (1) holds for t = 1/2 then it holds for all t ∈ [0,1]. A k-convex metric space becomes a CAT(0)-space if
the above inequality holds for k = 2. In this case the space is said to have nonpositive curvature in the sense of Alexandrov.
We begin with recalling and investigating properties of k-convex spaces.
Lemma 2.2. If an open ball B(x, r) is a Ck-domain then for any two points in B(x, r) a geodesic is unique between them. In particular
any two points in a k-convex metric space are connected by a unique geodesic.
Proof. See Lemma 2.2 in [17]. 
We will also say that a geodesic metric space is uniquely geodesic if any two points can be connected by a unique
distance minimizing geodesic. According to the above lemma we have unique geodesics between two points, therefore we
also have unique metric midpoints as well, which will be the midpoints of these geodesics.
The existence of minimal balls containing a bounded subset in a Ck-domain is guaranteed by (1). The proof follows the
case when k = 2.
Lemma 2.3. Let S be a bounded subset of a complete k-convex metric space X. Then there exists a unique closed ball with minimal
radius r containing S.
Proof. We use a similar technique as the one in Proposition 5.10 in [3]. Let r(x, S) = supy∈S d(x, y) for x ∈ X and r(S) =
infx∈X r(x, S). For all x, y ∈ X we have
r(m, S)2  r(x, S)
2 + r(y, S)2
2
− k
8
d(x, y)2, (2)
where m = γ (1/2) is the unique midpoint between x and y. From the above it is easy to conclude the following inequalities
d(x, y)2  4
k
[
r(x, S)2 + r(y, S)2]− 8
k
r(m, S)2
 4
k
[
r(x, S)2 + r(y, S)2]− 8
k
r(S)2. (3)
From the above the uniqueness of the circumcenter of the metric ball is obvious, since if we had two circumcenters
c1, c2 ∈ X then from the above inequality we get d(c1, c2) = 0. We also have that a sequence xn with r(xn, S) → r(S) is
Cauchy since by the inequalities above
d(xm, xn)
2  4
k
[
r(xm, S)
2 + r(xn, S)2
]− 8
k
r(S)2. (4)
Hence by completeness xn has a limit point x, which is the circumcenter of the ball with minimal radius. So we have
S ⊂ B¯(x, r(S)). 
It also follows that any metric ball in a Ck-domain is also a geodesically convex set.
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connects two points in B(x, r) is also a subset of B(x, r).
Proof. Let y, z ∈ B(x, r) so we have d(x, y) r and d(x, z) r. Let γ : [0,1] → D be a geodesic (which is unique according
to Lemma 2.2) such that γ (0) = y and γ (1) = z. Now for arbitrary t ∈ [0,1]
d
(
x, γ (t)
)2  (1− t)d(x, y)2 + td(x, z)2 − k
2
t(1− t)d(y, z)2
 (1− t)d(x, y)2 + td(x, z)2
 (1− t)r2 + tr2
 r2, (5)
so we have d(x, γ (t)) r. This means that γ (t) ⊂ B(x, r) so B(x, r) is geodesically convex. 
An important consequence of the above lemmas is the existence of a geodesic convex hull of a bounded set.
Deﬁnition 2.5 (Geodesic convex hull). The geodesic convex hull GCH(S) is the intersection of all convex sets containing S .
We may construct this set in the following way:
Proposition 2.6. GCH(S) can be obtained as GCH(S) =⋃n0 Fn, where F0 = S and for n  1 the set Fn consists of all points which
lie on geodesics with starting and ending points in Fn−1 .
The proof of this is essentially the same as Proposition 2.5.5 in [19]. What follows from Lemma 2.4 is that the geodesic
convex hull of a bounded set is contained in a convex metric ball.
We will base the results in the next section on the above properties of k-convex metric spaces.
3. An extension theorem
In this section we will provide an extension of midpoint maps as means between two points to several variables. Some
properties of this extension will also be investigated here.
We will use the following notation to denote the unique midpoint between two points in a uniquely geodesic metric
space as
ab = γa,b(1/2). (6)
Deﬁnition 3.1. Let Q 01 , . . . , Q
0
n be points in a uniquely geodesic metric space X and π = {π0,π1, . . .} be an inﬁnite se-
quence of permutations, where each πi is a permutation of the letters {1, . . . ,n}. With respect to the inﬁnite sequence of
permutations π let
Q l+1i =
{
Q lπl(i)Q
l
πl(i+1) if 1 i < n,
Q lπl(n)Q
l
πl(1)
else.
(7)
The above procedure yields a sequence of n-tuple of points.
Theorem 3.2. Let (X,d) be a complete k-convex geodesic metric space. Let Q 01 , . . . , Q
0
n be points in the metric space X. Let us set up
the iteration in Deﬁnition 3.1 on these points in X with respect to an inﬁnite sequence of permutations π = {π0,π1, . . .}. Then the
sequences Q li converge to a common limit point.
Proof. We begin showing that the distances d(Q li , Q
l
j) are converging to zero, after that we will show that the Q
l
i sequences
are themselves convergent. For the sake of simplicity of notations from now on we deﬁne πl(n + 1) := πl(1).
Let us consider one iteration step in Deﬁnition 3.1. From the k-convexity of X for every Q 1i and for arbitrary x ∈ X we
have
d
(
x, Q 1i
)2  d(x, Q 0π0(i))2 + d(x, Q 0π0(i+1))2
2
− k
8
d
(
Q 0π0(i), Q
0
π0(i+1)
)2
, (8)
where Q 1i = Q 0π0(i)Q 0π0(i+1) . If we consider the sum of these equations above for every i we arrive at
n∑
d
(
x, Q 1i
)2  n∑d(x, Q 0i )2 − k8
n∑
d
(
Q 0π0(i), Q
0
π0(i+1)
)2
, (9)i=1 i=1 i=1
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as can be seen in Fig. 1. Applying this to every iteration step we get
n∑
i=1
d
(
x, Q l+1i
)2
︸ ︷︷ ︸
al+1(x)

n∑
i=1
d
(
x, Q li
)2
︸ ︷︷ ︸
al(x)
− k
8
n∑
i=1
d
(
Q lπl(i), Q
l
πl(i+1)
)2
︸ ︷︷ ︸
el
. (10)
Note that the above is valid for every possible inﬁnite sequence of permutations π .
Now the sequence al(x) 0 measures the sum of the squared distances from an arbitrary point x and the points of the
n-tuple in the lth iteration step. By (10) we have
al+1(x) al(x) − (k/8)el for all x ∈ X . (11)
In other words the sequence al(x) indexed by l is monotone decreasing, since el  0, and it is also bounded from below
by 0 and above too by the initial ﬁnite value a0(x), therefore it is convergent. From the convergence of al(x) and by (11) it
is easy to see that el → 0. This means that the points Q li are approaching one another.
Let us consider the geodesic convex hull of the starting n points. This geodesic convex hull exists and is bounded
because it is a subset of a convex metric ball according to Lemma 2.4. Set Al = GCH({Q l1, . . . , Q ln}). By the deﬁnition and
construction of the convex hull in Proposition 2.6 we have Al ⊇ Al+1. We will show that the limit set A = liml→∞ Al =⋂ Al
is of diameter zero, therefore a singleton according to Cantor’s intersection theorem [20, Theorem C of Ch. 2.12].
Firstly we will show that for arbitrary points x, y in the geodesic convex hull Al we have
d(x, y)2  max
1p,qn
d
(
Q lp, Q
l
q
)2
. (12)
The geodesic convex hull Al itself can be obtained by the method given in Proposition 2.6. Hence it is enough to show that
for any two geodesics α(t) and β(s) parametrized by arc-length with ending points in the set F j we have
d
(
α(t),β(s)
)2  max
1p,qn
d
(
Q lp, Q
l
q
)2
. (13)
One way to obtain this with the notations α(0) = a, α(1) = b, β(0) = c, β(1) = d, is the following
d
(
α(t),β(s)
)2  (1− t)d(a, β(s))2 + td(b, β(s))2 − t(1− t)k
2
d(a,b)2,
d
(
a, β(s)
)2  (1− s)d(a, c)2 + sd(a,d)2 − s(1− s)k
2
d(c,d)2,
d
(
b, β(s)
)2  (1− s)d(b, c)2 + sd(b,d)2 − s(1− s)k
2
d(c,d)2. (14)
Substituting into the ﬁrst inequality above one arrives at the following
d
(
α(t),β(s)
)2  (1− t)(1− s)d(a, c)2 + (1− t)sd(a,d)2 + t(1− s)d(b, c)2 + tsd(b,d)2
− t(1− t)k
2
d(a,b)2 − s(1− s)k
2
d(c,d)2
max
{
d(a, c)2,d(a,d)2,d(b, c)2,d(b,d)2
}
. (15)
Applying the above inequality recursively in every step of the construction of the convex hull in Proposition 2.6 one de-
rives (13).
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n∑
i=1
d
(
Q lπl(i), Q
l
πl(i+1)
)
 2 max
1p,qn
d
(
Q lp, Q
l
q
)
. (16)
Now as el → 0 we have d(Q lπl(i), Q lπl(i+1)) → 0, so one obtains easily
lim
l→∞
max
1p,qn
d
(
Q lp, Q
l
q
)= 0. (17)
Thus also diam(Al) → 0 so by Cantor’s intersection theorem the limit A is a singleton, which by completeness implies that
any sequence of points xl ∈ Al converges to this singleton A, so also every Q li converges to this singleton as well. 
The above theorem ensures the convergence of the sequences Q li , but it does not tell anything about the asymptotic rate
of convergence to the common limit point. The next theorem ensures that the convergence rate is at least linear.
Theorem 3.3. Let (X,d) be a complete k-convex geodesic metric space. Let Q 01 , . . . , Q
0
n be points in the metric space X. Let us set up
the iteration in Deﬁnition 3.1 on these points in X. Let R denote the common limit point of these sequences. Then
al+1(R)
al(R)
 1− k
2n2
, (18)
so the points Q li are converging to R linearly.
Proof. We will give a lower bound on el/al(R) and use (11) to provide an upper bound on al+1(R)/al(R).
Again by the triangle inequality one automatically obtains a lower bound on el as
n∑
i=1
d
(
Q lπl(i), Q
l
πl(i+1)
)
 2 max
1p,qn
d
(
Q lp, Q
l
q
)
. (19)
Using the Cauchy–Schwarz inequality and the fact that all the above terms are positive one gets
n∑
i=1
d
(
Q lπl(i), Q
l
πl(i+1)
)

√
n
√√√√ n∑
i=1
d
(
Q lπl(i), Q
l
πl(i+1)
)2 = √n√el. (20)
Hence we obtain the lower bound
4
n
max
1p,qn
d
(
Q lp, Q
l
q
)2  el. (21)
According to the preceding proof, for arbitrary points x, y in the geodesic convex hull Al = GCH({Q l1, . . . , Q ln}) we have
d(x, y)2  max
1p,qn
d
(
Q lp, Q
l
q
)2
. (22)
Now from (21) and (13) we get
el
al(R)
 4
n2
, (23)
which together with (11) prove the theorem. 
If we consider the proof of the above theorem and (11), it is easy to see that for different permutations πl between iter-
ation steps in Theorem 3.2 we may get slower and faster rates of convergence. One way to speed up the rate of convergence
to the common limit point R – which itself may depend on the chosen sequence of permutations π in Theorem 3.2 – is to
maximize the error term el by which al(R) at least decreases. The above theorem shows why such heuristic function given
in [18] under the name of Idealmapping speeds up the rate of convergence of this procedure.
It is also crucial to point out that the common limit point R appears to depend on the inﬁnite sequence of permuta-
tions π as numerical experiments suggest. So therefore one might prefer to use the notation Rπ to express the dependence
on the sequence of permutations π .
In the next section we will use the extension method given in this section to approximate the center of mass of the
points Q 0, . . . , Q 0n .1
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Before one can study the center of mass of points in a metric space, it must be made sure that it is a unique point and
it exists. If the metric space is complete and it has nonpositive curvature then this point exists and is unique. This is due
to convexity and the existence of unique geodesics between two arbitrary points. For an introduction into this topic refer
to [11].
In our case the ﬁrst steps will be to show the uniqueness of the center of mass in k-convex metric spaces.
Theorem 4.1. Let (X,d) be a complete k-convex geodesic metric space. Let Q 1, . . . , Qn be points in the metric space X. Then the center
of mass
argmin
x∈X
n∑
i=1
d(x, Q i)
2 (24)
exists and is a unique point in the space X where argminx∈X C(x) denotes the unique point that minimizes a function C(x).
Proof. We have unique minimizing geodesics by Lemma 2.2 which lie entirely in a closed convex ball by Lemma 2.4
containing the points Q 1, . . . , Qn , so one can conclude the existence of such minimal points. The next step is to show
that the function
f (x) =
n∑
i=1
d(x, Q i)
2 (25)
is geodesically convex therefore it has a unique global minimum. See also [21].
Let x, y ∈ X and γ (t) be the geodesic connecting x, y with parametrization γ (0) = x and γ (1) = y. By k-convexity we
have
d
(
γ (t), Q i
)2  (1− t)d(x, Q i)2 + td(y, Q i)2 − t(1− t)k2d(x, y)2. (26)
Taking the sum of the above equations for i one gets
n∑
i=1
d
(
γ (t), Q i
)2  (1− t) n∑
i=1
d(x, Q i)
2 + t
n∑
i=1
d(y, Q i)
2 − t(1− t)k
2
nd(x, y)2, (27)
f
(
γ (t)
)
 (1− t) f (γ (0))+ t f (γ (1))− t(1− t)k
2
nd
(
γ (0), γ (1)
)2
, (28)
which shows that f (x) is not only strictly geodesically convex but also a uniformly convex function on X . The rest of the
proof follows from the continuity of f (x) and Proposition 1.7 and Remark 1.8 in [21]. 
Using (11) we can control the distance of an arbitrary point x ∈ X and the limit point Rπ of the procedure in the
following
Theorem 4.2. Let (X,d) be a complete k-convex geodesic metric space. Let Q 1, . . . , Qn be points in the metric space X. Then for
arbitrary x ∈ X and for the limit point Rπ of the procedure in Theorem 3.2 set up on the points Q 1, . . . , Qn we have the following
inequality
d(Rπ , x)
√∑n
i=1 d(x, Q i)2 − k8
∑∞
l=1 el
n
. (29)
Proof. From (11) for all x ∈ X we have
k
8
el  al(x) − al+1(x). (30)
Taking a ﬁnite sum of the above equations one arrives at the following
Sm = k
8
m∑
l=1
el  a1(x) − am+1(x). (31)
We can take the limit of the sums Sm as it is a monotone increasing sequence bounded from above, so we conclude that
lim
m→∞am(x) a1(x) −
k
8
∞∑
el, (32)l=1
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d(x, Rπ )
√∑n
i=1 d(x, Q i)2 − k8
∑∞
l=0 el
n
for all x.  (33)
Now since the center of mass is unique in complete k-convex metric spaces, one can consider the following corollary of
the above result.
Corollary 4.3. Let (X,d) be a complete k-convex geodesic metric space. Let Q 1, . . . , Qn be points in the metric space X. Then the
center of mass
Y = argmin
x∈X
n∑
i=1
d(x, Q i)
2 (34)
and the limit point Rπ of the procedure in Theorem 3.2 set up on the points Q 1, . . . , Qn fulﬁll the following inequality
d(Rπ , Y )
√∑n
i=1 d(Y , Q i)2 − k8
∑∞
l=1 el
n
. (35)
It is interesting to consider the fact that if X is a Euclidean space then it has zero curvature which turns (2.1) with k = 2
into an equality which is the parallelogram law of the Euclidean space
d
(
z, γx,y(1/2)
)2 = d(z, x)2 + d(z, y)2
2
− 1
4
d(x, y)2. (36)
So in this case (11) turns into an equality as well
al+1(x) = al(x) − 14el for all x ∈ X . (37)
One may minimize both sides with respect to x and conclude
argmin
x∈X
al+1(x) = argmin
x∈X
al(x). (38)
Here we used the basic fact that the error term el is independent of x so therefore it acts as a constant term with respect
to the above minimization.
Therefore we have just proved the following
Proposition 4.4. If X is a Euclidean space then the limit point Rπ of the procedure in Theorem 3.2 is the center of mass of the starting
points for every possible inﬁnite sequence of permutations π .
Following the path of the above proposition one can conclude that in certain special situations even more is true.
Proposition 4.5. Let (X,d) be a complete k-convex geodesic metric space. Let Q 1, . . . , Qn be points in the metric space X that lie on
a single geodesic segment. Then the limit point Rπ of the procedure in Theorem 3.2 set up on the points Q 1, . . . , Qn is the center of
mass of the points Q 1, . . . , Qn.
Proof. A single geodesic segment equipped with the distance function inherited from the space X is a Euclidean space,
therefore it is just the case of Proposition 4.4. 
It is worth noting that one must be aware of the fact that the limit point Rπ of the procedure depend on the chosen
inﬁnite sequence π . If (2.1) turns into an equality, as in the case of a single geodesic segment or Euclidean space, then the
possibly different limit points depending on π of the procedure will collapse onto one unique point, the center of mass.
The next section is devoted to study the connection between means of matrices and all the above presented here so far.
5. Relation to means and averaging
Let P (r) denote the convex cone of hermitian, positive deﬁnite r × r matrices.
Deﬁnition 5.1. A 2-variable function M : P (r) × P (r) → P (r) is called a mean function if:
(i) M(X, X) = X for every X ∈ P (r).
(ii) If X < Y , then X < M(X, Y ) < Y .
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(iv) M(X, Y ) = M(Y , X).
(v) M(X, Y ) is continuous.
(vi) M(C XC∗,CY C∗) = CM(X, Y )C∗ , X, Y ∈ P (r) for all invertible C .
It is well-known fact that normalized operator monotone functions are in one-to-one correspondence with means of
positive matrices. For example refer to [4,8,12]. A recently widely studied example is the geometric mean of two positive
operators
G(A, B) = A1/2(A−1/2B A−1/2)1/2A1/2. (39)
This mean is of great interest, because it is the midpoint of the unique geodesic segment connecting the points A and B on
the symmetric Riemannian manifold of positive deﬁnite matrices equipped with the inner product
〈U , V 〉p = Tr
{
p−1Up−1V
}
(40)
on the tangent space at p, which is the vector space of hermitian matrices. There has been some increased activity around
the problem to extend the geometric mean to several matrices. One approach is the Ando–Li–Mathias geometric mean in [1]
which is a recursive limit with respect to the number of variables. Namely it extends using the n-variable form to n+1 as a
limit point. This approach was further generalized to means in metric spaces by Lawson and Lim in [13]. Another approach,
called the Riemannian mean, is the one of Moakher in [15] which deﬁnes the mean as the center of mass given by (24).
This point is unique which is the consequence of the nonpositive curvature of the above symmetric Riemannian metric.
A third approach is of Bini, Meini and Poloni in [6] which is also recursive, it uses the n- and 2-variable forms to extend to
n + 1 variables. The major improvement here over the Ando–Li–Mathias approach is the cubic convergence rate in contrast
to the linear convergence rate of the Ando–Li–Mathias procedure.
Bhatia and Holbrook studied the question in [5] that whether the Ando–Li–Mathias mean is the same as the Riemannian
mean of Moakher. It turned out by numerical simulations that they are different generally. In this context we can say a
bit more about this. Since the manifold of positive deﬁnite matrices has nonpositive curvature, it is automatically k-convex
for k = 2, therefore we may use all the above machinery presented in the preceding sections. Now the Ando–Li–Mathias
construction is the same as the one given by Theorem 3.2 for n = 3 variables. From Proposition 4.5 we know that the above
two points are the same as long as the starting points lie on a single geodesic segment. In the other cases we have an upper
bound on their distance according to Corollary 4.3. It seems so that the difference of the two points may be due to nonzero
curvature. Theorem 3.2 gives an extended geometric mean for several matrices which is the same as the one deﬁned by
Jung, Lee and Yamazaki in [10] for one particular inﬁnite sequence of permutations π .
This is also the case for the special orthogonal group which is also an actively studied manifold in terms of averaging.
The references are [14,16]. SO(n) is locally k-convex which is the consequence of the following two important propositions
in [17].
Proposition 5.2 (Ohta). A CAT(1)-space (X,d) with diam X  π/2−  ,  ∈ (0,π/2) is k-convex for k = (π − 2) sin/ cos .
Proposition 5.3 (Ohta). An Alexandrov space with a local upper curvature bound is locally k-convex for any k ∈ (0,2).
For these kind of spaces we may also use the machinery presented here in the previous sections since they are them-
selves Ck-domains or they have subsets small enough to be Ck-domains. Therefore the above claims for the case of the
geometric mean can be carried out also for these spaces. In these spaces we might deﬁne means of several points as an
extension of the midpoint maps in the spaces as the limit point of the procedure in Theorem 3.2.
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