We define classes of graphs based on forbidding and enforcing boundary conditions. Forbidding conditions prevent a graph to have certain combinations of subgraphs and enforcing conditions impose certain subgraph structures. We say that a class of graphs is an fe-class if the class can be defined through forbidding and enforcing conditions (fe-system). We investigate properties of fe-systems and characterize familiar classes of graphs such as paths and cycles, trees, bi-partite, complete, Eulerian, and k-regular graphs as fe-classes.
Introduction
Inspired by biochemical reactions, Rozenberg and Ehrenfeucht introduced a notion of forbidding-enforcing systems (fe-systems) as a way to define classes of formal languages [4] [5] [6] 14] . The general idea behind forbidding can be described as ''everything that is not forbidden is allowed'', whereas the enforcing conditions impose presence of certain structures in the elements of the system. Defining languages by fe-systems gave rise to new classes of languages that are different than the standard classes of formal languages determined by the Chomsky hierarchy [10] . At the same time, they provide means for information processing [6, 14] . Similar to grammars and automata, fe-systems can be used to define a single language as opposed to a class of languages, as proposed in [8] , capable of defining solutions to combinatorial problems. Included in membranes, these systems define ''one-step'' solutions for some computational problems [2] .
Forbidding and enforcing conditions can be seen as a more general set of boundary controls over classes of structures. It has been shown that fe-systems can be suitably defined over any category made of objects and morphisms [9] . One such approach was also used to model DNA self-assembly [7] .
In this paper we introduce forbidding and enforcing systems on graphs and show how fe-systems can define certain classes of finite connected graphs. The notion of forbidden graphs has been used to characterize a variety of classes of graphs; it is said that a graph G is in a given family F if some ''forbidden structure(s)'' is(are) not a substructure(s) of G (see for ex. [3, 13] ). The forbidden structure can be simply a subgraph or maybe a graph minor. The well known Kuratowski theorem, for example, characterizes planar graphs as graphs that do not contain graph minors K 3,3 or K 5 [1, 12] . The notion of ''forbidden graphs'' is also essential in extremal graph theory where the main question is to find graphs with maximum number of edges (but fixed number of vertices) that do not contain the forbidden structure [12] . In this paper we generalize the notion of forbidden graphs by defining a forbidding set as a set of forbidders, each forbidder being a finite set of graphs. A graph G satisfies, or is consistent with a forbidder if at least one of the graphs in the forbidder is not a subgraph of G. The notion of vertex-minimal connecting graph introduced in Section 4 is related to extremal graphs in the sense that it considers graphs with minimal number of vertices that contain a set of forbidden structures.
Besides forbidding, we introduce enforcing constraints on graphs. An enforcer is a pair (X, Y ) where X is a graph and Y is a finite set of graphs each of which contains X as a subgraph. We say that G satisfies the enforcer, if whenever X is a subgraph of G, it is enclosed in at least one of the graphs from Y in G. In other words, X enforces at least one of the structures from Y in G. To our knowledge, the notion of enforcing has not been studied in the general graph theory. We show that many known classes of graphs can be described by a combination of forbidding and enforcing. In particular, we show how k-regular graphs can be defined as an fe-class (Theorem 3.14). We also show that every forbidding set defines a class of graphs that can be defined through enforcing only (Theorem 4.9). In Section 5, we use fe-systems on labeled graphs and show that fe-systems can describe k-colorability of graphs.
Graph fe-systems

Preliminaries and notation
We assume basic knowledge of graph theory and refer the reader to [1, 11, 12] for background. In this paper, we consider simple undirected graphs G = (V , E) without loops nor multiple edges. A graph is connected if between every pair of vertices there is a path.
An isomorphism between two simple graphs G and H is a vertex bijection ϕ : V G → V H such that for each u, v ∈ V G , u and v are adjacent in G if and only if ϕ(u) and ϕ(v) are adjacent in H. Implicitly, there is also an edge bijection E G → E H such that {u, v} → {ϕ(u), ϕ(v)}. Two simple graphs G and H are called isomorphic if there is an isomorphism from G to H. We consider two graphs to be equal if they are isomorphic. In other words, G = H implies that there is an isomorphism from G to H.
The trivial graph is the graph consisting of one vertex and no edges and the null graph is the graph whose vertex-and edge-sets are empty. The trivial graph is denoted Λ and the null graph is denoted ∅. In the class of connected graphs, the only graph with a vertex of degree 0 is the trivial graph. A connected graph which is not Λ or ∅ is called non-trivial.
A subgraph of a graph G is a graph H whose vertex-and edge-sets are subsets of the vertex-and edge-sets of G respectively.
For that matter, any graph isomorphic to H is also considered a subgraph of G. This is denoted by H ≤ G or H < G, depending on whether H could be isomorphic to G or not. We say that H is embedded in G if H ≤ G. We write X ≤ Y ≤ G if for every embedding θ : X → G there exists an embedding ψ : X → Y and an embedding φ : Y → G such that θ = φψ. The set sub (G) consists of all connected subgraphs of G: sub (G) = {H | H ≤ G, H is connected}. Thus, a finite set of graphs F is a subset of sub (G) if every graph from F can be embedded in G. We extend the notation to a set of connected graphs F . We write sub (F ) to denote the set of all connected subgraphs of graphs in F . In other words, sub (F ) = ∪ K ∈F sub (K ).
A graph is finite if its vertex-set is finite. The set of all finite connected graphs is denoted by U. All graphs considered in this paper are finite and, if not otherwise stated, connected.
We abuse the language and use the words ''path'' and ''cycle'' to interchange between a sequence of vertices and edges forming a path or a cycle and the graph consisting of these vertices and edges. Some commonly used notation is observed: P n is a path on n vertices, C n is a cycle of length n, K n is the complete graph on n vertices, K m,n is the complete bipartite graph on m + n vertices partitioned in two sets of m and n vertices. In this regard, P 0 = ∅, P 1 = Λ, and P 2 is just an edge. The graph D 4 is a 4-cycle with an extra edge connecting two non-adjacent vertices.
We use the following notation introduced in [12] . Denote by N i,j,k the graph that consists of C 3 and three vertex-disjoint paths with i, j, and k number of edges such that each path is rooted at exactly one of the three vertices of C 3 and no two paths are rooted at the same vertex. Define H i,j,k to be the tree consisting of three simple vertex-disjoint paths with i, j, and k edges, rooted at a common vertex v. For example, K 1,3 = H 1,1,1 , and a 3-cycle with an extra edge is N 1,0,0 .
Given a set of n non-trivial connected graphs
H n obtained by connecting H j through a path P i j to H j+1 such that (a) the first vertex of P i j is in H j and the last vertex of P i j is in H j+1 and (b) all paths P i j are mutually vertex-disjoint and besides their endpoints they have no vertex in common with the graphs in F . For example, Fig. 1 depicts the graph S C 3 P 4 C 4 .
Forbidding systems
In this subsection, graph forbidding systems are defined and some of their properties are investigated. The following definition is analogous to the one for classes of languages in [6] and languages in [8] . A graph G is said to be consistent with a forbidder F , denoted G con F , if G is connected and F ̸ ⊆ sub (G). A graph G is consistent with a forbidding set F if G con F for all F ∈ F . Otherwise G is said to be non-consistent with F denoted G ncon F . Let C be a class of graphs. For a forbidding set F the class of F -consistent C-graphs is defined with
A set of graphs G within a class C is said to be an f-class, if there is a forbidding set F such that G = G(F , C).
When the class C is omitted from the notation, it is understood that C is the class of all connected finite graphs U. So
The following boundary observations state that if nothing is forbidden everything is allowed and that the trivial graphs are in every f -class of graphs. The remark follows directly from the above definition. If the forbidding set is empty, then for any G ∈ U there are no restrictions for sub (G). Conversely, suppose that G(F ) = U. If F is not empty, then there is a forbidder F and any graph G for which F ⊆ sub (G) is not consistent with F . In general, forbidders may contain more than one element. The following examples show how a general forbidding set differs from a strict one. Example 2.4. Let F = {{C 3 , C 4 }}. A graph G ∈ G(F ) can have a 3-cycle or a 4-cycle as subgraphs, but not both. However, G does not need to have a cycle to be in G(F ), i.e., all trees are in G(F ), as well. Fig. 2 (not including edge e) does not have a 3-cycle, a 5-cycle, and a 7-cycle as subgraphs and is thus consistent with both forbidders and hence, with the forbidding set. However, the graph in Fig. 2 containing the edge e contains a 3-cycle, a 4-cycle and a 5-cycle. Therefore, it is not consistent with the first forbidder and hence, not consistent with the forbidding set. All trees are consistent with F .
The concept of forbidden graphs has been used to characterize some types of Hamiltonian graphs and has also been used in extremal graph theory in Turan type problems (see for ex. [1] ). A more comprehensive list of references is available in [12] .
In existing literature, forbidden graphs are elements in a finite (or in some cases infinite) set of graphs {F 1 , F 2 , . . .} where each of these F i is a forbidden induced subgraph of G. The definition of a forbidding set differs from the notion of forbidden graphs in two aspects: it employs forbidders that are not necessarily singletons and it considers subgraphs as opposed to induced subgraphs. In both cases, the notion of forbidding sets as defined in Definition 2.1 generalizes the already studied concepts of forbidden graphs.
Enforcing systems and fe-systems
The following notion of enforcing is used to force certain subgraphs into larger subgraphs in a graph. To our knowledge, such constraints have not been studied in the mainstream graph theory. We believe enforcing will show to be a useful tool in describing certain graph structures. An enforcing set E is a (possibly infinite) family of enforcers.
A graph G satisfies an enforcing set E , if G satisfies every enforcer in that set. For an enforcing set E the set of graphs within a class of graphs C that satisfy E is denoted by G(E , C). A set of graphs G is said to be an e-class in C if there exists an enforcing set E such that G = G(E , C) .
As with forbidding, we write G(E ) when C = U. We note that by Definition 2.6, for an enforcer (X, Y ) it holds that X ̸ ∈ Y , i.e., X is properly embedded in graphs of Y . In the case when X ̸ ≤ G, G is said to satisfy the enforcer trivially. Enforcers in which X = ∅ are called brute. In this case, every graph that satisfies the enforcer must contain a graph from Y as a subgraph.
Proposition 2.7. For every enforcer (X, Y ) there is a graph G such that G nsat (X, Y ).
Proof. Let (X, Y ) be an enforcer. If X is a connected graph, then X nsat (X, Y ) since X ̸ ∈ Y . Let X be non-connected. Let k be the maximum number of vertices of graphs in Y and let X 1 , . . . , X n be the connected components of X . Consider the graph
We have the following observation.
(ii) ∅ ∈ G(E ) for every E that does not have brute enforcers. (iii) Λ ∈ G(E ) for every E that does not have brute enforcers other than (∅, Λ) or enforcers of the kind (Λ, Y ).
By strict enforcing, every instance of X in G ''forces'' X to be enclosed in the graph from Y . The two notions of forbidding and enforcing on graphs are combined in the following definition. Definition 2.10. Let C be a class of graphs. A forbidding-enforcing system over C is a construct (F , E , C) such that F is a forbidding set and E is an enforcing set. The class of graphs G(F , E , C) defined by this system is the set of graphs in C that are consistent with F and satisfy E .
A set of graphs G is called a forbidding-enforcing class or an fe-class in C, if there exists an fe-system (F , E , C), such that
From Definition 2.10 it follows that
As in the case of forbidding systems or enforcing systems, we write G(F , E ) whenever the class of graphs considered is U.
From the above definitions and remarks it follows that there is no forbidding set F such that G(F ) is empty, but there are enforcing sets E such that G(E ) = ∅ and therefore, there are fe-systems (F , E ) such that G(F , E ) = ∅. From the above remarks and definitions, it follows that G(F , ∅) = G(F ) and G(∅, E ) = G(E ) and so every f-class of graphs and every e-class of graphs is an fe-class of graphs.
The next proposition states some of the immediate properties of graph fe-systems. These properties have been shown to hold for all fe-systems defined over any category of structures and follow directly from the definitions above [8, 9, 14] . Proposition 2.12. Let F and F ′ be forbidding sets, E and E ′ be enforcing sets, and G and H be connected graphs.
Defining classes of graphs by fe-systems
Forbidding and enforcing sets can be used to define familiar classes of graphs. The descriptions that follow use well known characterizations of certain classes of graphs and show that relatively simple fe-systems (in some instances finite) can define known classes of graphs.
Proof. Follows from the fact that G(F ) contains precisely the connected graphs that do not have cycles.
A graph is bipartite if and only if every cycle in the graph is of even length (see [12] ). Hence, the following is an f -system characterization of bipartite graphs.
Proposition 3.2 (Bipartite Graphs). Let
In both Propositions 3.1 and 3.2 the forbidding sets are infinite and the forbidders are singletons. The following proposition shows a finite forbidding set defining paths and cycles.
Proposition 3.3 (Paths and Cycles). Let
The next corollary provides an f -system characterization of paths. It follows from Propositions 2.12, 3.1 and 3.3.
Corollary 3.4 (Paths
In Propositions 3.1-3.3 each forbidder is a singleton. Thus, the graphs appearing in the forbidders are strictly forbidden as subgraphs. The following characterization shows that a singleton enforcing set defines the class of complete graphs.
Notation: To ease the notation, if (X, Y ) is a strict enforcer, i.e., Y = {Y ′ }, the enforcer is also denoted by (X, Y ′ ).
Proposition 3.5 (Complete Graphs). Let
If a connected graph with more than two vertices is complete, any three vertices form a 3-cycle and so, any P 3 is enclosed in a C 3 , i.e., K n ∈ G(E ) for n ≥ 3. On the other hand, suppose G ∈ G(E ) and G has two vertices u and v. Since G is connected, there is a path P n from u to v. We can assume that n ≥ 3, since if n is 0, 1, or 2, G is complete. Let the order of the vertices in the path be u = u 1 , u 2 , . . . , u n−1 , u n = v. Since u 1 u 2 u 3 forms a P 3 , then the edge {u 1 , u 3 } must be in the graph. Similarly, u 1 u 3 u 4 implies {u 1 , u 4 } is in the graph. Continuing this way, u 1 u n−1 u n implies that {u 1 , u n } = {u, v} ∈ E(G). Thus G is complete. Example 3.6. As shown in Propositions 3.1 and 3.5, F = {{C 3 }, {C 4 }, . . .} defines the class of trees and E = {(P 3 , C 3 )} defines the class of complete graphs. Consider the forbidding-enforcing system (F , E ). The obtained class of graphs that obeys this system is G(F , E ) = {∅, Λ, P 2 }.
The enforcing set defined below shows up in characterizations of cycles.
The following fe-system uses both forbidding and enforcing sets to define the class of cycles.
Proposition 3.8 (Cycles
Proof. Assume that G ∈ G(F , E cycle ) has n vertices. We show that G is a cycle. Since G ∈ G(F ), it follows from Proposition 3.3 that G is a path or a cycle. The first three enforcers imply that G must have at least three vertices and so, G = P n or G = C n for some n ≥ 3. In either case, P n ≤ G. Since G sat E n , it follows that either P n+1 ≤ G, or G = C n . Since the former case contradicts our assumption that G has n vertices, it must be that G = C n . Conversely, let G be cycle, i.e., G = C n for some n ≥ 3. By Proposition 3.3, G ∈ G(F ). Since C n contains an edge, it satisfies E 0 and E 1 and since every edge in C n is contained in a P 3 , C n satisfies E 2 . For k = 3, . . . , n − 1 observe that every path of length k in C n is contained in a path of length k + 1, i.e., C n satisfies E 3 , . . . , E n−1 . Obviously, every path P n in C n is embedded in the cycle C n , so C n satisfies E n . For k ≥ n + 1 observe that P k ̸ ≤ C n and thus, C n satisfies all enforcers E k for k ≥ n + 1 trivially. Hence, G ∈ G(E cycle ). Therefore, every cycle is in G(F , E cycle ).
A graph is Eulerian if there is a closed walk that visits every edge exactly once. It is well known (see for ex. [1, 12] ) that a graph is Eulerian if and only if every vertex in the graph is of even degree. This local characterization allows description of Eulerian graphs through fe-systems.
Denote withP n a walk (trail) e 1 · · · e n−1 with n − 1 distinct edges that is not a closed walk. Let Q n be the set of all walks (closed or not closed) with n distinct edges and Q n (P n ) the set of all walks (closed or not closed) with n distinct edges having the walkP n as a subgraph. Let E ′ n = {(X, Q n (X)) | X is a non-closed walk with n − 1 distinct edges } for n > 3. DefineĒ cycle to be the enforcing set constructed form E cycle , where for n > 3 each E n is replaced by the enforcers in E ′ n . We remark that the setĒ cycle is similar to E cycle except that paths and cycles are substituted with walks and closed walks. Since there are more than one (up to isomorphism) walks with n distinct edges, and more than one edge extensions for a given walk, the enforcers are adjusted accordingly. The enforcers in E cycle force every path to either extend by an edge or close in a cycle.
Similarly, the enforcers inĒ cycle force every non-closed walk to extend by an edge into a closed or non-closed walk. Proof. Suppose a graph G is in G(E ). Then the enforcers inĒ cycle ensure that every walk in G is contained in a closed walk and hence G has no vertex of degree 1. If all vertices are of degree 2, then G is a cycle, and therefore Eulerian. The other set of enforcers, E 1 , ensures that there are no vertices in G with odd degree. Hence, G is Eulerian. Conversely, assume G is Eulerian. The enforcing set E 1 is satisfied by any Eulerian graph, because all vertices in an Eulerian graph are of even degree.
Proposition 3.9 (Eulerian Graphs). Consider
The enforcers E 0 , E 1 , and E 2 inĒ cycle are also satisfied by any Eulerian graph. If P 3 ≤ G then the end-points of P 3 are visited by P 3 exactly once. Since the vertices in G have even degrees, P 3 can be extended by an edge to either P 4 or C 3 . So, G satisfies E 3 . Let (X, Q n (X)) be an enforcer in E ′ n for some n > 3. Then, X is a non-closed walk. If X ̸ ≤ G then the enforcer is satisfied trivially. Suppose X ≤ G. Because X is not a closed walk, at least one of the end-points (call it v) of X is visited by X an odd number of times. Since G is Eulerian, v has an even degree and there is an edge incident on v not visited by X . Hence, X can be extended either to a walk or to a closed walk in Q n (X), implying that the enforcer is satisfied. Thus, G sat E . The following definitions of extensions, trimmed extensions and trimmed extension sets are used in the characterization of k-regular graphs. The number of vertices inĤ does not exceed 2k + 1 and, by construction, every vertex has degree at most k + 1. Moreover, there is at most one vertex inĤ with degree k + 1. 
Proof. The statement in (i) is obvious. Assume thatĤ
T is a trimmed extension of K 1,k and that 
Proof. Assume G is a 3-regular graph. Then G con F . Also, G has at least 4 vertices and 6 edges, so G sat We generalize the preceding characterization of 3-regular graphs to k-regular graphs.
Theorem 3.14 (k-regular Graphs
The proof of Theorem 3.14 is similar to the proof of Theorem 3.13 by replacing 3 with k and associated minor adjustments. Theorem 3.13 is therefore, a special case of Theorem 3.14.
Note that, the forbidding-enforcing system that characterizes k-regular graphs is finite for any k, containing a singleton forbidding set and five enforcers, regardless of the value of k. Of course, k-regular graphs are graphs that are characterized by a local property (every vertex has a constant degree), so the characterization with fe-systems is not surprising. However, one can see the above characterization as a way to construct k-regular graphs. Starting with K 1,k and then by embedding it in one of the trimmed extensions one begins to obtain graphs with larger number of vertices.
Forbidding through enforcing
In this section we observe that a forbidding set can be replaced entirely by an appropriate enforcing set. For this purpose, we use the notions of connecting graphs and extensions by an edge defined below. The idea is to exclude the forbidden graphs specified by the forbidders by enforcing these structures within an infinite graph. As we are working over a class of finite connected graphs, enforcing infinite graphs, in fact, forbids finite structures with the given subgraph property in the fe-class. Example 4.1. Consider the enforcing set E = { (K 1,3 , H 2,2,2 ), (H 2,2,2 , H 3,3,3 ) , . . .}. Every subsequent enforcer increases the size of the graph, thus
The above example shows that there exist forbidders and forbidding sets which can be replaced entirely by enforcing sets.
In order to handle non-strict forbidders, we define connecting graphs of a finite set of graphs as graphs that contain all graphs from that set as subgraphs. In this sense, connecting graphs ''connect'' all graphs from such a set.
Definition 4.2. Given a finite set of graphs F , a connected graph G is a connecting graph of F (or G connects F ), if F ⊆ sub (G).
A graph S is called a minimal connecting graph of F , if S is a connecting graph of F and for every connecting graph H of F , H ≤ S implies H = S. The set of connecting graphs of F is called the F -connect set, denoted C (F ), and the set of minimal connecting graphs of F is called the minimal F -connect set denoted C min (F ). Note that, if one removes an edge from a minimal connecting graph G of F , then F ̸ ⊆ sub (G). Hence minimal connecting graphs for a family F are related to extremal graphs as studied in extremal graph theory [1, 12] . We observe that for every F , both C (F ) and C min (F ) are not empty. One way to obtain a connecting graph G is by ordering the graphs in F = {H 1 , . . . , H n } and connecting a copy of H i with a copy of H i+1 for each i = 1, . . . , n by an edge that has one vertex in H i and the other vertex in H i+1 . Obviously, G is connected and F ⊆ sub (G). Then, a minimal connecting graph S can be obtained by removing edges from G in such a way that this does not result in a graph that is no longer connected nor that F ̸ ⊆ sub (G). If no more edges can be removed from G, a minimal connecting graph S for F has been reached.
A finite set of graphs may have many minimal connecting graphs. Consider the following example. Now consider the graph consisting of a 3-cycle and a 4-cycle, connected by a path of length n denoted with S C 3 P n C 4 . The case n = 4 is depicted in Fig. 1 . One end-point of the path P n is a vertex in C 3 and the other end-point is a vertex in C 4 . Each of the cycles and the path is otherwise disjoint from the other two. A proper subgraph of S C 3 P n C 4 would fail to be a connecting graph for F . Any value of n produces a minimal connecting graph and distinct values give non-isomorphic graphs. Thus, there are infinitely many minimal connecting graphs for F .
Another way to obtain a minimal connecting graph of F is to consider the graph with the maximum number of vertices (say m) among the graphs in F and let G = K m . Then, G is a connecting graph of F . A minimal connecting graph of F is obtained by removing edges until a further removal of an edge causes the graph to be either not connected or not a connecting graph of F . They are not isomorphic since S 2 has a vertex of degree 4 and S 1 doesn't. In the rest of the section ''minimal'' connecting graphs are as defined in Definition 4.2. In view of the above definitions, a graph is either consistent with the forbidder F , or is a connecting graph of F . We define extension by an edge as follows. 
Proof. If G sat E F , then G is finite and G cannot have any minimal connecting graph for F as a subgraph, because it will enforce an infinite number of edges in G. Hence, F ̸ ⊆ sub (G). Conversely, if G con F , it follows that F ̸ ⊆ sub (G). Thus, no minimal connecting graph of F is a subgraph of G. Therefore, G sat E F trivially.
The above result can be extended to a general forbidding set F with more than one forbidder by considering the union of enforcers E F over all F ∈ F .
Theorem 4.9. For every forbidding set F , there exists an enforcing set E such that G(F ) = G(E ).
Proof. Let F be a forbidding set. If F = ∅, then let E = ∅. By Remarks 2.2 and 2.8, G(F ) = G(E ) = U. Assume that F has at least one forbidder. For every forbidder F ∈ F construct the enforcing set E F as in Proposition 4.8. Consider E = ∪ F ∈F E F . Assume that G con F and let (X, Y ) ∈ E . Since X is a connecting graph of at least one F ∈ F , it follows that X ̸ ≤ G, since otherwise F ⊆ sub (G). Thus, G sat (X, Y ) trivially. Therefore, G(F ) ⊆ G(E ). Conversely, assume that G sat E and let F ∈ F . Suppose F ⊆ sub (G). Then, G contains a minimal connecting graph S of F as a subgraph. This implies that G must be infinite, which contradicts the assumption that G sat E . Hence F ̸ ⊆ sub (G) and thus, G ∈ G(F ).
The above result, however, does not render forbidding sets obsolete. For both theory and applications, it is useful to represent a graph family by finite structures like the forbidders F , rather than infinite sets like E F . As fe-systems may potentially be used to study other models, e.g., chemical self-assembly, finite constraints might be necessary. Further, finite fe-systems do not just define a class of graphs, but they also provide a finite number of local constraints for the graphs in the defined class so that membership of a graph to such a class may be (easily) decidable.
Note that the converse of the above theorem does not hold, i.e., there exists an enforcing set that is not equivalent to any forbidding set. For example, consider E = {(P 3 , C 3 )}. By Proposition 3.5, G(E ) is the class of complete graphs. Let F be a forbidding set. If F = ∅ then G(F ) = U ̸ = G(E ). Suppose F ̸ = ∅ and consider F ∈ F . Let m be the maximal number of vertices in a graph in F . Since the complete graph K m contains as subgraphs all graphs with m or less vertices,
. Therefore, for all forbidding sets F , G(F ) ̸ = G(E ).
Vertex labeling and k-colorability with fe-systems
As mentioned earlier, many local properties of graphs can be described by finite fe-systems. Vertex coloring is another such property of labeled graphs. This section shows an application of fe-systems to vertex-labeled graphs and to a graph coloring problem. In particular, for a given graph we can define an fe-system such that the corresponding fe-class is non-empty if and only if the given graph is k-colorable. The authors in [15] performed a laboratory experiment using DNA junction and duplex molecules to self-assemble a graph and in the process solved the 3-colorability problem for the graph. One can see an fe-system as an abstraction of the experimental process where the self-assembly of the molecules is guided by boundary conditions of the biochemical forbidding and enforcing present in the test tube.
We expand the definitions of fe-systems to vertex-labeled graphs such that all graph homomorphisms in the definitions are label-preserving graph homomorphisms. The set U is also replaced with a set (U, A) where A is an alphabet labeling vertices of graphs in U.
First, we observe that the labeling functions provide additional constraint in fe-systems and hence, they allow additional control in the system. Consider a labeling alphabet A. The class C = (U, A) is the set of all connected vertex-labeled graphs (G, φ) where φ : V (G) → A. Denote with Λ(a) the graph Λ whose vertex is labeled with a ∈ A. Denote with P i (a, b) a vertex labeled path P i whose end-points are labeled with a and b respectively, where a, b ∈ A.
Proposition 5.1. Let |A| = n and F = {{P i (a, a)} | 1 < i ≤ n, a ∈ A}. Then the class G(F , C) contains labeled copies of all graphs of at most n vertices.
Proof. Let (G, φ) be a graph in G(F , C). The forbidders {P i (a, a)} imply that the labels of the end-points of any path must be distinct. Since G is connected and there is a path between any two vertices, the labeling function φ : V (G) → A must be injective. Hence G must have at most n vertices.
A graph G is k-colorable if its vertices can be colored with k or fewer colors so that no two adjacent vertices are colored with the same color. Equivalently, G is k-colorable if there is a labeling function φ : V (G) → Σ, where Σ is a set of k colors such that for every two vertices
Considering the local character of the definition of k-colorable graphs, the class of all k-colorable graphs is given with the following forbidding set F = {{P 2 (c, c)} | c ∈ Σ}.
However, this characterization (merely rewriting of the definition) does not help in determining the membership of a given graph in G(F , C). For a given graph G with vertex set V (G) and a set of colors Σ, consider the labeling alphabet 
Proposition 5.2. The graph G is k-colorable if and only if
G G = G(F 1 ∪ F 2 , E 1 ∪ E 2 ) is
Concluding remarks
This paper introduces a method to describe classes of graphs through forbidding and enforcing boundary conditions. We showed that many classes of graphs could be characterized through forbidding and enforcing boundary conditions. Most of these classes are well known and they could be defined through some local properties of the vertices. Often, the fe-system description reflects directly these well known characterizations. Currently, we don't know how fe-systems can be used to describe global properties of graphs, such as the Hamiltonian property (a graph is said to be Hamiltonian if there is a cycle that visits every vertex). Although Hamiltonian graphs have been studied extensively, there are no characterizations of Hamiltonian graphs through the neighborhoods of vertices within the graphs. For this reason, we suspect that finding fe-systems that define graphs with some global properties may be more difficult. A similar construction to the one proposed in Section 5 can be done with directed graphs by labeling the edges, rather than the vertices. Such graphs could be seen as representations of finite state automata. Since fe-systems can also define a single language (see [8] ), it would be interesting to investigate connections between fe-systems on edge-labeled graphs and fe-systems on languages to characterize structures of the automata recognizing a given language.
In [6] the authors described a way to use finite fe-systems of languages as generating tools for classes of languages. We believe that a similar construction could give a generating tool in the case of finite fe-systems of graphs such that graphs that satisfy a finite fe-system can be effectively generated. Considering that known problems in graphs (such as k-colorability) can be described by finite fe-systems, such a generating tool may provide new algorithms for solution of these problems.
The original idea for boundary conditions was triggered by chemical reaction systems and forbidding and enforcing was first introduced for classes of languages [4] [5] [6] . The fe-systems defined here follow closely the flavor of the original definition. We expect that suitably designed forbidding and enforcing boundary conditions may prove to be useful in other aspects of mathematics and theoretical computer science.
