Abstract-The task of multi-label learning is to predict a set of relevant labels for the unseen instance. Traditional multi-label learning algorithms treat each class label as a logical indicator of whether the corresponding label is relevant or irrelevant to the instance, i.e., +1 represents relevant to the instance and -1 represents irrelevant to the instance. Such label represented by -1 or +1 is called logical label. Logical label cannot reflect different label importance. However, for real-world multi-label learning problems, the importance of each possible label is generally different. For the real applications, it is difficult to obtain the label importance information directly. Thus we need a method to reconstruct the essential label importance from the logical multilabel data. To solve this problem, we assume that each multi-label instance is described by a vector of latent real-valued labels, which can reflect the importance of the corresponding labels. Such label is called numerical label. The process of reconstructing the numerical labels from the logical multi-label data via utilizing the logical label information and the topological structure in the feature space is called Label Enhancement. In this paper, we propose a novel multi-label learning framework called LEMLL, i.e., Label Enhanced Multi-Label Learning, which incorporates regression of the numerical labels and label enhancement into a unified framework. Extensive comparative studies validate that the performance of multi-label learning can be improved significantly with label enhancement and LEMLL can effectively reconstruct latent label importance information from logical multi-label data.
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I. INTRODUCTION
In multi-label learning, each training instance is associated with multiple class labels and the task of multi-label learning is to predict a set of relevant labels for the unseen instance. During the past years, multi-label learning techniques have been widely applied to various fields such as document classification [1] , video concept detection [2] , image classification [3] , audio tag annotation [4] , etc.
Formally speaking, let X = R d be the d-dimensional feature space and Y = {y 1 , y 2 , ..., y l } be the label set with l possible labels. Given a multi-label training set D = {(x i ,y i )| 1 ≤ i ≤ n}, where x i ∈ X is the d-dimensional feature vector and y i ∈ {−1, +1} l is the label vector, the task of multi-label learning is to learn a multi-label predictor mapping from the space of feature vectors to the space of label vectors [5] . Traditional multi-label learning approaches treat each class label as a logical indicator of whether the corresponding label is relevant or irrelevant to the instance, i.e., +1 represents relevant to the instance and −1 represents irrelevant to the instance. Such label represented by −1 or +1 is called logical label. Furthermore, traditional approaches take the common assumption of equal label importance, i.e., the relative importance between relevant labels is not differentiated [6] .
For real-world multi-label learning problems, the importance of each possible label is generally different. In detail, the difference of the label importance could be two-fold: 1) relevant label variance, i.e., different labels relevant to the same instance have different relevant levels. 2) irrelevant label variance, i.e., different labels irrelevant to the same instance have different irrelative levels. For example, as shown in Fig.  1 which is an image with five possible labels sky, desert, tree, camel and fish, the logical label vector [+1, +1, +1, −1, −1] T is provided by the annotator. For the relevant label variance, the label importance of desert should be greater than that of tree and sky, because desert can describe the image more apparently. For the irrelevant label variance, the label importance of camel should be greater than that of fish, because although both are not shown in the image, it is obvious that fish is more irrelevant to this picture than camel.
As mentioned above, logical label uses +1 or −1 to describe each instance, which cannot reflect different label importance. So logical label can be viewed as a simplification of the instance's essential class description. However, for real-world applications, it is difficult to obtain the label importance information directly. Thus we need a method to reconstruct the latent label importance information from the logical multilabel data. To reconstruct the essential class description of each instance, we assume that there is a vector of latent real-valued labels to describe each multi-label instance, which can reflect the importance of the corresponding labels. Such label is called numerical label. The process of reconstructing the numerical labels from the logical multi-label data via utilizing the logical label information and the topological structure in the feature space is called Label Enhancement (LE).
In this paper, we propose an effective multi-label learning approach based on LE named Label Enhanced Multi-Label Learning (LEMLL). In our approach, we formulate the problem by incorporating regression of the numerical labels and label enhancement into a unified framework, where numerical labels and predictive model are jointly learned.
II. RELATED WORK
Multi-label learning approaches can be roughly grouped into three types based on the thought of order of label correlations [6] . The simplest ones are the first-order approaches which decompose the problem into a series of binary classification problems, each for one label [7] , [8] . The first-order approaches neglect the fact that the information of one label may be helpful for the learning of another label. The second-order approaches consider the correlations between pairs of class labels [9] , [10] . But the second-order approaches such as CLR [10] and RankSVM [9] only focus on the difference between relevant label and irrelevant label. The high-order approaches consider the correlations among label subsets or all the class labels [11] , [12] . For all of them, these approaches take the equal label importance assumption. In contrast, our approach assumes that each instance is described by a vector of latent real-valued labels and the importance of the possible labels is different.
There have been some supervised learning tasks using label importance information (e.g. label distributions) as supervision information. In Label Distribution Learning (LDL) [13] , the label distribution covers a number of labels, representing the degree to which each label describes the instance. Thus, the value of each label is numerical. The aim of LDL is to learn a model mapping from feature space to label distribution space. In Label Ranking (LR) [14] - [16] , the label ranking of each instance describes different importance levels between labels. The goal of LR is to learn a function mapping from an instance space to rankings (total strict orders) over a predefined set of labels. However, the training of LDL or LR requires the availability of the label distributions or the label rankings in the training set. For the real applications, it is difficult to obtain such label importance information directly. On the contrary, LEMLL does not assume the availability of such explicit label importance information in training set. LEMLL can reconstruct the label importance information automatically from the logical multi-label data, while LR and LDL cannot preprocess logical label into numerical label explicitly. Therefore, LEMLL differs from these two existing works.
There have been some existing works which learn from multi-label data with auxiliary label importance information. According to [17] , Multi-Label Ranking (MLR) can be understood as learning a model that associates with a query input x both a ranking and a bipartition of the label set into relevant and irrelevant labels. A label ranking and a bipartition are given explicitly and accessible to the MLR algorithm. In [18] , graded multi-label classification allows for graded membership of an instance belonging to a class label. An ordinal scale is assumed to characterize the membership degree and an ordinal grade is assigned for each label of the training example. In [19] , a full ordering is assumed to be known to rank relevant labels of the training example. In these cases, those auxiliary label importance information are explicitly given and accessible to the learning algorithm. Therefore, it is obvious that LEMLL is different from these existing works without assuming the availability of such explicit information.
Though there is no explicit definition of LE defined in existing literatures, some methods with similar function to LE have been proposed in the past years. In [20] and [21] , the membership degrees to the labels are constructed via fuzzy clustering [22] and kernel method. However, these two methods have not been applied to multi-label learning. There have been some existing multi-label learning algorithms based on LE. According to [23] , a label propagation procedure over the training instances is used to constitute the label distributions from the logical multi-label data. According to [24] , label manifold is explored to transfer the logical labels into realvalued labels. In [25] , numerical labels are reconstructed by exploiting the structure of feature space via sparse reconstruction. These related works are all two-stage approaches: the numerical labels are first reconstructed, and then the predictive model is trained according to the reconstructed labels. In the two-stage approaches, the results of model training cannot impact label enhancement. In contrast, the LEMLL method is a single-stage learning algorithm where numerical labels and predictive model are jointly learned. Besides, the training of predictive model and the label enhancement are interrelated in LEMLL.
The contribution of this paper is to propose a single-stage learning strategy that jointly learns to reconstruct the numerical labels and train the predictive model. Comparing with those two-stage approaches, the LEMLL method has several advantages against those two-stage approaches: 1. LEMLL can reconstruct better latent label importance information than those two-stage approaches; 2. Learning process is singlestage, using label enhancement regularizers; 3. LEMLL has better predictive performance than those two-stage approaches.
III. THE LEMLL APPROACH

A. The LEMLL Framework
Let X = R d be the input space and the label space with l logical labels can be expressed as {−1, +1} l . The training set of multi-label learning can be described as D = {(x 1 , y 1 ), ..., (x n ,y n )}. According to the above sections, we assume that the class description of each instance is a vector of numerical labels. We use u i ∈ U = R l to denote the latent numerical label vector of the instance x i . To learn a model mapping from the input space to the numerical label space, i.e., f : X →U, we assume that f is a linear model as:
where Θ ∈ R l×d and b ∈ R l×1 are the parameter matrices of the regression model, p i is the predicted numerical label vector and ϕ(x i ) is a nonlinear transformation of x i to a higher dimensional feature space R H . Aiming at learning a model mapping from the input space to the numerical label space, a regression model can be trained by solving the following problem:
where L r is a loss function, R denotes the regularizers,
To consider all dimensions into a unique restriction and yield a single support vector for all dimensions, the Vapnik ε-insensitive loss based on 2 -norm is used for L r , i.e.,
which will create an insensitive zone determined by ε around the estimate, i.e., the loss of r less than ε will be ignored. Because of the nonzero value of ε, the solution takes into account all outputs to construct each individual regressor. In this way, the cross-output relations are exploited. Furthermore, the regression model can return a sparse solution.
To control the complexity of the model, we define the following regularizer as:
where Θ F denotes the Frobenius norm of the matrix Θ.
1) Label Enhancement Regularizers:
The information of the feature space and the logical label space should be used to reconstruct the numerical labels of each instance. Based on this, we give the following assumptions about label enhancement: 1) the numerical label should be close enough to the original label; 2) the numerical label space and the feature space should share similar local topological structure.
As mentioned above, logical label can be viewed as a simplification of numerical label. Intuitively, the original label contains some information of numerical label, so the original label cannot differ too much from the numerical label. Thus we can get the first assumption and define the following regularizer as:
where
T is the logical label matrix. According to the smoothness assumption [26] , the points close to each other are more likely to share a label. We can easily infer that the points close to each other in the feature space are more likely to have similar numerical label vector. This intuition leads to the second assumption. The topological structure of the feature space can be expressed by a fully connected graph G = (V , E, W ), where V is the vertex set of the training instances, i.e., V = {x i |1 ≤ i ≤ n}, E is the edge set in which e ij represents the relationship between x i and x j , and W is the weight matrix in which each element W ij represents the weight of the edge e ij . To estimate the local topological structure of the feature space, the local neighborhood information of each instance should be used to construct the graph G. According to Local Linear Embedding (LLE) [27] , each point can be reconstructed by a linear combination of its neighbors. The approximation of the topological structure of the feature space can be obtained by solving the following problem:
is constrained because of the translation invariance. Eq. (6) can be transformed into the n quadratic programming problems:
Because the feature space and the numerical label space should share similar local topological structure, we define the following regularizer as:
and I is an identity matrix. For a matrix A, tr(A) is its trace.
By replacing R in Eq. (2) with Eqs. (4), (5) and (8), the framework can be rewritten as:
where α, β and γ are tradeoff parameters.
B. The Alternating Solution for the Optimization
When we fix U to solve Θ and b, Eq. (9) can be rewritten as:
Notice that Eq. (10) is a MSVR with the Vapnik ε-insensitive loss based on 2 -norm [28] . So Θ and b can be optimized by training a MSVR model.
When we fix Θ and b to solve U , the objective function becomes:
We use an iterative quasi-Newton method called Iterative Re-Weighted Least Square (IRWLS) [28] , [29] to minimize L(U ). Firstly, L r (r i ) is approximated by its first order Taylor expansion at the solution of the current k-th iteration, denoted by U (k) :
where ξ
and τ is a constant term that does not depend on U (k) . By substituting Eqs. (13) and (14) into Eq. (11), the objective function becomes:
is the Kronecker's delta function) and ν is a constant term. Furthermore, Eq. (15) can be rewritten as:
where ν is a constant term. The minimization of Eq. (16) can be solved by setting the derivative of the above target function with respect to U to be zero:
Solving Eq. (17), we can get
The direction of Eq. (18) is used as the descending direction for the minimization of Eq. (11) . The solution for the next iteration U (k+1) is obtained via a line search algorithm along this direction.
The pseudo code of the LEMLL algorithm is presented in Algorithm 1. In order to distinguish the relevant and irrelevant Update U (t) via the IRWLS procedure; 7: t ← t + 1; 8: until convergence reached 9: Return U , Θ and b. labels, numerical labels should be divided into two sets, i.e., the relevant and irrelevant sets. According to [10] and [23] , an extra virtual label y 0 is added into the original label set, i.e., the extended original label set Y = Y ∪ {y 0 } = {y 0 , y 1 , ..., y l }. In this paper, the logical value of y 0 is set to 0. Using the extended original label set to do the training process, the optimal parameter matrices Θ * ∈ R (l+1)×d and b
are learnt. Given a test instance x, the model can predict an extended numerical label vector p * . The predicted numerical label greater than p * 0 is relevant to the example and the label smaller than p * 0 is irrelevant to the example.
IV. EXPERIMENTS
This section is divided into two parts. In the first part, we evaluate the predictive performance of our method on multilabel data sets. In the second part, we reconstruct the label importance information from the logical labels via the LE methods, and then compare the recovered label importance with the ground-truth label importance.
A. Predictive Performance Evaluation 1) Experimental Settings:
For comprehensive performance evaluation, a total of fifteen benchmark multi-label data sets in Mulan [30] and Meka [31] are collected for experimental studies.
For a data set S, we use |S|, dim(S), L(S), F (S), LCard(S), LDen(S), DL(S) and P DL(S)
to represent its number of examples, number of features, number of class labels, feature type, label cardinality, label density, distinct label set and proportion of distinct label sets respectively. Table  I summarizes the characteristics of the fifteen data sets.
To examine the effectiveness of label enhancement, LEMLL is first compared with MSVR [28] , which can be considered as a degenerated version of LEMLL without label enhancement. Besides, three well-established two-stage approaches are employed for comparative studies, each implemented with parameter setup suggested in respective literatures: 1) Multilabel Learning with Feature-induced labeling information Enrichment (MLFE) [25] : [suggested setup: ρ = 1, c 1 = 1, c 1 = 2, β 1 , β 2 and β 3 chosen among {1,2, ... ,10}, {1,10,15} [10] , and one high-order approach Ensemble of Classifier Chains (ECC) [11] . For the three comparing algorithms, parameter configurations suggested in the literatures are used. For ML-kNN, k is set to 10. The ensemble size of ECC is set to 30. The three state-of-the-art comparing algorithms are implemented under the Mulan multi-label learning package [30] by instantiating the base learners of CLR and ECC with logistic regression. For LEMLL, K is set to 10. ε is set to 0.1. α, β and γ are all chosen among { Five widely-used evaluation metrics are used in comparative studies: Hamming loss (HL), Ranking loss (RL), One-error (OE), Coverage (CO) and Average precision (AP). Note that for all the five multi-label metrics, their values vary between [0, 1]. Furthermore, for average precision, the larger the values the better the performance; While for the other four metrics, the smaller the values the better the performance. These metrics serve as good indicators for comparative studies as they evaluate the performance of the models from various aspects. Concrete metric definitions can be found in [6] .
2) Experimental Results:
The detailed experimental results of each comparing algorithm on the 15 data sets are presented in Table II and Table III . The average ranks of the eight algorithms on the five measures are given in Table IV . On each data set, 50% examples are randomly sampled without replacement to form the training set, and the rest 50% examples are used to form the test set. The sampling process is repeated for ten times. The mean metric value and the standard deviation across ten training/testing trials are recorded for comparative studies.
Based on the experimental results, the following observa- tions can be apparently made:
• LEMLL achieves optimal (lowest) average rank in terms of each evaluation metric (Table IV) . On the 15 benchmark data sets, across all the evaluation metrics, LEMLL ranks 1st in 69.3% cases and ranks 2nd in 21.3% cases.
• When compared with the three well-established two-step approaches, on the 15 data sets (Table II) (Table III) , across all the evaluation metrics, LEMLL is significantly superior to MLFE in 89.3% cases, LEMLL is significantly superior to ML 2 in 90.7% cases and LEMLL is significantly superior to RELIAB in 80% cases. Thus LEMLL achieves superior performance over those twostage approaches.
• When compared with the three state-of-the-art algorithms, (Table II) (Table III) , across all the evaluation metrics, LEMLL is significantly superior to ML-kNN in 82.7% cases, LEMLL is significantly superior to CLR in 93.3% cases and LEMLL is significantly superior to ECC in 88% cases.
• Another interesting observation is that on all the data sets (Table II) (Table III) , across all the evaluation metrics, the performance of LEMLL is superior or equal to MSVR, and LEMLL is significantly superior to MSVR in 76% cases, which verify the superiority of the reconstructed numerical labels to the logical labels.
To summarize, LEMLL achieves superior performance over the well-established two-stage algorithms and the three stateof-the-art algorithms across extensive benchmark data sets. LEMLL significantly outperforms MSVR in most cases, which validates the effectiveness of label enhancement for boosting the multi-label learning performance.
B. Reconstruction Performance Evaluation 1) Experimental Settings:
To further evaluate the numerical labels μ reconstructed by LEMLL, experimental studies on 15 real-world label distribution data sets [13] with groundtruth label importance are conducted. Table V summarizes the detailed characteristics of the 15 real-world data sets.
Note that the problem of reconstructing label importance from logical labels is relatively new, and the logical multilabel data with ground-truth label importance is not available yet. Thus we consider the following settings of the reconstruction tasks. In a label distribution data set, each instance is associated with a label distribution. The data set used in our experiments, however, contains for each instance not the real distribution, but a set of labels. The set includes the labels with the highest weights in the distribution, and is the smallest set such that the sum of these weights exceeds a given threshold. The settings can model, for instance, the way in which annotators label images or add keywords to texts: it assumes that annotators add labels starting with the most relevant ones, until they feel the labeling is sufficiently complete. Therefore, the logical labels in the data sets can be binarized from the real label distributions as follows. For each instance x, of which the label distribution is
T , the greatest description degree d yj x is found, and the label y j is set to relevant label. Then, we calculate the sum of the description degrees of all the current relevant labels H = yj ∈S re d yj x , where S re is the set of the current relevant labels. If H is less than a predefined threshold ρ, we continue finding the greatest description degree among other labels excluded from S re and select the label corresponding to the greatest description degree into S re . This process continues until H > ρ. Finally, the logical labels to the labels in S re are set to 1, and other logical labels are set to −1. In the experiments, ρ varies from 0.1 to 0.5 with step size of 0.1. Thus we use each label distribution data set to form five logical multi-label data sets.
After binarizing the logical labels from the ground-truth label distributions, we recover the numerical labels from the logical labels via the LE algorithms and then the numerical labels are transferred to the label distribution via normalization g(μ) = sigmoid(μ)/Z, where sigmoid(·) is the sigmoid function mapping numerical value into (0, 1) and Z is the In order to evaluate the similarity between the reconstructed label distributions and the ground-truth label distributions, as suggested in [13] , three measures are chosen for our experiments, which include Chebyshev distance (Chebyshev), Kullback-Leibler divergence (K-L) and cosine coefficient (Cosine). The first two are distance measures and the smaller the values the better the performance. The last one is similarity measures and the larger the values the better the performance.
We choose to compare the performance of LEMLL against the five LE algorithms mentioned in Section II, i.e., FCM [20] , KM [21] and the first stage of MLFE [25] , ML 2 [24] and RELIAB [23] . For each comparing approaches, the parameters recommended in the corresponding literatures are used. For MLFE, the penalty parameter ρ is set to 1, c 1 is set to 1 and c 2 is set to 2. For ML 2 , K is set to l +1 and λ is set to 1. For RELIAB, α is set to 0.5. For FCM, β is set to 2. For LEMLL, K is set to 10. ε is set to 0.1. α, β and γ are all set to 1. Linear kernel is used in KM and LEMLL.
2) Experimental Results:
We run the LEMLL, FCM, KM and the first stage of MLFE, ML 2 and RELIAB with threshold ρ varying from 0.1 to 0.5 with step size of 0.1 on the 15 data sets. Table VI, Table VII and Table VIII report the results of the six LE algorithms across all the threshold ρ on all the data sets evaluated by Chebyshev, K-L and Cosine respectively. The best reconstruction performance on each measure is highlighted by boldface and average ranks are given in the last column. Note that this experiment is a reconstruction task, not a predictive task. Thus each LE algorithm only runs once. As shown in Table VI, Table VII and Table VIII , the following observation can be made: Across all the threshold ρ, LEMLL achieves optimal (lowest) average rank in terms of each evaluation metric. On the 15 data sets, across all the threshold ρ, across all the evaluation metrics, LEMLL ranks 1st in 80.4% cases and ranks 2nd in 11.1% cases.
To summarize, LEMLL achieves superior reconstruction performance over other algorithms, which demonstrates that LEMLL has good capability in reconstructing latent label importance information from logical multi-label data.
V. CONCLUSION
This paper proposes a framework of multi-label learning with label enhancement. Extensive comparative studies clearly validate the performance of multi-label learning can be improved significantly with label enhancement and LEMLL can effectively reconstruct latent label importance information from logical multi-label data. In the future, we will explore if there are other assumptions about label enhancement. 
