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a b s t r a c t
In this paper, the ( G
′
G )-expansion method is employed to solve the (3 +1)-dimensional
Kadomtsev–Petviashvili (KP) equation, the (3 +1)-dimensional potential-YTSF equation
and the (3 +1)-dimensional Jimbo–Miwa (JM) equation. Exact traveling wave solutions
are obtained. The traveling wave solutions are expressed in terms of hyperbolic functions,
the trigonometric functions and the rational functions.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The investigation of the exact traveling wave solutions of nonlinear evolution equations plays an important role in the
study of nonlinear physical phenomena. In recent years, both mathematicians and physicists have devoted considerable
efforts to the study of exact solutions of the nonlinear ordinary or partial differential equations corresponding to nonlinear
problems. Many powerful methods have been presented. For instance, the inverse scattering method [1], the Exp-function
method [2,3], the sine–cosine method [4,5], the Jacobi elliptic function method [6,7], the F-expansion method [8,9], the
auxiliary equation method [10,11], Adomian’s decomposition method [12], the homogeneous balance method [13,14], and
the method of bifurcation of planar dynamical systems [15,16].
In Ref. [17], Wang et al. introduced the ( G
′
G )-expansion method for reliably treating the nonlinear wave equations. It has
becomewidely used to search for various exact solutions of NLEEs [18–24]. Themethod is based on the explicit linearization
of NLEEs for traveling waves with a certain substitution which leads to a second-order differential equation with constant
coefficients. Moreover, it transforms a nonlinear equation to a simple algebraic computation. Through the use of themethod
we can obtain more general solutions with some free parameters. If we set the parameters in the wider set of solutions
obtained as special values, then some previously known solutions can be recovered.
2. Description of the ( G
′
G )-expansion method
Wang et al. summarized the main steps for using the ( G
′
G )-expansion method, as follows:
∗ Corresponding author.
E-mail address: songming12_15@163.com (M. Song).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.05.045
M. Song, Y. Ge / Computers and Mathematics with Applications 60 (2010) 1220–1227 1221
Step 1. Suppose a nonlinear PDE
P(u, ut , ux, utt , uxtuxx, . . .) = 0, (2.1)
can be converted to an ODE
O(ϕ,−cϕ′, ϕ′, c2ϕ′′,−cϕ′′, ϕ′′, . . .) = 0, (2.2)
using a traveling wave variable u(x, t) = ϕ(ξ), ξ = x− ct .
Step 2. Suppose that the solution of the ODE (2.2) can be expressed as a polynomial in ( G
′
G ) as follows:
u =
n∑
i=0
αi
(
G′
G
)i
, (2.3)
where G = G(ξ) satisfies the second-order LODE in the form
G′′ + λG′ + µG = 0, (2.4)
where αi (i = 0, 1, 2, . . . , n), λ and µ are constants to be determined later, αn 6= 0, the unwritten part in (2.3) is also a
polynomial in ( G
′
G ) but its degree is generally equal to or less than n − 1, and the positive integer n can be determined by
considering the homogeneous balance between the highest order derivatives and nonlinear terms appearing in ODE (2.2).
Step 3. By substituting (2.3) into Eq. (2.2) and using second-order LODE (2.4), collecting all terms with the same order of
( G
′
G ) together, the left-hand side of Eq. (2.2) is converted into another polynomial in (
G′
G ). Equating each coefficient of this
polynomial to zero yields a set of algebraic equations for α0, α1, . . . , αn, c, λ and µ.
Step 4. Assuming that the constants α0, α1, . . . , αn, c, λ and µ can be obtained by solving the algebraic equations in Step 3,
since the general solutions of the second-order LODE (2.4) are well known for us, then substituting α0, α1, . . . , αn, c and the
general solutions of Eq. (2.4) into (2.3), we have more traveling wave solutions of the nonlinear evolution equation (2.1).
3. Application to the (3+ 1)-dimensional Kadomtsev–Petviashvili equation
In this section we apply the G
′
G -expansion method to the (3+ 1)-dimensional Kadomtsev–Petviashvili equation [25–28]
(ut + 6uux + uxxx)x − 3uyy − 3uzz = 0. (3.1)
We introduce the traveling wave variable u(x, y, z, t) = ϕ(ξ), ξ = x+ y+ z − ct into (3.1) to find
(−cϕ′ + 6ϕϕ′ + ϕ′′′)′ − 6ϕ′′ = 0. (3.2)
Integrating (3.2) twice and letting the integral constants be zero, we have
− cϕ − 6ϕ + 3ϕ2 + ϕ′′ = 0. (3.3)
Considering the homogeneous balance between ϕ′′ and ϕ2 in Eq. (3.3) gives
n+ 2 = 2n, (3.4)
and so
n = 2. (3.5)
We suppose that the solution ϕ(ξ) of Eq. (3.3) is of the form
ϕ(ξ) = α2
(
G′
G
)2
+ α1
(
G′
G
)
+ α0, α2 6= 0. (3.6)
By using Eq. (2.4), from Eq. (3.6) we have
ϕ2 = α22
(
G′
G
)4
+ 2α1α2
(
G′
G
)3
+ (α21 + 2α2α0)
(
G′
G
)2
+ 2α1α0
(
G′
G
)
+ α20, (3.7)
ϕ′′ = 6α2
(
G′
G
)4
+ (2α1 + 10α2λ)
(
G′
G
)3
(8α2µ+ 3α1λ+ 4α2λ2)
(
G′
G
)2
+ (6α2λµ+ 2α1µ+ α1λ2)
(
G′
G
)
+ 2α2µ2 + α1λµ. (3.8)
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By substituting Eqs. (3.6)–(3.8) into Eq. (3.3) and collecting all terms with the same power of ( G
′
G ) together, the left-hand
side of Eq. (3.3) is converted into another polynomial in ( G
′
G ). Equating each coefficient of this polynomial to zero yields a
set of simultaneous algebraic equations for α2, α1, α0, c, λ and µ as follows:(
G′
G
)4
: α2(6+ 3α2) = 0, (3.9)(
G′
G
)3
: 2α1 + 10λα2 + 6α1α2 = 0, (3.10)(
G′
G
)2
: 3λα1 + 3α21 − 6α2 − cα2 + 4λ2α2 + 8µα2 + 6α0α2 = 0, (3.11)(
G′
G
)1
: −6α1 − cα1 + λ2α1 + 2µα1 + 6α0α1 + 6λµα2 = 0, (3.12)(
G′
G
)0
: −6α0 − cα0 + 3α20 + λµα1 + 2µ2α2 = 0. (3.13)
Solving the algebraic equations above yields
α2 = −2, α1 = −2λ, α0 = −2µ, c = −6+ λ2 − 4µ, (3.14)
or
α2 = −2, α1 = −2λ, α0 = 16 (−2λ
2 − 4µ), c = −6− λ2 + 4µ, (3.15)
where λ and µ are arbitrary constants.
By using (3.14) and (3.15), expression (3.6) can be written as
ϕ(ξ) = −2
(
G′
G
)2
− 2λ
(
G′
G
)
− 2µ, (3.16)
where ξ = x+ y+ z − (−6+ λ2 − 4µ)t , or
ϕ(ξ) = −2
(
G′
G
)2
− 2λ
(
G′
G
)
− 1
6
(2λ2 + 4µ), (3.17)
where ξ = x+ y+ z − (−6− λ2 + 4µ)t .
Substituting the general solutions of Eq. (2.4) into (3.16) and (3.17) we have three kinds of travelling wave solutions of
Eq. (3.3) as follows:
When λ2 − 4µ > 0,
ϕ(ξ) = −λ
2 − 4µ
2
(
C1 sinh 12
√
λ2 − 4µξ + C2 cosh 12
√
λ2 − 4µξ
C1 cosh 12
√
λ2 − 4µξ + C2 sinh 12
√
λ2 − 4µξ
)2
+ λ
2
2
− 2µ, (3.18)
where ξ = x+ y+ z − (−6+ λ2 − 4µ)t , C1 and C2 are arbitrary constants, or
ϕ(ξ) = −λ
2 − 4µ
2
(
C1 sinh 12
√
λ2 − 4µξ + C2 cosh 12
√
λ2 − 4µξ
C1 cosh 12
√
λ2 − 4µξ + C2 sinh 12
√
λ2 − 4µξ
)2
+ λ
2
2
− 1
6
(2λ2 + 4µ), (3.19)
where ξ = x+ y+ z − (−6− λ2 + 4µ)t , C1 and C2 are arbitrary constants.
When λ2 − 4µ = 0,
ϕ(ξ) = − 2C
2
2
(C1 + C2ξ)2 +
λ2
2
− 2µ, (3.20)
where ξ = x+ y+ z + 6t , C1 and C2 are arbitrary constants, or
ϕ(ξ) = − 2C
2
2
(C1 + C2ξ)2 +
λ2
2
− 1
6
(2λ2 + 4µ), (3.21)
where ξ = x+ y+ z + 6t , C1 and C2 are arbitrary constants.
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When λ2 − 4µ < 0,
ϕ(ξ) = −4µ− λ
2
2
(
−C1 sin 12
√
4µ− λ2ξ + C2 cos 12
√
4µ− λ2ξ
C1 cos 12
√
4µ− λ2ξ + C2 sin 12
√
4µ− λ2ξ
)2
+ λ
2
2
− 2µ, (3.22)
where ξ = x+ y+ z − (−6+ λ2 − 4µ)t , C1 and C2 are arbitrary constants, or
ϕ(ξ) = −4µ− λ
2
2
(
−C1 sin 12
√
4µ− λ2ξ + C2 cos 12
√
4µ− λ2ξ
C1 cos 12
√
4µ− λ2ξ + C2 sin 12
√
4µ− λ2ξ
)2
+ λ
2
2
− 1
6
(2λ2 + 4µ), (3.23)
where ξ = x+ y+ z − (−6− λ2 + 4µ)t , C1 and C2 are arbitrary constants.
Remark 1. In particular, if we take C1 6= 0, C21 > C22 , then (3.18) leads to the formal solitary wave solutions to (3.1) as
follows:
ϕ(ξ) = −λ
2 − 4µ
2
2
tanh
(
1
2
√
λ2 − 4µξ + ξ0
)
+ λ
2
2
− 2µ, (3.24)
where ξ = x+ y+ z− (−6+λ2− 4µ)t , ξ0 = tanh−1(C2/C1), and (3.18) leads to the formal solitary wave solutions to (3.1)
as follows:
ϕ(ξ) = −λ
2 − 4µ
2
2
tanh
(
1
2
√
λ2 − 4µξ + ξ0
)
+ λ
2
2
− 1
6
(2λ2 + 4µ), (3.25)
where ξ = x+ y+ z − (−6− λ2 + 4µ)t , ξ0 = tanh−1(C2/C1).
If we take C2 6= 0, C21 < C22 , then (3.22) leads to the formal periodic wave solutions to (3.1) as follows:
ϕ(ξ) = −4µ− λ
2
2
cot2
(
1
2
√
4µ− λ2ξ + ξ0
)
+ λ
2
2
− 2µ, (3.26)
where ξ = x+ y+ z− (−6+ λ2− 4µ)t , ξ0 = tan−1(C1/C2), and (3.23) leads to the formal periodic wave solutions to (3.1)
as follows:
ϕ(ξ) = −4µ− λ
2
2
cot2
(
1
2
√
4µ− λ2ξ + ξ0
)
+ λ
2
2
− 1
6
(2λ2 + 4µ), (3.27)
where ξ = x+ y+ z − (−6− λ2 + 4µ)t , ξ0 = tan−1(C1/C2).
We observe that the results (11), (14), (16), and, (32) in [26] are particular cases of our results (3.24) and (3.25). The
results (15) in [26] are particular cases of our result (3.20) and (3.21). The results (43) in [26] are particular cases of our
results (3.26) and (3.27).
4. Application to the (3+ 1)-dimensional potential-YTSF equation
In this section we apply the G
′
G -expansion method to the (3+ 1)-dimensional potential-YTSF equation [29,30]
− 4uxt + uxxxz + 4uxuxz + 2uxxuz + 3uyy = 0. (4.1)
We introduce the wave variable u(x, y, z, t) = ϕ(ξ), ξ = x+ y+ z − ct , to find
4cϕ′′ + ϕ(4) + 6ϕ′ϕ′′ + 3ϕ′′ = 0. (4.2)
Integrating (4.2) once and letting the integral constant be zero, we have
4cϕ′ + ϕ′′′ + 3(ϕ′)2 + 3ϕ′ = 0. (4.3)
Considering the homogeneous balance between ϕ′′′ and (ϕ′)2 in Eq. (4.3) gives
n+ 3 = 2n+ 2, (4.4)
and so
n = 1. (4.5)
We suppose that the solution ϕ(ξ) of Eq. (4.3) is of the form
ϕ(ξ) = α1
(
G′
G
)
+ α0, α1 6= 0. (4.6)
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By using Eq. (2.4), from Eq. (4.6) we have
ϕ′ = −α1
(
G′
G
)2
− α1λ
(
G′
G
)
− α1µ, (4.7)
ϕ′′′ = −6α1
(
G′
G
)4
− 12α1λ
(
G′
G
)3
− (8α1µ+ 7α1λ2)
(
G′
G
)2
− (8α1λµ+ α1λ3)
(
G′
G
)
− (α1µ2 + 2α1λ2µ). (4.8)
On substituting Eqs. (4.7) and (4.8) into Eq. (4.3) and collecting all terms with the same power of ( G
′
G ) together, the left-
hand side of Eq. (4.3) is converted into another polynomial in ( G
′
G ). Equating each coefficient of this polynomial to zero yields
a set of simultaneous algebraic equations for α1, c, λ and µ as follows:(
G′
G
)4
: α1(−6+ 3α1) = 0, (4.9)(
G′
G
)3
: α1(−12λ+ 6λα1) = 0, (4.10)(
G′
G
)2
: α1(−3− 4c − 7λ2 − 8µ+ 3λ2α1 + 6µα1) = 0, (4.11)(
G′
G
)1
: α1(−3λ− 4cλ− 8λµ+ 6λµα1 − λ3) = 0, (4.12)(
G′
G
)0
: α1(−3µ− 4cµ− µλ2 + 3µ2α1 − 2µ2) = 0. (4.13)
Solving the algebraic equations above yields
α1 = 2, c = 14 (−3− λ
2 + 4µ), (4.14)
where λ and µ are arbitrary constants.
By using (4.14), expression (4.6) can be written as
ϕ(ξ) = 2
(
G′
G
)
+ α0, (4.15)
where ξ = x+ y+ z − 14 (−3− λ2 + 4µ)t , and α0 is an arbitrary constant.
Substituting the general solutions of Eq. (2.4) into (4.15) we have three kinds of traveling wave solutions of the Eq. (4.3)
as follows:
When λ2 − 4µ > 0,
ϕ(ξ) =
√
λ2 − 4µ
(
C1 sinh 12
√
λ2 − 4µξ + C2 cosh 12
√
λ2 − 4µξ
C1 cosh 12
√
λ2 − 4µξ + C2 sinh 12
√
λ2 − 4µξ
)
− λ
2
+ α0, (4.16)
where ξ = x+ y+ z − 14 (−3− λ2 + 4µ)t , α0, C1 and C2 are arbitrary constants.
When λ2 − 4µ = 0,
ϕ(ξ) = 2C2
C1 + C2ξ −
λ
2
+ α0, (4.17)
where ξ = x+ y+ z + 34 t , α0, C1 and C2 are arbitrary constants.
When λ2 − 4µ < 0,
ϕ(ξ) = −
√
4µ− λ2
(
−C1 sin 12
√
4µ− λ2ξ + C2 cos 12
√
4µ− λ2ξ
C1 cos 12
√
4µ− λ2ξ + C2 sin 12
√
4µ− λ2ξ
)
+ λ
2
+ α0, (4.18)
where ξ = x+ y+ z − 14 (−3− λ2 + 4µ)t , α0, C1 and C2 are arbitrary constants.
M. Song, Y. Ge / Computers and Mathematics with Applications 60 (2010) 1220–1227 1225
Remark 2. In particular, if we take C1 6= 0, C21 > C22 , then (4.16) leads to the formal solitary wave solutions to (4.1) as
follows:
ϕ(ξ) =
√
λ2 − 4µ tanh
(
1
2
√
λ2 − 4µ+ ξ0
)
− λ
2
+ α0, (4.19)
where ξ = x+ y+ z − 14 (−3− λ2 + 4µ)t , ξ0 = tanh−1(C2/C1).
If we take C2 6= 0, C21 < C22 , then (4.18) leads to the formal periodic wave solutions to (4.1) as follows:
ϕ(ξ) = −
√
λ2 − 4µ cot
(
1
2
√
λ2 − 4µ+ ξ0
)
+ λ
2
+ α0, (4.20)
where ξ = x+ y+ z − 14 (−3− λ2 + 4µ)t , ξ0 = tan−1(C1/C2).
We note that solutions (4.16), (4.17) and (4.18) do not appear in [29,30].
5. Application to the (3+ 1)-dimensional Jimbo–Miwa equation
In this section we apply the G
′
G -expansion method to the (3+ 1)-dimensional Jimbo–Miwa equation [31–35]
uxxxy + 3uyuxx + 3uxuxy + 2uyt − 3uxz = 0. (5.1)
We introduce the wave variable u(x, y, z, t) = ϕ(ξ), ξ = x+ y+ z − ct , to find
ϕ(4) + 6ϕ′ϕ′′ − 2cϕ′′ − 3ϕ′′ = 0. (5.2)
Integrating (5.2) once and letting the integral constant be zero, we have
ϕ′′′ + 3(ϕ′)2 − 2cϕ′ − 3ϕ′ = 0. (5.3)
Considering the homogeneous balance between ϕ′′′ and (ϕ′)2 in Eq. (5.3) gives
n+ 3 = 2n+ 2, (5.4)
and so
n = 1. (5.5)
We suppose that the solution ϕ(ξ) of Eq. (5.3) is of the form
ϕ(ξ) = α1
(
G′
G
)
+ α0, α1 6= 0. (5.6)
By using Eq. (2.4), from Eq. (5.6) we have
ϕ′ = −α1
(
G′
G
)2
− α1λ
(
G′
G
)
− α1µ, (5.7)
ϕ′′′ = −6α1
(
G′
G
)4
− 12α1λ
(
G′
G
)3
− (8α1µ+ 7α1λ2)
(
G′
G
)2
− (8α1λµ+ α1λ3)
(
G′
G
)
− (α1µ2 + 2α1λ2µ). (5.8)
By substituting Eqs. (5.7) and (5.8) into Eq. (5.3) and collecting all terms with the same power of ( G
′
G ) together, the left-
hand side of Eq. (5.3) is converted into another polynomial in ( G
′
G ). Equating each coefficient of this polynomial to zero yields
a set of simultaneous algebraic equations for α1, c, λ and µ as follows:(
G′
G
)4
: α1(−6+ 3α1) = 0, (5.9)(
G′
G
)3
: α1(−12λ+ 6λα1) = 0, (5.10)(
G′
G
)2
: α1(3+ 2c − 7λ2 − 8µ+ 3λ2α1 + 6µα1) = 0, (5.11)(
G′
G
)1
: α1((3+ 2c)λ− λ3 − 8λµ+ 6λµα1) = 0, (5.12)(
G′
G
)0
: α1((3+ 2c)µ− 3µ2α1 − µλ2 − 2µ2) = 0. (5.13)
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Solving the algebraic equations above yields
α1 = 2, c = 12 (−3+ λ
2 − 4µ), (5.14)
where λ and µ are arbitrary constants.
By using (5.14), expression (5.6) can be written as
ϕ(ξ) = 2
(
G′
G
)
+ α0, (5.15)
where ξ = x+ y+ z − 12 (−3+ λ2 − 4µ)t , and α0 is an arbitrary constant.
Substituting the general solutions of Eq. (2.4) into (5.15) we have three kinds of traveling wave solutions of the Eq. (5.3)
as follows:
When λ2 − 4µ > 0,
ϕ(ξ) =
√
λ2 − 4µ
(
C1 sinh 12
√
λ2 − 4µξ + C2 cosh 12
√
λ2 − 4µξ
C1 cosh 12
√
λ2 − 4µξ + C2 sinh 12
√
λ2 − 4µξ
)
− λ
2
+ α0, (5.16)
where ξ = x+ y+ z − 12 (−3+ λ2 − 4µ)t , α0, C1 and C2 are arbitrary constants.
When λ2 − 4µ = 0,
ϕ(ξ) = 2C2
C1 + C2ξ −
λ
2
+ α0, (5.17)
where ξ = x+ y+ z + 32 t , α0, C1 and C2 are arbitrary constants.
When λ2 − 4µ < 0,
ϕ(ξ) =
√
4µ− λ2
(
−C1 sin 12
√
4µ− λ2ξ + C2 cos 12
√
4µ− λ2ξ
C1 cos 12
√
4µ− λ2ξ + C2 sin 12
√
4µ− λ2ξ
)
− λ
2
+ α0, (5.18)
where ξ = x+ y+ z − 12 (−3+ λ2 − 4µ)t , α0, C1 and C2 are arbitrary constants.
Remark 3. In particular, if we take C1 6= 0, C21 > C22 , then (5.16) leads to the formal solitary wave solutions to (5.1) as
follows:
ϕ(ξ) =
√
λ2 − 4µ tanh
(
1
2
√
λ2 − 4µ+ ξ0
)
− λ
2
+ α0, (5.19)
where ξ = x+ y+ z − 12 (−3+ λ2 − 4µ)t , ξ0 = tanh−1(C2/C1).
If we take C2 6= 0, C21 < C22 , then (4.18) leads to the formal periodic wave solutions to (5.1) as follows:
ϕ(ξ) =
√
λ2 − 4µ cot
(
1
2
√
λ2 − 4µ+ ξ0
)
− λ
2
+ α0, (5.20)
where ξ = x+ y+ z − 12 (−3+ λ2 − 4µ)t , ξ0 = tan−1(C1/C2).
We note that solutions (5.16), (5.17) and (5.18) do not appear in [33,35].
6. Conclusions
The G
′
G -expansion method was successfully used to establish traveling wave solutions of the (3 + 1)-dimensional KP
equation, the (3 + 1)-dimensional potential-YTSF equation and the (3 + 1)-dimensional JM equation. Comparing with
the other methods in the literature, the G
′
G -expansion method appears to be easier and faster, by means of the symbolic
computation system. This paper confirms that the method is direct, concise and effective. The method can be used for
treating many other nonlinear partial differential equations of mathematical physics.
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