In public optical networks, the data are scrambled with a x u + 1 self-synchronous scramblers (SSSs). The reason for this is to avoid long strings of ones or zeros, which might affect the receiver synchronization. Unfortunately, the use of SSSs is always related to the problem of duplication of channel errors. More precisely, each error occurring during the transmission will be duplicated u bits later. In this paper, we present a low-cost solution to this problem based on integer codes capable of correcting sparse byte errors.
Introduction
In many communication networks the data are randomized before transmission. The reason for this is to avoid long strings of 1s or 0s, which might affect the receiver synchronization. In public optical networks (PONs), such as synchronous optical network (SONET) and high-level data link control (HDLC) [1] , the process of randomization is performed using self-synchronous scramblers (SSSs). These devices modify the data by XORing two bits that are spaced u bits apart (u = 29 or 43) [2] [3] [4] [5] [6] . Such sequence is then sent to the receiver, which performs the same operation to recover the original unscrambled data.
Although this procedure is simple to implement, it has a drawback of error duplication. In other words, each error occurring during the transmission will be duplicated u bits later. In mentioned networks, where random errors dominate [7] [8] [9] [10] , this will cause the appearance of two errors which cannot be corrected by standard cyclic redundancy check (CRC) codes. In order to overcome this problem, the researchers proposed the use of modified CRC codes (m-CRCCs) [2] [3] [4] [5] [6] . These codes were preferred over other codes (e.g. BCH codes) due to their lower decoding complexity. In practice, however, such a solution would be complex to implement, since it is also based on the modification of existing network hardware (SONET terminals, HDLC controllers, etc.).
Bearing this in mind, in this paper, we present a class of integer codes that are suitable for use in modern PONs. Compared to m-CRCCs, these codes have three advantages. First, they use integer and lookup table operations, which are supported by all processors [11] . As a result, they can be implemented Bfor free^(in software), i.e. without modifying the network hardware. The second advantage is that the proposed codes can correct three types of errors within a b-bit byte: single errors, double errors and tripleadjacent errors. Hence, they are more powerful than the codes suggested in [2] [3] [4] [5] [6] . Finally, the proposed codes can be interleaved without delay and without using dedicated hardware. Thanks to this, it is possible to construct simple codes capable of correcting errors affecting several consecutive bytes.
The organization of this paper is as follows: Section 2 deals with the construction of integer codes capable of correcting sparse byte (SB) errors. The error control procedure and theoretical decoding throughputs for these codes are described and evaluated in Section 3. Finally, Section 4 concludes the paper.
Codes construction
In this section, we start with four definitions that are related to the construction of integer codes capable of correcting SB errors. n¼0 a n ⋅ 2 n be the integer representation of a b-bit byte, where a n ∈ {0, 1} and 1 ≤ i ≤ k. Then, the code C (b, k, c), defined as
is an (kb + b, kb) integer code, where c = (
is the coefficient vector and B k+1 ∈ Z 2 b −1 is an integer. be respectively, the sent codeword, the received codeword and the error vector. Then, the syndrome S of the received codeword is defined as
Definition 4 An (kb + b, kb) integer code is called SB error correcting (SBEC) if it can correct error vectors from the set E = {(e i , 0,..., 0, 0),..., (0, 0,..., e i , 0), (0, 0,..., 0, e i )}, where
Definition 5
The error set for an (kb + b, kb) integer SBEC code is defined by
where
With these definitions, we are ready to state the following theorem.
Theorem 1
The sets s 1 and s 3 are subsets of s 2 .
Proof An element α of s 1 takes the form (± 2 r · C i ) (mod 2 b -1), where 0 ≤ r ≤ b -1. The set s 2 contains elements β taking the form [(± 2 r ± 2 s ) · C i ] (mod 2 b -1), where 0 ≤ r < s ≤ b -1. Obviously, if s = r + 1, β will take two forms:
On the other hand, if r = 0 and s = b -1, β will take the form
In all cases, γ ⊆ β. Hence, s 3 ⊆ s 2 .□ Now we can prove the main theorem of this section.
Theorem 2
The codes defined by (1) can correct all SB errors only if there exist k mutually different coefficients
where | A | is the cardinality of A.
Proof To prove the theorem, observe that the set s 2 can be express as the union
The syndromes caused by SB errors will be nonzero and mutually different only if there exists k different coefficients
Further, if we compare the sets R 2 , R 3 , R 2b-2 and R 2b-5 we can note that R 2b − 5 ⊆ (R 2b − 2 ∪ R 2 ) and R 3 ⊆ R 2 . As a result, it follows that
Conversely, if the codes satisfy the above condition, then we correct all SB errors. Therefore, these codes are (kb + b, kb) integer SBEC codes.□ Now, by knowing the cardinality of s 2 , we can derive the upper bound on code length.
Theorem 3 For any (kb + b, kb) integer SBEC code it holds that
Proof From Definition 1 we know that the total number of nonzero syndromes is 2 b -2. In addition, from Theorem 2 we know that the set s 2 has [2 ⋅ (b − 1) 2 − 2] ⋅ (k + 1) nonzero elements. Consequently, we have the inequality
To illustrate the applicability of Theorems 2-3 we have conducted an exhaustive computer search. Our first goal was to compare the obtained results with the theoretical bounds (Table 1) , while the second goal was finding the coefficients C i (Table 2) for 32-bit codes (these codes are perfectly suited for implementation on modern 32/64-bit processors [11] ).
Error control procedure and theoretical decoding throughputs
The error control procedure for the proposed codes is similar to that described in [12] [13] [14] [15] [16] [17] [18] . In short, it consists of two steps: obtaining the error correction data from the syndrome table and executing the operation
where 1 ≤ i ≤ k + 1, e = ± 2 r ± 2 s and 0 ≤ r < s ≤ b − 1. To generate the syndome table it is necessary to substitute the values of b and C i (Table 2) into (5) . In this way, exactly |ξ| (Theorem 2) relationships between the syndrome (element of the set ξ), error location (i) and error vector (e) are established (Fig. 1) . Accordingly, when S ≠ 0, the decoder's task is to find the entry with the first b bits as that of the syndrome S. If the elements of ξ are sorted in increasing order, this task will be completed after n TL table lookups, where 1 ≤ n TL ≤ ⌊log 2 |ξ|⌋ + 2 [19] .
To illustrate the effectiveness of the above approach, suppose that the data packet has K = 6·b·k = 192·k data bits (k = 32, 64, 96 and 128) and that each network node is equipped with the six-core processor (Fig. 2) having the following parameters [20] In addition, let us assume that the coefficients C i (Table 2 ) are stored in each of the six L1 caches and that the syndrome table is placed into the L3 cache (Fig. 2) . In that case, instead of one, the decoder (processor) will (in parallel) compute the values of six syndromes:
If we add to this K/128 = 1.5·k shift operations, we see that each core requires T 1 = 9.5·k + 1 clock cycles (k accesses to the L1 cache, k integer multiplications, k -1 integer additions, 1.5·k shift operations, 1 integer subtraction and 1 modulo reduction) to calculate the values of all syndromes. If one or more syndromes are non-zero, the decoder will additionally perform n TL table lookups, n TL comparisons, 1 integer addition and 1 modulo reduction. In our case, six such operations can be executed in parallel in T 2 = 35·n TL + 2 clock cycles. So, if we sum up both processing times, we come to the conclusion that the decoder requires
clock cycles to process K data bits, i.e. one second to decode
data bits. From (12) it is easy to calculate that the theoretical throughput of the decoder varies between 22.48 Gbps and 43.05 Gbps (Table 3) . This means that all codes from Table 3 have the potential to be used in 10G networks (e.g. 10G SONET and HDLC network) [1] . Besides this, from Table 3 we see that the code with the code rate 4096/ 4128 has theoretical throughput above 40 Gbps. This fact makes it a good candidate for use in 40G networks (e.g. 40G SONET) [1] . Finally, from (8)- (10) we see that the analyzed codes are interleaved at the byte level. Thanks to this, they are able both to protect up to 24576 bits and to correct SB errors spanning up to 192 bits. Such solution is not only more reliable than [2] [3] [4] [5] [6] , but also much simpler to implement (Table 4) . 
Conclusion
In this paper, we presented a new class of integer error control codes. We have shown that these codes have three characteristics: first, they can correct sparse byte errors, second, they operate under integer arithmetic, and third, they can be interleaved without delay and without using additional hardware. Thanks to these features, the presented codes are well suited to be used in practice, especially in optical networks such as SONET and HDLC. 
