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Abstract. This paper is concerned with the characterization of α-modulation spaces
by Banach frames, i.e., stable and redundant non-orthogonal expansions, constituted of
functions obtained by a suitable combination of translation, modulation and dilation of
a mother atom. In particular, the parameter α ∈ [0, 1] governs the dependence of the
dilation factor on the frequency. The result is achieved by exploiting intrinsic properties
of localization of such frames. The well-known Gabor and wavelet frames arise as special
cases (α = 0) and limiting case (α → 1), to characterize respectively modulation and Besov
spaces. This intermediate theory contributes to a further answer to the theoretical need
of a common interpretation and framework between Gabor and wavelet theory and to the
construction of new tools for applications in time-frequency analysis, signal processing,
and numerical analysis.
AMS subject classification: 42B35, 42C15, 46B25, 65T60
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1. Introduction
The theory of frames, or stable redundant non-orthogonal expansions in Hilbert spaces,
introduced by Duffin and Schaeffer [17], plays an important role in wavelet theory [13, 14, 15]
as well as in Gabor (time-frequency) analysis [37, 26, 27] for functions in L2(Rd). Besides
traditional and relevant applications of frames in signal processing, image processing, data
compression, pattern matching, sampling theory, communication and data transmission,
recently the use of frames also in numerical analysis for the solution of operator equation
is investigated [51, 10]. Therefore, not only the characterization by frames of functions in
L2(Rd) is relevant but also that of (smoothness) Banach function spaces is crucial to have
a correct formulation of effective and stable numerical schemes. The concept of Banach
frame as an extension of atomic decompositions in coorbit spaces [22, 23] has been already
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introduced in [36]. Moreover this classical theory of Feichtinger and Gro¨chenig has shown
in particular that Gabor and wavelet L2-frames can in fact extend to Banach frames for
modulation [19, 37, 38, 32] and (homogeneous) Besov spaces [34, 54, 55] respectively. As a
further answer to the theoretical need of a common interpretation and framework between
Gabor and wavelet theory, the author has recently proposed [20] the construction of frames,
which allows to ensure that certain families of Schwartz functions (atoms) on R obtained
by a suitable combination of translation, modulation and dilation
Tx(f)(t) = f(t− x),
Mω(f)(t) = e
2πiω·tf(t),
Da(f)(t) = a
−1/2f(t/a), x, ω, t ∈ R, a ∈ R+,
form Banach frames for the family of L2-Sobolev spaces of any order. In this construction
a parameter α ∈ [0, 1) governs the dependence of the dilation factor on the frequency
parameter. The well-known Gabor and wavelet frames (also valid for the same scale of
Hilbert spaces that constitutes an intersection of the modulation and Besov space families)
arise as special cases (α = 0) and limiting case (α→ 1) respectively. Thus, let us call these
families α-Gabor-wavelet frames. In contrast to those limiting cases it is no longer possible
to use group theoretic arguments nor the coorbit space theory can be applied anymore to
extend the L2-frame to a Banach frame. A similar approach was proposed by Hogan and
Lakey [42] to construct coherent frames generated by representations of extensions of the
Heisenberg group by dilation. Other contributions due to Weiss et al. [40, 41, 46] developed
characterizations of a large class of mixed decompositions in L2 as an attempt of a unified
approach to Gabor, wavelet, and more general wave packet frames.
New tools for extending an L2-frame to Banach frames and atomic decompositions have
been introduced by Gro¨chenig. The key concept in [38] is the localization properties of
the frame with respect to an auxiliary Riesz basis. The localization has been measured by
polynomial or sub-exponential off-diagonal decay of the cross Gramian matrix of the frame
and the Riesz basis. The main result in [38] asserts that a localized frame has canonical
dual with the same localization properties and that the frame extends to a Banach frame
and an atomic decomposition for the Banach spaces for which the reference auxiliary Riesz
basis is a unconditional basis. Inspired by this work, the author [31, Chapter 5] showed that
the extension of a frame to Banach frames does not depend on localization properties with
respect to any auxiliary Riesz basis, but it can be formulated also as an intrinsic property
of the frame. In particular, if the frame is intrinsically or self-localized, i.e., if its Gramian
matrix has a suitable off-diagonal decay, and there exists a corresponding dual frame with
the same property then the frame extends in fact to a Banach frame and an atomic de-
composition for a suitable class of Banach spaces. Based on a rather tricky and technical
construction of an intrinsically localized dual frame, this principle has been applied in [31,
Chapter 5] to extend α-Gabor-wavelet L2-frames to atomic decompositions for α-modulation
spaces. These Banach (smoothness) function spaces have been introduced independently
by Gro¨bner [35] and Paiva¨rinta/Somersalo [50] as an “intermediate” family between mod-
ulation and Besov spaces. They appear also as particular cases of the spaces introduced by
Holschneider and Nazaret in [44, Section 4.2], and Hogan and Lakey in [43, Section 4.5], by
retract or pull back methods based on generalized Fourier-Bros-Iagolnitzer transforms [6]
(or flexible Gabor-wavelet transforms as they are called in [20, 31]). Characterizations of
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α-modulation spaces by brushlet unconditional basis have been given by Nielsen and Borup
[49] and the mapping properties of pseudodifferential operators in Ho¨rmander classes on
α-modulation spaces have been studied by Holschneider and Nazaret [44] and Borup [5], as
generalizations of classical results of Cordoba and Fefferman [9].
In this paper we shall present a Banach frame and atomic decomposition characterization
of α-modulation spaces, following the intrinsic localization strategy already suggested in
[31, Chapter 5]. The result will be achieved firstly by describing functions in α-modulation
spaces by means of suitable families of band-limited functions, and then extending the
result to α-Gabor-wavelet frames by means of general perturbation principles, here applied
exploiting localization properties of such frames.
The paper is organized as follows. Section 2 recalls the concept of frames in Hilbert
and Banach spaces. In particular, the intrinsic localization of frame theory is discussed as
a method to extend frames in Hilbert spaces to Banach frames. In Section 3 we present
α-modulation spaces as a generalization of modulation and inhomogeneous Besov spaces
and the localization principles applied to α-Gabor-wavelet frames to characterize them. We
conclude with few remarks and a characterization of α-modulation spaces by pull back of
certain weighted Lp,q spaces (mixed norm Lebesgue spaces) by the flexible Gabor-wavelet
transform introduced in [44, 20, 31].
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the fruitful discussions, their valuable suggestions and the hospitality of NuHAG (the Nu-
merical Harmonic Analysis Group, Department of Mathematics, University of Vienna, AUS-
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1.1. Notations. We denote with Lp(Rd) the Lebesgue space of measurable functions on
R
d that are p-integrable and with Lpm(Rd) the Lebesgue space of measurable functions f
such that fm ∈ Lp(Rd). Similarly are defined the spaces ℓpm(Zd) of weighted p-summable
sequences. The space S(Rd) is the space of Schwartz functions and its dual S ′(Rd) is the
space of tempered distributions. We denote with F the Fourier transform on S ′(Rd) and
with FLp the space of distributions which are images of Lp functions under the action of
F , endowed with the natural norm ‖f‖FLp := ‖F
−1f‖p. For positive quantities F and G,
we will write F . G whenever F (x) ≤ C ·G(x) for some universal constant C > 0 and for
all variable x. When F . G and G . F then we will write F ≍ G. For any function g on R
we define the operator ·∇ by g∇(t) := g(−t), for all t ∈ R. The function sgn(x) = 1 if x > 0,
sgn(x) = −1 if x < 0, and sgn(x) = 0 if x = 0. The symbol χE denotes the characteristic
function of E ⊂ R.
2. Intrinsically localized frames in Banach spaces
2.1. Frames in Hilbert and Banach spaces. In this section we recall the concept of
frames, how they can be used to define certain associated Banach spaces, and how to obtain
stable decompositions in these Banach spaces.
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A subset G = {gn}n∈Zd of a separable Hilbert space H is called frame for H if
A‖f‖2 ≤
∑
n∈Zd
|〈f, gn〉|
2 ≤ B‖f‖2, ∀f ∈ H, (1)
for some constants 0 < A ≤ B <∞.
Equivalently, we could define a frame by the requirement that the corresponding analysis
operator C = CG defined by Cf = (〈f, gn〉)n∈Zd is bounded from H into ℓ
2(Zd) or that the
synthesis operator D = DG = C
∗,Dc =
∑
n∈Zd cngn, is bounded from ℓ
2(Zd) into H, and
the frame operator S = DC is boundedly invertible (positive and self-adjoint) on H. The
family G˜ = S−1G := {S−1gn}n∈Zd is again a frame for H. This so-called canonical dual
frame plays an important role in the reconstruction of f ∈ H from the frame coefficients
and in non-orthogonal expansions, because we have
f = SS−1f =
∑
n∈Zd
〈f, S−1gn〉gn = S
−1Sf =
∑
n∈Zd
〈f, gn〉S
−1gn. (2)
Since in general a frame is overcomplete, the coefficients in this expansion are in general
not unique (unless G is a Riesz basis, we have ker(D) 6= {0}) and there may exist many
possible other dual frames {g˜n}n∈Zd in H such that
f =
∑
n∈Zd
〈f, g˜n〉gn
with the norm equivalence ‖f‖H ≍ ‖〈f, g˜n〉n∈Zd‖ℓ2 . More information on frames can be
found in the book [7]. The concept of frame can be extended to Banach spaces as follows:
Definition 1. A Banach frame for a separable Banach space B is a sequence G = {gn}n∈Zd
in B′ with an associated sequence space Bd such that the following properties hold.
(a) The coefficient operator C defined by Cf = (〈f, gn〉n∈Zd) is bounded from B into
Bd.
(b) Norm equivalence:
‖f‖B ≍ ‖〈f, gn〉n∈Zd‖Bd .
(c) There exists a bounded operator R from Bd onto B, a so-called synthesis or recon-
struction operator, such that
R (〈f, gn〉n∈Zd) = f.
As a dual concept and a different extension of Hilbert frames to Banach spaces is the
notion of atomic decomposition.
Definition 2. A frame atomic decomposition for a separable Banach space B is a sequence
G = {gn}n∈Zd in B with an associated sequence space Bd such that the following properties
hold.
(a) There exists a coefficient operator C defined by Cf = (〈f, g˜n〉n∈Zd) bounded from
B into Bd, where G˜ = {g˜n}n∈Zd is in B
′;
(b) norm equivalence:
‖f‖B ≍ ‖〈f, g˜n〉n∈Zd‖Bd ;
(c) the following series expansion converge unconditionally
f =
∑
n∈Zd
〈f, g˜n〉gn, for all f ∈ B.
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In the following we discuss under which (sufficient) conditions and for which suitable
associated Banach spaces a Hilbert frame is also a Banach frame and an atomic decom-
position. In particular, this problem has motivated the theory of localized frames recently
introduced by Gro¨chenig [38, 39, 2, 32].
2.2. Intrinsic localization of frames. We want to recall here the concept of mutual
localization of two frames measured by their (cross-)Gramian matrix belonging to a class A
of matrices with suitable off-diagonal decay and mapping properties. The theory of localized
frames has been introduced in [38, 39] and recently developed in [2, 32, 33]. In particular in
case A is a spectral Banach ∗-algebra it has been shown that a localized frame can extend
to a Banach frame in a natural way for a large family of Banach spaces together with its
canonical dual. We refer to [39, 32] for further information where a characterization of a
large class of algebras of this type is presented.
In this paper we shall work with classes of matrices which are not necessarily algebras. As
we will see, this will arise significant technical difficulties for the characterization of Banach
spaces, which we can solve only by the use of the auxiliary construction of simpler frames
and the applications of suitable perturbation results [8]. In the following we require that
(A0) A ⊆ B(ℓ2(Zd)), i.e., each A ∈ A defines a bounded operator on ℓ2(Zd).
(A1) A is solid: i.e., if A ∈ A and |bkl| ≤ |akl| for all k, l ∈ Z
d, then B ∈ A as well.
Let us denote ws(x) = (1 + |x|)
s, for s ≥ 0, the polynomially growing submultiplicative
and radial symmetric weight function on Rd. A weightm on Rd is called s-moderate ifm(x+
y) ≤ ws(x)m(y). In particular, if m is s-moderate then m
−1 is also s-moderate and m(x) .
ws(x) for all x ∈ R
d. As an additional requirement for Banach spaces characterization, we
also ask that any A ∈ A extends to a bounded operator from ℓpm to ℓ
p
m, for 1 ≤ p ≤ ∞ and
for suitable s-moderate weights m. By means of the class A, we can now state the general
localization concept.
Given two frames G = {gn}n∈Zd and F = {fx}x∈Zd for the Hilbert space H, the (cross-)
Gramian matrix A = A(G,F) of G with respect to F is the Zd × Zd-matrix with entries
anx = 〈gn, fx〉.
A frame G for H is called A-localized with respect to another frame F if A(G,F) ∈ A. In
this case we write G ∼A F . If G ∼A G, then G is called A-self-localized or intrinsically
A-localized.
2.3. Associated Banach Spaces. In this subsection, we want to illustrate how A-self-
localized frames can characterize suitable families of Banach spaces in a natural way. In the
following we assume s ≥ 0 and m is an s-moderate weight, and that Aℓpm ⊂ ℓ
p
m continuously,
for all p ∈ [1,∞].
Let (G, G˜) be a pair of dual A-self-localized frames for H with G ∼A G˜. Assume ℓ
p
m(Zd) ⊂
ℓ2(Zd). Then the Banach space Hpm(G, G˜) is defined to be
Hpm(G, G˜) := {f ∈ H : f =
∑
n∈Zd
〈f, g˜n〉gn, (〈f, g˜n〉)n∈Zd ∈ ℓ
p
m(Z
d)} (3)
with the norm ‖f‖Hpm = ‖(〈f, g˜n〉)n∈Zd‖ℓpm and 1 ≤ p ≤ ∞. Since ℓ
p
m(Zd) ⊂ ℓ2(Zd), H
p
m is a
dense subspace of H. If ℓpm(Zd) is not included in ℓ2(Zd) and 1 ≤ p <∞ then we define H
p
m
to be the completion of the subspace H0 of all finite linear combinations in G with respect
to the norm ‖f‖Hpm = ‖(〈f, g˜n〉)n∈Zd‖ℓpm . If p = ∞ then we take the weak
∗-completion of
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H0 to define H
∞
m .
REMARK: Under our assumptions one has Hpm(G, G˜) = H
p
m(G˜,G). Under the additional
assumption thatA is a Banach ∗-algebra, the definition ofHpm(G, G˜) does even not depend on
the particular A-self-localized dual chosen, and any other couple (F , F˜) of A-self-localized
dual frames which are localized to G generates in fact the same spaces. See [32, 33] for
major details.
Then, it is almost immediate to verify the following statement, see [32].
Theorem 2.1. Assume that (G, G˜) is a pair of dual A-self-localized frames for H with G ∼A
G˜. Then G and its canonical dual frame G˜ are Banach frames and atomic decompositions
for Hpm(G, G˜).
3. α-modulation spaces
3.1. α-modulation spaces as decomposition spaces. In this section we want to recall
the definition of α-modulation spaces based on decomposition methods, without introducing
them in full generality. For major details we refer to [35, 21, 18]. In fact the spaces depend
on a parameter α ∈ [0, 1] which is a “tuning tool” to perform a suitable segmentation
(decomposition) of the frequency domain as an intermediate geometry between those of
modulation [19, 37] and Besov [34, 54, 55] spaces.
Definition 3. A countable set I of intervals I ⊂ R is called an admissible covering of R if
(a) R =
⋃
I∈I I, and
(b) #{I ∈ I : x ∈ I} ≤ 2 for all x ∈ R.
Furthermore, if there exists a constant 0 ≤ α ≤ 1 such that |I| ≍ (1 + |ξ|)α for all I ∈ Iα,
and all ξ ∈ I, then Iα is called an α-covering.
For an α-covering Iα one can identify the constituting intervals by means of two maps.
The position map pα from Z to R, pα : j → pα(j), and the size map sα from Z to R+,
sα : j → sα(j), so that the map from Z to Iα, j → Ij, Ij = pα(j) + sgn(pα(j))[0, sα(j)] for
pα(j) 6= 0, Ij = [−sα(j), sα(j)] otherwise, is a bijection.
Example 1 (Fornasier, Feichtinger [20]). For b > 0 and α ∈ [0, 1) an explicit example of
α-covering has been constructed in [20], by choosing as position and size functions
pα(j) = sgn(j)
(
(1 + (1− α) · b · |j|)
1
1−α − 1
)
(4)
and
sα(j) = b · (1 + (1− α) · b · (|j| + 1))
α
1−α , (5)
respectively. In particular, for α→ 1 one has
I1 = {sgn(j)
(
(eb|j| − 1) + [0, eb(|j|+1)]
)
}j∈Z\{0} ∪ {[−e
b, eb]},
is again an α-covering, and for b = ln(2) is dyadic.
Without loss of generality we can assume that, associated to an admissible α-covering
Iα, one can construct [18, Theorem 4.2] a corresponding bounded admissible partition of the
unity (BAPU) Ψα = {ψαI }I∈Iα in S(R), i.e.,
(p1) supI∈Iα ‖ψ
α
I ‖FL1 <∞,
(p2) supp(ψαI ) ⊂ I for all I ∈ Iα, and
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(p3)
∑
I∈Iα
ψαI (ξ) = 1 for all ξ ∈ R.
Furthermore we define the segmentation operator PαI by
PαI (f) := F
−1(ψαI Ff), I ∈ Iα, for all f ∈ S
′(R). (6)
In the following we will also write Pαj := P
α
Ij
and ψαj := ψ
α
Ij
.
Mp,p
s Gabor
Bp,p
s
Wavelet
Gabor-Wavelet
Hs
Mp,p
s,α
α
Figure 1. α-modulation spaces
Definition 4 (α-modulation spaces, Gro¨bner [35]). Given 1 ≤ p, q ≤ ∞, s ∈ R and
0 ≤ α ≤ 1, let Iα be an α-covering of R and let Ψ
α be a corresponding bounded admissible
partition of the unity. Then we define the α-modulation space M s,αp,q (R) for q < ∞ as the
set of tempered distributions f ∈ S ′(R) satisfying
‖f‖Ms,αp,q :=
(∑
I∈Iα
‖PαI (f)‖
q
p(1 + |ωI |)
sq
)1/q
<∞, (7)
with ωI ∈ I for all I ∈ Iα. For q = ∞ the definition is adapted substituting the ℓ
q-norm
with the sup-norm over I ∈ Iα. Let us denote M
s,α
p :=M
s,α
p,p .
REMARK: It is not difficult to check that the definition of M s,αp,q (R) does not depend on
the particular choice of {ωI}I∈Iα . As a canonical choice we can assume ωIj = pα(j), for
Ij ∈ Iα. Moreover, two α-coverings are equivalent in the sense of [21, Definition 3.3]. A
proof of such equivalence, even in higher dimension, can be found in [35]. As a consequence
the definition of M s,αp,q (R) does not depend on the particular choice of Iα [21, Theorem 3.7]
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nor on {PαI }I∈Iα [21, Theorem 2.3 (B)]. In particular, from formula (4), we can assume
without loss of generality that pα(j) ≍ sgn(j)
(
(1 + (1− α) · b · |j|)
1
1−α − 1
)
, pα(0) = 0.
Examples 1. Modulation spaces. For α = 0 the space M s,0p,q (R) coincides with the mod-
ulation space M sp,q(R). We refer to [19, 37] for major details on such spaces. They are
naturally related to Gabor (time-frequency) frames, as we illustrate in the following.
The combination of modulation and translation operators
π(λ) =MωTx for λ = (x, ω) ∈ R
2 (8)
is called a time-frequency shift. Let X be a relatively separated set in the time-frequency
plane R2 and let g ∈ L2(R) be a fixed analyzing function. If the sequence G(g,X ) =
{π(λ)g}λ∈X is a frame for L
2(R) then it is called Gabor frame if X is a regular lattice,
non-uniform or irregular Gabor frame otherwise. If g ∈ S(R) generates a (irregular) Gabor
frame G = G(g,X ) then for any s > 2 the frame G is intrinsically s-localized, i.e.,
|〈π(λ)g, π(µ)g〉| . (1 + |λ− µ|)−s, λ, µ ∈ X ,
and, by [21, Theorem 3.6, Corollary 3.7], it has intrinsically s-self-localized canonical dual
G˜ = {e˜λ}λ∈X . Moreover, it is shown in [38, 32] that G and G˜ are Banach frames and atomic
decompositions for suitable classes of modulation spaces. This means that
• the frame expansions
f =
∑
λ∈X
〈f, e˜λ〉π(λ)g =
∑
λ∈X
〈f, π(λ)g〉e˜λ, (9)
converge unconditionally in M sp (R);
• the modulation space M sp (R) can be characterized by the frame coefficients as fol-
lows:
‖f‖Msp ≍ ‖(〈f, e˜λ〉)λ‖ℓpm(X ) ≍ ‖(〈f, π(λ)g)λ‖ℓpm(X ) (10)
Therefore the spaces Hpm(G, G˜) and M sp (R) coincide with equivalent norms, where here we
have considered m(λ) = m(x, ω) := (1 + |ω|)s as a polynomial weight depending only on
the frequency variable.
Inhomogeneous Besov spaces. For α → 1 the space M s,1p,q (R) coincides with the inhomoge-
neous Besov space Bsp,q(R). Refer to [34, 54, 55] for major details on these classical spaces.
It is well known [48] that inhomogeneous Besov spaces can be characterized by expansions
of wavelet frames of the type
G = {Tkϕ}k∈Z
⋃
{D2−jTkψ}j∈N,k∈Z,
where ϕ is a smooth refinable function and ψ is a smooth wavelet function with enough
vanishing moments.
An application of the intrinsic localization of frame theory to characterize Besov space
requires a different measure of localization. In particular, one should work with exponen-
tially localized frames [38, 2] as we will see also in the following. Therefore we postpone
this limiting case to be discussed elsewhere.
BANACH FRAMES FOR α-MODULATION SPACES 9
3.2. Banach frames and atomic decompositions for α-modulation spaces. Assume
α ∈ [0, 1) and that (pα, sα) is a pair of position and size functions. Given the family
G := Gα(g, pα, sα, a) = {Mpα(j)Ds−1α (j)Takg}j∈Z,k∈Z a > 0, (11)
we want to illustrate under which (sufficient) conditions on the function g one can ensure
that G is a frame for L2(R) and that G extends also to a Banach frame and an atomic
decomposition for a suitable family of Banach spaces. We want also to show that this class
of Banach spaces is in fact constituted by α-modulation spaces. To this end, we discuss the
properties of localization of G and then we apply the principles illustrated in the previous
section.
REMARK: For α = 0 the size function s0(j) ≍ (1 + |p0(j)|)
0 = const and the position
function p0 describes a relatively separated set. Therefore, for α = 0 the frame G is a Gabor
frame. For α → 1, the dilation factor is controlled by s1(j) ≍ (1 + |p1(j)|). Therefore,
since p1(j)s1(j) ≍ const, the frame G = {e
2πi
p1(j)
s1(j)
ak
Ds1(j)−1Tak(e
2πi
p1(j)
s1(j)
·
g)}j∈Z,k∈Z is just a slight
modification of a wavelet type frame.
Let us prove first some useful technical lemmas.
Lemma 3.1. Assume s > 1.
(a) For any 0 < δ ≤ 1
∫
R
(1 + |x− n|)−s(δ + |x−m|)−sdx . δ1−s(δ + |n−m|)−s, for all m,n ∈ R. (12)
(b) For ρ ≥ 1 define Ωρ = {x ∈ R : |x| ≥ ρ}. For any s
′ > 12 such that s > s
′ + 12 and
for any b ≥ 1
∫
R
(
χΩρ(b(x− n))(1 + |b(x− n)|)
−s(1 + |x−m|)−s
)
dx
≤ Cρ(1 + |n−m|)
−s′ , for all m,n ∈ R, (13)
where Cρ .
(∫
Ωρ
(1 + |x|)−2(s−s
′)dx
)1/2
→ 0, for ρ → 0. In particular, Cρ .
ρ1/2−(s−s
′).
Proof. The statement (a) can be proved with similar arguments as [38, Lemma 2.2]: Denote
A1 := {x ∈ R : |n− x| ≤
|n−m|
2 }, and A2 := R\A1. If x ∈ A1 then |m− x| ≥
|n−m|
2 and
∫
R
(1 + |x− n|)−s(δ + |x−m|)−sdx ≤
(
δ +
|n−m|
2
)−s ∫
R
(1 + |x− n|)−sdx
≤ 2s
(∫
R
(1 + |x|)−sdx
)
(δ + |n−m|)−s.
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If x ∈ A2 then |n− x| >
|n−m|
2 and∫
R
(1 + |x− n|)−s(δ + |x−m|)−sdx ≤
(
1 +
|n−m|
2
)−s ∫
R
(δ + |x−m|)−sdx
≤ 2sδ−s
(∫
R
(1 + |x/δ|)−sdx
)
(δ + |n−m|)−s
= 2sδ1−s
(∫
R
(1 + |x|)−sdx
)
(δ + |n−m|)−s.
Therefore one has (12).
Let us prove (b). By assumption one has
ws′
ws
∈ L2, and this implies that L∞ws ⊂ L
2
ws′
,
and by Young inequality
L2ws′ ∗ L
2
ws′
⊂ L∞ws′ , (14)
where ∗ is the convolution operator. The integral in (13) can be interpreted as a convolution:
Writing wρ,b−s(x) = χΩρ(bx)w−s(bx), one has(
wρ,b−s ∗ w−s
)
(n−m) =
∫
R
(
χΩρ(b(x− n))(1 + |b(x− n)|)
−s(1 + |x−m|)−s
)
dx.
By the continuous inclusion (14), a possible constant Cρ can be given by
Cρ = ‖w
ρ,b
−s‖L2w
s′
‖w−s‖L2w
s′
.
The norm
‖wρ,b−s‖L2w
s′
=
(∫
R
χΩρ(bx)(1 + |bx|)
−2s(1 + |x|)2s
′
dx
)1/2
= b−1/2
(∫
R
χΩρ(x)(1 + |x|)
−2s(1 + |b−1x|)2s
′
dx
)1/2
≤
(∫
Ωρ
(1 + |x|)2(s
′−s)dx
)1/2
Therefore Cρ . ρ
1/2−(s−s′).
REMARK: Before proving the main technical lemma of this paper, it is useful to recall
some properties of the fundamental operators of translation, modulation, and dilation, and
of the pairs of position and size functions (pα, sα) we are going to consider.
1. With respect to the Fourier transform one has the following relations:
FMω = TωF , FTx =M−xF , FDa = Da−1F , for x, ω ∈ R, a ∈ R+.
One has also the following commutation relations:
DaTx = TaxDa, TxMω = e
−2πixωMωTx, for x, ω ∈ R, a ∈ R+.
2. In the following we will assume that the pairs of position and size functions (pα, sα)
we are going to consider satisfy the following properties for |i| ≤ |j|, i, j ∈ Z,
(ps0) pα(j)j ≥ 0;
(ps1) |pα(i)| ≤ |pα(j)|, sα(i) ≤ sα(j);
(ps2) pα(i)/sα(i) = c(i)i, for a suitable (c(i) − (1− α)) ≍ |i|
−1 for |i| → ∞;
(ps3) |pα(j)|sα(j−sgn(j))|pα(j−sgn(j))|sα(j) ≥ 1.
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Of course, the position and size function in formulas (4) and (5) fulfill these requirements.
In particular for (ps3) it is sufficient to observe that for x ∈ R
lim
x→+∞
pα(x)sα(x− 1)
pα(x− 1)sα(x)
= 1,
pα(1)sα(0)
pα(0)sα(1)
≥ 1,
and that the derivative of pα(x)sα(x−1)pα(x−1)sα(x) with respect to x is negative for x ∈ [1,+∞).
Lemma 3.2. Assume 0 < a ≤ 1, γf , γt > 1, α ∈ [0, 1), and let (pα, sα) be a pair of position
and size functions satisfying properties (ps0-3).
Let {gℓ}ℓ∈Z, {fℓ}ℓ∈Z ⊂ L
1(R) ∩ C(R) such that
|gℓ(x)Fgℓ(ω)| . (1 + |x|)
−γt(1 + |ω|)−γf , x, ω ∈ R, (15)
|fℓ(x)Ffℓ(ω)| . (1 + |x|)
−γt(1 + |ω|)−γf , x, ω ∈ R, (16)
uniformly with respect to ℓ ∈ Z. Then,
(a) one has
|〈Mpα(j)Dsα(j)−1Takgj ,Mpα(i)Dsα(i)−1Tahfi〉|
. a−
γt
2 (1 + |j − i|)
1
2
(
α
(1−α)
γt−γf
) (
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)− γt
2 , (17)
for all i, j, h, k ∈ Z.
(b) for a suitable system of segmentation operators {Pαj }j∈Z (6) associated to a BAPU
Ψα = {ψαj }j∈Z, one has
|〈Pαj Mpα(j)Dsα(j)−1Takgj ,Mpα(i)Dsα(i)−1Tahfi〉|
. a−
γt
2 (1 + |j − i|)
1
2
(
α
(1−α)
γt−γf
) (
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)− γt
2 , (18)
and
|〈Pαj Mpα(j)Dsα(j)−1Takgj ,P
α
i Mpα(i)Dsα(i)−1Tahfi〉|
. a−
γt
2 (1 + |j − i|)
1
2
(
α
(1−α)
γt−γf
) (
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)− γt
2 . (19)
for all i, j, h, k ∈ Z.
(c) Let us consider ρ ≥ 1 and ϕ ∈ C∞c (R), supp(ϕ) = [−(1 + ε), 1 + ε], with ϕ ≡ 1
on [−1, 1]. Define (gℓ)ρ := F
−1(ϕ( ·ρ )Fgℓ) a band-limited approximation of gℓ and
gρℓ := gℓ − (gℓ)ρ. For γ
′
f > 1 and γf > γ
′
f + γt + 3/2, if a = a(ρ) ≍ ρ
−1, then
|〈Mpα(j)Ta·sα(j)−1·kDsα(j)−1g
ρ
j ,Mpα(i)Ta·sα(i)−1·hDsα(i)−1fi〉|
. Dρ (1 + |j − i|)
1
2
(
α
(1−α)
γt−γ′f
) (
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)− γt
2 , (20)
for all i, j, h, k ∈ Z, where Dρ → 0 for ρ→∞, uniformly with respect to i, j, h, k ∈ Z.
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Proof. Let us start showing (a), and, in particular, the case j ≥ i ≥ 0; the other cases can
be shown with similar arguments.
|〈Mpα(j)Ta·sα(j)−1·kDsα(j)−1gj ,Mpα(i)Ta·sα(i)−1·hDsα(i)−1fi〉|
= |〈M−aksα(j)−1Tpα(j)Dsα(j)Fgj ,M−ahsα(i)−1Tpα(i)Dsα(i)Ffi〉|
=
∣∣∣∣
∫
R
(
Tpα(j)Dsα(j)Fgj(ω)
) (
Tpα(i)Dsα(i)Ffi(ω)
)
e−2πi(a(ksα(j)
−1−hsα(i)−1))ωdω
∣∣∣∣ . (21)
Step 1. (Frequency localization)
From (21) one has an estimation of (17) in the frequency domain:
|〈Mpα(j)Dsα(j)−1Takgj ,Mpα(i)Dsα(i)−1Tahfi〉| ≤
∫
R
∣∣Tpα(j)Dsα(j)Fgj(ω)Tpα(i)Dsα(i)Ffi(ω)∣∣ dω
.
(
1
sα(j)sα(i)
)1/2 ∫
R
(
1 +
∣∣∣∣ω − pα(j)sα(j)
∣∣∣∣
)−γf (
1 +
∣∣∣∣ω − pα(i)sα(i)
∣∣∣∣
)−γf
dω
=
(
1
sα(j)sα(i)
)1/2 ∫
R
(
1 +
∣∣∣∣ ωsα(j) −
pα(j)
sα(j)
∣∣∣∣
)−γf
×
(
1 +
∣∣∣∣ ωsα(j)
sα(j)
sα(i)
−
sα(j)
sα(i)
sα(i)
sα(j)
pα(i)
sα(i)
∣∣∣∣
)−γf
dω
=
(
sα(j)
sα(i)
)1/2 ∫
R
(
1 +
∣∣∣∣ω − pα(j)sα(j)
∣∣∣∣
)−γf (
1 +
sα(j)
sα(i)
∣∣∣∣ω − pα(i)sα(j)
∣∣∣∣
)−γf
dω
.
(
sα(j)
sα(i)
)1/2 ∫
R
(
1 +
∣∣∣∣ω − pα(j)sα(j)
∣∣∣∣
)−γf (
1 +
∣∣∣∣ω − pα(i)sα(j)
∣∣∣∣
)−γf
dω. (22)
By property (ps3) one has also that
pα(j)
sα(j)
−
pα(i)
sα(i)
≥ 0.
This implies, by property (ps1), the following inequality∣∣∣∣pα(j)sα(j) −
pα(i)
sα(i)
∣∣∣∣ = pα(j)sα(j) −
pα(i)
sα(i)
≤
pα(j)
sα(j)
−
pα(i)
sα(j)
=
∣∣∣∣pα(j)sα(j) −
pα(i)
sα(j)
∣∣∣∣ .
An application of Lemma 3.1 (a) and this last inequality give
(22) .
(
sα(j)
sα(i)
)1/2 (
1 +
∣∣∣∣pα(j)sα(j) −
pα(i)
sα(j)
∣∣∣∣
)−γf
.
(
sα(j)
sα(i)
)1/2(
1 +
∣∣∣∣pα(j)sα(j) −
pα(i)
sα(i)
∣∣∣∣
)−γf
.
Observing that 1+|y|1+|x| ≤ (1 + |x− y|) for all x, y ∈ R, one has by property (ps2)
|〈Mpα(j)Dsα(j)−1Takgj ,Mpα(i)Dsα(i)−1Tahfi〉|
. (1 + |j − i|)
α
2(1−α) (1 + |j − i|)−γf
= (1 + |j − i|)
α
2(1−α)
−γf . (23)
Step 2. (Time localization)
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From (21) one has an estimation of (17) also in the time domain:
|〈Mpα(j)Dsα(j)−1Takgj ,Mpα(i)Dsα(i)−1Tahfi〉|
≤ (Dsα(i)−1 |fi|) ∗ (Dsα(j)−1 |gj |)
∇(a(ksα(j)
−1 − hsα(i)
−1))
. (sα(j)sα(i))
1/2
∫
R
(1 + |sα(j)(y − x)|)
−γt (1 + |sα(i)x|)
−γt dx, (24)
where y = a(ksα(j)
−1 − hsα(i)
−1). By a change of variable and Lemma 3.1 (a), formula
(24) can be expressed and then estimated by(
sα(j)
sα(i)
)1/2 ∫
R
(
1 + |sα(j)(y −
x
sα(i)
|
)−γt
(1 + |x|)−γt dx
=
(
sα(j)
sα(i)
)1/2−γt ∫
R
(
sα(i)
sα(j)
+ |sα(i)y − x|
)−γt
(1 + |x|)−γt dx
. (1 + |j − i|)
α
2(1−α)
(
sα(j)
sα(i)
)γt−1(sα(j)
sα(i)
)−γt ( sα(i)
sα(j)
+ |sα(i)y|
)−γt
. (1 + |j − i|)
α
(1−α)
(γt−1/2) (1 + |sα(j)y|)
−γt . (25)
Step 3. (Time-frequency localization)
By combining formulae (23) and (25), and assuming a ≤ 1, one has
|〈Mpα(j)Ta·sα(j)−1·kDsα(j)−1gj,Mpα(i)Ta·sα(i)−1·hDsα(i)−1fi〉|
2
. (1 + |j − i|)
α
(1−α)
γt−γf
(
1 + amax{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−γt
. a−γt (1 + |j − i|)
α
(1−α)
γt−γf
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−γt
We want to show now (b).
Observe that
F(Pαj Mpα(j)Ta·sα(j)−1·kDsα(j)−1gj) = ψ
α
j Tpα(j)M−aksα(j)−1Dsα(j)Fgj ,
Without loss of generality, by similar arguments as in [18, Theorem 4.2] we can assume
ψαj = sα(j)
1/2Tpα(j)Dsα(j)ϕ
α
j , with
ϕαj (x)Fϕ
α
j (ω) . (1 + |x|)
−γt(1 + |ω|)−γf
for all j ∈ Z and x, ω ∈ R. Therefore
F(Pαj Mpα(j)Ta·sα(j)−1·kDsα(j)−1gj) = Tpα(j)M−aksα(j)−1Dsα(j)(ϕ
α
j Fgj).
If |Fgj(ω)| . (1+ |ω|)
−γf , then |ϕαj Fgj(ω)| . (1+ |ω|)
−γf , uniformly with respect to j ∈ Z.
Moreover, by Lemma 3.1 (a), one has
|F−1
(
ϕαj Fgj
)
(x)| . (1 + |x|)−γt ,
uniformly with respect to j ∈ Z. At this point one can conclude the proof of (b) by an
application of (a).
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Let us now show the last statement (c). First of all observe that
|gρℓ (x)| ≤ |gℓ(x)|+ |(gℓ)ρ(x)|
≤ |gℓ(x)|+ |gℓ ∗ (F
−1ϕ(
·
ρ
))(x)|,
and
F−1ϕ(
·
ρ
)(x) =
∣∣∣∣∣
∫ ρ(1+ε)
−ρ(1+ε)
ϕ(
ω
ρ
)e2πiωxdω
∣∣∣∣∣
= ρ
∣∣∣∣∣
∫ (1+ε)
−(1+ε)
ϕ(ω)e2πiωxρdω
∣∣∣∣∣
. ρ(1 + |ρx|)−γt ≤ ρ(1 + |x|)−γt
By combining these two estimations and applying Lemma 3.1 (a) one has
|gρℓ (x)| . ρ(1 + |x|)
−γt . (26)
Moreover, one has also the following estimation in the frequency
|Fgρℓ (ω)| = |Fgℓ(ω)(1 − ϕ(
ω
ρ
))| . χΩρ(ω)(1 + |ω|)
−γf . (27)
Estimations (26) and (27) yield
|gρℓ (x)Fg
ρ
ℓ (ω)| . ρ(1 + |x|)
−γtχΩρ(ω)(1 + |ω|)
−γf , x, ω ∈ R. (28)
Following the computations done for the statement (a) in Step 1, one obtains one of the
following two expressions depending, respectively, on the assumption, e.g., that 0 ≤ i ≤ j
or 0 ≤ j ≤ i.
Or
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉|
≤
(
sα(j)
sα(i)
)1/2 ∫
R
χΩρ
(
ω −
pα(j)
sα(j)
)(
1 +
∣∣∣∣ω − pα(j)sα(j)
∣∣∣∣
)−γf (
1 +
sα(j)
sα(i)
∣∣∣∣ω − pα(i)sα(j)
∣∣∣∣
)−γf
dω,
Or
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉|
≤
(
sα(i)
sα(j)
)1/2 ∫
R
χΩρ
(
sα(i)
sα(j)
(
ω −
pα(j)
sα(i)
))(
1 +
sα(i)
sα(j)
∣∣∣∣ω − pα(j)sα(i)
∣∣∣∣
)−γf (
1 +
∣∣∣∣ω − pα(i)sα(i)
∣∣∣∣
)−γf
dω.
In both the cases one can apply Lemma 3.1 (b) and conclude, as in Step 1, that
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉| . Cρ (1 + |j − i|)
α
2(1−α)
−γ′f ,
where Cρ . ρ
1/2−(γf−γ
′
f ). Moreover, proceeding as in Step 2, and using the estimation (26),
one obtains
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉| . ρ (1 + |j − i|)
α
(1−α)
(γt−1/2) (1 + |max{sα(i), sα(j)}y|)
−γt .
Again, combining the last expressions one has
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉|
2
. ρCρa
−γt (1 + |j − i|)
α
(1−α)
γt−γ′f
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−γt
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Since we assume a = a(ρ) ≍ ρ−1, one finally has
|〈Mpα(j)Dsα(j)−1Takg
ρ
j ,Mpα(i)Dsα(i)−1Tahfi〉|
2
. ρ3/2+γt−(γf−γ
′
f ) (1 + |j − i|)
α
(1−α)
γt−γ′f
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−γt
,
and D2ρ := ρ
3/2+γt−(γf−γ
′
f ) → 0 for ρ→ +∞.
Inspired by the results of the previous technical lemma we state the following definition.
Definition 5. For α ∈ [0, 1), γ, η > 1 we define the class of the (α, γ, η)-off-diagonal-
decaying matrices Aα,γ,η on Z
2 × Z2 as follows. A matrix A = (ajk,ih)i,j,h,k∈Z ∈ Aα,γ,η if
and only if
|ajk,ih| ≤ K (1 + (1− α)|j − i|)
− γ
1−α
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η
,
for a suitable K > 0 constant independent on i, j, h, k ∈ Z.
REMARK: Observe that this class of matrices is for α = 0 a Banach ∗-algebra, see [45, 38,
39], typically arising in the localization theory of Gabor frames, see, e.g., Examples 1 and
[32]. It is also known that, for the case α→ 1, i.e., the matrices localized as follows
|ajk,ih| ≤ Ke
−γ|j−i|
(
1 + max{ei, ej}|ke−j − he−i|
)−η
,
cannot form an algebra, see for example [47, 10]. This class of matrices typically arises
in the localization theory of wavelet frames. In general, for α ∈ (0, 1) it is not yet known
whether Aα,γ,η can be an algebra. Interesting related results can be found in [44].
Of course, in order to use the localization concept for the characterization of Banach
spaces, we should show that the matrices belonging to the class Aα,γ,η can be bounded on
suitable weighted ℓp(Z2) spaces.
Proposition 3.3. Let α ∈ [0, 1), γ, η > 1 be fixed. Then any matrix A ∈ Aα,(1−α)γ,η extends
to a bounded operator from ℓpm(Z2) to ℓ
p
m(Z2) for all p ∈ [1,∞] and for any s-moderate
weight m(j, k) := m(j), depending only on the first index, 0 ≤ s < γ − 1. Moreover, one
can estimate the operator norm by ‖A‖ℓpm→ℓpm . K, where K is the constant appearing in
the Definition 5.
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Proof. We first show that A is bounded on ℓ1m(Z
2) and on ℓ∞m (Z
2), and then we conclude
by interpolation the boundedness on ℓpm(Z2). Consider c ∈ ℓ1m(Z
2).
‖Ac‖ℓ1m(Z2)
. K
∑
j,k∈Z

∑
i,h∈Z
(1 + |j − i|)−γ
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η
|ci,h|

m(j)
= K
∑
j
∑
i
(1 + |j − i|)−γ m(j)
(∑
h
(∑
k
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η)
|ci,h|
)
. K
∑
j
∑
i
(1 + |j − i|)−γ m(j)
(∑
h
(∫
R
(
1 + max{sα(i), sα(j)}|xsα(j)
−1 − hsα(i)
−1|
)−η
dx
)
|ci,h|
)
. K
∑
j
∑
i
(1 + |j − i|)−γ m(j)
(∑
h
(∫
R
(1 + |x|)−η dx
)
|ci,h|
)
. K
∑
j
∑
i
(1 + |j − i|)−γ
(∑
h
|ci,h|
)
m(j).
Let us denote di := (
∑
h |ci,h|). Of course d = (di)i∈Z ∈ ℓ
1
m(Z), and by [38, Lemma 2.3]
‖Ac‖ℓ1m . K
∑
j
(∑
i
(1 + |j − i|)−γ di
)
m(j)
. K
∑
j
djm(j) = K‖c‖ℓ1m(Z2).
Similarly one can show the boundedness on ℓ∞m (Z
2). Consider c ∈ ℓ∞m (Z
2).
‖Ac‖ℓ∞m (Z2)
. K sup
j,k∈Z

∑
i,h∈Z
(1 + |j − i|)−γ
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η
|ci,h|

m(j)
≤ K sup
j
∑
i
(1 + |j − i|)−γm(j)
(
sup
k
∑
h
(
1 +max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η
|ci,h|
)
.
Since we have already shown that
sup
k
∑
h
(
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)−η
. 1,
then
‖Ac‖ℓ∞m (Z2) . K sup
j
∑
i
(1 + |j − i|)−γm(j)
(
sup
h
|ci,h|
)
.
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Again, let us denote di := (suph |ci,h|). Of course d = (di)i∈Z ∈ ℓ
∞
m (Z), and by [38, Lemma
2.3]
‖Ac‖ℓ∞m . K sup
j
(∑
i
(1 + |j − i|)−γ di
)
m(j)
. K sup
j
djm(j) = K‖c‖ℓ∞m (Z2).
One concludes the proof by interpolation of ℓpm(Z2) spaces [4].
Finally, we have developed all the technical tools in order to show the main result of
Banach frame and atomic decomposition for α-modulation spaces as follows.
Assume s > 0 and α ∈ [0, 1). We say that g ∈ L1(R) ∩ C(R) is (s;α)-localized, if, for
some γ′f > 2
(
1 + s1−α
)
+ α1−αγt, γt > 2, and γf > γ
′
f + γt + 3/2,
|g(x)Fg(ω)| . (1 + |x|)−γt(1 + |ω|)−γf , x, ω ∈ R. (29)
Of course, Schwartz functions are (s;α)-localized for all s ≥ 0 and all α ∈ [0, 1).
Theorem 3.4. Let α ∈ [0, 1), s ∈ R. Assume that g ∈ L1(R) ∩ C(R) is (|s|;α)-localized,
Fg(ω) 6= 0 for ω ∈ Ω0 = [−1, 1] and that (pα, sα) is a pair of position and size functions
satisfying conditions (ps0-3). Then, there exists 0 < a0 ≤ 1 small enough such that for all
0 < a ≤ a0 the family
G := Gα(g, pα, sα, a) = {Mpα(j)Ds−1α (j)Takg}j∈Z,k∈Z, (30)
(a) is a Aα, 1−α
2
(γf−
α
1−α
γt),
γt
2
-self-localized frame for L2(R);
(b) is an atomic decomposition for the α-modulation space M
s+α(1/p−1/2)
p for all p ∈
[1,∞];
(c) is a Banach frame for the α-modulation space M
s+α(1/p−1/2)
p for all p ∈ [1,∞].
Proof. The statement (a) is a direct consequence of an application of [20, Theorem 1] and
Lemma 3.2 (a). Let us show (b,c).
The proof is develop as follows: First we show that for a band-limited approximation
gρ of g the system Gα(gρ, pα, sα, a) forms a Banach frame and an atomic decomposition for
M
s+α(1/p−1/2)
p , and then we extend the result to Gα(g, pα, sα, a) by the application of the
perturbation results [8, Theorem 2.2, Theorem 2.3].
Denote A := Aα, 1−α
2
(γf−
α
1−α
γt),
γt
2
. Let us consider ρ ≥ 1 and ϕ ∈ C∞c (R), supp(ϕ) =
[−(1 + ε), 1 + ε], with ϕ ≡ 1 on [−1, 1]. Define gρ := F
−1(ϕ( ·ρ )Fg) a band-limited ap-
proximation of g and gρ := g − gρ. If f ∈ M
s+α(1/p−1/2),α
p (R) then, for j ∈ Z, Pαj (f) is an
Lp(R) band-limited function and, by classical theorems on series expansions of band-limited
functions (see also [25],[30, Example 5])), there exists a = a(ρ) ≍ ρ−1 such that
Pαj (f) =
∑
k∈Z
〈Pαj f,Mpα(j)Ds−1α (j)Takg˜ρ〉Mpα(j)Ds−1α (j)Takgρ, (31)
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where g˜ρ = ag˜ is a well-decaying band-limited dual function with F g˜Fg ≡ 1 on Ω0, and
sα(j)
2−p
2 · ‖Pαj (f)‖
p
p ≍
∑
k∈Z
|〈f,Pαj Mpα(j)Ds−1α (j)Takg˜ρ〉|
p, (32)
for p < ∞ and similarly one has the equivalence for p = ∞. In particular, since Pαj f is
band-limited and recalling that a = a(ρ) ≍ ρ−1, one has
∑
k∈Z
|〈f,Pαj Mpα(j)Ds−1α (j)Takg˜ρ〉|
p =
∑
k∈Z
|〈
(
Dsα(j)M−pα(j)P
α
j
)
f, Takg˜ρ〉|
p
= ap
∑
k∈Z
|
(
Dsα(j)M−pα(j)P
α
j
)
f ∗ g˜∇(ak)|p
. ap−1‖
(
Dsα(j)M−pα(j)P
α
j
)
f ∗ g˜∇‖pp
. sα(j)
2−p
2 · ‖Pαj (f)‖
p
p,
uniformly with respect to ρ ≥ 1 (see also [25],[20, Theorem 4, Remark 2],[30, Example
5]). Here we have used the fact that for an Lp-band-limited function h, ‖(h(ak))k∈Z‖ℓp ≤
Ca−1/p‖h‖p. The usual modifications apply for the case p = ∞. By an application of [20,
Theorem 1] or [30, Theorem 14 and Corollary 17], the systems
Gρ := {Mpα(j)Ds−1α (j)Takgρ}j∈Z,k∈Z and G˜ρ := {P
α
j Mpα(j)Ds−1α (j)Tak g˜ρ}j∈Z,k∈Z (33)
constitute a dual pair (Gρ, G˜ρ) of frames for L
2(R). By Lemma 3.2 (a),(b) Gρ and G˜ρ are
A-self-localized and Gρ ∼A G˜ρ. Therefore, by Proposition 3.3, it makes sense to define the
abstract Banach space Hpms,α(Gρ, G˜ρ), where ms,α(j, k) := ms,α(j) = (1+(1−α)|j|)
s
1−α . By
Definition 4 and (32), one has the equivalence of norms:
‖f‖
M
s+α( 1p−
1
2 ),α
p
≍ ‖
(
〈f,Pαj Mpα(j)Ds−1α (j)Takg˜ρ〉
)
j,k∈Z
‖ℓpms,α (Z2) = ‖f‖Hpms,α (Gρ,G˜ρ)
. (34)
It is not difficult to see that the space of linear combinations of elements of Gρ is in fact dense
in M
s+α( 1
p
− 1
2
),α
p (R), and hence one has H
p
ms,α(Gρ, G˜ρ) = M
s+α( 1
p
− 1
2
),α
p (R). In particular, by
Theorem 2.1, Gρ is an atomic decomposition and a Banach frame for M
s+α( 1
p
− 1
2
),α
p (R).
Recall here that gρ = g − gρ. Since ‖
(
〈f,Pαj Mpα(j)Ds−1α (j)Tak g˜ρ〉
)
j,k∈Z
‖ℓpms,α (Z2) ≤
B‖f‖
M
s+α( 1p−
1
2 ),α
p
, where B > 0 is uniform with respect to ρ, to show (b) it is sufficient
to verify that for all ε > 0 there exists ρ0 > 0 such that for all ρ ≥ ρ0, a = a(ρ) ≍ ρ
−1 and
for any finite sequence c = (cj,k)j,k∈Z of scalars
‖
∑
j,k∈Z
cj,kMpα(j)Ds−1α (j)Takg
ρ‖
M
s+α( 1p−
1
2 ),α
p
≤ ε‖c‖ℓpms,α . (35)
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Then one can apply [8, Theorem 2.3]. By the equivalence of norms (34) for some fixed
ρ∗ ≥ 1 one has
∥∥∥∥∥∥
∑
j,k∈Z
cj,kMpα(j)Ds−1α (j)Takg
ρ
∥∥∥∥∥∥
M
s+α( 1p−
1
2 ),α
p
≍
∥∥∥∥∥∥

∑
j,k∈Z
cj,k〈Mpα(j)Ds−1α (j)Takg
ρ,Pαi Mpα(i)Ds−1α (i)Tahg˜ρ
∗〉


i,h
∥∥∥∥∥∥
ℓpms,α
.
By an application of Lemma 3.2 (c) and Proposition 3.3 one has
‖
∑
j,k∈Z
cj,kMpα(j)Ds−1α (j)Takg
ρ‖
M
s+α( 1p−
1
2 ),α
p
. Dρ
∥∥∥∥∥∥

∑
j,k∈Z
(1 + |j − i|)
1
2
(
α
(1−α)
γt−γ′f
) (
1 + max{sα(i), sα(j)}|ksα(j)
−1 − hsα(i)
−1|
)− γt
2 |cj,k|


i,h
∥∥∥∥∥∥
ℓpms,α
. Dρ‖c‖ℓpms,α .
Since Dρ → 0 for ρ→ +∞, one shows (35).
Let us show (c). First we have to observe that, by a direct computation, the operator S
defined by
S(c) =
∑
j,k∈Z
cj,kP
α
j Mpα(j)Ds−1α (j)Takg˜ρ (36)
is bounded from ℓpms,α into M
s+α( 1
p
− 1
2
),α
p (R) uniformly with respect to ρ > 0 and a = a(ρ).
‖S(c)‖p
M
s+α( 1p−
1
2 ),α
p (R)
=
∑
j′∈Z
∥∥∥∥∥∥Pαj′(
∑
j,k∈Z
cj,kP
α
j Mpα(j)Ds−1α (j)Tak g˜ρ)
∥∥∥∥∥∥
p
p
(1 + |pα(j
′))sp+α(1−
p
2
)
=
∑
j′∈Z
∥∥∥∥∥∥
∑
j∈Zd
Pαj′P
α
j Mpα(j)Ds−1α (j)
(∑
k∈Z
cj,kTakg˜ρ
)∥∥∥∥∥∥
p
p
(1 + |pα(j
′))sp+α(1−
p
2
)
.
∑
j′∈Z
∑
j:Pαj P
α
j′
6=0
∥∥∥∥∥Pαj′Pαj Mpα(j)Ds−1α (j)
(∑
k∈Z
cj,kTak g˜ρ
)∥∥∥∥∥
p
p
(1 + |pα(j
′))sp+α(1−
p
2
)
.
∑
j′∈Z
∑
j:Pαj P
α
j′
6=0
sα(j)
p−2
2
∥∥∥∥∥
∑
k∈Z
cj,kTakg˜ρ
∥∥∥∥∥
p
p
(1 + |pα(j
′))sp+α(1−
p
2
)
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=
∑
j′∈Z
∑
j:Pαj P
α
j′
6=0
sα(j)
p−2
2
∥∥∥∥∥a
∑
k∈Z
cj,kTakg˜
∥∥∥∥∥
p
p
(1 + |pα(j
′))sp+α(1−
p
2
)
.
∑
j′∈Z
∑
j:Pαj P
α
j′
6=0
sα(j)
p−2
2 a‖(cj,k)k‖
p
ℓp(Z)(1 + |pα(j
′))sp+α(1−
p
2
)
. a
∑
j′∈Z
‖(cj′,k)k‖
p
ℓp(Z)ms,α(j
′)p ≤ ‖c‖p
ℓpms,α
.
The first and the last inequality holds because the sum over {j : Pαj P
α
j′ 6= 0} is uniformly
finite. Moreover, we have used ‖
∑
k dkTakg˜‖p . a
1/p−1‖d‖ℓp . Then it is sufficient to observe
as before that for all ε > 0 there exists ρ0 > 0 such that for all ρ ≥ ρ0, and a = a(ρ) ≍ ρ
−1
and for all f ∈M
s+α( 1
p
− 1
2
),α
p
‖(〈f,Mpα(j)Ds−1α (j)Takg
ρ〉)j,k‖ℓpms,α ≤ ε‖f‖
M
s+α( 1p−
1
2 ),α
p
, (37)
since f =
∑
i,h cj,kMpα(i)Ds−1α (i)Tahgρ
∗ with ‖c‖ℓpms,α ≍ ‖f‖M
s+α( 1p−
1
2 ),α
p
. These conditions
are then enough to apply [8, Theorem 2.2].
REMARKS: 1. In the proof of the previous theorem we have used the rather general
and abstract results [8, Theorem 2.2, Theorem 2.3]. Of course, it is possible to keep the
argument more concrete. In particular, it is not difficult to show that the operator
Sρf =
∑
j,k
〈f,Pαj Mpα(j)Ds−1α (j)Tak g˜ρ〉Mpα(j)Ds−1α (j)Takg,
is bounded on M
s+α( 1
p
− 1
2
),α
p . By Lemma 3.2 and Proposition 3.3 one can even show that
for ρ > 0 large enough
‖I − Sρ‖
M
s+α( 1p−
1
2 ),α
p →M
s+α( 1p−
1
2 ),α
p
< 1.
This implies that Sρ is boundedly invertible for ρ > 0 large enough and that for all f ∈
M
s+α( 1
p
− 1
2
),α
p one has the unconditional convergent expansion
f = SρS
−1
ρ f =
∑
j,k
〈f, (S−1ρ )
∗Pαj Mpα(j)Ds−1α (j)Tak g˜ρ〉Mpα(j)Ds−1α (j)Takg.
2. The assumption Fg 6= 0 on Ω0 = [−1, 1] is technical and it is essentially a non-
vanishing condition. We expect that it can be removed.
3. Theorem 3.4 is a generalization of [37, Theorem 13.5.3] and [38, Theorem 5.2]
(see also [32]), corresponding to the case α = 0, where Gabor frame characterizations
of modulation spaces have been given. We conjecture that Theorem 3.4 can be formu-
lated for the case α→ 1 to characterize inhomogeneous Besov spaces B
s−1/p−1/2
p (R). Since
limα→1ms,α(j, k) = e
s|j|, we expect that the extension of our theory to the case α → 1
should involve exponentially localized frames as described in the previous Remark, see also
[38]. Interesting results in this direction have been suggested by Cordero and Gro¨chenig in
[2] for the wavelet frame characterization of homogeneous Besov spaces.
4. Theorem 3.4 extends to the frame characterization of M s,αp,q (R) for p 6= q, just con-
sidering ℓp,qms,α spaces instead of ℓ
p
ms,α . In fact, similarly to Proposition 3.3 and by applying
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standard arguments of complex interpolation of mixed norm sequence spaces [4], matrices
in Aα,(1−α)γ,η are also bounded on ℓ
p,q
ms,α(Z
2) for suitable s.
5. Lemma 3.2 is strongly dependent on the particular geometry of the α-covering deter-
mined by (pα, sα) on the real line. We expect that the approach illustrated in this paper
can be useful also for a frame characterization of M s,αp,q (Rd) for d > 1, with major technical
difficulties.
3.3. α-modulation spaces and time-frequency transforms. In several relevant contri-
butions, for example [1, 6, 9, 20, 28, 31, 42, 43, 44, 52, 53], an “intermediate” time-frequency
transform between wavelet and short time Fourier transform is considered.
Assume α ∈ [0, 1] and c > 0. For any g ∈ L2(R)\{0} and for f ∈ L2(R) we define the
flexible Gabor-wavelet transform (or α-transform) by
V αg (f)(x, ω) := 〈f, TxMωDc(1+|ω|)−αg〉 (38)
=
∫
R
f(t)TxMωDc(1+|ω|)−αg(t)dt, x, ω ∈ R. (39)
The transform can naturally extend to distributions whenever g ∈ S(R). For α = 0 the
transform V αg coincides with the well-known short time Fourier transform, while for α = 1
it is a slight modification of the wavelet transform. In particular, the intermediate case
α = 1/2 is the Fourier-Bros-Iagolnitzer transform [6]. In [44, Theorem 4.4] Holschneider
and Nazaret proved a characterization of L2-Sobolev spaces by pull back techniques based
on α-transforms. For a suitable choice of g ∈ S\{0} (for example the Gaussian) one has
f ∈ Hs(R) if and only if V αg (f) ∈ L
2
m(R
2), (40)
where m(x, ω) = (1+ |ω|)s, x, ω ∈ R. In particular the following equivalence of norms holds
‖f‖Hs(R) ≍ ‖V
α
g (f)‖L2m(R2), for all f ∈ H
s(R). (41)
Inspired by this characterization, they introduce a more general class of Banach spaces [44,
Definition 4.7]. For a suitable choice of a Banach function space B on the time-frequency
plane R2 one can define the space of distributions on R given by
B(R) := {f ∈ S ′(R) : V αg (f) ∈ B}, (42)
endowed with the retract norm
‖f‖B(R) = ‖V
α
g (f)‖B . (43)
A similar approach can be found in [43, Section 4.6] where generalizations of modulation
spaces are introduced by Hogan and Lakey.
We want to observe here that, for the choice of B as a certain weighted Lebesgue mixed
norm Lp,q space, the corresponding B(R) space is an α-modulation space. In fact, since
f ∈ M s,αp,q (R) if and only if Ff ∈ D(Iα,FL
p, ℓqws), the decomposition space subordinate to
the covering Iα, with local component FL
p, and global component ℓqws(Iα) (see [18, 21, 35]
for details), by an application of [18, Theorem 4.3] one can show the following
Theorem 3.5. Assume s ∈ R, α ∈ [0, 1], and 1 ≤ p, q < ∞. For a suitable band-limited
g ∈ S(R)\{0}
M s+α(1/q−1/2),αp,q (R) = {f ∈ S
′(R) : V αg (f) ∈ L
p,q
m (R
2)}. (44)
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Moreover the norm of M
s+α(1/q−1/2),α
p,q (R) can be equivalently expressed by
‖f‖
M
s+α(1/q−1/2),α
p,q (R)
≍
(∫
R
(∫
R
|V αg (f)(x, ω)|
pdx
)q/p
(1 + |ω|)sqdω
)1/q
, (45)
for all f ∈M
s+α(1/q−1/2),α
p,q (R). For p · q =∞ the usual modifications apply.
A detailed discussion on the relations between continuous and discrete characterization
of α-modulation spaces will be given elsewhere in the context of recent generalizations of
the coorbit space theory [11, 12, 33].
3.4. Equivalence of frames and α-modulation spaces. As we have seen, qualities of
frames can be observed by studying their associated Banach spaces. Therefore, the “dif-
ferences” between associated Banach spaces can be considered a “measure” of the different
analysis that two frames perform. The results in this paper can be interpreted as a quali-
tative study of the “degree of difference” of the analysis performed by Gabor and wavelet
frames (Fig. 1).
Let us conclude recalling in the following some of the relevant results related to inclusions
of α-modulations spaces, investigated by Gro¨bner [35]:
Theorem 3.6. If 1 ≤ p, q ≤ ∞, s ∈ R and 0 ≤ α1 < α2 ≤ 1 then
M s
′,α2
p,q (R) ⊂M
s,α1
p,q (R), s
′ = s+
(α2 − α1)
q
(46)
M s,α1p,q (R) ⊂M
s′,α2
p,q (R), s
′ = s− (1− 1/q)(α2 − α1). (47)
In particular, for α2 = 1 and α1 = 0,
Bs+1/qp,q (R) ⊂M
s
p,q(R). (48)
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