Abstract
INTRODUCTION
Classification is an important task in pattern recognition, machine learning and data mining. It consists in predicting the category, class or label of previously unseen objects. Methods that implement this task are known as classifiers.
Support vector machine (SVM) is a highly desirable classification method and it is a well known classifier due to its excellent classification accuracy, generalization and compact model. It offers a hyper plane that represents the largest separation (or margin) between the two classes [4] . It minimizes the empirical classification error and maximizes the geometric margin. However this kind of maximum-margin hyper plane may not exist because of class overlapping or mislabeled examples. In the linearly separable case the hyper plane is easy to compute, however in the general case it is necessary to use a soft margin SVM by introducing slack variables (Vapnik 1995) . In this way it is possible to find a hyper plane that splits the examples as cleanly as possible. In order to find a separation hyper plane, it is necessary to solve a Quadratic Programming Problem (QPP). This is computational expensive, it has O (n3) time and O (n2) space complexities with n data [3] . So the standard SVM is unfeasible for large data sets [21] .
Many researchers have tried to find possible methods to apply SVM classification for large data sets. These methods can be divided into four types: a) reducing training data sets (data selection) [15] , b) using geometric properties of SVM [1] , c) modifying SVM classifiers [25] , d) decomposition [21] e) other methods. The data selection method chooses the objects which are possible to be the support vectors (SV). These data are used for SVM training. Generally, the number of the support vectors is much small compared with the whole data.
Clustering is another effective tool to reduce data set size, for example, hierarchical clustering [16] and parallel clustering [20] . The geometric properties of SVM (Franc and Hlavac 2003) can also be used to reduce the training data. In separable case, the maximum-margin hyper plane is equivalent to finding the nearest neighbors in the convex hulls of each class [29] . The random sampling method [15] is simple and commonly used for large data sets. However it needs to be applied several times and the obtained results are not repeatable.
Data selection methods choose objects which are support vectors (SV). These data are used for training the SVM classifier. Generally, the number of the support vectors is a small subset of the whole data [26] . The goals of this type of method are: a) fast detection of support vectors (SV) which define the optimal separating hyper plane, b) remove the data which are impossible to be SVs, c) obtain similar accuracy using the reduced data set. In this project data selection technique is used to train SVM with large data sets.
The Decision Tree (DT) classifier is a method that has been used as a preprocessing step for SVM in recent years. Generally, the classification accuracy of SVM is better than DT. The training time of SVM is longer than DT for large data sets. Combination of SVM and DT can overcome two shortcomings of SVM: computational burden and multi-class classification. A DT can be learned or induced by splitting the input space into subsets, based on an attribute value test. This process is repeated for each derived subset in a recursive manner [2] . DT has some advantages over other methods such as to be tolerant to noise, support missing values and be able to produce models easily interpreted by human beings. In addition, the induction of DT is not costly. The general algorithm to induce decision trees from data works separating Generally there are two main problems in SVM classification by using DT: SVM has to be used to compute the margins at each leaf of DT which increases computation cost [17] ; the classification accuracy is poor when DT is not big enough [22] , or the data are imbalance [28] . To improve the classification accuracy, the separability (margin measures) information is inserted in [5] . To find a linear combination of features for separating two or more classes of object a component analysis algorithm Fisher Linear discriminant (FLD) is used. In fact, SVM can be regarded as a way to sparsity FLD [24] . FLD has been successfully applied in feature selection [27] and face recognition. The geometric properties of SVM can also be used to reduce the training data. In the linearly separable case, the maximum-margin hyper plane is equivalent to finding the closest pair of points in the convex hulls [30] . Neighborhood properties of the objects can be applied to detect SV and to improve classification accuracy of SVM. SVM with FLD uses the geometric properties of SVM. It is difficult to apply geometric properties in high-dimension and multiclass classification. While DT can overcome this disadvantage of SVM+FLD.
In this paper proposed a novel data reduction method for SVM, it uses DT and Fishers Linear Discriminant (FLD). FLD is used to select the part of data in each partition generated by DT. The combination of DT and FLD is nothing but a Fisher's decision Tree. Fisher's Decision Tree makes it possible for SVM to classify large data sets.
CLASSIFICATION METHODS

Support Vector Machine
Basically SVM classification can be grouped into two types: linearly separable and linearly inseparable cases. The nonlinear separation can be transformed into linear case via a kernel mapping. In the linear inseparable case, the convex hulls intersect. The convex hull based methods do not work well for SVM, because SVs are generally located on the exterior boundaries of data distribution. On the other hand, the vertices of the convex-concave hull are the border points and they are possible to be the support vectors [23] . Support Vector Machines (SVM) is based on statistical learning theory developed by Vapnik. It classifies data by determining a set of support vectors, which are members of the set of training inputs that outline a hyper plane in feature space.
The training set X is given as
. The C L is the number of classes . SVM classifies data sets with an optimal separating hyper plane, which is given by
This hyper plane is obtained by solving the following quadratic programming problem , ( )= In this example the data is assumed to be linearly separable. Therefore, there exists a linear hyper plane (or decision boundary) that separates the points into two different classes.
In the two-dimensional case, the hyper plane is simply a straight line. In principle, there are infinitely many hyper planes that can separate the training data. Figure 1 shows two such hyper planes, B1 and B2. Both hyper planes can divide the training examples into their respective classes without committing any misclassification errors.
Although the training time of even the fastest SVMs can be extremely slow, they are highly accurate, owing to their ability to model complex nonlinear decision boundaries. They are much less prone to over fitting than other methods.
Decision Tree
Decision tree is a classifier method able to produce models that can be comprehensible by human experts (Breiman et al., 1984) . Among the advantages of decision trees over other classification methods are (Cios, Pedrycz, Swiniarski, & Kurgan, 2007): robustness to noise, ability to deal with redundant attributes, generalization ability via post-pruning strategy and a low computational cost, this last is more notorious when decision trees are trained using data sets with nominal attributes.
When a data set X is large, the computational burden of (4) is heavy. We first use decision tree to separate X into several subsets. A decision tree is a classifier whose model resembles a tree structure T, this structure is built from a labeled data set X. A decision tree is composed of nodes, and edges that connect the nodes. There are two type nodes: internal and terminal. An internal node has branches to connect to other ones, called its sons. A terminal node does not have any sons. The terminal node is called a leaf L of T.
In order to explain the general training process of decision trees on numeric attributes, let's represent the training data sets as in (7). The general methodology to build a decision tree is as follows: beginning from root node (it contains X), split the data into two or more smaller disjoint subsets, each subset should contain all or most of its elements with the same class, however this is not necessary. By partitioning input data into pure regions with respect to certain measurement of the impurity. The measurements are defined in terms of instance distribution of the input splitting region. The measurements of impurities followed in this paper are entropy, misclassifications and Gini (8).
Where C L is the number of classes, is the probability of example i to be of the class t, which is the number of examples in the class t divided by the size of the set X, i.e., = = .
< is used to create partitions in the input space, where is attribute of training set X, is a value of the same type with the attribute i. 
Fisher Linear Discriminant
Based on geometric properties of SVM, Fisher Linear Discriminant is used to find out the most possible data, it is used to find a linear combination of features which separates two or more classes of objects, which will be used for SVM training. Fisher Linear Discriminant can be considered as a method for linear dimensionality reduction. The method is based on minimizing the projected class overlapping that maximizes the distance between class means while minimizing the variance within each class. Consider a training data set as (7) = , , = 1, … . 
FLD searches for a vector ω that maximizes the separation between the means of X+ and X−, meanwhile minimizes their scattering. In order to measure the scattering of X+ and X−, the scatter + for projected objects on is defined as Let be ∈ a vector used to project every example in X, then = A problem with Fisher Linear Discriminant occurs when data distribution is multi-modal and when there exist overlapping between classes, under these situations the vector x is not enough to clearly discriminate between classes (Li, 2005) , this can be though as a weak learning algorithm (Schapire, 1990). Based on the recursive strategy of decision tree in this paper proposed a stronger classifier DT with FLD known as Fisher's Decision Tree.
An example of a Fisher'sLlinear Discriminant is shown in figure 3 .
Fig 3:
Example of Fisher's linear discriminant in two dimensions, the black line is vector ω
Fisher's Decision Tree
The core of a proposed method is based on a combination of DT and FLD. The Fisher's decision tree is a two class classifier that takes advantage of dimensionality reduction of Fisher's linear discriminant, which is able of perfectly classify objects that belong to data sets that are linearly separable. Because most real world data sets are not linearly separable, the method follows a decision tree's philosophy splitting the data, recursively. The splits are produced using only one artificial attribute.
The projections of objects on the artificial attribute x (11) are used to create the possible splitting points; each split point is between two consecutive projections.
The splitting point is used to create two partitions and then an impurity measure is used. The number of tests that must be realized at each node of the tree is N-1. Each creates a split which separates the data similar to a linear decision boundary, this is completely determined: it is orthogonal to vector and passes through the point (12).
The main difference between the Fisher's tree and decision tree is in how the splits are created and instead of testing every attribute only the artificial attribute is used. It seems that Fisher's tree suffers from repetition, which is the phenomenon that occurs when an attribute is repeatedly tested along a given branch of the tree, this is different because there is only one attribute to split.
PROPOSED METHOD: SVM WITH FISHER'S DECISION TREE
According to the geometric properties of SVM, the separating hyper plane is determined by the support vectors which are a small subset of whole data. The support vectors are close to their opposite class i.e., support vectors are near to the boundaries. The aim of Fisher's decision tree is to find the data which are near to the support vectors.
The proposed data selection method i.e., selecting the reduced data through Fisher's decision tree and train those data with support vector machine.
The proposed method works as follows: 1. Select the large Data Set 2. Train a DT using whole data set. Use C4.5 3. Apply Fisher Linear Discriminant for separating the two or more classes of objects 4. Recover all the leaves of DT, these are treated as clusters with low entropy 5. Select some of the examples from those selected clusters based on impurity measures (entropy, Gini, mis-classification) 6. Train SVM using the selected examples.
Otherwise use Fisher's decision tree instead of using step 2 & 3.
The proposed classification strategy can be described in the following steps: 1. Discover all regions that contain all or most of their examples with the same label. This label is the majority class for that region. 2. Determine all its adjacent or neighbor regions whose majority class is opposite. Because in this detecting data that are located near to the opposite label. 3. Search the data with shorter distances. Use FLD to each pair of adjacent low entropy regions. It is important to notice that high entropy regions will contain support vectors; they do not need to be analyzed with FLD in step 3.
COMPARISON OF DIFFERENT APPROACHES
In order to test the effectiveness of decision tree, recently it was tested on iris data set. It has characteristics as size 100, dimensionality 4, numeric features and it has 2 classes of data points. Here C4.5 decision tree is used, those results are placed (Asdrubal Lopez Chau 2012). This paper presents different approaches used for Classification of large data sets using support vector machines. First, generally in recent years DT is used preprocessing step for SVM. In each disjoint region (partition) discovered by a decision tree is used to train a SVM. In general regions found by a DT are less complicated than the region occupied by the entire training set. A SVM is applied to each region; the computational cost is less expensive compared with training a SVM with the whole data set.
Second, data filter algorithm, which implements a heuristic searching method to obtain the relevant data points from the whole data set. It applies SVM on a training data set in order to obtain a sketch the SV, and then obtains a reduced data set filtering data points that are far from sketch of the SV. Next, it uses a DT in order to classify data points that are near of SV and then filters less important data points from the original data set.
Third, convex-concave hull is used to classify large data sets and then trains SVM. Before convex-concave hull it uses grid processing is used to detect optimal partitions. Next convex hull is used to find extreme points. Then Jarvis march method to determine the concave hull for the inseparable points. Finally the vertices of the convex-concave hull are applied for SVM training.
Fourth, Fisher's decision tree is a two class classifier that takes advantage of dimensionality reduction of Fisher's Linear Discriminant, which is able of perfectly classify objects that belong to data sets that are linearly separable. Most real world data sets are not linearly not separable; Fisher's decision tree is followed the philosophy of DT splitting the data recursively. But the splits are produced using only one artificial attribute. The different approaches used for classifying large data sets to train SVM are shown in table 1.
Mostly large data sets are used to implement this proposed method, because for small data sets FDT unable to find actual support vectors. For large data sets FDTSVM will get classification accuracy are almost the same or even better than the other SVMs because soft margin method is used to deal with misleading points.
CONCLUSIONS
This paper introduces a novel data reduction method for SVM classification (FDTSVM). FDT uses an artificial attribute created with the vector computed by the Fisher's Linear Discriminant, and the objects in training data set are projected on it. It takes an advantage of the dimensionality reduction of Fisher's linear analysis and uses the decomposition strategy of the decision trees. The key point of this method is to find the low entropy regions and differentiates the opposite class regions which are closed to decision boundaries. It is ascertained that the SVM classification based on fisher discriminant outperforms the classification techniques. 
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