Current methods for estimating the wavefront slope at the pupil of a telescope using a Shack-Hartmann wavefront sensor (SH{WFS) are based on a simple centroid calculation of the irradiance distributions (spots) recorded in each subaperture. The centroid calculation does not utilize knowledge concerning the correlation properties of the slopes over the subapertures or the amount of light collected by the SH{WFS. This paper presents the derivation of a maximum a posteriori (MAP) estimation of the irradiance centroids by incorporating statistical knowledge of the wavefront tilts. Information concerning the light level in each subaperture and the relative spot size is also employed by the estimator. The MAP centroid estimator is found to be unbiased and the mean squared error performance is upper bounded by that exhibited by the classical centroid technique. This error performance is demonstrated using Kolmogorov wavefront slope statistics for various light levels.
Introduction
Atmospheric turbulence reduces the e ective resolution of a telescope and consequently blurs imagery of celestial objects 1]. Although atmospheric turbulence is unavoidable, the distortion e ects can be reduced by adaptive optical (AO) imaging systems 2], image post-processing 3], or hybrid approaches which combine elements of adaptive optics and image post-processing techniques 4]. The basic premise of adaptive optics is to mechanically deform a re ective surface in the optical train of the telescope to compensate for the atmospheric e ects. The AO imaging system compensates for wavefront phase errors by sensing the perturbations with a WFS and then adding the conjugate phase to the perturbed wavefront by re ecting the light o a deformable mirror 2]. An image post-processing technique known as deconvolution from wavefront sensing (DWFS) 5] explicitly uses wavefront sensor (WFS) data to improve image resolution. For these imaging approaches a signi cant factor limiting performance is the nite amount of light incident on the WFS 6] . We propose a technique for processing Shack-Hartmann WFS (SH{ WFS) measurements which achieve performance levels exceeding those of the conventional Shack-Hartmann WFS measurement processing algorithm.
In conventional SH{WFS measurement processing, the subaperture pixel photon-counts are used to compute the centroid of the irradiance distribution formed by each subaperture. This centroid is in turn related to the wavefront slope for the corresponding subaperture. All of the subaperture wavefront slopes are used together to reconstruct the wavefront phase over the imaging system pupil. We derive a maximum a posteriori (MAP) estimate of the SH{ WFS slopes that incorporates a priori knowledge of the subaperture slope correlations. In the conventional centroid computation the subaperture irradiance centroid is computed in a manner that is completely independent of the computations for the other subapertures 7, 8] . For low light levels, the true centroid of the irradiance distribution may be inaccurately predicted by the conventional centroid computation. In the development of the MAP estimator, a joint probability density function (PDF) describing the detected signals for all of the SH{WFS subaperture pixels is used to estimate the most likely value of the the subaperture irradiance centroids (or equivalently the subaperture wavefront slopes). This PDF incorporates prior knowledge of the subaperture slope correlations. In the resulting algorithm the subaperture irradiance centroid computations are a function of all the pixel photo counts. The mean square error performance of the new algorithm is shown to be less than the error associated with the conventional centroid computation.
Cannon 9] and Schulz 10] have investigated related problems. Cannon and Schulz investigate the problem of wavefront reconstruction using the image pixel measurements of a SH{WFS. Cannon restricts his attention to the case in which the turbulence is strong and high light levels. For this strong turbulence case the SH{WFS subaperture images are distorted and possibly speckled. Schulz also considers strong turbulence conditions, but additionally accounts for the possibility of low light levels by incorporating photon counting statistics. The basic premise is that the speckled subaperture images contain information beyond their simple centroids and this information can be used for improved wavefront reconstruction. Both researchers investigate iterative techniques for using the subaperture images for obtaining improved wavefront reconstruction. In contrast to this previous research, our work only considers subaperture wavefront slope estimation. Additionally, in the setup of the problem we make the assumption that the turbulence is weak, or equivalently the subapertures are small compared to the spatial structure of the wavefront phase perturbations. For atmospheric turbulence this assumption is equivalent to assuming the subapertures dimensions are on the order of the Fried parameter, r 0 1] or smaller. In our work, we also included the e ects of low light conditions, but do not account for the cross coupling of pixel measurements from adjacent subapertures. The implications of ignoring this cross coupling are discussed in Section 3. These assumptions and the problem setup result in a closed form algorithm that can be implemented in real time for improved wavefront slope estimation.
Section 2 introduces the model used to characterize the raw SH{WFS measurements. Section 3 presents the development of the MAP estimator for the centroid of the subaperture irradiance distribution. Section 4 presents the properties of the derived estimator as well as a number of numerical performance results for Kolmogorov wavefront statistics. Finally Section 5 gives a summary.
SH{WFS measurement model
A SH{WFS is characterized by a collection of apertures that segment the imaging system pupil into a number of subapertures. Each subaperture consists of a lens (lenslet) that focuses the incident light unto an array of detectors in the focal plane. Each element of the focal plane detector array is called a pixel. A 2 2 array of pixels for a single subaperture is the smallest size that yields an ability to measure the spot irradiance centroid. The 2 2 array is commonly called a quad cell. For our work we assume that the detector array is considerably larger than a 2 2 array. We also assume that the pixels are shot noise limited. The shot noise limited performance implies that the detected photo-counts for each pixel are described by a Poisson PDF with a rate parameter proportional to the spot irradiance over the pixel.
The random wavefront aberrations incident on the pupil plane of the optical system are assumed to be limited to pure wavefront tilt over each subaperture. These random aberrations can arise from wave propagation through a random medium, of which the Earth's atmosphere is an important example. For atmospheric induced aberrations, higher order wavefront phase distortions beyond subaperture tilt are negligible if the subapertures are r 0 in size or smaller. The parameter r 0 is the Fried coherence cell size 1]. The correlation properties of the wavefront tilts associated with each subaperture are assumed to be known a priori. Finally, we note that the irradiance level within the pupil plane subaperture is assumed constant, but this level is allowed to vary from subaperture to subaperture. This type of subaperture to subaperture irradiance variation might be attributed to scintillation e ects caused by long path atmospheric turbulence.
In order to compute a MAP estimate of the centroid of the spot irradiance patterns we rst need to develop a statistical model of the SH{WFS signal counts and the subaperture wavefront slopes. Rather than dealing directly with the statistics associated with the subaperture wave front slopes, we note that the subaperture irradiance centroids are proportional to the subaperture wavefront slopes. As a result, we restrict our attention to the estimation of the subaperture irradiance centroids. The goal of this section is to derive the joint PDF of the SH{WFS pixel signal counts and the subaperture irradiance centroids. Let d represent all the pixel counts and x s represent all the subaperture irradiance centroids. The goal is to derive the joint PDF, f d;x s (d; x s ). The development begins by deriving the joint PDF for a single subaperture.
Single subaperture joint statistics
Each subaperture behaves as an incoherent imaging system. The light source or beacon may be a point source, as in the case of an AO systems using natural guide stars, or a distributed source, as in the case of an AO system using a nite altitude laser spot. We assume the turbulence induced phase errors are restricted to subaperture wavefront tilts. Using this assumption the subaperture focal plane irradiance distribution is
where i dl (x) is the di raction limited irradiance associated with the subaperture, avg is the average optical wavelength, f l is the focal length of the subaperture lens,ã = a x ; a y ] T is the subaperture wavefront slope, and x = x; y] T 2 S is a set of discrete positions in image plane corresponding to the detector pixel locations.
The photon count detected for each pixel is modeled by a Poisson PDF. The probability of detecting d(x) counts from the pixel located atx 2 S given knowledge of the average count is given by 11]
where d(x) is a random variable characterizing the number of photo events at locationx 2 S and (x) is the average count. The average count (x) is proportional to the subaperture image irradiance given in Eq. (1). We can write
wherex s = avg f lã =2 is the irradiance centroid. For simplicity sake, we have incorporated the proportionality constant required to relate the irradiance to the average count into the de nition of i dl . The joint PDF of the photo events for all I pixels in the subaperture plane is the product of conditional Poisson PDFs de ned in Eq. (2):
where d is a vector of pixel signal counts andx i is the location of the ith pixel. Since the di raction limited irradiance distribution, i dl (x), is known, the conditional PDF given in Eq. (4) 
Overall SH{WFS joint statistics
The joint PDF for the single subaperture described in the previous section can be extended for all the SH{WFS pixel signals and subaperture centroids. Assume that the WFS consists of J subapertures, each with I focal plane pixels. The joint PDF is a product of the I J conditionally Poisson PDFs 12] and the joint PDF of the J subaperture centroids:
where d is now interpreted as a vector of all the WFS pixel signals and x s is a vector of all the subaperture centroids.
Let the photon count in a particular pixel be denoted by d j (x i ), where i refers to the pixel location in the jth subaperture. The position vectorx i is the center of the ith pixel. The conditional density for the pixel counts, 
The 
where jRj is the determinant of the correlation matrix R = Efx s x T s g. In the mathematical notation to follow we employ the block notational form for R, x and x s . In this notation the ijth element of R is a 2 2 matrix given by Substituting Eqs. (8) and (9) into Eq. (7) and taking the natural logarithm gives: To nd an analytical solution for the value of x s we must assume a form for the subaperture di raction limited irradiance distribution, i dl (x). To make the problem analytically tractable we assumed that this distribution is well modeled with a Gaussian pro le. Gaussian pro les have been used by a number of researchers to model the main lobe of the di raction limited imaging systems 8, 16] . In the case of laser beacons used for AO systems the beacon intensity pro le can accurately be modeled with a Gaussian distribution that gives rise to a subaperture irradiance pro le that is very nearly Gaussian 17] . The Gaussian irradiance pro le for the jth subaperture at the ith pixel is written as follows: 
where p is the rms width of the irradiance pro le, l is the pixel dimension, and K j the average photon count for the jth subaperture, The development of an analytical solution of Eq. (13) using Eq. (14) depends on two additional assumptions. The rst is that the subaperture irradiance distribution is con ned to the pixels associated with that subaperture. The cross coupling of pixel measurements can be safely ignored when the rms motion and size of a subaperture spot is much less than the subaperture dimension, d. The rms motion of the spot in the lenslet focal plane, s , is proportional to the mean square angular tilt over the subaperture and is given by 
In addition the spot size must be less than d=2 which implies that
If the F-number is chosen to satisfy the two inequalities in Eqs. (18) and (19) then we can safely assume the cross coupling of pixel measurements is negligible.
Secondly we assume that i dl (x ?x s j 1)
This latter assumption implies that under in nite light conditions (i.e. when the detected pixels counts match the expected counts due to the irradiance distribution), the conventional rst moment computation of the centroid will result in zero error. This assumption eliminates the term
of Eq. (13). Even if this assumption is not exactly true, we only require that this term be negligible compared to the other two terms of Eq. (13). The consequence of this assumption not being true will result in additional errors in both the conventional centroid and MAP estimation that are not accounted for in the analysis presented here.
Substituting the irradiance pro le in Eq. (14) into Eq. 
Hence, the MAP estimatex s is equal to the sum of the classical centroid calculation m and a correction term that is a function of spot size variance 2 p , the subaperture light levels, K, and irradiance centroid correlation properties R. We next consider some special cases of Eq. (30).
Special Cases
Bright Beacon: If the beacon is bright enough the diagonal elements of K will be very large compared to the elements of R= 
Each of these elements is a 2 2 matrix and it is straightforward to show that the o diagonal elements are zero due to the assumed symmetry of i dl (x). Using the de nition of m j , the upper diagonal element is
wherex is a unit vector in x direction. In the context of expression above the dot product withx picks out the x-directed components (every other element starting with the rst element) of the vector x ? 1x s j . Equation (41) can be rewritten as subapertures. The subapertures were square and were assumed to be arranged in a fully lled array. The error ratio is plotted as a function of the average subaperture photon count, K. The subaperture slope correlations match those that would be expected from Kolmogorov atmospheric statistics. An expression for the slope correlation matrix for square subapertures is given in Eq. (A20) of Reference 20] . Figure 2 shows the results for wavefront statistics including overall wavefront tilt, while Fig. 3 shows the results for wavefront statistics with overall wavefront tilt removed. The individual curves in each gure correspond to a particular value of the ratio of the mean square spot motion, 46) is a result of matching the e ?1 points of Gaussian spot distribution to the di raction pattern of a square aperture 21]. All the curves in both gures indicate that the MAP estimator has a lower mean square error performance than the conventional centroid estimator. The improvement in performance is most notable for low light levels (low average subaperture photon counts). This result is not unexpected since it is in this low light level regime that the traditional centroid estimator will degrade signi cantly. At high light levels the relative improvement in mean square error performance enjoyed by the MAP estimator is smaller. Again this trend is expected since the conventional centroid estimator is expected to work well for high light levels. The curves in both gures also indicate that the MAP estimator has a better relative mean square error performance as the mean square motion of the spot, 2 s , decreases relative to the mean square size of the spot, 2 p . In comparing the results between the overall tilt included and overall tilt removed cases of Figs. 2 and 3 , respectively, it is apparent that the relative improvement of the MAP estimator decreases in going from overall tilt included to overall tilt removed data. Again this trend is expected since the subaperture to subaperture slope correlations decrease when the overall wavefront tilt is removed. Finally Fig. 4 shows the absolute MSE normalized by the mean square spot size, 
Conclusions
We derived the MAP estimator for the irradiance centroids of an array of Shack-Hartmann WFS subapertures. This estimator is a function of the classical centroid calculation, m, a priori knowledge of the subaperture slope correlation matrix, R, the average photon count per subaperture, K, and the mean square subaperture irradiance spot size, centroid calculation. The mean square error performance of the MAP estimator was shown to be superior to that of the conventional centroid estimator for Kolmogorov wavefront statistics.
