After a brief description of the Church-Turing thesis, we suggest that, according to the latest results on classical recursive probabilistic solution of the Halting Problem, such thesis is asymptotically false.
Introduction
The Church-Turing Thesis (CT) is a crucial assumption for the proper setting and for the proper understanding of many fundamental unsolvability results in mathematics and logic (Raatikainen [10] ).
There are many equivalent formulations of CT. One of the most common is that every effective computation can be performed by a (universal) Turing machine (see Turing [11] , Raatikainen [10] , Ben-Amram [1]). A method, or procedure, P , for obtaining some desired result is defined effective or mechanical just if (Copeland [4] ):
1. P is expressed in terms of a finite number of exact instructions (each instruction being expressed through a finite number of symbols);
2. P will, if performed without error, produce the desired result in a finite number of steps;
3. P can (in practice or in principle) be performed by a human being unaided by any machine, with the exclusion of paper and pencil;
4. P demands no insight or ingenuity on the part of the human performing it.
Any procedure that satisfies the above four points but can not be performed by a universal Turing machine violates the Church-Turing thesis.
In the following Section we present a procedure which strictly satisfies points 1, 3 and 4, and asymptotically satisfies point 2, namely it is able to achieve the desired result not exactly, but with an arbitrary high probability.
As we will see, such procedure can not be carried out by a Turing machine and thus we suggest that CT is asymptotically false.
An asymptotic counter-example of CT
Here we describe an effective procedure P H to compute (at least in principle) the least string s of algorithmic complexity H(s) (Chaitin [3] ) greater than any arbitrary value, for example n bits, with an arbitrary high probability. As a matter of fact, P H provides us with a result which is asymptotically true, namely true with an arbitrary high probability.
The procedure presented here has been introduced by D'Abramo [6] . Calude and Stay [2] have also obtained similar theoretical results on which our procedure is based. Here we aim to describe it more thoroughly, highlighting its non implementability by a Turing machine.
Procedure P H
For any number n we generate mechanically all the binary strings of length of k bits with k ≤ n (there are 2 k+1 − 2 of them) and allow them to run on a Turing machine, as if they were computer programs, for a maximum number of steps equal to t max = 2 k+c , where c is a suitable (arbitrary) constant. If they stop, then we make a record of their output, otherwise we may consider them as non halting programs with a probability nearly equal to 1 − 2 −c , as it has been demonstrated in D'Abramo [6] and in Calude and Stay [2] .
The results in D'Abramo [6] and in Calude and Stay [2] , in fact, give a classical recursive probabilistic solution of the well known Entscheidungsproblem (Turing [11] ; also relevant in this context is the analysis done in Hodges [7] and the analysis done in Kieu [8, 9] ).
At the end of this running phase, in order to obtain the least string of algorithmic complexity greater than n bits, we only have to find the greatest string among the recorded outputs, say r, and print such string augmented by one unit (s = r + 1). If there were no output strings, since no programs has halted, then s = 1 is the desired result.
As a matter of fact, for every k we have 2 k+1 −2 distinct strings/programs to test, each for a number of steps equal to t max = 2 k+c . Thus, considering the whole test on all the 2 n+1 − 2 strings of size less than or equal to n bits, the pattern of halting and non-halting programs (and thus the result of P H ) has a probability ℘ of being the real one bounded as follows:
The first member of the above inequality takes into account the extreme scenario in which none of the 2 n+1 − 2 programs halts within its own t max . Here we are making the reasonable assumption that the probability that the i-th string/program does not halt is independent of the non halting behavior of the j-th string/program. Now, since we have that:
if we arbitrarily choose a lower bound ℘ l for the probability ℘, then we have for c:
Equation (3) provides us with the minimum values of t max in order to have the result of procedure P H being true with probability greater than or equal to ℘ l . For example, with n = 50 bits and ℘ l = 99.999999% = 1 − 10 −8 , we have c ≈ 78 and thus the maximum t max , namely that for programs of n bits, is t max ≈ 2 128 ≈ 10 38 . As it is easy to verify, P H satisfies all the four points listed above, with the only exception of point 2, which is slightly weakened. As a matter of fact, our procedure gives an asymptotically exact result, in the sense that it is true with arbitrary high probability ℘ l , at the least.
The main point of our procedure is that it cannot exist a Turing machine that can carry out such computation. On the contrary, humans can perform it, at least in principle since t max , even if finite, can be astonishingly huge making the practical computation infeasible.
Implementability by a Turing machine
In fact, suppose that an algorithm A of ⌈log 2 n⌉ + m bits (implementable by a Turing machine) would exist that is able to carry out the whole procedure P H .
Algorithm A would take as input the sole decimal number n and thus its size depends on n as ⌈log 2 n⌉ + m, being m a constant. As before, A lists all the 2 n+1 − 2 strings/programs of size less than or equal to n bits, runs each program for a discrete time equal to 2 k+c , where k is the size of the program and c the parameter calculated through eq. (3), and stores the output strings of the halting ones. In order to obtain the least string of algorithmic complexity greater than n bits, A has only to find the greatest string among the recorded outputs, say r, and print such string augmented by one unit (s = r + 1). If there were no output strings, since no programs has halted, then s = 1 is the desired result. Again, this result is true with probability greater than or equal to ℘ l .
As a matter of fact, when n is greater than ⌈log 2 n⌉ + m among all the program of size less than or equal to n bits executed by A there will be the program A itself; let us call this duplicate A 2 . It is easy to see that this fact generates a contradiction that never allows the program A to produce any meaningful output.
In fact, as the size of A 2 is obviously equal to ⌈log 2 n⌉ + m bits, we already know that after the time of 2 ⌈log 2 n⌉+m+c steps it will be still running (the maximum time of A, and thus of A 2 , is obviously greater than 2 n+c steps). But A 2 should halt by definition (since A halts for sure) and thus we surely have among the programs of size less than or equal to n bits selected by A as non halting, an halting one, making the procedure A meaningless.
Besides, note that if we accept the output s of A as true, then the output of A has to be at least s + 1, since also the output of A 2 is equal to s, and so on, endlessly (see D'Abramo [6] ).
Stated in other words, it is not possible to write an algorithm (a program) implementable by a Turing machine which is able to obtain the result of the effective procedure P H .
Concluding remarks
The procedure P H described in the previous Section is an example of a procedure which exactly satisfies point 1, 3 and 4 of Section 1 and asymptotically satisfies point 2. As a matter of fact, P H is asymptotically effective, according to the definition given above, yet it is not implementable by a Turing machine. All this makes the Church-Turing thesis asymptotically false.
If we accept such result, then we are necessarily forced to admit that a classical computing power superior to that of a (Turing) machine exists, in particular that mechanically implementable by humans. Suggestions in this direction have been yet put forward in D'Abramo [5] making use of the same notion of algorithmic complexity.
