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Laura Blank, Ernesto Meneses Rioseco, Ulrich Wilbrandt, Alfonso Caiazzo
Abstract
Geothermal district heating development has been gaining momentum in Europe with numer-
ous deep geothermal installations and projects currently under development. With the increasing
density of geothermal wells, questions related to the optimal and sustainable reservoir exploitation
become more and more important. A quantitative understanding of the complex thermo-hydraulic
interaction between tightly deployed geothermal wells in heterogeneous temperature and perme-
ability fields is key for a maximum sustainable use of geothermal resources. Motivated by the
geological settings of the Upper Jurassic aquifer in the Greater Munich region, we develop a
computational model based on finite element analysis and gradient-free optimization to simulate
groundwater flow and heat transport in hot sedimentary aquifers, and investigate numerically the
optimal positioning and spacing of multi-well systems. Based on our numerical simulations, net
energy production from deep geothermal reservoirs in sedimentary basins by smart geothermal
multi-well arrangements provides significant amounts of energy to meet heat demand in highly
urbanized regions. Our results show that taking into account heterogeneous permeability struc-
tures and variable reservoir temperature may drastically affect the results in the optimal con-
figuration. We demonstrate that the proposed numerical framework is able to efficiently handle
generic geometrical and geologocal configurations, and can be thus flexibly used in the context of
multi-variable optimization problems. Hence, this numerical framework can be used to assess the
extractable geothermal energy from heterogeneous deep geothermal reservoirs by the optimized
deployment of smart multi-well systems.
1 Introduction
Stored heat in the subsurface in a variety of geological settings is recognized as geothermal energy
and constitutes a renewable resource that can be sustainably and environmentally-friendly recovered
by diverse utilization concepts, [69,78].
Among the many possible geothermal energy uses, geothermal district heating development has been
gaining momentum in Europe with a significant installed capacity and numerous projects currently
under development, [9,10,13,58,72,102]. In particular, the Greater Munich region in Germany shows
one of the most dynamic developments, [3, 5, 37, 104], where numerous deep geothermal facilities
have gone into operation in the last two decades, meeting the heat demand of several villages and
neighborhoods of Munich (see also Figure 1).
Research projects such as GRAME [24,56] and GEOmaRE1 are prominent examples of efforts taken
to facilitate the German energy transition by substantially contributing to the decarbonisation of district
heating networks in large cities. They clearly evidence that considerable heat demand together with
significant accessible geothermal resources and an economic, technological and political commitment
to the transition to renewal energy are key ingredients for a sustainable and decarbonized district
heating development. Large companies such as the municipal energy supplier of Munich (Stadtwerke
München - SWM) as well as large financial institutions substantially contributed to this development.
According to the SWM district heating vision, the heat demand of the city of Munich should be met
1 See https://www.enargus.de/pub/ bscw.cgi/
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Figure 1: Geothermal facilities that have been under operation for several years in the Greater
Munich region. Note that both electricity and heat are being produced. Each geothermal plant
consists of a doublet or a triplet. In the case of the Unterföhring geothermal plant, two doublets are
implemented. This picture has been obtained from the German geothermal information system
GeotIS (http://www.geotis.de, June 2019, [3,5,8]) and has been subsequently modified.
by 2040 completely by renewable energy, [24,56]. To accomplish this, 400 MWth should be provided
by geothermal district heating, which means that deep geothermal energy shall contribute the most to
the heat transition. Therefore, numerous geothermal extraction and production wells are planned by
2040 in the city of Munich2.
These developments show the widespread availability of low-enthalpy geothermal resources and their
huge potential for district heating in densely populated urban regions. At the same time, with the
increasing density of geothermal wells during the life cycle of a geothermal field development, ques-
tions related to the optimal and sustainable reservoir exploitation become more and more important,
[37,76,77,102,106,108].
For sustainability, the future deployment of wells has to be chosen in such a way that negative in-
terference with existing neighboring wells is avoided while their positive interference is promoted. In
addition, the placement and spacing of new geothermal wells and their operational schemes have
to be carefully selected depending on the geometric dimensions of geothermal concession fields to
avoid thermo-hydraulic encroachment. This refers specifically to the spatio-temporal evolution of the
cooling front emanating from the injection wells, which is mainly controlled by the permeability struc-
ture, thickness of the aquifer, exploitation scheme (injection and production rates), and a possible
thermo-hydraulic interaction with wells in the vicinity.
In the last decades, the usage of optimization algorithms to optimize well patterns has gained in-
creasing popularity for a sustainable reservoir management in the hydrocarbon industry (see, e.g.,
[36,70,85,94]). In contrast to geothermal exploitation concepts, the geometric well configurations nor-
mally considered in the oil and gas industry are intended to optimize the oil and gas recovery from
hydrocarbon-bearing formations by efficiently sweeping the hydrocarbons towards the production wells
2 Other outstanding examples of geothermal energy production from deep sedimentary aquifers for district heating in
Europe include the numerous geothermal plants in the Paris Basin (see, e.g., [21]) and in the West Netherlands Basin
(e.g., [23,87]).
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through fluid injection. In the geothermal context, however, other aspects drive the use of optimized
multi-well configurations. In particular, in highly populated urban cities with a lack of space for numer-
ous geothermal drilling sites and a huge heat demand, specific arrangements of multiple geothermal
wells are of great interest. In addition to the search of an optimal geothermal site depending on the
site-specific geothermal and hydrogeological conditions, the optimized multi-well configuration, spac-
ing, and operational schemes for the economic utilization time span are among the key questions,
which have not been extensively investigated yet.
The management of geothermal reservoirs aims at going through a series of decisions to achieve a
sustainable and optimal exploitation of the geothermal resources. Concerning the economic lifetime
of a geothermal plant based on open loops, special attention is paid to the thermal breakthrough and
possible thermal short circuits, [19,20,68,83,84,98].
Finding the optimal set of decisions among different options usually relates to maximizing an economic
outcome, which in turn involves maximizing the net extraction of geothermal energy. The optimal field
development and production management is thus an arduous and multi-variable optimization task with
numerous parameters influencing the optimization process. Important factors include the number and
type of wells, well locations, production and injection constraints, and economic factors like operating
costs. The optimization task is even more challenging due to geological uncertainties associated with
reservoir petrophysical parameters (e.g., thermal conductivity, porosity, and permeability) varying over
a wide range of values and heterogeneities of subsurface domains (e.g., temperature, pressure, and
permeability fields).
As reliable and quantitative tools, mathematical modeling and computer simulation of geothermal
reservoir processes, especially in connection with optimization problems related to multi-well con-
figurations and well patterns, have received considerable attention in the last years. Several recent
works employ diverse numerical methods (e.g., finite difference, finite volume, or finite element) as
well as different approaches to solve related optimization problems. Among others, [37] proposed a
thermo-hydraulic model of the geothermal Upper Jurassic aquifer in the Munich region, based on a
finite element method, in order to forecast long-term temperature and pressure fields in multi-well
configurations. Based on this model, preliminary aspects of the optimal design problem were recently
investigated and presented in [76,77], numerically confirming advantages of doublet arrays compared
to a single doublet. The modeling of hot sedimentary aquifers was also investigated in [108] and [32],
taking into account the impact of sandstone reservoir heterogeneities on geothermal doublets produc-
tion performance.
Reservoir lifetimes for doublets in hot sedimentary aquifers were recently studied in [92, 93], and in
[106], including lattice-type configurations and sizes of geothermal concession fields. Very recently,
automatic optimization methods based on genetic algorithms have been proposed in [90, 109], con-
sidering heterogeneous reservoirs but limited to Cartesian meshes. Further, in [62] a gridblock-based
optimization strategy with a stochastic optimization is tested.
Great efforts have been made also in the development of software frameworks for the simulation
of groundwater flow and heat and mass transport in porous and fractured geologic media. Among
the most popular tools, there are several commercial packages as FEFLOW developed by DHI-WASY
GmbH, COMSOL Multiphysics developed by COMSOL, MOOSE developed by the Idaho National Lab-
oratory, TOUGH2/TOUGHREACT developed by the Earth Science Division of the Lawrence Berkeley
National Laboratory, and FLUENT developed by ANSYS Inc., to mention a few.
Commercial software can be used by practitioners without requiring particular knowledge about the de-
tails of the numerical discretizations. However, this aspect makes it relatively difficult to further develop
these packages for user-specific purposes and/or to tackle new research questions. The multi-physical
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nature of geothermal reservoirs requires collaborative and interdisciplinary research, combining the
most recent advantages in mathematical modeling, simulation, computational geometry and, as in the
case of this paper, optimization. This is one of the reasons that motivated, especially in latest years,
the initiation of several open-source projects for collaborative software platforms. In the context of
groundwater flow modeling, notable projects include Open Porous Media3, OpenGeoSys4, DuMuX5,
and MODFLOW [75] besides other packages developed for a broader range of applications, such as
FEniCS [7], DUNE [18] or deal.II [11]. The interested reader is referred to [15] for an extensive review
of open source packages as well as for a detailed discussion on the benefit of open source platforms.
We present a numerical model based on the finite element approximation of a general Darcy–Brinkman
problem, suitable for a wide range of physical parameters, including larger permeabilities, coupled to a
finite element solver for the temperature field. The model is based on the mixed (or dual) formulation of
the groundwater flow problem. Unlike the simpler (and widely used in the context of geothermal model-
ing, e.g., [35]) primal formulation, in which the numerical solution is computed only for the pressure, in
the mixed form the problem is solved for both velocity and pressure. At the expense of a slightly higher
computational complexity, the mixed form allows to compute more regular velocity fields. Moreover,
we use the mixed formulation in combination with a non-matching (immersed) method to account for
the boundary conditions at the wells as singular forces. An analogous approach has been also used
in several previous works (e.g., [35,106]), but only for the primal formulation and restricted to the case
of point-associated wells located at mesh vertices. In this paper, we show that based on the mixed
Darcy–Brinkman problem, the imposition of singular sources/sinks of mass can be decoupled from
the spatial discretization. From the practical viewpoint, this is a major advantage especially when the
simulation of numerous scenarios of multiple well arrangements is intended, as it does not require the
regeneration of the computational mesh.
In the context of sustainable and optimized geothermal energy production by selected smart multi-well
patterns, the scope of this work is to present a fit-for-purpose computational model of coupled ground-
water flow and heat transport, integrating an optimization algorithm with diverse geothermal multi-well
arrangements. The numerical framework includes the development of a mathematical model that en-
ables a quantitative assessment of maximum sustainable production of geothermal energy, taking
into account the underground temperature field, thermal and hydraulic property distributions, as well
as thermo-hydraulic interactions between neighboring wells. Heat transport mainly by advective and
diffusive processes in porous, fractured, and karstified reservoirs in the framework of the equivalent
porous medium (EPM) approach is computed in this work (see, e.g., [50]). Although we focus on similar
reservoir conditions as found in the Upper Jurassic carbonates in the Munich region, the methodology
developed here can be applied to any hot sedimentary aquifer.
Regarding the optimization of geothermal energy extraction, the main goal of this work is to describe
and quantify the thermo-hydraulic effects on the placement and spacing of different geothermal multi-
well patterns with varying geothermal and hydrogeological conditions. Therefore, we concentrate on
parameters that specify the arrangement of the wells. However, the approach can be extended to an
arbitrary number of control variables (e.g., injection and production flow rates, injection temperatures,
etc.). These problems as well as the use of more efficient optimization methods are subjects of on-
going research. One of the important capabilities of the optimization method used in this work is to
search in narrow and tight spaces through the entire geothermal reservoir to select optimal place-
ments of multi-well configurations and spacing parameters. This relates to maximizing the net energy
production during the life-cycle of geothermal reservoir development. Advantages and disadvantages
3https://opm-project.org/
4https://opengeosys.org
5https://dumux.org
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of the utilization of different multi-well configurations are discussed.
We restrict in this work to a fit-for-purpose numerical modeling of geothermal reservoirs in two dimen-
sions, studying diverse scenarios of multiple geothermal well arrangements in varying geothermal and
hydrogeological conditions in a reasonable time frame.
A further motivation of our work is the assessment of open-source tools to tackle the optimization prob-
lem. The above described numerical method has been implemented in the open source finite element
library ParMooN, developed at the WIAS, [105]. The optimization problem is solved with a gradient-
free, global optimization algorithm, which has been implemented within the open source library NLopt.
In particular, we perform a detailed validation of the numerical schemes against reference and ana-
lytical solutions, investigating the sensitivity with respect to the discretization parameters (spatial and
temporal mesh sizes) and the boundary conditions.
The rest of the paper is organized as follows. Section 2 aims at introducing the geothermal and hy-
drogeological settings that are employed to determine the details of the simulations. In Section 3 the
main ingredients of our computational framework are presented: the groundwater flow model, the heat
transport model, the optimization algorithm, and the corresponding numerical schemes. In Section 8
we describe the different scenarios which are investigated computationally, while Section 9 is dedi-
cated to the results of our numerical simulations. Conclusions are drawn in Section 10.
2 Geothermal and hydrogeological setting
The thermo-hydraulics of geothermal reservoirs is based on the combination of a geothermal and a hy-
drogeological model. Therefore, considerable effort should be taken to characterize both the geother-
mal and hydrogeological conditions normally encountered in hot sedimentary aquifers.
Detailed knowledge on underground temperature distribution is crucially important for the assessment
of geothermal energy potential. The temperature field in hot sedimentary aquifers mainly found in
intracratonic basin or orogenic belt/foreland basin geothermal play types is predominantly driven by
natural heat conduction, [53, 78, 91]. A near average heat flow is recognized as the heat source in
deep seated aquifers in conduction-dominated hydrothermal systems, [12,40,42,55,78,99].
Roughly, an average geothermal gradient of around 30 ◦C per kilometer is established in these geother-
mal play types. Ample data on temperature measurements has been gathered by the hydrocarbon in-
dustry through oil and gas exploration in sedimentary basins, and subsequently corrected and put into
a geothermal context [3–5]. Moreover, geothermal exploration has contributed to the understanding of
subsurface temperature distribution in sedimentary basins, [41,65,96]. In addition, thermal properties
of different reservoir rocks, i.e., thermal conductivity, volumetric heat capacity, and thermal diffusivity,
have been measured and described in, e.g., [28,30,31,45,46,63,67,97].
Since the South German Molasse Basin and in particular the Bavarian Molasse Basin is one of the best
studied foreland basins and the only geothermally developed foreland basin worldwide, [37,38,59,78,
79], extensive geoscientific data has been collected. Especially, the porous, fractured, and karstified
Upper Jurassic carbonates of the South German Molasse Basin are recognized as the most important
hydrothermal reservoir for deep geothermal energy utilization in Germany and Middle Europe, [37,38,
51,52,54,57,73].
Due to this remarkable development and the related increasing concentration of geothermal wells, we
focus in this work on similar geothermal and hydrogeological conditions as encountered in the Upper
Jurassic (Malm) aquifer in the Greater Munich region. However, as mentioned earlier, the methodol-
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Figure 2: Temperature distribution at the top Upper Jurassic (Malm) formation in the Bavarian
Molasse Basin. Note the temperature range in southern urban Munich between 80 and 100 ◦C. Black
thick lines display major faults that cross the Malm aquifer. This picture is based on the compiled
database at the LIAG and stems from GeotIS [3,8]. It has been modified.
ogy developed in this work can be applied to other low-enthalpy geothermal reservoirs that classify
as hot sedimentary aquifers. Figure 2 displays the temperature distribution at the top Upper Juras-
sic formation in the Greater Munich region. Due to the down-bending of the lithosphere from North
to Southeast towards the Alpine Orogenic Belt, a laterally and vertically varying temperature field
reigns in the Upper Jurassic aquifer (see Figures 2 and 3). Based on this fact, some of the scenar-
ios considered for the well placement optimization in this work include the effect of a laterally varying
temperature field. Furthermore, a present-day average surface heat flow of around 65 mW/m2 and
an average surface temperature of approximately 10 ◦C have been documented in the literature for
Germany, [4, 25, 58, 74, 80]. In particular, in the Bavarian Molasse Basin the surface heat flow varies
between 60 and 80 mW/m2, [44].
Figure 3: Vertical profile (top picture) of the temperature distribution along a North-South oriented line
that crosses the city of Munich (from left to right corresponds to the profile from A to A’ in the bottom
picture). The Upper Jurassic formation is depicted in blue greenish color. Note the threefold vertical
exaggeration and the southwards declination of the Upper Jurassic formation (towards the Alps). This
picture has been built with GeotIS [3,8]).
When it comes to the hydraulics of groundwater in hot sedimentary aquifers, one-phase, liquid-dominated,
laminar fluid dynamics is normally considered in confined and saturated reservoir conditions. Besides,
fluid flow in clastic and carbonate reservoirs occurs in many different aquifer types such as porous,
fractured, and karstified aquifers, [1, 2]. Geologically modeling the heterogeneities and anisotropies
encountered in such aquifers remains an ongoing effort, [26].
Since permeability is the main control on fluid flow and consequently on heat and mass transport in
aquifers, the characterization of the permeability structure of hot sedimentary aquifers is a key ingredi-
ent for a sound assessment of geothermal reservoir performance. Concerning reservoir quality of deep
DOI 10.20347/WIAS.PREPRINT.2656 Berlin 2019
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sandstone and carbonate aquifers encountered in foreland basin and intracratonic basin geothermal
play types in Europe, ample data in terms of porosity and permeability parameter ranges has been
published (e.g., [14,34,64,66,81]). In particular, a large set of hydraulic conductivity and permeability
values has been published in [37,100,101].
Figure 4: Regional hydraulic conductivity trend for the Upper Jurassic formation in the Greater
Munich region. Shaded areas show urban regions. The green rectangle displays the area
represented in Figure 2. Note the regional trend of decreasing hydraulic conductivity in the
southwestern direction. This picture is based on the compiled database at the LIAG and results from
the work done by [16]. It originates from GeotIS [3,8] and has been modified.
The regional and local natural groundwater flow in hot sedimentary aquifers is mainly dominated by the
existing hydraulic gradient and the permeability structure of the aquifer at hand. It is in general over-
printed by the relatively high flow rates, imposed by the permanent production and injection rates used
for heat extraction in numerous multi-well arrangements, [59]. In the case of the Upper Jurassic aquifer
in the South German Molasse Basin, numerous pump and injection tests have been analyzed in, e.g.,
[16,100]. Particularly concerning the hydraulic activity of fault damage zones, it is still debated for the
case of the Upper Jurassic aquifer in the Bavarian Molasse Basin whether linear (controlled by the
fault damage zone permeability), radial (controlled by the matrix permeability), or bilinear (combined
linear flow in perpendicular directions in both the fault and the matrix) is the dominant flow regime,
[16, 82]. However, most of the related, published studies claim that the majority of the hydraulically
tested fault damage zones of the Upper Jurassic aquifer in the Greater Munich region shows a rather
radial flow regime, [16]. Fundamentally, the ratio between matrix and fault damage zone permeability
controls what kind of flow regime predominates, whether linear, radial, or bilinear flow.
Recently, a multidisciplinary geothermal reservoir characterization of the Upper Jurassic aquifer (Malm)
in the Greater Munich region has been conducted in [37]. The combination of a variety of geophysical
and geological data led to reliable hydraulic reservoir properties and sound knowledge of the perme-
ability structure. Regional and local structural-geological elements as well as facies distribution were
integrated in a geothermal reservoir model. Carbonate reservoirs are distinguished by their highly vari-
able permeability structure. The work of [37] presents a wide range of hydraulic conductivity values in
the order of 10−4 to 10−9 m/s. The incorporation of outcrop data, main inflow zones data in geother-
mal boreholes, multiple logging data of several geothermal and hydrocarbon wells in the region, and
pump and injection test data led to a simplified hydrostratigraphic standard profile of the Upper Juras-
sic aquifer in the Munich region, presented in [37]. Based on these reservoir characterization and
modeling results, some scenarios with laterally varying hydraulic conductivity (or the respective per-
meability), which is caused by the presence of different carbonate facies or by fault damage zones, are
considered in the present work in order to assess its effect on the well placement optimization. Figure 4
shows the overall hydraulic conductivity of the Upper Jurassic geothermal reservoir, which decreases
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from North to Southwest as the Malm aquifer deepens towards the Alpine orogenic front (see also Fig-
ure 3). Besides, the overriding cretaceuos and tertiary layers and the underlying crystalline basement,
which delimit the Malm aquifer, are considered as hydraulically non-conductive (aquitards). Based on
existing drinking water wells and thermal water boreholes, an equipotential line map for the thermal
water in the Malm of the Southern German Molasse Basin was built by [43] but the currently ongo-
ing discussion suggests a revision of the normalization procedure in the identification of groundwater
potential. Due to the still large uncertainties with regard to the current groundwater flow regime in the
Malm aquifer and the existing, comparatively low hydraulic gradient, a constant underlying pressure
field can alternatively be considered for the thermo-hydraulic modeling.
3 Mathematical model
The mathematical model developed in this work consists of two components: Firstly, a fluid flow model
for a confined and saturated aquifer, which is assumed to be predominantly composed of consolidated
sedimentary material as, e.g., sandstone and/or carbonates. Secondly, an advection-diffusion model
for the temperature distribution.
These two problems are sequentially coupled, i.e., the velocity solution of the Darcy–Brinkman prob-
lem determines the advective field used in the differential equation describing the temperature evolu-
tion.
Based on the geothermal and hydrogeological setting described in Section 2, the model is build upon
the following assumptions:
(A1) We consider an aquifer confined by overriding and underlying aquitards. As a consequence,
fluid flow through the top and bottom boundaries of the reservoir is neglected. Moreover, as-
suming that the vertical dimension is much smaller than the horizontal characteristic size, we
neglect the effect of gravitational forces (two-dimensional approximation).
(A2) Groundwater flow is modeled by the Brinkman equations, [22]. Compared to the frequently used
Darcy model, an additional term accounting for viscous stresses is present in the momentum
balance equation. This allows to go beyond the range of validity of Darcy’s law towards regimes
of higher permeability, which is particularly interesting for vuggy porous media resulting from,
e.g., karstification and highly damaged zones in faulted domains (see, e.g., [61,88]).
(A3) Steady-state flow of a single-phase, incompressible, Newtonian fluid in an isotropic, saturated,
non-deformable aquifer, taking into account the equivalent porous medium approach for possi-
bly karstified and fractured domains that exhibit high permeabilities.
(A4) The dependence of fluid viscosity and fluid density on temperature is neglected for the range of
temperatures considered.
(A5) The heat transport model is confined to the aquifer under investigation, i.e., heating or cooling
due to the temperature of the aquitards is neglected.
(A6) The thermal dispersion is in most cases dominated by the longitudinal contribution, such that
the transversal dispersion is neglected in the following. Further, we consider a temperature-
independent volumetric heat capacity and thermal conductivity.
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3.1 Aquifer model
The domain of interest is an aquifer of constant thickness H [m] with rectangular base of diameter
L [m], with H  L. Each well is modeled as a cylindrical borehole w(?)3D, see Figure 5.
H
Aw(?)
w
(?)
3D
Aw(?) Γw(?)
Ω
∂Ω \ Γw(?)
Figure 5: Left: Schematic 3D model of an aquifer, fully penetrated by a single cylindrical well w(?)3D.
Top and bottom of the aquifer (yellow) are impermeable for fluid. Right: A horizontal cross-section.
In the horizontal direction, the fluid is allowed to permeate through the medium boundaries, while
eventual phenomena in the vertical direction are neglected. Hence, for the remainder of this work we
focus on a 2D slice, parallel to the confining planes, as illustrated in Figure 5 (right). Let Ω ⊂ R2 be
the spatial domain under consideration. We denote byw(?) the 2D slice of the well with cross-sectional
area Aw(?) [m
2] and by Γw(?) the boundary of w
(?).
Later on we will distinguish between production wells and injection wells by using the respective sym-
bol (?) ∈ {prod, inj}. The same notation is adopted for other quantities that are associated to
production and injection wells, respectively.
3.2 Groundwater flow
3.2.1 The Darcy–Brinkman model
Assuming conservation of mass and (linear) momentum, we model fluid flow via the stationary Brinkman
(or Darcy–Brinkman) equations, [22]:
−µeff ∆u+∇p+ σu = f in Ω, (1a)
∇ · u = g in Ω, (1b)
where u : Ω → R2 [m/s] is the velocity field, p : Ω → R [Pa] is the pressure field, µeff [kg/m s]
denotes the effective viscosity, and σ := µK−1, i.e., the fraction of fluid viscosity µ [kg/m s] and
permeability K [m2] of the porous medium. Moreover, f [N/m3] models external volume forces, while
g [s−1] takes into account sources or sinks of mass. For the considered two-dimensional case, external
volume forces as well as mass sources within the aquifer vanish in (1a)-(1b).
Problem (1) is completed by with the following boundary conditions. Along each well boundary, a
constant velocity magnitude Uw(?) [m/s] directed normally to the well boundary is assumed, yielding
the Dirichlet boundary conditions
u = ±Uw(?)nw(?) on Γw(?) , ∀w(?), (1c)
where nw(?) is pointing from the well into the porous medium (inner unit normal vector). Positive and
negative signs in front of Uw(?) shall be used to represent flow into (injection) or out of (production)
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the aquifer with respect to the well, respectively. The value of the in-/outflow velocity, Uw(?) in (1c),
depends on the prescribed injection and production rate, respectively, and the thickness H [m] of the
aquifer (see Subsection (3.1)). Let us assume that the fluid is injected or extracted uniformly along the
vertical direction of the generic cylindrical well w3D(?) with flow rate Q
(?)
w3D [m
3/s]. Then the magnitude
of the velocity along the well boundary for the two-dimensional problem is given by
Uw(?) =
Q
(?)
w3D
2pirw(?)H
on Γw(?) , (2)
with rw(?) [m] denoting the radius of the well.
Neumann boundary conditions are imposed on the outer boundary, setting the external pressure equal
to a given function, i.e.,
(µeff ∇u− pI) · n = Pn on ∂Ω \
⋃
w(?)Γw(?) , (3)
where n stands for the outer unit normal vector.
A constant pressure (set to P = 0 Pa) at the aquifer boundaries is used in the computations described
in Section 9, assuming that natural flow in the geothermal reservoir can be neglected in comparison
to the flow induced by operating injection and production wells (see Section 2).
Remark 4 (Darcy versus Brinkman formulation)
If inertia forces are small compared to damping/resistive forces, the system (1a)-(1b) naturally reduces
to the classical Darcy model. In case the targeted reservoir region contains hydraulically conductive
fractures, fault damage zones, or karstified domains, high permeabilities might lead to groundwater
flow regimes, where the interaction of fluid particles (inertial forces) becomes relevant, making the use
of the more general Brinkman model (1) necessary. As explained in further detail in Section 4.2, the
numerical method designed and employed to approximately solve equation (1) is robust with respect
to the physical parameters (µeff and σ), i.e., it can be used in a similar manner for the Darcy limit as
well.
4.0.2 Model of wells through singular forces
In deep geothermal applications, the radii of the cylindrical wells, e.g., 0.1 m in [107], are much smaller
than the scale of the domain (several kilometers). The presence of this wide range of spatial scales
might considerably increase the computational complexity if the computational mesh is required to
accurately resolve the well boundary. In order to circumvent this issue, we employ the so-called im-
mersed boundary method [86], which is based on considering an extended domain, which includes
the well regions and describes the limit case when the well radii tend to zero. The wells are then
described as singular forces defined in single points (the well centers).
Accordingly, we consider a flow problem defined over an extended domain Ω̂ := Ω ∪ (⋃w(?) w(?))
(see Figure 5 bottom), where the presence of wells is taken into account assuming that the divergence
of the velocity field vanishes everywhere except for the centers of injection and production wells. This
is modeled via singular sources (or sinks) of mass in equation (1b), i.e.,
∇ · u =
N inj+Nprod∑
l=1
g
w
(?)
l
δ
w
(?)
l
in Ω̂. (4)
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Here, N inj is the number of injection wells, Nprod refers to the number of production wells, δ
w
(?)
l
denotes the Dirac delta distribution with respect to the well center, and g
w
(?)
l
are proper constants
which depend on the prescribed injection respectively production rates.
Let us consider the case of a single well w(?). In order to determine the singular force gw(?) , we note
that the solution of the problem with the original boundary condition (1c) satisfies∫
w(?)
∇ · u =
∫
Γ
w(?)
u · nw(?) = ±Uw(?)2pirw(?) = ±
Q
(?)
w3D
H
, (5)
where we have used the Gaussian theorem, the boundary condition (1c), the fact that
|Γw(?)| = 2pirw(?) ,
and the expression (2) for Uw(?) . On the other hand, integrating (4) over the boundary of the circle
w(?), using (5), the fact that gw(?) is constant, and the property
∫
w(?)
δw(?) = 1 of the Dirac delta
distribution, we obtain
gw(?) =
∫
w(?)
gw(?)δw(?) =
∫
w(?)
∇ · u = ±Q
(?)
w3D
H
. (6)
Hence, we replace the flow problem (1) with a problem defined on Ω̂. Instead of the Dirichlet boundary
condition (1c), the prescribed flow rate is then imposed via the modified mass conservation equation
(4).
One of the main advantages from the practical point of view is that the immersed method allows
for a coarser spatial discretization, thus reducing the computational effort for the numerical simulation.
Immersed methods have been previously used in the context of simulation of perfusion within biological
tissues [27, 33] as well as in [35] for the simulation of groundwater flow. In this latter case, however,
the singular problem was derived from the primal Darcy formulation, instead of the mixed general
Darcy–Brinkman problem.
At the discrete level, there are different approaches to include the singular forces in (4) in a numerical
method. One possibility is to assume that the points, where the singular sources and sinks are defined,
coincide with vertices (or edges in 3D) of the considered computational mesh (see, e.g., [33,35]). This
choice, however, strongly links the singular sources to the mesh generation.
We adopt a non-matching approach, decoupling the singular points from the the spatial discretization.
To this purpose, we approximate the right-hand side of (4) with a discrete version of the Dirac delta
distribution, with support on a small neighborhood of the well center.
We consider a classical approximation δrε (see also [86])
δrε
w(?)
(x, y) :=
pi
r2ε (pi
2 − 4)θ
(
dw(?)(x, y)
rε
)
, (7)
where
dw(?)(x, y) =
√
(x− xw(?))2 + (y − yw(?))2
denotes the distance from the center (xw(?) , yw(?)) of the well w
(?) and
θ(r) :=
{
cos(pir) + 1, if − 1 < r < 1,
0, otherwise.
(8)
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Figure 6: Visualization of (7) for y = yw(?) and xw(?) = 0. The function vanishes for the points at
distance from (xw(?) , yw(?)) greater than rε. Notice that, for any rε > 0, the integral over Ω̂ of the
function δrε
w(?)
is equal to one.
In (7), rε > 0 is an arbitrary (small, compared to the domain size, i.e., rε  diam(Ω̂)) parameter
that can be chosen depending on the well radius and on the suitable spatial discretization (near the
well). For a visualization of δrε for different values of rε, see Figure 6.
In practice, the singular term is defined in such a way that the physical solution, prescribed only outside
the well, is continuously extended inside the well. As a consequence, the numerical solution will have
a physical meaning only at a distance from the well center greater than or equal to rε.
One of the main advantages of the non-matching approach is that it allows to arbitrarily change the
position of the well within the computational domain without the need of re-generating the computa-
tional mesh. This feature will be extremely important when solving the optimization problem related to
the (arbitrary) optimal placement of the wells.
4.1 Heat transport
4.1.1 The advection-diffusion equation
The model for heat transport can be obtained from the standard energy conservation equation (see,
e.g., [93]), resulting in a time-dependent advection-diffusion equation for a temperature field T (t,x)
[K]:
∂ (ρCT )
∂t
−∇ · (λ∇T ) + ρfCf u · ∇T = 0 (9a)
in (0, tL]×Ω,
where it is assumed that heat creation through friction in the well and heat loss/gain from the outside
can be neglected, yielding a right-hand side equal to zero. We complete (9a) with the initial condition
T (0,x) = T0 (x) in Ω, (9b)
and the boundary conditions
T = Twinjk
on Γwinjk
, ∀k, (9c)
T = T0 on ∂Ω \
⋃
k
Γwinjk
. (9d)
DOI 10.20347/WIAS.PREPRINT.2656 Berlin 2019
Optimization of geothermal energy production 13
Here, k = 1, . . . , N inj, N inj is the number of injection wells, Twinjk
[K] are the corresponding injec-
tion temperatures, and T0 [K] refers to the initial temperature field, in this context called formation or
aquifer temperature. Moreover, u [m/s] is the groundwater flow velocity, obtained from (1), t [s] is the
time variable, and tL [s] denotes the upper bound on the time interval, coinciding with the maximum
operational time of the geothermal installation in the considered problems.
In (9a) there are coefficients associated to the fluid (index f ) and to the porous structure (index s) re-
spectively, namely the densities ρf , ρs [kg/m3] and the material specific heat capacitiesCf ,Cs [J/kg K],
which are combined to the volumetric (macroscopic) heat capacity, given by
ρC := (1− φ) ρsCs + φρf Cf ,
depending on the porosity φ.
The total thermal conductivity tensor λ [W/m K] can be modeled (see, e.g., [32,95]) as the sum of the
equivalent conductivity λeqI and thermal dispersion λdis, i.e., λ = λeqI+ λdis with
λeq = (1− φ)λs + φλf ,
λdis = ρfCf
(
αT |u|I+ (αL − αT )uu
T
|u|
)
.
(10)
In (10), λs and λf are the (scalar) thermal conductivities of the indexed species, αL [m] is the longi-
tudinal thermal dispersion, and αT [m] denotes the transversal thermal dispersion.
As mentioned in (A4) and (A6), the transversal dispersion is neglected, assuming that its effect does
not play a relevant role in the considered two-dimensional model and the assumption of temperature-
independent densities and heat capacities further allows to exclude the respective terms from the
temporal and spatial derivative.
4.1.2 Total simulation time
In our numerical simulations, the final simulation time tL will be defined depending on two conditions.
On the one hand, we consider a maximum admissible operational time of 80 years, which might de-
pend on geological, engineering, and legal constraints. One the other hand, we consider also the
so-called specific lifetime of the installation, which is defined as the time when the fluid temperature
at a measurement point of a production well drops below a threshold temperature Tquit [K], respec-
tively drops by more than 10% with respect to the aquifer temperature. The specific lifetime relates
to the economic lifetime of a geothermal facility, commonly defined as a certain limit of production
temperature under which it is no longer economic to proceed.
4.1.3 Reduced-order model for the injection well
As done for the flow model (1), we consider a modified problem for the temperature field, defined
on the whole domain Ω̂, and in the limit case of well radius tending to zero. To this purpose, we
replace the Dirichlet boundary condition at the injection wells (9c) with appropriate terms, which allow
to seek for a temperature field T : (0, tL]× Ω̂→ R that satisfies the condition (9c) and obeys to the
equation (9a) outside the wells. The considered temperature equation is based on a penalty method,
i.e., we explicitly add terms that penalize deviations from the prescribed injection temperatures within
the well regions. As a consequence, an explicit spatial discretization of the well boundary is no longer
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required, considerably reducing the complexity of the spatial discretization, especially in the framework
of optimization.
Let us note that the temperature field is only disturbed at the injection wells such that solely these
positions have to be included as heat sources. After dividing the equation (9a) by ρfCf we obtain
a
∂T
∂t
−∇ · (d∇T ) + u · ∇T
+ γ
N inj∑
k=1
Qk3D
H
δwk (T − Twk) = 0 in (0, tL]× Ω̂,
(11)
with a := ρC
ρfCf
, d := λ
ρfCf
, and a dimensionless penalty parameter γ > 0. Problem (11) is then
completed with the initial and boundary conditions
T (0,x) = T0(x) in Ω̂,
T = T0 on ∂Ω̂.
(12)
4.2 Numerical method
The partial differential equations for groundwater flow and heat transport are solved using a finite ele-
ment method (FEM). To this purpose, let us introduce a spatial discretization (a computational mesh)
Th of the extended domain Ω̂, composed of shape-regular triangular elements (non-degenerate, see
[29, p. 124], [39, Def. 1.107]). The parameter h > 0, denotes the characteristic mesh size, which
can be defined, e.g., as h := maxT∈Th hT , where hT stands for the diameter of the mesh element
T ∈ Th. Further, we will abbreviate the standard L2-product on A ⊂ Ω̂ by (·, ·)A.
4.2.1 Stationary Darcy–Brinkman equation
We employ a stabilized finite element method for the Brinkman problem, which has been recently
described and analyzed in [17] and is designed to deal robustly with any choice of physical parameters
(i.e., µeff and σ).
The numerical approximations of the velocity and the pressure are sought in the space of continuous,
piece-wise (on each triangle) linear polynomials
V h :=
{
vh∈C0(Ω̂) : vh|T ∈ P1 (T ) , ∀T ∈Th
}
,
Qh :=
{
qh∈L20(Ω̂) ∩ C0(Ω̂) : qh|T ∈ P1 (T ) ,∀T ∈Th
}
.
The stabilized finite element formulation is obtained multiplying the momentum conservation equation
by a function vh ∈ V h and the mass conservation equation by qh ∈ Qh, and using integration by
parts.
The choice of equal-order linear finite element spaces allows to reduce the computational complexity
of the problem, especially when fine spatial discretizations are needed. In order to guarantee stability
and convergence of the resulting numerical method, the inherent integral formulation needs to be
modified, including so-called stabilization terms. We refer the interested reader to [17] (and references
therein) for a detailed discussion on the stabilization methods.
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The considered finite element problem for reads then:
Find (uh, ph) ∈ V h ×Qh such that
µeff (∇uh,∇vh) + σ (uh,vh)− (ph,∇ · vh)
+ (∇ · uh, qh) + Sh [(uh, ph) , (vh, qh)]
= (g, qh) +Gh [vh] ,
(13)
for all (vh, qh) ∈ V h×Qh. In (13), the source term g is defined as in (4) using (6) and the approximate
delta function (7), and we have introduced the so-called non-symmetric GLS stabilization and the grad-
div stabilization terms
Sh [(u, p) , (v, q)] := α
∑
T∈Th
h2T
ν
(σu+∇p, σv +∇q)T
+ δ ν (∇ · u,∇ · v) ,
Gh [v] := δ ν (g,∇ · v) ,
where α and δ are positive stabilization parameters, and ν = µeff + σ`2Ω, `Ω being a typical physical
length scale of the problem, see [17].
4.2.2 Transient heat equation
In order to approximately solve the problem for the temperature field (11), we utilize the regularized
Delta function (7) and define
c :=
N inj∑
k=1
γ
Qwinj3D,k
H
δrε
winjk
,
f :=
N inj∑
k=1
γ
Qwinj3D,k
H
δrε
winjk
Twinjk
.
(14)
We discretize (11) in time via an implicit (backward) Euler scheme. Denoting with T n the approximated
temperature field at time tn and with ∆tn := tn−tn−1 the time step, the time-discretized heat equation
reads
aT n + ∆tn (−d∆T n + u · ∇T n + cT n)
= aT n−1 + ∆tnfn in Ω̂.
(15)
As next, we discretize (15) in space using a finite element method, seeking the solution in the space
of continuous and piecewise linear functions:
Th :=
{
sh ∈ C0(Ω̂) : sh|T ∈ P1 (T ) , ∀T ∈ Th
}
.
The finite element formulation reads: Find T nh ∈ Th with T nh |∂Ω̂ = T0 such that
a (T nh , sh) + ∆tn (d∇T nh ,∇sh)
+ ∆tn (u · ∇T nh + cT nh , sh)
= a
(
T n−1h , sh
)
+ ∆tn (f
n, sh) ,
∀sh in Th with sh|∂Ω̂ = 0.
(16)
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Remark 5 (On the penalty parameter γ)
The penalty parameter γ in (14) influences the time required to enforce a temperature equal to the
injection temperature within the circular region of radius rε.
5.1 Optimization of energy production
Based on the above described computational model, the goal of this work is to propose an efficient
algorithm for computing the parameters describing deep geothermal installations (e.g., well locations)
that maximize the net energy production – also called doublet/triplet/etc. capacity – subject to geolog-
ical, ecological, and economic restrictions.
Let us assign to each well a pump efficiency εw(?) ∈ (0, 1] and a recharge or discharge rateQw(?) [m3/s].
The net energy Enet [J] produced in the maximum operational time tL [s] is given by
Enet :=
tL∫
0
(eprod (t)− epump (t)) dt, (17)
where
eprod(t) = ρfCf
Nprod∑
l=1
Q3D,wlTl(t)−
N inj∑
k=1
Q3D,wkTk(t)

stands for the energy flux gained through the heat transfer, while
epump(t) =
Nprod+N inj∑
j=1
Q3D,wj
εwj
∣∣∆pwj(t)∣∣
denotes the energy flux that has to be invested in the operation of the pumps and represents energy
losses. In eprod, Tl and Tk stand for the temperatures at the wells l and k, while ∆pwj denotes
the pressure difference with respect to the ambience/reference pressure induced by the pump at the
respective well.
Assuming that the lifetime interval [0, tL] is subdivided into Nt sub-intervals of equal length ∆t, we
approximate the net energy as
Enet =
Nt∑
i=1
∆t (eprod (i∆t)− epump (i∆t)) . (18)
The optimization problem consists then in finding the positioning of wells that maximizes the energy
productionEnet. Notice thatEnet depends on the well locations {(xw(?) , yw(?))} through the pressure
and the temperature fields, as well as through the total operation time tL (see Section 4.1.2).
The considered optimization problem for the multiple well placement aims at minimizing the pressure
difference between injection and production wells while maximizing the time until the thermal break-
through – the time at which the temperature at a production well drops below the formation temperature
– takes place. After the occurrence of the thermal breakthrough, the temperature decline speed at the
production wells is decisive for the resulting net energy.
Remark 6 (Constraint on the inter-well distance)
From the reservoir engineering viewpoint, a reasonable and economic prerequisite for any deep
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geothermal installation is that the injection and production rates are chosen according to the given
permeability structure of the targeted reservoir region such that energy can be extracted as long as
possible, within the estimated scheduled operational time.
It is worthwhile noting that the distance, and thus the geometric parameters, between injection and
production wells can only be varied within a reasonable range since sufficient hydraulic connectivity
between injection and production wells should be practically guaranteed. Hence, when it comes to the
optimization of the geothermal energy production by multiple wells, not only the optimal placement of
the wells in the reservoir is searched for, but also the optimal distance relative to each other plays an
important role for the different multiple well arrangements.
Remark 7 (Model limitations)
As described earlier, the employed non-matching immersed boundary method (Sections 4.0.2 and
4.1.3) incorporates the wells in the modeling domain. It provides a physically meaningful solution only
starting from a distance rε (larger than the well radius) from the center of the well. Hence, pressure
and fluid temperature cannot be exactly evaluated at the well boundary, yielding in practice slightly
more pessimistic estimates for the net energy and the economic lifetime. On the other hand, it is
reasonable to assume that this approximation does not have a significant influence on the simulation
results for optimal placement. Related to the model dimension reduction, injection and production
pressures used in the energy computation are evaluated at the level of the aquifer (i.e., bottomhole
pressure (BHP), bottomhole temperature (BHT)). These pressures differ from the pump pressures at
the ground level of the geothermal plant. Therefore, when computing the energy, we neglect the work
needed to pump water from the surface to the bottomhole of the injection well and from the bottomhole
of the production well up to the plant.
7.1 Validation and benchmarking of the numerical solver
The finite element library ParMooN has been used and validated in several publications, [48, 105],
including fluid flow in porous media, [17]. The scope of this section is to assess the finite element
solver and the accuracy of the immersed boundary method considering a setting particularly relevant
for the problem of interest.
7.1.1 Fluid flow
We start with a simple one-well problem, considering the annular domain
Ω :=
{
(x, y) ∈ R2 : r20 6 x2 + y2 6 r21
}
(19)
with r0 := 0.2 m and r1 := 1000 m, perforated by an injection well
winj :=
{
(x, y) ∈ R2 : x2 + y2 6 r20
}
with boundary Γwinj := ∂w
inj (a circle of radius r0).
For the immersed boundary approach, we introduce the extended domain
Ω ∪ winj = {(x, y) ∈ R2 : x2 + y2 6 r21}
and use the discrete Dirac delta function (7) with rε = 50 m. Hence, the numerical solution is expected
to behave as the physical one at a distance from the origin larger than 50 m.
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In order to assess the capability of the finite element solver in approximating the solution near the
wells, we consider porous media flow described by the Darcy equations (groundwater flow equations),
i.e., µeff = 0, with non-homogeneous Dirichlet boundary conditions for the velocity imposed on Γwinj
and homogeneous pressure boundary conditions on the outer boundary, i.e.,
u · n = Uwinj on Γwinj ,
p = 0 on ∂Ω \ Γwinj ,
(20)
for some Uwinj ∈ R and vanishing source terms. In this setting, problem (1a)-(1b) admits the analytic
solution
usol(x, y) =
Uwinjr0
x2 + y2
(
x
y
)
,
psol(x, y) = σUwinjr0 log
(
r1√
x2 + y2
) (21)
(notice that the velocity and the pressure fields are well defined only in the physical domain Ω). For
the numerical tests we take µ = 0.0003 kg/m s, K = 3 · 10−12 m2, yielding σ = 108 kg/m3 s, and
`Ω = 50 m. Moreover, we useQ3D,winj = 100 l/s, calculate Uwinj =
Q
3D,winj
2pir0H
as described in (2), and
use the remaining parameters as given in Table 6. We use a triangular mesh containing about 17500
vertices and 35000 triangles, with diameters between hmin = 6.85 m, and hmax = 27.90 m.
In Figure 7 we compare the exact solution
(
usol, psol
)
, which is defined only outside the well with
radius r0, i.e. in Ω, with the numerical solution obtained via the immersed boundary method with
rε = 50 m, i.e., solving the problem (13) on Ω̂. We visualize one half of a circular, centered cutout of
radius 100 m from the respective domain (Ω and Ω̂).
The tests confirm that the resulting velocity and pressure fields approximate well the exact solution for
radii larger than or equal to rε. In particular, the pressure isolines (for the immersed method) fit well
with those for the exact solution.
7.1.2 Heat transport
As next step, we assess the effect of the penalty-based method, employed to impose the Dirichlet
boundary condition on the boundary of the wells for the heat transport problem (11), on the resulting
temperature field. To that end, we consider the single well domain Ω defined in (19) and the advective
field usol defined in (21).
The temperature is prescribed at the inner circle, while at the outer circle we impose a homogeneous
Neumann boundary condition. All remaining parameters in (9) and (11) are chosen as described in
Table 6.
We compare (i) the temperature field obtained imposing stronlgy the Dirichlet boundary condition at
the well boundary as in (9) and (ii) the temperature field computed via the penalty-based immersed
boundary method (16).
In the following computations we use for Ω a mesh with 20 nodes on Γwinj and 160 nodes on the outer
circular boundary, resulting in 24022 triangles, hmin = 0.064 m, hmax = 55.40 m, and 12100 mesh
nodes. For Ω̂ a mesh with 20 nodes, uniformly distributed along the artificial well boundary with radius
rε = 50 m is considered instead, resulting in a coarser grid with 8657 triangles, hmin = 13.75 m,
hmax = 55.49 m and 4409 mesh nodes.
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Figure 7: Velocity field (top) and pressure field with selected contours (bottom) in a centered cutout of
radius 100 m, resulting from a single injection well operated with a constant flow rate of 100 l/s. The
artificial well has a higher transparency than the rest of the modeling domain (top). The exact solution
usol respectively psol is shown in the left halves, while the velocity field respectively pressure field
obtained with the immersed method is depicted in the right halves.
Figure 8: Temperature distribution at simulation time t = 50 years in the annular domain resulting
from a single injection well operating with 100 l/s constant flow rate. The left half is the solution
obtained prescribing Dirichlet boundary conditions (T = 50 ◦C) on the well boundary, while the right
half of the plot shows the solution using the immersed boundary approach. The green point has the
coordinates (560, 40) m.
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The results displayed in Figures 8-9 compare the temperature fields after 50 years (Fig. 8) and the
temperature evolution at a specified point (Fig. 9). They show good agreement between the solutions
of the approaches (i) and (ii). It shall be mentioned that the progressing cooling front (Figure 9) com-
puted with the penalty method is slightly faster than the one obtained with classically imposed Dirichlet
boundary conditions (the difference is about 0.5 years). This effect is due to the fact that in the penalty
approach, the inner temperature is immediately imposed at the radius rε, which is larger than the ac-
tual physical well, whereas in the case of strongly imposed Dirichlet boundary condition the cold water
thermal front reaches rε only after few iterations. On the other hand, since this artifact is present in
all considered geometrical configurations, we assume that it only marginally affects the result of the
forthcoming comparative optimization studies – provided that rε is sufficiently small.
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Figure 9: Evolution of temperature at the point (x, y) = (560, 40) m in the simulation of an annular
domain and a single injection well operating with 100 l/s constant flow rate. We compare the solution
with Dirichlet boundary conditions (blue crosses) with the immersed boundary one (orange line).
7.1.3 Single doublet: mesh- and boundary condition-independence studies
The purpose of this last validation step is to perform an extensive preliminary study concerning the
influence of the spatial and temporal discretization, as well as the boundary conditions. The model
setup consists of a single doublet, i.e., one production and one injection well with fixed inter-well
distance 1000 m and flow rates Qwprod = Qwinj = 100 l/s. All remaining physical parameters are
defined as in Table 6.
|Ω̂| [km2]
(DOFS)
3× 3
(43657)
5× 5
(44203)
8× 8
(46042)
10× 10
(47549)
15× 15
(52536)
∆t = 1a 55
−5.46%−−−−−−→
↓ +2.73% 52
−1.92%−−−−−−→
↓ +2.89% 51
0%−−→
↓ +2.94% 51
0%−−→
↓ 2.94% 51 ↓ +1.96%
∆t = 1
2
a 56.5
−5.31%−−−−−−→
↓ +1.77% 53.5
−1.87%−−−−−−→
↓ +1.40% 52.5
0%−−→
↓ +1.91% 52.5
−0.95%−−−−−−→
↓ +0.95% 52 ↓ +1.44%
∆t = 1
4
a 57.5
−5.65%−−−−−−→
↓ +0.57% 54.25
−1.38%−−−−−−→
↓ +0.61% 53.5
−0.94%−−−−−−→
↓ +0.62% 53
−0.47%−−−−−−→
↓ +1.09% 52.75 ↓ +0.95%
∆t = 1
12
a 57.83 −5.62%−−−−−−→ 54.58 −1.37%−−−−−−→ 53.83 −0.46%−−−−−−→ 53.58 −0.62%−−−−−−→ 53.25
Table 1: Specific lifetimes in years for varying domain size (in km2) and time step length (in years).
Cells marked in green indicate a total variation less than 2% with respect to the subsequent temporal
refinement and domain size increase. All quantities are rounded to two decimal places.
The wells are placed horizontally and vertically centered in a computational domain Ω̂ of varying size,
which is discretized with a non-uniform triangular mesh. A subregion of size 2.4 × 1.4 km2 contains
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the doublet, is discretized with computational meshes of increasing resolution, and embedded in a
coarser mesh. We monitor the specific lifetime of the doublet (see Section 4.1.2), varying the size of
the smallest triangles, the time step size and the size of the domain (i.e., the distance between the
wells and the outer boundary of the modeling domain). The threshold temperature at the production
well is defined as Tquit = 90 ◦C.
Table 1 summarizes the results of the investigation concerning the time step length and the distance
to the outer boundary of the modeling domain. In particular, it can be seen that the boundary has a
negligible effect on the specific lifetime of the doublet whenever it has a distance of about > 3.5 km
from the wells which corresponds here to a domain size 8 × 8 km2 or larger. Concerning the time
discretization, results become almost independent (variation of less than ≈ 1%) of the chosen time
step for values below 3 months.
In order to assess the influence of the spatial discretization, we consider in accordance with the pre-
vious results in Table 1 the case of a domain of size 10 × 10 km2 and a time step length equal to
3 months. In this configuration, we refine the mesh in the region of interest (centered and of size
2.4 × 1.4 km2), considering local element sizes between approximately 3 m and 50 m, and monitor
in each case the specific lifetime of the doublet.
The results compiled in Table 2 show that the mesh width in the active region has an impact on the
specific lifetime. Too coarse meshes (row 1) seem to yield a significantly overestimated specific lifetime
but differences for the smaller mesh-sizes are relatively small. A mesh size of less than 28 m already
assures a variation slightly below 1%. Note that the mesh size should be chosen in dependence of
the artificial well diameter, which is 2rε.
Mesh Size (hmin, hmax) [m] Specific Lifetime [a]
(51.0751, 259.815) 57.75 ↓ −8.66%
(28.2705, 267.206) 52.75 ↓ +0.47%
(12.8648, 267.206) 53 ↓ 0%
(6.14902, 262.21) 53 ↓ +0.94%
(2.93729, 262.183) 53.5
Table 2: Specific lifetimes in years (time step equals to 3 months) for refinement of the subdomain
2.4× 1.4 km2 (characterized by hmin) in the 10× 10 km2 modeling domain. Green color visualizes
less than 1% variation with respect to the subsequent refinement.
Finally, we use the information gained in the previous studies to set up and simulate an appropriate
doublet configuration. Figures 10, 11, and 12 show the simulation results concerning velocity, pressure,
and temperature fields at the end of the specific lifetime in the active subregion of size 2.4× 1.4 km2
with mesh size h = 6.15 m (h = 262.21 m elsewhere in the modeling domain), time step length
∆t = 3 months, and modeling domain size 10×10 km2. The distance between injection well (left) and
production well (right) is equal to 1000 m, the permeability is constant with value K = 3 · 10−12 m2
and thermal dispersion has been omitted. All parameters that were not defined in this subsection are
set as described in Table 6.
The arrows in the visualization of the velocity (Figure 10) indicate that the flow is directed from the
injection well (left) towards the production well (right). Due to the homogeneity of the domain and the
same flow rates at both wells, the pressure (Figure 11, left) is symmetric with respect to the isoline
0 bar (except for the sign). The pressure build-up and draw-down (also called groundwater impression
and depression cones) are shown in Figure 11 (right) and reveal a steep gradient in the vicinity of the
wells only.
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Figure 10: Magnitude of the velocity with unscaled arrows for the doublet setup with injection and
production rate equal to 100 l/s.
Figure 11: Simulation results concerning a doublet setup with injection and production rate equal to
100 l/s. Left Panel: Pressure with isolines. Right panel: Pressure along the direct line connecting the
injection and production well.
Figure 12: Simulation results concerning a doublet setup with injection and production rate equal to
100 l/s, injection temperature 50 ◦C. Temperature distribution after 53 years of operation with an
isoline (green) highlighting 90 ◦C isotherm.
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The cold water plume after 53 years of constant doublet operational scheme is surrounded by the
contour line (green) referring to the minimum operation temperature of 90 ◦C and has the typical tear
drop shape towards the production well, see Figure 12.
8 Model setups
8.1 Case studies
The different configurations analyzed in this work are inspired by previous geothermal multi-well ar-
rangements considered in different geothermal projects worldwide for several purposes (see, e.g.,
[71, 106]. From the reservoir management viewpoint, another important motivation behind our study
constitutes the strikingly dynamic geothermal development for district heating in the Greater Munich
region and related urgent questions. To this purpose, various geothermal reservoir settings similar to
the ones encountered in the Upper Jurassic carbonates in the Greater Munich region are implemented
and simulated within the proposed optimization framework. In particular, we focus on geothermal mul-
tiple doublet arrays (lattice) and smart multi-well hexagonal configurations.
An arrangement similar to the hexagonal multi-well configuration is currently being implemented around
a major fault damage zone at the geothermal site Heizkraftwerk Süd in the Schäftlarnstraße (Munich)
in the form of multi-lateral wells, which are drilled from one common surface location. Future multi-well
arrangements are planned for the near future in the city of Munich, hence the considered configura-
tions may serve as a starting point for further analyses on smart geothermal multi-well arrangements
in mega cities, where the heat demand is substantial and an evident lack of space problem is existing
[24,56,103].
In both cases, we investigate different simulation scenarios characterized by:
 heterogeneous geological conditions,
 boundary and initial conditions (temperature),
 production and injection wells (and flow rates).
8.1.1 Lattice
The lattice configuration is composed of doublet arrays, consisting of 8 injection and 8 production wells,
arranged in form of a 4 rows× 4 columns lattice. In each row, two doublets are placed, where injection
and production sites appear staggered: the rows 1 and 3 start with a production well, whereas the rows
2 and 4 start with an injection well (see Figure 13, left). The same constant flow rates of 100 l/s are
imposed for all wells, i.e., in total 1600 l/s.
Different scenarios are generated varying the permeability structure, the temperature initial and bound-
ary conditions, and the control variables of the optimization procedure.
Permeability structure. Firstly, we consider a horizontally varying permeability structure with two
different permeabilities. This is intended to resemble two different carbonate facies such as bedded
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and reef facies as typically encountered in the Upper Jurassic carbonates in the Munich region
K =

3 · 10−15 m2, for 5.5 km ≤ x ≤ 7 km,
3 · 10−15 m2, for 8.5 km ≤ x ≤ 9 km,
3 · 10−12 m2, elsewhere,
(22)
as indicated in Figure 13, left.
Aquifer temperature. Secondly, we distinguish between (i) constant initial and boundary tempera-
ture conditions and (ii) a dipping aquifer with linearly varying initial and boundary temperature condi-
tions.
In order to asses the impact of geometrical parameters of the lattice arrangement on the net energy,
different scenarios with varying control variables in particular for heterogeneous temperature and per-
meability fields are examined. For each case, we seek the optimal position of the wells with respect to
the produced net energy (equation (18)).
Multi-well configurations. The degrees of freedom for the search of optimized configurations (here
concerning the movement of the wells) are referred to as the control variables. In a first scenario, we
fix the position of the lattice center at the center of the domain and consider variations of the lattice
size (i.e., the distance between closest wells) and rigid rotations. Thereby, the lattice size is allowed to
vary between 500 m and 1414 m, while the rotation angle cannot exceed 180◦ due to symmetry. In a
second scenario, we fix the lattice size equal to 600 m, allowing a rigid rotation in [0◦, 180◦] and a rigid
horizontal displacement with a maximal absolute value of 1221 m with respect to the initial position.
The considered setups are summarized in Table 3.
Scenario Permeability Initial Temp. Control variables
LC Het. eq. (22) Constant, eq. (25) lattice size, rotation angle
L1 Het. eq. (22) Linear, eq. (26) lattice size, rotation angle
L2 Hom. (K = 3 · 10−12 m2) Linear eq. (26) x-translation, rotation angle
L3 Het. eq. (22) Linear, eq. (26) x-translation, rotation angle
Table 3: Permeability structures, initial temperature distributions, and control variables for the
optimization in the considered lattice scenarios (doublet arrays). Lattice size refers to the variation of
the lattice dimensions, whereas position (x) and rotation angle refer to the translation forwards and
backwards along the x-axis and rotation with respect to the lattice center, respectively.
8.1.2 Hexagon
In this case we consider an equilateral hexagonal multi-well structure embedded in heterogeneous
modeling domains. The heterogeneities in the reservoirs are characterized as fault damage zones,
delimited by two lines (see Figure 13, right). We seek for the optimal configuration varying the radius
of the hexagon between 500 m and 2800 m and rigidly rotating the hexagon up to 180◦ with respect
to its center, which is also the center of the modeling domain.
The different scenarios are described below and summarized in Table 4.
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Figure 13: Sketch of the 6× 6 km2 (centered) subdomain for the configurations lattice (LC, left) and
hexagon (HI2P4, right). The dashed line confining the fault damage zone for the hexagon is variable
in its distance with respect to the solid line. ⊕ indicates injection wells, 	 indicates production wells,
patterned and plain regions indicate two different permeabilities.
Permeability structure. We consider two cases, depending on whether the center of the hexagon
is located within the fault damage zone or outside of it. In the first case (hexagon center within the
damage zone), we consider a damage zone with a width (denoted by widthdz) of 400m, which is
formally defined by the lines passing through the two domain points: (a1, 0) and (0, a1) (lower line in
Figure 13, left) and (a2, 0) and (0, a2) (upper line in Figure 13, left). We use a1 = 13717.66 m and
a2 = 14282.3 m.
In the second setup (hexagon center outside the damage zone), we consider fault damage zones of
different widths, i.e.,
widthdz ∈ {100, 200, 300, 400} m.
The setups are obtained considering the lines passing through the points (a3, 0) and (0, a3), and
(a3 +
√
2 widthdz, 0) and (0, a3 +
√
2 widthdz), with a3 = 13400 m.
We further distinguish two different permeability structures: (I) with a weakly healed fault damage
zone:
K =
{
3 · 10−12 m2, fault damage zone,
3 · 10−11 m2, elsewhere, (23)
and (II) with a hydraulically active fault damage zone (i.e., a leak fault):
K =
{
3 · 10−12 m2, fault damage zone,
3 · 10−15 m2, elsewhere. (24)
Multi-well configurations. In addition, the following scenarios are considered:
H(3,3): 3 injection and 3 production wells (alternated) along the hexagon and the flow rates 100 l/s (for
all wells),
H(4,2): 4 injection and 2 production wells, injection rates Qwinj = 50 l/s,
production rates Qwprod = 100 l/s,
H(2,4): 2 injection and 4 production wells, injection rates Qwinj = 100 l/s,
production rates Qwprod = 50 l/s.
The last setup is additionally considered on the one hand with a permeable damage zone of width
400 m containing the center of the hexagon (permeability defined in (24)) and on the other hand with
a slightly healed damage zone (permeability defined in (23)) of width 200 m.
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Scenario Permeability widthdz Wells Total flow rate
H(3,3) Eq. (24) 400 m ⊕	⊕	⊕	 600 l/s
H(4,2) Eq. (24) 400 m ⊕⊕	⊕⊕	 400 l/s
H(2,4)1 Eq. (24) 400 m ⊕		⊕		 400 l/s
H(2,4)2 Eq. (24) 400 m (centered) ⊕		⊕		 400 l/s
H(2,4)3 Eq. (23) 200 m (healed) ⊕		⊕		 400 l/s
Table 4: Permeability structures (including damage zone widths), well types along the hexagon
(counter-clockwise, starting from the positive x-axis), and corresponding total flow rates for the
considered hexagonal multi-well configurations.⊕ indicates injection wells, while	 stands for
production wells.
8.2 Computational domain
The conceptual 2D model of the confined and saturated aquifer comprises an area of a square, the size
of which is defined in order to minimize the influence of the boundary conditions on the computational
results, according to the results of the preliminary numerical study conducted in Section 7.1.3.
Namely, we consider a domain of size 14 × 14 km2 and an active region (with increased mesh res-
olution) of 6 × 6 km2, such that a distance of 4 km is assured between the active region and the
boundary. The domain is discretized with a non-uniform triangular mesh with characteristic mesh size
of approximately 6 m in the active region (see Section 7.1.3). Outside the active region, the mesh is
gradually coarsened, reaching a maximum element size of approximately 262 m near the boundary
(see also Table 5).
It is worth noticing that the computational finite element mesh is generated only once at the beginning
of the computational procedure and it is not updated at each optimization (when repositioning the
wells). This aspect constitutes an important advantage of this numerical framework. Especially when
computing numerous scenarios of multiple well configurations for a well placement optimization with
finite element methods, computationally expensive and time consuming re-meshing procedures would
be otherwise required. The time discretization is chosen based on the simulation results described in
Table 1, having a constant time step length ∆t = 3 months.
Modeling domain size 14× 14 km2
Subdomain with enhanced resolution 6× 6 km2
Smallest element diameter (hmin) 5.9 m
Largest element diameter (hmax) 281.8 m
# Nodes of the spatial mesh 547200
Time step length 3 months
Table 5: Mesh parameters used in the simulations.
8.3 Model parameters
We consider open hydraulic boundary conditions, i.e. boundary pressure in (3) as P = 0 Pa, so that
all pressure values are computed with respect to the pressure at the depth of the aquifer, where the
reference (datum) is set.
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For the energy balance equation (11), which describes the spatio-temporal evolution of the tempera-
ture field, we set initial and boundary conditions according to the depth of the aquifer and correspond-
ing natural geothermal conditions in conduction-dominated hot sedimentary aquifers. Specifically, the
boundary conditions for the temperature field are based on the initial temperature distribution that
mimics a temperature gradient of approximately 30 ◦C/km as described in Section 2. In particular for
the case of aquifers that extend horizontally, assuming a constant depth of approximately 3 km below
surface and a surface temperature of 10 ◦C, we set
T (0,x) = 100 ◦C, for x ∈ Ω̂,
T (t,x) = 100 ◦C, for t > 0, x ∈ ∂Ω̂ .
(25)
For the case of a dipping aquifer, we consider a temperature distribution that is constant in time and
varies in space linearly along the boundary, such that
T (t, x, y) =
{
100 ◦C, for x = 0 km,
130 ◦C, for x = 14 km .
(26)
Note that this corresponds to a difference in depth of about 1 km in the horizontal direction.
The parameters used in the numerical simulations are summarized in Table 6.
9 Simulation results
9.1 Optimization parameters
The simulations have been performed solving the finite element problems (13) and (16) with the open
source finite element library ParMooN [105], while the routines for the solution of the optimization
problem related to the net energy (18) have been implemented using the open-source library NLopt
[60]. NLopt supports a large variety of derivative-free optimization algorithms and, a priori, it can be
hard to select the best choice for the considered problem, [89]. In our numerical investigation, we
performed a detailed study of one global (DIRECTL, DIviding RECTangles algorithm Locally-biased,
[47]) and two local (COBYLA, NEWUOA) optimization algorithms. This revealed that the local variants
might converge faster but at the same time they might be trapped in a local minimum, i.e., not yielding
a similarly optimal (with respect to the functional value) result at the global level. Therefore, in the
numerical results presented in this section we show only the outcome of the global optimization algo-
rithm DIRECTL. This is a deterministic search algorithm based on decomposing the search domain
into hyperrectangles and using successive refinement.
The computational meshes have been generated using Gmsh, [49], which is an open source mesh
generator. For the visualization of the simulation results, the post-processing tool ParaView [6] (open
source) has been employed.
In all the considered setups we assume that the injection and production rates (Qinj, Qprod), the
injection and production pressures (∆pinj, ∆pprod), as well as the injection temperature T inj do not
depend on time. For each case, we performed 40 optimization steps and visualize the configuration of
the optimization step that yielded the maximum net energy. If it is not explicitly stated otherwise, this
will be the final optimization step. Let us note that an adequate number of optimization steps cannot
be determined a priori in a theoretical manner. Instead it has to be chosen heuristically in accordance
with the time frame for the simulation and the desired accuracy of the result. In general, an increase
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Notation Unit Parameter Name Lattice Hexagon
µeff = µ kg/m s viscosities 0.0003
K m2 permeability ∈ 3 ·{10−11, 10−12, 10−15}
H m aquifer thickness 300
Qinj , Qprod l/s injection, production flow rates 100 ∈ {50, 100}
rw m well radius 0.2
tL a maximum lifetime 80
φ - porosity 0.28
ρf kg/m3 fluid/brine density 1050
Cf J/kg K fluid/brine heat capacity 4200
ρs kg/m3 rock density 2650
Cs J/kg K rock heat capacity 730
λs J/K m s thermal conductivity (rock) 2.7
λf J/K m s thermal conductivity (fluid/brine) 0.7
αL m longitudinal dispersion coefficient 5
αT m transversal dispersion coefficient 0
Tinj K injection temperature 323.15 (= 50 ◦C)
T0 K aquifer/formation temperature 373.15 (=100 ◦C)/linear
Tquit K minimum production temperature 363.15 (= 90 ◦C)/−10%
ε - pump efficiency 0.6
α - stabilization parameter (GLS) 1
δ - stabilization parameter (grad-div) 0.1
`Ω m characteristic length 300
γ - penalty for temperature BC 100
rε m artificial well radius (IBM) 50
NO - optimization steps 40
Table 6: Top table: Petrophysical properties of the reservoir rock, fluid mechanical properties,
reservoir dimensional parameters, and operational parameters used in the simulations, partly taken
from [32,106]. Bottom table: Numerical parameters used in the simulations.
of effort in the sense of more optimization steps has to be expected to enhance the optimality of the
resulting controls. The choice of the number of optimization steps is particularly delicate if the behavior
of the optimization functional (the objective function) cannot be classified as convex, having a global
minimum, and/or being smooth.
The stopping criterion for the temperature simulation (in each optimization step) is twofold: On the
one hand, the maximum production time is restricted to 80 years. On the other hand, the simulation
stops whenever the specific lifetime is reached (see Section 4.1.2). The threshold temperature Tquit is
defined based on a 10% temperature reduction with respect to the initial aquifer temperature. Due to
the model approach (the non-matching immersed boundary method, see Section 4.2) the production
temperatures at measurement points along the concentric circle of radius rε (enclosing the well) are
utilized. For the sake of visibility of the active modeling domain defined in Subsection 7.1.3, the velocity,
pressure, and temperature fields will be only shown within a centered 6× 6 km2 subdomain, which is
in line with the allowed variation in the control variables (lattice size/hexagon radius, translation, and
rotation).
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It is worth noting that for each configuration tested, the velocity and the pressure fields remain constant
over the entire simulation time. This is the result of the assumptions made in the formulation of the
physical problem.
Generally, the symbol ⊕ is utilized to refer to an injection well, while 	 represents a production well.
9.2 Lattice configurations
9.2.1 Optimal placement and net energy
In Figure 14 we plot for each of the lattice scenarios introduced in Subsection 8.1.1 (see also Table 3)
the resulting net energy over the optimization steps.
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Figure 14: Net energy for 40 optimization steps with the global optimization algorithm DIRECTL for
the four different lattice scenarios (Table 3).
The results show the strong impact of the inter-well distance (lattice size) on the extracted energy.
In fact, including the variation of the lattice size as optimization variable (setups LC and L1) allows
to increase the obtained energy by approximately up to 300% with respect to the cases L2 and L3,
where the lattice size is kept fixed.
The net energy for LC is generally smaller than that for L1, which can be explained by the larger
average temperature of the considered aquifer domain in L1. The net energy for the setups with fixed
lattice size (L2 and L3) is more robust with respect to a variation of their controls. In particular, the
homogeneous setup L2 has an almost constant energy level which is larger than the slightly varying
energy associated with its heterogeneous (with partly lower permeability) version L3.
Finally, the simulation results for the scenario L1 show that alone for a 6 × 6 km2 area covered with
an optimized 4× 4 doublet array structure operating with 100 l/s, around 219 MWth (≈ 553 PJ in 80
years operation time) can be developed for district heating. Concerning the planned heat contribution
of 400 MWth from geothermal energy in the case of the city of Munich, this result suggests that such
optimized doublet arrays are capable to reach this goal.
9.2.2 Simulation results in the optimal configurations
The optimization algorithm consists of simulating multiple scenarios using an appropriate sampling of
the control variable space. Depending on the considered setup, the inter-well distance (lattice size),
the translation in the direction of the x-axis, and the rotation angle have been varied automatically
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in order to detect the configuration that maximizes the net energy. All scenarios consider a doublet
operational scheme with the parameters specified in Table 6.
In this section, computational results in the optimal geometrical configurations are analyzed with re-
spect to the resulting velocity, pressure, and temperature fields, with the latter shown at the end of the
lifetime as specified in Subsection 4.1.2.
Scenario LC Figures 15 and 16 show the velocity and pressure fields, as well as the temperature
distribution corresponding to the optimization step 37, which maximizes the net energy among the 40
optimization steps for the scenario LC (see Figure 14).
Figure 15: Setup LC in the optimal configuration (rotation angle = 2.27 rad, lattice size = 1408 m).
Velocity filed with unscaled arrows (top) and pressure field with selected contours (bottom).
The corresponding optimal configuration is determined by a rotation angle = 2.27 rad and lattice size
= 1408 m (translation is fixed to 0 m). Figure 15 (top) shows that groundwater velocities are lowest
in the zones of low permeability (dark blue stripes). According to the considered control variables,
the optimal configuration is reached by accommodating the doublet lattice structure with a lattice size
close to the maximum allowed, within an active modeling domain of 6× 6 km2. In terms of pressure,
as shown in Figure 15 (bottom), the geothermal doublet lattice structure is rotated and the lattice size
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Figure 16: Setup LC in the optimal configuration (rotation angle = 2.27 rad, lattice size = 1408 m).
Temperature field after 80 years of operation (top) with pink lines delimiting the different permeability
regions and 90 ◦C isolines depicted with a green line. Temperature evolution for each production well
(bottom), showing the earliest thermal breakthrough (ETB). Note the different times of occurrence of
the thermal breakthrough for each production well.
is adjusted, aiming at minimizing the pressure difference between injection and production wells, while
striving for a well positioning that allows to maintain the aquifer temperature at the production wells
as long as possible within the considered maximum time period of operation. This is manifested in
Figures 15 and 16 by placing less than half (only six) of the wells inside the low permeability zones.
Maximizing the net energy implies minimizing the pressure difference between injectors and produc-
ers and maximizing the specific lifetime, which implies choosing the largest lattice size. As long as the
thermal breakthrough does not occur within 80 years of operation (defined as the maximum opera-
tion time of the geothermal plant in this study), then the placement of the wells in a heterogeneous
permeability field is controlled solely by the pressure difference between injectors and producers. As
soon as the thermal breakthrough occurs, as illustrated in Figure 16, two competing mechanisms of
minimizing the pressure difference between injection and production wells and maximizing the specific
lifetime determine the maximum net energy.
The thermal breakthrough occurs at different times at the production wells (see Figure 16, bottom). In
an optimization process involving complex hydraulic interaction between the injectors and producers
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in heterogeneous permeability structures, the wells shall be deployed in a way that temperature drops
at the production wells occur at the latest possible and the speed of the temperature decline is as low
as possible.
Scenario L1 When prescribing a linearly varying initial temperature distribution as described in Sub-
section 8.3, similar simulation results as for the scenario LC are obtained. The maximum net energy in
the case of L1 is obtained at the optimization step 38. However, due to the (on average) higher reser-
voir temperature, a higher value of the net energy is obtained for this scenario (see Figure 14). The
optimal configuration is obtained with rotation angle = 2.35 rad and lattice size = 1397 m (translation
is fixed to 0 m). The flow and the pressure fields are depicted in Figure 17, while the temperature field
after 80 years and the temperature evolution at the production wells are depicted in Figure 18.
Figure 17: Setup L1 in the optimal configuration (rotation angle = 2.35 rad, lattice size = 1397 m).
Velocity field with unscaled arrows (top) and pressure field with selected contours (bottom).
For the allowed degrees of freedom of movement of the well positions and the considered heteroge-
neous structure of the aquifer, the computed optimal configuration suggests that a moderately linearly
varying reservoir temperature in the order of magnitude as described in Section 8.3 has almost no
impact on the optimization. In contrast, variations in the permeability of several orders of magnitudes
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Figure 18: Setup L1 in the optimal configuration (rotation angle = 2.35 rad, lattice size = 1397 m).
Temperature distribution after 80 years of operation (top) with pink lines delimiting the different
permeability regions and 90 ◦C isolines depicted with a green line. Temperature evolution or each
production well (bottom), showing the earliest thermal breakthrough (ETB). Note that the production
temperature for the wells placed in the colder parts, instead of dropping, is initially increasing over
time, due to the fluid coming from hotter sections of the reservoir.
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as it is typical for carbonate reservoirs have a greater impact on the optimal placement of the wells in
such doublet arrangements for a utilization time of 80 years.
As can be seen in Figure 18 (bottom), the thermal breakthrough for the wells placed in the colder
domains does not occur during the 80 years of simulation time. The majority of the production wells
are deployed in a zone of intermediate temperature and just few of them are situated in the zone of
higher temperatures.
We observe for the two setups LC and L1 that the lattice size is almost maximized with respect to
the allowed range ([500, 1414] m). The heterogeneous permeability structure yields a reduced veloc-
ity in the low permeability regions, which decelerate the thermal breakthrough in one direction while
accelerating it in another direction. Within the geometrical constraints imposed, three injection wells
are placed entirely in the lower permeability regions, yielding to high pressures in order to realize the
demanded flow rates. Translation of the lattice, which is not allowed in these two cases, or further
enlarging the lattice beyond the chosen control range would allow to place less wells in the low perme-
ability regions. As can be seen in the velocity field displayed in Figure 17 (top), the maximum velocity
reached for this scenario is around a factor 2.4 higher compared to the scenario LC (see Figure 15,
top) due the placement of some wells directly at the boundary of the permeability contrast leading to
steeper pressure gradients in the immediate vicinity of the well.
Another important observation relates to the impact that the number of injection wells surrounding
a production well has on the time of occurrence of the thermal breakthrough. We observe that the
production wells located north and south in the scenarios LC and L1 are surrounded by the least
number of injectors and undergo the earliest occurrence of the thermal breakthrough for the simulation
time considered (see Figures 16 and 18). In a regular lattice structure of doublet arrays, production
wells located in the interior are surrounded by four injectors, whereas production wells located at
the edges are surrounded by three or two injectors. Hence, an interior injection well distributes its
induced flow rate to four surrounding production wells in different directions. That way the velocity of
the fluid along each direct line connecting injection and production wells is lower than in the case
of fewer surrounding production wells. Consequently, the progression of the cooling front emanating
from the injection wells surrounded by the largest number of producers is slowed down, which is
even promoted by unfavorable permeability structures. The hydraulic interaction between injectors
and producers in combination with a heterogeneous permeability distribution explains the observation
that those production wells, which fulfill both conditions, experience the earliest thermal breakthrough.
Scenario L2 The setup L2 allows for the rigid translation and rotation of the lattice structure. This
scenario is intended to examine the impact that a moderately linearly varying reservoir temperature
has on the optimal placement of a rigid lattice arrangement of doublet arrays. To that end, a homoge-
neous permeability structure is considered.
The optimal configuration corresponds to the rotation angle = 2.97 rad and the horizontal translation
= 1206 m (lattice size is fixed to 600 m). Figures 19 and 20 visualize the velocity and pressure fields,
as well as the temperature distribution at a specific lifetime of 24 years and the temperature evolution
for each production well. We observe a significant translation towards higher reservoir temperatures.
In contrast to the simulation results concerning the previous setups LC and L1, the pressure range of
values is much lower for the setup L2 due to the higher average permeability that characterizes this
setup. As can be also seen in Figure 20 (bottom), the specific lifetime for the setup L2 is much shorter
than those computed for the previous setups LC and L1, since the lattice size (inter-well distance) is
much smaller and the higher average permeability is more favorable for an earlier occurrence of the
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Figure 19: Setup L2 in the optimal configuration (rotation angle = 2.97 rad, translation = 1206 m).
Velocity field with unscaled arrows (top) and pressure field with selected contours (bottom).
thermal breakthrough in the setup L2. Since the resulting pressure field remains constant over the
entire simulation time, only the temperature distribution in reservoir drives the search for the optimal
placement of the doublet lattice arrangement. Finding the optimal configuration in this case, where the
net energy is maximized, implies maximizing the temperature difference between injectors and pro-
ducers in a linearly varying temperature field. As long as the thermal breakthrough is not established,
the maximum net energy of the system of doublets is solely controlled by the initial temperature differ-
ence of the respective doublets. Once the thermal breakthrough is established at different geothermal
doublets, the mixed fluid temperature of the respective cooling fronts at the production wells and con-
sequently the different speeds of temperature declines control the maximum net energy of the system
(see Figure 20, bottom).
Scenario L3 In the scenario L3, which differs from the previous scenario L2 only in that the per-
meability distribution is heterogeneous, the optimal configuration corresponds to the rotation angle
= 1.53 rad and the translation = −70.35 m (lattice size is fixed to 600 m). The simulation results for
this case are visualized in Figures 21 and 22.
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Figure 20: Setup L2 in the optimal configuration (rotation angle = 2.97 rad, translation = 1206 m).
Temperature field at the specific lifetime of 24 years (top) with pink lines delimiting the different
permeability regions and 90 ◦C isolines depicted with a green line. Temperature evolution for each
production well (bottom), showing the earliest thermal breakthrough (ETB). Note the different speeds
of temperature drop for the respective production wells.
As can be seen in the velocity and pressure fields illustrated in Figure 21, for the considered reservoir
temperature variation, the optimal placement of the rigid lattice of doublets is mainly controlled by the
permeability structure. For a fixed lattice size equal to 600 m and the considered degrees of freedom
of movement (translation and rotation), the optimal configuration is reached by placing one half of the
lattice structure in a low permeability zone and the other half in a high permeability zone, where the
latter has a higher average temperature. On the one hand, combining lower permeabilities with lower
production temperatures for half of the production wells allows to prolong the time of maximum pro-
duction temperature at the expense of higher pressure. On the other hand, installing the other half in a
higher permeability region with a higher average production temperature necessitates lower pressures
at the price of an earlier thermal breakthrough (see Figures 21-22). The permeability contrast between
the lattice halves acts as a hydraulic barrier resulting in a deceleration of the cooling fronts evolution
across the permeability contrast towards the zone of lower permeability.
The lateral temperature gradient in the order of magnitude considered in this study seems to have no
significant impact on the translation of the lattice in the presence of the heterogeneous permeability
structure with contrasts of several orders of magnitude.
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Figure 21: Setup L3 in the optimal configuration (rotation angle = 1.53 rad, translation
= −70.35 m). Velocity field with unscaled arrows (top) and pressure field with selected contours
(bottom). Note in the pressure field (bottom) that half of the wells are situated outside the low
permeability zones.
The fixed lattice size in the scenarios L2 and L3 yields a much smaller specific lifetime of 24 and 22.75
years, respectively. This is due to the fixed lattice size equal to 600 m and it is in line with the net energy
results (see Figure 14). In the previous scenarios LC and L1, the lattice size was allowed to vary and
reached almost maximum permissible values, resulting in a much longer lifetime. This suggests that
the inter-well distance predominantly controls the occurrence time of the thermal breakthrough and
hence the economic lifetime of doublet geothermal facilities for the considered conditions.
From a more general point of view, the simulation results indicate that the pressure differences be-
tween injectors and producers generated by the combination of the flow rates imposed as exploitation
strategy and the permeability structure have a stronger (negative) impact on the net energy com-
pared to the temperature differences between injectors (fixed value) and producers generated by the
considered lateral thermal gradient in reservoir.
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Figure 22: Setup L3 in the optimal configuration (rotation angle = 1.53 rad, translation
= −70.35 m). Temperature field at the specific lifetime of 22.75 years (top) with pink lines delimiting
the different permeability regions and 90 ◦C isolines depicted with a green line. Temperature
evolution for each production well (bottom), showing the earliest thermal breakthrough (ETB). Note
the different speeds of temperature drop of the respective production wells.
9.3 Hexagon configurations
In this section we present simulation results for five different scenarios in the case of a geothermal
hexagonal multi-well structure (see Section 8.1.2 and Table 4). In all cases, initial and boundary aquifer
temperature are set to a constant value. Essentially, different operational strategies in a fault-controlled
geothermal reservoir with varying damage zone width are examined in order to understand the impact
that operational, hexagon geometrical parameters, and reservoir permeability structures have on the
optimal configuration concerning the maximum net energy.
For all scenarios, we monitor the optimization activity via visualizing the net energy, the hexagon
radius, and the hexagon rotation angle against the optimization step. For the scenarios tested with
varying damage zone width (setups H(3,3), H(4,2), and H(2,4)1), only the results corresponding to the
final/optimal positioning for a width of 400 m are presented. In terms of maximum net energy, this
damage zone width is the most promising considered scenario. This is due to the fact that a larger
sub-region of the modeling domain has a higher permeability, which allows to place two wells partly
inside the fault damage zone, such that on the one hand the pressure difference is smaller and on the
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other hand the progress of the cooling front is slower.
It is important to note that, except for the scenario H(2,4)2, where the fault damage zone centrally
passes through the center of the hexagon, the optimization is not able to place two wells entirely
inside the damage zone. Further, for decreasing damage zone width, the damage zone moves away
from the center of the hexagon.
9.3.1 H(3,3) – 3 injection and 3 production wells
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Figure 23: Setup H(3,3) – Net energy (top), hexagon radius (middle), hexagon rotation angle (bottom)
over 40 optimization steps with the global optimization algorithm DIRECTL for different damage zone
widths.
During the first optimization steps, we observe a strong variation of almost a factor 3 in the resulting
net energy, see Figure 23. The smallest values of the net energy correspond to small hexagon radii
of less than 1 km. Hence, in this case the inter-well distance has a much stronger impact on the net
energy than the rotation angle, which is for all damage zone widths strongly varying until the end
of the 40 optimization steps. For the hexagon radius, we observe structural repetitions, although the
corresponding angles are changed. This may be related to the fact that for similar hexagon radii,
different rotation angles of the hexagonal multi-well arrangement of alternated injectors and producers
deliver similar values of net energy.
The final and optimal positioning is basically the same for the different damage zone widths, however,
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the largest considered damage zone of 400 m width yields the maximal net energy, which decreases
with decreasing damage zone width.
Figures 24–25 illustrate the simulation results in terms of the velocity, pressure, and temperature fields
for the optimal configuration.
Figure 24: Setup H(3,3) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Velocity field with unscaled arrows (top) and pressure field with selected contours
(bottom) for a fault damage zone width of 400 m.
Figure 25: Setup H(3,3) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature distribution after 80 years of operation (top) and at the end of the specific
lifetime after 86.75 years of operation (bottom). A 90◦C isoline is depicted with a green line. The pink
lines delimit the different permeability regions.
The optimal placement of the wells is reached by deploying one injector and one producer in or as
close as possible to the fault damage zone (at the border of the damage zone), which is a zone of
enhanced permeability. This way the pressure difference between one injection and one production
well is minimized, while the inter-well distance of this doublet is largest. In addition, the progress of the
corresponding cooling front is channeled in the direction of the main axis of the fault damage zone and
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decelerated in the direction of the other neighboring production wells (see Figure 25). That way the
time of occurrence of the thermal breakthrough is substantially delayed and thus the specific lifetime
prolonged (Figure 26).
The specific lifetime for the final/optimal positioning of the wells occurs shortly after 80 years of opera-
tion. Another important observation relates to the thermo-hydraulic behavior of the two wells (doublet)
placed at the farthest distance from the damage zone. The pressure and temperature fields of that
doublet are not significantly influenced by the other wells such that the typical tear drop shape of
the cooling front can be observed – similar to a single doublet simulation (see Figure 12). Further,
the temperature drops much faster at the production well situated at the westernmost corner of the
multi-well hexagon than the other two production wells for the simulation time considered. As can be
seen in the velocity field, in the vicinity of the wells partly inside the fault damage zone we observe
a predominantly linear flow behavior, whereas a bilinear flow is exhibited away from the wells at the
extremes of the damage zone and matrix.
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Figure 26: Setup H(3,3) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature evolution for each production well showing the earliest thermal
breakthrough (ETB).
9.3.2 Setup H(4,2) – 4 injection and 2 production wells
Figure 27 compares the optimization processes for different widths of the fault damage zone. Similar as
for the setup H(3,3), the damage zone width of 400 m yields the largest net energy. We also recognize
a strong influence of the hexagon radius on the resulting net energy.
The resulting velocity and pressure fields for the optimal placement of the multi-well hexagonal config-
uration are displayed in Figure 28.
In this setup, each production well has a twice as high flow rate as any injection well. The optimal con-
figuration has been reached by placing the production wells as close as possible to the fault damage
zone (around the border). As shown in Figure 28 (top), the velocity field shows three different flow
types (linear, bilinear, and radial) in the proximity of the wells in the fault damage zone and the matrix.
In the vicinity of wells outside the fault damage zone, a radial flow behavior is observed. In the neigh-
borhood of the production wells a linear flow is established in the damage zone, whereas towards the
center of the fault damage zone the flow gradually transforms into bilinear flow.
The placement of the wells with higher flow rates in or near the zone of higher permeability allows
the pressure to diffuse with least resistance so that the pressure difference between injectors and
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Figure 27: Setup H(4,2) – Net energy (top), hexagon radius (middle), and hexagon rotation angle
(bottom) for 40 optimization steps with the global optimization algorithm DIRECTL for different
damage zone widths.
Figure 28: Setup H(4,2) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Velocity field with unscaled arrows (top) and pressure field with selected contours
(bottom) for a damage zone width of 400 m.
producers is as low as possible. The temperature distribution after 80 years and at the end of the
specific lifetime of 133.55 years of operation are shown in Figure 29.
Also the temperature fields reveal that placing the production wells as near as possible to the fault
damage zone contributes to the deceleration of the cooling front from the injectors towards the pro-
ducers. The cooling fronts develop essentially circular with a slight tendency towards the fault damage
zone and reach the production wells almost simultaneously after 81 years (thermal breakthrough),
by passing along and through the high permeability region. The fact that the highest net energy is
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Figure 29: Setup H(4,2) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature distribution after 80 years of production (top) and at the end of the specific
lifetime after 133.55 years of operation (bottom). Damage zone width equal to 400 m. A 90 ◦C isoline
is depicted with a green line. The pink lines delimit the different permeability regions.
reached with the largest damage zone width reveals that although different competing mechanisms at
different stages of the thermo-hydraulic interaction between the wells are involved, placing the wells
with highest flow rates as near as possible to the high permeable zone is decisive for the optimization
of the net energy for the considered conditions.
The temperature evolution for the two production wells and the optimal positioning is displayed in
Figure 30. It reveals a symmetric character with respect to the fault damage zone, with a similar
occurrence time of the thermal breakthroughs and speed of temperature decline for both production
wells.
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Figure 30: Setup H(4,2) in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature evolution at the production wells until the specific lifetime is reached,
showing the earliest thermal breakthrough (ETB).
9.3.3 Setups H(2,4)1 and H(2,4)2 – 2 injection and 4 production wells
This section presents the simulation results of two multi-well hexagonal scenarios: (i) an asymmetric
hexagon with respect to the main axis of the fault damage zone with varying damage zone width and
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(ii) a symmetric hexagon with respect to the main axis of the fault damage zone with fixed damage
zone width equal to 400 m, such that the optimization procedure is able to place wells entirely inside
the damage zone.
As in the Section 9.3.2, the hexagon radius primary controls the optimization of the net energy, see
Figure 31. In particular, we see that the case with centered damage zone yields a net energy value (at
the 36th optimization step) higher than any of the other considered cases.
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Figure 31: Setup H(2,4)1 and H(2,4)2 – Net energy (top), hexagon radius (middle), and rotational
angle (bottom) computed in each of the 40 optimization steps with the global optimization algorithm
DIRECTL for different damage zone widths and hexagon center positions.
Figures 32–34 show the resulting velocity, pressure, and temperature fields, as well as the temperature
evolution at the production wells for the setup H(2,4)1 in the optimal configuration with damage zone
width 400 m.
As in the case H(4,2), two wells are located as near as possible to the damage zone. This time,
however, the two injection wells have a twice higher flow rate (compared to the production wells) and
are deployed as close as possible to the high permeability zone, which allows to reduce the pressure
difference between injectors and producers the most.
The cold water plumes (of 90 ◦C or less), shown in Figure 33, evolve along the high permeability
channel, but stay separated from each other during the considered time range (118.75 years). The
cold water fronts leave the damage zone towards the production wells on the other side of the damage
zone. After 77 years the initial thermal breakthrough happens and the specific lifetime of the multi-well
system is essentially controlled by two doublets. The two production wells located at the same side as
the injection wells with respect to the damage zone have a notably limited influence on the cold water
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Figure 32: Setup H(2,4)1 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Velocity field with unscaled arrows (top) and pressure field with selected contours
(bottom) for the damage zone width 400 m.
Figure 33: Setup H(2,4)1 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature distribution after 80 years of operation (top) and at the end of the specific
lifetime after 118.5 years of operation (bottom). A 90 ◦C isoline is depicted with a green line. The pink
lines delimit the damage zone.
plume. This can also be seen in the temperature evolution for each production well (Figure 34).
Placing the injection wells with higher flow rates in or as close as possible to the high permeability
zone channels the cooling front along the fault damage zone and decelerates the progress of the
cooling front in the direct line connecting injectors and producers. The velocity field illustrates different
flow patterns. It is predominantly linear in some parts of the fault damage zone and of bilinear type in
others, where fluid flows from the damage zone into the matrix.
In the scenario H(2,4)2, the center of the hexagon multi-well structure is situated on the main axis
of a fault damage zone of 400 m width. In this case, it is geometrically allowed for the optimization
procedure to place two wells entirely inside the damage zone.
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Figure 34: Setup H(2,4)1 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1271 m). Temperature evolution for each production well until the end of the specific lifetime.
As can be seen in the resulting velocity, pressure, and temperature fields in Figures 35, 36, 37, and
38 in the optimal configuration (optimization step 36), the two injection wells are placed entirely inside
the damage zone.
Figure 35: Setup H(2,4)2 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1281 m). Velocity field with unscaled arrows.
This arrangement results in relatively small pressures for these injection wells, although their flow rate
is twice as large as for the four production wells. The velocity, pressure, and temperature patterns ob-
tained for this symmetric case (with respect to the fault damage zone main axis) display a configuration
of two geothermal triplets behaving similarly. Analogous to the previous scenario H(2,4)1, the cooling
front is channeled in the high permeability zone, decelerating it in the direction to the neighboring
producers. This way the earliest thermal breakthrough time and the specific lifetime are significantly
delayed. After around 80 years simulation time, the cold water front starts to depart from the damage
zone towards the production wells, forming two triplets as mentioned previously. At the end of the spe-
cific lifetime of 171 years, the two cold water plumes have already partially connected with each other,
see Figure 39.
In comparison to the previous scenario H(2,4)1, the specific lifetime is around 50 years longer. It is
worth mentioning that since the the two wells in the damage zone are not exactly located on the central
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Figure 36: Setup H(2,4)2 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1281 m). Pressure field with selected contours.
Figure 37: Setup H(2,4)2 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1281 m). Temperature distribution after 80 years of production. A 90 ◦C isoline is depicted with a
green line. The pink lines delimit the damage zone.
axis of the fault damage zone, a slightly asymmetric evolution of the cooling front is established. This
explains why the temperature decline for two producers slightly differs from the other two pairs, see
Figure 39.
9.3.4 Setup H(2,4)3 – 2 injection and 4 production wells
The setup H(2,4)3 considers a hexagon multi-well arrangement in a reservoir crossed by a fault dam-
age zone with a relatively low healing capacity. The damage zone width is set to 200 m and the center
of the hexagon does not coincide with the main axis of the fault damage zone. To better illustrate
the simulation results, this setup is compared to the case of a hexagonal multi-well arrangement em-
bedded in a reservoir with a homogeneous permeability distribution (K = 3 · 10−11 m2). Figure 40
DOI 10.20347/WIAS.PREPRINT.2656 Berlin 2019
L. Blank, E. Meneses Rioseco, U. Wilbrandt, A. Caiazzo 48
Figure 38: Setup H(2,4)2 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1281 m). Temperature distribution after at the end of the specific lifetime of 171 years.. A 90 ◦C
isoline is depicted with a green line. The pink lines delimit the damage zone.
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Figure 39: Setup H(2,4)2 in the optimal configuration (rotation angle = 2.35 rad, hexagon radius
= 1281 m). Temperature evolution for each production well for the damage zone width 400 m
passing through the center of the hexagon.
contrasts the optimization results for these two cases.
During the 40 optimization steps, the net energy behaves for both scenarios very similar and after
an initial oscillating behavior it becomes almost constant. We observe also for these scenarios that
small radii yield small net energies (optimization steps 2, 6, and 12, see Figure 40). In the presence
of a healed fault, this effect is even stronger due to reservoir compartmentalization. Notice that in this
scenario the optimization excludes rotation angles of> 1 rad and thus the option to place the injection
wells inside the healed fault, which would lead to higher pressure differences between injectors and
producers but would also delay the thermal breakthroughs.
Figures 41–42 exhibit the velocity, pressure, and temperature fields for the optimal configuration of the
hexagonal arrangement.
The optimal configuration is reached by placing a triplet on each side of the weakly healed fault,
resulting in similar patterns for the velocity, pressure, and cooling front evolution in both sides of the
reservoir with respect to the fault. The spatio-temporal evolution of the cooling fronts is similar to
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Figure 40: Setup H(2,4)3 vs. homogeneous reservoir – Net energy, hexagon radius, and hexagon
rotation angle during 40 optimization steps with the global optimization algorithm DIRECTL.
Figure 41: Setup H(2,4)3 in the optimal configuration (rotation angle = 0.76 rad, hexagon radius
= 1650 m). Velocity field with unscaled arrows (top) and pressure field with selected contours
(bottom) for the healed damage zone of width 200 m.
the case of the reservoir with homogeneous permeability. It is worth mentioning that the permeability
contrast between the damage zone of 200 m width and the matrix is only one order of magnitude.
Thus, a slight compartmentalization into two equally homogeneous reservoir sectors occurs.
Due to the initial geometrical configuration, one triplet is placed closer to the healed damage zone
than the other triplet and both are slightly rotated with respect to the main axis of the fault damage
zone. This explains the different temperature declines observed at the respective production wells in
Figure 43. The specific lifetime for this scenario is 205.75 years.
The geophysical plausibility of the simulation results in terms of the reached optimal deployment
of geothermal multi-well systems in different reservoir structures and geothermal field development
strategies corroborates the robustness of our proposed numerical framework.
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Figure 42: Setup H(2,4)3 in the optimal configuration (rotation angle = 0.76 rad, hexagon radius
= 1650 m). Temperature distribution after 80 years of operation (top) and at the end of the specific
lifetime after 205.75 years of operation (bottom). A 90 ◦C isoline is depicted with a green line. The
pink lines delimit the healed damage zone.
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Figure 43: Setup H(2,4)3 in the optimal configuration (rotation angle = 0.76 rad, hexagon radius
= 1650 m). Temperature evolution for each production well for the healed damage zone of width
200 m.
10 Conclusions
We propose a computational framework for the modeling and simulation of coupled thermo-hydraulic
reservoir processes in hot sedimentary aquifers, focusing on the optimization of smart multi-well sys-
tems for district heating. Our approach is based on coupled finite element methods for a generalized
Darcy–Brinkman flow and for the heat advection. Geothermal wells are introduced using an immersed
boundary approach that does not require the exact discretization of the well boundary within the com-
putational mesh. The combination of two open source solvers has been used to solve an optimization
problem concerning geothermal energy production depending on the well position in heterogeneous
reservoir conditions. In particular, we investigated the case of multi-well arrays in the form of a lattice
and a hexagonal structure, considering structural- and facies-related heterogeneities as well as vary-
ing reservoir temperatures, typically encountered in the Upper Jurassic (Malm) aquifer in the Greater
Munich region. We focused on confined aquifers and reduced to two-dimensional domains. The exten-
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sion to three dimensions requires a generalization of the non-matching immersed method for the wells,
and will be tackled in upcoming work. Further aspects that will be object of future research include the
utilization of gradient-based optimization methods and of model-order reduction techniques such as
reduced basis or proper orthogonal decomposition methods.
Based on our numerical experiments, we conclude that significant amounts of energy can be gen-
erated by smart multi-well arrangements from hot sedimentary aquifers, potentially meeting the heat
demand in densely populated cities as the city of Munich to a large extent. However, a detailed quan-
titative analysis is required for a sustainable and optimized reservoir development. Simulation results
suggest that the complex thermo-hydraulic interaction between multiple wells and the heterogeneity
of the reservoir rock permeability drive the optimal deployment of geothermal multi-well arrangements
for the envisaged economic utilization time. Moreover, our computer experiments indicate that the
combination of the developed numerical framework and multiple doublet arrays in a lattice structure is
appropriate, on the one hand, for a comprehensive assessment of the extractable geothermal energy
from deep geothermal reservoirs at a regional scale and, on the other hand, for the analysis of the
impact of possible thermo-hydraulic interferences over a wide range of reservoir conditions and multi-
well arrangements on the optimal net energy. Particularly, numerical simulations concerning multi-well
hexagonal constellations placed around a fault damage zone reveal relevant thermo-hydraulic interac-
tions in the optimal deployment, minimizing pressure difference between injectors and producers and
maximizing thermal breakthrough occurrence time.
Our results show that an optimal positioning in heterogeneous reservoirs has a significant impact on
the resulting net energy. Among the control variables, the distance between the wells has influenced
the objective function (the net energy) the most.
The optimization processes evidence that within the imposed geometrical constraints, increasing the
inter-well distance yields, on the one hand a delayed thermal breakthrough time. On the other hand,
it might allow to deploy multiple wells in more favorable permeability structures. In addition, the case
of linearly varying reservoir temperature field could not be identified as significantly influencing the
positioning of wells in the considered geological and geophysical settings.
From our simulations, we further conclude that the developed computational framework is especially
suitable for the investigation of long-term geothermal reservoir performance affected by a large num-
bers of multi-well arrangements with placement optimization purposes.
The implemented numerical method specifically facilitates the automatic search for the optimal de-
ployment of smart multi-well arrangements, since it does not require to generate a new computational
mesh when modifying the position of the wells. Modeling and simulation of coupled thermo-hydraulic
reservoir processes resulting from the operation of diverse geothermal multi-well systems in numerous
scenarios would otherwise be exceedingly time-consuming. Consequently, the methodology devel-
oped in this work may constitute an important tool in the large-scale development of hot sedimentary
aquifers for district heating in urban regions worldwide.
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