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Abstract
We establish that the Wu-Yang monopole needs the introduction of a magnetic point
source at the origin in order for it to be a solution of the differential and integral equations
for the Yang-Mills theory. That result is corroborated by the analysis through distribu-
tion theory, of the two types of magnetic fields relevant for the local and global properties
of the Wu-Yang solution. The subtlety lies on the fact that with the non-vanishing mag-
netic point source required by the Yang-Mills integral equations, the Wu-Yang monopole
configuration does not violate, in the sense of distribution theory, the differential Bianchi
identity.
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1 Introduction
The purpose of this paper is to settle a long standing problem concerning the nature of the
singularity of the magnetic monopole solution constructed in 1969 by T.T. Wu and C.N.
Yang [1] for the pure SU(2) Yang-Mills differential field equations. The solution presents a
spherically symmetric non-abelian magnetic field with a strength that depends on the inverse
of the square of the radial distance, for all distance scales, and so it is singular at the origin.
Such singularity has been an issue since then, even though very few authors tried to concretely
address the problem. In 1975 Wu and Yang comment, in the final section of their paper [2],
that their solution perhaps does not satisfy the Bianchi identity and so the corresponding field
is not a proper gauge field at the origin. Lanyi and Pappas were perhaps the only authors to
address that problem directly in their 1977 paper [3]. Their results however, as they say, are
inconclusive since they got different results using different methods. We show here that one
of their results is not in fact correct. Some other authors [4, 5] have discussed the necessity of
sources for some types of singular solutions, but the Wu-Yang solution itself was not directly
addressed.
In this paper we discuss how the integral Yang Mills equations, proposed in [6, 7], shed
a light on this question by revealing that the concerns presented in [2] with respect to the
compatibility of the Wu-Yang configuration with the Bianchi identity are indeed very strong
and we show how those integral equations establish that the introduction of a point source
(uniquely fixed by them) indeed solves this long standing question. The crucial and interesting
aspect is that with such a non-vanishing magnetic point source required by the Yang-Mills
integral equations, the Wu-Yang monopole configuration does not violate, in the sense of
distribution theory, the differential Bianchi identity, and that is why we call it a mild source.
Another intriguing point concerning the Wu-Yang monopole solution is that so far it
did not really possess a magnetic charge associated to it. Indeed, being a solution of the
pure Yang-Mills theory without a Higgs field, it does not possess, like the ’t Hooft-Polyakov
monopole does [8, 9], a topological charge that can be interpreted as a magnetic charge. In
addition, the usual (dynamically conserved) Noether magnetic charge of Yang-Mills theories
vanishes when evaluated on the Wu-Yang monopole solution [10]. We show in this paper
that the Wu-Yang monopole does possess a dynamically conserved non-vanishing magnetic
charge. It is constructed through the integral equations for the Yang-Mills theory [6, 7], and
its conservation comes from an iso-spectral time evolution of some special operators, in a
manner similar to what happens in integrable field theories, and so it is not a Noether charge.
In addition, contrary to the usual Noether magnetic charge, such charge is invariant under
general (large) gauge transformations.
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In order to address the singularity issue of the Wu-Yang monopole we use the recently
proposed integral equations for the Yang-Mills theory [6, 7] to fix in a unique way the type of
point source one needs to introduce to make the solution consistent. The result obtained is
then corroborated by the use of distribution theory in the differential Yang-Mills equations.
The result we find is that the magnetic field of the Wu-Yang monopole solution must satisfy
~D · ~B = −1
e
rˆ · ~T
r2
δ (r) (1.1)
where δ (r) /r2 is the radial part of the three dimensional Dirac delta function δ(3) (~r), e is the
gauge coupling constant, rˆ = ~r/r is the unit vector in the radial direction, and rˆ·~T = rˆaTa, with
Ta being the generators of the SU(2) Lie algebra, i.e. [Ta , Tb ] = i εabcTc, a, b, c = 1, 2, 3. The
magnetic field is defined as Bi = −12εijk Fjk, with the field tensor being Fµν = ∂µAν − ∂νAµ +
i e [Aµ , Aν ], µ, ν = 0, 1, 2, 3, and the covariant derivative being Dµ? = ∂µ ? +i e [Aµ , ? ].
With such a notation the Wu-Yang solution [1] reads
Ai = −1
e
εija
xj
r2
Ta , Fij =
1
e
εijk
xk
r3
rˆ · ~T (1.2)
with A0 = 0 and F0i = 0. The fact that the point source in (1.1) contains only the radial part
of the Dirac delta function will prove to be crucial for the compatibility between the results
about the analyticity of the solution, obtained through the integral equations of Yang-Mills
theory and that of distribution theory applied to the differential Yang-Mills equations. In
addition, it makes the source spherically symmetric under the joint action of physical space
and isospin space rotations.
The analysis of the singularity of the Wu-Yang monopole solution has to take into account
the fact that there are two types of magnetic fields relevant for its physical properties. The first
one is the usual magnetic field of Yang-Mills theory, the Hodge dual of the space components
of the field tensor, i.e. Bi = −12εijk Fjk. The second magnetic field appears in the context of
the integral equations for the Yang-Mills theory [6, 7]. In those equations the Yang-Mills field
tensor, as well as its Hodge dual, always appear conjugated by the Wilson line operator W i.e.
FWµν ≡ W−1 FµνW , where W is integrated along a path, starting at a given reference point and
ending at the point where Fµν is evaluated. Those paths are defined by the scanning of surfaces
and volumes used in the integral equations. Therefore, the second type of magnetic field that
we have is the usual non-abelian magnetic field Bi (the Hodge dual of Fij), conjugated by
the Wilson line operator, i.e. BWi ≡ W−1BiW . In the case of the Wu-Yang monopole the
conjugation by the Wilson operator renders the second magnetic field BWi lying in an abelian
U(1) subalgebra of the SU(2) Lie algebra, and its properties differ drastically from those of
Bi, and that plays a crucial role in our analysis. We now discuss these two types of magnetic
fields.
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2 The first type of magnetic field
The first type of magnetic field that we consider is the usual Hodge dual of the spatial part
of the field tensor, i.e. Bi = −12εijk Fjk, and so from the Wu-Yang monopole solution (1.2) we
have
~B = −1
e
rˆ
r2
rˆ · ~T (2.1)
Note that in fact, we have here three magnetic fields, since expanding it on a basis Ta, a =
1, 2, 3, of the SU(2) Lie algebra of the gauge group, one gets ~B = ~Ba Ta, with ~Ba = −1e rˆr2 rˆa.
We have dynamically conserved magnetic charges associated to such fields, that are obtained
from the Noether’s theorem applied to the gauge symmetry of the Yang-Mills action. However,
it is more convenient to get them directly from the differential Yang-Mills equations
DνF
νµ = Jµ DνF˜
νµ = jµ (2.2)
where F˜µν is the Hodge dual of the field tensor, i.e. F˜µν ≡ 12 εµνρλ F ρλ, and where we allowed
for a magnetic current jµ, besides the usual matter current Jµ. Indeed, writing the second set
of Yang-Mills equations (2.2) as
K˜µ ≡ ∂νF˜ νµ = −i e
[
Aν , F˜
νµ
]
+ jµ (2.3)
one gets that, due to the antisymmetry of the dual of the field tensor, the current K˜µ, has
a vanishing divergence everywhere, i.e. ∂µK˜
µ = 0, except perhaps at the origin where the
ordinary derivatives might not commute due to the singularity. We have that
K˜0 = −∂iBi = j0 ; K˜i = −∂0Bi = ji = 0 (2.4)
The fact that the spatial part of the magnetic current, ~j, has to vanish follows from the Yang-
Mills equations themselves, since ji = DjF˜
ji +D0F˜
0i = 0, because F˜ ji = 0 (no electric field),
and D0F˜
0i = 0, since A0 = 0, and the solution is static. Note that for the solution (1.2) the
commutator term in (2.3) vanishes, since A0 = 0 and F˜ij = 0, and so
[
Aν , F˜
νi
]
= 0. In
addition, one has
[
Aν , F˜
ν0
]
= − [Ai , Bi ] = − 1e2 εija rˆ
j
r
rˆi
r2
[
Ta , rˆ · ~T
]
= 0, since εija rˆ
i rˆj =
0. Note also that the gauge field Ai has a singularity at the origin of the form 1/r and the
magnetic field Bi a singularity of the form 1/r
2. Therefore, they are both locally summable
functions in three space dimensions (see [11] for details on that). Their product produces
terms with singularities of the form 1/r3, and therefore these are not locally summable in
three dimensions. However, the sum in the spatial index i in the commutator [Ai , Bi ],
cancels out those terms, i.e. we have that
[Ai , Bi ] = 0 ; and so DiBi = ∂iBi (2.5)
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Therefore, from the point of view of distribution theory such a commutator term does not
present problems for our analysis.
Thus, considering a three-volume Ω that does not contain the origin, we have that the
corresponding conserved magnetic charges are given by
Q˜Ω =
∫
Ω
d3x K˜0 =
∫
Ω
d3x j0 = −
∫
Ω
d3x ∂iBi = −
∫
∂Ω
dΣiBi (2.6)
where in the last equality we have used Gauss theorem (abelian Stokes theorem) to each
one of the three Lie algebra components Bai of the magnetic field Bi = B
a
i Ta. Let us now
consider a volume Ω as shown in Figure 1 with a border ∂Ω made of three surfaces, namely,
two spheres centered at the origin, one of them S2R with a very large radius, and the second
one S20 with a very small radius, and a very thin radial cylinder joining them. Therefore, the
origin is not inside the volume Ω. Using spherical polar coordinates, where x1 = r sin θ cosϕ,
x2 = r sin θ sinϕ, and x3 = r cos θ, we have that
rˆ · ~T = sin θ (cosϕT1 + sinϕT2) + cos θ T3 (2.7)
and so ∫
S2R
dΣiBi = −1
e
∫ pi
0
dθ
∫ 2pi
0
dϕ sin θ rˆ · ~T = 0 (2.8)
For the same reason we have that the surface integral on S20 (oriented inwards) vanishes, i.e.∫
S20
dΣiBi = 0. The surface integral on the radial cylinder vanishes because the magnetic field
Bi is radial and the area element dΣi on it, is perpendicular to the radial direction. That can
be repeated on any volume Ω not containing the origin, and the magnetic flux on its border
will always vanish. Therefore, from (2.6) one sees that the source j0 has to vanish everywhere
except perhaps at the origin.
Given the singularity of the magnetic field (2.1) at the origin, we now evaluate its ordinary
divergence using distribution theory [11]. The magnetic field (2.1) has a singularity 1/r2 at
the origin and so its components Bi are locally summable functions in IR
3. Therefore, we can
define the distributions
〈TBi ,Φ〉 ≡
∫
d3xBi Φ (2.9)
where the test functions Φ are C∞ functions that vanish outside a given compact region around
the origin. The distributions (2.9) are linear functionals on the vector space defined by the
test functions Φ. The derivatives of such distribution are defined as [11]
〈∂TBi
∂xj
,Φ〉 ≡ −〈TBi ,
∂Φ
∂xj
〉 = −
∫
d3xBi
∂Φ
∂xj
(2.10)
Even though the functions Bi may not have well defined derivatives at the origin, the distri-
butions 〈TBi ,Φ〉 do have, since the partial derivatives in (2.10) act on the C∞ test functions
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Figure 1: Surface ∂Ω made of two spheres centered at the origin and joined by a thin radial
cylinder.
Φ. In addition, different derivatives commute when acting on 〈TBi ,Φ〉. The distribution as-
sociated to the divergence of the magnetic field (2.1) is then obtained from (2.10) by taking
i = j, and summing over i, i.e.
〈T~∇· ~B,Φ〉 =
∫
d3~r ~∇ · ~B Φ = −
∫
d3~r ~B · ~∇Φ (2.11)
Note that the test functions Φ are not Lie algebra valued, but are ordinary scalar test functions.
The reason is that by expanding the magnetic field on a basis Ta, a = 1, 2, 3, for the SU(2)
Lie algebra as ~B = ~Ba Ta, one observes that (2.11) corresponds in fact to the three equations∫
d3~r ~∇ · ~Ba Φ = − ∫ d3~r ~Ba · ~∇Φ, for a = 1, 2, 3.
Again using spherical polar coordinates we have that only the radial part of ~∇Φ contributes
to the r.h.s. of (2.11), and so∫
d3~r ~∇ · ~B Φ = 1
e
∫
dθ dϕ sin θ rˆ · ~T [Φ (∞ , θ , ϕ)− Φ (0 , θ , ϕ)] . (2.12)
But Φ (∞ , θ , ϕ) = 0, since Φ vanishes outside the compact region, and Φ (0 , θ , ϕ) = Φ
(
~0
)
.
Therefore, using the same reasoning as in (2.7) and (2.8) one gets∫
d3~r ~∇ · ~B Φ = −1
e
Φ
(
~0
) ∫
dθ dϕ sin θ rˆ · ~T = 0. (2.13)
According to distribution theory one has to find a locally summable function u such that∫
d3~r u Φ =
∫
d3~r ~∇ · ~B Φ = 0 (2.14)
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which leads to the result ~∇ · ~B = u. Obviously the trivial function u = 0 does the job.
However, it is not the only one. Consider locally summable functions of the type
u = C
rˆ · ~T
r2
δ (r) (2.15)
where C is a constant. Then one gets
∫
d3~r u Φ = C
∫
dr dθ dϕ r2 sin θ
rˆ · ~T
r2
δ (r) Φ = C Φ
(
~0
) ∫
dθ dϕ sin θ rˆ · ~T = 0 (2.16)
where in the last equality we have used the same reasoning as in (2.13).
According to distribution theory [11] if the integral of a locally summable function u
multiplied by any test function Φ gives zero, then 〈Tu,Φ〉 is the zero distribution. Therefore,
the distributions associate to any of the functions (2.15) are the same as the zero distribution.
If two locally summable functions u1 and u2 lead to the same distributions, i.e. 〈Tu1 ,Φ〉 =
〈Tu2 ,Φ〉, then u1 and u2 can differ on a set of zero measure only [11], and that is what happens
with the functions (2.15). Consequently, from this point of view, the distribution associated
to the divergence of the magnetic field (2.1) is the zero distribution. Therefore, the divergence
of that magnetic field, and so the source j0, can differ from zero only on a set of zero measure.
The fact that they do not vanish in a set of zero measure will prove important in the global
analysis of the Wu-Yang solution in the next section.
One can then extend the definition of the conserved magnetic charges, introduced in (2.6),
to any volume containing the origin, and they will vanish. Indeed, one has that
Q˜IR3 =
∫
IR3
d3x K˜0 =
∫
IR3
d3x j0 = −
∫
IR3
d3x ∂iBi = −
∫
IR3
d3xC
rˆ · ~T
r2
δ (r) = 0
= −
∫
S2∞
dΣiBi =
1
e
∫ pi
0
dθ
∫ 2pi
0
dϕ sin θ rˆ · ~T = 0 (2.17)
where we have used the same reasoning as in (2.7) and (2.8) in the volume and surface
integrals. Therefore, the Wu-Yang monopole does not have a non-trivial, dynamically con-
served, magnetic charge associated to the magnetic field (2.1). Note in addition, that the
magnetic charges (2.6) (or (2.17)) are not gauge invariant, since under a gauge transformation
Aµ → g Aµ g−1 + (i/e) ∂µg g−1, one has that Q˜IR3 → −
∫
S2∞ dΣi g Bi g
−1. For gauge transfor-
mations where g goes to a constant element g0 at spatial infinity, then Q˜IR3 → g0 Q˜IR3 g
−1
0 ,
and so the eigenvalues of Q˜IR3 would be gauge invariant. But that is far from being true for
general gauge transformations. The fact that such magnetic charge of the Wu-Yang monopole
vanishes was already pointed out by Wu and Yang in their original paper [1] (see also [10]). Be-
fore we turn our analysis to the second magnetic field relevant for the physics of the Wu-Yang
magnetic monopole, let us discuss a further argument supporting the results above.
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2.1 The analysis by the smearing of the fields
Following [3] we consider a smeared version of the fields of the Wu-Yang magnetic monopole
(1.2) and (2.1) as
Areg.i = −
1
e
g (r, a) εija rˆ
j Ta , B
reg.
i = −
1
e
G (r, a) rˆi rˆ · ~T (2.18)
where a is a regularizing positive parameter, and the smearing functions g and G have to
satisfy
lim
a→0 g (r, a) =
1
r
; lim
r→∞ r g (r, a) = 1 (2.19)
and
lim
a→0 G (r, a) =
1
r2
; lim
r→∞ r
2G (r, a) = 1 (2.20)
The same reasoning leading to (2.5), also leads to [Areg.i , B
reg.
i ] = 0, and so
~D · ~Breg. = ~∇ · ~Breg. = −1
e
rˆ · ~T
(
G′ +
2G
r
)
= −1
e
rˆ · ~T H
′
r2
(2.21)
where primes denote derivatives w.r.t. r, and where we have introduced the function H (r, a) ≡
r2G (r, a). Note that the choice
G (r, a) =
1
r2 + a2
; and so H (r, a) =
r2
r2 + a2
(2.22)
satisfy the conditions (2.20). We then have
H ′ =
2
a
r/a(
1 + (r/a)2
)2 (2.23)
and so H ′ (0, a) = 0, H ′ (r, a) → 0, as r → ∞, and H ′ (r, a) has a maximum at r = a/√3.
Consequently, as a → 0, we have that H ′ diverges and its peak moves to r = 0. In addition,
we have that ∫ ∞
0
dr H ′ = 1 ; for any value of a (2.24)
Therefore, we conclude that
lim
a→0 H
′ (r, a) = δ (r) with
∫ ∞
0
dr δ (r) = 1 (2.25)
and where δ (r) /r2 is the radial part of the Dirac delta function. So, one then gets from (2.21)
that
lim
a→0
~D · ~Breg. = −1
e
rˆ · ~T δ (r)
r2
(2.26)
There are three main conclusions to take from such a result. First, (2.26) is compatible with
the analysis of section 2, using distribution theory, and leading to (2.15). Second, it fixes the
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value of the constant C, in (2.15), to −1/e, and so it makes (2.26) compatible with the main
claim of this paper stated in (1.1). Third, it shows that the results of [3] are not quite correct.
Indeed, in equation (11) of [3] it is claimed that the source on the r.h.s. of (2.26) should be
instead −4 pi rˆ · ~T δ(3) (~r), where δ(3) is the three-dimensional Dirac delta function. However,
from (2.21) one observes that the function multiplying rˆ · ~T , on its r.h.s., is a function of the
radial distance only, and so one should not expect, in the limit a → 0, a function depending
upon the angles too.
Of course, if one uses the regularized gauge potential Areg.i , given in (2.18), to calculate the
field tensor and so the magnetic field, one finds that the covariant divergence of that magnetic
field vanishes, since one is working with regular fields which certainly satisfy identities, namely
the Bianchi identity. That is in fact the result expressed in equation (7b) of reference [3]. Note
that the regularized magnetic field Breg.i , given in (2.18), is not that magnetic field obtained
from the field tensor associated to the regularized gauge field Areg.i , also given in (2.18), and
those are the reasons behind the ambiguous conclusions obtained in [3].
The result (2.26) was obtained from a particular choice of the regularizing function G (r, a),
given in (2.22), and a more general analysis is desirable. However, (2.26) alone already
strengthens the fact that (1.1) is indeed correct. We now turn to a more general and more po-
werful global analysis of the singularity of the Wu-Yang monopole using the integral equations
of Yang-Mills theory [12, 13].
3 The second type of magnetic field
The second type of magnetic field appears when applying the integral Yang-Mills equations
for the field configuration of the Wu-Yang magnetic monopole. Such integral equations for
the Yang-Mills theory were obtained in [6, 7] using a generalization [12, 13] of the non-abelian
Stokes theorem [14] for a pair (Bµν , Aµ), of an antisymmetric tensor Bµν and a one-form
connection Aµ, as follows. A more detailed discussion of such a theorem and the integral
Yang-Mills equations can be found in the Appendix A. Here we summarize the main results.
In a space-time M consider a three-volume Ω with border ∂Ω. Choose a reference point xR on
∂Ω and scan Ω with closed surfaces, based on xR, labelled by ζ, such that ζ = 0 corresponds
to the infinitesimal surface around xR, and ζ = ζ0 corresponds to ∂Ω. Each closed surface
scanning Ω, is scanned in its turn by closed loops, based on xR, labelled by τ , such that τ = 0
and τ = 2 pi correspond to the infinitesimal loops around xR, at the beginning and ending of
the scanning. Each loop on its turn is parameterized by σ, starting and ending at xR, such
that σ = 0 and σ = 2pi correspond to the end points of the loop. The generalized non-abelian
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Stokes theorem [12, 13, 6, 7] states that
V (∂Ω) ≡ P2 e
∫
∂Ω
dτdσW−1 BµνW dxµdσ d x
ν
d τ = P3 e
∫
Ω
dζ K ≡ U (Ω) (3.1)
where P3 and P2 mean volume and surface ordering respectively, according to the scanning
described above. The quantity V , on the left, is obtained by integrating the equation
d V
d τ
− V T (B, A, τ) = 0 with T (B, A, τ) ≡
∫ 2pi
0
dσ W−1 BµνW dx
µ
d σ
d xν
d τ
(3.2)
where the σ-integration is along the loop labeled by τ , and W is the Wilson line obtained by
integrating, along the loop, the equation
dW
dσ
+ i eAµ
d xµ
d σ
W = 0. (3.3)
On the other hand the quantity on the right, defined here as U (Ω), is obtained by integrating
the equation
dU
d ζ
−KU = 0 (3.4)
where K is given by
K ≡
∫ 2pi
0
dτ
∫ 2pi
0
dσV
{
W−1 [DλBµν +DµBνλ +DνBλµ] W dx
µ
d σ
d xν
d τ
d xλ
d ζ
−
∫ σ
0
dσ′
[
BWκρ (σ′)− ieFWκρ (σ′) , BWµν (σ)
] dxκ
dσ′
dxµ
dσ
×
(
d xρ (σ′)
d τ
d xν (σ)
d ζ
− d x
ρ (σ′)
d ζ
d xν (σ)
d τ
)}
V −1 (3.5)
where we have introduced the notation XW ≡ W−1XW . The integral equations for the Yang-
Mills theory [6, 7] is obtained from such generalized non-abelian Stokes theorem by taking the
connection Aµ to be the Yang-Mills gauge field satisfying the differential Yang-Mills equations
(2.2), and the antisymmetric tensor Bµν to be a linear combination of the field tensor and its
Hodge dual, i.e.
Bµν = i e
[
αFµν + β F˜µν
]
(3.6)
The parameters α and β are arbitrary and can in fact be even complex. One can expand both
sides of the Yang-Mills integral equations (3.1), in powers of α and β, and obtain an infinite
number of integral equations which must be satisfied by any solution. See [15] for a detailed
study in the case of the ’t Hooft-Polyakov monopole. The quantity K given in (3.5) becomes
K ≡
∫ 2pi
0
dτ
∫ 2pi
0
dσV
{
i eW−1
[
α j˜µνλ + β J˜µνλ
]
W
dxµ
d σ
d xν
d τ
d xλ
d ζ
+ e2
∫ σ
0
dσ′
[ (
(α− 1) FWκρ + β F˜Wκρ
)
(σ′) ,
(
αFWµν + β F˜
W
µν
)
(σ)
] dxκ
dσ′
dxµ
dσ
×
(
d xρ (σ′)
d τ
d xν (σ)
d ζ
− d x
ρ (σ′)
d ζ
d xν (σ)
d τ
)}
V −1 (3.7)
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where j˜µνλ and J˜µνλ are the Hodge duals of the magnetic and electric currents respectively,
i.e. jµ = 1
3!
εµνρλ j˜νρλ and J
µ = 1
3!
εµνρλ J˜νρλ.
As explained in [6, 7] the integral equations for the Yang-Mills theory lead in a quite
natural way to the construction of dynamically conserved electric and magnetic charges. Such
charges are obtained as eigenvalues of the operator
QS = P2e
ie
∫
∂S dτdσW
−1 (αFij+βF˜ij)W dx
i
dσ
dxj
dτ = P3e
∫
S dζ K , (3.8)
where S is the spatial sub-manifold of the space-time under consideration. It is shown in [6, 7]
that, under appropriated boundary conditions where the field tensor and the currents (mag-
netic and electric) have to fall to zero as 1/r3/2+δ
′
and 1/r2+δ, respectively, with δ , δ′ > 0, such
an operator has an iso-spectral evolution in time, and so it eigenvalues are conserved. Those
eigenvalues are the dynamically conserved charges of the Yang-Mills theory, and contrary to
the Noether charges (see (2.6)), they are invariant under general gauge transformations. As
we show below the magnetic charge associated to (3.8) does not vanish when evaluated on the
Wu-Yang monopole.
We now apply the integral Yang-Mills equations (3.1) to the fields of the Wu-Yang magnetic
monopole. In order to avoid problems with the singularity of that configuration we shall work
with three-volumes Ω that do not contain the origin. So, we will be dealing with volumes of
the type shown in Figure 1.
The crucial property of the Wu-Yang solution, for our calculations, is that the field tensor
conjugated by the Wilson line, namely W−1 FijW , has a fixed direction in the Lie algebra,
and so effectively becomes abelian. That is a consequence of the fact that the Lie algebra
element rˆ · ~T is covariantly constant. Indeed, one can check that for the connection (1.2) one
has
i e
[
Ai , rˆ · ~T
]
=
1
r
(
rˆi rˆ · ~T − Ti
)
= −∂i rˆ · ~T (3.9)
and so Di rˆ · ~T = 0. Therefore, using (3.3) one gets
d
dσ
(
W−1 rˆ · ~T W
)
= W−1
(
Di rˆ · ~T
)
W
dxi
d σ
= 0. (3.10)
Consequently, the quantity W−1 rˆ · ~T W is the same in any point of a given loop, scanning
the surfaces and volumes, and so equal to its value at the reference point xR, where all the
loops start and end. By fixing the integration constant in (3.3) to be unity one gets that the
Wilson line W is unity at the reference point. Therefore
W−1 rˆ · ~T W = TR; and so W−1 FijW = 1
e
εijk
xk
r3
TR (3.11)
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where TR ≡ rˆR · ~T , and rˆR is the unit radial vector at the reference point xR, and where we
have used (1.2). Note that the derivatives in (3.9) and (3.10) do not involve the radial variable
r, since the unit vector rˆ does not depend upon it, and so we do not have problems with the
singularity at the origin in the derivation of (3.9) and (3.10). In addition, the derivatives of the
Wilson line W do not present problems either. Indeed, the evaluation of the Wilson operator
even for loops that pass through the Wu-Yang monopole singularity presents no problem as
explained in the appendix of [6].
From (3.11) we then come to the definition of the second magnetic field, as the conjugation,
by the Wilson line, of the usual magnetic field (2.1), i.e.
~BW ≡ W−1 ~BW = −1
e
rˆ
r2
TR (3.12)
Note that contrary to (2.1), which is non-abelian and has three components, i.e. ~B = ~Ba Ta,
the magnetic field (3.12) is abelian and has just one component along the Lie algebra element
TR, defined by the direction of the unit vector rˆ, at the reference point xR. The fact that ~B
W
depends upon the choice of reference point does not introduce physical problems since the
integral Yang-Mills equations transform in a covariant way under the change of that choice
(see [6] for details on that).
In the calculations involving the Yang-Mills integral equations we shall consider purely
spatial three-volumes Ω, and so all derivatives of the time coordinate x0, w.r.t. the parameters
σ, τ and ζ vanish. Therefore, the components B0i and A0, of the antisymmetric tensor
and of the gauge field, will not enter in the calculation (in fact A0 = 0 for the solution
(1.2)). Since F˜ij = 0 for the Wu-Yang monopole (1.2), one has, from (3.6), that Bij =
i e α Fij = −i e α εijk Bk. Therefore, the connection T (B, A, τ) in (3.2) becomes abelian, i.e.
T (B, A, τ) = −i e α ∫ 2pi0 dσ BWi εijk d xjd σ d xkd τ . Consequently, the integration to obtain V in (3.2)
does not need the surface ordering because the integrand in the definition of T (B, A, τ) lies
in the direction of TR for any value of σ and τ . So one has that
V (∂Ω) = exp
[
−i e α
∫
∂Ω
~BW · d~Σ
]
= exp
[
i α TR
∫
∂Ω
d~ω · rˆ
]
(3.13)
where we have denoted εijk
d xj
d σ
d xk
d τ
dσ dτ ≡ dΣi ≡ r2 dωi, with d~Σ being the vector perpen-
dicular to the surface ∂Ω at any given point, and whose modulus is the area element of ∂Ω
at that point. On its turn d~ω is a vector also perpendicular to the surface ∂Ω at any given
point, such that the scalar product d~ω · rˆ is the solid angle element at that point of ∂Ω seen
from the origin of the coordinate system. We shall assume that the scanning of the surface
∂Ω by loops, parameterized by σ and τ , is such that d~Σ points outward ∂Ω. If that is not the
case one gets a minus sign in the definitions of d~Σ and d~ω.
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For the surface ∂Ω given in Figure 1 one has that
V
(
S2R
)
= exp [i 4 pi αTR] and V
(
S20
)
= exp [−i 4pi αTR] (3.14)
since d~Σ points outward ∂Ω, and so outward S2R, and inward S
2
0 . The quantity V evaluated
on the thin radial cylinder becomes V (cylinder) = 1l, since d~Σ · rˆ = 0 on that surface because
d~Σ is perpendicular to the radial direction there. Consequently
V (∂Ω) = V
(
S2R
)
V (cylinder) V
(
S20
)
= 1l (3.15)
Such a result remains valid for any volume that does not contain the origin, since the r.h.s.
of (3.13) measures the solid angle associated to the surface ∂Ω as seen from the origin.
Another consequence of (3.11) is that the commutator term in (3.5) (or (3.7)) vanishes,
i.e. [
BWij (σ′)− ieFWij (σ′) , BWkl (σ)
]
= −e2 α (α− 1)
[
FWij (σ
′) , FWkl (σ)
]
= 0 (3.16)
Note from (3.7) that such a commutator term contributes to the volume integral in (3.1),
together with j˜µνλ and J˜µνλ, as densities for the electric and magnetic charges. It is a non-
linear term that corresponds in fact to the charges carried by the non-abelian gauge fields. In
the case of the ’t Hooft-Polyakov magnetic monopole such commutator term does not vanish
and it accounts for the total of the dynamical magnetic charge of the configuration, since there
are no magnetic sources associated to that solution [15]. So, contrary to the ’t Hooft-Polyakov
monopole, the Wu-Yang monopole does not receive any contribution to its magnetic charge
from such non-linear term, and so from the self-interacting non-abelian gauge fields.
Using (2.2) one gets that
(Di Fjk +Dj Fki +Dk Fij)
d xi
d σ
d xj
d τ
d xk
d ζ
= j0 εijk
d xi
d σ
d xj
d τ
d xk
d ζ
. (3.17)
Therefore, the quantity K introduced in (3.5), for the Wu-Yang monopole and for the case of
Ω being purely spatial, becomes
K = ieα
∫ 2pi
0
∫ 2pi
0
dτdσV W−1 j0W V −1εijk
d xi
d σ
d xj
d τ
d xk
d ζ
. (3.18)
We have seen in section 2 that the density of magnetic charge j0, for the Wu-Yang monopole,
vanishes everywhere except perhaps at the origin. Since we are dealing with volumes Ω that
do not contain the origin, one then concludes that K = 0, and so
U (Ω) = 1l ; for volumes Ω not containing the origin (3.19)
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From (3.15) and (3.19) one then observes that the surface and volume integrals agree when
the volume Ω does not contain the origin, and so the integral Yang-Mills equation (3.1) work
perfectly well for the Wu-Yang monopole in that situation.
The question now is if one can extend the application of the integral Yang-Mills equations to
volumes Ωˆ containing the origin. In order to elucidate that, let us apply distribution theory to
analyze the divergence of the magnetic field (3.12). Note that each component of the magnetic
field (3.12) has a singularity 1/r2 at the origin, and so they are locally summable functions in
IR3. Therefore, similarly to (2.9), one can introduce the distributions 〈TBWi ,Φ〉 ≡
∫
d3xBWi Φ.
Following (2.11) we have that the distribution associated to the divergence of ~BW is
〈T~∇· ~BW ,Φ〉 =
∫
d3~r ~∇ · ~BW Φ = −
∫
d3~r ~BW · ~∇Φ
=
1
e
∫
dθ dϕ sin θ TR [Φ (∞ , θ , ϕ)− Φ (0 , θ , ϕ)]
= −4 pi
e
TR Φ
(
~0
)
(3.20)
We now have to find a localy summable function uˆ such that
∫
d3~r uˆ Φ gives that same result
for any test function Φ, and so we can say that ~∇ · ~BW = uˆ. There are however two functions
satisfying that condition given by
uˆ1 = −1
e
δ (r)
r2
TR ; uˆ2 = −4pi
e
δ(3) (~r) TR (3.21)
where δ(3) (~r) is the three-dimensional Dirac delta function centered at the origin, and δ(r)
r2
is
its radial part. Indeed, using the same reasonings leading to (2.16), we have that∫
d3~r uˆ1 Φ = −1
e
TR
∫
d3~r
δ (r)
r2
Φ = −4pi
e
TR Φ
(
~0
)
(3.22)
and ∫
d3~r uˆ2 Φ = −4pi
e
TR
∫
d3~r δ(3) (~r) Φ = −4pi
e
TR Φ
(
~0
)
(3.23)
Consider now a Lie algebra valued quantity X (xP ) evaluated on a given point xP of the
volume Ω, and consider the conjugation W−1X (xP ) W , where the Wilson line operator W
is obtained by integrating (3.3) from the reference point xR to the point xP through the
loop to which xP belongs to in that given scanning. Therefore, using (3.3), and performing
calculations similar to those in (3.10), one gets that
d
dσ
(
W−1X (xP ) W
)
= W−1DiX (xP ) W
dxi
d σ
(3.24)
and so we have that [
∂i
(
W−1X (xP ) W
)
−W−1DiX (xP ) W
] d xi
d σ
= 0 (3.25)
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Therefore, the component of [∂i (W
−1X (xP ) W )−W−1DiX (xP ) W ], tangent to the curve,
where W is evaluated, at the point xP has to vanish. If one takes xP to be the origin of the
Cartesian coordinates, it turns out that all tangent vectors to the curve are radial, and so one
must have
∂r
(
W−1X (0) W
)
−W−1DrX (0) W = 0 (3.26)
where r is the radial variable in the spherical polar coordinates. As shown in the appendix
of [6], there are no problems in calculating the Wilson line W on curves passing through the
origin for the Wu-Yang connection Ai, given in (1.2), due to its singularity. Therefore, W
in (3.26) is well defined even when integrated from the reference point xR up to the origin.
Taking X, in (3.26), to be the radial component of the magnetic field one gets
∂r
(
W−1Br (0) W
)
−W−1Dr Br (0) W = 0 (3.27)
Since the Wu-Yang magnetic field (2.1) has only radial components, one can write (3.27) as
~∇ · ~BW (0)−W−1 ~D · ~B (0) W = ~∇ · ~BW (0)−W−1 ~∇ · ~B (0) W = 0 (3.28)
where in the first equality we have used (2.5), and where ~BW is defined in (3.12). We have
shown that the divergences of ~B and ~BW , for the Wu-Yang solution, vanish everywhere in
IR3, except perhaps at the origin of the Cartesian coordinates. Therefore, we have established
that everywhere in IR3 the following relation holds true for the Wu-Yang monopole solution
~∇ · ~BW = W−1 ~∇ · ~BW (3.29)
Therefore, using (2.15) and (3.11) we have that
W−1 ~∇ · ~BW = CW−1 rˆ · ~T W δ (r)
r2
= C
δ (r)
r2
TR (3.30)
Note that the conjugation by the Wilson line W has mapped the function (2.15), that has
components along the three generators of the SU(2) Lie algebra, Ta, a = 1, 2, 3, to a given
function that has only one component along the generator TR of the same Lie algebra. That
is a very important fact since, as shown in (2.13) and (2.16), it is the term rˆ · ~T , and not
the delta function, that makes the integral of those functions to vanish when multiplied by
any test function, and consequently making the associated distribution equivalent to the zero
distribution. On the other hand, the function on the r.h.s. of (3.30), or equivalently the
function uˆ1 given in (3.21), do not lead to the zero distribution, as shown in (3.22), because
it does not have that angular term rˆ · ~T .
Consequently, comparing (3.29) and (3.30) with (3.21) one concludes that the function uˆ2
in (3.21) has to be discarded, and the value of C in (2.15) has to be fixed as
C = −1
e
(3.31)
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and so we have that
~∇ · ~BW = −1
e
δ (r)
r2
TR ; and ~∇ · ~B = −j0 = −1
e
rˆ · ~T δ (r)
r2
(3.32)
where we have used the relation (2.4) between the divergence of Bi and the density of magnetic
charge j0. Using (2.5) one then concludes that (3.32) justifies our claim (1.1).
We stress that in the local analysis of the Yang-Mills differential equations, discussed in
section 2, we obtained that all the locally summable functions given in (2.15) lead to the
zero distribution. However, functions that lead to the same distribution can differ in a set of
zero measure [11], which in our case is the origin of the Cartesian coordinate system. Such a
difference, in a set of zero measure, is of crucial importance when analyzing the global aspects
of the Wu-Yang solution in the context of the integral Yang-Mills equations. The equation
(3.29), which is a non-local relation due to the Wilson line W , is responsible for the selection
of the unique function, given in (1.1) and (3.32), that is compatible with the local and global
aspects of the Wu-Yang solution.
We now turn to the the integral Yang-Mills equations and apply them to volumes Ωˆ that
contain the origin inside it. Clearly, the surface integral can be easily calculated using the
same procedures leading to (3.13), and the result is that the flux of the magnetic field (3.12) is
non-trivial, since the l.h.s. of (3.13) measures the solid angle, seen from the origin, associated
to surface ∂Ωˆ (border of Ωˆ). The result is
V
(
∂Ωˆ
)
= exp [i 4pi αTR] ; for a volume Ωˆ containing the origin (3.33)
Using (3.11) and (3.32) one gets that W−1 j0W = 1e
δ(r)
r2
TR. For the Wu-Yang monopole we
have that F˜ij = 0 (no electric field). Therefore, from (3.11) and (3.6) one gets that T (B, A, τ)
given in (3.2) becomes
T (B, A, τ) = 1
e
TR
∫ 2pi
0
dσ εijk
xk
r3
d xi
d σ
d xj
d τ
(3.34)
Consequently, the integration of the equation for V in (3.2) leads to operators V belonging
to the U(1) group generated by TR, and so V W
−1 j0W V −1 = 1e
δ(r)
r2
TR. From (3.18) one
observes that K has components in the direction of TR only, and so the integration in (3.4), to
obtain U , does not need the volume ordering, since K becomes abelian. Therefore, considering
a volume Ωˆ containing the origin, one gets
U
(
Ωˆ
)
= exp
[
i α TR
∫
Ωˆ
d3~r
δ (r)
r2
]
= exp [i 4pi αTR] (3.35)
where we have denoted d3~r = εijk
d xi
d σ
d xj
d τ
d xk
d ζ
dσ dτ dζ. We have assumed that the scanning of
the surfaces with loops, parameterized by σ and τ , is such that the vector εijk
d xi
d σ
d xj
d τ
points
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outwards the surface. Since ζ grows in the direction outwards the surface, it turns out that
dζ dτ dσ εijk
d xi
d σ
d xj
d τ
d xk
d ζ
= d3~r (if the scanning does not satisfy that condition one gets −d3~r
instead). Comparing (3.33) and (3.35) one concludes that, as a consequence of (3.32), the
Wu-Yang monopole configuration also satisfies the Yang-Mills integral equations for volumes
Ωˆ containing the origin. Note that the agreement between (3.33) and (3.35) occurs only for
the functions given in (3.32). Therefore, the integral Yang-Mills equations also select, among
the functions (2.15), the unique function corresponding to the value of C given in (3.31).
In the integral Yang-Mills equations the components of the field tensor (and its dual)
always appear conjugated by the Wilson line W . For the case of the Wu-Yang monopole
configuration we have just seen that those conjugated terms are all in the direction of the
Lie algebra element TR, the value of rˆ · ~T at the reference point xR. Therefore, everything
becomes abelian and the surface and volume orderings are unnecessary. In addition, since the
parameter α appearing in the integral equations is arbitrary (see [15]), then one can expand
the integral Yang-Mills equations in powers of that parameter. The linear term in α, for
the Wu-Yang monopole configuration, gives the integral equation, valid for any volume Ωˆ
including or not the origin,∫
∂Ωˆ
~BW · d~Σ =
∫
Ωˆ
d3~r W−1 ~∇ · ~BW =
∫
Ωˆ
d3~r ~∇ · ~BW (3.36)
where in the last equality we have used (3.29). But that is exactly the Gauss law (abelian
Stokes theorem) for the magnetic field ~BW , introduced in (3.12), and it therefore follows from
the integral Yang-Mills equation (3.1) for the case of the Wu-Yang monopole solution.
The same reasonings apply to the conserved charges which are the eigenvalues of the
operator in (3.8). In fact, (3.8) have the same structure of the integral Yang-Mills equations,
and so for the Wu-Yang monopole all terms lie in the direction of the same Lie algebra element
TR. Therefore, expanding both sides (3.8) in powers of α one gets conserved charges for every
term of the series. However, due to the abelian structure the higher charge operators are
powers of the linear one and one gets just a finite number of conserved magnetic charges.
They are the eigenvalues of the following operator, coming from the linear term in α of the
expansion of (3.8),
QYM ≡
∫
∂S
~BW · d~Σ =
∫
S
d3~r ~∇ · ~BW = −4pi
e
TR (3.37)
where S is the spatial sub-manifold, i.e. S ≡ IR3. Contrary to the usual Noether charges
(2.17), these are non-vanishing and invariant under general gauge transformations [6, 7]. In
addition, they do not depend upon the choice of the reference point xR, since as shown in
[6, 7], TR changes by conjugation by the Wilson line operator W , joining the new and old
reference points through a given curve, and so its eigenvalues do not change. In a spin j
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representation of the SU(2) gauge group, the magnetic charges are
eigenvalues of QYM = −4pi
e
(j , j − 1 , . . . , −j) (3.38)
Therefore we have established that the Wu-Yang monopole solution does possess dynamically
conserved non-vanishing magnetic charge associated to it. As discussed in [6, 7], at the classical
level there are no ways of fixing the representation where the eigenvalues should be evaluated.
A more detailed discussion of that issue is given in [16].
We would like to conclude this section with two comments concerning the role of the
singularity of the Wu-Yang monopole in two other calculations. First, note that the gauge
potential Ai given in (1.2) is also singular at the origin, and one could wonder if the evaluation
of the curl of Ai, to obtain Bi, leads to singular terms like a Dirac string. However using
distribution theory to evaluate the curl as
∫
d3~r ~∇ ∧ ~A Φ = − ∫ d3~r ~A ∧ ~∇Φ, one gets that
~∇∧ ~A = 2
e
rˆ
r2
rˆ · ~T , and so there are no singularities besides 1/r2.
Second, for the Wu-Yang monopole solution (1.2) the electric current Jµ, given in (2.2),
has to vanish. Indeed, the time component J0 vanishes because the solution is static, A0 = 0,
and F0i = 0. For the space components J
i one has to take care in the evaluation of ∂jF
ji,
because of the singularity at the origin. However, using distribution theory as we did above
one can show that ∂jFji =
1
e
εijk
xj
r4
Tk, and so there is only the usual singularity at the origin
1/r3, and nothing else. Then one obtains that J i has indeed to vanish due to the differential
Yang-Mills equations.
4 Conclusions
We have shown that the Wu-Yang monopole solution does need a source to sustain it. That
was established using distribution theory to the differential Yang-Mills equations and also the
integral Yang-Mills equations constructed in [6, 7]. In fact, these integral equations played a
crucial role in the analysis because it introduced another type of magnetic field, introduced
in (3.12), that allowed to fix in a unique way the function that characterizes the source of
Wu-Yang magnetic field.
It is well know in distribution theory that, if two locally summable functions give the same
result when multiplied by any test function Φ and integrated in the domain of these tests
function, then those two functions lead to the same distribution. Therefore, in this sense, all
the functions (2.15) lead to the zero distribution. Consequently, the point source introduced in
this paper (see (1.1)), to sustain the Wu-Yang solution, does not violate the Bianchi identities
in the sense of distribution theory, since the distribution associated to such a source is the
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zero distribution. That is why we call it a mild source. However, functions leading to the
same distribution can differ in a set of zero measure, which is exactly what happens with the
functions (2.15). Such a set of zero measure (the origin) is crucial for the integral Yang-Mills
equations, and also for the second magnetic field introduced in (3.12). The local analysis
of the Yang-Mills differential equations, through distribution theory, does not fix the source
needed for the Wu-Yang monopole solution, since any of the functions (2.15) lead to the same
distribution. The integral Yang-Mills equations bring the global properties of the solution into
the analysis and the differences among those sources, in a set of zero measure, matters in a
crucial way. In fact, as we have shown, the integral equations are compatible with only one of
those sources, namely that one given on the r.h.s. of (1.1). The selection of that unique source
is a consequence of the relation (3.29) between the divergences of the two types of magnetic
fields relevant to the physical properties of the Wu-Yang monopole solution. Note that (3.29)
is a non-local relation since it involves the Wilson line W .
Finally we would like to comment that the SU(2) Wu-Yang monopole solution can be
embedded in any Yang-Mills theory associated to any compact group G that contains SU(2)
as a subgroup. Therefore, the Wu-Yang monopole is a classical solution of all those Yang-Mills
theories where the gauge symmetry is not broken. In particular it is a classical solution of
QCD, and the results of the present paper might have important physical consequences there.
It would be interesting to investigate if the point magnetic source constructed here has any
physical role in QCD.
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A The Yang-Mills integral equations
The basic ingredient for the construction of integral equations for gauge theories is the Stokes
theorem for an antisymmetric rank two tensor Bµν , that relates the flux of such a tensor
through a surface ∂Ω, which is the border of a volume Ω, to the integral of the curvature of
that tensor on the volume Ω. For an abelian gauge theory, like electrodynamics, one uses the
well known abelian Stokes theorem∫
∂Ω
Bµν dxµ ∧ dxν =
∫
Ω
[∂µBνρ + ∂νBρµ + ∂ρBµν ] dxµ ∧ dxν ∧ dxρ (A.1)
Indeed, by taking Bµν to be a linear combination of the field tensor Fµν , and its Hodge dual,
F˜µν ≡ 12 εµνρσ F ρσ, i.e.
Bµν ≡ αFµν + βF˜µν (A.2)
and using Maxwell’s equations, ∂µFνρ+∂νFρµ+∂ρFµν = 0, and ∂µF˜νρ+∂νF˜ρµ+∂ρF˜µν = J˜µνρ,
where J˜µνρ ≡ 13!εµνρσ Jσ, is the Hodge dual of the electric four-current Jµ, one gets from (A.1)
the integral equations for electrodynamics, i.e.∫
∂Ω
[
αFµν + βF˜µν
]
dxµ ∧ dxν =
∫
Ω
β J˜µνρ dx
µ ∧ dxν ∧ dxρ (A.3)
In the case where the volume Ω is purely spatial, one gets for α = 0 the Gauss law,
∫
∂Ω
~E ·d~Σ =
q, with q the electric charge inside Ω, and for β = 0 one gets
∫
∂Ω
~B · d~Σ = 0, where ~E and ~B
are the electric and magnetic fields respectively, i.e. Ei = F0i and Bi = −12εijkFjk. For the
case where Ω is a hyper-cylinder with the bottom and top bases being purely spatial and the
height purely temporal, one gets the integral Faraday law for β = 0 (in the limit where the
cylinder’s height goes to zero), and its electric counterpart for α = 0.
The construction of the integral equations for non-abelian gauge theories requires the non-
abelian version of the Stokes theorem for an antisymmetric rank two tensor, and that has been
constructed in [12, 13, 6, 7]. The main difficulty in the implementation of that theorem is that
the components of that tensor at different points of space-time do not commute, and so the
integrals have to be ordered. The best way of doing that is to scan the volume Ω with closed
two dimensional surfaces based at a reference point xR on the border ∂Ω of Ω. We label such
surfaces with a parameter ζ such that ζ = 0 corresponds to the infinitesimal closed surface
around xR, and ζ = 2pi to the border ∂Ω. Each closed surface on its turn is scanned by loops
starting and ending at xR, and they are labelled by a parameter τ , varying from 0 to 2 pi, such
that τ = 0 corresponds to a infinitesimal loop around xR, then as τ varies the loops scan the
surface and it ends, at τ = 2pi, on another infinitesimal loop around xR on the other side of
it. The loops are parameterized by a parameter σ such that σ = 0 and σ = 2pi correspond to
the starting and ending points of the loop that coincide with the reference point xR on ∂Ω.
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Another difficulty related to the non-commutativity of the components of the tensor Bµν
concerns the gauge covariance of the non-abelian Stokes theorem. If the the rank two tensor is
going to be related to the field tensor of the non-abelian gauge theory as in (A.2), then under
a gauge transformation Aµ → g Aµ g−1 + ie ∂µg g−1, where Aµ is the non-abelian gauge field,
and e the gauge coupling constant, one gets that Bµν transforms as Bµν → g Bµν g−1. But any
surface ordered integral of such a tensor will transform under the gauge group in a terrible way.
To circumvent it we conjugate Bµν with the Wilson line W defined in (3.3). Under a gauge
transformation, W transforms as W → g (xf ) W g−1 (xi), where xi and xf are respectively the
initial and final points of the curve where W is defined. In a given scanning any point of the
volume Ω belongs to a unique closed surface and to a unique loop. Therefore, for any point x of
the volume Ω we consider a Wilson line W (x) obtained by integrating (3.3) from the reference
point xR up to x along the loop to which x belongs in the chosen scanning of Ω. Therefore,
the quantity BWµν ≡ W−1 (x) Bµν (x) W (x), transforms as BWµν → g (xR) BWµν g−1 (xR). The
ordered surface integral of such quantity has a quite simple gauge transformation, since its
transformation law only involves the gauge group element evaluated at the reference point xR,
and so effectively it transforms under a global gauge transformation.
The first step to construct the non-abelian Stokes theorem is to associate to every closed
surface scanning the volume Ω, a quantity V as defined in (3.2). Note that V is a surface
ordered integral, and the ordering is given by the chosen scanning of Ω as explained above.
Indeed, we first evaluate T (B, A, τ) on each loop scanning the surface, and then integrate
along the surface according to the ordering of the loops labelled by τ . The second step
is to determine how V changes when one performs an infinitesimal variation of the closed
surface associate to it. So, each point xµ of the surface is changed as xµ → xµ + δxµ, and
the variation δxµ is perpendicular to the surface. However, the reference point xR is kept
fixed, i.e. δxµ (xR) = 0. The quantity V changes to V + δV , and such variation is given by
[12, 13, 6, 7]
δV V −1 =
∫ 2pi
0
dτ V (τ)
∫ 2pi
0
dσ
{
W−1 [DλBµν +DµBνλ +DνBλµ] W dx
µ
d σ
d xν
d τ
δ xλ
−
∫ σ
0
dσ′
[
BWκρ (σ′)− ieFWκρ (σ′) , BWµν (σ)
] dxκ
dσ′
dxµ
dσ
×
(
d xρ (σ′)
d τ
δ xν (σ)− δ xρ (σ′) d x
ν (σ)
d τ
)}
V −1 (τ) (A.4)
The third step to obtain the non-abelian Stokes theorem is to realize that as we vary the
parameter ζ, used in the scanning of Ω as discussed above, we vary the surfaces scanning it.
Therefore, the relation (A.4) can be seen as a differential equation for V in the parameter ζ.
Indeed, dividing both sides of (A.4) by δζ, and taking the limit δζ → 0, one gets that (A.4)
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becomes the differential equation
d V
d ζ
−K V = 0 (A.5)
with K given by (3.5). We now have two different ways of obtaining V for a given closed
surface. The first one is through (3.2) and the other one through (A.5). Integrating (A.5)
from the infinitesimal closed surface around the reference point xR, corresponding to ζ = 0, up
to the closed surface which matches to the border ∂Ω, corresponding to ζ = 2pi, we obtain the
quantity V associated to the border of Ω, i.e. V (∂Ω). On the other hand, if we integrate (3.2)
on ∂Ω, we must obtain the same quantity. We then obtain the non-abelian Stokes theorem as
stated in (3.1) where U (Ω) stands for V (∂Ω) as obtained from (A.5), or equivalently (3.4).
The non-abelian Stokes theorem (3.1) constitutes a generalization of the abelian theorem
(A.1), in the sense that (A.1) follows from (3.1) in the case where the tensor Bµν and the
connection Aµ lie on an abelian Lie algebra. In fact, the connection disappears from the
statement of the theorem since it only enters in it through the Wilson line which now is
abelian and so its conjugation is trivial, and also through the commutator in the covariant
derivatives Dµ, which also trivializes. In addition, the ordering of the surface and volume
integrals become unnecessary since everything is now abelian. It is worth noting that the
non-abelian theorem (3.1) is not only defined for a given volume and its border, but also
for a given chosen scanning of the volume. By changing the scanning without changing the
physical volume, both sides of (3.1) do change. However, by the construction of the theorem
it is guaranteed that both sides remain equal to each other in the new scanning. So, it is
correct to say that the non-abelian Stokes theorem (3.1) transforms in a covariant way under
repameterization of the volumes and surfaces. In fact the correct mathematical language for
the theorem (3.1) is that of generalized loop spaces. The scanning of the volume Ω make its
points to be functions of the scanning parameters, i.e. xµ = xµ (σ, τ, ζ). The closed surfaces
based at the reference point are in fact images of a map from a two-sphere S2, with coordinates
(σ, τ), and the relevant loop space is given by the following space of functions γ
L(2) ≡ {γ : S2 → Ω | north pole of S2 → xR} (A.6)
Each closed surface based at xR, scanning Ω, is a point of L(2), and since the scanning makes
the volume Ω to be a collection of such points, one can see Ω as a path in L(2). Obviously,
there is an infinite number of paths in L(2) corresponding to the same physical volume Ω, and
that is the reparameterization freedom one has in the formulation of (3.1). Therefore, (3.1) is
formulated on a given path in L(2), and not only on the physical volume Ω.
The theorem (3.1) also transforms in a covariant way under gauge transformations, since
all quantities appear conjugated by the Wilson line and so by the arguments given above,
both sides of (3.1) transform by conjugation by the element of the gauge group evaluated at
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the reference point, i.e. g (xR). Note in addition, that all contractions of indices appearing in
(3.1) are pure sums, and do not involve a metric. Therefore, the non-abelian Stokes theorem
(3.1) is valid for volumes on a curved space-time. The only restriction is that the volumes
must be topologically trivial, i.e. should have no holes or handles. It is not difficult to adapt
the theorem to the cases where the volumes are topologically non-trivial.
The integral equations for non-abelian gauge theories are a direct consequence of the non-
abelian Stokes theorem (3.1) and the differential Yang-Mills equations (2.2), in the same
way the integral equations for electrodynamics are a direct consequence of the abelian Stokes
theorem (A.1) and Maxwell’s equations. Indeed, replacing the rank two tensor Bµν in (3.1)
by the linear combination (3.6), and making use of the differential Yang-Mills equations (2.2),
one gets the integral equations
P2 e
i e
∫
∂Ω
dτdσW−1 [αFµν+β F˜µν]W dx
µ
dσ
d xν
d τ = P3 e
∫
Ω
dζ K (A.7)
with K being given now by (3.7). The relations (A.7) are the integral equations for Yang-Mills
theories [6, 7].
The inverse relation is also true, i.e. the Yang-Mills differential equations follow from
the integral equations (A.7). Indeed, consider the limit where the volume Ω becomes an
infinitesimal volume around the reference point xR of size ε. By expanding both sides of (A.7)
in powers of ε, the differential Yang-Mills equations are recovered as the terms in first order
in ε. To make it concrete, take Ω as the infinitesimal cube of sides dxµ, dxν and dxλ, and xR
to be located at one of its vertices, both sides of the integral equation (A.7) are written as a
power series in the volume d3x ≡ 1
3!
µνλdx
µ ∧ dxν ∧ dxλ and then, performing such expansion,
every term is Taylor expanded around the reference point, giving, to the first non-trivial order
P2 e
i e
∫
∂Ω
dτdσW−1 [αFµν+β F˜µν]W dx
µ
dσ
d xν
d τ ≈ 1l + ie
[
Dλ
(
αFµν + βF˜µν
)
+ cyclic permutation] dxµdxνdxλ,
P3 e
∫
Ω
Kdζ ≈ 1l +
(
α j˜µνλ + β J˜µνλ
)
dxµdxνdxλ.
Finally, equating the coefficients of α and β on both sides, the local differential Yang-Mills
equations are obtained.
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