• Background/Introduction: The Zipf's law establishes that if the words of a (large) text are ordered by decreasing frequency, the frequency versus the rank decreases as a power law with exponent close to -1. Previous work has stressed that this pattern arises from a conflict of interests of the participants of communication: speakers and hearers.
Introduction
Can artificial populations of agents develop vocabularies satisfying the Zipf's law?
This question, based on an earlier version proposed in [1] , relies on the assumptions and the minimal interacting rules that allow agents to self-organize from scratch a language, exhibiting that if the words are ordered by decreasing frequency, the frequency of the k-th word, P (k), decays as the power law
where α ≈ 1 [2] . One possible origin of this law arises from the conflict between the simultaneous interests of both speakers and hearers. At the lexical organization level of language, [3] stressed that each schematic conversation role faces a trade-off on lexical interests. The speaker will tend to choose thus the most frequent words, positively correlated with their ambiguity, understood as the higher number of meanings [3] . Put differently, in an idealized scenario the speaker will prefer to transmit at each interaction the same unique word. On the other hand, this behavior is opposed to the requirements of the hearer, which indeed needs to minimize, given the ambiguity of the transmitted word, the effort of understanding. For the hearer, the preferred vocabulary is therefore a one-to-one word-meaning mapping. At an intermediate level of the lexical participant's interests, [3] described, within the framework of Information Theory, the drastic appearance of scaling, as is shown in the Zipf's law, in the organization between words and meanings.
The main aim here is to describe the dynamics of a language game [4] on a population of agents which behave according to different levels of lexical interest on word ambiguity. Moreover, the hypothesis is that at some intermediate level 3 of the participant's interests (as is shown in [3] ) agents will share a word-meaning mapping exhibiting some scaling properties. The focus of this paper is a distributed solution in which agents collectively reach shared communication systems without any kind of central control influencing the formation of language, and only from local conversations between few participants [5, 6, 7, 8] .
The model proposed here is based on a prototypical agent-based model for computational studies of language formation, the naming game [5, 8, 7, 4] , which considers a finite population of agents, each one endowed with a memory to store, in principle, an unlimited number of words. At each discrete time step, a pair of agents, one speaker and one hearer, negotiate words as hypothesis for naming one object. Under the typical dynamics of the naming game, the population will share after a finite amount of time a unique word for referring to the object. This paper is organized as follows. Section "Methods" introduces the model for agent's behavior and the quantitative measures described in numerical simulations. In "Results", it is described how the consensus dynamics is strongly influenced by the relative participant's efforts. Finally, "Conclusion" section presents consequences on language evolution and future work.
Methods

Basic model
The language game is played by a finite population of agents P = {1, ..., p}, sharing a set of words {1, ..., n} and a set of meanings {1, ..., m}. Each agent k ∈ P is associated to a n × m lexical matrix L k = (l k ij ), where l k ij = 1 if the i-th word is related to the j-th meaning, and l k ij = 0, otherwise. More generally, lexical matrices can be understood in terms of language networks [1] . Next, two technical terms are introduced. Consider one agent k ∈ P , a word w and a meaning m.
Definition 1 (known word) The agent k knows the word w if there is at least one meaning m, such that l k wm = 1. Analogously, k knows the association between w and m if l k wm = 1.
Definition 2 (ambiguity) The ambiguity of the word w is defined as the sum of l k wj over j ∈ {1, ..., m}. More precisely, the ambiguity of w is j l k wj
The purpose of the game is twofold: the development of a (i) common vocabulary (a lexical matrix shared by the entire population), which exhibits (ii) scaling relations, as shown in the Zipf's law.
Basic interaction rules
The basic interaction rules therefore read, (step 1) at each discrete time step, a pair of agents is selected uniformly at random:
one plays the role of speaker and the other plays the role of hearer;
(step 2) first, the speaker chooses uniformly at random a topic of the conversation, assuming meaning transfer [9] : when a word is transmitted, the hearer knows what is the associated meaning. The speaker selects then one column (meaning) m * ∈ {1, ..., m}. Next, the speaker calculates a word associated to m * , denoted w * , and transmits it to the hearer. This calculation is addressed here only based on the speaker's lexical interest;
(step 3) finally, the hearer behaves as in the naming game. If the hearer does not know the association between w * and m * , establishes a repair strategy (in order to increase the chance of future agreements). Otherwise, mutual agreement implies alignment strategies [8] . More precisely, (i) if the hearer knows w * , both speaker and hearer cancel all entries of the m * -th column of their lexical matrices, except the row (word) w * ;
(ii) otherwise, the hearer establishes a simple repair strategy: it adds 1 to the entry (w * m * ) of its lexical matrix.
In this paper, three strategies arising from the basic interaction rules are proposed. The first strategy focuses on the maximization of the speaker's interest.
Speakers will prefer to transmit thus the most ambiguous words. This is opposed to the second strategy, which involves the minimization of the speaker's interest (or equivalently, the maximization of the hearer's interest). Speakers will prefer to transmit therefore the least ambiguous words. Finally, the general case, involving relative interests of both participants, is presented.
Speaker's interest maximization
What would be the minimal adaptation of the basic interaction rules that allows to focus on the speaker's interest? How can the population reach agreement on a vocabulary, while the speaker's interest is maximized? One simple solution consists in to define a way the speakers calculate the most ambiguous word. With this in mind, a new version of (step 2) is proposed:
(step 2S) (i) if the speaker does not know a word to transmit m * , randomly chooses one word w * ∈ {1, ..., m};
(ii) otherwise, the speaker calculates w * as the most ambiguous word 6 (from the words associated to m * ): w * is simply the word with the largest number of meanings.
Example: the most ambiguous word
At some time step, consider the following scenario: (i) the topic of the interaction is the meaning (column) m * = 2; and (ii) the speaker k ∈ P has the lexical matrix and transmits it to the hearer.
Speaker's interest minimization
What kind of language strategies do hearers need in order to focus on their interests? Hearers want to minimize the effort of understanding and therefore tends to prefer the least ambiguous words, which is opposed to the speaker's interest. A version of (step 2) is proposed:
(step 2H) (i) if the speaker does not know a word to transmit m * , randomly chooses one word w * ∈ {1, ..., m};
(ii) otherwise, the speaker calculates w * as the least ambiguous word (from the words associated to m * ): w * is now the word with the lowest number of meanings.
Example: the least ambiguous word
As in the previous example, the topic of the interaction is the meaning (column) m * = 2, and the speaker's lexical matrix is L k . Therefore, the speaker calculates the least ambiguous word (row) w * as
and transmits it to the hearer.
Relative interests of speakers and hearers
What would be the minimal adaptation of the basic interaction rules that enables to include at the same time the interests of both speakers and hearers? In order to define relative interests, one feasible solution involves that speakers would prefer to transmit words associated to a relative ambiguity, defined by a simple relationship between (steps 2S) and (steps 2H). The solution consists in (step 2R):
(step 2R) (i) if the speaker does not know a word to transmit m * , randomly chooses one word w * ∈ {1, ..., m};
(ii) otherwise, the speaker calculates w * according to the ambiguity parameter ℘ ∈ [0, 1]. Let r ∈ [0, 1] be a random number. Then,
• if r > ℘, the speaker calculates w * as the least ambiguous word (as in the rule 2H);
• otherwise, the speaker calculates w * as the most ambiguous word (as in the rule 2S).
Notice that for ℘ = 0, 1 agents play respectively (steps 2H) and (steps 2S).
For intermediate values ℘ ∈ (0, 1), agents face relative lexical interests while they play the role of speaker or hearer.
Example: relative interests
For (step 2R), the speaker calculates w * = 2, with probability 1 − ℘; or w * = 3, with probability ℘.
Measures
To explicitly describe the consensus dynamics under different participant's lexi- 
where d is the symmetric distance defined by the Kullback-Liebler divergence
denotes the decreasing distribution of frequency meanings for the parameter ℘. In order to define the probability distribution P (℘), two properties are imposed to the ranked frequencies p For V (t) and D(t), the focus here relies on the values after 2p × 10 4 speakerhearer interactions, V and D , which average over 10 initial conditions and the last 2 × 10 3 steps. One initial condition supposes that each lexical matrix entry is 0 or 1 with probability 0.5. For these measures, the parameter ℘ is varied from 0 to 1 with an increment of 3%.
For E KL (℘), it is described the average value over 10 initial conditions, after 2p × 10 4 speaker-hearer interactions. For this measure, ℘ is varied from 0 to 1 with an increment of 1%.
On a population of size p = 64, each agent is endowed with a lexical matrix formed by n = 64 words and m = 64 meanings.
Results
Speaker's interest optimization: (step 2S) and (step 2H)
First of all, for each value of ℘, D ≈ 0, as shown in the embedded plot of Fig.   1 . With this in mind, the negotiation dynamics defined by (step 2S) and (step 2H) develops simpler vocabularies. As shown in Fig. 1 , since V ≈ 0 the language game under (step 2S) leads in turn to a vocabulary, in which only one word is being used (for a schematic representation, see Fig. 3 (right) ). By contrast, the dynamics under (step 2H) develops a vocabulary close to a one-to-one mapping between words and meanings, since V ≈ 0.9 (see Fig. 3 (left) ).
Relative interests of speakers and hearers: (step 2R)
Several aspects are remarkable for relative interests of speakers and hearers, as shown in Fig. 1 and Fig. 3 (center) . Intermediate values of the parameter ℘ ∈ (0, 1) lead to drastic changes between the two idealized communication systems preferred respectively by speakers and hearers. Around the critical parameter ℘ * ≈ 0.5, the dynamics establishes three phases in the behavior of V versus ℘. First, for ℘ < 0.4 the size of the effective vocabulary exhibits a slow decreasing from the value V ≈ 0.9. Next, for ℘ ∈ (0.4, 0.6) a drastic decreasing of V is founded.
Finally, for ℘ > 0.6 there is a slow decreasing until the value V ≈ 0.
One of the most interesting results is summarized by Fig. 2 (top) . Around the critical parameter ℘ * , the energy-like function E KL is minimized. Thus, the distribution of meaning frequencies at ℘ * seems to become an intermediate communication system sharing features with both idealized vocabularies emerged from (step 2S) and (step 2H) (see Fig. 3 (center) ).
Conclusion
This work summarizes a descentralized agent-based approach to the origins of scaling properties in human language. The paper describes particularly the influence of a parameter that measures the agents's lexical interests during language game 
