The intrinsic complexity of learning compares the difficulty of learning classes of objects by using some reducibility notion. For several types of learning recursive functions (learning in the limit, learning with a bounded number of mind changes, learning with anomalies), both generic complete classes are exhibited and necessary and sufficient conditions for completeness are derived. Informally, a class is complete iff both its topological structure is highly complex while its algorithmic structure is surprisingly easy. Counter-intuitively, some self-describing classes turn out to be complete.
Introduction
The problem of learning infinite objects from finite samples of their behavior has attracted much attention in recent decades. In inductive inference the objects to be learned are recursive functions, i.e. computable functions being everywhere defined on the set N of natural numbers. The finite samples given to the inductive inference machine (IIM) are just initial segments of the infinite sequence of all the values of the corresponding function. The machine is said to learn that function if when fed increasing initial segments, it eventually produces a program of the corresponding function and never later changes its mind. A machine learns a class of functions if it learns every function from that class. This is basically the concept of learning in the limit introduced in [Go167]. Similarly, a great variety of other criteria for successful learning were introduced and studied since then, see the surveys [AS83, CS83, Fre91, KW80, OSWSS].
In studying any model of learning, two fundamental aspects must be addressed; the qualitative aspect, i.e. which object classes are learnable and which are not, and the quantitative aspect, i.e. how complex are the learning tasks. While in inductive inference much is known concerning the first aspect above, less is known concerning the complexity of learn- Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. COLT '99 7/99 Santa Cruz, CA, USA 0 1999 ACM l-561 1%167s4/99/0006...$5.00 ing in this model. There were only a few approaches to this end. In [Go1671 data optimality of learning was considered. A machine is said to learn a class of functions data optimally if the machine learns that class and there is no other machine which also learns the class, but in such a way that both, on every function from the class, it uses no more examples enroute to convergence than the former machine does, and, on at least one function, it uses fewer examples. Thus, informally, a machine learns a class data optimally, if this machine cannot be uniformly improved with respect to the number of examples necessary for successful learning. Gold then shows that his identification-by-enumeration principle, see [Gol67] , is data optimal for learning every recursively enumerable class of recursive functions. This result was generalized in [JB81] by giving a complexity-free characterization of arbitrary classes of recursive functions which can be learned data optimally. Another approach to measure the complexity of learning consists in counting the number of mind changes enroute to convergence. This approach has been studied well, see for example [CS83], [FBP91]. In [DS86] an axiomatic approach to the complexity of inductive inference was developed. Results were derived which both resemble and contrast with results obtainable for the axiomatic computational complexity of recursive functions in the sense of [Blu67] . Finally, the approach of the so-called intrinsic complexity, which we will follow in the present paper, was introduced in [FKS95].
The main idea of intrinsic complexity is to compare the complexity of learning problems. This is achieved by adopting some formal notion of reducibility between learning problems. Namely, if for classes U, V of recursive functions to be learned, U is reducible to V, then, informally, U is at most as hard to learn as V is. Actually, it then follows from the definition that given a machine that learns the class V one can construct a machine that learns the class U. In this sense, intrinsic complexity follows the basic philosophy of other reducibility notions, in recursion theory ( [Rog67] ), or in complexity theory ([GJ79]). Clearly, with every notion of reducibility comes a notion of completeness. A class V is complete for some learning type, if all the classes U from that type are reducible to V. Hence, V can be considered as a class which is most difficult to learn among all the classes from the corresponding learning type. Our main goal consists of both (1) exhibiting natural classes which turn out to be complete and (2) characterizing completeness, i.e. deriving conditions for arbitrary classes which are necessary and sufficient for completeness. We achieve this goal for several learning types, using variants of the set of functions of finite support. Actually, these variants possess the properties of being necessary and sufficient for completeness in a pure fashion, and, via reducibility, these properties will be transmitted to any other complete class. Surprisingly, these properties do not depend very much on the concrete learning type under consideration. Informally, these properties consist in being both "topologically complex" and "algorithmically easy". On the one hand, it seems intuitively understood that high topological complexity can make learning difficult. On the other hand, the fact that high topological complexity has to be combined only with low algorithmic complexity may seem surprising and, in a sense, counter-intuitive. We will discuss this phenomenon below.
There is another surprising consequence of our completeness characterizations, namely that there are classes which are both complete and "self-describing". This seems to be counter-intuitive as well, since it was commonly believed that self-describing classes are "easy" to learn. However, as we also will see below, in a natural sense these self-describing classes really turn out to be as hard as learnable as generic complete classes.
Note that in [JS96] , [JS97a] the approach of intrinsic complexity was studied for language identification. While demonstrating the richness of the structure of intrinsic complexity in this learning paradigm, the problem of characterizing complete classes was not addressed in these papers. In [JS97b] infinite elasticity was shown to be necessary but not sufficient for weak completeness in language learning from positive data. There has been one prior study of reductions between learnable classes, see [PW90] . However, this approach differs from the approach of intrinsic complexity in a fundamental way (see [FKS95] for a more detailed discussion).
Preliminary Definitions and Notation
Let R denote the set of all (total) recursive functions mapping NtoN. ForfE Randn E N,letf" = (f(O),f(l),...,f(n)) be the initial segment off up to n. Let 'p be any acceptable programming system of all and only the partial recursive functions, see [MY78, Smi94]. The natural numbers will then serve as names for programs, and pi will denote the function computed by program i. We will use p as the basic hypothesis space for all the learning types below. For any functions f, g E R, let dist(f, g) = card {~jf(~) # g(x)} denote the distance between f and g. Let 0" stand for the everywhere zero function. The following classes of recursive functions will be used frequently in the sequel:
of the functions of finite support, i.e. the class of all recursive functions that have a non-zero value at no more than finitely many arguments, -the subclasses FINSUP, = {flf E R, 1 2 dist(f, Ooo) 5 m + 1) of FINSUPfor any m E N; note that 0" @ FINSUP,,, by definition.
A non-empty class U C R is called recursively enumerable (xe.) iff there is a universal recursive function u of U; i.e. u is a recursive function of two arguments enumerating exactly the class U, {uili E N} = U where u; = Xzu(i, z). Then u is called a (recursive) numbering of U. Furthermore, if f E U and ui = f then i is called a u-index (or a unumber) of f. Note that every infinite r.e. class possesses a one-one numbering u, i.e. a numbering such that u; # uj for any i # j, see [Kum95] . Clearly, FINSUP and all the classes FINSUP,, m E IV, are ce.
Let U C_. R and f E R. Then f is called an accumulation point of U iff for any n E N, there exists a function g E U such that g coincides with f up to argument n, but g # f. Notice that f can belong to U or not. U is called dense iff U is non-empty and, for any f E U, f is an accumulation point of U. Clearly, any dense class must be infinite. U is called discrete iff U does not contain any accumulation point of U.
Gold, in a seminal paper [Go167], defined the notion called identification in the limit. This definition concerned learning by algorithmic devices now called inductive inference machines (IIMs). An IIM inputs the graph of a recursive function, an ordered pair at a time, and, while doing so, outputs computer programs. Since we will only discuss the inference of (total) recursive functions, we may assume, without loss of generality, that the input is received by an IIM in its natural domain increasing order, f (0), f(l), . . . . On input from a function f, an IIM M will output an infinite sequence of programs PO = M(f"),pl = M(fl);.
. . The IIM converges iff there is a program p such that for all but finitely many i, p; = p. Then we say that the IIM converges to p. In general, there is no effective way to tell when, and if, an IIM has converged.
Following Gold, we say that an IIM M EX-identifies a function f ( In order to define learning with a bounded number of mind changes, notice that without loss of generality we can allow an IIM to output a special symbol ? for a while at the beginning of the learning process. ? can be interpreted as "I don't know yet". Clearly, this does not change the limit of the corresponding sequence M(f). On the other hand, this can save one unnecessary mind change, namely the very first one, which could be forced by requiring to makeM(fO) a real hypothesis from N. Also without loss of generality, we can assume that M after producing a first hypothesis from N will never output ? again. Actually, by simply repeating its actual hypothesis, M can avoid undesired mind changes without outputting ? again. Thus, we say for any m E N that an IIM M EX,-identifies a function f E R (written: f E E-G(M)) iffM(f) converges to a program p such that 'pp = f and card {n 1 ? # M(fn) # M(f"+')} 5 m; i.e. on the function f, the machine M changes its mind no more than m times. Let EX, = {U 1 U C R, 3M(U C EX,(M))}.
Theorem 1 shows the basic relationships between the identification types we employ below.
Theorem 1 [CS83] 1. EXo c EX1 c . . . c EX, c EX,+l c . . . c EX 2.EX=EX"c...cEX"cEXa+'C...CEX* In this paper we will be concerned only with the identification types EX, EX", EX*, EX,. Subsequently, we let Z stand for any one of these types.
In the following we make use of the notion of admissible sequences of hypotheses as introduced in [FKS95]. Informally, for an identification type Z, an Z-admissible sequence for a recursive function f is a sequence of hypotheses which is "successful" when learning f in the sense of Z. For example, an EX-admissible sequence for f E R is any sequence of programs p. , pl, . . . converging to some p such that 'pp = f. Using this notion, one could redefine the identification type EX as follows: U E EX iff there is an IIM M such that for any function f E U, M(f) is an EX-admissible sequence for f. For the other identification types Z, the notion of Zadmissible sequences is defined analogously. Besides the notion of admissible sequences we need the concept of recursive operators in order to give the basic definition of intrinsic complexity.
Definition 1 [Rog67]
A recursive operator is an effective total mapping, 0, from (possiblypartial)functions to (possibly partial) functions, which satisfies the following properties: Intuitively, if U is T-reducible to V then V is at least as difficult to learn in the sense of Z as U is. Actually, for any IIM M that Z-learns V, one can easily construct an IIM M' that Z-learns U as follows: M'(f) = S(M(O( f))). Consequently, in that sense V is most difficult for Z-learning if all classes U E Z are T-reducible to V. For an identification type Z, a class V 2 R is called Z-complete iff V E Z and any class U E Z is Z-reducible to V. For an identification type Z and classes U, V E 2, U and V are said to be Z-
Examples of Complete Classes
In this section we will prove some natural classes complete for the types EX, EX", EX* and EX,. Notice that these classes essentially differ from the contrived cylinder classes which were used in [FKS95] in order to construct a complete class for a given identification type Z in some uniform way. Actually, all of our classes come from a common natural source, namely the class FINSUP of the functions of finite support, that is, all functions f E R such that card{zj f (z) # 0) < co, or, equivalently, dist( f, OW) is finite. This class itself was shown to be EX-complete in [FKS95].
Theorem 3 For any a E N, FLNSUP is EX"-complete.
Proof. Let a E N. ThenFINSUP E EX", sinceFINSUP is r.e., hence FINSLJP E EX, and EX E EX". In order to show that every class from EX" can be reduced to FINSUP, we need the following partitioning of the set of all natural numbers into consecutive intervals of length 2a + 1. For any R. E N, let Xz denote the set ((2a + ~)Tz, (2a + l)rz + 1, . . . . (2a+ 1)rz + 2~) of cardinality 2a + 1. Clearly, X; flX;, = 0 if n # n'. Furthermore, lJn,O Xz = N. Now let U be an arbitrary class from EX". Let ?!I be any IIM that identifies U in EXa-style. Then, for any z E N, find the only n E N such that x E Xz and define
where f n is an encoding of (f (0), . . . , f(n)). Clearly, 0 is a recursive operator mapping U to FINSUP, since the machine M changes its mind only finitely often on any function f E U. Intuitively, 0 encodes the sequence of hypotheses produced by M on f into the function O(f) in a way that is "robust with respect to anomalies." Actually, even if at most a among the 2a + 1 consecutively encoded hypotheses will be "destroyed" by the maximum of anomalies allowed in EX"learning the function O( f ), the remaining a-1-1 "undestroyed" hypotheses will keep the majority. This in turn suggests the following definition of the operator Z. Let u be any EX"admissible sequence for a function O(f) where f E U. Then, informally, z(a) can be defined as follows: l Search for the limit of CJ, say j; note that dist(cpj, O(f)) L: a, h ence pj also belongs to FINSUP, since O(f) does, search for the maximal n E N such that within the interval Xi, the function pj takes a non-zero value at least a + 1 times; note that this interval corresponds to the final hypothesis produced by M on f, find the only y > 0 such that within Xz, the function pj takes that value y on at least a + 1 arguments, converge to y -1.
Clearly, y -1 is just the final hypothesis produced by the I&f M on the function f. Consequently, the class U is EX"reducible to FINSUP by the operators 8 and 5.
QED
As we have seen above, the intervals Xz offinite length 2a + 1 were sufficient to overcome the difficulties caused by the anomalies within the final hypotheses of EX"-learning, when a is a fixed number. Now, for E.X*-learning, we will need intervals if infinite length instead. In the following definition, the sets of powers of the prime numbers will play this role of intervals of infinite length. Therefore, let QUASIFINSUP denote the set of all recursive functions f such that: Thus, for any sequence p, p2, p3, . . ., either the values of f are equal on all arguments from the sequence, or they are equal to a non-zero number on the arguments from a finite initial segment of the sequence and are zero on the arguments from the rest of the sequence.
Note that QUASIFINSUPis an r.e. class.
Theorem 4 QUASIFINSUP is EX*-complete.
Proof. Obviously, QUASIFINSUP is EX*-learnable, as QUASIFINSUP is r.e. Now let U be an arbitrary class from EX*. Let M be any IIM that EX*-learns U. Let pi denote the ith prime number where po = 2. Then, for any function f E U and any x E d, define an operator 0 as follows:
Clearly, 0 is a recursive operator mapping U to QUASIFINSUP. Note that for any function f E U, there is exactly one number i such that O(f)(x) # 0 for all x = p", k 2 1, namely just that i where the machine M makes its last mind change on the function f. Moreover, by the definition of 0, for every other prime p # pi, there can be at most finitely many arguments x = p" with O(f)(x) # 0. Finally, by the definition of QUASIFINSUP, for all but finitely many primesp, @(f)(x) = 0 for all 2 = p", k 2 1. Hence, the number of non-zero values of O(f) on the interval of the powers of p; will eventually exceed the corresponding number of non-zero values of O( f) on any other interval of prime powers. Clearly, this property remains valid for every function which differs from O(f) on at most finitely many arguments, i.e., especial@ for every function pj where j is the limit of any EX*-admissible sequence for O(f). This suggests the following definition of the operator E. Let o be any EX*-admissible sequence for a function O(f) where f E U. Then E(o) can be defined as follows:
Search for the limit of g, say j; note that dist(cpj, O(f)) is finite; hence pj has the property mentioned above, search for the only number i such that on the arguments x = p", k 2 1, the function pj takes more non-zero values than on the arguments x = p" for any other prime P # Pi, find the value y that will be taken by pj on all but finitely many arguments z = p", k 2 1, converge to y -1.
Clearly, y -1 is just the hypothesis the machine M converges to on the function f. Consequently, the class U is EX'reducible to QUASIFINSUPby the operators 0 and E. QED In order to exhibit classes which are complete for EX,, we will modify the standard definition of EX,-completeness by defining the notion of "EX-completeness for EX, ." Notice that one can provide evidence that usual EX,-complete classes do not exist. A class U C R is called EX-complete for EX,,, iff U E EX, and, for any class V E EX,, V is EX-reducible to U. Thus, informally, by definition, EXcompleteness for EX, allows all the admissible sequences to be of "EX-style" rather than "EX,-style". Search for the limit of 0, say j; note that cpj = O(f) E FlNSUP,,, , find the maximal argument z such that (Oj (x) # 0, converge to Cpj(X) -1.
Clearly, pj(x) -1 is just the final hypothesis produced by the IIM M on the function f. Hence, the class U is EXreducible to FINSUP,,, by the operators 0 and E.
As an easy inspection of the proof of Theorem 5 shows, the operator Z can be defined in such a way that it has the following additional property. Let u be any EX,-admissible sequence for any function O(f) where f E U; i.e. 0 contains no more than m mind changes. Then E(g) contains no more that O(mZ) mind changes. Moreover, we conjecture that this bound is tight. (Intuitively, the reason for both is that cr may contain up to m + 1 different hypotheses each of them representing a function from FINSUP, with up to m + 1 non-zero values.) In other words, in general, it might be impossible for the operator E to produce EX,-admissible sequences for the functions f E U when only EX,-admissible sequences of the functions 0 ( f ) are given. This would result in the somewhat surprising consequence that for any m > 1, EX,-complete classes could not exist! This% turn was our motivation to weaken the usual definition of EX,-completeness and to study EX-completeness for EX, instead. Note that for m = 0 this weakening of the completeness definition would not be necessary. Actually, by essentially the same proof as in Theorem 5, one can show that FINSUP is EXc-complete. Here EXa-admissible sequences can be thought as ?'"i"", where Ic, i E N. The same method even yields that EX-completeness for EXo and EXc-completeness coincide.
Characterizations of Complete Classes
Now we are going to characterize completeness for all the identification types EX, EX", EX* and EX,, where a and m are members of N. Therefore we need the following lemma stating that to some extent, recursive operators preserve the structure of the classes they map, where structure can mean both algorithmic and topological structure.
Lemma 1 Let U be any class of recursivefunctions, and let 0 be any recursive operator mapping everyfunctionfiom U to a recursivefunction, i.e. O(U) C R. Then :
2. Zf U is dense and 0 is injective, then O(U) is dense.
Theorem 6 For any class U E EX, U is EX-complete iff U contains an rze. dense subclass.
Proof. Necessity: Let U be EX-complete. Then FINSUP is EX-reducible to U by recursive operators 0 and E. Clearly, @(FINSUP) c U and 0 is injective. Moreover, FINSUPis r.e. and dense. Consequently, O(FINSUP) is r.e. and dense by Lemma 1.
Sufficiency: Let U E EX contain the r.e. dense subclass V. Then it suffices to show that FINSUP is EX-reducible to V. Actually, since FINSUP is EX-complete by Theorem 2, this would imply that both V and U are EX-complete as well. We even prove a somewhat more general result, namely that any infinite r.e. class is EX-reducible to V. Thus, let W be any infinite r.e. class, and let w be any one-one numbering of IV. For any i, j, i # j, let xij denote the least number x such that wi (x) # wj (x). Furthermore, let w be any one-one numbering of V. Then inductively define the operator 0 as follows:
and for any i > 0, O(Wi) = "Search for the least w-index k < i such that wk is "most similar" t0 Wiy i.e., xik = maX{X;j 1 j < i}.
Then search for the least v-index m such that both 0 v, 1s ' "sufficiently similar" to O(wb), i.e., TJ), and G(wk) coincide on all arguments x 5 xik; Comment: This ensures the monotomcity of 0. 0 21, is not in the present range of 0, i.e., urn $! @({WO, ***p Wi-1)); Comment: This ensures the injectivity of 0. Note that u, must exist, since V is dense. Moreover, II, can effectively be found, since V is r.e.
Define O(wi) = v),."
Clearly, 0 is a recursive operator mapping W injectively to V. Moreover, the following claim implied by the definition of 0 will be useful to define the second operator Z. Clearly, since v, := pj = O(f), we get wi = f by the injectivity of 0. Th.is completes the proof that W is EXreducible to V by the operators 0 and E. QED We now generalize the characterization of EX-completeness to that of EX"-completeness for any c! E N. Therefore, we need an additional property of r.e. dense classes, namely that all the functions of such a class can be chosen to have sufficiently large distance from each other. This property will enable the reducing operators to deal with the anomalies allowed in EX"-learning.
The following lemmajust states that all r.e. dense classes possess this property.
Lemma 2 For any d E I$ any re. dense class contains an re. dense subclass where all the distinctfunctions have distance at least d.
Theorem 7 For any a E N andfor any class U E EX", U is EX"-complete iff U contains an re. dense subclass.
Proof. Necessity: Let U be any EX"-complete class, a E N. Let V be any r.e. dense class such that for any distinct functions f, g E V, dist(f, g) > 2a. Note that V exists by Lemma 2. Clearly, V E EX c EX", since V is r,e. Consequently, V is EX"-reducible to U by some operators 0 and '= We claim that 0 has to be injective. Actually, otherwise zstinct functions f, g E V with O(f) = O(g) would exist. Hence, for each EX"-admissible sequence for the function O(f) = O(g), the operator E had to construct a sequence being EX"-admissible for both functions f and g. But this is impossible, since dist(f, g) > 2a by the definition of V. This contradiction proves 0 to be injective. Hence O(V) C U is r.e. and dense by Lemma 1.
Sufficiency: Let U E EX", a E RI, contain an r.e. dense subclass W. Then, by Theorem 3, it suffices to show that FINSUPis EX"-reducible to W. In order to do this, we need to map the functions from FINSUPto an r.e. dense subclass V of W where for any distinct functions g, h E V, dist(g, h) > 2a. Note that such a class V exists by Lemma 2. Informally, this additional property of V will enable the second operator E to identify the functions f E FINSUP from any EX"admissible sequence for the function O(f). Formally, we need this property in the proof of Claim B below.
For the following, let w denote any one-one numbering of FINSUP, and let u denote any one-one numbering of V. Then, since V is both r.e. and dense, the operator 0 can be defined in the same way as in the proof of Theorem 6; again, 0 is injective. Also, Claim A of that proof remains valid, even with exactly the same proof. Proof of Claim A. Apply 0 to wa, wi,... until the right w-index i has been found.
QED Claim A However, in contrast to the sufficiency proof of Theorem 6, the operator B now gets only EXa-admissible sequences for the functions O(f) rather than EX-admissible ones. Hence, we have to modify Claim B in the following way. Claim B. Given any p-index j such that dist(pj, g) < a for some g E V, one can effectively produce a sequence of v-indices converging to the v-index of g.
Proof of Claim B. First note that the function g E V above is unique due to the property that the distance of any distinct functions from V exceeds 2a. Second note that the function 'pj may be undefined on at most a arguments. This leads to the following algorithm which, intuitively, keeps any v-index s as long as it will be clear that dist(cpj, vs) > a, and hence w, must differ from the function g. Clearly, due to the distance property of V, the algorithm above will converge to the u-index of g.
QED Claim B
Then the operator Z can be defined analogously to the sufficiency proof of Theorem 6 . Therefore, let cr be any EX"admissible sequence of p-indices for any function O(f), f E FINSUP. Then define Z(o) as follows: l Search for the limit of c7, say j; note that dist(cpj, g) 5 a for some unique function g E V, l in the limit, find the v-index m of g by applying the algorithm from Claim B, l find the w-index i such that O(wi) = ZI, by applying the algorithm from Claim A, l converge to a p-index of wi.
Clearly, since g = v, = O(wi), we get wi = f by the injectivity of 0. Consequently, FINSUP is EXa-reducible to V (and hence to W) by the operators 0 and 2.
QED
In order to characterize EX*-complete classes in an analogous way as done in Theorem 7 for EX"-complete classes, we would need the following strengthening of Lemma 2: Any r.e. dense class contains an r.e. dense subclass where all the distinct functions have in.nite distance. However, in general, this strengthening is not valid. Actually, just the r.e. and dense class FINSUP provides a counterexample, since all the functions from FINSUP have$nite distance from each other. On the other hand, this infinite distance property turns out to be really necessary in order to deal with EX*-admissible sequences. Consequently, we have to insert this property directly into the characterization.
Theorem 8 For any class U E EX*, U is EX*-complete ifl U contains an re. dense subclass where all the distinctfunctions have infinite distance.
Proof. Necessity: Let U be any EX*-completeclass. Then, by Theorem 4, QUASIFINSUP is EX*-reducible to U by some operators 0 and Z. Let Q denote the subclass of QUASIFINSUP such that for any function f E Q and any primep, the function f takes the same value on all arguments Pm, m 2 1. We claim that O(Q) will be the desired subclass of U. In order to show this note that Q is r.e. and dense. Moreover, all the distinct functions from Q have infinite distance.
Claim. For any distinct functions f, g E Q, dist(Q(f), Q(g)) = 00.
Proof of Claim. Assume to the contrary that for some distinct functions f, g E Q, dist(O(f), O(g)) is finite. Then there is a sequence CT which is EX*-admissible for both functions O(f) and O(g). Hence, by definition, E(a) has to converge to some index of a function with finite distance from both f and g. But this is impossible, since f E Q and g E Q are of infinite distance. This contradiction completes the proof.
QED Claim
The Claim above immediately implies that both the operator 0 is injective and all the distinct functions from O(Q) have infinite distance. Moreover, O(Q) is r.e. and dense by Lemma 1. Thus, O(Q) is the desired subclass of U.
Sufficiency: Informally, this proof follows the same line as the sufficiency proof of Theorem 7 replacing the distance bound of 2a from that proof by the infinite distance property. The latter leads to some modification of both the statement of Claim B below and its proof. Furthermore, QUASIFINsUP is used rather than FINSUP, of course. Thus, we will confine us to outline the essentials of the proof.
Let V be an r.e. dense subclass of U where all the distinct functions have infinite distance. Let v be a one-one numbering of V. It suffices to show that QUASIFINSUP is EX*reducible to V. Let w denote any one-one numbering of QUASIFINSUP. Define the operator 0 mapping QUASIFINSUP to V as in the sufficiency proof of Theorem 7, and hence as in the sufficiency proof of Theorem 6. Then 0 is injective.
Claim A. Given any v-index m in such that v, E O( QUASIFINSUP), one can effectively find the corresponding w-index i such that O(wi) = v,.
proof of Claim A. Apply 0 to wa, WI,... until the right w-index i has been found.
QED Claim A Claim B. Given any p-index j sucht that dist(cpj, g) < co for some g E V, one can effectively produce a sequence of v-indices converging to the v-index of g.
Proof of Claim B. Note that the function g E V is unique, since all the distinct functions from V have infinite distance. Moreover, the function pj may be undefined on at most finitely many arguments. This leads to the following algorithm which, intuitively, comes back to each v-index i arbitrarily often and keeps the present index i as long as no further point of difference between vi and pj will be developed. Therefore, let (is)se~ denote the sequence 0,1,0,1,2,0,1,2,3 ,... in which every natural number occurs infinitely often. Set X0 = 8; intuitively, Xi will denote the set of all arguments z developed so far on which vi and pj are different. Then the algorithm can be defined as follows.
" Go to stage 0. Stage s, s 2 0. Output i,. Check if there is an 5 $ Xi8 such that pj(x) is defined and pj(Z) # Wan, in which case set Xi. = X;# U {z} and go to stage s + 1. "
Now let m denote the only v-index of the function g. Let i be an arbitrary number suchthat i # m. Since dist(v;, v,) = cc, each stage s with i, = i entered by the algorithm above will eventually be left. Hence the algorithm must reach some stage s such that i, = m and Xi8 already contains all the arguments 2 such that pj (x) is defined and pj (x) # II, (z). Consequently, stage s will never be left, and the algorithm converges to m.
Now let 0 be any EX*-admissible sequence for any function O(f), f E QUASIFINSUP. Then define Z(o) as follows:
Search for the limit of c, say j; note that dist(vj, g) is finite for exactly one function g E V, in the limit, find the v-index m of g by applying the algorithm from Claim B, find the w-index i such that O(w;) = v,,, by applying the algorithm from Claim A, converge to a (o-index of w;. Sinceg = v, = O(wi), we get wi = f by the injectivity of 0. Hence QUASIFINSUP is EX*-reducible to V by the operators 0 and E. QED Finally, we will characterize EX-completeness for EX,. Therefore we have to modify the notion of density in the following way.
Definition 3 Let U C R and m E N Then U is called mdense ifs there are p&wise disjoint infinite classes UO, UI, . . .) U, such that Ui<m Vi = U, and, for any i < m, each function from Vi is ariaccumulation point of Ui+l. Furthermore, ifU is re., then UO, UI, . . . , U, are se. as well.
A typical example for an m-dense class is just FINSUP,, where Vi = {flf E FINSUP,, card{xlf(x) # 0) = i + 1). The following lemma is the analogue to Lemma 1 for m-density.
Lemma 3 Let m E N and let U c R be any re. m-dense class. Let 0 be any injective recursive operator such that O(U) C R. Then O(U) is re. and m-dense.
By the definition of m-density, each function from any U;, i < m, is an accumulation point of Ui+l . Note that this property can be "strongly effectivized". Actually, for any function f E Vi, i < m, there is even a recursively enumerable subclass Accf of LJi+l witnessing that f is an accumulation point Of Ui+l. Furthermore, for any distinct functions f, g E Vi, the corresponding subclasses Accf and Acce can be made disjoint. The crucial point is that suitable numberings for all these classes Accf, where f E Uicm Vi, can be uniformly constructed. This is what we technically need in proving the characterization of EX-completeness for EX, below.
Lemma 4 Let U g R be any re. m-dense class, m E N Let Gl,Ul,..., U, be re. subclasses of U witnessing that U is m-dense. Let zt", ul,. . . , urn be recursive one-one numberings of these subclasses, respectively. Then, given any i < m and any j E II, one can uniformly construct a recursive oneone numbering accf, where f = uj, such that I. ACC~ = {acc;Eflk E N} c Ui+l, 2. for any x E. N, there is k E N such that accf =L f.
Moreovel; for any distinct f, g E IJi<,,.! Vi, the classes Accf and Acce are disjoint.
Proof. Let f < m. First we construct the numbering accf where f = ~6 is the very first function enumerated by ui. Therefore effectively choose arbitrary numbers j. < jr < , . . such that u;:' =ZO f,uit' =Z1 f,. . . and 0 < x0 < 51 < . . .) and define accof = ui.+*, acq -u
Let now, the numberings a%? be define2 for any functiong = u>,j < k. Letd E Nbesuchthatforanyj < k, f = ui #d u;. Note that this choice of d will imply the disjointness of Accg, Acch for distinct g, h E Vi. Then effectively choose arbitrary numbers ja < ji < . . . such that As an example we now show how Lemma 4 applies to the special r.e. m-dense class FINSUP,.
Here the corresponding classes Accf can be defined easily and explicitly. Moreover, these classes can be defined in such a way that their union t'aken over all functions f E UiCm Fi completely covers Ui<,,, Fi+l, where for any i 2 m, Fi = {f/f E FINWPm, card{xlf (x) # 0) = i + 1). In general, this additional property is not guaranteed by Lemma 4 as stated above. However, we will need this property for FINSUP,,, when we characterize the classes being EX-complete for EX, below. Thus, informally, Accf results from f by simply inserting all the segments 0"y into f. Clearly, the sets Accf have all the properties announced including the uniform constructability of one-one numberings accf for them. Now we are ready to characterize EX-completeness for EX,,, .
Theorem 9 For any m E N and any class U E EX,,, , U is EX-complete for EX, ifs U contains an ze. m-dense subclass.
Proof. First we show necessity. Let U be any class of recursive functions which is EX-complete for EX,, m E N. Then FINSUP,,, is EX-reducible to U by recursive operators 0 and %. Clearly, @(FLNSL?P,n) C U and 0 is injective. Moreover, FINSUP, is r.e. and m-dense. Consequently, @(FINSUP,) is r.e. and m-dense by Lemma 3. Now we show sufficiency. Let U E EX,, m E N, contain an r.e. m-dense subclass V. Then, by Theorem 5, it suffices to show that FINSUP,,, can be EX-reduced to V. Therefore, for any i 5 m, let Fi = {f If E FINSUP, card{xlf(x) # 0) = i+ 1).
Furthermore, let VO, VI, . . . , V, be the r.e. subclasses of V witnessing that V is m-dense. Then the operator 0 will map FINSUP, to V "level by level", i.e. for any i 5 m, O( F;) G K. However, the definition of 0 can be even more "atomized". Actually, 0 will be defined in such a manner that, for all functions f E UiCm Fi,
where Accf is choosen according to Example FINSUP, above, and AC?(~) in chosen by applying Lemma 4 to V.
In order to define 0 formally, let 4', 21' be any recursive one-one numberings of Fe, Vo, respectively. Clearly, 0 is a recursive operator mapping FINSUP,,, injectively to V. In order to define the operator B let fin and 21 denote recursive one-one numberings of FINSUP,,, and V, respectively. Let 0 be any EX-admissible sequence of 'pindices for any function O(f), f E FINSUP,. Then Z(a) can be defined as follows:
Search for the limit of B, say j; note that 'pj = O(f), in the limit, find a u-index n of 'pi by applying Claim B from Theorem 6, in the limit, find the fin-index lc such that O( f ink) = v, by applying 0 to fine, finl,. . . as long as the resulting function is consistent with 2r,, converge to a p-index of fink.
Obviously, FINSUP,,, is EX-reducible to V by the operators 0 and E.
The characterization of Theorem 9 is especially easy for m = 0, namely: For any class U E EXa, U is EX-complete for EXe iff U contains an infinite r.e. subclass.
We now want to mention a surprising consequence of our completeness characterizations above, namely that there are classes which are both complete and "self-describing." This seems to be counter-intuitive, since it was commonly believed that self-describing classes are easy to learn. Actually, the standard self-describing class {f 1 f E R, 'pf(o) = f } can be shown to be EX-complete for EXa. Furthermore, let C denote the class of all recursive functions f such that for some s E HI, 'pfcs) = f, where f(s) > 1 and f(z) 2 1 for all z > s. Then C turns out to be EX-complete. Hence, this self-describing class C is form&y as hard to learn as any of the hardest classes from EX, for example FINSUP. But this surprising equivalence is quite natural in the following intuitive sense. When learning FINSUP one never can know if and when all the points of finite support have been found; analogously, when learning the class C one never can know if and when the last value exceeding 1 has been found.
Conclusions
We studied the following question: What makes it difficult to learn infinite objects from finite samples? This problem is investigated in the framework of inductive inference, where arbitrary recursive functions, the infinite objects, are to be learned from their (larger and larger) initial segments, the finite samples. The notion of complexity we dealt with is the so-called intrinsic complexity introduced in [FKS95]. This notion is based on some notion of reducibility which allows comparisons of classes of recursive functions with respect to their relative learning complexity. As usual when dealing with reducibilities, if a class U is reducible to a class V and hence, intuitively, V is at least as difficult to learn as U, then any machine that learns the class V can effectively be transformed into a machine that learns the class U. Also with every notion of reducibility a notion of completeness is involved, i.e. in our case, a notion of the classes which are most difficult to learn. It was one of our main goals to find out what makes classes of recursive functions in this sense most difficult to learn, i.e. complete.
We considered several learning types: EX, EX", EX* and EX,.
For all of these types, we first presented examples of complete classes. It turned out that all of our examples were variants of FINSUP. Thus, in a sense, these complete classes do not depend very much on the corresponding learning types. This contrasts with the cylinder classes which were used in [FKS95] in order to derive complete classes.
Our complete classes also turned out to be useful for exhibiting necessary and sufficient conditions making a function class complete. It may be surprising that these conditions do not depend very much on the concrete learning type under consideration. Informally, these properties consist in being both "topologically complex" and "algorithmically easy." Here topologically complex means being dense, i.e. consisting of accumulation points only, and algorithmically easy means being recursively enumerable. Actually, the common structure of all of our completeness characterizations is roughly the following: A class is complete if and only if this class contains a recursively enumerable dense subclass.
On the one hand, it seems intuitively understood that the density of a class can make this class difficult to learn. Indeed, for any initial segment of any function from such a class, there are always infinitely many functions from this class consistent with this initial segment and, hence, which in principle just "might be it". To eventually find out the only function from this infinite variety which "really is it", this in a sense may be accepted as highly difficult. Moreover, it is well known that not only density but already the presence of a single accumulation point can make learning impossible at all. Actually, this is true for learning superfinite classes of languages in the limit from text (see [Go167]), as well as for finite learning of recursive functions (see [FW79] ).
On the other hand, we feel that it needs some explanation for the surprising and, in a sense, counter-intuitive fact that the property of high topological complexity has to be combined with the property of low algorithmic complexity, namely recursive enumerability, in order to yield completeness. Here recursive enumerability is said to be a property of low algorithmic complexity, since being r.e. is kind of being "wellstructured" rather than more or less "unstructured", what one might expect when the most difficult learning situations are to be described. One explanation for this phenomenon stems from the fact that especially our complete example classes from Section 3 have to be reducible to an arbitrary complete class. Recall that all these concrete complete classes are r.e. themselves. Hence, by Lemmas 1 and 2, any reducing operator transmits this recursive enumerability to some subclass of any complete class; moreover, by Lemmas 1 and 2 again, any injective reducing operator transmits the density to the same subclass of the corresponding complete class. A further substantial explanation of the phenomenon above is the following. In order to be a complete class, every class from the corresponding learning type must be mapped to this class by some recursive operator. But to be able to do this the operator must "know" which functions of the complete class it may choose as its "targets". One possibility of formalizing this "knowledge" consists just in getting the operator acquainted with a suitable recursively enumerable subclass of the complete class. Thus, informally, knowing such an r.e. subclass enables the operator "to hit the target". Conversely, one can provide technical evidence that the non-existence of such an r.e. subclass results just in "missing the target". Actually, by (non-effectively) diagonalizing against all the recursive operators one can construct a subclass of FINSUP which, though still being dense, cannot be complete, since no injective recursive operator is able to map even the trivial class of all constant functions to that class.
A consequence of our completeness characterizations is the fact that there are classes which are both complete and "self-describing". This seems to be counter-intuitive, since it was commonly believed that self-describing classes are easy to learn. However, this surprising phenomenon finds a reasonable explanation as well, since in a natural sense the corresponding self-describing classes are really as hard to learn as such generic complete classes as FJNSUP, see the discussion at the end of Section 4.
