Abstract-Although the Global Positioning System (GPS) is used widely in car navigation systems, cell phones, surveying, and other areas, several issues still exist. We focus on the continuous data received in public use of GPS, and propose a new positioning algorithm that uses time series analysis. By fitting an autoregressive model to the time series model of the pseudorange, we propose an appropriate state-space model. We apply the Kalman filter to the state-space model and use the pseudorange estimated by the filter in our positioning calculations. The results of our positioning experiment show that the accuracy of our proposed method is much better than that of the standard method. In addition, as we can obtain valid values estimated by time series analysis using the state-space model, the proposed state-space model can be applied in several other fields.
I. INTRODUCTION
GPS(Global Positioning System) is a three dimensional positioning system using multiple artificial satellites and has been widely used in car navigation systems, cell-phones, surveying, and so on. In car navigation systems and cell-phones, specifically, it is so frequently used that it has become an indispensable system nowadays. However, several issues are existing in GPS. For example, when the user's receiver can not receive the signals from more than three satellites, positioning calculation is impossible. Additionally, when the radiowave is interrupted by obstacles such as buildings, the signal from the satellite can not be received because the radiowave used in GPS goes in straight line and reflected wave can not be available. Furthermore, even if the user's receiver can receive the signals from more than three satellites, positioning error is still generated. Therefore, not only GPS but also inertial navigation equipment and radiowave for the connection are used in car navigation systems and cell-phones [1] , [2] , [3] . However, since the above-mentioned issues can not be resolved perfectly with these methods, many try to improve the quality of GPS itself. These issues should be solved by software because the improvement of the system itself such as increasing the number of satellites is unrealistic. Nevertheless, positioning algorithm itself is beyond redemption because it is established almost perfectly, and studied by many researches [4] , [5] .
Thus, in this research, we focus on receiving continuous data in public use of GPS, and propose a new positioning algorithm that employs the time series analysis.
II. PROPOSED METHOD
We propose an appropriate state-space model in terms of measurement value of GPS.
A. Measurement Value of GPS
In the positioning calculation of GPS, distances between the receiver and satellites are measured by multiplying light speed by propagation time of the radiowave. The measured distance is called pseudorange. The user's coordinates are denoted by (x, y, z) and the ith satellite coordinates are denoted by (X i , Y i , Z i ) and i = 1, 2, . . . , n, with n being the number of available satellites. Then, pseudorange of ith satellites, ρ i , are given by
where s is receiver's clock offset converted into length. Since satellite coordinates, 
where ε c1 , ε c2 are measurement noise considered as zeromean Gaussian white noise with a typical standard deviation of 1m, ε w1 , ε w2 are measurement noise considered as zeromean Gaussian white noise with a typical standard deviation of 1cm, and M 1 , M 2 are errors called ambiguity which are constant values. Although measurement noise of carrier phase measurement is hardly generated, carrier phase measurement is subject to a constant error called ambiguity in terms of time. Carrier phase measurement is sometimes used under the condition that we can observe for a long time steadily such as static survey. In public use, carrier phase measurement is hardly used. In the standard method, positioning error derived from ε c1 sets in because code phase measurement of L1, code1, is considered as pseudorange, ρ. Therefore, we propose the state-space model to estimate accurate pseudorange, ρ, using four measured values represented by eq. (2).
B. System Model
In order to construct system model of state space model, we propose the time series model to represent ρ,
First, we focus on time series data of pseudorange, ρ(t) where t = 1, 2, . . . , t max . We can measure accurate pseudorange at fixed point whose true coordinates are known and show its time series data in Fig. 1 . According to Fig. 2 , the change of pseudorange has big nonlinear component. Therefore, we propose to use the assumption that time series data of pseudorange can be represented by autoregressive(AR) model, which is a useful model widely used in the area of time series analysis [6] . In autoregressive model, current value is represented by linear sum of past values. When time series data of pseudorange, ρ(t), go along 
where m is the order of autoregressive model, a j is the coefficient of autoregressive model, δ AR is the residual error of autoregressive model and can be approximately characterized by zero-mean Gaussian white noise with a variance of σ 2 AR . In order to fit the given time series data to autoregressive model, we have to optimize m, and estimate both a j and σ 2 AR . In this paper, we optimize m using AIC (Akaike Information Criterion) [7] , [8] . AIC is an index which represents goodness of fit of regression model. We set m = 3 because it is the minimum value within sufficient AIC. Then, we propose the method which estimates a j (t) and σ 2 AR (t) from the estimated pseudoranges of the past l points,ρ(t − 1), . . . ,ρ(t − l), by least-square method. The variance estimated from the past l points,σ 2 AR , is represented as a function of a j (t) and given byσ 2 AR (t)
We define the value of a j that corresponds to the minimum ofσ 2 AR asâ j which is the estimated coefficient of the autoregressive model. However, in the first l points, t = 1, 2, . . . , l, we empirically define aŝ
Next, we focus on time series data of ambiguities in carrier phase measurement, M 1 (t), M 2 (t). Since M 1 (t), M 2 (t) are constant values in terms of time, they can be represented by
Then, we define state vector, x, as
and we can get the system model from eq. (3) and (6) as shown in the following equation.
x(t + 1) = F (t)x(t) + G(t)δ(t)
where F is state transition matrix, G is driving matrix, and δ is plant noise, and they are given by
The plant noise, δ, is zero-mean Gaussian white noise with a variance of Q represented by
C. Observation Model
In order to construct the system model of state space model, we define the observation vector, y, as
y(t) = code1(t) code2(t) wave1(t) wave2(t)
T .
Then, we get the observation model based on eq. (2), and the observation model is represented by
y(t) = H(t)x(t) + (t)
where H is observation matrix, and is observation noise, and they are given by
The observation noise, , is zero-mean Gaussian white noise vector with a covariance matrix, R, represented by
owing to the measurement noise of code phase measurement, ε c1 , ε c2 , have variance of 1m respectively, and the measurement noise of carrier phase measurement, ε w1 , ε w2 , have variance of 1cm respectively.
D. State Estimating
From eq. (8) and (14), the proposed state space model is represented by
x(t + 1) = F (t)x(t) + G(t)δ(t) y(t) = H(t)x(t) + (t).
(18)
By applying Kalman filter to the state space model, we can obtain high precision state vector [9] . The algorithm of Kalman filter for t = 1, 2, . . . , t max is given by
where P is called estimated error covariance matrix, K is called Kalman gain, A(t + 1|t) or A(t|t − 1) represents predicted value of A, and A(t|t) represents filtered value of A. The starting value of estimated error covariance matrix, Σ 0 , is defined as
The starting value of state vector, x 0 , is defined as
whereρ,M 1 ,M 2 is the estimated value using least-square method which minimize sum of squares of measurement noise in eq. (2);
We can improve the positioning performance of GPS using filtered pseudorange,ρ(t|t), that belongs to x(t|t) which is the output of the Kalman filter.
III. POSITIONING EXPERIMENT
We conduct the positioning experiment in order to verify the effectiveness of the estimated pseudorange,ρ(t|t), derived from the proposed state space model. In the positioning calculation of GPS, generally, we estimate four unknowns, x, y, z, s, from n nonlinear equations represented by
where i = 1, 2, . . . , n. When n = 4, we neglect ε c1i and solve the simultaneous equation to get x, y, z, s. When n ≥ 5, we estimate x, y, z, s using least-square method which minimize sum of squares of measurement noise;
In this paper, we define this method as the standard method.
In the proposed method, we use filtered pseudorange,ρ(t|t), obtained from the proposed Kalman filter. The filtered pseudorange of ith satellite,ρ i , is given bŷ
where ζ i is error between real value and estimated value and characterized by zero-mean Gaussian white noise with a variance ofσ 2 i that belongs to P (t|t). When n = 4, we solve the simultaneous equation obtained by neglecting ζ i and get x, y, z, s. When n ≥ 5, we estimate x, y, z, s using weighted least-square method which minimizes weighted sum of squares of measurement noise;
In this paper, we define this method as the proposed method. We conduct the positioning experiment at the fixed point whose true coordinates are known. We set time interval, Δt, as Δt = 0.05s, and the number of data, t max , as t max = 10000. We constantly use the same six satellites selected by a software. We show the positioning error at the particular fixed point on two-dimensional surface in Fig. 3 . According to Fig. 3 , we can confirm that positioning error is decreased by the proposed method qualitatively.
We evaluate the positioning results quantitatively in TA-BLE I. We conclude that the proposed method is superior to standard method in terms of all the indices in Table I .
IV. CONCLUSION
We constructed the appropriate state space model for determining the measurement values of GPS. In the result, we could filter out the measurement noise of pseudorange by Kalman filter, and improve the positioning accuracy of GPS. We have come to know that both improvement of the positioning accuracy and proposed state space model is suitable. Therefore, application of GPS seems to be expanding in future. In addition, we can apply the methods of time series analysis like long-term predicting, interpolating and so on using the proposed state space model. For instance, the algorithm which predicts state vector secularly is constructed by applying Kalman filter. In addition, we can interpolate the missing data using fixed-interval smoothing. Therefore, we can improve the performance of GPS in the urban area and to measure the motorcycle trajectory [10] . In the future, we are going to examine these possible application with actual experiment.
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