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Abstract-The most obvious and most important difference between technological and environ- 
mental flows is the length scales which need to be represented in the simulations. Other essential 
differences are that, on the smallest scales of environmental flows, the effects of stratification must be 
included and, on the larger scales, rotation plays a dominant role and must be accounted for. Another 
essential difference is that for many environmental flows it is essential to make forecastsdetailed 
predictions of the actual state (i.e., a single realization) for some time in the future. Thus, two types 
of simulations are performed: actual forecasts and simulations designed to produce data that will 
help simplify and reduce the cost of making forecasts. Several examples of the latter type are given in 
this paper: stratified sheared homogeneous turbulence, oscillating grid turbulence, oceanic upwelling, 
and Langmuir cells. They demonstrate the usefulness of small scale simulations in understanding and 
developing correlations for environmental flows. @ 2003 Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
Environmental, geophysical, and astrophysical flows have much larger length and time scales 
than industrial flows. An immediate consequence is that the Earth’s (or other body’s) rotation 
always plays a significant (and sometimes a dominant) role. Another distinction is that both the 
horizontal length scale of the motions and the velocity components in the horizontal directions 
are much larger than the corresponding vertical scales. As a result, motions on the largest scale 
are essentially two dimensional. Stratification is also important in environmental flows, generally 
on the smaller scales, sometimes so much so that, despite the large scales and correspondingly 
high Reynolds numbers, flows are laminar or nearly laminar. The importance of these forces, 
which are rarely significant in industrial flows, give environmental flows an added richness of 
phenomena. At the same time, it makes simulation of them both challenging and different. In 
astrophysical flows, one has to include the effect of the gravitational force in addition to those 
already mentioned. All of these effects mean that the modeling of turbulence in environmental 
flows differs in essential ways from that for industrial flows. This is one of the primary issues to 
be discussed in this article. 
The authoris heavily indebted to the students who performed the work cited in this paper: D. Briggs, M. Bohnert, 
G. Coleman, R.. Garg, S. Holt, L. Shih, and Y. Zang. This work would have been equally impossible without 
the help of colleagues: J. Koseff, S. Monismith, and R. Street. Last but not least, the work could not have been 
done without the support of the National Science Foundation and the United States Office of Naval Research 
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Another issue that makes simulation of environmental flows very different from simulation of 
industrial flows is that, in a large fraction of cases, one needs to predict the actual future state 
of the particular flow in real time (if possible, faster). Needless to say, this makes the problem 
much more challenging and very different. For example, in weather or ocean prediction, we need 
to predict the actual state of the system for some limited time in the future. The statistical 
average over possible realizations of that flow, which is typically what is required in engineering, 
is insufficient except in the cases noted below. In other words, these fields require prediction of a 
single realization of a flow rather than an ensemble average. This severely constrains the choice 
of approaches that can be used. Due to the inherently unstable nature of turbulent flows (two 
states that differ by only a little at present will differ by much more in the future), there is a limit 
on how far into the future the state can be predicted. This is the famous ‘butterfly’ problem. In 
those areas in which prediction of some type of average behavior suffices, approaches similar to 
those used for engineering flows can be employed, albeit at a much larger scale. Examples of this 
kind are climate studies and some types of pollution studies. 
The field of environmental fluid mechanics is so vast that no one paper or even a book could 
cover all of it. In this paper, we shall concentrate mainly on issues related to simulations in 
small-scale meteorology and oceanography and contrast them with the corresponding issues in 
engineering simulations. Although the scales we deal with are the smallest ones of interest in en- 
vironmental fluid mechanics, their geometric dimensions are very large compared to those in most 
engineering applications. The smallest scale flow of interest in meteorology is the atmospheric 
boundary layer, the layer closest to the Earth’s surface. This is the only part of the atmosphere 
that is consistently turbulent; it is typically l-2 km deep. A simulation of this layer is made in 
a domain several kilometers wide in each of the horizontal directions. On a slightly larger scale, 
a simulation of the part of the atmosphere over an urban area and its surroundings must cover 
a domain whose width is tens of kilometers. In oceanography, the smallest region of interest is 
the mixed layer, which is again the layer nearest the surface (the top in this case) and is the 
only region that is consistently turbulent. It is typically lOO-300m deep. The smallest body of 
water for which a prediction might be needed is an estuary or a lake. These require horizontal 
domains tens of kilometers in horizontal size. On these scales, three dimensionality is important, 
but the Coriolis force and stratification also play major roles. For this reason, environmental 
flows depend on an enormous number of parameters, each of which takes a large range of values. 
The traditional role for simulation (and the one best known to the public) is in making the kinds 
of predictions referred to above-forecasting the actual future state of the,system. Simulations 
of this kind are quite difficult to make (witness the accuracy of the daily weather forecast), but 
the economic value of accurate predictions is enormous. In the codes that make these forecasts, 
which operate on what is called the regional scale, the horizontal length scales considered are 
two or three orders of magnitude larger than those in the smallest scale flows mentioned above. 
The region considered is usually a large continental area or a major part of one of the oceans, 
or a combination of the two. Phenomena that occur on the smaller scales, such as fronts and 
storm cells, need to be parameterized in these codes. The number of phenomena that require 
approximation by a parameterization (what engineers call a turbulence model) is very large 
as is the number of parameters contained in them. For this reason, constructing the needed 
parameterizations is a very complex task, one that occupies a significant fraction of the people 
in the field. It is, however, one in which the simulations made on the smallest scales can play an 
important role. 
Although the easiest environmental flows to simulate are those on the smallest scales, they are 
not simple to deal with. This is because, even though these are small scales from the geophysical 
point of view, the values of parameters such as the Reynolds and Rayleigh numbers are much 
larger than in engineering flows. This means that the small scales contain much more of the energy 
of the flow than in engineering flows, and parameterization of the small scales can be expected 
to be more difficult. Because the scales on which they must be done are so different, laboratory 
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experiments and simulations have been regarded with some suspicion in the geosciences. Given 
the large values of the parameters, it would seem that direct numerical simulation is not applicable 
in these fields. We shall present a counterexample below. Thus, we see that the issues involved 
in simulation in geophysics are quite different from those in engineering simulation. 
There is one saving grace: the accuracy required in geophysics is usually not as high as that 
demanded by engineers. Field data are invaluable in geophysics, but they are the conditions un- 
der which they are taken, which determine the state of the flow, are never steady for long. This, 
combined with the large dimensions, makes the uncertainty in the data much larger than in engi- 
neering experiments. As a consequence, the accuracy demanded of simulations is generally lower 
than what is typically required in engineering. This means that a technique or parameterization 
that is considered satisfactory in geophysics may be regarded as unacceptable in engineering. 
In this paper, we shall try to show that simulation does have an important role to play in these. 
fields. Then we will discuss some of the key issues involved in making such simulations. Finally, 
we shall give some examples of some recent simulations in this area and show the contributions 
that they may make to the fields they serve. 
2. ENVIRONMENTAL AND INDUSTRIAL FLOWS: 
DIFFERENCES AND SIMILARITIES 
Direct numerical simulation (DNS) of actual turbulent flows of either industrial or environ- 
mental interest is clearly far beyond the capability of present computers. This will remain the 
case for the indefinite future. Furthermore, it not clear that one would ever want to perform 
DNS of these flows. The data required to initialize such a simulation is simply not available and, 
even if it were, such a simulation would produce far more detailed data than anyone could deal 
with. Another method of attack is preferable. 
For industrial or engineering flows, other than the simplest ones, this leaves one with the choice 
of doing large eddy simulations (LES) or computations based on the Reynolds averaged Navier- 
Stokes (RANS) equations which require the use of one-point turbulence closure models. The 
trade-off between these methods is a simple one-the low cost of RANS vs. the higher accuracy 
and increased detail provided by LES. In the environmental area, the RANS concept may be 
applicable in applications such as climate studies or the prediction of the average state of an 
estuary but, as already noted, weather or ocean state forecasts must produce accurate estimates 
of the actual future state of the system. For the latter purpose, one has no choice but to use 
LES. Indeed, LES originated in meteorology precisely in order to meet this need. 
We have noted that it appears that DNS has no role to play in geophysics. This is not entirely 
correct. It has been observed that many flows become independent of Reynolds number (or some 
equivalent parameter) when the value of that parameter is sufficiently large. In other cases, it 
may be possible to use asymptotic methods to extrapolate the results to estimate what happens 
at much higher values of the parameter. An example of this kind was given by Coleman et al. [l], 
who showed that data derived from DNS of the atmospheric boundary layer at a ridiculously low 
Reynolds number (500) could be extrapolated to determine the properties of a real atmosphere 
whose Reynolds number is many orders of magnitude larger than that used in the simulations. 
As already noted, a typical simulation of the atmospheric boundary layer or the oceanic mixed 
layer is required to cover a domain whose horizontal dimensions are several kilometers. On this 
scale, the surface of the Earth or the ocean might be idealized as smooth, or it may actually be 
smooth. More realistically, the surface is nearly always rough on a scale as large as or larger than 
a typical near-surface turbulent eddy. In areas where the topography is gentle, the boundary layer 
does not separate from the surface. Separation does occur in the presence of strong topography 
and may be very important. For this reason and because it is impossible to represent the surface 
(let alone such features as trees) exactly, the effect of the surface on the boundary layer is usually 
represented by means of an artificial boundary condition. Using such a condition eliminates the 
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need for the fine near-surface grid that is responsible for the high cost of engineering simulations 
that compute the flow down to the surface. On the other hand, the use of such a condition 
almost certainly makes the treatment of separation inaccurate. Due to the domain size that is 
required and the fact that, for cost reasons, only about a hundred grid points can be used in 
each coordinate direction, the grid size and filter width must each be tens of meters. This is 
much larger than the Kolmogoroff scale, which is typically of the order of a centimeter in the 
atmosphere. This would not be a problem if we were dealing with homogeneous turbulence and 
the filter scale were in the inertial subrange but, in a boundary layer, it means that some of the 
important physics may be treated in a rather crude manner. 
Let us amplify on the last remark. In environmental flows, significant components of the 
dynamics occur at scales smaller than the grid size. This is true at all scales. For example, under 
convective conditions (in which buoyancy creates narrow upwardly moving plumes or thermals 
in the atmospheric boundary layer), entrainment takes place in narrow zones at the edges of the 
plumes. The boundary layer is usually topped by an inversion, a region of stable stratification 
at the top of the atmospheric boundary layer. At the lower edge of the inversion, entrainment 
again takes place, thus increasing the thickness of the boundary layer. Correct prediction of the 
entrainment is essential to producing a good simulation, but the thinness of the entrainment zones 
relative to the overall dimensions of the boundary layer make these phenomena difficult to capture 
accurately in simulations. Similar phenomena occur in the oceanic mixed layer. Treatment of 
regions with important small scale activity is very difficult and remains a subject of research. We 
shall say more about this below. 
Consequently, even in simulations at the smallest scales of interest in environmental fluid 
mechanics, it is not unusual to have a dynamically important length scale smaller than the 
subgrid scale cutoff or filter width. This does not usually occur in many engineering simulations, 
exceptions being flows with combustion and/or shock waves. In cases exhibiting this kind of 
behavior, it may be necessary to use a subgrid scale turbulence model in which the length scale 
is not preselected (as it is in the Smagorinsky model that is often used in these simulations). 
Instead, the subgrid scale model may resemble a RANS model more than the type of subgrid 
scale model used to simulate laboratory scale flows. In particular, it may be necessary to include 
an equation designed to predict the length scale. It is also likely that the similarity on which 
the dynamic modeling procedure is based may not be available in these flows. This is an area in 
which further research is needed. 
As we have noted in the introduction, at the large scales of meteorology and oceanography, the 
flows are almost two dimensional and the Coriolis force, which plays a role at the small scales, 
becomes dominant. It is obvious that DNS is completely impossible at these scales. Although 
predictions of single realizations are required, the definition of LES needs to be reconsidered. A 
solution of the filtered Navier-Stokes equations is all but impossible at these scales, so simplifi- 
cations of them are often used; sometimes different sets of equations are used at each scale. On 
the largest scales, the averaging scale may be a hundred kilometers, and almost all of what an 
engineer would consider turbulence and much of the three-dimensional flow (including a large 
fraction of the vertical motion) lies in the subgrid scale. Despite the dominant two dimensionality 
at these scales, weak vertical motions play an essential role, and the physics cannot be reproduced 
if it is ignored. At these scales, parameterizations of the subgrid scales are required to represent 
a wide range of phenomena, and the difficulty of constructing them is extreme; we shall not cover 
this important subject here. An important goal of smaller scale simulations is to provide the 
parameterizations to be used in the large scale simulations; this task is made very difficult by the 
large number and range of parameters and conditions needed to represent the state of the smaller 
scale flow. Furthermore, the similarity on which the dynamic subgrid scale model is based does 
not exist at these scales. Thus, modeling issues are quite difficult at these scales. 
In the following sections, we shall say a little about the requirements for numerical methods 
and then describe some simulations relevant to environmental fluid mechanics, both DNS and 
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LES, which have been done recently. Specifically, we look at turbulence subject to stratification 
and shear and the problem of upwelling in the coastal ocean. 
3. NUMERICAL METHODS 
Almost any method used in computational fluid dynamics can be applied to LES. Because 
these methods are adequately described elsewhere (see, for example, [2]), we shall not describe 
particular methods here. Instead, a few generalities about issues peculiar to LES will be discussed. 
The most important numerical requirement arises from the need to accurately simulate a wide 
range of length and time scales. Therefore, some techniques used for steady flows are not we11 
suited to LES. Accuracy demands a relatively small time step, but the method must be stable. 
This condition is met by many explicit methods. Recommended methods for time advancement 
are second- to fourth-order accurate Runge-Kutta methods, although the leapfrog method has 
long been used to make forecasts in the geosciences. 
The need to handle a wide range of length scales renders some concepts commonly used in 
computational fluid dynamics relatively unimportant. For example, a common measure of the 
accuracy of a spatial discretization is its order. This is not useful in LES. Although a grid of 
size Ax is capable of representing Fourier modes ezkz with wavenumbers k up to n/Ax, a second- 
order method computes the derivatives of modes with k > km,/2 = 1r/2Ax with poor accuracy, 
so the energy spectrum should not contain much energy at these wavenumbers. In other words, 
the filter should have a width’of at least 2Ax, a point which seems to have been forgotten in 
recent years. 
It is also important to note the effects of rotation and stratification are felt mainly at the large 
scales of a flow. For this reason, the numerical methods that are used for flows without these 
forces can be applied to flows that contain them, essentially without modification, 
4. EXAMPLES OF SIMULATIONS 
4.1. Stratified Sheared Homogeneous Turbulence 
Homogeneous sheared turbulence has been studied since the earliest days of turbulence simula- 
tion and gives a great deal of insight into the physics of more complex inhomogeneous turbulent 
flows. The simplest case is isotropic turbulence, but it does not contain enough physics to be 
of interest. In isotropic turbulence, there are no external forces to change the energy or the 
structure of the turbulence, so the only process that changes the kinetic energy of isotropic tur- 
bulence is dissipation. When a forcing such as strain or shear is added to the flow, production of 
turbulent energy becomes important and, because almost all external forces make the turbulence 
anisotropic, transfer of energy among the components of the velocity is also important. Rotation 
and stratification introduce still other forces that modify the turbulence. Indeed, due to the 
richness of phenomena that exist in homogeneous turbulence, it is not a closed subject despite 
many years of research into it. 
In particular, the addition of shear gives a flow more representative of flows of interest. Shear 
amplifies the intensity of turbulence through vortex stretching and other processes. In the sim- 
plest case, the only significant nonzero derivative of the mean velocity is g, and the resulting 
flow is one in which u2 > v2 > w2; see [3]. (W e use the geophysical convention in which the coor- 
dinate normal to the surface is z throughout this work.) The anisotropy is caused by stretching 
of flow structures in the streamwise direction and their thinning in the normal direction. 
The addition of stable stratification to sheared turbulence introduces a force that tends to 
reduce the intensity of the turbulence by allowing conversion of some of its kinetic energy into 
potential energy. The interplay of the two forces is what makes this flow interesting. The 
parameter traditionally used to characterize their relative importance is the gradient Richardson 
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number, 
For example, Ri, determines whether a laminar flow is stable [4]. This parameter can also be 
interpreted as the ratio of the squares of the time scales associated with the two forces. The time 
scale associated with the stratification is the inverse of the Brunt-Vlisala frequency 
(2) 
while the one associated with the shear is the inverse of the shear rate S where 
&s! 
a.2 . (3) 
Recent studies of inhomogeneous turbulent flows show that the gradient Richardson number 
does not correlate the data well [5,6]. Ri,, being a ratio of the forces acting on the ilow, can 
display considerable variation over relatively short distances. For example, it varies by more than 
an order of magnitude with distance from the wall in stratified turbulent channel flow [7]. In fact, 
it is very small near the wall where the turbulence is suppressed and very large in the channel 
center where the turbulence remains strong: Thus, it cannot, by itself, serve as an indicator of 
the local state of the flow. 
It is, therefore, better to use a parameter that depends on the state of the turbulence rather 
than the forcing. Such a parameter is the turbulent Froude number 
where q is the magnitude of the turbulent fluctuating velocity and L is a turbulence length scale 
which we may take to be the integral scale of the turbulence. For application in turbulence 
models, an alternative version is F’rt = ~/N/C. The turbulent Froude number can be regarded 
as the inverse square root of a Richardson number and could thus be replaced by a Richardson 
number. The important point is that it is based on the properties of the turbulence rather than 
on the strengths of the forces. A number of authors have shown that the data can be correlated 
quite nicely with this variable. An example is given below. 
Stratified homogeneous turbulent shear flow has a number of regimes. As we have noted, the 
gradient Richardson number can be used as an indicator of the overall state of the ilow and, of 
course, a Reynolds number can be expected to play a significant role as well. These are a complete 
set of nondimensional parameters for describing the flow. To avoid the need for introducing too 
many parameters, we take the Reynolds number to be 
When the Reynolds number is very low or the stratification is strong (high Ri), the turbulence 
decays. On the other hand, when the shear is strong and the stratification is weak (low Ri and 
high Re), there is the possibility of indefinite exponential or runaway growth of the turbulence 
intensity, a situation that is well described by rapid distortion theory [8]. Between these two 
limiting cases, there are flows which reach a kind of steady state in which all of the important 
properties of the turbulence are essentially time independent. This occurs when the Richardson 
number takes a particular value that has been called the stationary Richardson number, Ri, [9]; 
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Figure 1. The stationary Richardson number as a function of Reynolds number. 
From [lo]. 
the latter appears to depend only on the Reynolds number measured at the stationary state and 
is shown in Figure 1. 
Another interesting property of these flows is that the shear rate made dimensionless with 
turbulence quantities, S’ = SLIq (Sk/ E is an alternative definition), tends to become ssymp- 
totically constant with a value of approximately 6 in homogeneous stratified sheared turbulence, 
at least at high Reynolds numbers and for Richardson numbers below the stationary value. For 
unstratified flow, this relation can be derived by assuming that production and dissipation are 
equal and the fact that, in shear flows, the structure function b13 = s/q2 tends to take a con- 
stant value of approximately 0.15. These properties can be extremely useful in the construction 
of parameterizations for these flows. 
We have noted that the gradient Richardson number is not a particularly good parameter for 
describing the local state of a stratified flow and that the turbulent Froude number performs 
better in this regard. It is therefore important to note that the turbulent Froude number also 
tends asymptotically to a constant in stationary stratified sheared homogeneous turbulence. This 
actually follows from the facts that S* becomes constant and that the gradient Richardson num- 
ber is constant. This was demonstrated recently by Shih et al. [lo] and should be useful in 
modeling. These authors also showed that the asymptotic value of Frt is very close to the one 
which maximizes the mixing efficiency (see below). 
4.2. Oscillating Grid Turbulence 
Homogeneous flows, one example of which was discussed in some detail above, are the simplest 
turbulent flows. They contain all of the interesting physics that is found in many environmental 
flows with the important exception of transport. The latter is the movement of turbulent energy 
from one physical location to another by its own action and is sometimes called turbulent diffusion 
and modeled as such. Indeed, this process has proved difficult to model, so it is important to 
investigate the physics behind it and its modeling. It is present in all inhomogeneous flows, which 
includes essentially every flow of engineering or environmental importance. 
The only flow in which turbulent diffusion plays an important role and which does not also 
contain effects of arising from turbulence production is the one in which turbulence is created by 
oscillation of a grid in an otherwise quiescent tank of fluid. The turbulence produced in this way 
is different from that produced by shear, which is by far the predominant agent for the creation 
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of turbulence in most flows. When shear is the primary forcing, the component of the turbulent 
fluctuations in the mean flow (or streamwise) direction which is nearly always horizontal in 
stratified flows is larger than the other components of the turbulence. In turbulence created by a 
grid oscillating in the vertical direction, the largest fluctuations are also in the vertical direction, 
especially in the region far from the grid. The anisotropy varies with distance from the grid and 
is not a direct effect of the grid motion. In fact, it is due to a kind of selection process. Fluid 
parcels with large amounts of vertical momentum can penetrate further into the stratified fluid 
than those whose momentum is primarily horizontal. In this way, an unusual type of turbulence 
is created. This poses a challenge to modelers and provides a unique test bed for ideas about 
turbulence. 
Oscillating grid turbulence is actually deceptively simple. Near the grid, the flow is dominated 
by the production process and is complicated but nearly isotropic. The region of interest is far 
from the grid where the only important processes are turbulent diffusion and’dissipation. (There 
is also intercomponent transfer of energy that we shall ignore here.) As a result of the dissipation, 
the turbulence decays fairly rapidly with distance from the grid. The decay is usually fit with a 
function of the type 
k = C(z - &-J)-a, (6) 
where za is an effective origin. Experimental data indicate that 2 < a < 3. As a result, the 
turbulence tends to be very weak in the interesting region far from the oscillating grid. This 
is a difficulty in both experiments and simulations. It means that one cannot be sure that low 
Reynolds number effects are unimportant and is a major disadvantage of using these flows to 
establish or test turbulence models. 
The mechanisms at work in these flows are of interest. In the unstratified case, the process of 
energy transport is nothing more than the creation of energetic parcels of fluid by the oscillation 
of the grid and the subsequent movement of these parcels (‘blobs’) through the quiescent fluid. 
As they move, the blobs are distorted, decelerated, and mixed with the surrounding fluid. Since 
parcels whose energy is primarily associated with the vertical velocity component can travel 
further in the direction normal to the grid, the turbulence far from the grid becomes anisotropic, 
with the vertical kinetic energy dominant. As already mentioned, this is in contrast with the 
case of shear generated turbulence in which the streamwise velocity component dominates. It is 
thus perhaps not surprising that the commonly used k - E model does not predict the decay of 
the turbulence accurately (it gives an exponent in equation (6) of about 5); however, the Ic - w 
model fares rather well. See [ll] for a discussion of these models. The mechanism of transport 
just described is illustrated in Figure 2 where contours of the kinetic energy are shown. 
In a case of interest in geophysics, there is a region with sharp variation of concentration of. 
a scalar near the oscillating grid. This region is always stably stratified and might represent 
the thermocline at the bottom of the mixed layer in the ocean or the inversion at the top of 
the boundary layer in the atmosphere. In the unstratified flow, the mechanism of mixing or 
entrainment near the ‘thermocline’ starts with the engulfment of parcels of high concentration 
I I 
Figure 2. Contours of the turbulent kinetic energy in grid generated turbulence, 
from [12]. 
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fluid by low concentration fluid (‘stirring’) followed by mixing of the fluids across the stretched 
interface created by the strain. The latter process requires molecular diffusion. Again in the 
unstratified case, there is nothing to cause the stirred fluid to return to its original location, so 
it will eventually be ‘digested’ by the surrounding fluid. 
In the presence of gravity, the thermocline is stably stratified. In this case, the fluid parcels 
reaching the interface have already lost some kinetic energy by working against gravity and, in 
any case, they may not have enough energy to penetrate into or through the thermocline (see 
Figure 3). As a result, the processes that produce mixing are altered. Small pieces of high 
concentration fluid are ‘scoured’ off the interface. Engulfment of large parcels of fluid is no longer 
dynamically possible. Also, the stirred fluid can return at least part of the way to its original 
vertical location by gravitational settling. As a result of all of these processes, the mixing is 
reduced considerably. If the stratification is strong enough, internal waves may also be produced 
at the thermocline. 
Note that real mixing is thermodynamically irreversible. It can be measured in terms of a 
reference potential energy (RPE) which is the energy of the state that the fluid would reach 
if allowed to settle without further diffusion [13]. The remainder of the potential energy (the 
available potential energy) can be converted into kinetic energy by gravity. The RPE is most 
easily computed through the use of probability distribution functions [14]. 
Figure 3. Contours of the density in stratified grid turbulence near a thermocline, 
from [15]. 
The mixing produced by the turbulence can be characterized by a mixing efficiency defined as 
the fraction of the kinetic energy extracted from the mean flow by the turbulence that goes into 
the production of potential energy 
B 
. 77=B+E. 
This quantity is relatively easy to incorporate into Reynolds averaged (RANS) models of tur- 
bulent flows. Doing so requires that it be correlated with parameters that can be computed by 
the model. Until recently, it was thought that the mixing efficiency should be correlated with the 
gradient Richardson number. As we have seen, this parameter is often used to characterize strat- 
ification. Attempts to fit the mixing efficiency data as a function of Ri, are not very successful. 
Ivey and Imberger [5] h s owed that r] correlates much better as a function of the turbulent Froude 
number given in equation (4). 
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Briggs et al. [15] found that the mixing efficiency correlation that had been developed for 
shear turbulence does not work for oscillating grid turbulence. They showed that it is better 
to use a turbulent Froude number based on the vertical component of the turbulence. This 
parameter is obtained by replacing q in definition (7) by the root mean square fluctuation of the 
vertical velocity.’ Because vertical velocity fluctuations are more effective at producing mixing 
than horizontal fluctuations, the anisotropy also needs to be taken into account and the definition 
of the mixing efficiency must be modified. The result is shown in Figure 4. Turbulent diffusion 
(transport of turbulent energy through the agency of the third-order correlations) exhibits similar 
differences in shear- and grid-generated turbulence and for similar reasons. 
0.4 
Figure 4. The mixing efficiency as a function of the vertical turbulent fioude number; 
data for both sheared and oscillating grid turbulence are shown. From [15]. 
4.3. Oceanic Upwelling 
An interesting phenomenon occurs on the eastern boundaries of oceans, i.e., off the west coasts 
of the continents. Here, one often finds stable high pressure areas in the atmosphere, especially 
in the local summer. These drive long-shore winds which, in the northern hemisphere, blow from 
north to south. The wind drives an ocean current in the same direction. The Earth’s rotation 
produces a Coriolis force that drives the current offshore. To replace the surface water that has 
been driven offshore, deep ocean water that is colder, more nutrientiladen, and denser upwells 
to the surface. The upwelled deep water also has a different long-shore velocity than the original 
surface water. Finally, the combination of velocity and density differences leads to an instability 
that makes the boundary between the two fluid masses very irregular even if the coastline is 
smooth. Consequently, there is considerable mixing of the two types of fluid. Mixing can be 
further enhanced if the coastline or the bottom of the ocean is irregular. This upwelling process 
is responsible for a surprisingly large part of the mixing that occurs in the ocean; some estimates 
say. that half of all mixing between surface and deep water in the ocean is due to upwelling. 
Despite the fact that the flow is turbulent, many of the properties of upwelling can be predicted 
with the aid of linear stability theory. It is also possible to create a laboratory experiment that 
mimics the process [16,17] and to perform simulations of it [18]. Both of the latter have relatively 
smooth surfaces not representative of the actual coast or ocean, but it is possible to introduce 
idealizations of coastal geography and bathymetry. These show that capes and ridges cause 
significant increases in the mixing that occurs in the ocean. 
A sequence of snapshots of the density at the surface in a simulation of a quarter of the tank 
in an upwelling experiment is shown in Figure 5. In the first picture, the baroclinic instability is 
just beginning; it is less regular than the sinusoid used in linear stability theory, but the number 
of vortices being created by the instability is in accord with the theory. The second picture shows 
a later stage of the flow at which the vortices produced by the instability have pumped some of 
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the dense fluid into the body of the tank. By the time of the third picture, other vortices had 
taken some of the fluid pumped toward the center of the tank and moved it at right angles to its 
original trajectory. Detached eddies have also formed at this time. Also note that the number of 
vortices has been reduced; this is due to a kind of tearing mechanism. In the final picture, the 
number of vortices has been reduced to two, but much of the same kind of behavior seen earlier is 
evident. All of these phenomena are seen in real oceans but, of course, with much less regularity. 
For a more complete version of this work, see [19]. 
Figure 5. Four snapshots of contours of the density on the upper surface of an 
upwelling flow taken from a longer series produced by Y.H. Tseng. 
4.4. Langmuir Cells 
Still another phenomenon that causes mixing in the ocean is Langmuir cells. These are created 
by a combination of the wind-induced current and a Lagrangian drift (Stokes drift) that exists 
beneath the waves and are longitudinal vortices that can produce a great deal of mixing in the 
upper ocean. Recent simulations of this phenomenon [20] have reproduced many of the observed 
properties of the cells and provided data that should help in modeling them. 
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