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Abstract 
Background/objective Obesity is thought to be the product of over 211 different factors, interacting as a complex 
system over multiple levels. Understanding the drivers of obesity requires considerable data, which are challenging, 
costly and time-consuming to collect through traditional means. Use of ‘big data’ presents a potential solution to this 
challenge. Big data is defined by Delphi consensus as: always digital, has a large sample size, and a large volume or 
variety or velocity of variables that require additional computing power (Vogel et al. Int J Obes. 2019). ‘Additional 
computing power’ introduces the concept of big data analytics. The aim of this paper is to showcase international 
research case studies presented during a seminar series held by the Economic and Social Research Council (ESRC) 
Strategic Network for Obesity in the UK. These are intended to provide an in-depth view of how big data can be used 
in obesity research, and the specific benefits, limitations and challenges encountered. 
Methods and results Three case studies are presented. The first investigated the influence of the built environment on 
physical activity. It used spatial data on green spaces and exercise facilities alongside individual-level data on physical 
activity and swipe card entry to leisure centres, collected as part of a local authority exercise class initiative. The 
second used a variety of linked electronic health datasets to investigate associations between obesity surgery and the 
risk of developing cancer. The third used data on tax parcel values alongside data from the Seattle Obesity Study to 
investigate socio-demographic determinants of obesity in Seattle. 
Conclusions The case studies demonstrated how big data could be used to augment traditional data to capture a 
broader range of variables in the obesity system. They also showed that big data can present improvements over 
traditional data in relation to size, coverage, temporality, and objectivity of measures. However, the case studies also 
encountered challenges or limitations; particularly in relation to hidden/unforeseen biases and lack of contextual 
information. Overall, despite challenges, big data presents a relatively untapped resource that shows promise in 
helping to understand drivers of obesity. 
Introduction 
Obesity is a complex health, social and economic challenge. It is widely recognised as a product of numerous multi-
level factors, including individual, social, economic, environmental and political influences [1–3]. This complexity is 
represented in the Foresight Obesity System Map [4], which lists 218 contributing factors, depicted as nodes in a 
system diagram. It is also reflected in the multi-disciplinary nature of obesity research, which covers disciplines as 
diverse as medicine, public health, geography and computer science. Whole systems approaches, which intervene 
across these multiple levels and domains, have been touted as a way to tackle the growing problem of obesity [5]. 
Understanding the drivers of obesity and responses to interventions within such a complex system 
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requires considerable data. Use of ‘big data’ and associated analytics, presents a potential solution to this challenge. 
Various definitions of ‘big data’ have been adopted [6–8]. In this paper, we adopt a definition of ‘big data’ 
established by a recent Delphi survey of international obesity and big data experts [9], which agreed that, in contrast to 
traditional data, big data: 
“is always digital, has a large sample size, and a large volume or variety or velocity of variables that require 
additional computing power. It can include quantitative, qualitative, observational or interventional data from a 
wide range of sources (e.g. government, commercial, cohorts) that have been collected for research or other 
purposes, and may include one or several datasets. Specialist skills in computer programming, database 
management and data science analytics are usually required to analyse big data.” 
According to the Delphi survey, ‘big data’ can include not only ‘novel’ types of data such as social media, loyalty 
cards and sensors, but also routinely collected data, such as health records, government and census data. 
The Economic and Social Research Council (ESRC) Strategic Network for Obesity (‘the Network’) was established 
to consider the use of big data in obesity research [21]. Several outputs from the Network, which form part of this 
paper series, have demonstrated that research applications using big data, and associated analytics, within obesity 
research are rich and diverse. Timmins et al. [22] report a wide range of studies already using big data in obesity 
research. They reveal that big data could provide many benefits such as increased scope and objectivity, access to 
unreached populations, and the potential to evaluate real-world interventions. Big data and big data analytics have also 
been used to produce innovative data visualisation tools, with demonstrable policy impact [22]. Looking to the future, 
a mapping exercise [23] demonstrated that big data sources can provide information spanning almost 81% of the nodes 
in the Foresight Obesity System Map. The remainder of the nodes could be covered by more traditional data sources, 
demonstrating how synergy of big and traditional data can support whole systems approaches to obesity. 
Big data also has limitations, such as concerns around data validity and representativeness [22], which need to be 
balanced alongside benefits. Challenges exist around ethics, data governance, data handling and processing capabilities 
[6, 9, 24]. Consistent reporting of data sources, such as through the use of the recently developed BEE-COAST 
framework [23], better enables critique of these strengths and limitations. 
Applications of big data in obesity research include use of retail sales data to evaluate the impact of obesity policy 
[25], use of geotagged social media data to explore patterns in obesity-related behaviours [26, 27], and the use of 
smartphone data to assess physical activity patterns over space and time [28, 29]. These examples draw on data from 
diverse sectors, highlighting again the multi-disciplinary nature of obesity research. 
Uses of big data include both hypothesis generation (‘exploratory analyses’) and hypothesis testing. Recognising the 
distinction between these two forms of enquiry is important to avoid hypothesising after the results are known [21]. 
This may be particularly problematic in the case of big data research, as large sample sizes, coupled with repeated 
exploratory analyses, will lead to increased chance of detecting statistically significant associations that are of limited 
clinical and practical importance. 
The aim of this paper is to showcase international research case studies presented during seminars held by the 
Network in the UK [21]. These are intended to complement existing high-level reviews of big data in obesity research 
[22, 23] by providing an in-depth view of how big data can be used in this field, and the specific benefits, limitations 
and challenges encountered. 
Methods and results 
Three case studies presented at the Network Seminar Series [21] are reported. Each employed several sources of data, 
including ‘big’ and ‘traditional’ data to measure obesity-related exposures and/or outcomes. These data are reported 
using a standardised BEE-COAST framework [23] that cross references to the Foresight Obesity System Map nodes 
[4] highlighting the breadth of data coverage (Table 2). 
Table 2 summarises all Network seminar presentations. Further information and seminar recordings can be found at 
https://www.cdrc.ac.uk/research/obesity/. 
Case Study 1: Uptake of physical activity in Leeds, UK 
Griffiths and Zwolinsky, Seminar: May 2016, London School Hygiene Tropical Medicine 
Background Physical activity can help prevent and man-age a number of chronic health conditions, including obesity 
[22, 22]. The World Health Organisation [23], and other bodies internationally [24, 25] have called upon authorities to 
increase opportunities for physical activity as a means to tackle obesity. Repurposing existing ‘big’ spatial data on the 
physical activity environment provides novel opportunities to support policy. 
Data Leeds Let’s Get Active Programme, Points of Interest (Table 1).  
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Table 1 BEE-COAST framework reporting the data used in our case studies. 
Case Study 2: Uptake of physical activity in Leeds, UK 
Data: Leeds Let’s Get Active (LLGA) 
Background Key features This data set consists of two elements. Firstly, a local population level survey of sixty thousand adult residents to determine 
current levels of physical activity and sedentary behaviour. Secondly, attendance data at local authority leisure centres from 
individuals completing the physical activity survey. 
 History LLGA was originally commissioned by Sport England as part of their ‘get healthy, get into sport’ funding stream. In 
addition, it received match funding from Leeds Health and Wellbeing Board. Open to all adults in the area, LLGA is a 
community-based physical activity intervention that encourages inactive residents to be more active. Participants signing-
up get free unlimited access to around 251 h of timetabled sessions each week at Leeds based local authority leisure 
centres. 
 Purpose To assess physical activity levels and attendance rates at LLGA. 
Elements Content Demographics: 
• Registration data 
• Member number 
• Gender 
• Year of birth 
• Post code of residence 
Physical activity data: 
The following variables were collected using the short form International Physical Activity Questionnaire (sIPAQ) [52], an 
instrument which was designed for population surveillance of physical activity among adults: 
• Metabolic equivalent (METs)—energy expenditure minutes of physical activity per week 
• Vigorous intensity physical activity (minutes per week) 
• Moderate intensity physical activity (minutes per week) 
• Light intensity physical activity (minutes per week) 
• Walking (minutes per week) 
• Sedentary time (minutes per weekday) 
Attendance data: 
• Venue 
• Type of session attended (e.g. swimming or gym class) 
• Timestamp 
 Ownership Leeds City Council 
 Aggregation Data are at the level of an individual. 
 Sharing These data may be accessed through Leeds City Council’s Sport and Active Lifestyles department. Data are controlled by 
this group and access is determined on a project by project basis. 
 Temporality The sIPAQ was collected on a cross sectional basis at the point of registration. LLGA attendance data are collected every 
time a member accesses an LLGA session through a local authority swipe card system. Data used in Case Study 2 were 
collected between September 2123 and July 2125. 
Exemplars Indicative use cases There are many examples of sIPAQ data being used to determine physical activity and sedentary behaviour levels within 
epidemiological research, both nationally and internationally. For example, sIPAQ data have been used to understand 
clustering of health behaviours [52] and correlates of sedentary behaviour [53]. To the best of our knowledge, these data 
have not been used in conjunction with efforts to investigate associations with objective measures of physical activity 
opportunities. 
A small number of studies have used swipe card data to measure leisure centre attendance [54, 55]. However, to our 
knowledge, none have used swipe card data to investigate associations between leisure centre proximity and attendance. 
 Foresight nodes 3.2 Physical activity 3.4 Level of recreational activity 4.3 Access to opportunities for physical exercise 
Data: Points of Interest 
Background Key features Points-of-Interest is a dataset detailing over 4 million geographic features (both natural and built) across Great Britain. 
 History The dataset is created and maintained by PointX Ltd on behalf of Ordnance Survey, the national mapping agency of Great 
Britain. PointX is an independent company jointly owned by Ordnance Survey and Landmark Information Group. Points-
of-Interest data have been available since 2111, and are updated quarterly (see below). 
 Purpose Points-of-Interest data were developed for the purpose of mapping features of public interest in Great Britain. They have 
various uses including both administrative (e.g. service provision and emergency planning) and commercial (e.g. driver 
routing and location based services). 
Elements Content The scope of features covered is broad, including commercial services, education and healthcare establishments, 
transportation infrastructure, attractions, and public infrastructure. Of particular relevance to the obesity system, the dataset 
contains information on food outlets (various classifications), public transportation nodes (e.g. bus stops), formal green 
spaces (e.g. commons and parks), and sport and recreational facilities. 
For each feature, the following data are available: 
• Unique reference number 
• Feature name 
• Feature classification (600 classifications available) 
• Feature address 
• Feature location (British National Grid coordinates) 
• Positional accuracy of feature location 
• Unique property reference number (allows linkage to Ordnance Survey Address Base suite of products) 
• Topographic ID and version Identifier (allows linkage to Ordnance Survey MasterMap Topography Layer product). 
• ITN easting and northing (allows linkage to OS MasterMap ITN layer) 
• Telephone number and/or web address 
 Ownership Ordnance Survey 
 Aggregation Data are available at the level of individual features. 
 Sharing Points-of-Interest data can be accessed for free online via the EDINA Digimap website using an educational institution 
login. However, use of the data via this means is restricted to ‘educational use’ and/or limited ‘administrative use’, as 
defined by Ordnance Survey’s end user agreement. Data can be shared with others who have entered into the end user 




Table 1 (continued) 
Data: Points of Interest 
 Temporality A new version of Points of Interest is released every quarter. EDINA Digimap hold previous versions of Points of Interest 
back to March 2125. With each new release, Ordnance Survey publish details on the changes that have been made as 
compared with the previous release. 
Note, feature classification codes have also changed over time (last update at time of writing: January 2013). 
The data used in the present case study were from 2122. 
Exemplars Indicative use cases Points of Interest has been used to characterise access to local amenities relating to diet and physical activity such as food 
outlets [56], and sport and recreational facilities [57]. 
 Foresight nodes 4.2 Opportunity for team based activity 4.3 Access to opportunities for physical exercise 4.6 Reliance on labour saving 
devices and services 4.9 Opportunity for un-motorised transport 4.22 Dominance of motorised transport 4.23 Walkability 
of living environment 7.4 Food exposure, 7.5 Food abundance, 7.7 Convenience of food offerings, 7.8 Food variety 
Case Study 2: Obesity and Colorectal Cancer in England, UK 
Data: Hospital Episode Statistics (HES) 
Background Key features HES is a dataset that contains details of hospital inpatient admissions, outpatients appointments and accident and 
emergency (A&E) attendances, covering all National Health Service (NHS) trusts in England (including acute hospitals, 
primary care trusts and mental health trusts) 
 History HES is collated by NHS Digital. NHS Digital is the national provider of information, data and IT systems for 
commissioners, analysts and clinicians in health and social care in England. 
 Purpose HES data are collected during a patient’s time at hospital. It is an administrative dataset which allows hospitals to be paid 
for the care they deliver. HES data can also be used for non-clinical purposes (secondary use), including research. 





• Residence location 
Clinical details: 
• Diagnoses 
• Operative procedures 
• Consultant information 
• Specialty information 
Administrative details: 
• NHS trust 
• General practitioner 
• Admission dates 
• Discharge dates 
• Method of admission 
• Referrer 
 Ownership NHS digital 
 Aggregation Data are collected on a patient level. 
 Sharing Through application to NHS Digital. 
 Temporality HES extracts are taken from the Secondary Uses Service database (a secure data repository of healthcare data in England) 
on a monthly basis, at pre-arranged dates during the year. 
Exemplars Indicative use cases HES provides data for the purpose of healthcare analysis to the NHS, government and others including: 
• National bodies and regulators, such as the Department of Health, NHS England, Public Health England, NHS 
Improvement and the Care Quality Commission. 
• Local Clinical Commissioning Groups. 
• Provider organisations. 
• Government departments. 
• Researchers and commercial healthcare bodies. 
• National Institute for Clinical Excellence (NICE). 
• Patients, service users and carers. 
• The media. 
HES statistics are known to be used for: 
• National policy making. 
• Benchmarking performance against other hospital providers or Clinical Commissioning Groups. 
• Academic research, such as investigating trends over time in obesity surgery rates [58] and obesity-related hospital 
admissions among children and adolescents [59]. 
• Analysing service usage and planning change. 
• Providing advice to ministers and answering a wide range of parliamentary questions. 
• National and local press articles. 
• International comparison. 
 Foresight nodes 2.2 Self-esteem, 2.4 Stress, 7.9 Alcohol consumption. 
Data: National Cancer Registration and Analysis Service (NCRAS) 
Background Key features The NCRAS dataset is a collection of data items relating to cancer diagnosis and treatment. 
 History NCRAS is a service that manages the collection of cancer registration data. Every year, NCRAS collects information on 
over 311,111 cases of cancer. 
 Purpose To build a complete picture of the incidence and prevalence of cancer in England, as well as understanding how cancer 




Table 1 (continued) 
Data: National Cancer Registration and Analysis Service (NCRAS) 
Elements Content The data collected include: 
• Patient details such as name, address, age, sex, ethnicity. 
• Details on type of cancer. 
• How advanced a cancer case is. 
• Details of treatment a patient underwent. 
 Ownership Public Health England 
 Aggregation Data are collected on a tumour level 
 Sharing Data can be obtained via the Public Health England Office for Data Release or from the NHS Digital Data Access Request 
Service. In the present case study, NCRAS data were obtained from the NHS Digital Data Access Request Service who 
performed linkage with the HES and Office for National Statistics mortality data. 
 Temporality NCRAS data are refreshed yearly. 
Exemplars Indicative use cases Examples of how NCRAS data are used to support cancer epidemiology, public health and research are: 
• Monitoring how many people are diagnosed with cancer 
• Improving cancer care through feedback of data to the clinical community 
• Supporting cancer research via investigation of possible causes of cancer and effectiveness of treatments 
Research applications include building projections of future cancer incidence and mortality rates [61] and examine 
mortality rates after cancer treatment [62]. 
 Foresight nodes Not applicable 
Data: Office For National Statistics Mortality Data 
Background Key features The Office for National Statistics is a non-ministerial government department which produces national statistics on a 
variety of topics, such as health, economy and crime, for the UK government. One such area is data on mortalities across 
England and Wales. 
 History The Office for National Statistics was formed in 2996, and since that time has collected data on the UK population via 
population census, surveys, and analysis of data generated by businesses and organisations such as the National Health 
Service and the register of births, marriages and deaths. 
 Purpose The purpose of the data collected by the Office for National Statistics is to inform policymaking, enable tracking of 
population changes over time, and international comparisons. 
Elements Content The Office for National Statistics mortality data contains information taken from the death certificate for all deaths 
registered in England and Wales. This includes: 
• Cause of death 
• Date of death 
• Place of death 
 Ownership Office for National Statistics 
 Aggregation Data available at the level of individuals 
 Sharing Data can be obtained directly from the Office for National Statistics. However, in the present case study, the data were 
obtained pre-linked with HES and NCRAS data from the NHS Digital Data Access Request Service. 
 Temporality Data are released monthly in provisional format (without quality assurance and subject to change due to e.g. delays in death 
registration) and yearly in finalised format. 
Exemplars Indicative use cases Office for National Statistics mortality data have been used in a wide variety of research contexts e.g. to explore changes in 
mortality rates over time [62], or between populations [63]. 
 Foresight nodes Not applicable 
Case study 3: Sociodemographic determinants of obesity in Seattle, USA 
Data: Seattle Obesity Studies I, II and III (SOS I, II, III) 
Background Key features A population-based health survey of adults living in King County, Washington State, USA. 
 History The original SOS study (SOS I) is a telephone-based survey of 2,001 adults living in King County. Stratified random 
sampling was used to select telephone numbers for residential properties in King County. Zip codes with a high percentage 
of low-income or ethnic minority residents were over-sampled. A pre-notification letter was sent to selected households, 
which was followed up with a telephone call inviting one household member to complete a 21 min telephone survey 
(where there were multiple household members ≥18 years, one was selected at random). Surveys took place between 2118 
and 2119. Survey questions closely replicated those used in the national Behavioural Risk Factor Surveillance System 
(BRFSS). Participants were also invited to complete a Food Frequency Questionnaire, which was mailed to participants by 
post. 
The SOS II and III was a prospective cohort study comprising two waves (wave 2: SOS II; wave 2: SOS III; 2 year apart) 
conducted between 2122 and 2123. A new sample of 526 King County adults was recruited through similar methods as for 
SOS I, with the exception that sampling was stratified based on tax parcel property values rather than zip code income and 
ethnicity. Survey questions were similar to those in SOS I. However, surveys were administered through in-person 
interviews with objective measures of height and weight collected. Participants also wore a GPS tracker to record travel 
patterns in time and space, and an accelerometer to measure physical activity (SOS III only). 
Further information is available at Aggarwal, Monsivais et al. [64] and Drewnowski, Aggarwal et al. [65]. 
 Purpose The Seattle Obesity Study (SOS) was designed to addresses the socioeconomic and environmental determinants of health 
inequities, with a focus on obesity. 




• Number of children <22 years 
• Number of children between 22 and 28 years 
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Table 1 (continued) 
Case study 3: Sociodemographic determinants of obesity in Seattle, USA 
Data: Seattle Obesity Studies I, II and III (SOS I, II, III) 
  • Household size 
• Education 
• Employment 
• Annual household income 
• Home ownership 
• Height 
• Weight 
• Self-rated health 
• CVD 
• Diabetes 
• Smoking status 
• Travel diary 
• Self-reported physical activity outside work 
• Diet (food frequency questionnaire of intakes and portion sizes of ~251 foods and beverages). 
• Dietary and food shopping behaviours (SOS II and III only) 
• GPS (SOS II and III only) 
• Accelerometry (SOS III only) 
 Ownership University of Washington, Seattle, Washington, USA 
 Aggregation Data are available at the level of individual participants. 
 Sharing Available on a case-by-case basis upon request to the University of Washington. 
 Temporality SOS I data were collected between 2118 and 2119. SOS II and III data were collected between 2122 and 2123, with wave 2 
(SOS III) conducted 2 year after wave 2 (SOS I). 
Exemplars Indicative use cases The SOS data have been used in a variety of studies investigating built and social inequalities, health and obesity [39]. 
 Foresight nodes 2.2 Education, 2.5 Sociocultural valuation of food, 2.26 Smoking cessation, 3.2 Physical activity, 3.4 Level of recreational 
activity, 3.5 Level of domestic activity, 3.6 Level of occupational activity, 3.7 Level of transport activity, 4.22 Dominance 
of motorised transport, 4.22 Dominance of sedentary employment, 4.23 Walkability of living environment, 5.25 
Predisposition to physical activity, 7.2 force of dietary habits, 7.3 tendency to graze, 7.8 Food variety, 7.9 Alcohol 
consumption, 7.22 Fibre content of food and drink, 7.23 Portion size, 7.24 Demand for convenience, 7.26 Nutritional 
Quality of food and drink. 
Data: King County Tax Parcel Values 
Background Key features This dataset includes the estimated market value of tax parcels within King County (Washington, USA) as assessed by the 
King County tax assessor. 
 History The state of Washington imposes a property tax based upon assessed tax parcel values. Tax parcels are plots of land, often 
containing one or more residential units. 
Tax parcel values are determined in King County every 6 years by the county tax assessor. Valuations are based on the 
combined value of both land and any improvements attached to the land (such as drive-ways, buildings etc.). Valuations 
aim to estimate the market value of the land and improvements, taking into account comparable bare land sales, building 
square footage, year built, and other property characteristics. The assessed value per parcel is the sum of a parcel’s land and 
improvement values. 
 Purpose The data are primarily generated for the purpose of determining property taxes. 
Elements Content The data includes information on the estimated market value of each tax parcel, and the number of residential units per 
parcel. 
 Ownership King County 
 Aggregation Data are available at the level of tax parcels. 
 Sharing The data are publicly available. 
 Temporality Land parcel values are re-assessed every 6 years. 
Exemplars Indicative use cases This is the first known use of King County tax assessor property values within health research.  
 Foresight nodes Property values appear to indirectly capture the social and economic context and composition of a neighbourhood, which 
might capture diverse nodes of the Foresight map, including: 2.2 Education, 2.2 Acculturation, 2.5 Sociocultural valuation 
of food, 2.7 Social acceptability of fatness, 2.25 Social rejection of smoking, 6.22 Desire to minimise cost, 6.23 Market 
price of food offerings, 7.24 Demand for convenience. 
HES hospital episode statistics, LLGA Leeds Let’s Get Active, NCRAS National Cancer Registration and Analysis Service, NHS National 
Health Service, sIPAQ short form International Physical Activity Questionnaire; SOS Seattle Obesity Study; GPS Global Positioning System. 
Methods Links with Leeds City Council facilitated secondary analysis of data emerging from the Leeds Let’s Get 
Active (LLGA) programme; a council initiative to increase physical activity through exercise classes delivered at 
leisure centres. Exploratory, cross-sectional analyses investigated (i) the association between the number of 
neighbourhood physical activity opportunities and separate outcomes of sedentary behaviour and physical activity, 
controlling for neighbourhood deprivation, and (ii) whether residential proximity to participating leisure centres was 
related to attendance. Physical activity opportunities were derived from Points-of-Interest data; a large dataset detailing 
the locations of a wide range of features across the whole of Great Britain. 
Participant postcodes were analysed in a Geographic Information System together with data on the locations of 
physical activity opportunities from Points-of-Interest data and the locations of participating leisure centres. Physical 
activity opportunities separately included (i) green spaces and (ii) built facilities such as gyms, climbing facilities, and 
swimming pools. Neighbourhoods were defined using 
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Table 2 Summary of Network Seminar Series Presentations. 
Presenter(s) Presentation title 
Seminar 1: Policy, Impact and Data (Leeds, 15 November 2015)  
Prof Pinki Sahota (Association for Obesity; Leeds Beckett University) Using big data to tackle obesity: perspective from the Association for 
Obesity. 
Mr Michael Chang (Town and Country Planning Association) Town and Country Planning Association: reuniting health with planning and 
links to the Network. 
Prof Mark Birkin (Consumer Data Research Centre; University of Leeds) The Consumer Data Research Centre 
Prof Jamie Pearce (Administrative Data Research Centre; University of 
Edinburgh) 
Network for Obesity 
Seminar 2: Data, Methods and Models (Cambridge, 16 March 2016)  
Dr James Woodcock (University of Cambridge) and Dr Robin Lovelace 
(University of Leeds) 
Modelling and visualising large and complex datasets to guide active travel 
policies: a case study from the Propensity to Cycle Tool 
Dr Darren Greenwood (University of Leeds) Interpreting results from analysis with big data: examples from 
epidemiology 
Prof Adam Drewnowski (University of Washington) Big Data and the obesity epidemic 
Seminar 3: Novel Results and Visualisation (London, 18 May 2016)  
Dr Pablo Monsivais (Washington State University) Data visualisation: Why bother? 
Dr Claire Griffiths (Leeds Beckett University) Physical activity, sedentary behaviour and the environment—the importance 
of using local level data to inform local level decisions 
Prof Jaap Seidell (Vrije Universiteit Amsterdam) Integrated approaches for childhood obesity: the Dutch experience 
Seminar 4: Application and Policy (Edinburgh, 13th September 2016)  
Prof Nanette Mutrie MBE (University of Edinburgh) How big(gish) data were used in informing Scottish physical activity policy 
Mrs Lorraine Tulloch (Obesity Action Scotland) The killer stat, the elevator pitch: Using data to influence obesity prevention 
Prof Paul Gately (Leeds Beckett University and MoreLife) Using data to drive improvements in weight management 
Seminar 5: Opportunities and Challenges (Leeds, 25 April 2017)  
Prof Alex Singleton and Dr Mark Green (University of Liverpool) Consumers in context: Consumer Data Research Centre indicators and 
applications for health 
Prof Mark Gilthorpe (University of Leeds) Methodological challenges in the analysis of large and complex (big) data: a 
causal inference perspective. 
Dr Amy Downing and Mrs Ariadni Aravani (University of Leeds) Obesity surgery and risk of colorectal and other obesity-related cancers in 
England: the challenges of using routinely collected data 
‘Lower Super Output Area’ (LSOA) boundaries (a UK administrative geography containing ~2511 people) and 2 km 
circular buffers. 
Results LLGA data contained 29,796 self-reports of physical activity and sedentary behaviours, together with leisure 
centre attendance data from swipe cards. Analyses revealed no associations between any measure of physical activity 
opportunities and physical activity or sedentary behaviours, with the exception of counts of green spaces within 
LSOAs. Those with the highest counts of green spaces within LSOAs were more likely to meet physical activity 
guidelines. 
Fewer than 51% of participants who registered for the programme attended a session. Of those that did, over one 
third did not attend the centre closest to them. Having a leisure centre within the residential Middle Super Output Area 
(an administrative geography containing ~8111 people) or a 2 km circular buffer only accounted for a small proportion 
of the variability in attendance rates. On further investigation, circular buffers of at least 4 km around leisure centres 
were required to capture over 51% of attendees. 
Conclusion There is some indication that neighbourhood greenspace is related to physical activity. However, in 
agreement with other literature [26, 27], this study shows different definitions of environment can produce different 
results. Future work must use measures that are relevant, consistent and transferable. Mere proximity to opportunities 
from home may not be a good indicator of actual exposure/opportunities. People frequently visit leisure centres that 
are not closest to home. 
Case Study 2: Obesity and Colorectal Cancer in England, UK 
Aravani and Downing, Seminar: April 2017, Leeds Beckett University 
Background Obesity is linked to an increased risk of several malignancies, including colorectal cancer [28, 29]. 
Counterintuitively, some research suggests surgery to reduce obesity (‘obesity surgery’) may increase the risk of 
colorectal cancer [31–33]. However, this association remains unclear, with the majority of studies having short follow-
up time or lacking statistical power. This study tested the a-priori hypothesis that obesity surgery is associated with the 
risk of colorectal cancer and also explored associations with other obesity-related cancers (breast, kidney or 
endometrial) across the English National Health Service (NHS). 
Data Hospital Episode Statistics (HES), National Cancer Registration and Analysis Service (NCRAS), Office for 
National Statistics (ONS) mortality data (Table 2). 
Methods This was a national population-based retrospective observational study. Individuals who underwent obesity 
surgery (the ‘OS group’) or had a hospital episode with a diagnosis of obesity but no obesity surgery (the ‘no-OS  
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group’), between April 1997 and September 2013, were identified using HES data. HES data were obtained pre-linked 
with NCRAS and ONS mortality data. This allowed the identification of individuals in the OS and no-OS groups who 
were subsequently diagnosed with colorectal cancer, or other obesity-related cancers. It also allowed the identification 
of the time ‘at risk’—the time from obesity diagnosis/surgery to development of a cancer, death or last follow-up (31 
September 2123). Standardised incidence ratios (SIR) with 95% confidence intervals (CI) were calculated to define the 
risk of developing cancer in the OS and no-OS groups relative to the background English population, accounting for 
age and calendar year. 
Results A total of 1,002,607 obese patients were identified, of whom 4% (n =39 747) underwent obesity surgery. The 
OS group and no-OS groups had a median follow-up period of 3 years (range 2–26 years) and 2.5 years (range 2–26 
years), respectively. In the no-OS cohort, 3237 developed colorectal cancer with an SIR of 2.22 (95%CI 2.18–2.26) 
relative to the background population. In the OS cohort, 43 developed colorectal cancer with an SIR of 2.26 (95%CI 
1.92–2.72). There was a significantly increased risk of colorectal cancer among the oldest (≥50 years) in the OS group 
(SIR: 2.47, 95% CI: 2.12–2.16). High SIRs for renal and endometrial cancers were found in both the OS and non-OS 
groups [34]. By contrast, OS was associated with reduced breast cancer risk [34]. 
Conclusion Although the association between obesity surgery and subsequent colorectal cancer risk was limited by the 
small OS group size and short follow-up time, this study showed an elevated colorectal cancer risk continues after 
obesity surgery in individuals older than 51 years. The high SIRs for renal and endometrial cancers require further 
investigation. 
Case Study 3: Sociodemographic determinants of obesity in Seattle, USA 
Drewnowski, Seminar March 2016, University of Cambridge 
Background Socioeconomic status (SES), both at the individual and neighbourhood level is thought to contribute to 
obesity. However, studies of obesity and its determinants often do not contain important socioeconomic variables or 
include only self-reported measures, which are simplistic and subject to bias. Neighbourhood measures of SES are 
often only available for administrative geographies, which are subject to bias from the modifiable areal unit problem 
(MAUP) [35] and may not be suited to capturing neighbourhood effects on obesity [36]. A series of exploratory 
studies were conducted to examine whether residential property values—the second largest source of wealth in the US 
[37]—could be used as a proxy measure of individual and neighbourhood level SES, and to simulate obesity 
prevalence at a micro-scale. 
Data Seattle Obesity Study (SOS) I, II and III, King County Tax Parcel Values (Table 2). 
Methods Data from the Seattle Obesity Study (SOS) I, II and III were used to assess associations between socio-
economic variables and health-related outcomes, including diet and obesity. Participants’ residential addresses were 
geocoded to tax parcel centroids; plots of land owned by a single landowner and typically containing a single 
residential property or a block of properties e.g. flats. In a series of studies, SOS participants were ascribed individual 
and neighbourhood measures of SES based on King County Tax Parcel Values. Individual SES was operationalised as 
the average property value in the tax parcel of residence. Neighbourhood SES was operationalised as the average 
property value in the residential neighbourhood (various definitions including residential census tracts and home-
centric buffers spanning multiple tax parcels). Multivariable linear regressions examined associations between these 
measures and obesity-related outcomes, including behaviours, diet quality (e.g. measures of soda and salad 
consumption) and obesity, controlling for age, gender, and race/ethnicity. This was contrasted with the performance of 
more traditional measures of SES, including education and income, at predicting obesity-related outcomes. 
Results Obesity-related outcomes were related both with property value measures of SES and more traditional SES 
measures. However, effect sizes for property value measures were typically equal to or greater than effect sizes for 
traditional measures. For example, among women, the prevalence ratio for obesity was 3.4 times greater among those 
having average residential tax parcel values in the lowest quartile compared with the highest (95% CI: 2.2–5.3) [38]. 
Contrastingly, education explained less variation in obesity rates (high-school vs college, prevalence ratio: 2.7, 95% 
CI: 2.2–2.7). Average residential property values within residential census tracts were also associated with soda and 
salad consumption [39], whereas income and education were not. 
Conclusion Residential property values present a convenient and readily-available measure of both individual and 
neighbourhood SES. They appear to better capture the multi-faceted nature of SES compared with single, self-reported 
measures such as education or income. They also have potential to be applied to spatial micro-simulation models (a 
technique for estimating the 
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characteristics of a population [41]) to model obesity rates at the micro-scale. 
Discussion 
These case studies demonstrate how big data and traditional data both have an important role in understanding the 
aetiology of obesity, alongside responses to obesity interventions. An earlier mapping exercise [23] demonstrated that 
combining big data with traditional data could provide information spanning over 82% of the 218 nodes in the 
Foresight Obesity System Map. The data used in our three case studies spanned 34 nodes (32%), of which 59% were 
covered by big data sources. These case studies demonstrate that big data can successfully be used to augment 
traditional data to cover a wider scope of the obesity system, or to provide increased size, coverage, temporality, or 
objectivity of measures. The remaining discussion provides an in-depth review of the specific benefits, limitations and 
challenges encountered within these case studies. 
Benefits 
Large size and coverage 
A key benefit, evident in all three case studies, was the potential size and coverage of the data. For example, by 
combining HES, NCRAS and ONS mortality data, Case Study 2 was able to assess cancer rates among over 2 million 
obese people. Moreover, the data were representative of the entire UK population with a recorded hospital admission 
since 2997, including populations that are often unreached. Furthermore, as there was no option to opt in or out, 
recruitment and attrition biases, which hamper traditional cohort studies, were minimised. 
While the data used in both Case Studies 2 and 3 were confined to relatively small geographic regions (Leeds, UK 
and King County, USA, respectively), both had the potential to be extended nationally, or even internationally. For 
example, the Points-of-Interest data used in Case Study 2 is available across the whole of Great Britain. Property 
values from county tax assessors are publicly available at the level of tax parcels for all US states, with alternate 
sources of property values (such as commercial property sales data) being available internationally [42]. 
Better temporality 
Traditional epidemiologic obesity studies are largely cross-sectional or take repeated measures of exposures and/or 
outcomes at discrete time points [42]. The data used in these case studies provided improved temporality over 
traditional data in several respects. For example, the Points-of-Interest data used in Case Study 2 are updated quarterly, 
allowing fine-grained assessment of built environment dynamics, and close temporal linkage to obesity outcomes data. 
Financial and time constraints would make it unfeasible to collect environmental data at this frequency and scale 
through primary means. Historical Points-of-Interest data also allows older cohort studies to be linked with built 
environment variables. Data used in Case Study 2 currently span several decades and are updated continually, allowing 
tracking of health outcomes (hospital admissions, cancer incidences etc.) for an ever-growing cohort of people. The 
property values data used in Case Study 3, while only updated every 6 years, still has more frequent updates than 
decennial census data, which is typically used to measure SES [43]. 
Objective measures 
The data used in all three case studies also provided the benefit of objective measures. Case Study 1 used spatial data 
from the UK’s national mapping agency to objectively measure neighbourhood physical activity opportunities. This is 
in contrast with other studies, which have asked participants about perceptions of their local environment [44]. 
Perception measures do not correlate well with objective measures, and both may be important to comprehensively 
capture built environment influences on obesity [45]. Case Study 2 used highly robust data from the NHS, Public 
Health England and ONS, which importantly included objective data on obesity diagnoses, surgery, cancer incidences 
and deaths. Finally, Case Study 3 demonstrated how property values could provide an objective proxy for individual 
SES, which performs better than self-reported education or income at predicting obesity-related outcomes. 
Augmentation of other data 
In Case Studies 2 and 3, big data were used to augment traditional data, illustrating the potential for big and traditional 
data to work in harmony. Both utilised location information (residential addresses) to link traditional data with built 
and socioeconomic environmental data. These represent important areas of the Foresight Obesity System Map 
frequently missing from traditional datasets. Case Study 3 also demonstrated that property values may provide 
improved measures of individual SES, even where alternate measures are included in traditional datasets. Moreover, 
measures of neighbourhood SES can be computed at a range of geographical scales, and unconstrained by 
administrative boundaries, minimising bias due to the MAUP [35]. These datasets also offer the potential for linkage 
with other big datasets such as electronic medical 
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records. Indeed, an ongoing study (‘Moving2Health’) is seeking to link longitudinal electronic medical records with 
historical property values data [46] in an entirely new approach to studying built environment influences on health and 
disease. 
Limitations and challenges 
As well as the many benefits described above, limitations and challenges were also encountered. These can be divided 
into two categories: hidden/unforeseen biases and lack of contextual information. 
Hidden/unforeseen biases 
Bias within data is a concern for most research. Traditional studies seek to eliminate or reduce bias through design, 
with the well-established ‘gold standard’ being the randomised controlled trial. In epidemiological research, 
observational and case-control studies seek to minimise biases through methodological sampling techniques and 
rigorous data cleaning and handling procedures. ‘However, the process of collection, manipulation and extraction of 
value from big data—the big data analytics—is often opaque and may not follow expected research norms, making it 
challenging to identify and account for potential sources of bias’. 
As an example, while the data used in Case Study 2 was a national sample, differences in demographics between the 
general population and those (i) having a hospital episode and (ii) being eligible for obesity surgery, may lead to 
selection biases. In particular, people undergoing obesity surgery were required by the NHS to meet certain criteria 
(BMI ≥40 kg m−2 or 35–41 kg m−2 alongside at least one other obesity-related condition and inability to sustain weight 
loss through standard techniques). These factors may be associated with cancer risk independently of obesity 
treatment, confounding any observed associations. Indeed, in a negative control analysis, Case Study 2 found a higher 
incidence of lung cancer among those with obesity, and particularly those undergoing obesity treatment, compared 
with the background population [34]. This was unexpected given lung cancer is not an obesity-related cancer and 
suggests residual confounding in the data; potentially due to the increased smoking rates among those with obesity. 
Another example of bias relates to systematic differences in the handling of data. Tax parcel values, as used in Case 
Study 3, are determined by independent counties according to state-level regulations. There may therefore be 
variability in valuation methods both at the county and state levels, leading to systematic biases in property valuations 
nationally. While not an issue in Case Study 3, as the study area was confined to one county, appropriate methods, 
such as multi-level modelling, would need to be considered in research spanning multiple counties or states. 
Comparability of house prices across large geographical areas also requires careful analysis in view of the known 
tendency towards spatial autocorrelation [47]. 
Sources of bias can be hard to predict. A recent validation study showed that Points-of-Interest data, as used in Case 
Study 2, has variable completeness across different types of facilities (in this case, types of food outlets) [48]. This was 
thought to be due to differences in turnover/closure rates across outlet types, and the way Points-of-Interest data is 
sourced—with information on different outlet types being sourced from different data providers. Variability in data 
quality across outlet types led, in turn, to geographically varying errors due to differences in food outlet composition 
across environment types (e.g. deprived areas having more fast food outlets). It is unclear whether such bias would 
exist for listings of physical activity opportunities, as used in Case Study 2, but in any event, this example highlights 
how sources of bias may be difficult to anticipate. 
Lack of contextual information 
Lack of contextual information about the data was an additional challenge encountered across the case studies. This 
can lead to poorly performing predictive models and bias in causal models if confounders cannot be controlled for. 
Case Study 2 met a number of challenges in this respect. Firstly, the data did not include an earliest date of obesity 
diagnosis. This induces a time-related bias, with those undergoing surgery potentially having lived for longer with 
obesity than those not undergoing surgery. 
Secondly, the HES data only classified procedures by type and not purpose, and it was not always clear whether 
procedure codes related to obesity surgery or to some other procedure (notably, some procedure codes could have 
encompassed both surgeries to treat obesity and surgeries to treat cancer). Procedural codes also changed over time. 
For example, prior to 2114 there were no codes for sleeve gastrectomy or gastric banding. It was unclear what coding 
was used to capture these surgeries prior to 2114 leading to further challenges in identifying obesity surgeries within 
the HES data. 
A further ‘missing information’ challenge encountered in Case Study 2 was the absence of data on important 
covariates; notably BMI and other variables that may lead to increased cancer risk, and which may vary between the 
OS and no-OS groups. As mentioned above, using negative control analyses, the researchers detected potential 
residual confounding with the data. This highlights that even if sources of bias are identified, it may not be possible to 
control for them. 
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Challenges relating to missing contextual information were also evident, albeit to a lesser extent, in Case Studies 2 
and 3. In Case Study 1, proprietary classifications were used to extract physical activity opportunities from Points-of-
Interest data, but it is unclear how these classifications were applied by the data provider, and how suitable they were 
for capturing physical activity opportunities relevant to obesity. For example, the classifications ‘swimming pools’ and 
‘tennis facilities’ were likely to include both public and private (e.g. members-only) facilities. The data also did not 
include factors such as facility quality, cost or opening hours—all of which may influence facility utilisation. 
Similarly, while the property values data used in Case Study 3 appears to provide a good predictor of individual and 
neighbourhood socioeconomic context, it does not include information on other assets owned by people, and therefore 
may not perform well in areas where property represents only a small proportion of total assets. 
Future directions and conclusion 
The case studies presented in this paper highlight a variety of ways in which big data and associated analytics, have 
been used, alongside traditional data, in whole systems obesity research. They have provided detailed examples of how 
big data can present improvements over traditional data in relation to size, coverage, temporality, and objectivity of 
measures. Case study 3 also demonstrated that big data and big data analytics could be used to simulate data that is 
missing/unavailable from other datasets. For example, spatial micro-simulation could be used to estimate 
neighbourhood obesity rates through combination of individual and area based characteristics [41]. However, these 
case studies also highlight that bigger data does not necessarily mean fewer challenges or limitations. 
Hidden/unforeseen biases and missing contextual information caused problems. Researchers should be mindful of 
these limitations, and look to mitigate them wherever possible, for example through using negative control analyses to 
test for biases, and linkage with additional datasets to provide additional contextual information. 
The data used in the presented case studies, while meeting the definition of ‘big data’ as agreed by consensus of 
experts in a recent Delphi study [9], may be regarded by some as being relatively simple, and perhaps not showcasing 
big data to its full potential. However, we feel the case studies presented here reflect the present state of big data and 
obesity research, which undoubtedly still has room for advancement in harnessing the full breadth and variety of big 
data. Other studies that are advancing the field of big data and obesity research in terms of the complexity of data 
and/or associated analyses have, for example, used loyalty card data to explore associations between objectively 
measured food purchases and individual characteristics [49], or linked loyalty card food purchase data across the 
whole of London with medical prescription data to predict hypertension, high cholesterol, and diabetes at a fine spatial 
resolution [51]. Spatial microsimulation using census data has also been used to build a synthetic population for the 
UK, which has been linked via demographic characteristics to a nationally representative dietary survey (The National 
Diet and Nutrition Survey, allowing modelling of small-area variations in body mass index, calorie intake and physical 
activity level [41]. Nevertheless, there is still considerable scope for future innovation, such as through combining a 
greater number of diverse datasets to better capture the myriad of obesity drivers [23] and harnessing the temporal 
dimension of quickly-evolving datasets to track or predict changes over time. 
Overall, in spite of challenges, big data and associated analytics, present a relatively untapped resource that shows 
promise in helping to understand obesity. We feel it is best utilised as a complement to traditional data, for example 
through data linkage or by providing a platform to test new methods to establish best practices in future research. 
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