Abstract-Acoustic frequency tracking of a harmonic signal with continuously varying frequency is considered. The RaoBlackwellized point mass filter (RBPMF), previously proposed by the authors for mechanical vibration tracking, is applied to the problem. The RBPMF is compared with two periodogram-based methods, and the similarities and differences between them are explained. Both experimental and simulation results in a Doppler frequency tracking scenario are presented, and the results show that the RBPMF can have significantly less estimation error than the competing methods.
I. INTRODUCTION
Frequency and harmonics tracking of a periodic signal in noise is a well studied problem; for an overview, see [1] . One approach includes methods which assume that the frequency is approximately constant over a certain interval (batch). Frequency estimates over that batch can then be computed based on maximum likelihood [2] , periodogram maximization, [3] , or the autocorrelation function [4, 5] . These approaches work well in high signal-to-noise ratio (SNR) conditions [6] , but depend on the constant frequency assumption. In addition, the phase and amplitude coherence over different batches is largely ignored.
As an alternative to batch methods, it is possible to model a changing source frequency with Markovian state-space models. Since the resulting estimation problem is nonlinear and highdimensional, approximate filtering methods have to be used. When the measurement noise is sufficiently white, and the SNR is sufficiently high, linearization-based filters such as the extended Kalman filter, [7] , can be used, as in [8] [9] [10] . When the SNR is worse, the problem may become multimodal and unsuited to the Gaussian approximations inherent in Kalman filtering. Instead, it is preferable to use methods that approximate the recursive Bayesian filtering equations directly. These approaches include maximum a posteriori filters [11] , particle filters [12, 13] , and point mass filters (PMFs) [14] .
In this paper the RBPMF, previously proposed by the authors of this paper in [14] for frequency tracking of mechanical vibrations, is applied to a new scenario encompassing acoustic frequency tracking. The RBPMF uses a deterministic grid over the frequency, and approximates the full Bayesian filtering equations. Thus, the RBPMF is capable of full multi-hypothesis frequency tracking.
The proposed method is evaluated on simulated and experimental data. In the studied scenario, a vehicle is passing through an area where microphones with known positions measure the sound from, among others, the vehicle engine. The measurements are Doppler shifted due to the movement of the sound-emitting vehicle, and this shift is different for microphones situated in different positions. Other works, such as [15] , have shown that this effect can be used for estimating the vehicle trajectory. The RBPMF is compared with two periodogram-based methods and evaluated on both experimental and simulated data sets from the scenario.
The paper is organized as follows: Sec. II describes frequency and harmonics estimation using maximum likelihood and periodogram methods, while Sec. III presents extensions to tracking a varying frequency of a harmonic signal. Sec. IV and Sec. V evaluate the aforementioned methods in the Doppler tracking scenario using experimental and simulated data, respectively, and Sec. VI concludes the paper.
II. FREQUENCY ESTIMATION
In this paper, frequency tracking of a harmonic signal, with first harmonic or fundamental frequency ω and higher harmonics at frequencies mω, m = 2, . . . , M, is considered. In order to understand the fundamental properties of the approach, frequency estimation, i.e., the case when the frequency, amplitude and phase of the harmonic signal does not vary with time, is considered first.
A. Maximum Likelihood Frequency Estimation
The problem of harmonics estimation, see e.g. [1] , comes down to estimation of the angular frequency ω of the signal
where k is the discrete time index, T is the sample time, and M is the number of harmonics. The parameters α (m) and β (m) are the real and imaginary components of the phasor α (m) + iβ (m) , representing the phase offset and amplitude of each harmonic m = 1, . . . , M, as illustrated in Fig. 1 . The variable e k represents the measurement noise, which is assumed to be Gaussian and white, e k
(m) and β (m) are unknown, they must also be estimated or marginalized away. Since they occur linearly in (1), one approach is to estimate them conditioned on ω, and then estimate ω using this estimate; the separable least squares approach. Stacking N instances of (1) in a matrix equation yields
where
The corresponding joint least squares problem for (Z, ω) is
and given ω, it is possible to solve forẐ
, where
Substitution of this solution into (4), followed by simplifications, yields the least squares problem for ω given bŷ
B. Periodogram Frequency Estimation
It is now shown that (6) is connected to the well known periodogram maximization approach. Under suitable conditions (e.g., mωT ≤ π) [1] , it can be shown that D(ω) approaches a scaled identity matrix, 
where each summand is an input-scaled truncated discrete-
2 is the periodogram of Y N . This is an intuitively appealing result since peaks in the periodogram are known to indicate frequencies of periodic signals in the data. The case when e k is colored with known spectrum results in a frequency weighting of the summands in (7) [1] . The periodogram |Y(ω)| 2 is often smoothed, see [3] ; this makes the estimator asymptotically less efficient but may improve small-sample properties or noise sensitivity.
C. Discrete Periodogram Maximization (DPM)
One way to implement the method described in Sec. II-B is to use the computationally efficient fast Fourier transform (FFT) instead of the DTFT. This approach is named discrete periodogram maximization (DPM); the discretization means that the maximization cannot get exactly carried out over the continuous range of ω. Instead, only the information given from the FFT grid points is used; ω l = lω S /N , where ω S is the sampling frequency and l is an integer index. The authors of [15] evaluate a smoothed sum on the discrete frequency grid points of the FFT and pick the fundamental frequency as the maximum of that sum;ω = ωl wherê
where the maximization is carried out for l such that ω l lies within a given range ω min ≤ ω l ≤ ω max . The parameters c p are smoothing weights.
D. Subharmonic Summation (SHS)
The method of subharmonic summation (SHS) [3] is popular in acoustic frequency estimation for, e.g., speech. Instead of maximizing over only the grid points, it interpolates the FFT Y(ω l ) to a logarithmic frequency scale q Y(log ω), and uses the approximate objective function given by
where c m are harmonics scaling parameters added for tuning. They can be viewed as approximation of the frequency weighting mentioned above. Hence, SHS computes the magnitude spectrum of the signal and interpolates the frequency to a logarithmic scale. Translated, scaled versions of the spectrum are then summed together, and the estimate of the fundamental frequency is given by the frequency which maximizes the said sum.
III. FREQUENCY TRACKING
In many applications, the relevant frequency is not constant over time, but varies. One way to approach this problem is to assume that the frequency is constant in each batch, another is to model it as varying between each sample instant.
A. Batched Frequency Tracking
Given measurements of a signal where the fundamental frequency is sufficiently slowly varying, and the SNR sufficiently high, it is clear that one approach is to group the measurements into batches of length N b . The fundamental frequency in each batch can then be estimated as described in Sec. II. This way, the frequency variation within each batch is ignored, and information about phase and amplitude coherence between batches is discarded. In order to retain partial information on phase and amplitude coherence it is possible to let the batches partially overlap. However, this places further demands on low frequency variation in the measurement sequence. This is because overlapping batches, with the same spacing between each initial batch sample, are larger than ones which do not overlap. Further information on the batched approach is available in e.g. [1, 3, 15] .
B. Recursive Frequency Tracking
Instead of assuming that the frequency is constant over batches, it can be modeled as varying between each sample instant instead. This can be cast as a state-space model, and one way to formulate it, which will be suitable to the upcoming method, is to look at a way to reformulate (1), where α (m) + iβ (m) was a phasor representing the initial phase and amplitude of the harmonic m, as in Fig. 1 
k , now with time index k, be the phasor representation of the instant phase and amplitude. The dynamic behavior of this phasor with constant angular frequency mω 0 is given by
0 ), and if the measurement equation is chosen as
Re e imω0kT (α
it can be seen that this is an equivalent formulation of (1). However, this formulation is better suited for introduction of varying amplitudes, phase offsets and fundamental frequency through process noises. In a state-space framework, the dynamics (10) can be extended as
where independent Gaussian process noises v
have been added in order to adapt the model to changes in amplitude, frequency, and phase. The two dimensional rotation matrix
implements the complex exponential multiplication in (10) . Given ω k , the phasor parameters
occur in a linear-Gaussian manner, which makes it suitable for Rao-Blackwellization, see e.g. [16] . The full state vector 
C. The Rao-Blackwellized Point Mass Filter
It is possible to apply an RBPMF, as described by [14, 17] , to the problem with the given model structure. The RBPMF can handle the time-varying behavior of the tracked fundamental frequency directly without resorting to a batch formulation, and is capable of full multi-hypothesis tracking of the fundamental frequency. However, it is more computationally expensive than the batch methods. In order to understand the RBPMF, the PMF must first be understood.
The PMF is one approach to compute approximate Bayesian solutions to filtering problems [18] . It computes integrals over the probabilistic state space using a deterministic grid of points. This makes it possible to compute an approximate posterior distribution of the state over the said grid.
When parts of the state vector occur linearly with Gaussian noise, the technique called Rao-Blackwellization can be applied, see e.g. [16, 19] . This approach infers the distribution of the linear-Gaussian components (e.g., Z k ) optimally, using Kalman filters [20] , conditional on the remaining components (e.g., ω k ), which are in turn inferred approximately using a nonlinear filter. In the case that the phasor parameters Z k are handled by a Kalman filter, and the fundamental frequency ω k is handled by a PMF, this is called the RBPMF. The corresponding factorization of the joint filtering density is given by
illustrated in Fig. 2 for a two-dimensional example. Each weighted Dirac function γ
) represents one of the J grid points of the PMF estimating the marginal density
For further details, see [14, 17] .
As a point estimate, the filtering mean
is used. Furthermore, the filtering variance
can be computed and used as an activation criterion Var(ω k ) ≤ L RBPMF in order to determine when the estimate is sufficiently accurate. L RBPMF is a tuning parameter. The RBPMF returns a frequency estimate at every sample point. In order to compare its output to the batch-based methods with the same time fidelity, an average over N b instants of the expectationω k is computed.
IV. EXPERIMENTAL EVALUATION
For experimental evaluation, a data set described in [21] is used. The experimental data was collected in the scenario illustrated in Fig. 3 . An all-terrain vehicle (ATV) traversed the circular segment at constant speed. Microphones with known positions in the area measured the sound emitted by the ATV. The recorded sound contains clearly audible harmonics from the ATV's engine. Since no ground truth frequency is available, a reference frequency is estimated using the fact that the different microphones measure different, Doppler-shifted, delayed versions of the same engine sound with continuously varying frequency.
A. Experimental Setup
The experimental data used for evaluation of the methods was collected using a setup of eight single microphones (M1-M8), and one acoustic array (A) with four microphones (A1-A4), as described in [21] . Acoustic data from an ATV was collected while the vehicle passed through the area at approximately constant speed and engine speed. The acoustic data from the microphones was recorded at a sample rate of 1200 Hz. It contains multiple harmonics generated by the vehicle's internal combustion engine, frequency shifted by the Doppler effect. The area used for testing is shown in Fig. 3 .
The positions of the microphones are known, and in order to validate the method, a differential global positioning system (DGPS) receiver measures the position of the vehicle with high accuracy.
B. The Doppler Effect
In order to compute a reference frequency from the DGPS positions, the Doppler effect, [22] , needs to be understood. The Doppler effect occurs when the transmitter and receiver of a signal are moving relative to each other. Let c be the transmission speed of the signal in the medium, and r (i) (t) be the distance between the transmitter and the stationary receiver i at time t. Then, the propagation delay Δ (i) (t) is given by the implicit equation Assume that the transmitter broadcasts an acoustic signal with instant phase Φ (0) (t) and frequency
. Then, the ith receiver will measure the Doppler-shifted signal with instant phase
and thus received frequency
)). (20)
Δ(t) can be computed by differentiating (18) w.r.t. time,
is the radial velocity of the transmitter to microphone i.
With known DGPS measurements and microphone positions, it is possible to compute the Doppler shift. For each microphone, the transmission delay Δ (i) (t) is computed by iterating (18) until convergence, as given by
initialized as Δ (i) (t) ≡ 0 ∀t. Since the target speed is subsonic, the right hand side is a contraction with respect to Δ (i) , hence the iterations are guaranteed to converge by Banach's fixedpoint theorem [23] . Then,Δ (i) (t) can be computed using (21) , where the speed v (i) (t) is computed through numerical differentiation with spline interpolation of the DGPS positions.
C. Reference Estimation
A fundamental problem with evaluation of the performance of different frequency tracking methods using the experimental data detailed above is that the ground truth, i.e., the source frequency f (0) (t) emitted by the ATV engine, is unavailable. In order to evaluate the frequency tracking methods with the experimental data, this reference frequency must be estimated. This can be done using the fact that all measurements originate from the same acoustic sound signal with continuously varying source frequency. However, the measurements are frequency shifted by the Doppler effect, and delayed due to the transmission delay from the ATV to the microphone in question.
The values of the source frequencyf (0) at particular times f
k andt k =t k+1 −t k , and note that the samples are not equidistant in time. Assuming a "constant velocity" model for the source frequency, its discrete-time state-space formulation with state z
T is given by
where the outputs f k are computed using the DGPS measurements as described in the previous section. For evaluation purposes, it is assumed that they are known without uncertainty. A Kalman smoother as described in [24] is applied to this model, and the posterior mean estimatê
of the source frequency given the set of all frequency tracker estimate time series F (1) , . . . , F (S) , where
, is obtained. Then, for evaluation, the expected frequency is compared to the sensor value for microphone i using the root mean square error (RMSE) value
where the notation is used since the comparison is not made to a measured ground truth value.
This comparison is performed for each frequency tracker individually. That is, each frequency tracker outputs a set of time series F (1) , . . . , F (S) , and a separate posterior mean f (0) k and corresponding RMSE is computed for each frequency tracker from those values. This is in order to make the comparisons equitable for different methods.
D. Experimental Results
The three tracking methods (RBPMF, DPM, and SHS) described above were compared and tested on experimental data using the parameters shown in Table I . An example of the Fig. 4 . An example of a comparison of a frequency estimate (blue) to an estimated expected frequency (red) computed as detailed in Sec. IV-C. Since the frequency tracking methods consider 6 harmonics, 6 multiples of the curves are illustrated for easy comparison with the underlying spectrogram, where darker shades indicate more energy at that time and frequency band. The method accurately captures the fundamental frequency, since the blue and red curves almost coincide, and agree with the energy peaks in the spectrogram. experimental results is given in Fig. 4 , where the spectrogram of the experimental microphone data is shown. Superimposed is the output of the SHS algorithm and the reference frequency computed as described in Sec. IV-C. The estimated source frequency is shown in Fig. 5 , and it can be seen that the variation of the source frequency is comparable in magnitude to the Doppler frequency shift, motivating the relevance of estimating the source frequency. All results use a batch length of N b = 80 and M = 6 harmonics unless otherwise noted, and for evaluation, σ 2 cv = 10 3 . In Fig. 6 , the experimental error of the three algorithms in comparison to the estimated reference frequency is shown for one data sequence and one sensor. It can be observed that the estimation error for the RBPMF has the lowest variation, although all methods appear to be biased around t = 0 s. For the same data sequence, Table II shows estimated RMSE values for the different sensors as determined in Sec. IV-C; the values are presented for 4 sensors for brevity, but the results are representative for all 9 sensors. For all sensors in this data sequence, the RBPMF indeed has the lowest RMSE, and on average it is more than 25% lower than the periodogram-based methods. Clearly, in this case tracking performance is gained when the frequency is considered inherently time-varying.
In order to evaluate the methods independently of the source frequency estimation, the sensor array A can be used. Since its four microphones are located in essentially the same place, Fig. 6 . Estimation errors for frequency for the three compared methods over an experimental data set. Note that the RBPMF does not provide frequency estimates for a few fractions of a second until its frequency estimate has sufficiently low variance. 
they experience the same Doppler shift and the estimates are directly comparable. RMSE values in this case are shown in Table III , where similar results as in the previous paragraph can be seen. The relative ranking of the methods are the same, with the RBPMF outperforming the other methods by 35%, although the absolute errors are smaller. This may be because parts of the noise (e.g., the wind noise) affecting the microphones are correlated, biasing the RMSE. In the case that frequency estimates are not required as often, the batch length may be set to, e.g., N b = 600 instead of N b = 80 which was used above. In this case, the methods are more comparable, as seen in Table IV , with the SHS method having the best RMSE. One explanation for this is that a large amount of the performance degradation for the periodogram-based methods in Tables II-III is due to them ignoring phase and amplitude coherence between batches. This is less detrimental when the batch size N b is large enough, since then, there is more information identifying the phase and amplitude of each harmonic in the data.
V. SIMULATION
In order to evaluate the algorithms in a controlled environment performed in a similar scenario to Sec. IV-A, 50 simulations were run. In the simulations, a vehicle with constant source frequency 50 Hz has been simulated like it was driving along the trajectory shown in Fig. 3 . Output measurements from each microphone location in the figure were generated; thus, only one microphone was simulated located at the array position A, yielding 9 locations in total. Using physical principles as described in Sec. IV-B and in more detail in [15] , the measurements y
k of microphone k are computed according to
wheret k ,t k , and r (i) have been defined in Sec. IV-C. With a perfect source, A (m,i) k and φ (m,i) k may be taken as constant initial phases. However, in order to take imperfections in the generating process into account, the amplitudes and phase offsets are allowed to change according to
where e
are Gaussian white noise sequences. The parameters used are shown in Table V . 
Parameter
Value 
A. Simulation Results
The RMSE values from the simulation are given in Table VI . Notice that the RMSE magnitudes and the relative ordering of the methods are similar to the experimental evaluation, indicating that the simulation parameters are realistic. The RBPMF again has the best performance as quantified by the RMSE. This can be explained by the fact that the RBPMF considers phase and amplitude coherence over time, and inherently allows for variability in the source frequency. Since the batch length is N b = 80, phase and amplitude coherence appears to be useful in order to improve the accuracy of the estimate. However, note that the RBPMF implementation in MATLAB requires roughly 100 times more computational effort than the corresponding SHS or DPM implementations, although it also provides an estimate 80 times more often.
In Fig. 7 , the average RMSE over all sensors and all simulation runs is plotted against time. It can be seen that the RMSE is smallest in the middle of the trajectory. This is because the engine is closest to the microphones at this point in time, so that the SNR is highest then. This effect is most pronounced for the SHS method, and one explanation for this could be that its frequency interpolation is better than the DPM method. The RBPMF can again be seen to have the lowest average RMSE for each time instant as compared to its competitors; however, the decrease in the middle is less pronounced.
VI. CONCLUSION
The problem of acoustic frequency tracking of a harmonic signal has been considered. The RBPMF, previously proposed for frequency tracking in a different domain (vibration tracking), has now successfully been applied for acoustic signals. Experimental and simulation results indicate that the RBPMF outperforms the other, periodogram-based methods in RMSE. Furthermore, the theoretical connections between the different Fig. 7 . Illustration of RMSE over time in simulation for 50 noise realizations, averaged over all microphones. It can be seen that the RBPMF has smaller errors than the alternative, periodogram-based approaches. The error is the lowest when the SNR is the highest, i.e., when the simulated vehicle is closest to the microphone. This effect is less pronounced for the RBPMF due to its transient bias and its higher performance in lower SNR conditions. methods have been explained in order to put them in a larger context. Future work includes investigating whether the possible improvements detailed in this paper can improve localization performance when used with the methods shown in [15] .
