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Abstract-Two methods are proposed to solve a linear two point boundary value problem without 
eliminating the Mi’s from the system of equations 
MATHEMATICAL FORMULATION 
A general linear two point boundary value problem can be written as 
Y”(Z) + f(x) Y’(Z) + s(x) Y(X) = r(x), 
with boundary conditions 
Y(Zo) = YOYO, &IV) = YN. 
Let s(z) be the cubic spline approximation of the function y(s), then, from [l], 
s’&-) = $ (2Mi 4-M&l) + ; (Yi + Y&l), 
s/(5?) = -; (2ikfi + k&+1) + ; (yi+l + Yi), 
where Mi = s”(Xi), yi = y(xi), and the domain 
of the form 
Xi=Xg+ih, 
By using equations (2) and (3) in (1) for y’(z), 
(1) 
(2) 
(3) 
[xs, XN] is divided into N equal parts of length h 
i=O,l,2 ,..,, N. 
we get 
i=O,l,2 ,..., N-l, 
(4 
(5) 
i = 1,2,3,. . . , N. 
Since yo and yN are known in the system of equations (4) and (5), they constitute 2N equations 
in 2N unknowns gili, i = 1,2,. . . , N - 1, and Mi, i = 0, 1, . . . , N. Solving the system consists of 
eliminating Mi from (4) and (5). The resulting recursion relation in yi’s will give a tridiagonal 
system, as given by Albasiny and Hoskins [2]. But eliminating the Mi’s is a very tedious process 
and needs more hand calculations. We present two algorithms which solve the system (4) and (5) 
without eliminating the Mi’s. 
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ALGORITHM 1 
This is an iterative method to solve systems (4) and (5) for yi, ys, . . . , y~-l, MO, AdI, . . . , AIN, 
using ys and ye. The basic steps of the algorithm are the following. 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Initialise yi and Mi. 
Using Mi, calculate yi for i = 1,2, . . . , n - 1, from equation (5). 
Calculate M, from the Nth equation of (5). 
Calculate Mi using M, and yi, i = 1,2, . . . , N - 1 by back substitution for i = 
N - 1, N - 2, . . . , 0 of equation (4). This completes one iteration. 
Test the convergence for Mi and yi, such that 
M!“+l) _ M(“) < s 
2 2 -- for i = 0, 1, . . . , N, 
y!n+‘) - y!“’ < E z z -1 fori=1,2 ,..., N-l, 
where superscript n denote the values of yi’s and Mi’s at the nth iteration. 
Repeat the process from Step 2 until Step 5 is satisfied. 
Ifyi,i=1,2 ,..., N-landMNarecalculatedfromequation(4)andMi,i=O,l,..., N-l 
from equation (5) in Step 2 then there is no diagonal dominance and hence the system diverges. 
To get the diagonal dominance, write equation (4) as 
Aiyi+BiMi+Ciyi+l+DiMi+l=ri, (44 
then choose Ai = Ai + p such that (4a) becomes 
(Ai + p) yi = ri - Bi Mi - Ci yi+l - Di Mi+l + pyi. 
Choose p such that IAi + pi > ICij. A similar procedure for calculating MN and Mi, 
i = 0, 1,2,. . . ) N - 1 can be adopted. 
ALGORITHM 2 
This is a direct method to solve the system (4) and (5). The system is taken in the form 
(9+')Y~+(+o)~o+(~fo)yl+(-~fo)Ml=ro; (6) 
c-i > (” ) ( l) ( h ) fi Yi-lf ,.fi W-I+ gi+xfi yi+ l+,fi Mi=ri, 
(gi-tfi)Yi+ (I-t.fi)M,i (ifi)yi+i+ (-gA)M,+i =ri, 
fori=1,2,...,N-1; (7) 
(-;.>,m-l+ (;.)K-lt (,,+;fn) yn+ (l+$)M,=r,. (8) 
Equation (7) gives two equations for each value of i, for i = 1,2,. . . , N - 1. Hence, the above 
system can be written as follows. 
From (6), 
for i = 1 in (7), 
AoYo+BoMo+COY~+DOMI =ro; (9) 
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for i = 2 in (7), 
As~l+B3Ml+C3~2+D3M2=~3, 
A4~2+B4M2+C4~3+04M3=~4; 
. . . 
for i = N - 1 in (7), 
A2~-3 ?/N-2 f B2~-3 MN-~ i- C2~-3 YN-1 i- D2N-3 MN-~ = r2N__3, 
AZN-Z YN-1 i- &N--Z MN-I i- CZN-2 YN i- DZN-2 MN = r2N-_2; 
and from (8), 
ANN-1 YN-1 i- B2~-1 MN-~ f CZN-1 YN f D2N-1 MN = T2N_1. 
From equation (9), 
Mo=$,(~o-Do~1-Coy2-A0yo). 
Then using (9a), equation (10) becomes 
y1 =+D;MI, 
MI=+D;M2-C;y2. 
Using (lOa), equation (11) becomes 
y2 = r$ - DGM2, 
M~=T-~--D~M~-C’~J~, 
. . . 
Equation (12) becomes 
YN-1 = 4N-3 - &N-3 MN-~, 
MN-1 = $N_2 - &N-2 MN - c;N-2 YN. 
Using (12a), equation (13) becomes 
MN = $?N_l - C;N-1 YN. 
(11) 
(12) 
(13) 
(94 
(104 
(114 
(124 
(134 
Using the boundary condition ye, MN is calculated from the last equation. Using MN, the other 
values are calculted by back substitution. 
EXAMPLE 1 
y”(2) - 4y’(z) + 4 = e3=, 
y(0) = 0, y(1) = -2. 
Algorithms 1 and 2 are used to solve this problem with step length 0.05. The values obtained 
are compared with the exact solution in Table 1. 
Table 1. 
x 
0.2 
0.4 
0.6 
0.8 
1.0 
7 
Exact 9; Method 1 Method 2 EXXt Mi Method 1 Method 2 
-0.2631 -0.2633 -0.2639 -3.8106 -3.8153 -3.8284 
-0.6760 -0.6766 -0.6781 -3.8094 -3.8218 -3.8321 
-1.2326 -1.2340 -1.2363 - 1.0964 -1.1144 -1.1125 
-1.8109 -1.8132 -1.8153 8.4668 8.4706 8.5003 
-2.0000 -2.0000 -2.0000 33.6418 33.7551 33.8306 
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EXAMPLE 2 
Inviscid flow past a cicular cylinder; 
V2$ = 0, 1c, = 0, 
at T = 1, 
1cI=rlY, at r = r,. 
By taking $J = f( T ) sin 0, the above partial differential equation becomes an ordinary differential 
eqauation with f as the dependent variable and T as an independent variable, of the form 
f”(r) + 5 f’(r) - $ f = 0, f =o, at r = 1, 
f =ro, at T=T,. 
Algorithms 1 and 2 are used to solve this problem with ra = 7 and step length 0.1. The values 
obtained are compared with the exact solution in Table 2. 
1. 
2. 
Table 2 
r Exact yi Method 1 Method 2 Exact Mi Method 1 Method 2 
1.5 0.83333 0.83919 0.8516 -0.5926 -0.59656 -0.6047 
2.0 1.50000 1.51073 1.5321 -0.2500 -0.25269 -0.2549 
2.5 2.10000 2.11655 2.1445 -0.1280 -0.13078 -0.1304 
3.0 2.66667 2.69064 2.7228 -0.0741 -0.07717 -0.0755 
3.5 3.21428 3.24762 3.2818 -0.0467 -0.05002 -0.0475 
4.0 3.75000 3.79470 3.8285 -0.0313 -0.03480 -0.0318 
4.5 4.27778 4.33589 4.3672 -0.0219 -0.02554 -0.0223 
5.0 4.80000 4.87323 4.9000 -0.0160 -0.01950 -0.0162 
5.5 5.31818 5.40792 5.4291 -0.0120 -0.01532 -0.0122 
6.0 5.83333 5.94051 5.9550 -0.0090 -0.01223 -0.0094 
6.5 6.34615 6.47122 6.4784 -0.0073 -0.00793 -0.0074 
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