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I. INTRODUCTION
Microarray is a popular technique to study the mechanism of living cells in molecular level. This technique makes it possible to study gene expression of tens to hundred thousand genes simultaneously. The microarray dataset comprises of a small number of samples with very high features. Therefore, the effectiveness of data analysis with the techniques of data mining, machine learning or statistics will be decreased because these techniques require sufficient samples with a few features.
Machine learning techniques [1] - [4] were applied to microarray data to enhance the efficiency of microarray data analysis including evolutionary computation approach [5] . Advances in computer performance enable evolutionary computation approach to solve difficult real-world optimization problems. In our previous work [6] , we found that GA-Based classifier can achieve a good result in terms of classification accuracy comparing with other machine learning methods. In [7] , the results show that GA-Based classifier is more efficient to Manuscript received Feb. 15, 2013; revised May 11, 2013 classify microarray data in terms of the accuracy and the number of generations comparing with other evolutionary computation method namely Genetic Programming.
In microarray data classification, the learning process usually comprises of two parts. The first one is to find a subset of features which suitable to the next part. The other part is to build the classifier with the subset of features getting from the first part. This work presents the efficiency of the GA-based classifier with the feature selection technique namely SNR (Signal-to-Noise Ratio) to weight the feature for the classifier.
The paper is organized as follows: section The paper is organized as follows: Section II presents background knowledge. Section III describes the data and method implemented in this research. Section IV shows the result of the experiment. Conclusions are presented in Section V.
II. BACKGROUND KNOWLEDGE

A. Microarray Data
Microarray is a technique that presents thousands of expression level of genes simultaneously. This technique makes it possible to analyze and observe a complex organism in details. Microarray data is generated by hybridization of sample DNA labeled with redfluorescent (dye Cy5) and DNA library labeled with green-fluorescent (dye Cy3) in equal quantities. Then, the slide of hybridization of DNA is imaged by a scanner that measured each dye. The process of microarray technique is shown in Fig. 1 . The expression level of genes is defined as follows:
Int Cy gene expression
Int Cy  (1) where Int(Cy5) and Int(Cy3) are the intensities of red and green colors which scanned after the hybridization of the samples with the arrayed DNA probes. 
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B. Genetic Algorithm
Genetic Algorithm (GA) [8] is a search method that imitates natural evolution and selection. The representation of the solution is a chromosome which is represented by fixed length binary string. The algorithm of GA is shown in fig. 2 and details of each step are as follows:
1) Generate an initial population of solutions: The initial solutions are created to full the population. There will be a large variation of solution structures through the process of this random generation.
2) Evaluate each solution by a fitness function: Each solution is evaluated to determine its fitness. The evaluation function, called "fitness function", is an important element in Genetic Algorithm. The fitness function is problem specific. Each solution will have a measure of goodness associated with it.
3) Create a new population by genetic operators: Genetic operations on the population have the goal of generating a new population that has better quality solutions. There are three genetic operators: reproduction, crossover, and mutation. Reproduction: A number of good solutions are selected based on their fitness value to be reproduced to the next generation. This process conserves good solutions.
Crossover: This operator recombines parts from two good solutions, called "parents", to create new solutions, called "offspring". Two good solutions are selected. The probability of a solution being selected is proportional to its fitness. The crossover points, which determine the location to exchange parts, are randomly selected. The strings after the crossover point from parents are exchanged. This process creates two new offspring.
Mutation: To maintain diversity in the population and to encourage exploration of different solutions, the mutation operator changes some part of a solution randomly. A solution is selected randomly and a location to be changed is selected. A value is mutated by changing it with inverted value (0 and 1).
C. Signal-to-Noise Ratio Feature Selection
There are two major feature selection approaches: filter and wrapper. Filter approach selects informative features regardless of classification algorithms according to some scoring metric, while the wrapper approach selects features with regard to a particular learning algorithm. Because the wrapper approach uses the target learning algorithm to find the best subset of features, it takes a longer computation time in the process than the filter approach.
The filter approach is simpler and it is fast enough to obtain a good performance regardless of classification algorithms. There are many metrics to measure the importance of features, for example, Pearson Correlation Coefficient (PC), Spearman Correlation Coefficient (SC), Euclidean Distance (ED), Cosine Coefficient (CC), Information Gain (IG), Mutual Information (MI) and Signal-to-Noise Ratio (SNR) (see [9] , [10] for more details).
Many researchers reported that SNR metric provided the best result for classification [11] - [13] . We used this approach in the experiment. SNR is a statistical metric that measures effectiveness of a feature in identifying a class out of another class. The signal-to-noise ratio of a feature is defined as follows:
where  1 and  2 denote the mean expression level for the samples in class 1 and class 2 respectively.  1 and  2 denote the standard deviation for the samples in each class.
III. THE EXPERIMENTAL SETTING
A. The Datasets
Two datasets of benchmark cancer microarray data are used to test the proposed method. There are Lymphoma and Leukemia datasets. The details of each dataset are as follows:
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2) Leukemia dataset: comprises of 72 samples with 7,129 features. It is classified as 47 ALLs and 25 AMLs [15] .
B. The GA-based Classifier
In order to construct the GA-based classifier, the chromosome length is fixed to n. Each gene in the chromosome is the position gene (feature) in the microarray data as shown in fig. 3 . The chromosome is divided into 2 groups equally (n/2 genes) as shown in fig.  4 .
To classify the data, the summation of gene expression values selected by GA in each group is calculated and compared between groups. If the summation of the first group is greater than the other, it is classified as class 1; otherwise, it is classified as class 2. The GA parameters used in this work are shown in Table I .
C. The Method Implemented
The GA-Based classifier described in Section 3.2 is used in the experiment. The features of data are weighted by SNR score (eq. 2). These weighted features are used in the gene in chromosome of the solutions of GA-Based classifier. To evaluate the performance of a classifier, we used a method known as 10-Fold cross validation. The records of dataset are divided into 10 subgroups with randomly chosen records (without replacement). Nine subgroups are used as training set and the rest subgroup is used as a test set. We exchange a test set of data through all subgroups and evaluate an expression in terms of its accuracy, sensitivity and specificity which are defined as follows:
where N is a total number of cases, TP is a total number of affected subjects correctly classified, TN is a total number of normal subjects correctly classified, and TP+TN is the total number of subjects correctly classified. Chromosome length (n value in figure 3 and figure 4 ) 20
Generation 1000
Reproduction Rate 10%
Crossover Rate (Single point crossover) 80%
Mutation Rate 10%
Selection Method Tournament (size = 5)
IV. THE EXPERIMENTAL RESULTS
Due to the GA is a randomize algorithm, the experiment is repeated and the result is reported from the average of 10 runs (using 10-Folds cross validation method, the total number of experiment in each data set is 100).
The experimental results are compared with the simple GA-Based classifier (the result shows in Table II ). The results show that the GA-Based classifier with SNR weighted features yields the best performance in both classification accuracy and the number of generations to found the solution. In addition, the paper compares the results with many feature selections and classifiers reported in [9] , [10] in 2 datasets (as shown in Table III ). The feature selection methods are Pearson's and Spearman's correlation coefficients (PC, SC), Euclidean distance (ED), cosine coefficient (CC), information gain (IG), mutual information (MI) and signal to noise ratio (SNR). The classifiers are Multi-layer perceptron (MLP), K-nearest neighbour (KNN), support vector machine (SVM) and structure adaptive self-organizing map (SASOM).
In Table III , the values with highlight are better than the proposed method. The comparison shows that the proposed method gives better performance than other methods about 76.19%, and 100.00% in the Leukemia and Lymphoma dataset respectively. 
V. CONCLUSIONS
This paper presents the efficiency of GA-based classifier with SNR weighted features comparing with simple GA-based classifier in microarray binary classification. The tested datasets were Lymphoma and Leukemia datasets. The experiment took 10-folds cross validation method. The results show that GA-based classifier with SNR weighted features is more efficient to classify microarray in terms of classification accuracy and the number of generations. Furthermore, the proposed method yields a good result comparing with other classifier and feature selection methods.
