This paper explores the technique for the computer aided numerical inversion of Laplace transform. The inversion technique is based on the properties of a family of three parameter exponential probability density functions. The only limitation in the technique is the word length of the computer being used. The Laplace transform has been used extensively in the frequency domain solution of linear, lumped time invariant networks but its application to the time domain has been limited, mainly because of the difficulty in finding the necessary poles and residues. The numerical inversion technique mentioned above does away with the poles and residues but uses precomputed numbers to find the time response. This technique is applicable to the solution of partially differentiable equations and certain classes of linear systems with time varying components.
THEORETICAL ASPECTS OF THE TECHNIQUE
The three parameter exponential probability density functions for a random variable T are Pm,n(a, t) ((m -+-n)/m)! (1 e-at)ae changing order of the summation and integration, the result is The integral can be identified as Laplace transform off(t) which is denoted by F(s) (nq-m), A combination of (7) and (9) yields If the S-domain function F(s) is known, then (11) may be employed to evaluate the corresponding time domain function for finite m and n, the estimate of the inverse transform f,,n(t) may be written as:
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Expression (13) taken for a fixed t, such that
where the weights xi are given by
10 - and N must be an even integer. By recombination of similar terms in (14) we find that the averaged approximate inverse transform is given by fl(t) Vi is given by
and k is computed using integer arithmatic. This expression is called the stehfest algorithm. The analytical form of F(s) is not limited to polynomial ratios. Here F(s) can include transcendental function or transport lag terms exp (-ts) which arise in the analysis of distributed parameter systems.
The method of "extrapolation to the limit" which Gaver used, leads to less accurate results for the same N, because not so many powers of 'n' cancel out. Moreover, with this method N must be a power of 2, so that in general one cannot make the best use of the available computer precision. If the Gaver algorithm is employed, the coefficients with alternating signs create a problem in that large numbers of very nearly equal size must be subtracted from one another, thus implying the need for retention of a large number of significant digits. As the value of N is increased this becomes a word length problem for any digital processor. Similarly if the averaged approximate inverse algorithm is employed, there will be a value N beyond which a degradation of the inverse will occur due to finite digital processor word length. The algorithm works very well when oscillatory solutions are not anticipated, otherwise the asymptotic character of the inverse function soon dominates. It is not necessary to solve the system of equations arising from (E). All poles of (F) are simple and for M not differing considerably from N, all are in the right half plane. Although this has been used for the sake of simplicity, it can be shown that left half plane poles of (F) 
Real time functions can be evaluated using only the poles z in the
where M' M/2 and K 2Ki, ki is defined by (J) when M is odd, M' (M + 1)/2 and K; ki for the residue corresponding to the real pole. Periodic functions are calculated correctly for small times irrespective of whether they are smooth, with discontinuities or with discontinuities in their derivatives. The error grows until it reaches a region where it fluctuates between two limits. Some of these functions cannot be described by Taylor series expansion and thus the accuracy for larger times cannot be expected to be good, nevertheless the error remains bounded.
Delayed functions with discontinuities in their response or in their derivatives have largest errors at the point of discontinuity. The phenomenon is the well known Gibbs effect and the error remains reasonably small afterwards. Smooth delayed functions do not exhibit the Gibbs phenomenon and the error is small. Unstable functions with poles in the right half plane are inverted correctly for small times but then the error grows without bound.
Manual verification of algorithm for (F(s) l/s, f(t) l) 
where u(t) is the unit step function and V(, t) < oe (20) and initial condition
Laplace transform of (18) 
