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Abstract
Let  = {λ1, λ2, . . . , λn} a set of real numbers. The real nonnegative inverse eigenvalue problem
(RNIEP) is the problem of determining necessary and sufficient conditions in order that  be the spectrum
of an entrywise nonnegative n×n matrix. If there exists a nonnegative matrix A with spectrumwe say that
 is realized by A. Many realizability criteria for the existence of such a matrix A are known. This paper
shows that a realizability criterion given by the author, which contains both Kellogg’s realizability criterion
and Borobia’s realizability criterion, is sufficient for the existence of an n×n symmetric nonnegative matrix
with prescribed spectrum .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The nonnegative inverse eigenvalue problem (hereafter NIEP) is the problem of characterizing
all possible spectra of entrywise nonnegative matrices [1–25]. This problem remains unsolved. In
the general case, when the possible spectrum is a set of complex numbers, the problem has only
been solved for n = 3 by Loewy and London [10]. The cases n = 4 and n = 5 have been solved
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for matrices of trace zero by Reams [16] and Laffey and Meehan [9], respectively. When  is a
set of real numbers, a number of realizability criteria or sufficient conditions for the existence of
a nonnegative matrix with spectrum  have been obtained, in increasing order of generalization,
in [23,13,17,8,1,19]. We also mention the important results in [14,25,18].
A set  of complex numbers is said to be realizable if  is the spectrum of an entrywise
nonnegative matrix. In [19,2] the authors consider partitioned sets  = 1 ∪ · · ·s and give
conditions under which  is realizable even if some of the i are not realizable, provided there
are other subsets j which are realizable and, in a certain way, compensate the non-realizability
of the former ones. This is what we call negativity compensation in the NIEP.
This is done by employing an extremely useful result, due to Brauer [3], which shows how
to modify one single eigenvalue of a matrix via a rank-one perturbation, without changing any
of the remaining eigenvalues. Unlike several of the previous conditions which are sufficient for
realizability of spectra, the proofs in [19] are constructive in the sense that one can explicitly
construct nonnegative matrices realizing the prescribed real spectrum. This suggests that Brauer’s
Theorem is a powerful tool when dealing with the NIEP.
In [20] the authors show that in the RNIEP, if either Kellogg’s realizability criterion [8] (The-
orem 1) or Borobia’s realizability criterion [1] (Theorem 2) is satisfied, then Soto’s realizability
criterion [19] (Theorem 5) is satisfied. None of the converses are true. Thus, the realizability
criterion in [19] seems to be the most general sufficient condition so far for the RNIEP, via
negativity compensation.
If  must be the spectrum of a symmetric nonnegative matrix, we have the symmetric case
or symmetric nonnegative inverse eigenvalue problem (SNIEP). In [5] Fiedler shows that Kel-
logg’s realizability criterion is sufficient for the existence of a symmetric nonnegative matrix
with prescribed spectrum. In [15], Radwan shows that Borobia’s realizability criterion is also
sufficient for the existence of a symmetric nonnegative matrix with prescribed spectrum. In [19]
the author shows that the realizability criterion of Theorem 4 is sufficient for the symmetric case.
Then, it is natural to ask if Soto’s realizability criterion, given by Theorem 5, is also sufficient
for the symmetric case. Therefore, our aim in this paper is to prove that the realizability criterion
of Theorem 5 is sufficient for the realizability of a real set  = {λ1, λ2, . . . , λn} by an n × n
symmetric nonnegative matrix A.
The paper is organized as follows: In Section 2, we introduce the notation and previous results,
which will be necessary to prove the main result in Section 3. In Section 3 we prove that the real-
izability criterion of Theorem 5 is sufficient for the existence of an n × n symmetric nonnegative
matrix with prescribed spectrum . Finally, in Section 4 we introduce two examples to illustrate
the results.
2. Preliminaries and notation
Following the notation in [2], the set
A ≡ { = {λ1, λ2, . . . , λn} ⊂ R : λ1  |λi |, i = 2, . . . , n}
must include all possible real spectra of nonnegative matrices. We denote
AR = { ∈A :  is realizable}.
A set K of conditions is said to be a realizability criterion if any set of real numbers  =
{λ1, λ2, . . . , λn} satisfying the conditions K is realizable. For instance, the two conditions (1) and
(2) of Theorem 1 constitute Kellogg’s realizability criterion.
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A real matrix A = (aij )ni,j=1 is said to have constant row sums if all its rows sum up to a same
constant, say α, i.e.
n∑
j=1
aij = α, i = 1, . . . , n.
The set of all real matrices with constant row sums equal to α is denoted by CSα .
We denote by Sn(Ŝn) the set of all  = {λ1, λ2, . . . , λn} ∈AR, where λ1  λ2  · · ·  λn,
for which there exists an n × n symmetric nonnegative (positive) matrix with spectrum . We
shall only consider real sets  = {λ1, λ2, . . . , λn} satisfying
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn,
since if λn  0, then A = diag{λ1, λ2, . . . , λn} is a symmetric nonnegative matrix.
The following is the Kellogg realizability criterion for the NIEP.
Theorem 1 [8]. Let  = {λ1, λ2, . . . , λn} be a set of real numbers with λ1  λ2  · · ·  λn and
let p be the greatest index j (1  j  n) for which λj  0. Let the set of indices
K =
{
i : λi  0 and λi + λn−i+2 < 0, i ∈
{
2, 3, . . .
[
n + 1
2
]}}
.
If
λ1  −
∑
i∈K,i<k
(λi + λn−i+2) − λn−k+2 for all k ∈ K (1)
and
λ1  −
∑
i∈K
(λi + λn−i+2) −
n−p+1∑
j=p+1
λj , provided that n  2p, (2)
then  is realized by an n × n nonnegative matrix.
Theorem 1 was generalized by Borobia [1] in the following way:
Theorem 2 [1]. Let  = {λ1, λ2, . . . , λn} be a set of real numbers with λ1  λ2  · · ·  λn and
let p be the greatest index j (1  j  n) for which λj  0. If there exists a partition J1 ∪ J2 ∪
· · · ∪ Js of J = {λp+1, λp+2, . . . , λn}, for some 1  s  n − p + 1, such that
λ1  λ2  · · ·  λp 
∑
λ∈J1
λ 
∑
λ∈J2
λ  · · · 
∑
λ∈Js
λ (3)
satisfies the Kellogg conditions (1) and (2), then  is the spectrum of some nonnegative matrix
of order n.
In [5] Fiedler proves that Kellogg’s realizability criterion is also sufficient for the existence of
a symmetric nonnegative matrix with prescribed spectrum.
Theorem 3 [5]. Let λ1  λ2  · · ·  λn satisfying Kellogg’s realizability criterion. Then there
exists an n × n symmetric nonnegative matrix with eigenvalues λ1, λ2, . . . , λn.
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Fiedler also shows in [5] that if A and B are symmetric matrices of order n and m, respectively,
then we may construct a new symmetric matrix of order n + m as follows:
Lemma 1 [5]. Let A be a symmetric n × n matrix with eigenvalues α1, α2, . . . , αn. Let u,
‖u‖ = 1, be a unit eigenvector corresponding to α1. Let B be a symmetric m × m matrix with
eigenvalues β1, β2, . . . , βm. Let v, ‖v‖ = 1, be a unit eigenvector corresponding to β1. Then for
any ρ the matrix
C =
(
A ρuvT
ρvuT B
)
has eigenvalues α2, . . . , αn, β2, . . . , βm, γ1, γ2, where γ1 and γ2 are eigenvalues of the matrix
Ĉ =
(
α1 ρ
ρ β1
)
.
Soules [22] gives a sufficient condition for the existence of a symmetric doubly stochastic
matrix with prescribed spectrum. Soules also shows how to construct a realizing matrix. Radwan,
in [15], point out that the realizability criteria of Kellogg and Soules are not comparable and also
proves that Borobia’s realizability criterion is sufficient for the existence of a symmetric nonneg-
ative matrix with prescribed spectrum. In [7], the authors show that the real nonnegative inverse
eigenvalue problem and the symmetric nonnegative inverse eigenvalue problem are different.
Wuwen, in [24], shows that both problems are equivalent for n  4 and extends the following
Lemma due to Fiedler (Theorem 2.3 in [5]) as follows:
Lemma 2 [5]. If {α1;α2, . . . , αn} ∈ Sn, {β1;β2, . . . , βm} ∈ Sm and ε  max{0, β1 − α1}, then
{α1 + ε;β1 − ε, α2, . . . , αn, β2, . . . , βm} ∈ Sn+m.
The following result due to Fiedler [5] will also be used in the proof of the main result in
Section 3.
Lemma 3 [5]. If  = {λ1, λ2, . . . , λn} ∈ Sn and if ε > 0 then
ε = {λ1 + ε, λ2, . . . , λn} ∈ Ŝn.
In [19], we give the following simple realizability criterion and show how to construct a
realizing matrix.
Theorem 4 [19]. Let  = {λ1, λ2, . . . , λn} be a set of real numbers, such that
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn.
If
λ1  −λn −
∑
Sk<0
Sk, (4)
where Sk = λk + λn−k+1, k = 2, 3, . . . ,
[
n
2
]
and Sn+1
2
= min
{
λn+1
2
, 0
}
for n odd, then  is
realized by a nonnegative matrix A ∈ CSλ1 .
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Observe that if  = {λ1, λ2, . . . , λn} satisfies the sufficient condition (4), then
′ =
−λn − ∑
Sk<0
Sk, λ2, . . . , λn
 (5)
is a realizable set.
The following result [19] is an extension of Theorem 4 and gives a criterion for the realizability
of sets, which can be partitioned in such a way that the negativity of the nonrealizable pieces can
be compensated by the positivity of the realizable ones. Moreover, if this realizability criterion
is satisfied, then we can always construct a realizing matrix, which is nonnegative with constant
row sums.
Theorem 5 [19]. Let  = {λ1, λ2, . . . , λn} be a set of real numbers such that
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn.
If there exists a partition  = 1 ∪ 2 ∪ · · · ∪ s with
k = {λk1 , λk2 , . . . , λkpk }, k = 1, 2, . . . , s, λ11 = λ1,
λk1  0, λk1  λk2  · · ·  λkpk ,
Skj = λkj + λkpk −j+1, j = 2, 3, . . . ,
[
kpk
2
]
(6)
and for kpk odd
Skpk +1
2
= min
{
λkpk +1
2
, 0
}
, k = 1, 2, . . . , s,
Tk = λk1 + λkpk +
∑
Skj <0
Skj , k = 1, 2, . . . , s (7)
and
L = max
−λ1p1 −
∑
S1j <0
S1j ; max2ks{λk1}
 (8)
satisfying
λ1  L −
s∑
Tk<0, k=2
Tk, (9)
then  is realizable (by a nonnegative matrix with constant row sums).
Note that in Theorem 5, if Tk  0, then Tk represents the positivity ofk according to Theorem
4, while if Tk < 0, then −Tk represents the negativity of k according to Theorem 4. Moreover,
if Tk  0 then k is realizable in particular by Theorem 4. If Tk < 0 then from (5) we have
k =
−λkpk −
∑
Skj <0
Skj , λk2 , . . . , λkpk
 ∈AR. (10)
In [20] the authors prove that the realizability criterion of Theorem 5 contains both, Kellogg’s
and Borobia’s realizability criteria as particular cases. The Example 2 in Section 4 shows that the
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inclusion is strict. Therefore, the realizability criterion of Theorem 5 seems to be, via negativity
compensation, the most general sufficient condition for the real NIEP so far.
3. Main results
In [21] the author show that the realizability criterion given by Theorem 4 is sufficient for the
existence of a symmetric nonnegative matrix with prescribed spectrum. For the sake of complete-
ness and since the result is of the independent interest, we include the proof here:
Lemma 4. Let  = {λ1, λ2, . . . , λn} be a set of real numbers such that
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn.
If  satisfies the realizability criterion of Theorem 4, then  is realizable by an n × n symmetric
nonnegative matrix.
Proof. Suppose that  satisfies the condition (4) of Theorem 4. That is,
λ1  −λn −
∑
Sk<0
Sk,
where Sk = λk + λn−k+1, k = 2, 3, . . . ,
[
n
2
]
and Sn+1
2
= min {λn+1
2
, 0
}
for n odd.
It suffices to prove the statement for λ1 = −λn −∑Sk<0 Sk . In fact, if λ1 > −λn −∑Sk<0 Sk
then we take ˜ = {µ1, λ2, . . . , λn} with µ1 = −λn −∑Sk<0 Sk . Thus, if ˜ ∈Sn, we apply
Lemma 3 with ε = λ1 − µ1 > 0 to show that  ∈Sn (actually  ∈ Ŝn).
Let
k = {λk, λn−k+1}; k = 1, 2, . . . ,
[n
2
]
and
 n+1
2
=
{
λn+1
2
}
for n odd.
Consider the partition
 = ∪
[
n
2
]
k=1k with  = ∪
[
n
2
]
k=1k ∪  n+12 for n odd.
Observe that some subsets k can be realizable themselves, in particular by the symmetric non-
negative matrix
Bk = 12
(
λk + λn−k+1 λk − λn−k+1
λk − λn−k+1 λk + λn−k+1
)
. (11)
Without loss of generality we may reorder the subsets k , in such a way that 2,3, . . . ,t ,
t 
[
n
2
]
, are nonrealizable (Sk < 0), while t+1, . . . ,[ n2 ] are realizable (Sk  0). Consider, if
there is someone, the realizable sets k: If Bk in (11) realizes k , then the direct sum B = ⊕Bk ,
k = t + 1, . . . , [n2 ], with Bn+12 = (λn+12 ) if λn+12  0 for n odd, is a symmetric nonnegative
matrix realizing ∪
[
n
2
]
k=t+1k
(
∪
[
n
2
]
k=t+1k ∪  n+12 for n odd
)
.
Now we consider, if there is someone, the nonrealizable sets k , k = 2, 3, . . . , t together with
the realizable set 1 = {λ1, λn} and we renumber the 2t elements in ∪k as
λ1  λ2  · · ·  λt  λt+1  · · ·  λ2t−1  λ2t .
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For each one of these sets k , k = 1, 2, . . . , t , we define the associated set
k = {−λ2t−k+1, λ2t−k+1}, (12)
which is realizable by the symmetric nonnegative matrix
Ak =
(
0 −λ2t−k+1
−λ2t−k+1 0
)
(13)
with  2t+1
2
= {0} if λ 2t+1
2
< 0 for n odd, which is realized by the symmetric nonnegative matrix
A 2t+1
2
= (0).
Now, we proceede as follows: First, we merge the sets
1 = {−λ2t , λ2t } ∈S2 and
2 = {−λ2t−1, λ2t−1} ∈S2
to obtain, from Lemma 2, a new set 2 ∈S4. In fact, we take ε2 = −S2 = −(λ2 + λ2t−1) > 0.
Then
−λ2t + ε2 = −λ2t − S2,
−λ2t−1 − ε2 = −λ2t−1 + S2 = λ2
and
2 = {−λ2t − S2, λ2, λ2t−1, λ2t } ∈S4.
Next we merge 2 with 3 = {−λ2t−2, λ2t−2}. Let ε3 = −S3 = −(λ3 + λ2t−2) > 0. Then
−λ2t − S2 + ε3 = −λ2t − S2 − S3,
−λ2t−2 − ε3 = −λ2t−2 + S3 = λ3
and from Lemma 2
3 = {−λ2t − S2 − S3, λ3, ∗, . . . , ∗} ∈S6.
Observe that in each step we recover the first element λk ∈ k from −λ2t−k+1 − εk = λk .
In the j th step of the procedure (j  2), we merge the sets
j = {−λ2t − S2 − S3 − · · · − Sj , λj , ∗, . . . , ∗} and
j+1 = {−λ2t−j , λ2t−j }.
Then for εj+1 = −Sj+1 = −(λj+1 + λ2t−j ) > 0 we have
−λ2t −
j∑
k=2
Sk + εj+1 = −λ2t −
j+1∑
k=2
Sk,
−λ2t−j − εj+1 = λj+1
and from Lemma 2
j+1 =
−λ2t −
j+1∑
k=2
Sk, λj+1, ∗, . . . , ∗
 ∈S2j+2.
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In the last step ((t − 1)-step) we merge the sets
t−1 =
{
−λ2t −
t−1∑
k=2
Sk, λt−1, ∗, . . . , ∗
}
∈S2t−2 and
t = {−λt+1, λt+1}.
Let εt = −St = −(λt + λt+1). Then from Lemma 2 we obtain
t =
{
−λ2t −
t∑
k=2
Sk, λt , ∗, . . . , ∗
}
={λ1, λ2, . . . , λt , λt+1, . . . , λ2t−1, λ2t } ∈S2t .
Now, if n is odd with λ 2t+1
2
< 0 then we also merge t with  2t+1
2
= {0} to obtain
′t =
{
−λ2t −
t∑
k=2
Sk − S 2t+1
2
, λ 2t+1
2
, λt , ∗, . . . , ∗
}
=
{
λ1, . . . , λt , λ 2t+1
2
, λt+1, . . . , λ2t
}
∈S2t+1.
Thus, if A is a symmetric nonnegative matrix realizing t = ∪tk=1k
(
′t = ∪tk=1k ∪  2t+12
)
,
then A ⊕ B realizes  = {λ1; λ2, . . . , λn}. That is  ∈Sn. 
Now we go to the main result of this paper. We shall show that the realizability criterion
given by Theorem 5 is sufficient for the existence of a symmetric nonnegative matrix with pre-
scribed spectrum . First, we know from Lemma 4, that any set i , which is realizable under the
realizability criterion of Theorem 4, is also realizable by a symmetric nonnegative matrix. Then
we consider the nonrealizable subsets of the partition defined by Theorem 5, say 2, . . . ,t ,
together with the realizable set 1, and for each one of them we define an auxiliary set k , which
is realizable under Theorem 4 and consequently it is realizable by a symmetric nonnegative matrix
Ak . Next we define a suitable sequence of sets 1,2, . . . ,t in such a way that 1 is realizable
by a symmetric nonnegative matrix and t = ∪ti=1i and we prove that if h−1 is realizable by
a symmetric nonnegative matrix then h is also realizable by a symmetric nonnegative matrix.
Therefore, ifA1 is a symmetric nonnegative matrix realizingt andA2 is a symmetric nonnegative
matrix realizing the union of realizable subsets of the partition, then A = A1 ⊕ A2 is a symmetric
nonnegative matrix realizing .
Theorem 6. Let  = {λ1; λ2, . . . , λn} be a set of real numbers satisfying
λ1  λ2  · · ·  λp  0 > λp+1  · · ·  λn.
Soto’s realizability criterion given by Theorem 5 is sufficient for the existence of an n × n sym-
metric nonnegative matrix with spectrum .
Proof. Let  = {λ1; λ2, . . . , λn} satisfying the realizability criterion of Theorem 5. Then there
exists a partition of  into subsets 1,2, . . . ,s , where
1 = {λ11; λ12 , . . . , λ1p1 } ∈AR,
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k = {λk1 , λk2 , . . . , λkpk }, k = 2, 3, . . . , s,
with
λ11 = λ1, λk1  λk2  · · ·  λkpk , λk1  0.
Let
L = max
−λ1p1 −
∑
S1j <0
S1j ; max2ks{λk1}
 , (14)
where Skj = λkj + λkpk −j+1, k = 1, 2, . . . , s, and for kpk odd
Skpk +1
2
= min
{
λkpk +1
2
, 0
}
, k = 1, 2, . . . , s.
Let Tk = λk1 + λkpk +
∑
Skj <0
Skj , k = 2, . . . , s. If
λ1  L −
s∑
Tk<0, k=2
Tk, (15)
then  is realized by a nonnegative matrix A. Note that some of the subsets k , k = 2, 3, . . . , s,
can be realizable themselves, while other are not. Without loss of generality we can reorder the
subsetsk , in such a way that2,3, . . . ,t , t  s, are nonrealizable (Tk < 0 for k = 2, . . . , t),
while t+1, . . . ,s are realizable (Tk  0 for k = t + 1, . . . , s). Observe that t+1, . . . ,s are
realizable by Theorem 4. Then, from Lemma 4, they are also realizable by a symmetric nonnegative
matrix Ak , k = t + 1, . . . , s. Therefore we shall concern only with the nonrealizable subsets
2,3, . . . ,t . For each one of the subsetsk = {λk1 , λk2 , . . . , λkpk }, k = 1, 2, . . . , t , we define
an associated set
k = {λk , λk2 , . . . , λkpk }, (16)
where
λk = −λkpk −
∑
Skj <0
Skj , (17)
as in (10). Then, the k’s are realizable by Theorem 4 and consequently from Lemma 4 they are
realizable by a symmetric nonnegative matrix. From (7) and (17) the following relations are clear:
λ1 = λ11 − T1, λ2 = λ21 − T2, . . . , λt = λt1 − Tt . (18)
As −Tk > 0 for k = 2, . . . , t , then
λk > λk1 and λk  −Tk. (19)
Since 1 =
{
λ1 , λ12 , . . . , λ1p1
}
∈ Sp1 and
λ1 −
t∑
k=2
Tk  L −
t∑
k=2
Tk  λ1,
then from Lemma 3
1 = {λ1 + T2 + · · · + Tt , λ12 , . . . λ1p1 } ∈ Sp1 .
792 R.L. Soto / Linear Algebra and its Applications 416 (2006) 783–794
For k = 2, . . . , t define
k = {λ1 + Tk+1 + · · · + Tt , λ12 , . . . λ1p1 } ∪ 2 ∪ · · · ∪ k.
Note that t = ∪ti=1i . Since 1 ∈ Sp1 then we only need to prove that if h−1 is realizable by
a symmetric nonnegative matrix then h is also realizable by a symmetric nonnegative matrix.
In fact, consider the sets h−1 ∈ Sp1+···+ph−1 and h ∈ Sph , where
h−1 = {λ1 + Th + · · · + Tt , λ12 , . . . λ1p1 } ∪ 2 ∪ · · · ∪ h−1
and
h = {λh , λh2 , . . . , λhph }.
Now we apply Lemma 2 to h−1 ∪ h: From (19) we have λh1 < λh and since
λh1  L  λ1 + Th + · · · + Tt ,
then from (18)
−Th = λh − λh1  λh − (λ1 + Th + · · · + Tt ).
Define ε = −Th. Then
λ1 + Th + · · · + Tt + ε = λ1 + Th+1 + · · · + Tt ,
λh − ε = λh1 .
Therefore h−1 ∪ h becomes h = {λ1 + Th+1 + · · · + Tt , λ12 , . . . λ1p1 } ∪ 2 ∪ . . . ∪ h,
which is realizable by a symmetric nonnegative matrix of order p1 + p2 + · · · + ph. Thus, we
conclude that t = ∪ti=1i ∈ Sp1+···+pt .
Now we go back to the realizable sets t+1, . . . ,s . Remember that, from Lemma 4, each
k , k = t + 1, . . . , s, is realizable in particular by a symmetric nonnegative matrix Ak of order
pk . Then if AR = ⊕Ak realizes ∪sk=t+1k and A is a symmetric nonnegative matrix realizing∪ti=1i , then AR ⊕ A realizes  = {λ1; λ2, . . . , λn}. 
4. Examples
Example 1.  = {10, 5, 2,−2,−6,−9} satisfies the realizability criterion of Theorem 4. Con-
sider the partition  = 1 ∪ 2 ∪ 3 with
1 = {10,−9}, 2 = {5,−6}, 3 = {2,−2}.
It is clear that 3 ∈ S2 is realized by
B =
(
0 2
2 0
)
.
We define the associated sets 1 = {9,−9} and 2 = {6,−6}. Then we merge 1 and 2 to
obtain, according to Lemma 2 with ε = 1,  = {10, 5,−6,−9} ∈ S4 and from Lemma 1 with
ρ = 2, the realizing symmetric nonnegative matrix
A =

0 9 1 1
9 0 1 1
1 1 0 6
1 1 6 0
 .
Then, M = A ⊕ B is an 6 × 6 symmetric nonnegative matrix with spectrum .
R.L. Soto / Linear Algebra and its Applications 416 (2006) 783–794 793
Example 2. Let = {8, 6, 3, 3,−5,−5,−5,−5}. Kellogg realizability criterion is not satisfied.
It is clear that Borobia realizability criterion is not satisfied, either. The partition  = 1 ∪
2, where 1 = {8, 3,−5,−5} and 2 = {6, 3,−5,−5}, satisfies the conditions of Theorem 5.
Therefore, we may construct a realizing matrix A ∈ CS8:
A =

0 5 0 2 0 0 0 1
5 0 0 2 0 0 0 1
0 2 0 5 0 0 0 1
0 2 5 0 0 0 0 1
0 0 0 1 0 5 0 2
0 0 0 1 5 0 0 2
0 0 0 1 0 2 0 5
0 0 0 1 0 2 5 0

.
Now we show that  is realizable by a symmetric nonnegative matrix: Define the associated sets
1 = {7, 3,−5,−5} and 2 = {7, 3,−5,−5}, which are realizable by Theorem 4 and conse-
quently from Lemma 4, they are also realizable by a symmetric nonnegative matrix. That is 1 =
2 ∈ S4. Let ε2 = −T2 = 1. Then from Lemma 2 we obtain  = {8, 6, 3, 3,−5,−5,−5,−5} ∈
S8. Now we construct a realizing symmetric nonnegative matrix as follows: From the Wuwen
construction [24] we have for 1 = 2 the matrix
A1 =

0 5 1 1
5 0 1 1
1 1 0 5
1 1 5 0
 .
Observe that A1 has a eigenvector u =
(
1
2 ,
1
2 ,
1
2 ,
1
2
)T
, ‖u‖ = 1, associated to the eigenvalue
λ = 7. Then from Lemma 1 we have for ρ = 1
A =

0 5 1 1 14
1
4
1
4
1
4
5 0 1 1 14
1
4
1
4
1
4
1 1 0 5 14
1
4
1
4
1
4
1 1 5 0 14
1
4
1
4
1
4
1
4
1
4
1
4
1
4 0 5 1 1
1
4
1
4
1
4
1
4 5 0 1 1
1
4
1
4
1
4
1
4 1 1 0 5
1
4
1
4
1
4
1
4 1 1 5 0

∈ S8.
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