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PONTRYAGIN MAXIMUM PRINCIPLE FOR CONTROL
SYSTEMS ON INFINITE DIMENSIONAL MANIFOLDS
ROBERT J. KIPKA AND YURI S. LEDYAEV
Abstract. We discuss a mathematical framework for analysis of optimal con-
trol problems on infinite-dimensional manifolds. Such problems arise in study
of optimization for partial differential equations with some symmetry. It is
shown that some nonsmooth analysis methods and Lagrangian charts tech-
niques can be used for study of global variations of optimal trajectories of
such control systems and derivation of maximum principle for them.
1. Introduction
In this paper we study control problems in which the state evolves on an infinite-
dimensional manifold M which is modeled over Banach space E. The problem of
optimal control with which we will concern ourselves is the following Mayer problem:
Problem (P): Minimize ℓ(q(0), q(T )) subject to dynamic constraint
(1) q˙(t) = f(t, q(t), u(t)), q(0) = q0
and endpoint constraints
(2) (q(0), q(T )) ∈ S ⊂M ×M.
where q(t) describes a state of the control system (1), u(t) is a control func-
tion taking values in a set U, f(t, q, u) is a parametric family of vector fields
f : [0, T ] × M × U → TM describing a dynamics of the system, the set S de-
scribes end constraints for trajectory of (1) and the function ℓ is a cost functional.
Study of infinite-dimensional optimal control problems in which a state vector
q(t) moves in a linear Banach space E have a long history and it continues to attract
attention due to numerous applications (see [12, 16, 22] for additional references).
Surprisingly, theory of optimal control on infinite-dimensional manifolds is not
developed to the same degree of completeness as in a linear space case. But such
optimal control problems can appear naturally from conservation laws which are
due to some internal symmetry of the problem. We should mention also that even in
the case of finite-dimensional manifolds known optimal control techniques lack some
tools which demonstrated their effectiveness in finite-dimensional linear spaces.
One of such tools is nonsmooth analysis [5, 9, 7] which have been introduced
originally for study of optimal control problems as nonstandard nonsmooth prob-
lems of calculus of variations. Even if the original focus was on non-differentiable
(nonsmooth) problems it was demonstrated later that nonsmooth analysis methods
can be successfully used for study of problems with smooth data.
This paper contains a mathematical framework for study of smooth optimal
control problems on infinite-dimensional manifolds by using nonsmooth analysis
techniques, in particular a new Subbotin-like formula relating weak Dini derivatives
and limit subgradients of Lipschitz function. We demonstrate how these tools
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can be used for obtaining sufficient conditions for metric regularity of constraints,
existence of exact nonsmooth penalty function for optimal control problems on
manifolds. Such exact penalty functions are exploited for derivation of normal
optimality conditions in the form of Pontryagin maximum principle.
1.1. Main Definitions and Assumptions. We provide here the precise defini-
tions and assumptions used for problem (P). The set U is assumed to be a com-
plete, separable metric space. We say that u : [0, T ]→ U is measurable if it is the
pointwise a.e. limit of continuous functions and we suppose that u : [0, T ] → U is
measurable. A control system is a mapping f : [0, T ]×M×U→ TM which satisfies
π ◦ f(t, q, u) = q for all (t, q, u), where the map π : TM →M is the projection map
sending v ∈ TqM to its base-point q.
Function ℓ : M ×M → R is assumed locally Lipschitz and S ⊂ M ×M closed.
A mapping x : [0, T ]→ E is absolutely continuous if there is a Bochner integrable
function v such that
x(t2)− x(t1) =
∫ t2
t1
v(s) ds
for all t1, t2 ∈ [0, T ]. Mapping q : [0, T ] → M is absolutely continuous if it is
absolutely continuous in local coordinates and we use the notation q(t; q0, u) for
the absolutely solution to (1) satisfying q(0; q0, u) = q0. For a detailed introduction
to Bochner integral we suggest [10].
In order to state precise assumptions for control system f we recall that if (O, ϕ)
is a coordinate chart, then ϕ∗f : [0, T ] × ϕ(O) × U → E is the local coordinate
expression for f , defined by (ϕ∗f)(t, x, u) := ϕ∗(ϕ
−1(x))f(t, ϕ−1(x), u).
Assumption (D): Control system f satisfies Assumption (D) along a contin-
uous map q∗ : [0, T ]→M if there are finitely many coordinate charts (Oi, ϕi) and
functions m, k ∈ L1 such that when q∗(t) ∈ Oi we have for almost all t, for all
u ∈ U,
(3)
sup
x∈ϕi(Oi)
‖(ϕi ∗f)(t, x, u)‖E ≤ m(t)
sup
x∈ϕi(Oi)
‖(ϕi ∗f)x(t, x, u)‖L(E,E) ≤ m(t)
and
(4)
sup
x,y∈ϕi(Oi)
‖(ϕi ∗f)(t, x, u)− (ϕi ∗f)(t, y, u)‖E ≤ k(t) ‖x− y‖E
sup
x,y∈ϕi(Oi)
‖(ϕi ∗f)x(t, x, u)− (ϕi ∗f)x(t, y, u)‖L(E,E) ≤ k(t) ‖x− y‖E
We assume throughout the paper that f satisfies this assumption.
Banach Space Assumption: The space E over which M is modelled is as-
sumed to be a reflexive space. If M 6= E then we also make the assumption that
E admits a C2-smooth bump function with locally Lipschitz second derivative.
Note that any Hilbert space meets these criteria, as do the Sobolev spaces W k,p
(3 ≤ p <∞) [1, 3], which are of interest in the study of partial differential equations.
Remark 1.1. The smoothness assumption is required only for our use of La-
grangian charts. When M = E there is no need for such charts and our results
then hold under the assumption that E is reflexive.
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1.2. Nonsmooth Analysis. Even when all of the data for Problem (P) are smooth,
techniques of nonsmooth analysis prove themselves to be a useful for the study of
control problems. In this section we define the main objects of nonsmooth analysis
needed for this paper. Following [19], we make the following definitions for lower
semicontinuous function ψ :M → R ∪ {+∞}.
Definition 1.2. If there exists a C1-smooth function g : M → R such that ψ − g
attains a local minimum at q and ζ = dgq, we say that ζ is a Fre´chet subgradient
for ψ. We write ∂Fψ(q) ⊂ T
∗
qM for the (possibly empty) set of such covectors.
Definition 1.3. If there exist sequences qk → q such that ψ(qk) → ψ(q) and
ζk ∈ ∂Fψ(qk) such that ζk
w
−→ ζ then we say that ζ is a limiting subgradient for ψ.
We write ∂Lψ(q) ⊂ T
∗
qM for the set of all such covectors.
Definition 1.4. If C ⊂ M is a closed set, we define NFC (q) (resp. N
L
C (q)) to be
∂F IC(q) (resp. ∂LIC(q)), where IC : M → R ∪ {+∞} is the lower semicontinuous
function defined to be zero on C and +∞ elsewhere.
Subdifferentials are coordinate-free in the sense that if ϕ : O → E is a coordinate
chart then
(5) ϕ∗∂L
(
ℓ ◦ ϕ−1
)
(x) = ∂Lℓ(q),
where ϕ(q) = x.
Normals to sets are of particular importance to us and the following property
will be of use in proving nondegeneracy of the adjoint arc:
Definition 1.5. A closed set C ⊂ E is sequentially normally compact if for any
sequences ck ∈ C and ζk ∈ N
F
C (ck) with ck → c and ζk
w
−→ ζ we have ‖ζ‖E∗ = 0 if
and only if ‖ζk‖E → 0.
This property is well-understood for a large class of sets and [20] is a good
starting point for further study. It is worth noting if C is defined through C1-
smooth constraints
gi(x) ≤ 0 1 ≤ i ≤ r
hj(x) = 0 1 ≤ j ≤ s
then C is sequentially normally compact at c if
r∑
i=1
αi∇gi(c) +
s∑
j=1
βj∇hj(c) 6= 0
whenever αi ≥ 0 and
∑r
i=1 αi +
∑s
j=1 |βj| = 1. On the other hand, a singleton set
{c} is sequentially normally compact if and only if E has finite dimension.
When E is reflexive and C is sequentially normally compact, subdifferentials of
the distance function have the following properties [20]:
Proposition 1.6. If x 6∈ C and ζ ∈ ∂LdC(x), then ‖ζ‖E∗ = 1 and there is a point
c ∈ C satisfying ‖x− c‖E = dC(x) and ζ ∈ N
L
C (c). On the other hand, if x ∈ C,
then we have ∂LdC(x) ⊂ N
L
C (x).
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2. Statement of Main Results
We write U for the set of measurable controls and define the Pontryagin function
H : [0, T ]× T ∗M × U→ R by
H(t, ζ, u) := 〈ζ, f(t, q, u)〉 ,
for ζ ∈ T ∗qM . The vector field
−→
H (t, ζ, u) is the Hamiltonian lift of H , which is
defined through the natural symplectic structure on T ∗M . We suggest [17] for an
introduction in the infinite-dimensional case. With these constructs in mind, we
state the main results of this paper.
Theorem 2.1. Suppose that a pair (q0, u∗) ∈ M × U is optimal for Problem (P)
with trajectory q∗(t) := q(t; q0, u∗). There exists λ0 ∈ {0, 1} and an absolutely
continuous map ζ : [0, T ]→ T ∗M determined by
(6) ζ˙(t) =
−→
H (t, ζ(t), u∗(t))
and boundary conditions (ζ(0),−ζ(T )) ∈ λ0∂Lℓ(q∗(0), q∗(T )) + N
L
S (q∗(0), q∗(T ))
which satisfies the maximum principle:
(7) H(t, ζ(t), u∗(t)) = max
u∈U
H(t, ζ(t), u) a.a. t.
Further, (λ0, ζ(t)) 6= 0 for all t.
We also introduce a notion of weak controllability in the direction of S (Definition
5.2 of Section 5) and we prove the following exact penalization type result:
Theorem 2.2. If the pair (q0, u∗) optimal for Problem (P) and is weakly control-
lable in the direction of S then there exists κ > 0 and such that (q0, u∗) is optimal
for Problem (Ppenalty) whose cost is given by
J(q, u) := ℓ(q, q(t; q, u)) + κΦ(q, q(t; q, u))
where Φ : M×M → R is a locally defined Lipschitz function satisfying ∂LΦ(q, q
′) ⊂
NLS (q, q
′) when (q, q′) ∈ S.
In Theorem 2.2 the constraint (2) has been removed through an exact penaliza-
tion technique.
The proof of Theorem 2.2 relies on a metric regularity argument and we next
introduce the essential tools used for this argument. Following this, we provide
a proof of Theorem 2.2 and conclude the paper with a proof of Theorem 2.1. A
central technique throughout this paper is study of global variations of trajectories
through Lagrangian charts and we develop these techniques next.
3. Global Variation of Trajectories and Pseudometric Space
We wish to study variations of a trajectory q(t; q0, u) in which both the initial
condition q0 and the control are varied. It is useful to employ sliding mode type
variations, which are based on relaxed controls, a technique which can be traced
back to the work of L.C. Young [25] in the Calculus of Variations and Gamkrelidze
and Warga [13, 23, 24] in optimal control.
Given u0 ∈ U, define a measure δu0 on U by setting∫
U
h(u)dδu0 := h(u0)
for an arbitrary function h : U→ E.
MAXIMUM PRINCIPLE ON INFINITE DIMENSIONAL MANIFOLDS 5
Definition 3.1. We say that ν is a relaxed control if for some integer n there are
n controls ui ∈ U and convex coefficients λ1, . . . , λn such that ν(t) =
∑n
i=1 λiδui(t).
We write M for the set of relaxed controls.
Control system f is extended to handle relaxed controls by setting
f̂(t, q, ν(t)) :=
∫
U
f(t, q, u) dν(t) =
n∑
i=1
λif(t, q, ui(t)).
For problems with constraint (2) an optimal control u∗ may not be optimal
among relaxed controls, a phenomenon known as relaxation gap. Nonetheless, re-
laxed trajectories can be approximated using usual controls and so are useful for
global variations of trajectories. In order to give quantitative estimates related to
such variations, employ the technique of Lagrangian charts, introduced in [15].
3.1. Lagrangian Charts. Fix an absolutely continuous map q∗ : [0, T ]→M . We
would like to study continuous curves which are close to q∗. By the smoothness
assumption on E, we can construct a C2-smooth, nonautomous vector field Vt with
locally Lipschitz second derivative such that Vt extends q˙∗ in the sense that for
almost all t we have Vt(q∗(t)) = q˙∗(t). Let Ps,t denote the flow of Vt. Choose a
coordinate chart (O, ϕ) with q∗(0) ∈ O and let ψt : P0,t(O) → ϕ(O) be the map
ψt := ϕ ◦ Pt,0. We refer to (P0,t(O), ψt)t∈[0,T ] as a Lagrangian chart, in analogy
with the concept of Lagrangian coordinates from fluid dynamics.
Given a pair (q, u) such that q(t; q, u) ∈ P0,t(O) for all t the curve x(t) :=
ψt(q(t; q, u)) satisfies
(8) x˙(t) := (ψt ∗f) (t, x(t), u(t)) − (ψt ∗Vt) (x(t)) a.a. t.
A proof of (8) in the context of Banach manifolds can be found in [14]. With (8)
in mind we introduce a control system g : [0, T ]× ϕ(O)× U→ E defined through
(9) g(t, x, u) := (ψt ∗f) (t, x, u)− (ψt ∗Vt) (x).
Under our assumptions on f and Vt, control system g satisfies Assumption (D)
along constant trajectory ϕ(q∗(0)). We write mg and kg for the functions in (3)
and (4), in which we may take ϕi := IdE . Given x0 ∈ ϕ(O) and u ∈ U we will
write x(t;x0, u) for the solution to
x˙(t;x0, u) = g(t, x(t;x0, u), u(t))
which satisfies x(0;x0, u) = x0.
3.2. Pseudometric Space and Approximation. The Lagrangian chart (P0,t(O), ψt)t∈[0,T ]
provides a way to quantify differences between trajectories which are close to q∗.
We next introduce a pseudometric structure on a set of controls generating such
trajectories.
Introduce a neighborhood O0 of q∗(0) for which O0 ⊂ O and let X denote the
set of pairs (q0, u) such that q(t; q0, u) ∈ P0,t(O0) for all t. Equivalently, X can be
thought of as the set of all (x0, u) such that x(t;x0, u) ∈ ϕ(O0) for all t. We write
X ◦ for the smaller set of pairs (q0, u) ∈ X for which q(t; q0, u) ∈ P0,t(O0) for all t.
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We introduce the following pseudometric on X :
ρ(q1, u1; q2, u2) := ‖x1 − x2‖E
+
∫ T
0
‖g(t, x(t;x1, u1), u1(t))− g(t, x(t;x2, u2), u2(t))‖E dt∫ T
0
‖gx(t, x(t;x1, u1), u1(t))− gx(t, x(t;x2, u2), u2(t))‖L(E,E) dt,
where xi := ϕ(qi).
We develop several approximation results for global variations in the space X . All
are based on the following lemma, which in turn mirrors the technique of chattering
control found in [2, 13]. A complete proof of Lemma 3.2 is given in [15] for the case
E = Rn.
Lemma 3.2. Let F be a Banach space and hi : [0, T ] → F Bochner integrable
functions, i = 1, . . . , n. For any convex coefficients λ1, . . . , λn and ε > 0 there exist
disjoint measurable sets Ai ⊂ [0, T ] with m(Ai) = λiT such that
(10)
∥∥∥∥∥
∫
[0,t]∩Ai
hi(s) ds− λi
∫ t
0
hi(s) ds
∥∥∥∥∥
F
< ε i = 1, . . . , n
Proof. We provide a sketch, referring the reader to [15] for additional detail. First
check that suffices to assume that function hi are continuous. Then form a partition
0 := t0 < t1 < · · · < tr−1 < tr := T . For j = 0, . . . , r let Ij := [tj , tj+1] and define
Ij,k :=
[
tj +
k−1∑
i=1
λi (tj+1 − tj) , tj +
k∑
i=1
λi (tj+1 − tj)
]
.
Let Ak = ∪
r−1
j=0Ij,k. A careful estimate of the left-hand side in (10) shows that it
goes to zero with the diameter of the partition. 
A first application of Lemma 3.2 is that relaxed trajectories may be approximated
uniformly with usual trajectories.
Lemma 3.3. Suppose that q0 ∈ M and ν ∈ M are such that q(t; q0, ν) ∈ P0,t(O0)
for all t and let ε > 0 be given. There is a control u ∈ U such that (q0, u) ∈ X
◦ and
(11) max
t∈[0,T ]
‖ψt(q(t; q0, ν))− ψt(q(t; q0, u))‖E < ε.
Proof. Set x0 := ϕ(q0) and check that it suffices to prove that if ν ∈ M is such
that x(t;x0, ν) ∈ ϕ(O0) for all t then there is a control u ∈ U such that
max
t∈[0,T ]
‖x(t;x0, ν)− x(t;x0, u)‖E < ε.
Choose controls ui and convex coefficients λ1, . . . , λn such that ν(t) :=
∑n
i=1 λiδui(t)
and consider the functions
t 7→ ĝ(t, x(t;x0, ν), δui(t)).
Given a measurable set A ⊂ [0, T ] let χA be the function χA(t) = 1 for t ∈ Ai
and χA(t) = 0 otherwise. By Lemma 3.2 we can choose disjoint measurable sets
Ai ⊂ [0, T ] with m(Ai) = λiT such that control w(t) =
∑n
i=1 χAi(t)ui(t) satisfies
max
t∈[0,T ]
∥∥∥∥∫ t
0
ĝ(s, x(s;x0, ν), ν(s)) ds−
∫ t
0
ĝ(s, x(s;x0, ν), δw(s)) ds
∥∥∥∥
E
< ε.
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For t ∈ [0, T ] we now have
‖x(t;x0, ν)− x(t;x0, w)‖E ≤ εT +
∫ t
0
‖g(s, x(s;x0, ν), w(s)) − g(s, x(s;x0, w), w(s))‖E ds
≤ εT +
∫ t
0
kg(s) ‖x(s;x0, ν)− x(s;x0, w)‖E ds.
An application of the Gronwall lemma completes the proof. 
3.3. Global Variation of Trajectories. We now turn to our study of global vari-
ations. Let (q0, u) ∈ X be given. We consider a global variation of q(t; q0, u) corre-
sponding to relaxed control ν and tangent vector v0 ∈ Tq0M satisfying ‖ϕ∗(q0)v0‖E ≤
1. For q ∈ O, we let Bq ⊂ TqM denote the set of such tangent vectors v0.
For relaxed control ν and tangent vector v0 ∈ Bq0 we define
(12) qλ0 := ϕ
−1 (ϕ(q0) + λϕ∗(q0)v0)
and we consider a global variation of q(t; q0, u) defined by
(13) qλ(t) := q(t; qλ0 , (1− λ)δu + λν).
The following lemma assures us that such a variation approaches q0(t) at a uniform
linear rate:
Lemma 3.4. There is a constant c0 such that for any (q0, u) ∈ X
◦ the variation
qλ(t) defined by (13) satisfies
(14)
∥∥ψt(qλ(t)) − ψt(q0(t))∥∥E < c0λ
when λ is sufficiently small.
Proof. Define xλ(t) = ψt(q
λ(t)) and note that if xλ0 := ϕ(q0) + λϕ∗(q0)v0 then
xλ(t) = x(t;xλ0 , (1 − λ)δu + λν). For t ∈ [0, T ] we have∥∥xλ(t)− x0(t)∥∥
E
≤ λ+
∫ t
0
∥∥ĝ(s, xλ(s), δu(s))− ĝ(s, x0(s), δu(s))∥∥E ds+ 2λ ‖mg‖L1
≤ λ+
∫ t
0
kg(s)
∥∥xλ(s)− x0(s)∥∥
E
ds+ 2λ ‖mg‖L1 .
The result now follows from the Gronwall lemma. 
As an important consequence, we may approximate relaxed variation qλ using a
carefully constructed “usual control.” Moreover, this approximation is compatible
with pseudometric ρ. The following Lemma can be established using an application
of Gronwall lemma, along with Lemma 3.2.
Lemma 3.5. There exist constants c1, c2 such that for any pair (q0, u) ∈ X
◦, for
any relaxed control ν ∈M, v0 ∈ Bq0 , ε > 0, and λ > 0 sufficiently small there is a
control wλ ∈ U such that
(15) max
t∈[0,T ]
∥∥ψt(qλ(t))− ψt(q(t; qλ0 , wλ))∥∥E < ε,
where qλ0 and q
λ(t) are defined by (12) and (13), respectively. In addition,
(16) ρ(qλ0 , w
λ; q0, u) < c1λ+ c2ε.
Thus, we may vary any trajectory corresponding to (q0, u) ∈ X
◦ using (13) and
the resulting variation can be approximated nicely using controls wλ ∈ U .
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4. Set-Constrained Lower Derivative and the Free Endpoints
Problem
In this section we prove the Pontryagin Maximum Principle under the assump-
tion that S =M ×M . The following proposition gives us a useful characterization
of the adjoint arc. Let Qs,t be the flow of a C
1-smooth vector field Xt with locally
integrable Lipschitz first derivative and let HX : [0, T ]× T
∗M → R be defined by
HX(t, ζ) := 〈ζ,Xt(q)〉.
Proposition 4.1. If η ∈ T ∗
Q0,T (q0)
M then ζ(t) := −Q∗t,Tη if and only if ζ is a
solution to
ζ˙(t) =
−→
HX(t, ζ) a.a. t
with ζ(T ) = −η. In particular, if Qs,t is the flow of the vector field (t, q) 7→
f(t, q, u(t)) then ζ satisfies (6).
Proof. A proof for the case in which M is modeled over Rn can be found in [15].
This proof can be easily generalized to the Banach space setting. 
We also have the following, whose proof we leave to the reader.
Proposition 4.2. If absolutely continuous mapping ζ : [0, T ]→ T ∗M and control
u∗ satisfy
(17) inf
u∈U
∫ T
0
H(t, ζ(t), u∗(t))−H(t, ζ(t), u(t)) dt ≥ 0
then (7) holds pointwise almost everywhere.
The basic idea for the proof of the maximum principle is the following. Find
(ξ, η) ∈ ∂Lℓ(x∗(0), x∗(T )) such that −Q
∗
0,T η = ξ, where Qs,t is the flow of (t, q) 7→
f(t, q, u∗(t)). Define ζ(t) = −Q
∗
t,T η, so that (ζ(0),−ζ(T )) ∈ ∂Lℓ(x∗(0), x∗(T )) and
verify that ζ can be chosen to satisfy (17). When this is possible, we arrive at (6)
and (7) through Propositions 4.1 and 4.2, respectively.
In order to carry out this program, we introduce a new type of directional de-
rivative. Recall that the lower Dini derivative of a function ℓ : E → R is defined
by
Dℓ(x; v) := inf
vn→v
λn↓0
lim
n→∞
ℓ(x+ λnvn)− ℓ(x)
λn
.
The lower Dini derivative has played an important role in the study of nonsmooth
functions since its appearance in the late 19th century. More recently, a concept of
weak lower Dini derivative was introduced in [8], the difference being that the se-
quences vn may converge to v only weakly. We introduce the following intermediate
notion:
Definition 4.3. Let V ⊂ E be a closed, bounded, convex set and v ∈ V be given.
The set-constrained weak lower Dini derivative in direction v is given by
DwV ℓ(x; v) := inf lim
n→∞
ℓ(x+ λnvn)− ℓ(x)
λn
where the infimum is over sequences vn ∈ V converging weakly to v and λn ↓ 0.
Remark 4.4. Since this construction is entirely local, we may define DwV ℓ(q; v)
for a function ℓ : M → R and closed, bounded, convex set V ⊂ TqM using local
coordinates.
MAXIMUM PRINCIPLE ON INFINITE DIMENSIONAL MANIFOLDS 9
For locally Lipschitz function ℓ, lower bounds on DwV ℓ(q; v) can be attained in
terms of the limiting subgradient through the following Subbotin type result (see
also [9])
Proposition 4.5. Suppose that ℓ : M → R is locally Lipschitz rank kℓ and V ⊂
TqM is closed, bounded, and convex. For any r such that D
w
V ℓ(q; v) ≥ r for all
v ∈ V there exists ζ ∈ ∂Lℓ(q) such that 〈ζ, v〉 ≥ r for all v ∈ V .
Proof. It suffices to prove the result for the case M = E. Let λn ↓ 0 be given and
for a fixed integer n consider the set x+ λnV . By the multidirectional mean value
inequality [8, 26], there exists zn ∈ x+ λnV + λnB and ζn ∈ ∂F ℓ(zn) such that
inf
w∈V,e∈B
ℓ(x+ λnw + λ
2
ne)− ℓ(x)− λ
2
n ≤ λn 〈ζn, v〉
for all v ∈ V . Choose wn ∈ V and en ∈ B such that
ℓ(x+ λnwn + λ
2
nen) ≤ inf
w∈V,e∈B
ℓ(x+ λnw + λ
2
ne) + λ
2
n.
Then we have, for all v ∈ V ,
ℓ(x+ λnwn + λ
2
nen)− ℓ(x)− 2λ
2
n ≤ λn 〈ζn, v〉 .
Dividing by λn > 0 and using the Lipschitz property of ℓ we find that
ℓ(x+ λnwn)− ℓ(x)
λn
− 2λn − kℓλn ≤ 〈ζn, v〉
for any v ∈ V . Since ℓ is locally Lipschitz the ζn are bounded in norm we may pass
to a subsequence such that ζn
w
−→ ζ ∈ ∂Lℓ(x) and wn
w
−→ w ∈ V . Taking the limit
we find
r ≤ DwV ℓ(x;w) ≤ lim
n→∞
ℓ(x+ λnwn)− ℓ(x)
λn
− 2λn − kℓλn ≤ 〈ζ, v〉
and this completes the proof. 
For a given pair (q0, u) ∈ X
◦, we are interested in a set V arising from infinites-
imal perturbations (v0, v1) ∈ Tq0M × Tq(T ;q0,u)M defined through
(18) (v0, v1) =
d
dλ
∣∣∣∣
λ=0
(
qλ(0), qλ(T )
)
where qλ corresponds to some v0 ∈ Bq0 and ν ∈ M and is defined by (13). It is
shown in [14] that if (v0, v1) are defined through (18) then
v1 = Q0,T ∗(q0)v0+
∫ T
0
Qt,T ∗(q(t; q0, u))
(
f̂(t, q(t; q0, u), ν(t))− f̂(t, q(t; q0, u), δu(t))
)
dt,
where Qs,t denotes the flow of vector field (t, q) 7→ f̂(t, q, δu(t)). We note that
because of (3), the set V (q0, u) is bounded and certainly it is convex.
Lemma 4.6. There is a constant c3 such that for any (q, u) ∈ X
◦, (v0, v1) ∈
V (q, u), the variation qλ defined by (13) satisfies
(19)
∥∥ψT (qλ(T ))− ψT (q0(T ))− λψT ∗v1∥∥E ≤ c3λ2
when λ is small enough that qλ(t) ∈ P0,t(O0) for all t.
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Proof. It is enough to prove that under Assumption (D) we have the estimate
(20)
∥∥∥∥xλ(T )− x(T )− λ dxλdλ (T )
∣∣∣∣
λ=0
∥∥∥∥
E
≤ c3λ
2,
where xλ(t) := x(t;x0 + λϕ∗(q)v0, µ
λ), µλ(t) := (1 − λ)δu(t) + λν(t), and x(t) :=
x(t;x0, u). We leave the details to the reader.

Finally, the following lemma provides us with a useful relationship between the
set-constrained lower derivative and variations.
Lemma 4.7. Let ℓ : M × M → R be locally Lipschitz, (q, u) ∈ X ◦, and V :=
cℓV (q, u). For any (v0, v1) ∈ V , there exists a sequence of variations q
λ
n of the form
(13) and a sequence λn ↓ 0 such that
lim
n→∞
ℓ(qλnn (0), q
λn
n (T ))− ℓ(q, q(T ; q, u))
λn
= DwV ℓ(q, q(T ; q, u); v0, v1).
Proof. Let (vn0 , v
n
1 )
w
−→ (v0, v1) and λn ↓ 0 be chosen so that
(21)
DwV ℓ(q, q(T ; q, u); v0, v1)
= lim
n→∞
ℓ˜ (ψ0(q) + λnψ0 ∗v
n
0 , ψT (q(T ; q, u)) + λnψT ∗v
n
1 )− ℓ˜ (ψ0(q), ψT (q(T ; q, u)))
λn
,
where ℓ˜ := ℓ ◦ (ψ0 × ψT )
−1
. Without loss of generality we may assume that
(vn0 , v
n
1 ) ∈ V (q, u). Let q
λ
n be a variation of type (13) corresponding to (v
n
0 , v
n
1 ). By
Lemma 4.6 we can write (21) as
DwV ℓ(q, q(T ; q, u); v0, v1)
= lim
n→∞
ℓ˜
(
ψ0(q) + λnψ0 ∗v
n
0 , ψT (q
λn
n (T ))
)
− ℓ˜ (ψ0(q), ψT (q(T ; q, u)))
λn
= lim
n→∞
ℓ
(
qλnn (0), q
λn
n (T )
)
− ℓ(q, q(T ; q, u))
λn
.

Proof of Theorem 2.1 for S = M ×M : We assume that (q0, u∗) is optimal and
write q∗(t) := q(t; q0, u∗). Let V := cℓ V (q0, u∗). Since (q0, u∗) is optimal, Lemma
4.7 implies that DwV ℓ(q∗(0), q∗(T ); v0, v1) ≥ 0 for all (v0, v1) ∈ V .
Proposition 4.5 now implies the existence of (ξ, η) ∈ ∂Lℓ(q0, q(T ; q0, u∗)) such
that for all (v0, v1) ∈ V (q0, u∗) we have
(22) 〈ξ, v0〉+ 〈η, v1〉 ≥ 0.
In the definition of v1, we may take ν = δu∗(t) and so find that for all v0 ∈ Bq0 ,
〈ξ, v0〉 + 〈η, P0,T ∗v0〉 ≥ 0. It follows that ξ = −P
∗
0,T η. Setting ζ(t) := −P
∗
t,T η we
find that (ζ(0),−ζ(T )) ∈ ∂Lℓ(q0, q(T ; q0, u∗)). Moreover, taking v0 = 0 in (22) we
arrive at (17) and this completes the proof. 
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5. Controllability and Metric Regularity
In the case where the endpoints are constrained, we cannot take quite the same
approach and instead use a metric regularity argument based on the following form
of the Ekeland principle:
Proposition 5.1 (Ekeland). Let (X , ρ) be a complete pseudometric space and let
ℓ : X → R be lower semicontinuous. Suppose that x satisfies ℓ(x) < infx∈X ℓ(x) + ε
for some ε > 0. For any σ > 0 there exists y ∈ X such that ρ(x, y) < σ and which
is a global minimizer of the perturbed function
(23) z 7→ ℓ(z) +
ε
σ
ρ(y, z).
Proposition 5.1 was introduced for complete metric spaces in [11] and it was
shown in [18] that the principle holds for complete pseudometric spaces. The paper
[4] contains a proof in the setting of metric spaces which can be adopted to establish
the above statement.
For this paper, of course, (X , ρ) is the pseudometric space defined in Section
3.2. It can be shown, using pointwise a.e. convergence of subsequences in L1 and
existence of measurable selections complete, separable metric space U, that the
space (X , ρ) is a complete pseudometric space.
Metric regularity of constraints (1) and (2) is closely related to a concept of
controllability. To describe this concept, we need a notion of distance toward the
set S ⊂M ×M and it is convenient to work with a function Φ : O× P0,T (O)→ R
by
Φ(q, q′) = d(ψ0×ψT )(S) (ψ0(q), ψT (q
′)) .
By a result of [19], one may check that ∂LΦ(q, q
′) ⊂ NLS (q, q
′) when (q, q′) ∈ S.
Definition 5.2. A pair (q0, u∗) is said to be weakly controllable in the direction of
S if there exist ε0,∆ > 0 such that for any pair (q1, u) satisfying ρ(q0, u∗; q1, u) < ε0
there exists (v0, v1) ∈ V (q1, u) such that
(24) Dwcℓ V (q1,u)Φ(q1, q(T ; q1, u); v0, v1) < −∆.
We write A ⊂ X for the set of pairs (q0, u) which satisfy (q0, q(T ; q0, u)) ∈ S.
Proposition 5.3. Suppose that (q0, u∗) ∈ A, S is sequentially normally compact
in a neighborhood of (q0, q(T ; q0, u∗)), and that (q0, u∗) is not weakly controllable in
the direction of S. Then Theorem 2.1 holds with λ0 = 0.
Proof. For any εn,∆n ↓ 0 there exists a sequence of pairs (qn, un) with ρ(q0, u∗; qn, un) <
εn and (qn, q(T ; qn, un)) 6∈ S such that for all (v0, v1) ∈ V (qn, un) we have
Dwcℓ V (qn,un)Φ(qn, q(T ; qn, un); v0, v1) ≥ −∆n
for all n. Consequently there exist (ξn, ηn) ∈ ∂LΦ(qn, q(T ; qn, un)) such that for all
(v0, v1) ∈ V (qn, un) we have
〈ξn, v0〉+ 〈ηn, v1〉 ≥ −∆n.
Since S is sequentially normally compact we may assume without loss of generality
that (ξn, ηn) are nonzero. Since E is reflexive, we may pass to the limit and obtain
nonzero (ξ, η) ∈ NLS (q0, q(T ; q0, u∗)) such that
〈ξ, v0〉+ 〈η, v1〉 ≥ 0
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for all (v0, v1) ∈ V (q0, u∗). Following the same line of reasoning as in the paragraph
following (22), we find that ζ(t) := −Q∗t,Tη satisfies (6) and (7), where Qs,t is the
flow of (t, q) 7→ f(t, q, u∗(t)). Since Q
∗
s,t is an isomorphism, we see that ζ(t) 6= 0 for
all t, completing the proof. 
Next we consider the case in which an admissible pair is weakly controllable
toward S. Let
ρA(q, u) := inf {ρ(q, u; q
′, w) : (q′, w) ∈ A}
Proposition 5.4. Suppose that (q0, u∗) ∈ A is weakly controllable in the direction
of S. Then there exist constants ε1 > 0 and κ > 0 such that for any (q, u) with
ρ(q0, u∗; q, u) < ε1 we have
(25) ρA(q, u) ≤ κΦ(q, q(T ; q, u)).
Proof. Since (q0, u∗) is weakly controllable toward S we may choose ε0,∆ > 0 such
that for any (q, u) with ρ(q0, u∗; q, u) < ε0 we have (24). Set κ := 4c1/∆ and choose
0 < ε1 < ε0/2 small enough that for all ρ(q0, u∗; q, u) < ε1 we have (q, u) ∈ X
◦ and
κΦ(q, q(T ; q, u)) < ε0/2.
Suppose by way of contradiction that for some pair (q, u) satisfying ρ(q0, u∗; q, u) <
ε1 we have
ρA(q, u) > κΦ(q, q(T ; q, u)).
Necessarily, (q, u) 6∈ A. Applying Proposition 5.1 with
σ := κΦ(q, q(T ; q, u)) ε := 2Φ(q, q(T ; q, u))
we obtain (q, u) ∈ X with ρ(q, u; q, u) < κΦ(q, q(T ; q, u)) for which the perturbed
functional
(q′, w) 7→ Φ(q′, q(T ; q′, w)) +
2
κ
ρ(q, u; q′, w)
is minimized. Check that (q, u) ∈ X ◦ and (q, u) 6∈ A. As a consequence we may
choose (v0, v1) ∈ V (q, u) such that
DwV (q, q(T ; q, u); v0, v1) ≤ −∆
and by Lemma 4.7 we may choose a sequence of variations qλn and a sequence λn ↓ 0
with
(26) lim
n→∞
Φ(qλnn (0), q
λn
n (T ))− Φ(q, q(T ; q, u))
λn
≤ −∆.
By Lemma 3.5 we can assume that qλn corresponds to usual control wλn satisfying
ρ(qλnn (0), w
λn ; q, u) ≤ c1λ+ c2λ
2.
Now
Φ(q, q(T ; q, u)) ≤ Φ(qλnn (0), q
λn
n (T )) +
2
κ
c1λn +
2
κ
c2λ
2
n
and so (26) implies
0 ≤ −∆+
2
κ
c1 = −
∆
2
< 0.
This contradiction proves that (25) holds for ρ(q0, u∗; q, u) < ε1 and so completes
the proof. 
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A standard exact penalization argument (see e.g. [15]) now implies that if (q0, u∗)
is weakly controllable in the direction of S then it is locally optimal (in ρ pseudo-
metric) for the problem of minimizing a cost
J(q, u) := ℓ(q, q(T ; q, u)) +KΦ(q, q(T ; q, u))
when K is sufficiently large. Here constraint (2) has been removed through exact
penalization. This proves Theorem 2.2 and since we have shown Theorem 2.1 to be
true for the free endpoints problem we now see that if (q0, u∗) is weakly controllable
in the direction of S, then Theorem 2.1 holds with λ0 = 1.
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