In this paper we use the standard formula for the Laplacian of the squared norm of the second fundamental form and the asymptotic maximum principle of H. Omori and S.T. Yau to classify complete CMC spacelike hypersurfaces of a Lorentz ambient space of nonnegative constant sectional curvature, under appropriate bounds on the scalar curvature.
Introduction
In the past decades there has been an increasing interest in studying the structure of spacelike hypersurfaces of Lorentz manifolds of constant sectional curvature. This goes back to 1976, when S.Y. Cheng and S.T. Yau proved [5] the Calabi-Bernstein conjecture concerning complete maximal spacelike hypersurfaces of the Lorentz-Minkowski space, namely, that the only ones are the spacelike hyperplanes.
For the De Sitter space, A.J. Goddard conjectured in [7] that complete CMC spacelike hypersurfaces should be totally umbilical. This turned out to be true only for compact hypersurfaces, due to independent work of S. Montiel [10] and J.L. Barbosa and V. Oliker [1] . For the noncompact case, studying the behavior of the squared norm of the second fundamental form of the immersion A. Brasil, A. Colares and O. Palmas were able to find, in [3] , new examples of non-totally umbilical complete CMC hypersurfaces of the De Sitter space.
Our aim in this paper is to study the structure of complete CMC spacelike hypersurfaces M n of Lorentz ambient spaces of constant sectional curvature c 0, once one asks that M has scalar curvature R c. In this case, a structure theorem can be proved which gives strong rigidity to M. Indeed, one can classify (and we will do so) all such M as (n − 1)-cylinders over certain plane curves when c = 0, or as totally geodesic hypersurfaces when c > 0.
Preliminaries
To get into detail, the first tool we need is an asymptotic maximum principle due to H. Omori and S.T. Yau, which we now recall: 
The above theorem has the following useful corollary, which appeared in a weaker form in [5] . Proof. Let φ : R * + → R * + be a smooth function to be chosen later, and g = φ • f . Then ∇g = φ (f )∇f and
so that
, and hence
If one now takes α = β−1 2 > 0, we arrive at
Since g is C 2 and bounded from below, by the previous theorem we get a sequence (p k ) of points in M such that
, and substituting into (1) we get
Making k → +∞, we get sup M f = 0, and since f 0 this gives f ≡ 0. 2
The second tool is a formula for the Laplacian of the squared norm of the second fundamental form of an isometric immersion. In order to properly state the result, let us recall some facts about isometric immersions:
Any spacelike hypersurface . Also, when the ambient space M has constant sectional curvature c, Gauss equation allows one to immediately check that the scalar curvature R of M relates to S 2 in the following manner:
For 1 r n, one defines the rth mean curvature H r of x by
In particular, H 1 = H is the mean curvature of x. Such functions satisfy a very useful set of algebraic inequalities, usually referred to as Newton's inequalities. A proof of them for positive real numbers can be found in [8] . Here, we present a more general version of them, together with a sharp condition for equality. For the proof, recall that if a polynomial f ∈ R[X] has k 1 real roots, then its derivative f has at least k − 1 real roots. In particular, if all roots of f are real, then the same is true of all roots of f . (a) For 1 r < n, one has H 2 r H r−1 H r+1 . Moreover, if equality happens for r = 1 or for some 1 < r < n, with
Proof. In order to prove (a) we use induction on the number n > 1 of real numbers. For n = 2, H 2 1 H 0 H 2 is equivalent to (λ 1 − λ 2 ) 2 0, with equality if and only if λ 1 = λ 2 . Suppose the inequalities true for n − 1 real numbers, with equality when H r+1 = 0 if and only if all of them are equal. Given n 3 real numbers λ 1 , . . . , λ n , let
On the other hand, there exist real numbers γ 1 , . . . , γ n−1 such that
Since (n − r) n r = n n−1 r , comparing coefficients gives us H r (λ i ) = H r (γ i ) for 0 r n − 1. Hence, it follows from the induction hypothesis that, for 1 r n − 2,
Moreover, if equality happens for the λ i , with H r+1 (λ i ) = 0, then it will also happen for the γ i , with H r+1 (γ i ) = 0. Again from the induction hypothesis, it follows that γ 1 = · · · = γ n−1 , and thus λ 1 = · · · = λ n .
To finish, it suffices to prove that 
Denoting α i = 1/λ i , the last inequality above is equivalent to
by Cauchy-Schwarz inequality. Also, in this case equality happens if and only if all of the α i (and then all of the λ i ) are equal. Note that the above reasoning also proves that H 2 1 = H 2 if and only if all of the λ i are equal, for T (
follows from (a). On the other hand, if
. It now follows immediately from the above inequalities that, if H
for some 1 k < r, then H 2 k = H k−1 H k+1 . Therefore, item (a) gives λ 1 = · · · = λ n . To prove (c) suppose, without loss of generality, r < n − 1. Since H r = H r+1 = 0, one has equality in Newton's inequality
H r H r+2 .
If H r+2 = 0, it follows from (a) that λ 1 = · · · = λ n = λ. Hence, H r = 0 ⇒ λ = 0, from where H r+2 = 0, a contradiction. Therefore H r+2 = 0, and analogously H j = 0 for all r j n. To finish, it suffices to note that the polynomial f (x) of item (a) is, in this case, just
For 0 r n one defines the rth Newton transformation P r on M by setting P 0 = I (the identity operator) and, for 1 r n, via the recurrence relation A trivial induction shows that
so that Cayley-Hamilton theorem gives P n = 0. Moreover, since P r is a polynomial in A for every r, it is also selfadjoint and commutes with A. Therefore, all bases of T p M diagonalizing A at p ∈ M also diagonalize all of the P r at p. Let {e k } be such a basis. Denoting by A i the restriction of A to e i ⊥ ⊂ T p M, it is easy to see that
With the above notations, it is also immediate to check that P r e i = (−1) r S r (A i )e i , so that (Lemma 2.1 of [2]) (a) S r (A i ) = S r − λ i S r−1 (A i ). (b) tr(P r ) = (−1) r n i=1 S r (A i ) = (−1) r (n − r)S r . (c) tr(AP
Associated to each Newton transformation P r one has the second order linear differential operator L r :
When M n+1 is a constant sectional curvature Riemannian space, it was proved by H. Rosenberg in [11] that
where div stands for the divergence of a vector field on M, and his proof works as well for Lorentz ambient spaces M n+1 . Therefore, for f, g ∈ D(M), it follows from the properties of the divergence of vector fields that
With the above notations, the following result is by now classical. For a proof, we refer the reader to [9] or [4] .
Substituting (2), (4) and (5) into (7), and taking into account the properties of the divergence of vector fields, after some manipulations one easily arrives at
CMC hypersurfaces having bounds on the scalar curvature
In what follows, M n+1 c denotes complete a Lorentz manifold of constant sectional curvature c. Proof. It follows from Eq. (8) that
and an easy computation shows that
. Now, applying the second one of Newton's inequalities, one gets
On the other hand, the first of Newton's inequalities gives
Let's now interpret the condition on R in terms of |A| 2 : from (3) we get S 2 0. Therefore, (11), (12) and (13) into (9), and taking into account that c 0, one successively gets
Our purpose is to apply Corollary 2.2 to |A| 2 in (15). To this end, we also need to know that our manifold M has Ricci curvature bounded from below. Take p ∈ M, a unit vector v ∈ T p M and an orthonormal basis {e 1 , . . . , e n−1 , e n = v} of T p M. Gauss equation gives Therefore, applying Corollary 2.2 with β = 2 we get |A| 2 = S 2 1 on M, which is the same as S 2 = 0, or R = c on M. To prove items (b) and (c), it now follows immediately from (9), (12), (13) and (15) 
It is a standard result that S n+1 1 is a Lorentz manifold of constant sectional curvature identically 1. 
Proof. In [1] and [10] , the authors characterized closed CMC spacelike hypersurfaces of S n+1 1 as being totally umbilical. More precisely, any such hypersurface equals
1 ; x, w = τ , for some τ ∈ R and w ∈ L n+2 such that w, w = −1. The corollary now follows from the fact that M τ,w has mean curvature
. 2 
and c ∈ R is arbitrary such that |c| 1.
Proof. It follows from the preceding theorem that the relative nullity ν of M is identically n − 1. Therefore, from a theorem of Ferus [6, Chapter 5] the distribution of relative nullity is smooth and integrable, and the leaves are complete and totally geodesic in M n and in L n+1 . Hence, the argument of the proof of Hartman-Nirenberg's theorem (see also Chapter 5 of [6] ) works ipsis literis, and any such M is a cylinder over a plane curve.
On the other hand, it is well known [1] of some function f : R n → R having gradient |∇f | < 1. Moreover, in this case (see also [1] ) the mean curvature H of M satisfies nH = − div ∇f
Hence, up to an isometry of L n+1 , we can assume that M is the graph of f (x 1 , . . . , x n ) = g(x 1 ), and the equation above for the mean curvature of M becomes, after an easy manipulation,
This ODE gives 
