Abstract. We study well-posedness of the Cauchy problem associated to the Schrödinger-Korteweg-de Vries system. We obtain local well-posedness for weak initial data, where the best result obtained is for data in the Sobolev space
Introduction
This paper is concerned with the Initial Value Problem (IVP) for the Schrödinger-Korteweg-de Vries (NLS-KdV) system where u = u(x, t) is a complex-valued function, v = v(x, t) is a real-valued function and α, β, γ are real constants. This system governs the interactions between short-wave, u = u(x, t), and longwave, v = v(x, t), and arises in fluid mechanics as well as plasma physics. The case β = 0 appears in the study of resonant interaction between short and long capillary-gravity waves on water of uniform finite depth, in plasma physics and in a diatomic lattice system. See [8] , [11] , [12] and [17] for these applications.
In [3] it was showed that the NLS-KdV system is not completely integrable, therefore, the solvability of (1.1) is dependent upon the method of the evolution equations.
M. Tsutsumi [19] showed that for data (u 0 , v 0 ) ∈ H The resonant case (β = 0) was considered by Guo and Miao [10] , and they have proved global well-posedness for data in H s (R) × H s (R) with s ∈ Z + . We consider α, β and γ different from zero.
For the single nonlinear Schrödinger (NLS) equation with cubic term (|u| 2 u), Y. Tsutsumi [18] established local and global well-posedness for data in L 2 (R). On the other hand, for the Korteweg-de Vries (KdV) equation Kenig, Ponce and Vega [14] have proved local well-posedness for data in H s (R), s > − 3 4 . See also [4] and [13] for other local well-posedness results in Sobolev spaces with negative exponents.
By using the scaling and Galilean invariance with the special soliton solutions, it was proved by Kenig, Ponce and Vega [16] that the focusing cubic NLS equation is not locally-well posed (ill-posed) below L 2 (R) in the sense that the data-solution map is not uniformly continuous. Recently, Christ, Colliander and Tao [5] , [6] have obtained similar results for the KdV and defocusing NLS equations. More precisely, they have proved that the data-solution map fails to be uniformly continuous with respect to the H s -norm for s ∈ [−1, − 3 4 ) in the case of KdV equation and for s < 0 in the case of the cubic defocusing NLS equation.
The coupled system (1.1) is more difficult to handle in the same spaces than in the single equation case. It is due to the antisymmetric nature of the characteristics of each linear part. In [1] Bekiranov, Ogawa and Ponce showed that the coupled
2 (R) with s ≥ 0. These results include and extend the previous ones obtained in [19] . Moreover, we note that the
2 (R), and to obtain this, the authors used the Fourier restriction norm method introduced by Bourgain in [4] to study the NLS and KdV equations. This method was extensively improved by Kenig, Ponce and Vega in [13] , [14] , and [15] to establish their results for the KdV and NLS equations.
Taking into account the sharp local well-posedness results obtained for the NLS and KdV equations it is natural to ask whether the NLS-KdV system is locally well-
4 + (R). In this work we answer affirmatively this question. Indeed we obtain local well-posedness for weak initial data (u 0 , v 0 ) ∈ H k (R)×H s (R) for various values of k and s, where the lowest admissible values are k = 0 and s = − 4 . The scheme of proof used to obtain our results is in the same spirit as the one implemented by Ginibre, Y. Tsutsumi and Velo [9] to establish their results for the Zakharov system. Moreover, our results cover the case k = s = 1, and hence we can use the conserved quantities (1.2)-(1.4) to obtain global well-posedness in the energy space H 1 (R) × H 1 (R), improving previous results obtained in [10] and [19] .
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Before stating the results we will give some notation. Let U (t) = e be the completion of S(R 2 ) with respect to norms
, where · = 1 + | · | and f denotes the Fourier transform of f in both x and t variables f (τ, ξ) = (2π)
In what follows ψ denotes a cut-off function in
Finally, we remark that various constants are denoted by C and that λ± denotes a number slightly larger, respectively smaller, than λ. Now we give the statements of our main results concerning well-posedness for the IVP (1.1).
The local well-posedness result is as follows. 
Remark 1.1. The key point in the proof of Theorem 1.1 is the deduction and use of new bilinear estimates in Section 3 for the coupling terms in system (1.1). Note that these bilinear estimates are sharper than the ones obtained in [1] .
Concerning global well-posedness we have the following result. , and these improve the ones given in [1] . Remark 1.2. We note that if β = 0 the lowest regularity assumption admissible for the data, namely k = 0 and s = − 3 4 +, is optimal in the framework of the method that we use to prove Theorem 1.1 in the sense that the estimates (2.2) and (2.3) fail below k = 0 and s = − 3 4 , respectively. See [5] , [6] and [16] .
The paper is organized as follows. In Section 2 we state a series of results needed in the remainder of this work. The new bilinear estimates are established in Section 3. The main result is proved in Section 4. Finally, in Section 5, we show Theorem 1.2.
Preliminary results
We consider the equation of the form
where φ is a measurable real-valued function and F some nonlinear function. The Cauchy problem for (2.1) with initial data ω(0) = ω 0 is rewritten as the integral equation
where
is the unitary group that solves the linear part of (2.1).
Let X s,b (φ) be the completion of S(R 2 ) with respect to the norm
The following lemma has been proved while establishing the local well-posedness of the Zakharov system by Ginibre, Y. Tsutsumi and Velo in [9] .
Proof. See Lemma 2.1 in [9] .
In our case we shall use the spaces X s,b (φ) for the phase functions φ 1 (ξ) = ξ 2 and φ 2 (ξ) = −ξ 3 . Indeed we can rewrite the system (1.1) in the form
Then we have
and
where U (t) and V (t) are the linear Schrödinger and Airy unitary groups, respectively. For a given time interval I we define
If b > 1/2, the Sobolev lemma implies
). Now we give estimates for the nonlinear terms that are needed in the proof of Theorem 1.1. We begin with the cubic nonlinear term.
The following lemma is due to Kenig, Ponce and Vega in [14] .
hold in the following cases:
Proof. See references [13] and [14] .
We finish this section with the following inequalities which will be used to estimate the nonlinear terms in Section 3.
Proof. The inequalities (2.11) with µ = 1 and (2.12) follow from simple calculus. They are given in [1] and [14] . We prove (2.11) for any µ > 0 as follows:
where in the last inequality we have used the case µ = 1.
Finally, for the proof of (2.13) we can see Lemma 2.5 in [1] .
We use the generalization of (2.11) with µ > 0 in the proof of Lemma 3.2 in the next section.
Bilinear estimates for the coupling terms
Next we prove new bilinear estimates for the interaction terms. Our results improve the estimates given by Bekiranov, Ogawa and Ponce for these terms in [1] . 
is a positive constant depending only on the parameters a, b, k and s such that
The estimates (3.2) and (3.4) can be deduced from the same argument used to show estimates (3.1) and (3.3), respectively. Now we give the proofs of the statements above. We follow closely the argument in [1] .
3.1. Proof of Lemma 3.1. We let
and denote
to obtain the following:
with R 4 = R 1 ∪ R 2 ∪ R 3 and R i , i = 1, 2, 3, defined as follows. First we split R 4 into three regions A, B and C:
We can now define the sets R i , i = 1, 2, 3, as follows:
and it is clear that
In what follows χ R denotes the characteristic function of the set R. Now to estimate W 1 we integrate over τ 1 and ξ 1 first, and then we use the Cauchy-Schwarz and Hölder inequalities to obtain
SCHRÖDINGER-KORTEWEG-DE VRIES SYSTEM
For W 2 we put f (ξ, τ ) = f (−ξ, −τ ), integrate over τ and ξ first, and follow the same steps as above to get
Now using the change of variables τ = τ 1 − τ 2 and ξ = ξ 1 − ξ 2 the third region, R 3 , is transformed into the set R 3 such that
Then W 3 can be estimated as follows:
From the estimates (3.7), (3.8) and (3.9) it suffices to show that the following expressions are bounded by a constant C:
According to (2.11) with µ = 1 in Lemma 2.4, noting that ξ ≤ ξ 1 ξ − ξ 1 and ξ 1 − ξ 2 ≤ ξ 1 ξ 2 and using that k ≥ 0 it suffices to get bounds for
on R 2 , (3.14)
where we have used that min{a, b} = a and b > 1 2 . We begin by estimating W 1 on R 1 = A∪B∪C 1 . In region A, using |ξ 1 | ≤ 2, a > 0 and b > 1 2 we see that
In region B, by the change of variables
1 − 2ξξ 1 and the condition |3ξ Here we have used a > 0, k − s ≤ min{1, 3a}, |ξ 1 | > 2 and (2.12) in Lemma 2.4.
In region C 1 , by (3.6) we have that
and consequently using a > 0 we obtain
Then use k − s ≤ min{1, 3a} combined with (2.13) of Lemma 2.4 to get
Next we estimate W 2 . Making the change of variables, η = τ 1 − ξ 2 1 + 2ξξ 1 , using (3.6) and the restriction in region C 2 , we have
and hence
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Then we can estimate W 2 as follows: 19) where in the last inequality we have used that k − s ≤ 3a + 3b − 1, which follows from the conditions k − s ≤ min{1, 3a} and b > 1 2 . Finally, in the region R 3 we note that
and from the conditions k − s ≤ min{1, 3a} and (3.20) and hence the proof of Lemma 3.1 is completed.
Proof of Lemma We let
, and define
Hence we have
. Now using (3.21), (3.22) and (3.23) we estimate the left-hand side of (3.3) as in the proof of Lemma 3.1 to obtain
and hence by applying the Cauchy-Schwarz inequality, we have that
Then it suffices to get bounds for
.
In order to estimate Z we consider several cases.
, a ≥ 0, (2.11) of Lemma 2.4 with µ = 1 and (2.12) of Lemma 2.4, we have
(3.27) Case B. |ξ| ≥ 2 and |ξ 1 | ≥ 2|ξ 2 |. In this situation we have , k . Apply (2.11) with µ = 1 in Lemma 2.4 and (3.28) to get 
(2|ξ|)
(3.33)
Combining (3.32) and (3.33) and using 0 ≤ a ≤ b, . We note that in the previous situation to estimate Z 1 we obtained the following estimate:
On the other hand using 0 ≤ k ≤ Then by (3.35), (3.36) and (3.30) we have
where it was used in the inequality s − 2k + 2b + , k . Again we apply (2.11) with µ = 1 in Lemma 2.4, (3.38) and (3.40) to get 
Combining (3.41) and (3.42) and using 0 ≤ a ≤ b,
where we have used the inequality
≤ 3a which holds from hypothesis (ii). 
Then (2.11) of Lemma 2.4 with µ = 1, (3.44) and a ≥ 0 gives
where we have used the inequality s − 2k +
We note that (3.30) and (3.31) hold in this case. Moreover |ξ| ≤ |ξ 1 
Collecting the estimates given in the above cases, we complete the proof of Lemma 3.2.
Local existence for low regularity data
In this section we prove Theorem 1.1 regarding local well-posedness for the IVP (1.1).
The Cauchy problem (1.1) is rewritten in a standard way as the integral system
(4.1)
One replaces the system (4.1) by the cut-off system
Solving the system (4.2) for all t ∈ R solves the system (4.1) locally in time for |t| ≤ T , so that T will be the time of local resolution of (4.1).
4.1. Proof of Theorem 1.1. We follow similar arguments as the ones given in [1] and [9] . We consider the following function space where we seek our solution: 2)-(1.4) .
Let αγ > 0 and t > 0. From (1.2) we have that u(t) L 2 = u 0 L 2 , and from (1.3) we obtain
Let µ = min |γ|, |α| 2
. Then using (1.4), (5.1), and the Gagliardo-Nirenberg and Young inequalities we deduce We observe that the constants depend only on the parameters α, β and γ. Since the right hand side of (5.4) only depends of u 0 H 1 and v 0 H 1 , we can repeat the argument of local existence of solution at time T arriving at a solution for any positive time. The same holds for negative time.
