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Abstract-Embedded explicit Runge-Kutta formulae are amongst the most popular methods currently 
in use for the approximate numerical integration of nonstiff systems of ordinary differential equations. 
In particular the fourth-order methods RKF45 of Shampine and Watts and the Runge-Kutta-Merson 
code of the NAG Library have been particularly popular for some time. In this paper we consider the 
derivation of a block embedded explicit Runge-Kutta (BERK) formula of order 4. BERK formulae have 
all the characteristics of standard explicit Runge-Kutta formulae except that they are no longer single 
step in nature in the sense that a pth order BERK formula produces pth order approximations to the 
solution at several step points instead of at one point only. The results of some fairly extensive numerical 
testing are presented and these indicate that the new formula is very competitive, both in terms of 
efficiency and reliability. with the codes R-K Merson of NAG and RKF45. 
Also considered in detail are the problems of computing solutions at “off-step” points and of 
efficiently computing low accuracy solutions. In particular we show that BERK formulae allow inter- 
mediate solutions at “off-step” points to be computed with relatively little additional computational 
effort. This makes BERK formulae particularly attractive for problems where output is requested at many 
off-step points since it is for this class of problems that conventional Runge-Kutta formulae can become 
very inefficient. Also considered is the question of computing low accuracy solutions. It is shown that, 
as is to be expected. such problems are solved more efficiently using low order BERK formulae. In 
particular. BERK formulae of orders I and 3 are derived and their performance is compared with that 
of the fourth-order BERK formula on a large set of test problems. 
I. INTRODUCTION 
Explicit Runge-Kutta formulae of the genera1 form 
?‘,? + I - ?;, = h b,k,, 2 
,=I 
i 
1-I 
4 = f x,, + c,h, y,, + h c a;,k, 
/=I 
(l.la) 
(l.lb) 
have been very widely used for the approximate numerical integration of the nonstiff initial 
value problem 
d\ 
;i-; = f(x, y), ?‘(Xg) = ?‘o, !‘ E R’. (1.2) 
Although these formulae require more function evaluations per step than are required by Adams 
formulae for orders 23. the low overhead of explicit Runge-Kutta formulae can still make 
them competitive with Adams formulae in situations where the function f is “cheap” to 
evaluate[6. 71. Also Runge-Kutta formulae will normally take larger stepsizes than Adams 
formulae of the same order. The essential features of a classical Runge-Kutta formula are that 
it is single step in nature and can obtain high order of accuracy by means of repeated function 
evaluations. 
Recent investigations[3] have indicated that greater efficiency and reliability can often be 
obtained by considering a block form for ( 1. I). Block formulae have been with us for some 
time[4. I 1. 121. The basic idea behind them is that they integrate forward in blocks of several 
steps at a time so that a pth-order block formula produces pth-order approximations to the 
solution at several points rather than at just one point. In Ref. 3 it was shown that. at least for 
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orders 54, it is possible to derive block explicit Runge-Kutta formulae which require less 
function evaluations per step than are required by a classical explicit Runge-Kutta formula of 
the same order. For example, it was shown in Ref. 3 that it is possible to derive block formulae 
of orders 2, 3, 4 requiring, respectively 1.5. 2, 3 function evaluations per step. However. a 
major drawback associated with the formulae developed in Ref. 3 is that they all have order 
54 whereas most standard Runge-Kutta formulae appearing in library programs have order 5 
or 6. This makes direct comparison between BERK formulae and existing library programs 
difficult. 
The main purpose of the present paper is as follows. First we derive a fifth order block 
explicit Runge-Kutta formula containing an embedded formula of order 1. Having done this 
we compare the performance of a general purpose program implementing our 5(4) BERK pair 
with that of the well known Merson 5(4) pair contained in the NAG library and with the highly 
rated code RKF45 of Shampine and Watts[ 141. We will show for a fairly large set of test 
problems that the 5(4) BERK pair to be derived in this paper is generally more efficient and 
reliable than either the Runge-Kutta Merson or the RKF45 codes especially when strict error 
tolerances are imposed. We also find that Runge-Kutta Merson often considerably overestimates 
the local truncation error and can sometimes seriously underestimate it. This finding, which is 
in line with what has been found by others[5, 81. is not surprising since Merson’s formula is 
strictly valid only for linear systems and was originally proposed by Merson for such problems. 
Numerical results comparing the performance of the 5(4) BERK pair. the Runge-Kutta-Merson 
code of the NAG library and the code RKF45 are given in Sec. 3. Also considered in Sec. 3 
is the effect that output requests can have on the efficiency of a Runge-Kutta formula. It is 
shown that intermediate solutions at “off-step” points using BERK formulae can be generated 
by interpolation with a cost of at most one additional function evaluation per output point. In 
contrast, most conventional Runge-Kutta codes restrict their stepsize sequence so as to “hit” 
the output points exactly. This generally makes standard Runge-Kutta formulae increasingly 
uncompetitive with BERK formulae as the number of points at which output is requested is 
increased. Some numerical results illustrating this are given in Sec. 3. Finally in Sec. 4 we 
derive some low-order BERK formulae. Such formulae are more efficient than higher-order 
formulae when low accuracy is requested and some numerical results illustrating this are given 
in Sec. 5. 
2. AN EMBEDDED BLOCK 5(4) PAIR 
The class of block explicit Runge-Kutta formulae considered in Ref. 3 takes the general 
form 
Y,, + I 1 = h 2 b,,k,, - .l,,z 
,=I (2. la) 
1-I 
k, = f x,, + c,h, .v,, + h 2 q,k 
,=I 
(2. lb) 
Such a formula advances the integration by v steps using a total of s function evaluations. In 
this section we will give a fifth-order formula of the form (2.1) with I’ = 2. Associated with 
(2. la) we will derive an embedded block formula of the form 
Y,, + , - Y!, = h 2 b,,k,, 
(2.2) 
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having order 4 and this formula will be used for the purpose of error estimation. Due to the 
homogeneity of the order relations for Runge-Kutta methods it is straightforward to write down 
the order relations for (2. la) using the celebrated Butcher analysis even though (2. la) is for a 
basic step 1111 rather than h. A slight modification of Butcher’s terminology[ 1. 21 gives that the 
condition for a Runge-Kutta process to be accurate to terms of order p is 
where the $J are certain polynomial expressions in the a,,, b,,, c, and Y while j)(r) are certain 
integers with l/;!(r) being the fraction on the right-hand side of (2.3) required to eliminate 
terms in h’. Using this notation, the order relations for y,,+, to be of order p for any i E ( 1, II] 
are 
(2.4) 
Thus, for example, the order relations to be satisfied by a conventional Runge-Kutta formula 
having order at least p = 3 are 
2 b, = 1, 2 b,c, = ;, 
2 b,cf = 3, 2 c b,a,,c, = f. 
The corresponding order relations for Y,)_, , j E [ 1, VI, to have order 23 are 
2 b,, = .i, 2 b,,c, = G, 
I / 
(2Sa) 
(2Sb) 
2 b,,cz = 2 c b,,a,,ci = $, 
, ,.A 
where the summation indices all run from 1 to S. This in turn implies that to derive the order 
relations for I ,,_,. j 2 2. all that is needed is to rescale the steplength from jh to h and to apply 
Bumher’s analysis. We will give an example of this later on in this section. 
We now consider the choice of the integer 1’ appearing in (2. la). This is a free parameter 
and there seems to be no obvious way in which it should be chosen. If 11 is too large we lose 
many of the advantages of having a single step formula and step changing can only be performed 
relatively infrequently. In addition if 1’ is large we have to make the leading term in the local 
truncation error of the formula at later points in the block so small that this leading term may 
cease to be the most significant term appearing in the LTE. This can make local error estimation 
very difficult. As 1’ decreases. however. we minimise the advantages to be gained by switching 
from a single step classical Runge-Kutta formula to a BERK formula. After considerable 
numerical experimentation we conclude that the choice 1’ = 2 is a reasonable one. This choice 
is based mainly on the observation that formulae implemented with 1’ = 3 were often more 
efficient but normally more unreliable than those with 1’ = 2. In addition we feel that it would 
be prudent to obtain wide practical experience with the 1’ = 2 case before embarking on an 
investigation of higher values of I*. 
A seemingly obvious question to consider now is the minimum number of function eval- 
uations necessary to derive our BERK 5(4) formula with 1’ = 2. However. we do not consider 
this question for reasons which we now explain. The S(4) Runge-Kutta formula used to compute 
the approximate solution .I‘,,_, at the first point of the block will be a conventional one step 
Runge-Kutta formula. It would therefore seem sensible to choose this formula to be one which 
is known to be reliable. and has been tested extensively. and to base our block around this 
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formula. It is this approach that we will adopt. Shampine and Watts]lS. 161 have conducted a 
thorough investigation of explicit Runge-Kutta formulae and have come to the conclusion that 
the Runge-Kutta-Fehlberg formula[ 141 is among the most efficient that they have tested. It is 
this formula that we will use at the first point in our block. 
The problem which we now consider is, given that the RKF45 formula[ 141 is to be used 
to generate the solution at the first point in our block. what is the minimum number of function 
evaluations necessary for the derivation of a 5(4) formula at the second point of the block’? In 
deriving the formula at the second block point we will adopt a different approach from that 
considered in Ref. 3. If the principal terms in the local truncation error associated with the 
fifth- and fourth-order formulae at the first block point are, respectively c#I~, #1. the approach 
adopted in Ref. 3 was to choose the formula at the second block point to have principal error 
terms 2&, 24,. However, the equations which need to be satisfied for the fifth-order formula 
to have LTE 2& are rather similar to those required to make this higher-order formula have 
order 6 (and more importantly there is the same number of equations to be solved in both cases). 
In view of this, the approach adopted in this paper will be to use a 5(4) pair at the first block 
point and a 6(4) pair at the second block point. This approach has the additional advantage 
that, since it is only the solution at the end point of the block which is carried forward, the 
acceptance of a sixth-order formula at the end of the block normally decreases the global 
truncation error in the solution. Some numerical evidence supporting this claim will be given 
in the next section. We have also tried several other strategies for choosing the formula at the 
second point in the block but have found the one just described to be markedly superior in 
general especially for small error tolerances. 
Following the analysis given earlier in this section, when deriving our formula at n + 2 
we will rescale the steplength from 2h to h in order for Butcher’s analysis to be immediately 
applicable. Following Butcher[ 1] we will make the simplifying assumptions 
2 b2iat, = b,(l - C,), j = 1, 2, . . S, 
,=I 
(2.6a) 
(2.6b) 
bz2 = 0. (2.6~) 
The equations which remain to be solved have been given by Butcher[ 1] as 
7 b?,c:" = --!-- 
m + 1’ 
m = 0, 1, 2, 3, 4, 5, 
2 b,,c,a,,cj = L 
'.I 15’ 
(2.7a) 
(2.7b) 
(2.7~) 
(2.7d) 
(2.7e) 
(2.7f) 
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,z,, b2,w,ww = y&3 
2 bz,cja,ja,,ci = i 
i.l.A 72’ 
(2.7g) 
(2.7h) 
(2.7i) 
where each summed subscript is from 1 to s. Clearly (2.7b), (2.7d), (2.7f) and (2.7h) are 
equivalent, respectively, to (2.5c), (2.5e), (2.5g) and (2.5i) if and only if 
C bzicia;, = 0, 
c bz,cfa,z = 0,
(2.7.j) 
(2.7k) 
c bz,c,aijail = 0. (2.71) 
1.1 
It is clear that the choice s = 7 is not possible. If we consider the possibility s = 8, we have 
23 equations in 22 unknowns. Since these equations are nonlinear we cannot, of course, say 
ab inirio whether or not a solution exists. The proof of the nonexistence of a solution to these 
equations is straightforward, although tedious, and in what follows we list the main steps of 
the proof. 
(1) Solve Equations (2.7a) for b2,, bz3, b,,, bzs, b,,, bz8 in terms of c, and b?,. 
(2) Consider Equation (2.7j) which is 
Using (2.6a) this becomes 
2 b,,(c, - l)a,: = 0. 
,=I 
Similarly using (2.6a) in (2.7k) we have 
C bl,(cf - l)ai? = 0. 
,=I 
Eliminating a,: from (2.8a) and (2.8b) we have 
6 
2 b,,(c, - l)(c, - c,)a,z = 0. 
,=I 
Using (2.6a) in (2.7~) and (2.7g) and eliminating the term X a,,cf we have 
; b:,(c) - l)(c, - c,)a,,cf = - & + [%). 
(2.8a) 
(2.8b) 
(2.8~) 
(2.8d) 
400 J. R. C.ASH 
Substituting the b:, found from step 1 into this expression we obtain 
23 65 .-I99 
CT=-. bl,=- 
30 25 .ooo 
This also defines the b:, in step 1 uniquely. (For computational reasons we would probably 
abandon the possibility s = 8 at this stage since we find /A~ = 59. 0:; = 21. b,< = -19. -. 
b2, = -31.) 
(3) Substitute back into (2.8b) to obtain + and (2.7g) to obtain I:=, ~r,,cf = 11, say. 
(4) Simultaneously solve the equations 
c l3 u,,c, = ; cj. 
c ’ - u,,c; = j17, 
(2.7e) and (2.7i) for uT3, Use, Use, u76 (note these are linear equations) and show that they are 
inconsistent. 
We now show that a solution to these algebraic equations with s = 9 exists. The method 
used to compute the coefficients is a numerical rather than an algebraic one and so the coefficients 
will be found in floating point rather than rational form. With the choice s = 9 we have six 
free coefficients at our disposal. These are chosen by numerical’experimentation so as to give 
our block formula an interval of absolute stability which is considerably larger than that of 
comparable conventional explicit Runge-Kutta methods. One criterion for choosing the coef- 
ficients would be to require the interval of absolute stability of the formula used to compute 
y,,+? to be at least twice as large, with respect to the basic steplength h, as that of the formula 
used to compute y,, + , . This is the approach that we have adopted. 
We now outline the approach used to solve Equations (2.6a). (2.6b). (2.7a)-(2.71). 
(1) Choose c7, cx arbitrarily in order to make the equations easier to solve. Since all of the c, 
are known many of the equations become linear in the unknowns. 
(2) Solve (2.7a) for the bll in terms of b?,, b2Y. 
(3) Select arbitrary values for u75, u7h. 
(4) Solve (2.7j) and (2.7k) for a7? and a,?. 
(5) Use (2.6a), (2.7~) and (2.7g) to solve for Xf=, u7,cz = j17 say and X7=, Q,C~ = ,LC~. 
(6) Solve C a7, = c7, C u7,c, = (112)~;. 2 u7,cf = p7 for Use, u7?, u,,. 
Fig. I, Scaled regwns of absolute stabilitv of BERK 34) paw at _I + 2. “x” 
.‘o”in the fourth order formula. 
in the sixth order formula and 
(7) 
(8) 
(9) 
(10) 
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Choose aR7 arbitrarily and solve (2.7e), (2.7i) and (2.6b), C agicy = ,uux for ass, axsr ax4, 
ag3. 
Use C aRl = cH to solve for a,,. 
Choose b?, so that (2.71) is satisfied. 
Use (2.6a) to solve for a,,. 
Formula (2.8) is a BERK 6(4) formula obtained using this approach. Of course the formula 
used to compute y,, + , is very well known but we include it here for the sake of completeness. 
Note that in (2.8) we have written the coefficients in the form, for example, a,, = 2 x 
0.359,751,209,612,66. This is because when implementing (2.8) we have found it advisable 
to extract the factor 2 in order to reduce the effect of rounding errors. (This was found to be 
significant on problem C2.) Thus in the actual implementation of our algorithm we have, for 
example, 
0 
1 
4 
3 
s 
12 
13 
1 
1 
2 
0 
1 
4 
3 
32 
1932 
2197 
439 
216 
-8 
27 
0 
9 
32 0 
- 7200 7296 
- - 
2197 2197 
0 
-8 
3680 - 845 
_ - 
513 4104 
0 
-3544 1859 
2 -- 
-11 
2565 
-0 
4104 40 
16 
135 
0 6656 28561 -9 2 -- 
12825 56430 %- 55 +-b,, 
_____---_----____--____----_--__----_ 
25 
216 0 
1408 2197 -1 
-- 2565 4104 T 0 + 
(2.8) 
a7] a7? a73 a74 a75 a76 0 
agl a82 a83 a84 a85 a86 a87 0 
6, a,? a93 h4 a95 a% a97 a98 0 
b 0 b b bbbbb __t!_________L3_____*f_--~___2~__~7___~__~ 
&I 0 ii 23 &4 &5 i&6 617 62, bz, 
* a7l = 0.359,751,209,612,66, 672 = -0.862,242,719,192,00, 
A a73 = 0.731,204.421,024,61, b7< = 0.417,953.755,221,40, c& = -0.02, a^,, = 0.04, 
- axI = 0.042, ‘$2 = 0. & = -0.118,207,404.537,63. & = -0.163,260,586,222,24, 
ax5 = -0.002.938,712.951.1302. ci,, = 0.662,288,442,842,26, 
Lig7 = 0.380,118.260.868,74. 
ci 9, = 0.021.750,375.791.556. & = 0.027,867,628.747,571, 
L 
ay3 = 1.899.313,958,8266. by, = 3.158.726,457,5862, cig = - 1.457.855,837,2802, 
a96 = -2.584,564,908,1833, B9, = -0.823,355.366,356,21, 
r 
:I; - = 0.061.127.856.579.938. 758, 1 ,690 967,84. 6,? = 0, &, = 0.257,300,917,482,05, 
t& = 0.442.730.444,608.10. 6,, = -0.198,127,659,572,08, Jz6 = 0. 
6,, = 0.121.855,920.443.69, 62, = 0.249,335.106,383,00, 
6,, = 0.065.777.414.075.296. 
& = 0.064,69’,974.176.768. l& = 0. l& = 0.246.240.980,223,36, 
6?, = 0.466,855,922.449,43. b2 = -0.204.765.844,934,47, hz6 = 0, = l$, 0.105, 
& = 0.256.175.968.084.91. & = 0.0658. 
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a,, = 2 x d,,, b2, = 2 X 6:,, b2, = 2 X fk,. i = 7. 8. 9. j = 1. 2. . 9. 
2 = yn + 2 x h x (B,,k, + &k2 + &ks + ci,,k, + 6,yk.i + Ci.)bkJ. 
k, = f(x, + c,h, z). 
Having derived our formula it is also of interest to plot its region of absolute stability in 
the complex plane. Watts[ 181 has conducted an investigation of the stability regions of Runge- 
Kutta-Fehlberg methods and in particular [ 18. p. 251 has given the region of absolute stability 
of the Runge-Kutta-Fehlberg methods used to compute the solution at the first point of our 
block method. We will not reproduce this plot here but merely remark that the interval of 
absolute stability of the fifth-order formula is ( - 3.68, 0) while that of the fourth-order formula 
is ( - 3.02, 0). In Fig. 1 we give the stability plots of the sixth- and fourth-order formulae used 
to compute the solution at n + 2. Following the approach of Watts we actually give the scaled 
stability region, that is the stability region divided by the number of function evaluations which 
is 9. We note in particular that the interval of absolute stability of the sixth-order formula is 
[ - 7, 0] while that of the embedded fourth-order formula is [ - 6.1. 01. In addition. the two 
stability regions remain fairly close together. Having derived our formula it remains to present 
some numerical results and this wz do in the next section. 
3. NUMERICAL RESULTS 
In this section we present some numerical results comparing 
(a) the BERK 5(4) formula (2.8), 
(b) the code RKF45 of Shampine and Watts[ 141 and 
(c) the NAG Library program D42BAF which implements Runge-Kutta-Merson. 
We emphasise that we have developed a general purpose package to implement our BERK 5(4) 
and our aim is to compare existing programs without changing these programs in any way. The 
test problems on which we make these comparisons are the well known set by Hull, Enright, 
Sedgewick and Fellen[7]. We feel that the purpose of test sets is to eliminate bad methods rather 
than to confirm that a method is in some sense “good”. We claim that the results which we 
will present in this section do not show that our approach is an inefficient one. The results are 
given in Table 1. The table headings have the following meanings: 
Fns: Denotes the number of function evaluations. 
No Dee: Denotes the number of times the estimated LTE exceeded the true LTE in the fourth- 
order solution. 
Max. Lot. Error: Denotes the maximum LTE over all steps (in the infinity norm) divided by 
the tolerance, Tol. 
Glb Error: Denotes the maximum global error (in the infinity norm) at the end of the range 
of integration only. 
Note that for the Nag Library program, we do not have access to the intermediate solutions 
computed and so for this code we only report the total number of function evaluations together 
with the global error at the end of the range of integration. We see from these results that the 
BERK code is about 10% more efficient than RKF45 and both of these codes are considerably 
more efficient than the Nag Library program. In addition the BERK code is rather more reliable 
than RKF45 with only 48 “bad steps” as opposed to the I 18 of RKF45. On classes A, B, E 
the BERK code is definitely superior while on classes D, C the performance is roughly the 
same. The relatively poor performance of BERK on class D is due to the large number of 
rejected steps which cost eight functions with BERK as opposed to only 5 with RKF45. We 
also see that for class C, BERK is more efficient at all tolerances but is also more unreliable 
at low tolerances. Recall also that RKF45 is in a sense “embedded” in the BERK code and 
we have the option of using RKF45 for some parts of the integration range and BERK for 
others. For example, if the solution at the second step was rejected, after the one at the first 
step had been accepted, more than a preset number of times (this is what happens in class D) 
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t 
RKF45 
To1 F”S 
NO Max CL8 
kc 
LOC 
Error 
Error 
i- 
10-3 
1O-5 
1o-7 
1O-g 
10-3 
10-5 
10 
-7 
10-9 
10-3 
1O-5 
10“ 
1O-g 
1n-3 
10-5 
10“ 
1O-9 
10-3 
1O-5 
10-’ 
1O-9 
IV3 
1O-5 
10-7 
lO-g 
373 
746 
1649 
3712 
894 
1952 
4154 
9695 
749 
964 
1712 
3855 
1651 
3326 
7046 
15795 
920 
1952 
4174 
9591 
4587 
8940 
18755 
42648 
74910 
5 
2 
6 
2 
25 
0 
0 
0 
0 
0 
0 
0 
38 
6 
0 
0 
27 
7 
0 
0 
95 
15 
6 
2 
- 
118 
- 
3.46 
1.05 
2.14 
1.27 
5.61 
,987 
,684 
,377 
.630 
,446 
,445 
,278 
5.01 
1.43 
,495 
,237 
9.29 
1.31 
,742 
,745 
9.29 
1.43 
2.14 
1.27 
- 
9.29 
- 
.17X10 
-1 
.48x10-3 
.12x10-4 
.14x10-6 
.lorlo” 
.1or10 
-2 
.52rIO-’ 
.94;10-’ 
.63~10-~ 
.57x1o-4 
.47.lo-6 
.51x10-8 
1.07 
.77xlo-2 
.59x1o-4 
.55X10-6 
.44x10-1 
.52xlo-4 
.44x10-6 
.21x10-7 
369 0 
729 0 
1534 0 
3287 0 
839 3 
164 7 1 
3339 0 
7727 0 
704 3 
946 2 
1461 0 
3030 0 
1639 29 
3405 4 
7347 0 
15733 0 
779 4 
1599 2 
3503 0 
8005 0 
4327 39 
8326 9 
17184 0 
37702 0 
- - 
67619 48 
- - 
.SSS .75x10-2 
.I87 .55r10-4 
,919 .70x10-6 
.709 ,10x10 -8 
L.29 .31x10-’ 
2.21 .14r10-3 
,258 18r10-5 
,097 .88~10-~ 
6.53 .19r10-1 
1.37 .55r10-4 
,695 .58~10-~ 
,506 .26r10-8 
9.10 .33x100 
1.40 .47x1o-2 
,327 .14x10 -4 
,145 .26x10“ 
3.46 .14xlo-1 
1.05 .24~10-~ 
.505 .70X10-’ 
,388 .sw10-9 
9.17 
2.21 
,919 
,709 
408 
1009 
2811 
8408 
954 
2530 
7451 
23090 
718 
906 
1606 
3731 
1935 
4553 
14028 
44234 
894 
2275 
6606 
20387 
4909 
11273 
32502 
99850 
9.10 146534 
iY 1 
NAG LIBRARY 
.76x10 
-2 
.19x10-3 
.27x10-5 
.31x10-7 
.73x10-’ 
.77x10-3 
.77x10-5 
.77x10-’ 
.25x10-2 
.15x10 
-3 
.19x10-5 
.21x10-7 
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we could switch to RKF45 but. in order to compare the basic approaches more easily we have 
not implemented this option. Two further conclusions can be drawn from the results of Table 
1: 
(a) The fifth-order Runge-Kutta formulae are unreliable at low tolerances. 
(b) Runge-Kutta-Merson is not a very good choice for a general purpose library program. As 
well as being rather more efficient and reliable than RKF45, BERK has three other major 
advantages: 
(i) The solution carried forward at the end of the block is of order 6. Because of this we 
would expect the global discretization error associated with the BERK formula to be 
rather smaller than that of RKF45 and this is reflected in the results of Table 1. 
(ii) With BERK formulae, results requested at “off-step” points can be computed by 
interpolation. This gives a large saving in computational effort when “many” output 
points are specified. 
(iii) It is straight forward to derive efficient order changing algorithms with BERK formulae 
although. as explained in Sec. 4, we will not consider this in the present paper. 
We emphasise that our BERK formula should be regarded as being of order 4 since we 
control an estimate of the LTE in the fourth-order solution. In view of this it is appropriate to 
compare our method with other fourth-order methods such as RKF45. However, for stricter 
tolerances we would expect higher-order RK formulae. such as DVERK which is based on a 
6(5) pair. to be superior and a future aim is to derive a 6(5) BERK pair. 
The results which we give in Sec. 5 indicate that at large tolerances a low-order BERK 
formula is much more efficient and reliable than either RKF45 or BERK 5(4). 
Finally. we point out that the BERK formulae have the slight disadvantage that they require 
more storage (approximately 50% more) than conventional explicit Runge-Kutta formulae. 
However. since each vector X-, has the same dimension as _Y we do not consider this to be serious. 
When presenting the results in Table 1 we have considered the case where the solution is 
required only at the end of the range of integration and so the codes are able to perform the 
integration using their “natural” step size sequences. However, in the case where intermediate 
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solutions are required, the BERK code becomes increasingly efficient compared with RKF45 
as the number of output points is increased. This is especially so when large error tolerances 
are requested. We believe that this fact alone makes BERK formulae valuable. This behaviour 
arises because conventional Runge-Kutta codes, such as RKF45 normally restrict their step 
sequence so as to “hit” all output points exactly. (For an excellent description of this phenom- 
enon and a discussion of its effect on efficiency the reader is referred to [ 13, 161.) Even though 
it is well known that intermediate output points can cause severe inefficiency in Runge-Kutta 
formulae, most codes do not even attempt to warn users of this potentially disastrous event with 
notable exceptions being RKF45 and the code D02PAF. Another difficulty is that if the step 
size sequence is determined by the output points rather than by accuracy requirements the local 
error may change abruptly from step to step and any algorithm used to estimate the global 
discretization error would have to ensure that it is not adversely affected by such a behaviour 
(cf. Ref. 17, p. 421). Indeed it is quite likely in problems where many output points are 
specified, that the LTE is smaller than rounding error level at some points. 
With our BERK formulae, however, intermediate solutions can be generated using Hermite 
interpolation with a cost of at most one extra function evaluation per output point. [If we had 
considered the case v = 3 in (2. l), the interpolation would have cost no extra function eval- 
uations and this seems to be sufficient reason for investigating this case at some future date.] 
At the end of each block we have available the data 
[Y,,, $7 Yn+lr Y”+?. Y:,+zl. 
By computing the extra function evalution y;,, we can construct a fifth degree Hermite 
interpolating polynomial which interpolates the data (y,,,, , y,:,.,), i = 0, 1, 2, and intermediate 
solutions can be computed by evaluating this polynomial at the appropriate points. Since this 
procedure is now widely used and very well known, we will not comment on it any further but 
instead give some numerical results illustrating the effect on RKF45 and BERK of requiring 
intermediate output. The results obtained by requesting output at 10, 20, 30, 100 equally spaced 
intermediate points are given in Table 2. These results are as expected with RKF45 becoming 
more inefficient compared with BERK as the number of output points is increased. This relative 
inefficiency becomes extremely marked at low tolerances. 
Table 2. Performance of RKF45 and BERK when intermediate output is requested 
c 20 points RKF45 BERK 
705 402 
975 782 
,830 ,606 
3936 3376 
,116 904 
2072 ,723 
4319 342: 
991, 7SL7 
803 755 
,098 ,008 
,904 ISiR 
.I"97 x,*3 
,701 l7i.l 
7430 1500 
7,90 74-1.' 
16057 ,SSZB 
10.17 fiTi 
ZOT‘ ,667 
4366 35SI 
OS,6 R,"" 
____ 
76547 68137 
-__ 
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As was indicated in the previous section, an advantage of block Runge-Kutta methods is 
that they allow changes of order to be made in a relatively straightforward fashion. The results 
given later in this section together with those given in Refs. 3 and 7 indicate clearly that it is 
desirable to use low-order formulae when low accuracy is requested. Our numerical experiments 
with order changing algorithms indicate that rather than attempting to change the order dynam- 
ically, which is what was done in [3], it is often more efficient to choose an appropriate order 
initially and to keep this order fixed as the integration proceeds. To see the reason for this we 
need to recall that Runge-Kutta formulae are normally at their most efficient when moderate 
to low accuracy is requested and function evaluations are relatively cheap. In such a Situation 
the computation of more than one embedded solution may be relatively expensive and so 
contribute significantly to the overall cost making dynamic order changing uneconomical. Thus 
despite the fact that we are able to get efficient order changing algorithms with our block 
formulae, we consider the question of dynamic change of order to be beyond the scope of this 
paper although we recognise that there will be classes of problems for which dynamic change 
of order is important. Instead we will concentrate on deriving integration methods which are 
of fixed order, with the order dependency on the accuracy requested, since such formulae have 
proved to be efficient for integrating all of the problems in our test set. 
A third-order BERK formula 
Following very closely the approach used in Sec. 2 to derive the BERK 5(4) pair, we will 
derive a BERK 4(3) pair consisting of the following: An order 4 formula at n + 1, an order 
5 formula at n + 2 with embedded third-order formulae at n + 1, n + 2. 
This approach differs from that considered in Ref. 3 and numerical experiments show that 
our new approach is significantly more efficient. Again following what was done in Sec. 2 we 
will construct the order 5 formula at 17 + 2 so that it has an interval of absolute stability which 
is about twice as large as that of the order 4 formula at II + 1. An obvious candidate for this 
formula at n + 2 would seem to be Lawson’s fifth-order formula given in Lambert (Ref. 9. 
p. 143). However, the formula quoted by Lambert is an exact copy of the formula given by 
Lawson[lO] which is in fact incorrect having order 2 only. To derive a suitable fifth-order 
formula using the minimum possible number of function evaluations we use the technique 
proposed by Butcher[2]. (Note: The fifth-order formula given in Ref. 2 contains several typing 
errors and omissions.) One particular fifth-order formula at n + 1, derived using the approach 
of Butcher, is 
0 0 
P P 0 
1 1 1 1 
4 --- 4 32~ 32~ 0 
2 2 i. i. 8 
- --- + 
5 25 2 
2i.ji 
2 
- - 
25 
2i.p 0 (4.1) 
3 25 i/l 7 25;. 25i,u 1 35 4 -- 12 -Y-P 48 
96.~1 
-_- 12 3 2 0 
1 175;. 
1 ---- + - i/r 
175 30 9 
-- 
4P 112 28 
‘+$ 4-_ 175;./1 
411 i 28 7 5 
0 
1 
12 
0 
8 125 288 2 
27 756 756 27. 
Carrying out a stability investigation along the lines of that considered by Lawson[lO] it is 
straightforward to show that this formula has its maximum interval of absolute stability when 
7 -- 
/./I - 175 
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Choosing an arbitrary value of ,u, p = l/8, we obtain the following block 4(3) pair: 
Order 4 at n + 1 
0 0 
1 1 
4 4 0 
Interval of absolute stability 
1 1 (-2.78, 0). 
2 0 2 0 
1 - -2 2 0 
1 2 1 
6 0 Y 6’ 
Order 3 at n + 1 
0 0 
1 1 
4 4 
0 
1 1 
2 0 2 0 (-4.2, 0). 
4 56 84 
5 0 17517s 0 
15 4 25 
72 0 9 i? 
Order 5 at n + 2 
0 0 
1 1 
4 4 0 
1 1 
2 0 2 0 
4 56 84 5 0 175175 o 
3 21 -3 -1 35 2 1622 16 o 
-9 15 -60 18 2 5 
T- 1 
-  o 
7 7 
1 16 125 288 4 
6 0 27 378 378 27’ 
Order 3 at n + 2 
As order 5 at n + 2 but with weights 
b, = $1 bl = 0, b, = ? 
10 
b, = 2, b5 = $ 6, = k, 
( - 3.35, 0). 
(-2.9, 0). 
Note: 
( 1) The intervals of absolute stability are given in the standard form ( - a, 0) denoting that we 
require - h1 < a for stability. If the two formula at n + 2 were written as one step formulae 
(2) 
(3) 
(4) 
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by changing h to (1/2)/r their intervals of absolute stability would, of course, be (-5.8, 
0) and (-6.7, 0), respectively. 
To obtain our order 4 formula at n + 1 it is necessary to perform one extra function 
evaluation since it is not possible to embed order 3 and order 4 formula in (4.1) for any 
choice of p. Thus our block scheme requires a total of seven function evaluations. 
This approach is significantly superior to that given in Ref. 3. 
In our numerical experiments with a BERK 3(2) formula we found that it was not as efficient 
as the 4(3) formula at a tolerance of 10m2 and not as reliable as a BERK 2( 1) formula at a 
tolerance of 10-l. For this reason we do not list our BERK 3(2) formula. 
An Order 1 BERKformula 
We will give a BERK 2(l) pair consisting of the following: order 2 formulae at n + 1, 
n + 2 with embedded first order formulae at these points. We found it best not to have an 
order 3 formula at n + 2 since this block formula will only be used a very low tolerances for 
which low order formulae are normally more efficient and reliable. In Ref. 3 the order 2 formula 
at n + 2 had one free parameter and this was chosen arbitrarily. Since then we have tried 
several different order 2 formulae at n + 2 and BERK 2(l) formula which has been found to 
be generally the most efficient in the following: 
Order 1 at n + 1 
0 0 
+- 1 
Order 2 at n + 1 
0 I 0 
1 1 0 
---I-- 1 1 z z 
Order 1 at n + 2 
0 0 --l-- 1 1 0 1 1 
(-2, 0). 
t-2, 0). 
t-2, 0). 
Order 2 at n + 2 
0 0 
1 1 0 
2 
4 6 
5 J 
0 
I--- 
(-2, 0). 
5 7 5’ 
12 6 12 
This formula gives only a small improvement over that considered in Ref. 3 but we list it here 
for the sake of completeness. 
In Table 3 we give the results obtained using these formulae for tolerances of lo-‘, 10-l. 
In this table, BERK refers to using the third-order BERK formula at lo-’ and the first-order 
BERK formula at IO-‘. As can be seen the BERK formula is considerably more reliable than 
either BERK S(4) or RKF45. Thus our general approach is to use BERK 5(4) for tolerances 
~10~‘~ BERK 4(3) for tolerances ~0.5 X IO-’ and >lO-‘, and BERK 2(l) otherwise. 
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Table 3. Performance of codes at low tolerances 
(1) 
(2) 
(3) 
BERK 5(4) RKF45 BERK 
Max. Max. Max. 
No Lot. No Lot NO Lot 
Tol Fns Dec. Error Fns Dec. Error Fns Dec. Error 
Class A 
Class B 
Class C 
Class D 
Class E 
10-l 199 4 3.34 210 2 1.70 201 0 0.73 
10-z 219 1 1.14 240 6 50.8 315 I 1.35 
10-l 350* 5 12.7 630 10 4.4 496 0 0.40 
10-2 531 5 13.7 686 19 6.6 798 0 0.27 
10-l 669 9 10.4 680 0 0.69 325 0 0.64 
10-2 702 6 4.9 715 0 0.62 675 0 0.77 
10-1 343 11 55.0 231 IO 35.7 404 0 0.98 
10-1 6957 294 60.0 1663 76 Il.9 I367 4 I .78 
10-1 857 35 24.1 692 26 9.6 490 2 1.23 
10-2 666 I1 21.6 819 23 6.2 809 2 I .44 
*Denotes more than 3000 function evaluations required for one problem. 
We finish with three observations: 
When using the third- and first-order BERK formulae we can generate intermediate solutions 
using interpolation with no extra function evaluations. For the third-order formula, for 
example, the interpolating polynomial would interpolate the data (x,,+,. y,,+,), i = 0. 1, 2, 
and (x,,, y:), (x,+~, Y;+~) all of which is available. 
Low-order Runge-Kutta formulae are generally so much more reliable than higher-order 
ones at low tolerances that a library program should provide the option of using a low- 
order formula. 
The trade-off between efficiency and reliability is demonstrated clearly by the results ob- 
tained by BERK 5(4) and BERK 4(3) at 10m3. These were 
BERK 5(4) 4327 Fns. 39 Dec. 9.17 Max. Lot. Error. 
BERK 4(3) 5493 Fns. 1 Dec. 1.23 Max. Lot. Error. 
Note : 
After completing this paper the author became aware of a very recent paper by M. K. 
Horn (Siam J. Numer. Anal. 20, 1983). However, her methods appear to be more expensive 
than those of the present paper and her interpolant is not globally Co whereas ours is C’. 
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