Surrogate-based optimization methods have become established as effective techniques for engineering design problems through their ability to tame nonsmoothness and reduce computational expense. In recent years, supporting mathematical theory has been developed to provide the foundation of provable convergence for these methods. One of the requirements of this provable convergence theory involves consistency between the surrogate model and the underlying truth model that it approximates. This consistency can be enforced through a variety of correction approaches, and is particularly essential in the case of surrogate-based optimization with model hierarchies. First-order additive and multiplicative corrections currently exist which satisfy consistency in values and gradients between the truth and surrogate models at a single point. This paper demonstrates that first-order consistency can be insufficient to achieve acceptable convergence rates in practice and presents new second-order additive, multiplicative, and combined corrections which can significantly accelerate convergence. These second-order corrections may enforce consistency with either the actual truth model Hessian or its finite difference, quasi-Newton, or Gauss-Newton approximation.
Introduction
O PTIMIZATION methods employing approximation models originated in the 1970's 1 and have proved extremely popular within the engineering community. Numerous surveys of these methods exist.
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However, many of these methods have been inherently heuristic, lacking the mathematical rigor necessary to have predictable performance. In particular, they performed well on some problems, and failed to converge to a minimum of the original model on others.
In recent years, supporting mathematical theory has been developed to provide the foundation of provable convergence for a broad class of approximation-based optimization methods. The terms "surrogate-based optimization" and "model management framework" are used to describe these rigorous methods. 4, 5 Provided that one employs a sufficiently rigorous globalization approach (e.g., trust region management) and satisfies first-order consistency between the surrogate model and the underlying truth model, then convergence of the surrogate-based optimization process to the optimum of the high-fidelity model can be guaranteed (note: this discussion focuses on first-order model management; provable convergence theory also exists for zeroth-order model management based on pattern search, but will not be discussed here).
A number of surrogate model selections are possible. First, the surrogate may be of the "data fit" type, which is a non-physics-based approximation typically involving interpolation or regression of a set of data generated from the high-fidelity model. Data fit surrogates can be further characterized by the number of data points used in the fit, where a local approximation (e.g., Taylor series) uses data from a single point, a multipoint approximation (e.g., twopoint adaptive nonlinear approximations) uses a small number of data points often drawn from the previous iterates of a particular algorithm, and a global approximation (e.g., polynomial response surfaces, kriging, neural networks, radial basis functions, splines) uses a set of data points distributed over the domain of interest (often generated using a design of computer experiments). A completely different type of surrogate is the model hierarchy type (also called multifidelity, variable fidelity, variable complexity, etc.). In this case, a model that is still physics-based but is of lower fidelity (e.g., coarser discretization, looser convergence tolerances, omitted physics) is used as the surrogate in place of the high-fidelity model. Reduced-order modeling techniques such as proper orthogonal decomposition in computational fluid dynamics or modal analysis in structural dynamics are also considered to be in the model hierarchy family due to their physics linkages.
When performing surrogate-based optimization with local/multipoint/global data fit surrogates, it is necessary to regenerate or update the data fit for each new trust region. In the global data fit case, this can mean performing a new design of experiments on the original high-fidelity model for each trust region, which can effectively limit the approach to use on problems with, at most, tens of variables. However, an important benefit of the global sampling is that the global data fits can tame poorly-behaved, nonsmooth, discontinuous response variations within the high-fidelity model into smooth, differentiable, easily navigated surrogates. When enforcing local consistency between a global data fit surrogate and a truth model at a point, care must be taken to balance this local consistency requirement with the global accuracy of the surrogate. In particular, performing a correction on an existing global data fit in order to enforce local consistency can skew the data fit and destroy its global accuracy. A better approach is to include the consistency requirement within the data fit process by constraining the global data fit calculation (e.g., using constrained least squares). This allows the data fit to satisfy the consistency requirement while still addressing global accuracy with its remaining degrees of freedom. Alternatively, one can employ a surrogate that directly enforces local consistency through its assumed form, e.g., a second-order Taylor series with globally estimated Hessian terms 6 will inherently satisfy first-order consistency.
When performing surrogate-based optimization with model hierarchies, the low-fidelity model is normally fixed, requiring only a single high-fidelity evaluation to compute a new correction for each new trust region (exception: one may wish to also update the basis vectors in reduced-order modeling methods). This renders the multifidelity surrogate-based optimization technique more scalable to larger numbers of design variables since the number of high-fidelity evaluations per iteration (assuming no finite differencing for derivatives) is independent of the scale of the design problem. However, the ability to smooth poorlybehaved response variations is lost, and the technique becomes dependent on having a well-behaved lowfidelity model. When applying corrections to the low fidelity model, there is no global accuracy concern to balance with the local consistency requirements. Rather, there is only a single truth model evaluation at the center of each trust region, and it is critical to use the best correction possible on the low-fidelity model in order to achieve rapid convergence rates to the optimum of the high-fidelity truth model. The remainder of the paper is focused on this issue.
Correction approaches are closely related to data fit surrogates. As with data fit surrogates, correction approaches may be local, multipoint, or global. As will be shown in Eqs. 8-9, local corrections are derived by generating Taylor series approximations to the ratio or difference between low and high-fidelity models. A multipoint correction will be shown in Eqs. 29-30, in which additive and multiplicative local corrections are combined in such a way as to satisfy an additional matching condition at a previous design iterate.
Finally, global corrections use global data fit surrogates to model the relationship (difference or ratio) between low and high-fidelity models at distributed sets of points. A benefit to this latter approach is that the relationship between two model fidelities can tend to be more linear or well-behaved than the models themselves. However, the consistency enforcement with global correction approaches is often zeroth-order (e.g., kriging) or worse (e.g., polynomial regression), which falls short of satisfying the requirements of the provable convergence theory. For each of these correction approaches, the correction is applied to the low-fidelity model to create an approximation to the original high-fidelity model which is then interfaced with the optimization algorithm for search over the current trust region.
The simplest correction approaches are those that enforce consistency in function values between the low and high-fidelity models at a single point in parameter space through use of a simple scalar offset or scaling applied to the low-fidelity model. These zeroth-order approaches cannot change the location of an unconstrained minimum for the low-fidelity model (∇f lo (x) will vanish at the same x), and therefore are very limited in their ability to morph the low-fidelity model into providing a good surrogate for minimization of the high-fidelity model. First-order corrections such as the first-order multiplicative correction (also known as beta correction 7 ) and the first-order additive correction 8 provide a much more substantial correction capability and are sufficient for ensuring provable convergence of the algorithm. However, the convergence rates can be similar to those achieved by first-order optimization methods such as steepest-descent or sequential linear programming. More successful optimization methods (such as sequential quadratic programming) use at least approximate second-order information to achieve super-linear or quadratic convergence rates in the neighborhood of the minimum, and one would expect the same principle to hold for correction approaches within surrogate-based optimization methods.
In the following sections, important features of the surrogate-based optimization algorithm are described, followed by derivation and discussion of surrogate correction approaches. These techniques are then applied to several computational experiments and concluding remarks are presented.
Surrogate-Based Optimization
Starting from a nonlinear programming problem of the form
where x ∈ n is the vector of design variables, and x l and x u are the lower and upper bounds, respec-tively, the surrogate-based optimization (SBO) algorithm solves a sequence of k trust region optimization subproblems of the form
where the surrogate model is denoted asf (x), x c is the center point of the trust region, and the initial value for ∆ at k = 0 is user-selected. In the multifidelity context, solution of this subproblem involves optimizing the corrected low-fidelity model over the range of the trust region. After each of the k iterations in the SBO strategy, the predicted step is validated by computing f (x * ) and the trust region ratio ρ is calculated as
which is the ratio of the actual improvement to the improvement predicted by optimization on the surrogate model. In the multifidelity context, this ratio measures the performance of the corrected low-fidelity model in finding new iterates that improve the highfidelity objective. The value for ρ then defines the step acceptance and the next trust region size ∆ k using logic similar to:
1. ρ k ≤ 0 -The surrogates are inaccurate. Reject the step and shrink the trust region by half to improve surrogate accuracy. For simplicity of presentation of the relevant SBO concepts, we have omitted nonlinear inequality and equality constraints g i (x) ≤ 0 and h i (x) = 0 and their surrogatesĝ i (x) andĥ i (x). Constraint management in SBO can be approached in several different ways. One approach is to use an augmented Lagrangian function to combine the objective and nonlinear constraints.
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Penalty-free methods based on filter methods are also under investigation which manage constraint relaxations within the trust regions using homotopy or fraction of Cauchy decrease approaches.
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Surrogate Corrections
Computing local corrections A variety of relationships between the high-fidelity and low-fidelity models can be used in deriving correction approaches. The primary two of interest are
which correspond to the (exact) additive correction
and to the (exact) multiplicative correction
We will not be computing the exact correction functions, but rather approximating A(x) and B(x) as α(x) and β(x). This approximation may involve a local, multipoint, or global approximation. For the case of a local approximation, consider the second-order Taylor series expansions centered at x c :
where, by differentiating Eq. 4 twice, it can be shown that
and, by differentiating Eq. 5 twice, it can be shown that
Additional correction formulations are easily derived using this approach. For example, the following subtractive and division-based corrections
could be motivated in some instances and would involve a simple swapping of high and low values in Eqs. 10-15.
Applying local corrections
Correcting low-fidelity function values, gradients, and Hessians with additive corrections involveŝ
and with multiplicative corrections involveŝ
where α(x) and β(x) are as defined in Eqs. 8 and 9 and
Applying multipoint corrections A combination of additive and multiplicative corrections can provide for additional flexibility in minimizing the impact of the correction away from the trust region center. In other words, both additive and multiplicative corrections can satisfy local consistency, but through the combination, global accuracy can be addressed as well. Notionally, this involves a combined additive and multiplicative correction of the form:
The derivation is simpler, however, using a weighted sum off hiα andf hi β
which ensures thatf hiγ retains the local consistency properties off hiα andf hi β . The γ parameter can be selected to enforce an additional matching condition, such as matching the high-fidelity function value at a nearby point x p (e.g., the previous design point in the case of a successful trust region cycle, or the previously rejected iterate in the case of an unsuccessful trust region cycle). This multipoint correction then provides some control over the global accuracy of the correction. It can be shown that the following value for γ
(the additive correction is accurate), then γ → 1, and
It is also possible to match higher order information at x p by using a first-or second-order function γ(x). However, this results in up to a fourth-order correction inf hiγ (x), which would likely introduce more difficulties due to multimodality than it would help due to increased accuracy.
Verifying local consistency
Zeroth, first, and second-order consistency at
, respectively) can be demonstrated for additive corrections by substituting Eqs. 10-12 into Eqs. 8, 24, and 26, substituting the resulting expressions into Eqs. 18-20, and then evaluating at x = x c . Similarly, consistency for multiplicative corrections can be demonstrated by substituting Eqs. 13-15 into Eqs. 9, 25, and 27, substituting the resulting expressions into Eqs. 21-23, and then evaluating at x = x c .
Simplifications for lower order corrections
These derivations have shown the general case of full second-order corrections. For first-order corrections, one can simply take ∇ 2 A(x c ) and ∇ 2 B(x c ) to be zero, in which case only zeroth and first-order consistency holds at x = x c (f hi (x c ) = f hi (x c ) and ∇f hi (x c ) = ∇f hi (x c ), respectively). For zeroth-order corrections, one can additionally take ∇A(x c ) and ∇B(x c ) to be zero, in which case only zeroth-order consistency holds at x = x c (f hi (x c ) = f hi (x c )).
Approximating derivatives
To use a second-order correction when second-order information (∇ 2 f hi (x c ), ∇ 2 f lo (x c ), or both) is not directly available, one can estimate the missing information using finite differences or approximate it through use of quasi-Newton or Gauss-Newton approximations. These procedures will often be needed to make second-order corrections practical for engineering applications.
In the finite difference case, numerical Hessians are commonly computed using either first-order forward differences of gradients using
to estimate the i th Hessian column when gradients are analytically available, or second-order differences of function values using
to estimate the ij th Hessian term when gradients are not directly available. This approach has the advantage of locally-accurate Hessians for each point of interest (which can lead to quadratic convergence rates in discrete Newton methods), but has the disadvantage that numerically estimating each of the matrix terms can be expensive.
Quasi-Newton approximations, on the other hand, do not reevaluate all of the second-order information for every point of interest. Rather, they accumulate approximate curvature information over time using secant updates. Since they utilize the existing gradient evaluations, they do not require any additional function evaluations for evaluating the Hessian terms. The quasi-Newton approximations of interest include the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update
and the Symmetric Rank 1 (SR1) update
where B k is the k th approximation to the Hessian ∇ 2 f , s k = x k+1 − x k is the step and y k = ∇f k+1 − ∇f k is the corresponding yield in the gradients. An initial scaling of y T k y k /y T k s k I is used for B 0 prior to the first update.
12 Both the BFGS and SR1 updates require safeguarding against numerical failures. A common safeguard for BFGS is to use the damped BFGS approach when the curvature condition y
12 However, while this is appropriate for Newton-like optimization algorithms, numerical experience indicates that the damped BFGS update significantly degrades second-order correction performance in multifidelity surrogate-based optimization, since the steps generated by the trust region cycles are not generally Newton-like and can frequently violate the curvature condition. A more effective approach has been to ignore the curvature condition and simply safeguard against small denominators in Eq. 33, skipping the update if |y
In the SR1 case, the update is similarly skipped when the denominator in Eq. 34 is small, in particular when
The finite difference Hessian and quasi-Newton Hessian approximation approaches are applicable to general optimization problems. In the case of a nonlinear least squares problem, the Gauss-Newton approximation
provides a third possibility where J = ∇R T is the Jacobian of the residual vector R. In this case, the Hessian approximation is instantaneous (i.e., does not require accumulation of information over time) and will improve as the residuals are driven toward zero. Similar approaches may be used when first-order information (∇f hi (x c ), ∇f lo (x c ), or both) is not directly available. To estimate gradients with finite differences, standard forward difference
or central difference approaches
are employed to estimate the i th component of the gradient vector. It is also possible to approximate gradients over time using a secant approximation such as Broyden's update
where A k is the k th approximation to the Jacobian ∇f T , s k is the step as before and y k = f k+1 − f k is now the corresponding yield in the values of one or more functions. However, while this secant update approach can be effective in the solution of nonlinear equations, it is not normally recommended for optimization since local gradient accuracy is more critical in this case.
Developing physical intuition
Additive corrections add a scalar (zeroth-order), a linear function (first-order), or a quadratic function (second-order) to the low-fidelity function. This equates to a uniform translation in the zeroth-order case, a translation and rotation in the first-order case, and a translation, rotation, and uniform "bending" or "rounding" (inclusion of constant curvature) in the second-order case. Multiplicative corrections, conversely, multiply the low-fidelity function by a scalar (zeroth-order), a linear function (first-order), or a quadratic function (second-order). These corrections typically induce more skewing of the low-fidelity contours.
For example, Figure 1 shows a region of the high and low-fidelity functions taken from Example 1.1 in the Computational Experiments section (Eqs. 39-40). Correcting the low-fidelity function at the center of the region using zeroth, first, and second-order additive corrections results in Figure 2 , whereas correcting the low-fidelity function using multiplicative corrections results in Figure 3 . It is evident for this example that the first and second-order additive corrections result in good agreement with the high-fidelity model over the full region, whereas the accuracy of the multiplicative corrections degrades rapidly away from the center of the region. Clearly, the additional skewing of a multiplicative correction is undesirable in this example where the form of the low and high-fidelity models are relatively similar (i.e., the orders of the polynomial forms are identical, but the coefficients differ). In cases where the form of the low and high-fidelity models are sufficiently different, then the additional skewing provided by multiplicative corrections may be desirable. For example, if the order of the highfidelity model is greater than the low-fidelity model as in Example 2 from the Computational Experiments section (Eqs. 43-44), then one might expect better performance from a multiplicative correction. Figure 4 shows a region of these high and low-fidelity functions, Figure 5 shows the low-fidelity function with additive corrections applied, and Figure 6 shows the low-fidelity function with multiplicative corrections applied. The relative performance of the multiplicative corrections is indeed improved, and the zeroth and first-order multiplicative corrections shown in Figure 6 (a,b) are noticeably more accurate than the zeroth and firstorder additive corrections shown in Figure 5(a,b) .
Thus, if considerable information is known about the form of the low and high-fidelity models, then it is possible to select a correction that is optimized for a particular problem. Without detailed information however, the additive corrections appear to be less susceptible to large scale inaccuracies and more consistent (c) second-order (c) second-order in their quality.
Computational Experiments
The following computational experiments are performed using the trust-region surrogate-based optimization implementation 5 in the DAKOTA opensource software toolkit.
14 The intent is to compare the performance of additive and multiplicative corrections of different orders for both simple analytic functions as well as actual engineering problems.
Example 1. Rosenbrock's function
Experimentation with Rosenbrock's function provided the initial motivation for the development of higher-order corrections, as first-order corrections are insufficient to achieve acceptable convergence characteristics (Rosenbrock's function is particularly difficult to solve with first-order optimization methods).
Using the standard Rosenbrock function as the "high-fidelity" function
with a minimum at x = (1, 1), one can define several (c) second-order (c) second-order Correction example 2: low-fidelity with multiplicative corrections.
"low-fidelity" Rosenbrock functions for use as inexpensive correction approach testers.
Example 1.1 Low-fidelity with offsets
This low-fidelity Rosenbrock function has ±0.2 offsets from the true function within the squared terms:
with a low-fidelity minimum at x = (0.8, 0.44). This modification is sufficient for the value, gradient, and Hessian of the low-fidelity function to differ from the high-fidelity values. Table 1 displays the SBO results for each of the corrections applied to the low-fidelity Rosenbrock function starting from the point x = (−1.2, 1.0) with an initial trust region size of 10% of the global bounds. Duplicate function evaluations are excluded from the totals. The second-order approaches achieve hard convergence and their trust regions grow for several consecutive cycles prior to convergence. The firstorder approaches terminate through a soft convergence criterion, specifically when their minimum trust region bounds are reached after a series of trust region reductions. The zeroth-order additive approach converges to the optimum of the low-fidelity model x = (0.8, 0.44), as would be expected with only a scalar offset, whereas the zeroth-order multiplicative approach stalls out (minimum trust region bounds are reached) short of the optimum of the low-fidelity model. This stalling behavior can occur since trust region steps taken in the direction of the optimum of the low-fidelity model (due to the poor correction) must also satisfy simple decrease in the high-fidelity model (due to the SBO step verifications). The combined/multipoint corrections do not appear to improve upon the best performing local correction, but do appear to do an acceptable job of selecting from among the local corrections (mirrors additive for zeroth-order and all second-order), although this is not always the case (mirrors multiplicative for first-order). Figure 7 displays the convergence rates for the zeroth, first, and second-order additive and multiplicative correction approaches. The combined correction cases are not plotted, since they mostly overlap other existing curves. In Figure 7 (a), quadratic convergence rates are evident in the second-order correction approaches, and additive corrections significantly outperform their multiplicative counterparts for all correction orders. Figures 7(b) and 7(c) compare the convergence rates for the finite difference, BFGS quasi, and SR1 quasi second-order corrections to the first-order and full second-order corrections for additive and multiplicative cases. The finite difference second-order convergence rate closely follows that of full secondorder. The quasi-2nd-order convergence curves are delayed, exhibiting performance similar to first-order approaches early on, until sufficient curvature infor- The initial trust region size is fixed for all methods to provide a consistent comparison. However, with a larger initial trust region of 50%, the multifidelity SBO approach with second-order additive correction converges in as few as three high-fidelity function value/gradient/Hessian evaluations. Compared to a single-fidelity full-Newton optimization of Rosenbrock's function, the number of high-fidelity evaluations is reduced by approximately an order of magnitude. Therefore, if the low-fidelity evaluations were significantly less expensive than the high-fidelity evaluations, the multifidelity SBO approach would have significant savings over the single-fidelity approach.
Example 1.2. Low-fidelity with scalings
This low-fidelity Rosenbrock function has 1.25 scalings from the true function within the squared terms:
with a low-fidelity minimum at x = (0.8, 0.512). The purpose of this example is to explore a modification which is more multiplicative in nature (for which multiplicative corrections may be more competitive). Table 2 displays SBO results for the same cases investigated in Example 1.1. The second-order approaches again achieve hard convergence, the firstorder approaches again terminate through the minimum trust region soft convergence criterion, and the zeroth-order approaches stall out (minimum trust region bounds are reached) short of the optimum of the low-fidelity model (due to the SBO verifications for decrease in the high-fidelity model). The combined/multipoint corrections are not as effective in this problem as for Example 1.1, and are outperformed by both local corrections in the majority of the cases. Figure 8 displays the convergence rates for the zeroth, first, and second-order additive and multiplicative corrections. In Figure 8 (a), superior convergence rates are again evident in the second-order correction approaches. While the multiplicative corrections are slightly more competitive relative to Example 1.1, they are still outperformed by the additive corrections. Figures 8(b) and 8(c) show similar performance as in Example 1.1. The finite difference second-order convergence rate again mirrors the full second-order rate, and the quasi second-order corrections outperform the first-order but display a lag relative to second-order. For this problem, BFGS updating outperforms SR1 updating.
Example 1.3. Constant low-fidelity
This low-fidelity Rosenbrock function is a constant:
with no unique minimum. The purpose of this example is to provide insight into the relative importance of capturing representative features of the high-fidelity problem within the low-fidelity model by examining a poor low-fidelity model. It can be shown that, for ∇f lo (x) = ∇ 2 f lo (x) = 0 and f lo (x) = f lo (x c ), the additive corrections in Eqs. 18-20 and the multiplicative corrections in Eqs. 21-23 simplify to identical expressions, those corresponding to a second-order Taylor series of f hi (x) centered at x c . Thus, the additive and multiplicative correction results are identical for this example and correspond to the performance of a single-fidelity SBO based solely on high-fidelity data. The combined correction is not well-defined in this case (Eq. 30), so numerical safeguarding selects γ to be unity (an additive correction). Table 3 displays the SBO results for each of the correction approaches with additive, multiplicative, and combined corrections collapsed to a single entry. Second-order correction again achieves hard convergence, first-order correction again terminates through the minimum trust region soft convergence criterion, and zeroth-order correction fails to make any progress since each approximate optimization cycle terminates immediately with zero gradients (which terminates the zeroth-order SBO process through a soft convergence criterion after a sequence of consecutive failures). Figure 9 displays the convergence rates for the zeroth, first, and second-order correction approaches. In Figure 9 (a), a superior convergence rate is again evident for second-order correction. Figure 9 (b) compares the convergence rates for the finite difference and quasi-second-order correction variants to the firstorder and full second-order corrections. The finite difference second-order convergence rate again mirrors the full second-order rate, and the quasi second-order corrections again outperform the first-order while displaying a lag relative to second-order. BFGS updating again outperforms SR1 updating.
When comparing Figure 7 (a) and Figure 8 (a) from the first two examples with Figure 9 (a) in this example, it is evident that the additive corrections do benefit from the capture of high-fidelity features in the low-fidelity model. The trend is less conclusive with the multiplicative corrections. This provides a measure of validation for the use of multi-fidelity surrogate-based optimization approaches as opposed to using single-fidelity surrogate-based optimization approaches based solely on approximations of the highfidelity model.
Example 2. Polynomial product
The purpose of this example is to explore whether multiplicative corrections may outperform additive corrections when the high-fidelity model (Eq. 44) is Convergence rates for zeroth, first, and second-order corrections to the constant lowfidelity Rosenbrock function. of higher order than the low-fidelity model (Eq. 43).
The high-fidelity global minimum occurs at x = (−5., −.0997) and the low-fidelity minimum occurs at x = (0., 5.). Table 4 displays the SBO results for each of the corrections applied to the low-fidelity function starting from the point x = (−2., 1.) with an initial trust region size of 10% of the global bounds (Figures 4-6 display the high-fidelity, low-fidelity, and corrected low-fidelity functions for this initial trust region). For this case, specifically tailored for multiplicative corrections, the multiplicative corrections do generally outperform the additive corrections, although not by a large margin. The second-order approaches are successful and terminate through hard convergence, the first-order approaches are successful and terminate through soft convergence criteria, and the zeroth-order approaches are unsuccessful. The combined/multipoint corrections mirror the effective multiplicative corrections, and even outperform both the additive and multiplicative corrections in the first-order case. The initial trust region size is set consistently for each of the methods, but is too restrictive for the second-order correction methods. With a larger initial trust region, additive second-order will converge in as few as 4 iterations and multiplicative second-order will converge in only 1 iteration (exact for this problem). Figure 10 displays the convergence rates for the zeroth, first, and second-order additive and multiplicative correction approaches. In Figure 10 (a), superior convergence rates are again evident in the second-order correction approaches. Figures 10(b) and 10(c) compare the convergence rates for the finite difference, BFGS quasi, and SR1 quasi second-order corrections to the first-order and full second-order corrections. The finite difference second-order convergence rates again mirror the full second-order rates (their iteration histories in Figure 10 (b) are identical), and the quasi second-order corrections outperform the first-order but display a lag relative to second-order. For this problem, SR1 updating slightly outperforms BFGS updating.
Example 3. Burgers Boundary Control
In this example, the SBO approach is applied to a model, nonlinear PDE constrained optimization prob- lem. The PDE is the transient, viscous Burgers equation
for (t, x) ∈ (0, 1] × [0, 1] subject to the boundary conditions νy ,x + y = 0 at x = 0 (45b)
and with initial condition
For the examples shown here, ν = 0.01, c s = 1.3, and u is the design (control) variable at the right boundary. The objective functional is
where the penalty on the magnitude of the control is α = 1/1000 and the target solution y(x) = y(0, x). The optimization problem is then
such that y(t, x) satisfies (Eq. 45) and U = IR. Obviously, this model problem is far simpler than the large-scale target applications for which an SBO approach is appropriate. However, the small size of this one-dimensional PDE allows us to explore the performance of the SBO approaches while still retaining some of the salient features -nonlinearity and transients -typical of many large-scale applications. Equation (45a) is discretized using a discontinuous Galerkin (DG) method in space with fourth-order explicit Runge-Kutta in time. 15 In addition to providing a robust, stable, and high-order accurate method for solving conservation laws, DG also readily allows for multi-fidelity modeling where low-order models can be constructed for the same mesh topology by reducing the local polynomial order on each element. In this example, our high-fidelity model is based on a 40 element discretization using quadratic polynomial (p = 2) representations on each element while the low-order models use the same mesh, but with p = 1 or p = 0 polynomials on each element and with larger time-steps commensurate with the stability limits of RK-4. Figure 11 shows the variation, with u, of the objective function value, gradient, and Hessian for each model. The objective function value for the p = 1 model is nearly indistinguishable from that of the p = 2 "truth" model although there are observable differences between the two models for the gradient and Hessian. However, the lower-fidelity model constructed of a p = 0 (i.e. piecewise constant) solution representation shows differences even in the objective From the structure of the optimality landscape in Fig. 11 , we have applied the additive SBO correction approach using 0 th , 1 st , and 2 nd order corrections. All gradient and Hessian evaluations were performed using finite difference approximations (first-order forward for the gradient and second-order central for the Hessian).
SBO with p = 0 model
With the p = 0 model, Fig. 11 shows that the minimum is clearly shifted with respect to the high-fidelity model p = 2. This indicates that the 0 th -order SBO model will not be effective and this is confirmed by the SBO results. Zeroth order correction with the p = 0 model was only able to perform one useful update (i.e. it found the optimal solution to the p = 0 model) but was then unable to further improve the solution of the high-fidelity model. Using 1 st -order additive SBO corrections allowed for three successful SBO iterations with a final high-fidelity gradient of O(10 −4 ). However, further SBO iterations with the 1 st -order correction make no further improvement in the solution of the high-fidelity problem. Finally, with 2 nd -order corrections, the gradient of the high-fidelity model converges to O(10 −6 ), our convergence tolerance, in four iterations.
SBO with p = 1 model
We now consider the p = 1 model which provides a more accurate prediction of the objective function, although there are still noticeable differences in the gradient and Hessian (see Fig. 11 ). For this model with 0 th -order additive corrections, two useful iterations * Note the small oscillations in the p = 0 Hessian are due to the use of the Lax-Freidrichs flux in our DG method which is not differentiable at y = 0. Using a smoothed flux, such a Roe with entropy fix, would prevent such oscillations.
were performed with a slightly better final solution than using the p = 0 model. The performance of the 1 st -order additive correction for the p = 1 model was similar to that achieved with the p = 0 model with the gradient error in the high-fidelity solution saturating at O(10 −4 ). However, with 2 nd -order corrections, the added fidelity of the p = 1 model resulted in O(10 −6 ) convergence in only two iterations.
Summary
We conclude the discussion of our SBO results for Burgers equation with the caveat that the optimization problem (Eq. 47) is too "easy" to see a dramatic difference in the number of function evaluations or iterations required for the different SBO corrections. This is primarily due to the fact that there is only one control variable u and the objective function is nearly quadratic (see Fig. 11 ). Nevertheless, this example does highlight several important issues:
• The flexibility of DG methods provides a convenient means of constructing discretization-based low-order models through p de-refinement without requiring changes to the mesh topology.
• For this problem, additive 1 st -order corrections within the SBO framework provide solutions within O(10 −4 ) for the high-fidelity problem in only 3 iterations. While further improvement in the solution was not possible, this may be sufficiently converged for many engineering applications.
• With 2 nd -order corrections, the SBO framework was able to compute accurate solutions within 2-4 SBO iterations (depending on the fidelity of the model). However, this comes at the expense of requiring Hessian information, which we computed using finite-differencing of the finitedifference gradient. This approach is only practical for very small control spaces and more complex problems will require either finite differencing of adjoint-based gradients or quasi-Newton approximations for second-order information.
We plan to explore these issues further and extensions of this problem to include multiple control variables (e.g. a polynomial parameterization of an unsteady control) are currently underway.
Conclusions
This paper has demonstrated that second-order corrections can lead to more desirable convergence characteristics in model-hierarchy surrogate-based optimization than the currently popular first-order correction approaches. Additive corrections are shown to be preferable to multiplicative corrections in almost all cases. For a test problem specifically constructed for the benefit of multiplicative corrections, the multiplicative corrections do demonstrate a slight advantage, but not by a significant amount.
Multipoint corrections, which combine additive and multiplicative corrections in an adaptive way, are shown to be marginally effective when an additional matching condition of the previous design iterate is chosen. While the information from the previous design iterate is freely available, this is likely not the best choice as it biases the global accuracy of the correction in the direction the algorithm has already been, not where it is going. Forward-looking matching conditions, while not freely available, will likely be more effective.
Since full second-order information is not commonly available, finite difference and quasi-Newton secondorder corrections have also been developed and demonstrated. The finite difference second-order corrections require additional function evaluations to estimate the second derivatives, but the convergence characteristics closely follow that of the full second-order corrections. The quasi-Newton second-order corrections do not require any additional function evaluations and consistently outperform the first-order corrections. They do however exhibit a convergence lag relative to the full and finite difference second-order corrections as they accumulate curvature information from the sequence of gradients. Both the BFGS and SR1 quasi-Newton updates were effective, with BFGS exhibiting a slight performance advantage over SR1 on average.
Overall, the introduction of new full, finite difference, and quasi-second-order correction approaches should assist in extending the performance of multifidelity surrogate-based optimization algorithms and improve their relative performance with respect to competing single-fidelity approaches.
