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We study the initial value problem for the elliptic–hyperbolic Davey–Stewartson systems⎧⎪⎨⎪⎩
i∂tu + u = c1|u|2u + c2u∂x1ϕ, (t, x) ∈ R3,(
∂2x1 − ∂2x2
)
ϕ = ∂x1 |u|2,
u(0, x) = φ(x),
(0.1)
where  = ∂2x1 + ∂2x2 , c1, c2 ∈ R, u is a complex valued function and ϕ is a real valued
function. Our purpose is to prove the local existence and uniqueness of the solution
for (0.1) in the Sobolev space H3/2+(R2) with small mass. Our methods rely heavily on
Hayashi and Hirata (1996) [11], but we improve partial results of it, which got global
existence of small solutions to (0.1) in weighted Sobolev space H3,0 ∩ H0,3. Our main new
tools are Kenig–Ponce–Vega type commutator estimate in Kenig, Ponce and Vega (1993)
[16] and its variant form.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider the initial value problem for the Davey–Stewartson (DS) systems⎧⎪⎨⎪⎩
i∂tu + c0∂2x1 + ∂2x2u = c1|u|2u + c2u∂x1ϕ, (t, x) ∈ R3,(
∂2x1 + c3∂2x2
)
ϕ = ∂x1 |u|2, u = u(t, x), ϕ = ϕ(t, x),
u(0, x) = φ(x),
(1.1)
where c0, c3 ∈ R, c1, c2 ∈ C, u is a complex valued function and ϕ is a real valued function. The system (1.1) was de-
rived by Davey and Stewartson [5] and models the evolution of two-dimensional long waves over ﬁnite depth liquid. When
the capillary effects are signiﬁcant, Djordjevic and Redekopp [6] and Benney and Roskes [2] showed that parameter c3
can be negative. Ablowitz and Haberman [1] and Cornille [3] obtained a particular form of (1.1) as an example of a com-
pletely integrable model which generalizes the one-dimensional nonlinear Schrödinger equation with a cubic nonlinearity.
In the inverse scattering literature, (c0, c1, c2, c3) = (1,−1,2,−1), (−1,−2,1,1) or (−1,2,−1,1) the system (1.1) is known
as DSI, defocusing DSII and focusing DSII respectively. Ghidaglia and Saut [7] classiﬁed (1.1) as elliptic–elliptic, elliptic–
hyperbolic, hyperbolic–elliptic and hyperbolic–hyperbolic according to respective signs of (c0, c3): (+,+), (+,−), (−,+),
(−,−). The elliptic–elliptic and hyperbolic–elliptic cases are simpler because the main nonlinear term is (−1∂2x1 |u|2)u,
which is very similar to the cubic Schrödinger equation, we refer to [8] and reference therein for further results.
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the radiation condition:
lim
x2→∞
ϕ(t, x1, x2) = ϕ1(t, x1), lim
x1→∞
ϕ(t, x1, x2) = ϕ2(t, x2),
then after a rotation in the (x1, x2)-plane, (1.1) can be written as⎧⎪⎪⎨⎪⎪⎩
(i∂t + )u =
(
c1 + c2
2
)
|u|2u − c2
4
( ∞∫
x1
∂x2 |u|2 dx′1 +
∞∫
x2
∂x1 |u|2 dx′1
)
u + c2√
2
(∂x1ϕ1 + ∂x2ϕ2)u,
u(0, x) = φ(x).
(1.2)
The well-posedness on (1.2) has attracted many attentions, before stating the previous works, we deﬁne the weighted
Sobolev space as follows:
Hm,l = { f ∈ L2; ‖ f ‖Hm,l = ∥∥(1− )m/2(1+ |x|2)l/2 f ∥∥L2},
Hm,lx j =
{
f ∈ L2x j ; ‖ f ‖Hm,lx j =
∥∥(1− ∂2x j )m/2(1+ x2j )l/2 f ∥∥L2x j },
where m, l  0. For simplicity we write Lpx1 L
q
x2 = Lpx1 (R; Lqx2 (R)), ‖ · ‖ = ‖ · ‖L2 , Hm = Hm,0, Hmx j = Hm,0x j , Dxj = −i∂x j , and
〈Dxj 〉 = (1− ∂2x j ). Local existence of small solutions to (1.2) was proved in [17,9] when the initial data belongs to Hm,0 ∩ H0,l
(m, l,> 1). Ref. [3] showed local existence for small data in Hm for suﬃcient large m, which was improved by [12] to
H5/2. Global existence of small solutions to (1.2) was shown in [14] when the data are real analytic and satisfy some decay
condition. Global theory for (1.2) was also studied by [3,11,13] in usual weighted Sobolev spaces.
In this paper we only consider the L2-conservation case of (1.2). Especially, we only consider the following case:⎧⎪⎪⎨⎪⎪⎩
(i∂t + )u = d1|u|2u + d2
( ∞∫
x1
∂x2 |u|2 dx′1 +
∞∫
x2
∂x1 |u|2 dx′1
)
u + d3(Φ1 + Φ2)u,
u(0, x) = φ(x),
(1.3)
where d1,d2,d3 ∈ R and Φ1 = Φ1(t, x1), Φ2 = Φ1(t, x2) are real valued. It is easy to verify that (1.3) obeys L2 Conservation
Law. For system (1.3), the existence of unique solution in Hs , for s  1 was already known (cf. [3,11,12]).
When we apply the classical energy method, the main diﬃculty arise from the nonlocal terms, which contain derivatives.
Direct calculation gives∣∣∣∣∣
(
u
∞∫
x1
∂x2 |u|2 dx′1,u
)∣∣∣∣∣
∥∥∥∥∥
∞∫
x1
D1/2x2 |u|2 dx′1
∥∥∥∥∥
L2x2 L
∞
x1
∥∥D1/2x2 |u|2∥∥L2x2 L1x1

∥∥D1/2x2 |u|2∥∥L2x2 L1x1 ∥∥D1/2x2 |u|2∥∥L2x2 L1x1 (1.4)
where (·,·) is the inner product in L2, and ̂D1/2x2 f = |ξ2|1/2 fˆ (ξ). The main task in this paper is to control such terms arise
from (1.4), which contain one half derivative, so it seems no hope to get proper control by directly applying the energy
method. We follow the methods developed by Hayashi and Hirata [11] here, and our main new tools are Kenig–Ponce–Vega
type commutator estimate and its variant form (see Section 3), these commutator estimates help us to get better nonlinear
estimates (see Section 7), which only need 3/2+ ε derivative regularity. Our results improve partial results in [11], and get
the following
Theorem 1.1. For any ε > 0, there is a δ = δ(ε) > 0, assume φ ∈ H 32+ε , ‖φ‖L2 < δ, Φ1 ∈ C(R; H
3
2+ε
x1 ) and Φ2 ∈ C(R; H
3
2+ε
x2 ). Then
there exist a T > 0 and a unique solution u of (1.3) such that
u ∈ C([0, T ]; H 12+ε)∩ L∞([0, T ]; H 32+ε),∥∥u(t)∥∥L2 = ‖φ‖L2 .
Remark 1.2. Here we say that u is a solution to (1.3) in Banach X , if u solves (1.3) weakly and u is a limit of a sequence of
Schwartz solutions in X .
Remark 1.3. System (1.3) is mass critical, it seems that we can’t expect to drop the small mass condition ‖φ‖L2 < δ easily.
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The purpose of this section is to reduce system (1.3) to (2.3), on which we will focus in the rest of the paper. The results
in this section follow from [11], we reproof them for completeness.
For simplicity, we denote the right-hand side of (1.3) by g , then (1.3) can be rewritten as:{
(i∂t + )u = g,
u(0, x) = φ, (2.1)
where
g  d1|u|2u + d2
( ∞∫
x1
∂x2 |u|2 dx′1 +
∞∫
x2
∂x1 |u|2 dx′1
)
u + d3(Φ1 + Φ2)u. (2.2)
Deﬁne the pseudo-differential operators of order 0:
Kx j (u) =
∞∑
m=0
Mm
m!
(
Px j (u)
)m
, Px j (u) =
x j∫
−∞
∥∥u(t, x′j)∥∥L2xk dx′j Dx j〈Dx j 〉 ,
where Dxj = −i∂x j , j,k = 1,2; j = k.
Lemma 2.1 (Gauge transform). Let u be a solution of (2.1), and Kx j = Kx j (u), then for any s 0, we have
(i∂t + )Kx j 〈Dx j 〉su + iMQ x j Kx j 〈Dx j 〉su = Wxj 〈Dx j 〉su + Kx j 〈Dx j 〉s g, (2.3)
where
Q x j = −2
∥∥u(t, x j)∥∥2L2xk D
2
x j
〈Dx j 〉
, Rx j = i∂x j
∥∥u(t, x j)∥∥2L2xk Dx j〈Dx j 〉 ,
and
Wxj = −i
∞∑
m=0
Mm
m!
m−2∑
m1=0
m−m1−1∑
l=0
Pm−m1−l−2x j [Px j , Qx j ]Pm1x j
−
∞∑
m=0
Mm
m!
m−1∑
m1=0
Pm−m1−1x j
(
iRx j + 2
∫
R
Im(∂x j uu¯)dxk
Dx j
〈Dx j 〉
)
Pm1x j , (2.4)
j,k = 1,2; j = k.
Remark 2.2. As we will see, a new term iMQ x j Kx j comes from the commutator [i∂2x1 , Kx1 ]. Fortunately, this term is positive
deﬁned (see (4.7) below), which can control all worst derivative terms in the nonlinearity (given by (2.2)) in some sense.
Furthermore, Wxj is a pseudo-differential operators of order 0.
Proof of Lemma 2.1. Since 〈Dxj 〉s commutate with i∂t + , we can assume s = 0. By symmetry, we just prove for j = 1.
Applying Kx1 to both sides of (2.1), we obtain
(i∂t + )Kx1u + i
[
i∂2x1 , Kx1
]
u − [i∂t, Kx1 ]u = Kx1 g. (2.5)
First we study [i∂2x1 , Kx1 ] =
∑∞
m=1 M
m
m! [i∂2x1 , Pmx1 ], by a simple calculation
[
i∂2x1 , P
m
x1
]= m−1∑
m1=0
Pm−m1−1x1
[
i∂2x1 , Px1
]
Pm1x1
=
m−1∑
Pm−m1−1x1 Qx1 P
m1
x1 +
m−1∑
Pm−m1−1x1 Rx1 P
m1
x1 , (2.6)m1=0 m1=0
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[
Plx1 , Qx1
]= l∑
l1=0
Pl−l1−1x1 [Px1 , Qx1 ]Pl1x1 . (2.7)
Thus from the deﬁnition, (2.6) and (2.7), we have
[
i∂2x1 , Kx1
]= ∞∑
m=1
Mm
m!
[
i∂2x1 , P
m
x1
]
=
∞∑
m=1
Mm
m!
m−1∑
m1=0
Pm−m1−1x1 Qx1 P
m1
x1 +
∞∑
m=1
Mm
m!
m−1∑
m1=0
Pm−m1−1x1 Rx1 P
m1
x1
= MQx1 Kx1 +
∞∑
m=2
Mm
m!
m−2∑
m1=0
[
Pm−m1−1x1 , Qx1
]
Pm1x1 +
∞∑
m=1
Mm
m!
m−1∑
m1=0
Pm−m1−1x1 Rx1 P
m1
x1
= MQx1 Kx1 +
∞∑
m=1
Mm
m!
m−2∑
m1=0
m−m1−1∑
l=0
Px j (u)
m−m1−l−2[Px j (u), Qx j (u)]Px j (u)l+m1
+
∞∑
m=1
Mm
m!
m−1∑
m1=0
Pm−m1−1x1 Rx1 P
m1
x1 . (2.8)
Then we consider [i∂t , Kx1 ],
[i∂t, Kx1 ] =
∞∑
m=1
Mm
m!
[
i∂t, P
m
x1
]= ∞∑
m=1
Mm
m!
m−1∑
m1=0
Pm−m1−1x1 [i∂t, Px1 ]Pm1x1 . (2.9)
Notice u being a solution of (1.3), then integral by parts, we get
[i∂t, Px1 ] =
x1∫
−∞
∫
R
2 Im(i∂tuu¯)dx2 dx
′
1
Dx j
〈Dx j 〉
=
x1∫
−∞
∫
R
2 Im(−uu¯)dx2 dx′1
Dx j
〈Dx j 〉
= −
∫
R
2 Im(∂x1uu¯)dx2
Dx j
〈Dx j 〉
. (2.10)
Thus we ﬁnish the proof by gathering (2.5), (2.8), (2.10) together. 
3. Some commutator estimates
We collect some useful commutator estimates in this section, which will be used extensively in the following linear and
nonlinear estimates. We only give these estimates in S(R), it is easy to extent them to more general cases. Let P (D) be a
differential operator, for f , g ∈ S we denote[
P (D), f
]
g = P (D)( f g) − f P (D)g.
The following lemma is due to Coifman and Meyer [4].
Lemma 3.1. Let σ ∈ C∞(Rm × Rm \ (0,0)) satisfy∣∣∂αξ ∂βη σ (ξ,η)∣∣ Cα,β(|ξ | + |η|)−|α|−|β|, (3.1)
for (ξ,η) = (0,0) and any α,β ∈ Nm. If σ(D) denotes the bilinear operator
σ(D)(a,h)(x) =
∫ ∫
ei(x,ξ+η)σ (ξ,η)aˆ(ξ)hˆ(η)dξ dη,
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Next lemma is due to Hayashi [10].
Lemma 3.2. Let f , g ∈ S(R) and  > 0 then∥∥[〈Dx〉1/2, f ]g∥∥L2(R) + ∥∥[〈Dx j 〉, f ]g∥∥L2x1 +
∥∥∥∥[ D2x1〈Dx1〉 , f
]
g
∥∥∥∥+ ∥∥∥∥[ Dx1〈Dx1〉1/2 , f
]
g
∥∥∥∥
 C
∥∥〈Dx1〉1/2+∂x f ∥∥L2(R)‖g‖L2(R). (3.2)
Proof. For the ﬁrst term in the left-hand side, we have
F[〈Dx〉1/2( f g) − f 〈Dx〉1/2g](ξ) = ∫ (〈ξ + η〉1/2 − 〈η〉1/2) fˆ (ξ)gˆ(η)dη,
by a simple calculation
〈ξ + η〉1/2 − 〈η〉1/2 = ξ(2ξ + η)
(〈ξ + η〉1/2 + 〈η〉1/2)(〈ξ + η〉 + 〈η〉) ,
so we have
F[〈Dx〉1/2( f g) − f 〈Dx〉1/2g](ξ) = ∫ ξ(2ξ + η)
(〈ξ + η〉1/2 + 〈η〉1/2)(〈ξ + η〉 + 〈η〉) fˆ (ξ)gˆ(η)dη
=
∫
(2ξ + η)
(〈ξ + η〉1/2 + 〈η〉1/2)(〈ξ + η〉 + 〈η〉) ∂̂x1 f (ξ − η)gˆ(η)dη,
it is easy to see that | (2ξ+η)
(〈ξ+η〉1/2+〈η〉1/2)(〈ξ+η〉+〈η〉) | C , then by Young inequality and Hölder inequality∥∥F[〈Dx〉1/2( f g) − f 〈Dx〉1/2g](ξ)∥∥L2  C∥∥∥∥∫ ∣∣∂̂x1 f (ξ − η)∣∣∣∣gˆ(η)∣∣dη∥∥∥∥
L2
 C‖∂̂x1 f ‖L1ξ ‖gˆ‖L2  C
∥∥〈ξ〉1/2+ ∂̂x1 f ∥∥L2ξ ‖g‖L2 ,
thus we ﬁnish the proof for the ﬁrst term of (3.2). For the other terms, we have
〈ξ + η〉 − 〈η〉 = ξ(2ξ + η)〈ξ + η〉 + 〈η〉 ,
(ξ + η)2
〈ξ + η〉 −
η2
〈η〉 =
ξ(2ξ + η)
〈ξ + η〉 + 〈η〉
(
1+ 1〈ξ + η〉〈η〉
)
,
ξ + η
〈ξ + η〉1/2 −
η
〈η〉1/2 =
ξ
〈ξ〉1/2
(
1− η〈η〉1/2
ξ(2ξ + η)
(〈ξ + η〉1/2 + 〈η〉1/2)(〈ξ + η〉 + 〈η〉)
)
and the following proofs are similar as the ﬁrst one, we omit the details here. 
The following commutator estimate is due to Kenig, Ponce and Vega [16].
Lemma 3.3 (Kenig–Ponce–Vega commutator estimate). Let f , g ∈ S(R) and s ∈ (0,1), then∥∥[Dsx, f ]g∥∥L2(R)  Cs‖g‖L∞(R)∥∥Dsx f ∥∥L2(R).
Next commutator estimate is due to Kato and Ponce [15].
Lemma 3.4 (Kato–Ponce commutator estimate). Let f , g ∈ S(R) and s 0, then∥∥[〈Dx〉s, f ]g∥∥L2(R)  Cs(‖Dx f ‖L∞(R)∥∥〈Dx〉s−1 f ∥∥L2(R) + ∥∥〈Dx〉s f ∥∥L2(R)‖g‖L∞(R)).
Next lemma is our main new tool, which essentially was implied by [16], we will prove it in Appendix A.
Lemma 3.5. Let f , g ∈ S(R) and s > 1, then∥∥[Dsx, f ]g∥∥L2(R)  Cs(‖Dx f ‖L∞(R)∥∥Ds−1x g∥∥L2(R) + ∥∥Dsx f ∥∥L2(R)‖g‖L∞(R)).
Y. Wang / J. Math. Anal. Appl. 367 (2010) 174–192 1794. Linear estimates
In the rest of the paper, except spacial explanation we always denote ‖u‖ = ‖u‖L2x1,x2 (R2) .
Lemma 4.1. Assume u be the solution of (2.1), then for any s 0 and ε > 0, we have
1
2
d
dt
∥∥Kx j (u)〈Dx j 〉s v∥∥2 + M4 ∥∥‖u‖L2xk 〈Dx j 〉1/2Kx j (u)〈Dx j 〉su∥∥2
= Im(Kx j (u)〈Dx j 〉s g, Kx j (u)〈Dx j 〉s v)
+ C(1+ M3)e4M‖u‖2(1+ ∥∥〈Dx j 〉 32+εu∥∥)2∥∥〈Dx j 〉su∥∥2, (4.1)
where j,k = 1,2; j = k.
Remark 4.2. It turns out when s > 3/2, the term M4 ‖‖u‖L2xk 〈Dxj 〉
1/2Kx j (u)〈Dxj 〉su‖2 can control all ‘bad’ terms coming from
the nonlinear term Im(Kx j (u)〈Dxj 〉s g, Kx j (u)〈Dxj 〉s v).
Proof of Lemma 4.1. In view of symmetry and [〈Dxj 〉s,] = [〈Dxj 〉s, ∂t] = 0, we can assume j = 1 and s = 0. By Lemma 2.1,
(i∂t + )Kx1u + iMQ x1Kx1u = Wx1u + Kx1 g. (4.2)
Multiply both sides of (4.2) by Kx1u, integrate over R
2 and take the imaginary part, we get
1
2
d
dt
‖Kx1u‖2 + M · Re(Qx1Kx1u, Kx1u) + Im(Wx1u, Kx1u) = Im(Kx1 g, Kx1u), (4.3)
here we use (·,·) to denote the inner product in L2, Qx j , Rx j and Wxj as in Lemma 2.1.
We ﬁrst estimate Re(Qx1 Kx1u, Kx1u) in (4.3), and notice that
Qx1 = −2
∥∥u(t, x1)∥∥2L2x2 D
2
x1
〈Dx1〉
= 2∥∥u(t, x1)∥∥2L2x2 〈Dx1〉 − 2∥∥u(t, x1)∥∥2L2x2 1〈Dx1〉 . (4.4)
The second term of (4.4) is easy to estimate, so we just focus on the ﬁrst one, which gives the main contribution. Let
h = Kx1u,(∥∥u(t, x j)∥∥2L2x2 〈Dx1〉h,h)=
∫
R3
∣∣u(x1, x′2)∣∣2h¯(x1, x2)〈Dx1〉h(x1, x2)dx1 dx2 dx′2,
rewrite the above as(|u|2〈Dx1〉h,h)L2x2 L2x1 L2x′2 =
(
u¯
[
u, 〈Dx1〉
]
h,h
)
L2x2 L
2
x1
L2
x′2
+ (u¯〈Dx1〉(uh),h)L2x2 L2x1 L2x′2
= ([u, 〈Dx1〉]h,uh)L2x2 L2x1 L2x′2 +
∥∥〈Dx1〉1/2(uh)∥∥2L2x2 L2x1 L2x′2
= ([u, 〈Dx1〉]h,uh)L2x2 L2x1 L2x′2 +
∥∥[〈Dx1〉1/2,u]h + u〈Dx1〉1/2h∥∥2L2x2 L2x1 L2x′2 .
We ﬁnally get(∥∥u(t, x j)∥∥2L2x1 〈Dx1〉h,h)= ([u, 〈Dx1〉]h,uh)L2x2 L2x1 L2x′2 + 2Re
([〈Dx1〉1/2,u]h,u〈Dx1〉1/2h)
+ ∥∥[〈Dx1〉1/2,u]h∥∥2L2x2 L2x1 L2x′2 +
∥∥u〈Dx1〉1/2h∥∥2L2x2 L2x1 L2x′2 . (4.5)
We now apply Hölder inequality and Lemma 3.2 to (4.5), then(∥∥u(t, x j)∥∥2L2x1 〈Dx1〉h,h)−C∥∥〈Dx1〉3/2+εu∥∥(∥∥〈Dx1〉3/2+εu∥∥+ ‖u‖L2x2 L∞x1 )‖h‖2
+ 1
2
∥∥‖u‖L2x2 ∥∥〈Dx1〉1/2h∥∥L2x2 ∥∥2L2x1 . (4.6)
Apply (4.6) with h = Kx1u, we ﬁnally get
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2∥∥〈Dx1〉3/2+εu∥∥(∥∥〈Dx1〉3/2+εu∥∥+ ‖u‖L2x2 L∞x1 )‖u‖2
+ 1
2
∥∥‖u‖L2x2 ∥∥〈Dx1〉1/2Kx1u∥∥L2x2 ∥∥2L2x1 . (4.7)
In view of (4.7), for (4.1) it is suﬃcient to prove
‖Wx1u‖ C
(
1+ M3)e2M‖u‖2(1+ ∥∥〈Dx1〉 32+εu∥∥)2∥∥〈Dx1〉su∥∥. (4.8)
Now we consider (4.8). By Hölder inequality and Sobolev Theorem, we have
‖Rx1 f ‖ +
∥∥∥∥∫
R
∂x1uu¯ dx2
Dx j
〈Dx j 〉
f
∥∥∥∥ C∥∥〈Dx j 〉 32+εu∥∥2‖ f ‖, (4.9)
then we ﬁnd that
[Px j , Qx j ] f =
x1∫
−∞
∥∥u(t, x′1)∥∥2L2x2 dx′1 Dx1〈Dx j 〉∥∥u(t, x1)∥∥2L2x2 D
2
x1
〈Dx j 〉
f − ∥∥u(t, x1)∥∥2L2x2 D
2
x1
〈Dx j 〉
x1∫
−∞
∥∥u(t, x′1)∥∥2L2x2 dx′1 Dx1〈Dx j 〉 f
=
[ x1∫
−∞
∥∥u(t, x′1)∥∥2L2x2 dx′1, D
2
x1
〈Dx1〉
]∥∥u(t, x1)∥∥2L2x2 Dx1〈Dx1〉 f
+
[
D2x1
〈Dx1〉
,
∥∥u(t, x1)∥∥2L2x2
] x1∫
−∞
∥∥u(t, x′1)∥∥2L2x2 dx′1 Dx1〈Dx1〉 f
−
x1∫
−∞
∥∥u(t, x′1)∥∥2L2x2 dx′1 Dx1〈Dx1〉 (Dx1∥∥u(t, x1)∥∥2L2x2 ) Dx1〈Dx1〉 f . (4.10)
Applying Lemma 3.2, Hölder inequality and Sobolev Theorem to (4.10), we get∥∥[Px j , Qx j ] f ∥∥ C∥∥〈Dx j 〉 32+εu∥∥4‖ f ‖. (4.11)
By (2.4), (4.9), (4.11) together with ‖Px j f ‖L2x j  ‖u‖
2‖ f ‖L2x j , we conclude (4.8), thus (4.1). 
5. Preliminaries for nonlinear estimate I
In this section we will collect some estimates which will be used extensively in next section. Most results here are
already proved in [11]. For simplicity, we denote Kx j = Kx j (u).
Lemma 5.1.We have
‖Px j f ‖L2x j  ‖u‖
2‖ f ‖L2x j ,
‖Kx j f ‖L2x j  e
M‖u‖2‖ f ‖L2x j , (5.1)∥∥[Dx j , Kx j ] f ∥∥L2x j  ‖u‖2L∞x j L2xk eM‖u‖2‖ f ‖L2x j ,
where Dx j = i∂x j , j,k = 1,2 and j = k.
Proof. The ﬁrst and the second one are directly from the deﬁnition. So we just consider the third one,
[Dx j , Kx j ] f =
∞∑
m=0
Mm
m!
[
Dx j , P
m
x j
]
f =
∞∑
m=0
Mm
m!
m−1∑
l=0
Pm−l−1x j [Dx j , Px j ]Plx j f , (5.2)
and
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= Dx j
( x j∫
−∞
∥∥u(t, x′j)∥∥L2xk dx′j Dx j〈Dx j 〉 f
)
−
x j∫
−∞
∥∥u(t, x′j)∥∥L2xk dx′j Dx j〈Dx j 〉 Dx j f
= ‖u‖2
L2xk
Dx j
〈Dx j 〉
f .
So we have∥∥[Dx j , Px j ] f ∥∥L2x j  ‖u‖2L∞x j L2xk ‖ f ‖L2x j . (5.3)
The conclusion follows from (5.2) and (5.3). 
Lemma 5.2. (See [11, Lemma 3.1].) We have
[Kx j Dx j , f ]h = (Dx j f )Kx jh + f [Dx j , Kx j ]h
−
∞∑
m=1
Mm
m!
m−1∑
m1=1
Pm1x j
((
Dx j ( f g j)
)( Dx j
〈Dx j 〉
Pm−m1−1x j h
)
− g j
[ D2x j
〈Dx j
, f
]
Pm−m1−1x j h
)
, (5.4)
where g j =
∫ x j
−∞ ‖u(t, x′j)‖2L2xk dx
′
j , j,k = 1,2; j = k.
Proof. By the deﬁnition, it suﬃce to prove[
Pmx j Dx j , f
]
h = (Dx j f )Pmx jh + f
[
Dx j , P
m
x j
]
−
m−1∑
m1=1
Pm1x j
((
Dx j ( f g j)
)( Dx j
〈Dx j 〉
Pm−m1−1x j h
)
− g j
[ D2x j
〈Dx j 〉
, f
]
Pm−m1−1x j h
)
. (5.5)
It is easy to see (5.5) holds when m = 0, then we can conclude by induction over m. 
By similar argument, we have
Corollary 5.3. (See [11, Lemma 3.1′].) We have[
K ∗x j 〈Dx j 〉1/2, f
]
h (5.6)
= [〈Dx j 〉1/2, f ]K ∗x j h + f [〈Dx j 〉1/2, K ∗x j ]h
+
∞∑
m=1
Mm
m!
m−1∑
m1=1
(
P∗x j
)m1( Dx j
〈Dx j 〉
[
g j, 〈Dx j 〉1/2
](
f
(
P∗x j
)m−m1−1h)
+
[
Dx j
〈Dx j 〉1/2
, f
]
g j
(
P∗x j
)m−1−m1h + [ f , 〈Dx j 〉1/2](P∗x j )m−m1h), (5.7)
where j,k = 1,2; j = k, g j was deﬁned in Lemma 5.2 and
K ∗x j =
∞∑
m=0
Mm
m!
(
L∗x1
)m
, L∗x1 =
Dx j
〈Dx j 〉1/2
( x j∫
−∞
∥∥u(t, x′j)∥∥2L2xk dx′j
)
.
By Lemmas 3.2, 5.1, 5.2, Corollary 5.3 and Sobolev’s inequality, we have
Lemma 5.4. (See [11, Lemmas 3.2 and 3.2′].) We have∥∥[Kx j Dx j , f ]h∥∥L2x1  Cε(1+ M)eM‖u‖2(‖ f ‖L∞x1 + ∥∥〈Dx1〉1/2+εDx1 f ∥∥L2x1 )
× (1+ ‖g j‖L∞x j + ∥∥〈Dx1〉1/2+εDx j g j∥∥L2x )‖h‖L2x ,j 1
182 Y. Wang / J. Math. Anal. Appl. 367 (2010) 174–192and ∥∥[K ∗x j 〈Dx j 〉1/2, f ]h∥∥L2x1  Cε(1+ M)eM‖u‖2(‖ f ‖L∞x1 + ∥∥〈Dx1〉1/2+εDx1 f ∥∥L2x1 )
× (1+ ‖g j‖L∞x j + ∥∥〈Dx1〉1/2+εDx j g j∥∥L2x j )‖h‖L2x1 ,
where j = 1,2 and g j as in Lemma 5.2. Replace Kx j by K−1x j , this lemma also holds.
Remark 5.5. For g j =
∫ x j
−∞ ‖u(t, x′j)‖2L2xk dx
′
j , we have ∂x j g j = ‖u(t, x j)‖2L2xk , thus∥∥〈Dx j 〉1/2+ε∂x j g j∥∥L2x j = ∥∥〈Dx j 〉1/2+ε∥∥u(t, x j)∥∥2L2xk ∥∥L2x j  ∥∥〈Dx j 〉1+εu∥∥2.
6. Preliminaries for nonlinear estimates II
Lemma 6.1 was already proved in [11], we reprove it here for readers’ convenience. Lemma 6.2 is different from the one
in [11], in our version the main term only has 2eM‖v‖2 as its coeﬃcient, which is also the reason why we need the small
mass condition in Theorem 1.1.
Lemma 6.1. (See [11, Lemma 3.3].) Let Kx j = Kx j (v), then we have∣∣∣∣∣
(
Kx j
{( ∞∫
xk
v¯∂x j u dx
′
k
)
v
}
, Kx j w
)∣∣∣∣∣ Cε(1+ M)eM‖v‖2(1+ ‖v‖H3/2+ε )4(‖u‖2 + ‖w‖2)
+ 2(∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥2L2x j
+ ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j ), (6.1)
where j,k = 1,2, j = k.
Proof. Simply calculation shows
Kx j
{( ∞∫
xk
v¯∂x j u dx
′
k
)
v
}
= Kx j∂x j
{( ∞∫
xk
v¯u dx′k
)
v
}
− Kx j
{( ∞∫
xk
v¯u dx′k
)
∂x j v +
( ∞∫
xk
(∂x j v¯)u dx
′
k
)
v
}
= [Kx j∂x j , v]
( ∞∫
xk
v¯u dx′k
)
+ v
∞∫
xk
[Kx j∂x j , v¯]u dx′k
+ v
∞∫
xk
v¯[Kx j , ∂x j ]u dx′k − v
∞∫
xk
(∂x j v¯)Kx j u dx
′
k
− Kx j
{( ∞∫
xk
v¯u dx′k
)
∂x j v +
( ∞∫
xk
(∂x j v¯)u dx
′
k
)
v
}
+ v
∞∫
xk
∂x j (v¯ Kx j u)dx
′
k

6∑
m=1
Im.
Ii , i = 1,2,3,4,5 are easier to handle. By Lemma 5.4, ‖(
∫∞
xk
f dx′k)g‖ ‖ f ‖L1xk L2x j ‖g‖L2xk L∞x j and Sobolev embedding,
‖I1‖ + ‖I2‖ Cε(1+ M)eM‖v‖2
(
1+ ‖v‖H3/2+ε
)2‖u‖. (6.2)
By Lemma 5.1 and Sobolev embedding, we have
‖I3‖ Cε(1+ M)eM‖v‖2
(
1+ ‖v‖H3/2+ε
)2‖u‖. (6.3)
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‖I4‖ + ‖I5‖ Cε(1+ M)eM‖v‖2
(
1+ ‖v‖H3/2+ε
)2‖u‖. (6.4)
Now we turn to I6, notice that there is one derivative act on u, we need transfer half to other parts. First we rewrite it as
follows
I6 = v
∞∫
xk
∂x j (v¯ Kx j u)dx
′
k = v〈Dx j 〉1/2
(
∂x j
〈Dx j 〉
∞∫
xk
〈Dx j 〉1/2(v¯ Kx j u)dx′k
)
= ([v, 〈Dx j 〉1/2]+ 〈Dx j 〉1/2v)
(
∂x j
〈Dx j 〉
∞∫
xk
([〈Dx j 〉1/2, v¯]+ v¯〈Dx j 〉1/2)Kx j u dx′k
)
. (6.5)
So we have
I6 =
[
v, 〈Dx j 〉1/2
]( ∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v¯]Kx j u dx′k
)
+ [v, 〈Dx j 〉1/2]
(
∂x j
〈Dx j 〉
∞∫
xk
v¯〈Dx j 〉1/2Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
v
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v¯]Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
v
∂x j
〈Dx j 〉
∞∫
xk
v¯〈Dx j 〉1/2Kx j u dx′k
)

4∑
n=1
I6n.
Applying Lemma 3.2 and Hölder inequality to I61 and I62, we have
‖I61‖ + ‖I62‖ CεeM‖v‖2
(‖v‖L2xk L∞x j + ∥∥〈Dx j 〉3/2+εv∥∥)2‖u‖
+ Cε
(‖v‖L2xk L∞x j + ∥∥〈Dx j 〉3/2+εv∥∥) · ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥L2x j .
For I63, we need employ the duality,
∣∣(I63, Kx j w)∣∣=
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v¯]Kx j u dx′k, v¯〈Dx j 〉1/2Kx j w
)∣∣∣∣∣, (6.6)
then use Schwartz inequality, we can bound (6.6) by∥∥∥∥∥ ∂x j〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v¯]Kx j u dx′k
∥∥∥∥∥
L2x j L
∞
xk
· ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j

∫
R
∥∥∥∥ ∂x j〈Dx j 〉 [〈Dx j 〉1/2, v¯]Kx j u
∥∥∥∥
L2x j
dxk ·
∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j (6.7)
by Lemmas 3.2 and 5.1, we can bound (6.7) by
Cεe
M‖v‖2∥∥〈Dx j 〉3/2+εv∥∥‖u‖ · ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j
 C2εe2M‖v‖
2∥∥〈Dx j 〉3/2+εv∥∥2‖u‖2 + ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j . (6.8)
Now we consider I64, we need employ the duality to share half derivative too,
∣∣(I64, Kx j w)∣∣=
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
v¯〈Dx j 〉1/2Kx j u dx′k, v¯〈Dx j 〉1/2Kx j w
)∣∣∣∣∣, (6.9)
we apply Schwartz inequality to (6.9), and continue with
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∥∥∥∥∥ ∂x j〈Dx j 〉
∞∫
xk
v¯〈Dx j 〉1/2Kx j u dx′k
∥∥∥∥∥
L2x j L
∞
xk
∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j

∥∥∥∥ ∂x j〈Dx j 〉 v¯〈Dx j 〉1/2Kx j u
∥∥∥∥
L2x j L
1
xk
∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j

∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥L2x j · ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j

∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥2L2x j + ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j . (6.10)
Thus we ﬁnish the proof. 
Lemma 6.2. Let Kx1 = Kx1 (v), then we have∣∣∣∣∣
(
Kx j
{( ∞∫
xk
v∂x j u¯ dx
′
k
)
v
}
, Kx j w
)∣∣∣∣∣ Cε(1+ M)eM‖v‖2(1+ ‖v‖H3/2+ε )4(‖u‖2 + ‖w‖2)
+ 2eM‖v‖2(∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥2L2x j
+ ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j ), (6.11)
where j,k = 1,2, j = k.
Proof. First we notice that Kx j = (K x j )−1, thus we have
Kx j
{( ∞∫
xk
v∂x j u¯ dx
′
k
)
v
}
= Kx j (K x j )−1K x j
{( ∞∫
xk
v∂x j u¯ dx
′
k
)
v
}
= K 2x j Kx j
{( ∞∫
xk
v¯∂x j u dx
′
k
)
v¯
}
= K 2x j
5∑
m=1
I˜m + K 2x j
4∑
n=1
I˜6n,
where
K x1 =
m=1∑
∞
Mm
m! P
m
x1 , P x1 =
x j∫
−∞
∥∥u(t, x′j)∥∥L2xk dx′j −Dx j〈Dx j 〉 ,
and
I˜1 = [K x j∂x j , v]
( ∞∫
xk
vu¯ dx′k
)
, I˜2 = v
∞∫
xk
[K x j∂x j , v]u¯ dx′k,
I˜3 = v
∞∫
xk
v[K x j , ∂x j ]u¯ dx′k, I˜4 = −v
∞∫
xk
(∂x j v)Kx j u dx
′
k,
I˜5 = K x j
{( ∞∫
xk
vu¯ dx′k
)
∂x j v +
( ∞∫
xk
(∂x j v)u¯ dx
′
k
)
v
}
,
I˜6 = v
∞∫
xk
∂x j (vKx j u)dx
′
k. (6.12)
Furthermore, use the same calculation as in (6.5), we split I˜6 into four terms,
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[
v, 〈Dx j 〉1/2
]( ∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k
)
+ [v, 〈Dx j 〉1/2]
(
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
v
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
v
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
)

4∑
n=1
I˜6n.
Same argument as in Lemma 6.1 gives
5∑
m=1
∥∥K 2x j I˜m∥∥+ 2∑
n=1
∥∥K 2x j I˜6n∥∥ Cε(1+ M)e3M‖v‖2[(1+ ‖v‖H3/2+ε )2 + (‖v‖L2xk L∞x j + ∥∥〈Dx j 〉v∥∥L2xk L∞x j )2]‖u‖
+ Ce2M‖v‖2(‖v‖L2xk L∞x j + ∥∥〈Dx j 〉v∥∥L2xk L∞x j ) · ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥L2x j . (6.13)
Now we turn to I˜63, by deﬁnition
K 2x j I˜63 = K 2x j
(
〈Dx j 〉1/2
(
v
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k
))
= [K 2x j , 〈Dx j 〉1/2]
(
v
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
K 2x j
(
v
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k
))
= I˜631 + I˜632.
By the deﬁnition of Kx j , denote K
2
x j = K˜x j , where K˜x j is a Kx j replaced M by 2M , so ‖ I¯631‖ can be controlled properly by
using Lemma 3.2. For I˜632, by duality
∣∣( I˜632, Kx j w)∣∣=
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k, v¯(K ∗x j )2〈Dx j 〉1/2Kx j w
)∣∣∣∣∣, (6.14)
where K ∗x j = (Kx j )∗ is the duality operator of Kx j . Then we split (6.14) as∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k, [v¯, (K ∗x j )2〈Dx j 〉1/2]Kx j w
)∣∣∣∣∣
+
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k, (K ∗x j )2[〈Dx j 〉1/2, v¯]Kx j w
)∣∣∣∣∣
+
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
[〈Dx j 〉1/2, v]Kx j u dx′k, (K ∗x j )2 v¯〈Dx j 〉1/2Kx j w
)∣∣∣∣∣, (6.15)
using Lemmas 3.2 and 5.4, the ﬁrst two terms can be controlled by the right-hand side of (6.13). Same argument as (6.6)
let us control the last term by
Ce3M‖v‖2
∥∥〈Dx j 〉3/2+εv∥∥‖u‖ · ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j
 C2e6M‖v‖2
∥∥〈Dx j 〉3/2+εv∥∥2‖u‖2 + ∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j .
Finally, we consider the contribution from |(K 2x I˜64, Kx j w)|,j
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(
v
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
)
= [K 2x j , 〈Dx j 〉1/2]
(
v
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
)
+ 〈Dx j 〉1/2
(
K 2x j
(
v
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
))
= I˜641 + I˜642.
We only consider the main contribution I642,∣∣(I642, Kx j w)∣∣=
∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k, v¯
(
K ∗x j
)2〈Dx j 〉1/2Kx j w
)∣∣∣∣∣, (6.16)
as in (6.15), it is easy to see that the main contribution for (6.16) comes from∣∣∣∣∣
(
∂x j
〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k,
(
K ∗x j
)2
v¯〈Dx j 〉1/2Kx j w
)∣∣∣∣∣. (6.17)
Using Schwartz inequality and ‖(K ∗x j )2 f ‖L2  e2M‖u‖‖ f ‖L2 , (6.17) can be bounded by
e2M‖u‖
∥∥∥∥∥ ∂x j〈Dx j 〉
∞∫
xk
v〈Dx j 〉1/2Kx j u dx′k
∥∥∥∥∥
L2x j L
∞
xk
∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥L2x j , (6.18)
as in (6.10), we can bound (6.18) by
e2M‖u‖
∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j u∥∥L2xk ∥∥2L2x j + e2M‖u‖∥∥‖v‖L2xk ∥∥〈Dx j 〉1/2Kx j w∥∥L2xk ∥∥2L2x j . (6.19)
Thus we ﬁnish the proof. 
7. Nonlinear estimates
Now we are ready to estimate the main nonlinearity term (Kx j (u)〈Dxj 〉s g, Kx j (u)〈D j〉s v) in (4.1). Our new arguments
base on Lemmas 3.3, 3.4 and 3.5. Here
g(t, x1, x2) = d1|u|2u + d2
[ ∞∫
x1
(
∂x2 |u|2
)
dx′1 +
∞∫
x2
(
∂x1 |u|2
)
dx′2
]
u + d3(Φ1 + Φ2)u. (7.1)
Denote E j ( j = 1,2,3) to be the jth term of the left-hand side of (7.1), then we have
g =
3∑
i=1
Ei .
Now we study these terms one by one.
Lemma 7.1. Let Kx1 = Kx1 (u), and s > 1∥∥Kx j 〈Dx j 〉s E1∥∥ Cd1eM‖u‖2‖u‖3Hs , (7.2)∥∥Kx j 〈Dx j 〉s E3∥∥ Cd3eM‖u‖2(‖Φ1‖Hsx1 + ‖Φ2‖Hsx2 )‖u‖Hs , (7.3)
where j = 1,2.
Proof. First we notice when s > 1, Hs(R2) is an algebra, so∥∥Kx j 〈Dx j 〉s E1∥∥= d1∥∥Kx j 〈Dx j 〉s(|u|2u)∥∥
 Cd1eM‖u‖
2∥∥|u|2u∥∥Hs
 Cd1eM‖u‖
2‖u‖3Hs ,
thus we ﬁnish the proof for (7.2). The proof for (7.3) is similar, we omit the details. 
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Lemma 7.2. Let Kx1 = Kx1 (u), and 3/2< s < 2,∣∣(Kx j 〈Dx j 〉s E2, Kx j 〈Dx j 〉su)∣∣ Cd2(1+ M)2e2M‖u‖2(1+ ‖u‖Hs)4‖u‖2Hs
+ CeCM‖u‖2(∥∥‖u‖L2xk ∥∥〈Dx j 〉1/2Kx j 〈Dx j 〉su∥∥L2xk ∥∥2L2x j ), (7.4)
where j,k = 1,2 and j = k.
Proof.
E2 = d2
( ∞∫
x1
∂x2 |u|2 dx′1 +
∞∫
x2
∂x1 |u|2 dx′2
)
u  E21 + E22.
By symmetry, it is suﬃcient to prove (7.4) for E21 instead of E2, where
E21 = d2u
∞∫
x1
∂x2 |u|2 dx′1 = d2u
∞∫
x1
u¯∂x2u dx
′
1 + d2u
∞∫
x1
u∂x2 u¯ dx
′
1. (7.5)
We consider two cases according to j.
Case I: Let j = 1, for (7.4), it suﬃce to show∥∥∥∥∥Kx1〈Dx1〉s
(
u
∞∫
x1
u¯∂x2u dx
′
1
)∥∥∥∥∥ Cse2M‖u‖2‖u‖3Hs . (7.6)
In view of (5.1), we notice that∥∥Kx1〈Dx1〉s f ∥∥L2x1  eM‖u‖(‖u‖L2x1 + ∥∥Dsx1u∥∥L2x1 ),
thus the right-hand side of (7.6) can be controlled by
eM‖u‖2
(∥∥∥∥∥u
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥+
∥∥∥∥∥Dsx1
(
u
∞∫
x1
u¯∂x2u dx
′
1
)∥∥∥∥∥
)
. (7.7)
For the ﬁrst term of (7.7),∥∥∥∥∥u
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥ ‖u‖L∞x2 L2x1
∥∥∥∥∥
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥
L2x2 L
∞
x1
 ‖u‖L∞x2 L2x1 ‖u¯∂x2u1‖L2x2 L1x1
 ‖u‖L∞x2 L2x1 ‖u¯‖L∞x2 L2x1 ‖∂x2u1‖L2x2 L2x1 , (7.8)
which is acceptable for (7.6).
Now we turn to the second term of (7.7), by triangle inequality∥∥∥∥∥Dsx1
(
u
∞∫
x1
u¯∂x2u dx
′
1
)∥∥∥∥∥
∥∥∥∥∥(Dsx1u)
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥+
∥∥∥∥∥
[
Dsx1 ,
∞∫
x1
u¯∂x2u dx
′
1
]
u
∥∥∥∥∥. (7.9)
For the ﬁrst term of (7.9), using Hölder inequality, Sobolev Theorem and the fact s > 3/2,∥∥∥∥∥(Dsx1u)
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥ ∥∥Dsx1u∥∥
∥∥∥∥∥
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥
L∞x2 L
∞
x1

∥∥Dsx1u∥∥‖u¯∂x2u‖L∞x2 L1x1  C‖u‖3Hs ,
which is enough for (7.6). For the second term of (7.9), we need employ Lemma 3.5,
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[
Dsx1 ,
∞∫
x1
u¯∂x2u dx
′
1
]
u
∥∥∥∥∥
L2x2 L
2
x1

∥∥Ds−1x1 u∥∥L∞x2 L2x1
∥∥∥∥∥Dx1
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥
L2x2 L
∞
x1
+ ‖u‖L∞
∥∥∥∥∥Dsx1
∞∫
x1
u¯∂x2u dx
′
1
∥∥∥∥∥
L2
, (7.10)
we notice that ∂x
∫∞
x f (t)dt = f (x), and continue with

∥∥Ds−1x1 u∥∥L∞x2 L2x1 ‖u¯∂x2u‖L2x2 L∞x1 + ‖u‖L∞∥∥Ds−1x1 (u¯∂x2u)∥∥L2 , (7.11)
then by Lemma 3.3 with 0< s − 1< 1, (7.11) can be bounded by∥∥Ds−1x1 u∥∥L∞x2 L2x1 ‖u¯∂x2u‖L2x2 L∞x1 + ‖u‖L∞(∥∥(Ds−1x1 u¯)∂x2u∥∥L2 + ∥∥[Ds−1x1 , u¯]∂x2u∥∥L2)
 ‖u‖3Hs + ‖u‖L∞
(∥∥Ds−1x1 u¯∥∥L2‖∂x2u‖L∞ + ‖u¯‖L∞∥∥Ds−1x1 ∂x2u∥∥L2)
 C‖u‖3Hs .
Thus we ﬁnish the proof for (7.6).
Case II: For j = 2. First, we study the ﬁrst part of (7.5), we have
Kx2〈Dx2〉s
(
u
∞∫
x1
u¯∂x2u dx
′
1
)
= Kx2
[〈Dx2〉s,u] ∞∫
x1
u¯∂x2u dx
′
1 + Kx2u
∞∫
x1
[〈Dx2〉s, u¯]∂x2u dx′1
+ Kx2u
∞∫
x1
u¯∂x2〈Dx2〉su dx′1.
Applying Lemma 3.4 and Hölder inequality to the ﬁrst two terms can get proper control. Thus for (7.4) it suﬃcient to prove∣∣∣∣∣
(
Kx2
(
u
∞∫
x1
u¯∂x2〈Dx2〉su dx′1
)
, Kx2〈Dx j 〉su
)∣∣∣∣∣ Cd2(1+ M)2e2M‖u‖2(1+ ‖u‖Hs)4‖u‖2Hs
+CeCM‖u‖2(∥∥‖u‖L2x1 ∥∥〈Dx2〉1/2Kx2〈Dx2〉su∥∥L2x1 ∥∥2L2x2 ),
this directly follows from Lemma 6.1 by assuming v = h = 〈Dx2 〉su, f = u¯ and g = u.
For the second part of (7.5), the proof is similar by using Lemma 6.2 instead of Lemma 6.1, we omit the details here.
Thus we ﬁnish the proof. 
Remark 7.3. Gather Lemmas 7.1 and 7.2 together, we have∣∣(Kx j 〈Dx j 〉s g, Kx j 〈Dx j 〉su)∣∣ Cd3(‖Φ1‖Hsx1 + ‖Φ2‖Hsx2 )‖u‖Hs + Cd1‖u‖3Hs
+ Cd2(1+ M)2e2M‖u‖2
(
1+ ‖u‖Hs
)4‖u‖2Hs
+ Cd2eCM‖u‖2
(∥∥‖u‖L2xk ∥∥〈Dx j 〉1/2Kx j 〈Dx j 〉su∥∥L2xk ∥∥2L2x j ), (7.12)
where Kx j = Kx j (u), 3/2< s < 2, j,k = 1,2, j = k and g as in (2.2).
8. Proof of Theorem 1.1
Theorem 1.1 will be obtained by a priori estimates of the solutions and a standard continuation argument. Let u be a
Schwartz solution of (1.3), by Lemma 4.1 and (7.12) we have for 3/2< s < 2,
1
2
d
dt
2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥2 +(M4 − Cd2eCM‖u‖2
)∑
j =k
∥∥‖u‖L2xk 〈Dx j 〉1/2Kx j (u)〈Dx j 〉s v∥∥2
 C
(
s, |d1|, |d2|, |d3|,
∥∥u(t)∥∥,‖Φ1‖Hsx1 ,‖Φ2‖Hsx2 )(‖u‖2Hs + ‖u‖6Hs). (8.1)
By L2 Conservation Law, we have ‖u(t)‖ = ‖φ‖. If we take M big enough and ‖φ‖ small enough to satisfy M4 −Cd2eCM‖φ‖
2
>
0, then (8.1) implies that
Y. Wang / J. Math. Anal. Appl. 367 (2010) 174–192 1891
2
d
dt
2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥2 < C1(‖u‖2Hs + ‖u‖6Hs), (8.2)
where C1 denotes the constant C(s, |d1|, |d2|, |d3|,‖φ‖,‖Φ1‖Hsx1 ,‖Φ2‖Hsx2 ). Then by ‖K−1x j u‖ eM‖u‖
2‖u‖, we have
1
2
d
dt
2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥2  C2
(
2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥2 + 2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥6
)
, (8.3)
where C2 = C1(1+ eM‖φ‖2)6. We denote
F (t) =
2∑
j=1
∥∥Kx j (u)〈Dx j 〉su∥∥2,
then we have
d
dt
F (t) < C2
(
F (t) + F (t)3), (8.4)
by simply calculation we have
d
dt
(
e−C2t F (t)
)
< C2e
2C2t
(
e−C2t F (t)
)3
,
which implies
F (t) <
eC2t F (0)√
1− F (0)2(e2C2t − 1) ,
hence if we let
T  1
2C2
log
(
1+ 1
2F (0)2
)
,
then
F (t)
√
2eC2t F (0), 0 t  T .
Finally, in view of ‖Kx j (u)u‖ eM‖u‖2‖u‖, we obtain
sup
0tT
‖u‖Hs  C3
(
s, |d1|, |d2|, |d3|,‖φ‖,‖Φ1‖Hsx1 ,‖Φ2‖Hsx2
)
,
this estimate associated with standard continuation argument (cf. [10]) complete the proof of Theorem 1.1.
Appendix A. Commutator estimates
In this section we will prove Lemma 3.5, it suﬃces to prove for f , g ∈ S(R), s 1 then∥∥Ds( f g) − f Ds g∥∥L2(R)  Cs(‖Df ‖L∞(R)∥∥Ds−1g∥∥L2(R) + ∥∥Ds f ∥∥L2(R)‖g‖L∞(R)), (A.1)
where D̂s f (ξ) = |ξ |s fˆ (ξ). Our methods here are based on [16,18].
We introduce some notations: Let η ∈ C∞0 (R), η  0, suppη ⊂ (−2,2), and η(ξ) = 1 for ξ ∈ (−1/2,1/2). Then denote
φ(ξ) = η(ξ) − η(ξ/2), φk(ξ) = φ(2−kξ), φ<k(ξ) =∑ j<k φ(2− jξ) and φ˜k(ξ) =∑| j−k|<3 φ(2− jξ). It is easy to notice that∑
k∈Z
φk(ξ) = 1 for ξ = 0.
Deﬁne Littlewood–Paley operators
Q̂ k f (ξ) = φk(ξ) fˆ (ξ), Q̂<k f (ξ) = φ<k(ξ) fˆ (ξ) and Q˜ k f =
∑
| j−k|<3
Q j f .
We have the product decomposition
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∑
k∈Z
Qk
( ∑
m∈Z
Qm f
∑
n∈Z
Qng
)
=
∑
k∈Z
Q˜ k(Qk f Q<k−2g) +
∑
k∈Z
Q˜ k(Q<k−2 f Qk g) +
∑
| j|2
∑
k∈Z
Qk f Qk− j g. (A.2)
In the following, we will denote∑
k
≡
∑
k∈Z
.
Lemma A.1. Let f , g ∈ S(R) and s 0, then we have∥∥∥∥∑
k
Q˜ k
(
2−skDs Q<k+4 f Qkg
)∥∥∥∥
L2
 ‖ f ‖L2‖g‖L∞ .
Proof. A clear proof can be found in [18], the lecture notes for Course Math 247B, Lecture 6, Proposition 4.1. 
Now we are ready to prove Lemma 3.5.
Proof of Lemma 3.5. Here we follow the idea in [16]. By (A.2), we have
Ds( f g) =
∑
k
Ds Q˜ k(Qk f Q<k−2g) +
∑
k
Ds Q˜ k(Q<k−2 f Qk g) +
∑
| j|2
∑
k
DsQ<k+4(Qk f Qk− j g)
= I1 + I2 + I3,
and
f Ds g =
∑
k
Q˜ k
(
Qk f D
sQ<k−2g
)+∑
k
Q˜ k
(
Q<k−2 f Ds Qkg
)+ ∑
| j|2
∑
k
Q<k+4
(
Qk f D
sQk− j g
)
= II1 + II2 + II3.
So we have
Ds( f g) − f Ds g = I1 − II3 + (I2 − II2) + II1 + I3, (A.3)
we will estimate these terms one by one.
For the term I1, we have
I1 =
∫ ∫
ei(x,ξ+η)σ1(ξ,η)|ξ |s fˆ (ξ)gˆ(η)dξ dη,
where
σ1(ξ,η) =
∑
k
|ξ + η|s
|ξ |s φ˜k(ξ + η)φk(ξ)φ<k−2(η).
For the term II3, we have
II3 =
∫ ∫
ei(x,ξ+η)σ2(ξ,η)|ξ |s fˆ (ξ)gˆ(η)dξ dη,
where
σ2(ξ,η) =
∑
k
|η|s
|ξ |s φk(ξ)
∑
| j−k|<3
φk− j(η).
Then we consider the term I2 − II2 =∑k Ds Q˜ k(Q<k−2 f Qk g) −∑k Q˜ k(Q<k−2 f Ds Qk g), and we notice that
I2 − II2 =
∫ ∫
ei(x,ξ+η)σ3(ξ,η)ξ fˆ (ξ)|η|s−1 gˆ(η)dξ dη,
where
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∑
k
|ξ + η|s − |η|s
ξ |η|s−1 φ˜k(ξ + η)φ<k−2(ξ)φk(η)
=
∑
k
1∫
0
sgn(ξη)
|ξt + η|s−1
|η|s−1 dt φ<k−2(ξ)φk(η).
It is easy to verify that σi(ξ,η), i = 1,2,3 satisﬁes (3.1), thus by Lemma 3.1 we get
‖I1‖L2(R) + ‖II3‖L2(R) 
∥∥Ds f ∥∥L2(R)‖g‖L∞(R),
‖I2 − II2‖L2(R) 
∥∥ f ′∥∥L2(R)∥∥Ds−1g∥∥L∞(R).
For II1 in (A.3), using Littlewood–Paley inequality, we have
‖II1‖L2 =
∥∥∥∥∑
k
Q˜ k
(
2sk Qk f 2
−skDsQ<k−2g
)∥∥∥∥
L2

∥∥∥∥(∑
k
∣∣2sk Qk f 2−skDs Q<k−2g∣∣2)1/2∥∥∥∥
L2

∥∥∥∥(∑
k
∣∣2sk Qk f ∣∣2)1/2∥∥∥∥
L2
∥∥2−skDs Q<k−2g∥∥L∞

∥∥Ds f ∥∥L2‖g‖L∞ .
For the term I3 in (A.3), we need employ duality,
(I3,h) =
∑
| j|2
(∑
k
DsQ<k+4(Qk f Qk− j g),h
)
=
∑
| j|2
∑
k
(
Qk f Qk− j g, DsQ<k+4h
)
=
∑
| j|2
∑
k
(
Qk f , D
sQ<k+4hQk− j g¯
)
,
then use Littlewood–Paley inequality and Lemma A.1, we have
∣∣(I3,h)∣∣= ∣∣∣∣∑
| j|2
∑
k
(
Qk f , D
sQ<k+4hQk− j g¯
)∣∣∣∣

∥∥∥∥(∑
k
∣∣2sk Qk f ∣∣2)1/2∥∥∥∥
L2
∥∥∥∥(∑
k
∣∣Q˜ k(2−skDs Q<k+4hQk− j g¯)∣∣2)1/2∥∥∥∥
L2

∥∥Ds f ∥∥L2∥∥∥∥∑
k
Q˜ k
(
2−skDs Q<k+4hQk− j g¯
)∥∥∥∥
L2

∥∥Ds f ∥∥L2‖h‖L2‖g‖L∞ ,
hence we have
‖I3‖L2 
∥∥Ds f ∥∥L2‖g‖L∞ .
Thus the proof for (A.1) is completed. 
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