Abstract-Conventional differential chaos-shift-keying systems (DCSK) are not the most suitable for supporting continuousmobility scenarios. Therefore, in this paper an improved continuous-mobility differential chaos-shift-keying system (CM-DCSK) is presented that provides greater agility and improved performance in fast fading channels without accurate channel estimation while still being simple compared to a conventional DCSK system. A new DCSK frame signal is designed to reach this goal. In our new frame design, each reference sample is followed by a data carrier sample. This modification of the system design reduces the hardware complexity of DCSK because it requires a shorter wideband delay line and significantly improves the performance over fast fading channels while keeping the non-coherent nature of the transmission system. Once the design is explained, the bit error rate performance is computed over a multipath fast fading channel and compared to the conventional DCSK system. Simulation results confirm the advantages of this new noncoherent spread-spectrum design that can support mobility.
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I. INTRODUCTION
C
HAOTIC signals are one of the hot topics in the field of wireless communications due to their properties [1] - [7] . Notably, their inherent wideband characteristics make them well suited for spread-spectrum schemes [1] , [2] , [8] . Chaotic sequences have similar advantages to other spread-spectrum ones, including the counteraction of fading effects and jamming resistance. Furthermore, the low probability of interception (LPI) of some chaotic signals allows them to be one of the natural candidates for military scenarios as well as densely populated environments [9] , [10] . Additionally, chaos-based sequences have proved to be better candidates than Gold or independent and identically distributed sequences to reduce the peak-to-average power ratio (PAPR) [1] , [11] .
In the last two decades, many chaos-based communication systems have been proposed [4] , [12] - [22] . Chaos-shift-keying (CSK) systems [8] require coherent receivers in order to regenerate an exact replica of the chaotic sequence. However, chaotic synchronization performs poorly in noisy environments [8] , and this poses a real challenge for chaotic communication with coherent receivers. Within the class of systems allowing non-coherent reception, differential chaos-shift keying (DCSK) [14] , [16] , [23] is one of the most studied system. It was shown to be implementable with low complexity [24] . In DCSK, each bit duration is split into two equal slots, where the first slot is allocated to a reference chaotic signal, while the second slot is used to transmit the data spread with the reference signal. The differential nature of this design avoids chaotic synchronization at the receiver side. The performance of DCSK over slow fading has already been studied [25] , as well as in cooperative or MIMO schemes [3] - [5] , [26] , [27] .
DCSK is robust to multipath slow fading [28] and demodulation can be carried out without accurate channel state information (CSI) [16] , but only if the channel coefficients remain constant during each DCSK bit duration. The major disadvantages of the conventional DCSK design are its poor information security ability due to the repetition of chaos sequences, its poor performance under fast fading, and the need of long wideband delay lines. The latter makes DCSK systems very challenging to implement with current CMOS technologies [29] , [30] .
There has been a number of proposals to overcome the weaknesses of DCSK. In [31] , the authors introduced a time permutation in the DCSK frame which destroys the similarity between the reference and data samples. It makes the bit rate undetectable from spectral analysis while allowing multiple access communications by assigning different permutation functions to each user. Another scheme was proposed by the same authors in [32] : a correlation delay-shift-keying (CDSK) system where the reference and data sequences are transmitted simultaneously in order to increase the data rate and security, but at the cost of a bit-error rate (BER) performance loss. In [33] , a multiresolution M-ary DCSK system is proposed, making it possible to manage the tradeoffs of BER and quality of service while keeping the properties of DCSK.
To avoid the use of long delay lines in the implementation of DCSK, a system called code-shifted DCSK (CS-DCSK) [29] has been proposed, where the reference and data sequences are multiplexed using Walsh code sequences instead of resorting to time delay multiplexing. An extended version of this scheme is detailed in [30] , where the Walsh codes are replaced by chaotic sequences while the reference signal is transmitted 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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through orthogonal frequencies. These two methods increase the data rate while improving the BER, but require synchronization at the receiver. In [7] , a multi-carrier DCSK (MC-DCSK) system is proposed. It can support multi-user transmission [34] . The chaotic reference sequence is transmitted over a predefined subcarrier frequency while multiple modulated data streams are transmitted over the remaining subcarriers. This scheme has improved energy efficiency, offers higher data rates, but has larger bandwidth requirements. All these schemes are hindered by their high complexity, but they highlight the importance of decoding the transmitted data without the use of a complex channel estimator. However, DCSK systems only work when the channel coefficients remain constant during each bit duration. Continuous mobility implies fast variations of the wireless channel state, and the systems mentioned above fail to recover the data when the channel coefficients vary during the bit duration.
The main motivation of the present paper is to propose a low-complexity, non-coherent, DCSK scheme with shortened wideband delay lines, that may perform well in fast fading channels without the need of accurate CSI. The possibility of using a shortened delay line helps to mitigate the mentioned implementation drawbacks associated to longer ones [29] , [30] . To reach this goal, a new DCSK frame is proposed, where each chaotic reference sample is followed by the same reference sample multiplied by the sign associated to the binary data. In this case, the DCSK frame corresponding to a given bit is composed of a sequence of paired samples.
At the receiver side, the signal is correlated with a one time chip T c delayed version of itself and then sampled with period 2T c . After sampling, the sequence is integrated over the whole bit duration. Finally, the decoded bits are recovered by comparing the correlator output to a zero threshold. In this scenario, the adaptation to the wireless channel is naturally performed.
We derive the analytical bit error probability expression over a fast fading channel for the most general case, and we show the accuracy of our analysis by comparing it against numerical simulations. This analysis is valid for any kind of spreading sequence, not just chaos-based ones, but we particularize it for the DCSK case according to the scope of this work. We provide approximate bounds and semi-analytical results which are valuable for practical implementations. We can conclude that this design may be well suited for vehicle-to-vehicle communications or any other mobility scenarios where channel coefficients vary faster than the bit duration.
The remainder of this paper is organized as follows. In Section II, the conventional DCSK is presented along with the architecture of the proposed CM-DCSK system. The performance analysis is developed in Section III. Simulation results and discussions are presented in Section IV. Finally, concluding remarks are presented in Section V.
II. A SPREAD-SPECTRUM COMMUNICATION SYSTEM FOR CONTINUOUS MOBILITY
In this section, a non-coherent spread-spectrum communication system adapted for a continuous-mobility scenario is presented. A non-coherent spread-spectrum system based on a reference signal can work well under slow fading, but a fast fading context may lead to severe degradation and complete data loss.
A. Differential Spread-Spectrum Communication Systems
The developments proposed in this section are general i.e. not bound to a specific kind of spreading sequence. Thus a general naming convention is used up until Section IV where simulation results are presented and where the focus is on the specific case of DCSK.
The discrete-time baseband equivalent model for a binary conventional differential spread-spectrum (DSS) communication system is shown in Fig. 1 . Such a system receives the name of DCSK when chaos-based spreading sequences are used. Fig. 1 shows that, in the modulator, each data value s i = {−1, +1} (a polar binary sequence) is transmitted by using a reference sequence, followed by the reference sequence times the data.
Let 2β be the spreading factor of the DSS system, defined as the number of chips sent for each data bit, where β is an integer, and T b = 2βT c is the bit duration. During the i th bit interval, and the k th chip period, the output of the transmitter e i,k , k = 0, · · · , 2β − 1, is defined as
where x i, j is the j th sample of the spreading sequence for the i th bit. The spreading-sequence power is normalized so that E x i, j 2 = 1, and, therefore, E e i,k 2 = 1.
The DSS receiver in Fig. 1c illustrates how the first half of the received chip samples, r i, j+β , j = 0, · · · , β − 1, is correlated with the conjugated second-half part of the sequence, r * i, j , j = 0, · · · , β − 1; the result is sampled with period 2T c and accumulated over half the bit duration (β samples). Lastly, the data is estimated through a thresholding operation.
B. CM-DSS System Design
The continuous-mobility differential spread-spectrum (CM-DSS) design proposed here aims to support a continuousmobility scenario, and this implies a fast change in the channel coefficients with respect to the bit rate. The discrete-time baseband equivalent model is shown in Fig. 2 . The transmission of a bit requires again two sequences of spread-spectrum samples, so that we can still differentially demodulate the data. However, unlike the conventional DSS setup that separately spans the reference samples and the data-carrying samples in different intervals of durationg T b /2, the CM-DSS transmitter uses a short delay circuit of one chip period T c for each type of sample. Such a circuit is easy to implement in CMOS technology.
This new strategy generates a novel spread-spectrum frame, that can significantly increase the resistance of the system to possible fast variations of the channel coefficients during the overall transmission bit period. Again, 2β defines the spreading factor such that T b = 2βT c . The length of the reference sequence is the same as in the DSS setup, the only change lies in the definition of the frame. This CM-DSS system benefits from the non-coherent advantages of a differential spread-spectrum system, along with improved resistance to fast fading channels, as will be shown in the sequel. The key point here is the low implementation complexity.
During the i th bit interval, and the k th chip time, the output of the transmitter e i,k , k = 0, · · · , 2β − 1, can be described as
where x i, j is the spread-spectrum sequence sample. As shown in Fig. 2c , the block diagram of the CM-DSS receiver, the conjugated received sequence sample r * i,2 j is correlated with a delayed version of itself r i,2 j+1 . The result is then sampled with sampling period 2T c and accumulated over β chip periods. Again, the received bits are estimated through a thresholding operation. With this strategy, even if the channel coefficients change during time T b = 2βT c , the CM-DSS receiver could still recover the data with some reliability. If the channel response is constant during a number of T c periods, the reference and data samples may be successfully correlated. The degree of compensation depends on the coherence time of the channel relative to the bit and chip periods. This point is detailed and mathematically analyzed in Section III, the performance analysis section of this paper.
C. Channel Model
We choose a commonly used channel model in spreadspectrum wireless communication systems, valid to represent both fast or slow flat fading. A two-ray Rayleigh channel model is used in similar chaos-based spread-spectrum systems [28] , [16] . A general model could be as shown in Fig. 3 , where we represent schematically a multipath fading channel with L (L ≥ 2) independent paths. In the analytic part, we will begin by considering the two-ray model for convenience. After this, we will show how to take into account the general case with L ≥ 2 multipath components.
In the model of Fig. 3 , λ l is the complex channel coefficient of the l th path. We will use the notation λ l,i,k for the channel coefficient from the l th path affecting the k th chip of the i th bit. We consider the first path to be synchronously detected (main path, no delay in the figure), while the rest of paths are received with different time delays τ l , for l > 1. As we work with baseband equivalents of sampled signals, the delay for the l th path in terms of number of chips will be denoted as d l , which is an integer greater or equal than 0. Note that d 1 = 0. We are going to assume that d l < β, i.e. the path delay will always be shorter than half the bit duration.
Each channel flat-fading coefficient λ l corresponds to a general Rician model with expression
where K is the ratio of specular to diffuse energy [35] , g l is a real number representing the path gain, and r I and r Q are N (0, 1/2) random variables (RVs). The first term inside the brackets represent the line-of-sight (LOS) component of the channel, whereas the second term represents the dispersive component. When K = 0 we are in the pure Rayleigh fading case, whereas K → ∞ represents a channel without fading. Let a = |λ l | /g l be the normalized envelope of the fading coefficient, we may verify that it constitutes a Rician RV with probability density function (pdf) [35] 
where I 0 (·) is the zeroth-order modified Bessel function of the first kind, and a ≥ 0. Note that E a 2 = 1. We assume that the main path may exhibit a LOS component and therefore |λ 1 | /g 1 follows (6) with K ≥ 0, while the rest of paths |λ l | /g l , l > 1, follow a Rayleigh pdf (K = 0). This is a reasonable model, as stated in [35] . We also assume that L l=1 g 2 l = 1. Dropping for the moment the bit index i, the autocorrelation of the fading coefficients is determined by
l,k+m , and the Doppler power spectral density (psd) is given by its discrete Fourier transform. We follow the known Jakes' model [35] , where, for K = 0,
where f d l is the Doppler frequency for the l th path. The autocorrelation of any λ l is then
where T c is the chip period and J 0 (·) is the zeroth-order Bessel function of the first kind. We will use a standard definition of the coherence time as [36] 
The parameter used for analysis and simulations will be the coherence time normalized to the chip period, as
Taking all this into account, the received signal r i,k for the i th symbol interval and the k th chip time (k = 0, · · · , 2β − 1) will be
where n k is a sample of the AWGN process for chip time k, and
, where each noise component is a Gaussian RV with variance σ 2 n . Given that (E e i,k 2 = 1), noise power calculations will be related to E b /N 0 following
Note that, for a given delay d l and given values of k lower than such a delay, we have an interference term from the previous data symbol sequence. Under slow fading, the value of λ l,i,k for a given l th path and a given i th bit period will change slowly throughout the sequence, and will keep a highly correlated value for a given number of chip periods. In a continuousmobility scenario, we may have a situation where λ l,i,k changes in an almost uncorrelated way at each k th chip period for given l and i. This will have an impact on the possibilities of the CM-DSS model, as will be shown in the subsequent analysis.
III. PERFORMANCE ANALYSIS OF CM-DSS
In this section, the performance of the CM-DSS and DSS setups is evaluated, and the analytical BER expression for CM-DSS is derived. The focus is on the two-path model. This model captures the majority of cases of practical interest i.e. where the main interference comes from a secondary well defined set of scatterers with significant power, thus constituting a distinguishable-second-path. From three paths and on, their joint effects on the recovered signal converge rapidly to an equivalent model with lots of scatterers building up a single-equivalent-faded path.
The decision variable is the input to the thresholding block of Figs. 1 and 2 . Considering the DSS case, we have, for the m th symbol interval:
where 
where we have a number of terms with different impacts on the decision variable, depending on the delay and change rate profile of the L = 2 path. Let's examine the main term contributing to the information recovery, the autocorrelation of the first path:
where |x m, j | 2 stems from a deterministic spreading sequence. Given the phase statistics of the λ random variable as seen in (5), and assuming a scenario where the coherence time is lower than T c , λ * 1,m, j and λ 1,m, j+β will be almost fully uncorrelated and the expectation of (16) yields
This expression tends to 0 when we are close to the purely Rayleigh scenario, so that K → 0. Therefore, in such situation, the DSS approach cannot recover the data sent. The information may be fully destroyed, unless the LOS component is clearly dominant.
Let us now examine what happens in the CM-DSS case. The decision variable is defined as
Assuming knowledge of both fading sequences
and in order to calculate conditional probabilities on λ 1 and λ 2 , we can decompose D m , for d 2 even, into a number of discrete contributions, containing data recovery and interference terms. The calculations involved are given in Appendix A. As explained there, D m results in a Gaussian RV with conditional pdf
where the variance consists in the contribution of terms (35), (37) , (38)
and the mean in the contribution of terms (36) 
The case with delay d 2 odd yields similar results. The derivations are given in Appendix B. The total variance of the Gaussian RV encompasses the contribution of terms (35) , (54), (55)
and the mean, the contribution of terms (36) 
Note that the mean and variance have some specificities depending on whether the delay of the second path d 2 is odd or even. Very remarkably, when it is odd, we have some bias terms in η D m that do not depend on the data that was sent.
The main point for CM-DSS is that the expectation of the main contribution to the data recovery, η 1 (s m ), will be nonzero with independence of K when λ 1,m,k has a coherence time in the order of or larger than T c . where
A. Derivation of the CM-DSS BER Expression
The unconditional bit error probability P b can thus be calculated as
This requires calculating
which can only be done numerically: the mean and variance of D m depend in a complex way on λ 1 and λ 2 . The numerical evaluation of (27) based on the characterization of the D m RV constitutes the analytical BER for the two-ray case and is used as such in Section IV. Furthermore, a simplified bound based on its analysis is derived and may be applied for the general L ≥ 2 case.
B. Case Studies for the Two-Ray Model
We now address the analysis of the previous expressions under different situations. The objective is to properly characterize the limits within which a CM-DSS system is useful. The correct basis for the numerical evaluation of (27) is provided. Cases where no spreading sequence x m,l is used, just assuming x m,l = 1, are also compared against setups using a spreading sequence. In practice, a spreading sequence is not strictly required for the setup to work as may be inferred from the expressions of η D m and σ 2
D m
: the main contributions to data recovery η 1 (s m ) (36) , and η 7 (s m ) (44)-d 2 even-and η 10 (s m ) (53)-d 2 odd-, are fully dependent on the evolution of the fading gains. Given the scope of the article, focused on improving DCSK, the spreading sequence used in the corresponding tests is based on the Chebyshev map [37] 
normalized to unit power and zero mean. This is one of the preferred choices for DCSK systems given its properties for LPI and anti-jamming. Note that even when a spreading sequence is not used, the waveform is still a spread one. Let's examine the case with d 2 << β even. The mean η D m has two main contributions to data recovery: from the first path (36) and from the second path (44). If the fading gains have normalized coherence times N λ 1 and N λ 2 much smaller than 1, these terms will go to zero for K → 0, and the error probability will tend to 0. The terms (39) to (42) depend on the crosscorrelation of the fading gains along the two paths, and they will be negligible when the spreading factor is large enough. The term (43) is an interference term depending on the previous symbol which may contribute significantly to η D m when the delay is large with respect to β.
In the accompanying figures, G 1 = 20 · log 10 (g 1 ) and G 2 = 20 · log 10 (g 2 ) represent the power gains, in dB, along the respective paths. G 2 = G 1 − A means that the second path power is A dB below the power of the first one, under the constraint g 2 1 + g 2 2 = 1. In Fig. 4 , we have depicted a case with a spreading sequence, and where K = 0, N λ 1 = 1 and N λ 2 = 1. If the interference terms are negligible as mentioned above, the expected value for the mean results E η D m s m , s m ≈ s m · 0.7078, in accordance with the histograms. Though not shown, the histograms without a spreading sequence are qualitatively and quantitatively identical. For higher normalized coherence times, the expected value for η D m will be higher, since J 0 2π 9/ 16π N λ l is a growing function for growing N λ l .
Compare the former figure with case. In this situation, the chip-level correlation at the receiver is performed after β chip periods, and the fading coefficients will be fully uncorrelated unless the normalized coherence time is N λ l ≈ β.
By looking into the contributions to the variance of D m , and taking into account the mutual uncorrelation of both fading processes, we may conclude that the expected value for σ 2
This approximation also holds when using a normalized spreading sequence, uncorrelated and independent from the fading, and with independence of the data symbol values. This will be reflected in the BER plots in the following way: the slope of the BER curves with same spreading factor β will be very similar for different setups (different parameter values, including K , G 1 , G 2 ), since σ 2 n only depends on E b /N 0 and β. On the other hand, η D m will determine a shift in the BER curves reflecting the setup differences, given that its expected value depends on K , N λ l and g l .
In As shown in the figures, for even values of d 2 there seems to be no significant difference in adding a spreading sequence from the point of view of data recovery. This will be further highlighted in Section IV where we compare simulation results against their corresponding bounds. It is as well interesting to note that the influence of K will be relatively small when the other parameters remain constant, as could be deduced from (36) : the value of the main data recovery term will largely depend on the power of the first path, g 2 1 . However, when d 2 is odd, there arise some interesting features. It is easy to demonstrate that approximation (30) for the variance holds, and that the interference terms in η D m containing the cross-product of channel gains across the two paths will also become negligible if d 2 is small with respect to β. The trends mentioned for the case with d 2 even respecting the contribution of (36) will exactly be the same. However, the possible data recovery from the second path, contained in term (53), In this latter case, some measures should be implemented to counteract, compensate or just take into account a sudden BER degradation arising from a possible change in the delay profile of the two paths. The consequences in terms of BER will be shown in Section IV.
All the cases and figures seen so far show that the interference from the previous bit is negligible, as may be inferred by the invariance of the histograms with respect to s m−1 = ±1. This holds so long as d 2 The previous analysis has shown the possibilities and limitations of the system. In order for the CM-DSS scheme to be practical, some properties should be guaranteed:
• The delay should be d 2 << β, so that the interference of the previous symbol along the second path is limited.
• Coherence times have to be in the order of T c , so that N λ 1 ≥ 1 or N λ 2 ≥ 1: in this case, signal power and subsequent data recovery may be performed successfully, from the first and/or second path.
• If a spreading sequence is used, the second path delay d 2 should be guaranteed not to be an odd number of chips in order to have proper frame alignment.
This analysis has also shown that, when β >> 1, 
Under the hypothesis that d i << β and N λ i << β for all i, this expression may be escalated for L ≥ 2 paths
thus leading straightforwardly to a more general simplified bound
This bound uses expected values to represent quantities that in practice are RVs. When d i is odd, (32) is valid only if no spreading sequence is used. Otherwise, (33) 
In the following section, all these points are illustrated with the help of BER simulations. The results of the proposed system are compared with those of other systems like the ones based on DSS. More specifically and in accordance with the scope of this article, the focus is on DCSK-and CM-DCSK-based systems although the developments presented in this section are completely general.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section the BER performance of CM-DCSK is evaluated and compared with that of the DCSK setup. The chaotic spreading sequence used is based on the Chebyshev map [37] , as in the previous section. The numerical evaluation of the analytic result of (27) is calculated based on 10, 000 runs of the D m RV. Almost all of the results throughout this section are for d 2 β, meaning that the intersymbol interference is largely negligible. Furthermore and as shown with the analysis presented in the previous section, this also means that effects remarked in the related plots solely have to do with the profile of the multipath channel. Fig. 8 illustrates some performance results for both CM-DCSK and DCSK schemes in the two-path channel model. The figure shows tight accordance between the numerically evaluated analytical result of (27) and the corresponding simulations, thus validating the approach. The approximate bound of (33) 
low values), it is almost certain that the simplified bound would not be very tight for the BER ranges of practical interest when β = 100. For larger values of β, the approximation of (33) will keep its relative tightness for a larger range of E b /N 0 , because said variations become relatively lower. As expected from the previous analysis, CM-DCSK performs better as N λ 1 grows. On the other hand, conventional DCSK always delivers the same bad performance as N λ 1 β, N λ 2 β. Note that, even in this case, some power is still recovered due to the presence of a LOS path (K = 1). Fig. 9 shows the effect of d 2 on the BER performance of the proposed system over the two-path fading channel. As may be observed, when d 2 is odd and a spreading sequence is used, there is a performance degradation due to the fact that no power is recovered from the second path. See how this does not happen when no spreading sequence is used. In a normal scenario, a spreading sequence has to be used regardless of the characteristics of the delay profile of the channel, because in a non-coherent system like this LPI is required as well as anti-jamming and anti-interference properties. This undesirable effect of d 2 may be overcome by appropriately managing the bit and chip periods, under a pre-established protocol. A full CSI would still not be needed as a basic characterization of the channel profile would suffice. As previously seen, DCSK cannot offer good performance in any case. Note that, again, the numerical evaluation of the analytical BER captures the behavior of the experimental data: the advantage of the former from the point of view of the analysis and design is that the calculations involved are less time and resource consuming than the ones usually devoted to a standard simulation. Regarding the simplified bound (33) , it keeps its mentioned relative tightness within the mentioned E b /N 0 -BER limits. 
of intersymbol interference translates into a degraded BER in comparison to d 2 β (case (a)). This can be overcome by increasing the spreading factor: this feature can be controlled through the same basic protocol of channel profile identification as mentioned for the control of d 2 odd. The simplified bound (not shown) is the same for cases (a) and (b), and is totally inaccurate for d 2 ≈ β. A CM-DSS case is also represented with another kind of spreading sequence, namely a random one (case (c)). It can be seen that the results are comparable, and expressions (27) and (33) can still be applied under the same conditions. The corresponding results with a Chebyshev sequence (not shown) are the same. Nevertheless, the scope here focuses mainly on DCSK and its improvement for the continuous-mobility scenario, since the chaotic spreading sequences may be preferred due to their LPI and correlation properties [9] , [10] .
The figure also shows what happens with a larger number of paths with decreasing power (cases (d)-(e)), where (27) has logically not been depicted. The results follow the same trends seen with the two-path model. The results in (d) are poorer than other cases because the power in the third path is lost (d 3 = 3) . The results in (e) for 4 paths is better because the first path is clearly dominant with a high LOS component. Note how the simplified bound (33), generalized to L > 2 paths, follows the detected trends, confirming that it can be useful in the appropriate regions of interest.
V. CONCLUSIONS
A continuous-mobility differential spread-spectrum noncoherent system has been proposed in this paper, with direct application to the well known DCSK setup. This new system aims at enhancing the adaptability of the receiver when the channel is affected by fast fading without the need of a thorough channel estimation, which is costly and time consuming. To reach this target, a new frame signal was proposed where each reference sample is followed by its corresponding data carrier sample. This modification of the system design may also help in reducing the hardware complexity by avoiding the use of long wideband delay lines.
The proposed system was shown to significantly improve performance under fast fading, while retaining the desirable non-coherent nature of the scheme. The analysis performed has led to the establishment of an analytical expression for the two-path fading model. Its numerical evaluation has been validated to be very accurate when confronted to the simulation results. This numerical evaluation is much easier and less resource consuming than the typical simulation work. Additionally, a simplified bound with general applicability to a multipath channel has been derived, and was shown to be tight enough for fast evaluation and characterization of CM-DSS systems.
The obtained results highlight the importance of the CM-DSS design to exploit the time diversity of wireless channels. In order to do this, we have to make sure that the delay profile of the multipath components keep some key characteristics: low delay values compared to the bit frame duration, and even delay values (in number of chips) for the paths with highest power. While this implies that some on-the-go elementary channel identification protocol has to take place in order to correctly adjust the bit and chip rates in the continuous-mobility scenario, this does not require full CSI.
The application of all these principles to DCSK in the form of CM-DCSK has shown a great performance enhancement compared to conventional DCSK. Considering the need and demand for future low rate continuous wireless non-coherent communications with minimal complexity, typical for the envisioned internet of things (IoT) pervading needs, the proposed CM-DSS system seems to be a promising alternative. 
The expectation E [·] of this random variable is nonzero when λ 1,m,k is highly correlated during a number of several chip intervals, thus allowing for the information recovery, in contrast to the DSS case. 
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• The term 
which is another contribution to the data recovery.
APPENDIX B DERIVATION OF MEAN AND VARIANCE FOR ODD DELAYS
When the delay of the second path is odd, and defining β d = (d 2 + 1)/2, the decomposition of the decision variable D m (18) turns into:
• η 1 (s m ) is the same as in the even delay case from Appendix A, • σ 2 1 is also the same as in the previous case, and we have another series of contributions to the mean of the equivalent Gaussian random variable, given straightfordwardly as: 
