The field of MT has undergone something of a revolution over the last 15 years, with the adoption of empirical, data-driven techniques originally inspired by the success of automatic speech recognition. 10 Given the requisite corpora, it is now possible to develop new MT systems in a fraction of the time and with much less effort than was previously required under the formerly dominant rule-based paradigm. As for the quality of the translations produced by this new generation of MT systems, there has also been considerable progress; generally speaking, however, it remains well below that of human translation. No one would seriously consider directly using the output of even the best of these systems to translate a CV or a corporate Web site, for example, without submitting the machine translation to a careful human revision. As a result, those who require publication-quality translation are forced to make a diffcult choice between systems that are fully automatic but whose output must be attentively post-edited, and computer-assisted translation systems (or CAT tools for short) 7 that allow for high quality but to the detriment of full automation.
Currently, the best known CAT tools are translation memory (TM) systems. These systems recycle sentences that have previously been translated, either within the current document or earlier in other documents. This is very useful for highly repetitive texts, but not of much help for the vast majority of texts composed of original materials.
Since TM systems were first introduced, very few other types of CAT tools have been forthcoming. Notable exceptions are the TransType system 6 and its successor TransType2 (TT2). 4 These systems represent a novel rework-ing of the old idea of interactive machine translation (IMT). Initial efforts on TransType are described in detail in Foster; 5, 6 suffice it to say here the system's principal novelty lies in the fact the human-machine interaction focuses on the drafting of the target text, rather than on the disambiguation of the source text, as in all former IMT systems.
human interaction for high-quality machine translation
Let us suppose that a source English sentence s = "Click OK to close the print dialog" is to be translated into a target Spanish sentence t. Initially, with no user information (t p = m), the system provides a complete translation suggestion (t s = "Haga clic para cerrar el diálogo de impresión").
From this translation, the user marks a prefix as correct (a="Haga clic") and begins to type the rest of the target sentence. Depending on the system or the user's preferences, the new input k can be the next word or some letters from it (in our example k is the next correct word "en"). A new target prefix tp is then defined by the previously validated prefix together with the new input the user has just typed (t p = "Haga clic en").
The system then generates a new suffix t s to complete the translation: ACEPTAR para cerrar el diálogo de impresión." The interaction continues with a new validation followed, if necessary, by new input from the user, and so on, until such time as a complete and satisfactory translation is obtained.
This type of interactive translation process can be easily formalized within the elegant statistical framework for machine translation first pioneered by Brown et al. 2 In this framework, translations are generated on the basis of statistical and information-theoretic models whose parameters are automatically derived ("trained") from the analysis of bilingual text corpora.
More formally, we are given a sentence s in a source language and the system has to find a best translation in a target language. Using statistical deciIn the TT2 project, this idea was further developed. A full-fledged MT engine was embedded in an interactive editing environment and used to generate suggested completions of each target sentence being translated. These completions may be accepted or amended by the translator; but once validated, they are exploited by the MT engine to produce further, hopefully improved suggestions. This is in marked contrast with traditional MT, where typically the system is first used to produce a complete draft translation of a source text, which is then post-edited (corrected) offline by a human translator. TT2's interactive approach offers a significant advantage over traditional post-editing. In the latter paradigm, there is no way for the system, which is off-line, to benefit from the user's corrections; in TransType, just the opposite is true. As soon as the user begins to revise an incorrect segment, the system immediately responds to that new information by proposing an alternative completion to the target segment, which is compatible with the prefix that the user has input.
Another notable feature of the work described in this article is the importance accorded to a formal treatment of human-machine interaction, something that is seldom considered in the now-prevalent framework of statistical pattern recognition.
interactive machine translation
We start with an illustrative example of how a TT2 IMT system works (see Figure 1) before presenting a more formal description.
sion theory, a best translation is a target-language sentence, t, which is most probable given the source sentence: (1) t = argmax Pr(t |s) = t argmax Pr(s, t). t Different models have been proposed to approach one or the other of these probabilistic distributions, from statistical (word or phrase-based) alignment models (SAM) 2 for the conditional distribution, to stochastic finite-state transducers (SFST) 3 for the joint distribution. In the TT2 project, both SFST and SAM were deployed, although in this article we focus on the results obtained with SFST. In this case, the translation of a new source sentence, as given by equation (1), is carried out by searching for an optimal path in a weighted graph representing all possible translations of the source sentence. 3 SFST lend themselves well to the real-time requirements of IMT.
In the TT2 project, we developed and tested translation models for English, Spanish, French, and German (with English as the pivot). Needless to say, given the requisite training corpora, the formalism can also be extended to other languages, although translation results generally tend to be poorer between languages belonging to different families, such as Arabic or Chinese.
In the IMT framework, we need to take into account the corrections provided by the translator in the form of a validated translation prefix, t p . Conse- An example of keyboard interaction with a system like TT2 used to translate the English sentence "Click OK to close the print dialog" into Spanish. System suggestions are printed in italics (blue) and user input in boldface type¬writer font (red). In the final line, text that was typed by the user is underlined.
quently, rather than a full translation, the system must produce a target sentence suffix, t s that best completes the user prefix (see Figure 1) . The problem stated in equation (1) Since tpts = t, the same models as for equation (1) can be used in the IMT case, but now t p is given and the search problem needs to be modified to operate over the set of suffixes that complete the given user prefix. 1 In the first iteration, the system can actually generate a word-graph which represents a huge subset of all the possible translations of the source sentence. In each successive human-machine iteration, the corresponding consolidated prefix t p constrains the search space to the subset of paths in the word graph whose prefix matches the t p provided by the user. Note that tp may not actually be found in the word graph, in which case an error-correcting matching technique must be used. 1 system evaluation One of the reasons that MT evaluation poses a challenging problem is the absence of a unique gold standard to which system translations can be compared. The same sentence can often be translated in different ways, all of which convey the same meaning. In contrast, this problem does not exist in other fields like speech recognition or text categorization. This peculiarity of MT (and IMT alike) has sparked some original research on the development of automatic and manual evaluation metrics. Automatic metrics, based on bilingual corpora, are particularly useful in providing rapid and inexpensive feedback about the performance of the system during its development phase; but if the goal is to assess the anticipated impact of an MT or a CAT system on its intended end-users, nothing can replace a bona fide usability study.
corpora. Statistical MT is based on the "Rosetta Stone" approach to translation, which is to say that the sole source of translation knowledge is a set of bilingual sentences. It is therefore not surprising that translation quality should be cor-related with the amount of available bilingual training data. Depending on the particular language pairs, large parallel corpora can sometimes be obtained from international organizations or governments, although their compilation and preprocessing usually demand a non-negligible amount of work.
The evaluation presented here was carried out on the so-called Xerox corpora, 4 comprised of user manuals for Xerox printers and photocopiers. In each case, English was the source language of the manual and the reference translations into French, Spanish, and German were kindly provided by the company's language services. For each language pair, about 50,000 sentences and their corresponding translations were used to train a translation model, while 1,000 sentences were reserved for the automatic evaluation of the IMT system.
Automatic evaluation. We compared the translation of the source test sentences produced by our translation engine with the corresponding target reference sentence and then com-puted evaluation figures, as described below. The aim was to estimate the effort that a human translator would require to produce a correct translation using the output of the TT2 system. In order to estimate this effort, we define the ratio between the number of keystrokes needed to achieve the reference target sentence and the number of characters in the reference sentence. Basically, this figure boils down to the ratio between the number of characters a translator would need to type with and without a IMT system. To this end, the target translation that a real user would have in mind when translating a sentence is simulated by the single reference translation.
On the test corpus, key-stroke ratios as low as 20-25% were obtained using our SFST-based suffix-predictive IMT system to translate between English and Spanish. 1 In the other language pairs involving French and German, the estimated key-stroke ratios were somewhat higher (approximately 45%), which presumably reflects a greater variability of style in the Xerox translations for these languages.
Human evaluation. The results of the automatic evaluation metrics discussed above were intended to give us a rough idea of how the system could be expected to perform when used by real translators. The obvious next step was to assess this behavior un-der laboratory-controlled, though realistic working conditions. One of the more intuitive metrics that has been proposed for evaluating IMT systems 8 is to measure the overall time required to translate a test corpus, including the time it takes the user to read and evaluate the system's proposed translations, in addition to all her interactions with the CAT system. Hence, in our user trials, we equipped TranTypes GUI with a system clock, which allowed us to precisely measure the time it took the trial participants to complete the translations, both with and without the benefit of the system's proposed completions. The participants in these user trials were six professional translators, recruited from the two translation agencies that participated in the TT2 project. A snapshot of a typical TT2 session is shown in Figure 2 .
Productivity results. Five rounds of user trials were organized during the final eighteen months of the TT2 project. The first rounds were essentially intended to train the participants on the new system and to provide the developers with important feedback on its user interface-a critical point in an interactive system. The last three rounds were more production-oriented, and saw the participants working with the system for ten consecutive half-day sessions. The texts used for these trials were all drawn from the Xerox corpus described here.
In order to adequately assess the contribution of the system's proposed completions, each trial round included at least one dry-run session, during which the participants were asked to translate a chapter of the test corpus on their own, such as using the same text editor but without the benefit of the system's predictions. These dryrun sessions provided us with baseline productivity figures against which we could then compare the participants' productivity on the same technical manuals but translated with the help of the system's proposed completions.
The results varied from one round to the next, but, generally speaking, productivity tended to increase over the 18-month period, as the participants grew accustomed to translating with this new tool. On some rounds, partic-ularly near the end of the project, the users registered some very substantial productivity gains; on the penultimate round, for example, the six participants bettered their dry-run productivity on that round by an average of almost 30% using IMT SFST models (similar productivity gains were achieved using other MT models). On the final round, however, similar gains were all but precluded owing to the inadvertent selection of a particularly easy text for the dry-run. (For full details on the TT2 user trials see Macklovitch. 9 ) Overall, it seems fair to conclude that a suffix-predictive IMT system like TT2 can allow translators to increase their productivity while maintaining high-quality; and while the productivity gains afforded by this approach may not be spectacular, they are certainly substantial. conclusion Our approach could be called humancentered machine translation, and by this we mean not just that the human translator remains in the production loop, but that he or she is at the very center of a process that aims to produce high-quality, automated translations. As developers of CAT technology, we take the kind of criticisms expressed by the participants in our user trials very seriously. Hence, a major component of our future work on interactive MT will be to study their principal complaint regarding the system's inability to learn from the revisions they made to its output, in order to improve the quality of subsequent predictions.
Furthermore, user behavior has suggested that productivity can be significantly improved by allowing interaction modalities other than the keyboard and mouse. In this direction, multi-modal systems involving the use of speech interaction are proposed and studied in Vidal et al. 11 with encouraging results.
