Abstract
Introduction
In this paper, we consider the problem of belief update in Bayesian Networks (BN) with uncertain evidential findings. There are three main methods for revising the beliefs of a BN with uncertain evidence: virtual evidence method [2] , Jeffrey's Rule [1] , and iterative proportional fitting procedure (IPFP) [6] . This paper reports our analysis of these three belief update methods and their interrelationships. We will show that when dealing with a single evidential finding, the belief update of both virtual evidence method and Jeffrey's rule can be viewed as IPFP with a single constraint. Also, we present two methods we developed for belief update with multiple soft evidences and prove their correctness. Both of these methods integrate the virtual evidence method and IPFP, and they can be easily implemented as a wrapper on any existing BN inference engine.
We adopt the following notations in this paper. A BN is denoted as N. X , Y, and Z are for sets of variables in a BN, and x or x i are for a configurations of the states of X.
Capital letters A, B, C are for single variables. Capital letters P, Q, R, are for probability distributions.
Soft Evidence and Virtual Evidence
Consider a Bayesian network N over a set of variables X modeling a particular domain. N defines a joint distribution ) (X P . When giving ) (Y Q , an observation of a probability distribution on variables Y ⊆ X, Jeffrey's rule claims that the distribution of all other variables under this observation should be updated to
where y i is a state configuration of all variables in Y. Jeffrey's rule assumes
, invariance of the conditional probability of other variables, given Y, under the observation. Thus 
where
is the normalization factor [3] . And since Y d-separates virtual evidence ve from all other variables, beliefs on X \ Y are updated using Bayes' rule. Similar to equation (2) , this d-separation leads to 
IPFP on Bayesian Network
Iterative proportional fitting procedure (IPFP) is a mathematical procedure that modifies a joint distribution to satisfy a set of probability constraints [6] . A probability
on a set of constraints R if the I-divergence between P and Q is the smallest among all distributions that satisfy R.
I-divergence (also known as Kullback-Leibler distance or cross-entropy) is a measurement of the distance between two joint distributions P and Q over X:
for all P and Q, the equality holds only if
For a given distribution ) ( 0 X Q and a set of consistent
which is an I 1 -projection of ) ( 0 X Q on R (assuming there exists at least one distribution that satisfies R). ) ( * X Q , which is unique for the given ) ( 0 X Q and R, can be computed by iteratively modifying the distributions according to the following formula, each time using one constraint in R:
where m is the number of constraints in R, and
. We can see that equations (2), (4) and (6) are in the same form. We can regard the belief update with soft evidence by Jeffrey's rule as an IPFP process of a single constraint P(Y | se), and similarly regard belief update with virtual evidence by likelihood ratio as an IPFP process of a single constraint P(Y | ve). As such, we say that belief update by uncertain evidence amounts to change the given distribution so that 1) it is consistent with the evidence; and 2) it has the smallest I 1 -divergence to the 1 A set of constraints R is said to be consistent if there exists a distribution Q(X) that satisfies all Ri in R. Obviously, two constraints are inconsistent if they give different distributions to the same variable. More discuss of this matter is given in Section 7.
original distribution.
Moreover, IPFP provides a principal approach to belief update with multiple uncertain evidential findings. By treating these findings as constraints, the iterative process of IPFP leads to a distribution that is consistent with ALL uncertain evidences and is as close as possible to the original distribution.
Note that, unlike virtual evidence method, both Jeffrey's rule and IPFP cannot be directly applied to BNs because their operations are defined on the full joint probability distribution, and they do not respect the structure of BN [4] .
Inference with Multiple Soft Evidential Findings
Valtorta, Kim and Vomlel have devised a variation of Junction-Tree (JT) algorithm for belief update with multiple soft evidences using IPFP [5] . In this algorithm, when constructing the JT, a clique (the Big Clique) is specifically created to hold all soft evidence nodes. Let C denote this big clique, Y = {Y 1 , ..., Y k } and {se 1 , ..., se k } denotes soft evidence variables and the respective soft evidences, and X denotes the set of all variables. This Big Clique algorithm absorbs soft evidences in C by updating the potential of C with the following IPFP formulae, iterating over all evidences Q(Y j )s:
is distributed to all other cliques, again using traditional JT algorithm.
This Big Clique algorithm becomes inefficient in both time and space when the size of the big clique itself becomes large. Besides, it works only with Junction Tree, and thus cannot be adopted by those using other inference mechanisms 2 . Also, it requires incorporating IPFP operations into the JT procedure, causing re-coding of the existing inference algorithm. To address these shortcomings, we propose two new algorithms for inference with multiple soft evidential findings. Both algorithms utilize IPFP, although in quite different ways. The first algorithm combines the idea of IPFP and the encoding of soft evidence by virtual evidence. The second algorithm is similar to the 2 Valtorta and his colleagues also developed another algorithm iteratively 1) updates the potential of the clique which contains variables of one soft evidence by (6) and 2) propagates the updated potential to the rest of the network. They mentioned the possibility of implementing this method as a wrapper around Hugin shell or other JT engines, but no suggestion of how this can be done was given [12] . Big Clique algorithm but it decouples the IPFP with Junction Tree.
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Iteration on the Network
As pointed out by Pearl [3] , soft evidence can be easily translated into virtual evidence when it is on a single variable. Given a piece of soft evidence se on variable A, if we want to find a likelihood ratio
A problem arises when multiple soft evidences se 1 , se 2 , …, se m are presented. Applying one virtual evidence ve i will have the same effect as applying the soft evidence se i , in particular, the posterior probability of Y i is made equal to P(Y i | se i ). This is no longer the case when all of these virtual evidences are present. Now, the belief on Y i is not only influenced by ve i , but also by all other virtual evidences. As the result, the posterior probabilities of Y i 's are NOT equal to P(Y i | se i ). Therefore, what is needed is a method that can convert a set of soft evidences to one or more likelihood ratios which, when applied to the BN, update the posterior probability of Y i to P(Y i | se i ).
Algorithm 1 presented below accomplishes this purpose by combining the idea of IPFP and the virtual evidence method. Roughly speaking, this algorithm, like the IPFP, is an iterative process and one soft evidence se i is considered at each iteration. If the current probability of Y i equals P(Y i | se i ), then it does nothing, otherwise, a new virtual evidence is created based on the current probability of Y i and the evidence P(Y i | se i ). We will show that when this algorithm converges, the probability of Y i is equal to P(Y i | se i ). To better describe the algorithm, we adopt the following notations: P: the prior probability distribution. P k : the probability distribution at k th iteration. 2.3 Obtain P k (X) by updating P k-1 (X) with ve i,j using standard BN inference; 2.4 k = k + 1; ■ The algorithm cycles through all soft evidences in SE. At the k th iteration, the i th soft evidence se i is selected (step 2.1) to update the current distribution P k-1 (X). This is done by constructing a virtual evidence ve i,j according to equation (7). The second subscript here, j, is the number of virtual evidences created for se i , it is incremented in every m iterations. When converged, we can form a single virtual evidence node ve i for each soft evidence se i with the likelihood ratio that is the product of likelihood ratios of all ve i,j , 
Iteration on Local Distributions
Algorithm 1 may become expensive when the given BN is large because it updates the beliefs of the entire BN in each iteration (step 2. The iterations of Algorithm 1, Algorithm 2 and Big Clique algorithm all lead to the same distribution. But at each iteration, Big Clique algorithm updates beliefs of the joint probabilities of the big clique C, Algorithm 2 updates the belief of evidence variables Y, and Algorithm 1 updates the belief of the whole BN, or say, of all variables in X. Clearly, Y ⊆ C ⊆ X. However, the time complexity for one iteration of Big Clique is exponential to |C|, and Algorithm 2 exponential to |Y|, because both require modifying a joint distribution (or potential) table. On the other hand, the time complexity of Algorithm 1 equals to the complexity of the BN inference algorithm it uses for belief update. Both Big Clique and Algorithm 2 are space inefficient. Big Clique needs additional space for the joint potential of C, whose size is exponential to |C|. Algorithm 2 also needs additional space for the joint distribution of Y, and the dummy node of virtual evidence in Step 4 leads to a CPT with size exponential to |Y|. In contrast, Algorithm 1 only needs additional space for virtual evidence, which is linear to |Y|.
Algorithm 2 is thus more suitable for problems with a large BN but a few soft evidential findings and Algorithm 1 is more suitable for small to moderate-sized BNs. Also, both Algorithm 1 and 2 have the advantage that users do not have to stick to and modify the junction tree when conducting inference with soft evidence. They can be easily implemented as wrappers on any BN inference engines.
Experiments and Evaluation
To empirically evaluate our algorithms and to get a sense of how expensive these approaches may be, we have conducted two experiments with artificially made networks of different sizes. We implemented our algorithms as wrappers on a Junction-Tree-based BN inference algorithm. The reported memory consumption does not include those that were used by the Junction Trees, but the reported running time is the total running time.
The first experiment used a BN of 15 binary variables. The results, as can be seen in Table 1 showed that both the time and memory consumptions of Algorithm 1 increase slightly when the number of evidences increases. However, those for Algorithm 2 increase rapidly, consistent with our analysis. Experiment 2 involved BN of different sizes. In all cases we entered the same 4 soft evidential findings involving a total of 6 variables. AS shown in Table 2 , the running time of Algorithm 2 increases slightly with the increase of the network size. Especially, the time for IPFP (the time in parentheses) is stable when the network size increases, which means that most increased time was spent on constructing the joint probability distribution from the BN (Step 1 of Algorithm 2). These experiments results confirm our theoretical analysis for the proposed algorithms. 
Conclusions
In this paper, we analyzed three existing belief update methods for Bayesian networks and established that belief update with one piece of virtual evidence or soft evidence is equivalent to an IPFP with a single constraint. Besides, IPFP can be easily applied to BN with the help of virtual evidence. We proposed two algorithms for belief update with multiple soft evidences by integrating methods of virtual evidence, IPFP and traditional BN inference with hard evidence. Compared with previous soft evidential update methods such as Big Clique, our algorithms have practical advantage of being independent of any particular BN inference engine.
