Sur deux questions connexes de connexité concernant les feuilletages et leurs holonomies by Eynard-Bontemps, Hélène
Sur deux questions connexes de connexite´ concernant les
feuilletages et leurs holonomies
He´le`ne Eynard-Bontemps
To cite this version:
He´le`ne Eynard-Bontemps. Sur deux questions connexes de connexite´ concernant les feuilletages
et leurs holonomies. Mathe´matiques [math]. Ecole normale supe´rieure de lyon - ENS LYON,
2009. Franc¸ais. <tel-00436304>
HAL Id: tel-00436304
https://tel.archives-ouvertes.fr/tel-00436304
Submitted on 26 Nov 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Sur deux questions connexes de
connexite´ concernant les
feuilletages et leurs holonomies
He´le`ne Eynard-Bontemps
Unite´ de Mathe´matiques Pures et Applique´es
E´cole Normale Supe´rieure de Lyon
46, alle´e d’Italie
69364 Lyon cedex 07 – France
2
Remerciements
Quand j’ai rencontre´ Emmanuel Giroux, j’e´tudiais ma discipline froidement,
avec une distance ✭✭ scolaire ✮✮. De`s nos premiers e´changes et au cours des sept
anne´es qui ont suivi, j’ai de´couvert une nouvelle fac¸on de faire des maths, de
les raconter, de les contempler, de jouer avec. Par sa fac¸on unique d’expri-
mer les ide´es pour que je les comprenne, sa patience, son humour, son sens de
l’esthe´tique et de l’autode´rision, il a su me les faire aimer. Je ne saurais assez
lui exprimer ma gratitude pour l’e´nergie qu’il a consacre´e a` l’encadrement de
cette the`se et pour m’avoir soutenue du de´but a` la fin.
Je tiens ensuite a` remercier mes rapporteurs, Patrice Le Calvez et Yakov
Eliashberg, qui m’ont fait un grand honneur en acceptant ce roˆle. La lecture
minutieuse de P. Le Clavez m’a permis d’ame´liorer substantiellement le texte
original, et je le remercie vivement pour le temps qu’il a consacre´ a` cette taˆche
pendant ces derniers mois. L’appre´ciation de Y. Eliashberg m’est quant a` elle
d’autant plus pre´cieuse que ses travaux ont directement inspire´ un chapitre cle´
de cette the`se.
Je suis tre`s heureuse de pouvoir compter en outre parmi les membres de mon
jury :
– Sylvain Crovisier, dont les explications et les suggestions ont e´te´ de´cisives
dans l’e´laboration de mon premier article. Je lui suis tre`s reconnaissante pour
sa gentillesse spontane´e et pour l’inte´reˆt qu’il a porte´ a` mon travail jusqu’ici ;
– E´tienne Ghys, dont l’e´loquence et l’enthousiasme ne sont pas e´trangers a`
mon orientation vers la ge´ome´trie. J’ai eu la chance de lui exposer mon travail,
et de repartir avec une multitude de nouvelles pistes de re´flexion (que je n’ai
malheureusement pas encore eu le temps d’explorer) ;
– Jean-Christophe Yoccoz, qui a bien voulu se pencher sur mes questions et
partager avec moi ses connaissances sur l’un de ses domaines d’expertise pour
en de´gager des pistes de recherche. J’ai beaucoup appre´cie´ son accueil et son
accessibilite´.
Je remercie plus ge´ne´ralement tous ceux qui m’ont preˆte´ un peu de leur
savoir ainsi que ceux qui m’ont e´coute´ raconter mes travaux, pour leurs avis,
leurs suggestions, leurs encouragements. 1 Merci en particulier a`
1. Le plus sage, pour n’oublier personne, serait de m’arreˆter ici. Je choisis plutoˆt de re-
mercier tout-de-suite les oublie´s, en espe´rant que cette attention les aidera a` pardonner mon
e´tourderie.
3
4 REMERCIEMENTS
– Takashi Tsuboi qui, par son invitation a` Tokyo et les e´changes que nous
avons pu avoir lors de ce se´jour, a joue´ un roˆle de´terminant dans ma the`se. C’est
avec enthousiasme que je me pre´pare a` passer un an de plus dans son universite´ ;
– Franc¸ois Laudenbach, qui m’a fait be´ne´ficier plus d’une fois de son expe´rien-
ce, de sa pe´dagogie et de son e´coute attentive.
Certaines de ces rencontres ont e´te´ possibles graˆce au financement du projet
ANR Symplexe dont je remercie les instigateurs.
J’adresse aussi un grand merci collectif a` tous les membres (passe´s et pre´-
sents) de l’UMPA qui contribuent a` faire de son laboratoire un lieu de travail
vivant et accueillant, et parmi eux aux secre´taires pour leur patience et leur
efficacite´.
Un merci tout particulier a` Patrick, pour n’avoir jamais e´te´ avare de son
temps avec moi, pour ses de´pannages informatiques, son ✭✭ soutien scolaire ✮✮,
son soutien tout court, et ce satane´ enthousiasme dont je manque et dont il a
justement a` revendre.
Un grand merci e´galement a` Boubou, dont la vivacite´ d’esprit et l’humour
m’e´merveillent toujours, a` mes co-bureaux successifs (Pierre P., Maxime Z.,
l’autre Pierre P. et Se´verine) pour leur patience et leur indulgence (il en fallait),
a` Benoˆıt et Patrick pour avoir veille´ a` mon acclimatation, aux fle´chiverbistes du
midi (et aux cruciverbistes du mercredi), a` Klaus pour sa pre´sence apaisante en
salle passerelle, a` Agne`s pour son e´patante empathie, a` Paul, Camille et Ge´rard
pour un peu de vie dans les couloirs au mois d’aouˆt, a` Le´a pour avoir rendu
vivable un dernier semestre bien charge´. . .
Un merci spe´cial a` Pierre D. et Maxime B. qui ont eu le courage de relire l’un
plusieurs versions successives de ce manuscrit et l’autre la partie dont personne
d’autre ne voulait.
Enfin, depuis de nombreuses anne´es, l’immense soutien de mes proches m’a
bien souvent remise sur les rails. Merci donc a` mes parents, mon fre`re, ma soeur,
mes grands-parents, Re´mi, Julia, pour leur pre´sence, leur fierte´, leur affection,
leur indulgence ; a` Ameline, Evelyne, Xavier, Simon, Loris pour des moments de
de´tente salutaires (meˆme anciens) et simplement pour leur amitie´ ; a` Catherine
pour d’autres grands moments a` venir ; a` Se´bastien, pour l’humour et la patience
avec lesquels il m’a aide´e a` traverser la dernie`re ligne droite.
Notations
On note :
– Dkf , k ∈ N, la diffe´rentielle d’ordre k d’une application f de classe Ck
(meˆme pour les fonctions d’un intervalle I de R dans R) ;
– Dr(M), r ∈ N∗, le groupe des diffe´omorphismes de classe Cr d’une varie´te´
M , et Dr+(M) le sous-groupe de ceux qui pre´servent l’orientation ;
– Dn la boule unite´ ferme´e de Rn et Dnρ la boule ferme´e de centre 0 et de
rayon ρ > 0 ;
– Sn la sphe`re unite´ de Rn+1 ;
– Tn = Rn/Zn le tore de dimension n ;
– Op(A) un voisinage ouvert d’un sous-ensemble A d’un espace topologique
(une varie´te´), lorsqu’on ne tient pas a` pre´ciser lequel.
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6 NOTATIONS
Introduction
La question de connexite´ qui fait l’objet de la seconde partie de cette the`se
concerne l’espace des feuilletages de codimension 1 sur les varie´te´s de dimension
3, ce qui suppose de doter cet espace d’une topologie. Pour ce faire, commenc¸ons
par rappeler la de´finition des feuilletages.
Un feuilletage de codimension k sur une varie´te´ M de dimension n est une
partition de M en ensembles connexes, nomme´s feuilles, telle que chaque point
de M posse`de un voisinage U muni de coordonne´s (x, y) : U → Rn−k × Rk
dans lesquelles toute composante de F ∩ U , ou` F est une feuille, est de´finie
par y = constante. On dit habituellement que le feuilletage est de classe Cr si
les cartes (x, y) sont Cr-lisses. Cependant, nous utiliserons une notion un peu
diffe´rente qui me`ne plus facilement a` la de´finition d’une topologie.
Les feuilles d’un feuilletage Cr au sens ci-dessus sont naturellement des sous-
varie´te´s immerge´es de classe Cr. Pour r ≥ 1, elles admettent donc en tout
point un espace tangent, et l’ensemble de ces sous-espaces forme un champ de
(n−k)-plans de classe Cr−1 surM , c’est-a`-dire de´fini localement par des 1-formes
line´airement inde´pendantes ω1,. . .,ωk de classe Cr−1. Ce champ de (n−k)-plans
est loin d’eˆtre quelconque : il est inte´grable, ce qui, pour r ≥ 2, signifie que
dΩ = α ∧ Ω pour une certaine 1-forme α,
ou` Ω = ω1 ∧ · · · ∧ ωk. Re´ciproquement, le the´ore`me de Frobenius montre que si
un champ de (n− k)-plans de classe Cr−1, r ≥ 2, est inte´grable, c’est le champ
des plans tangents a` un (unique) feuilletage, mais celui-ci n’est en ge´ne´ral que
de classe Cr−1.
Dans cette the`se nous appellerons feuilletage Cr, r ≥ 1, de codimension
1 tout champ d’hyperplans Cr sur M qui est inte´grable. Pour r = ∞, cette
de´finition co¨ıncide avec la de´finition classique. D’autre part, l’espace Pr(M) des
champs d’hyperplans Cr (inte´grables ou non) posse`de une topologie naturelle :
la topologie Cr sur l’espace des sections du fibre´ des hyperplans tangents a`
M . L’espace Fr(M) ⊂ Pr(M) des feuilletages Cr he´rite ainsi de la topologie
induite. En fait, nous nous limiterons dans la suite aux feuilletages et aux champs
d’hyperplans cooriente´s sur des varie´te´s oriente´es.
La topologie de l’espace Fr(M) semble mal connue. On dispose principale-
ment du re´sultat suivant, de´montre´ par M. Gromov, A. Haefliger et A. Phillips
pour les varie´te´s ouvertes (i.e sans composante connexe compacte sans bord)
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et, pour les varie´te´s closes (i.e compactes sans bord), par J. Wood en dimension
3 et W. P. Thurston en dimension supe´rieure.
The´ore`me ([Gr1, Ha2, Ha3, Ph, Wo, Th3]). Tout champ d’hyperplans C∞ sur
M est homotope a` un champ inte´grable C∞.
Autrement dit, l’application π0F∞(M)→ π0P∞(M) induite par l’inclusion
F∞(M) → P∞(M) est surjective. La question qui nous inte´resse est de savoir
si cette application est aussi injective. En d’autres termes,
Question 1. Deux feuilletages dans F∞(M) dont les champs de plans tangents
sont homotopes dans P∞(M) peuvent-ils eˆtre relie´s par un chemin continu dans
F∞(M) ?
Nous obtenons la re´ponse partielle suivante :
The´ore`me A. Soit M une varie´te´ close oriente´e de dimension 3. Deux feuille-
tages cooriente´s dans F∞(M) dont les champs de plans tangents sont homotopes
dans P∞(M) peuvent eˆtre relie´s par un chemin continu dans F1(M).
En fait, les feuilletages du chemin que nous construisons sont C∞-lisses en
dehors de tores e´pais T2× [0, 1] ⊂M sur lesquels ils sont transverses au facteur
[0, 1]. Se pose alors une autre question de connexite´, traite´e dans la premie`re par-
tie de cette the`se : l’espace des feuilletages de T2×[0, 1] tangents au bord et trans-
verses au facteur [0, 1] est-il connexe par arcs ? Un tel feuilletage e´tant de´crit
par sa repre´sentation d’holonomie Z2 → D∞+ ([0, 1]), ce proble`me se rame`ne au
suivant :
Question 2. L’espace des repre´sentations de Z2 dans D∞+ ([0, 1]) est-il connexe
par arcs ?
Notons qu’une telle repre´sentation n’est rien d’autre que la donne´e d’un
couple de diffe´omorphismes f , g ∈ D∞+ ([0, 1]) qui commutent.
Pour attaquer cette question, plusieurs ide´es se pre´sentent naturellement.
Premie`re ide´e na¨ıve. Soit Zrf = {h ∈ Dr+([0, 1]) ; h ◦ f = f ◦ h}, 1 ≤ r ≤ ∞.
Si Z∞f est connexe par arcs, on relie g a` Id dans Z∞f , et donc (f, g) a` (f, Id)
parmi les couples de diffe´omorphismes qui commutent, puis, D∞+ ([0, 1]) e´tant
contractile, on relie f a` Id, et donc (f, Id) a` (Id, Id).
Malheureusement, Z∞f est rarement connexe. Il y a a` cela au moins deux
types d’obstructions.
Obstruction de nature locale. Si [a, b] ⊂ [0, 1] est un intervalle stable par f ,
ou` f a pour seuls points fixes a et b, le centralisateur C1 de f | [a,b[ est toujours
un groupe a` un parame`tre, d’apre`s des re´sultats de G. Szekeres [Sz] et N. Kopell
[Ko] rappele´s au chapitre 1. En revanche, son centralisateur C∞ est en ge´ne´ral
plus petit et peut notamment eˆtre re´duit au groupe cyclique infini engendre´ par
f |[a,b[. Nous pre´sentons au chapitre 2 un tel exemple, construit par F. Sergeraert
dans [Se, §4].
9Obstruction de nature globale. Bien que les centralisateurs C1 de f | [a,b[
et f | ]a,b] soient des groupes a` un parame`tre, Kopell [Ko] a montre´ que le
centralisateur C1 (et a fortiori C∞) de f | [a,b] est ge´ne´riquement re´duit au
groupe cyclique infini engendre´ par f | [a,b]. Comme l’explique J.-C. Yoccoz dans
[Yo], l’obstruction a` ce que le centralisateur C1 de f | [a,b] soit un groupe a` un
parame`tre est mesure´e par un invariant introduit par J. Mather dans [Ma2], qui
prend ses valeurs essentiellement dans D∞+ (S1).
Deuxie`me ide´e na¨ıve. Si Z∞f est le groupe cyclique engendre´ par f , il est tre`s
facile de relier (f, g) = (f, fk) a` (Id, Id) par des couples de diffe´omorphismes qui
commutent : n’importe quelle isotopie (ft)t∈[0,1] reliant f a` l’identite´ donne un
chemin (ft, f
k
t ) qui convient.
Malheureusement il existe des cas ou` Z∞f n’est ni connexe, ni cyclique. Ceci
de´coule des constructions du chapitre 2, dont le re´sultat principal est le suivant
(cf. the´ore`me 2.1).
The´ore`me B. Il existe un diffe´omorphisme lisse f de R+ ne fixant que l’origine
dont le centralisateur Cr, 2 ≤ r ≤ ∞, est un sous-groupe propre, dense et non
de´nombrable de son centralisateur C1.
Concernant la question 2, on obtient tout de meˆme au chapitre 3 le re´sultat
suivant en exploitant les travaux de Szekeres et Kopell.
The´ore`me C. Toute repre´sentation de Z2 dans D∞+ ([0, 1]) peut eˆtre relie´e a`
la repre´sentation triviale par un chemin continu de repre´sentations de Z2 dans
D1+([0, 1]).
Remarque. La preuve de ce the´ore`me fonctionne encore pour des diffe´omor-
phismes de classe Cr, r ≥ 2, mais pas pour des diffe´omorphismes C1. Ce the´ore`me
ne dit donc rien sur la connexite´ de l’espace des repre´sentations de Z2 dans
D1+([0, 1]).
Revenons maintenant a` la question 1 et au the´ore`me A. La de´monstration de
ce dernier s’inspire de la preuve du the´ore`me de Wood (voir plus haut) propose´e
par Thurston dans [Th2] dont nous rappelons maintenant les diffe´rentes e´tapes.
E´tape 1. Soit M une varie´te´ close de dimension 3 et ξ un champ de plans
cooriente´s surM . Thurston construit surM une triangulation ∆ dont les areˆtes
et les faces sont transverses a` ξ et telle que ξ ait une direction presque constante
sur chaque 3-simplexe. On de´forme ξ pour le rendre inte´grable sur un voisinage
V du 2-squelette. On proce`de en trois temps : on rend ξ inte´grable d’abord au
voisinage des sommets, puis pre`s des areˆtes, puis pre`s des faces. A` chaque fois, le
point important est qu’il existe, au voisinage du simplexe σ conside´re´, un champ
de vecteurs non singulier ν contenu dans ξ et transverse a` σ. La de´formation
consiste a` rendre ξ invariant par ν pre`s de σ. Comme ξ est de´ja` inte´grable pre`s
de ∂σ, il y est invariant par ν et on ne l’y change donc pas. Au terme de cette
e´tape, chaque composante de ∂V est une sphe`re S incluse dans un 3-simplexe
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sur laquelle ξ est presque horizontal au sens ou` il trace sur S un feuilletage ayant
seulement deux singularite´s (les poˆles) qui sont relie´es par un arc transverse.
E´tape 2. On tente d’e´tendre le feuilletage ξ | V a` M tout entie`re. A` vrai dire,
en raison du the´ore`me de stabilite´ de Reeb, ceci n’est possible que si chaque
feuilletage ξ |S est un feuilletage par cercles en dehors des poˆles. Une observation
fondamentale de Thurston est qu’on peut ne´anmoins s’en sortir si, pour chaque
sphe`re S, il existe dans V un arc proprement plonge´ A transverse au feuilletage
ξ|V qui relie les poˆles de S. En effet, dans ce cas, l’union de la boule B borde´e par
S et d’un tube autour de A feuillete´ par disques forme un tore pleinW = D2×S1
sur le bord duquel ξ induit un feuilletage transverse a` S1. Un tel feuilletage
de ∂W = ∂D2 × S1 est de´crit par son holonomie, qui est un diffe´omorphisme
de S1. Thurston note que les holonomies des feuilletages qui se prolongent a`
D2×S1 forment un sous-groupe distingue´ de D∞+ (S1) qui contient les rotations.
Or d’apre`s un the´ore´me de M. Herman et J. Mather, D∞+ (S1) est un groupe
simple. Par conse´quent, le feuilletage ξ | ∂W se prolonge en un feuilletage de W .
E´tape 3. Malheureusement, les arcs transverses A utilise´s ci-dessus n’existent
pas force´ment. Une condition suffisante pour qu’il y en ait est que toutes les
feuilles de ξ | V soient non compactes. Thurston se rame`ne a` cette situation en
sacrifiant l’inte´grabilite´ de ξ sur de nouvelles boules contenues dans V (cf. chap.
8, section 8.6).
Donnons maintenant les grandes lignes de la de´monstration du the´ore`me A.
E´tape 1. Soit M une varie´te´ close de dimension 3 et τ0, τ1 deux feuilletages
dans F∞(M), relie´s par un chemin ξt, t ∈ [0, 1], dans P∞(M) (i.e. ξ0 = τ0
et ξ1 = τ1). On choisit une triangulation ∆ de M telle que chaque ξt ait une
direction presque constante sur chaque 3-simplexe. Malheureusement, comme
la direction de ξt change avec t, on ne peut garantir que les areˆtes et les faces
de ∆ soient toutes transverses a` tous les champs de plans ξt. Pire, si l’un des
champs ξt est tangent a` une face σ en un certain point p, on ne peut trouver
un champ de vecteurs non singulier νt pre`s de σ qui soit contenu dans ξt et
transverse a` σ. Par chance, ce proble`me a de´ja` e´te´ envisage´ par Y. Eliashberg
dans [El] pour e´tudier non pas les feuilletages mais les structures de contact.
L’ide´e principale est de conside´rer ces 2-simplexes σ comme de ✭✭ gros sommets ✮✮
et de les traiter avant tous les autres simplexes du 2-squelette. En adaptant la
technique d’Eliashberg, on montre au chapitre 8 qu’on peut supposer tous les
champs de plans ξt inte´grables sur un voisinage V du 2-squelette de ∆, et presque
horizontaux sur chaque sphe`re S de ∂V , les poˆles variant cependant avec t.
E´tape 2. On tente d’e´tendre les feuilletages ξt | V a` M tout entie`re. Comme
dans la preuve de Thurston, une situation tre`s favorable est celle ou`, pour chaque
sphe`re S de ∂V et pour chaque t, il existe dans V un arc proprement plonge´ At
transverse au feuilletage ξt | V qui relie les poˆles de S et de´pend continuˆment
de t. L’outil crucial est ici un travail d’A. Larcanche´ [La], fonde´ a` nouveau sur
un the´ore`me d’Herman concernant les diffe´omorphismes du cercle. Ce travail,
de´crit au chapitre 6, donne un proce´de´ continu explicite pour prolonger a` D2×S1
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des feuilletages de ∂D2×S1 transverses au facteur S1. Ces prolongements seront
appele´s dans la suite feuilletages de Larcanche´.
Malheureusement, deux proble`mes se pre´sentent :
– de tels arcs transverses At n’existent pas toujours, notamment pour t = 0
et 1 ou` on ne peut utiliser l’astuce de Thurston (e´tape 3) puisqu’on doit
garder intacts τ0 et τ1 ;
– meˆme quand on peut construire ces arcs At, il n’est en ge´ne´ral pas possible
de les faire de´pendre continuˆment de t.
E´tape 3. On re´sout le second proble`me graˆce a` l’observation suivante. A`
un instant t, soient At et A
′
t deux arcs transverses a` ξt | V joignant les poˆles
d’une sphe`re S de ∂V . Soient B la boule borde´e par S, et W (resp. W ′) le
tore plein obtenu comme union de B et d’un tube autour de At (resp. A
′
t)
feuillete´ par disques. Le lemme des vases communicants du chapitre 7 montre
que les feuilletages de V ∪B produits en appliquant la construction de Larcanche´
dans W d’une part et dans W ′ d’autre part sont homotopes dans F∞(V ∪ B)
relativement a` V \ Int(W ∪W ′).
La re´solution du premier proble`me demande plus d’efforts. Il s’agit principa-
lement de de´former τi, i = 0, 1, dans F1(M) en un feuilletage τ ′i ✭✭ malle´able ✮✮,
c’est-a`-dire pour lequel il existe un nombre fini de tores pleins ayant les pro-
prie´te´s suivantes :
– en dehors de ces tores pleins, toute feuille de τ ′i rencontre une transversale
ferme´e ;
– τ ′i induit un feuilletage de Larcanche´ sur chacun de ces tores pleins W =
D2 × S1 ;
– la restriction de τ ′i a` chaque ∂W = ∂D
2 × S1 a des paquets de feuilles du
type ∂D2 × {z} ou` z de´crit tout un intervalle de S1.
On note de´sormais τ l’un ou l’autre des τi.
E´tape 4. D’apre`s la the´orie de S. P. Novikov [No] (cf. chapitre 4), il existe
dansM un nombre fini de tores e´pais disjoints T2×J (ou` J de´signe un segment
e´ventuellement ponctuel) tels que toute feuille du comple´mentaire coupe une
transversale ferme´e et que la restriction de τ a` chaque T2 × J soit tangente au
bord et transverse au facteur J . On dira que τ est net si chaque segment J
est re´duit a` un point et si pour chaque tore T = T2 × J , il existe un champ
de vecteurs ν de classe C∞ sur R tel que les repre´sentations d’holonomie Z2 →
D∞(R±, 0) de´finies par τ de part et d’autre de T soient a` valeurs dans le flot
de ν. Le the´ore`me C permet de de´montrer au chapitre 5 :
The´ore`me D. Tout feuilletage τ de F∞(M) est homotope dans F1(M) a` un
feuilletage net τ¯ ∈ F∞(M).
E´tape 5. Un avantage des feuilletages nets est que leurs feuilles toriques ont
une holonomie flexible. Graˆce a` l’e´tude au chapitre 6 des feuilletages sur P× S1
transverses au facteur S1, ou` P est le pantalon, on de´montre au chapitre 7 :
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The´ore`me E. Tout feuilletage net τ¯ ∈ F∞(M) est homotope dans F∞(M) a`
un feuilletage malle´able τ ′.
On se retrouve alors dans la situation favorable envisage´e a` l’e´tape 3, et on
montre dans ce meˆme chapitre :
The´ore`me F. Deux feuilletages malle´ables τ ′0, τ
′
1 ∈ F∞(M) dont les champs
de plans tangents sont homotopes dans P∞(M) sont homotopes dans F∞(M).
La plupart des me´thodes mises en oeuvre pour de´montrer le the´ore`me A
s’appliquent a` des familles de feuilletages de´pendant d’un nombre quelconque
de parame`tres. De`s lors, la conjecture suivante semble tre`s accessible :
Conjecture. Soit N∞(M) l’espace des feuilletages nets d’une varie´te´ close M
de dimension 3. L’inclusion N∞(M)→ P∞(M) est une e´quivalence d’homoto-
pie faible.
On aimerait aussi conjecturer que l’espace des repre´sentations de Z2 dans
D∞+ ([0, 1]) est connexe, et meˆme contractile, ce qui entraˆınerait que l’inclusion
F∞(M)→ P∞(M) est une e´quivalence d’homotopie faible (conforme´ment au h-
principe de Gromov [Gr2, E–M]), mais cela paraˆıt nettement plus hasardeux. . .
Premie`re partie
Sur une question de
connexite´ concernant les
diffe´omorphismes de
l’intervalle
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Plan de la partie I
Cette premie`re partie est constitue´e de trois chapitres. Dans le premier,
on rappelle les re´sultats connus concernant le centralisateur C1 d’un diffe´omor-
phisme Cr, r ≥ 2, d’un intervalle [a, b[ dont a est l’unique point fixe. On de´montre
d’abord le the´ore`me de Szekeres [Sz] qui affirme qu’un tel diffe´omorphisme est le
temps 1 du flot d’un champ de vecteurs C1 sur [a, b[ et Cr−1 sur ]a, b[. On donne
ensuite l’e´nonce´ et la de´monstration du lemme de Kopell [Ko] qui implique entre
autres qu’un tel champ est unique et que le centralisateur C1 du diffe´omorphisme
est re´duit au flot de ce champ de vecteurs, et est donc toujours un groupe a` un
parame`tre.
Dans le chapitre 2, on e´tudie les centralisateurs en re´gularite´ plus grande.
Dans une premie`re section, on donne la preuve du The´ore`me B de l’introduction
(cf. the´ore`me 2.1). Celle-ci repose sur la construction, combinant des techniques
de Sergeraert [Se] et d’Anosov–Katok [A–K], d’un champ de vecteurs C1 sur R+
dont le flot au temps t est lisse pour un ensemble dense et non de´nombrable Kˆ
de t mais pas C2 pour t = 1/2. On comple`te ce re´sultat en montrant dans la
section 2.2 que Kˆ ne contient que des rationnels et des nombres de Liouville,
et dans la section 2.3 que l’ensemble A des nombres τ pour lesquels il existe
un champ de vecteurs dont le flot est lisse aux temps 1 et τ mais pas C2 pour
d’autres temps est re´siduel. Dans la section 2.4, on revient sur l’exemple de
Sergeraert [Se, §4] et on prouve que le centralisateur C2 du diffe´omorphisme f
qu’il construit est re´duit au groupe des ite´re´s.
Enfin, dans le chapitre 3, on exploite les re´sultats rappele´s au chapitre 1
pour de´montrer le the´ore`me C de l’introduction (cf. the´ore`me 3.1).
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Quelques formules utiles
De´rive´es
Si g est une application Ck de´finie sur un intervalle I ⊂ R (ouvert ou ferme´),
on note
‖g‖k = sup
{∣∣Dmg(x)∣∣, 0 ≤ m ≤ k, x ∈ I} ∈ [0,+∞].
Si g : I → g(I) est un diffe´omorphisme de classe C2 pre´servant l’orientation, on
note :
Lg = D logDg =
D2g
Dg
.
On retient en particulier la formule de ✭✭ de´rivation ✮✮ d’une compose´e par l’ope´ra-
teur L :
L(h ◦ g) = Lh ◦ g ·Dg + Lg. (1)
Pour calculer des de´rive´es d’ordre supe´rieur de fonctions compose´es, on utilisera
e´galement la formule de Faa` di Bruno sous la forme :
Dm(h ◦ g) =
∑
π∈Πm
((
D|π|h
)
◦ g ·
∏
B∈π
D|B|g
)
(2)
ou` Πm de´signe l’ensemble des partitions π de {1, · · · ,m} et |X | le cardinal de
l’ensemble fini X .
Champs de vecteurs et leur flot
Soit η un champ de vecteurs sur un intervalle J . Tout au long de la partie
I, on fera peu de diffe´rence entre η et la fonction dx(η), x e´tant la coordonne´e
sur J . Si g : I → J est un diffe´omorphisme, le tire´-en-arrie`re de η par g est le
champ de vecteurs sur I de´fini par :
g∗η =
η ◦ g
Dg
.
Si η est C1 et complet sur J , son flot {f t}t∈R est bien de´fini et ses e´le´ments sont
des diffe´omorphismes C1 de J qui pre´servent η au sens ou` (f t)∗η = η pour tout
t, soit
η ◦ f t = Df t × η sur J. (3)
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Si a ∈ J est un ze´ro de η, on utilisera souvent les faits suivant :
f t(a) = a, Df t(a) = etDη(a)
et f t(x)− x ∼
x→a
etDη(a) − 1
tDη(a)
tη(x) pour tout t ∈ R∗, (4)
en remplac¸ant e
tDη(a)−1
tDη(a) par 1 si Dη(a) = 0.
De´monstration. Le premier fait est clair. Le second de´coule directement de
l’e´quation aux variations
Df t(x) = exp
(∫ t
0
Dη ◦ f s(x)ds
)
applique´e en a. L’e´quivalence (I) est triviale si η(x) = 0 et s’obtient facilement
si Dη(a) 6= 0 (et donc Df t(a) 6= 1). En effet, dans ce cas,
f t(x)− x ∼
x→a
(f t(a)− a) + (Df t(a)− 1)(x− a) =
(
etDη(a) − 1
)
(x− a)
et
tη(x) ∼
x→a
tη(a) + tDη(a)(x − a) = tDη(a)(x − a).
Si Dη(a) = 0, on e´crit
f t(x) − x
tη(x)
=
1
t
∫ t
0
η ◦ f s(x)
η(x)
ds =
1
t
∫ t
0
Df s(x)ds.
Comme le flot de η est C1, Df s(x) tend vers Df s(a) = 1 quand x tend vers a,
et ce uniforme´ment en s ∈ [0, t], ce qui fournit l’e´quivalence souhaite´e.
Chapitre 1
Re´sultats classiques sur le
centralisateur C1
On s’inte´resse dans ce chapitre aux diffe´omorphismes de classe Cr, r ≥ 2, de
l’intervalle [a, b[,−∞ < a < b ≤ +∞, sans point fixe dans ]a, b[. Le centralisateur
dans D1([a, b[) d’un tel diffe´omorphisme est toujours un groupe a` un parame`tre.
Cette affirmation de´coule de re´sultats classiques de Szekeres [Sz] et Kopell [Ko]
dont on rappelle les e´nonce´s et les de´monstrations dans les sections 1.1 et 1.2
respectivement. Pour plus de de´tails, on pourra se reporter a` [Na] et [Yo] par
exemple.
1.1 Existence des champs de Szekeres
The´ore`me 1.1 (Szekeres). Tout diffe´omorphisme f ∈ Dr([a, b[), r ≥ 2, sans
point fixe dans ]a, b[ est le temps 1 du flot d’un champ de vecteurs de classe C1
sur [a, b[ et Cr−1 sur ]a, b[.
On appellera champ de Szekeres de f tout champ de vecteurs ayant ces
proprie´te´s. On verra dans la section suivante qu’un tel champ est en fait unique.
La proposition 1.3 donne des informations plus pre´cises sur ce champ, qui seront
utiles au chapitre 3.
Remarque 1.2. Si f n’est pas Cr-tangent a` l’identite´ en a, un the´ore`me de F. Ta-
kens [Ta] (cf. the´ore`me 3.4) affirme que f admet un champ de Szekeres de classe
Cr−1 sur [a, b[. En revanche, il existe des diffe´omorphismes f ∈ D∞([a, b[) (infi-
niment tangents a` l’identite´ en a) qui ne sont pas sur un flot C2 (cf. chapitre 2).
Ce de´faut de re´gularite´ motive toute la premie`re partie de cette the`se et nous
complique bien la taˆche dans la seconde (cf. chapitre 5).
E´tant donne´ f ∈ Dr([a, b[), on pose η0 = (f − Id)∂x et ηk = (fk)∗(η0) pour
k ≥ 1. Ces champs de vecteurs sur [a, b[ sont de classe Cr et Cr−1 respectivement.
Proposition 1.3. Soit f ∈ Dr([a, b[) satisfaisant f(x) < x pour tout x ∈ ]a, b[.
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1. La suite ηk converge C1-uniforme´ment sur tout compact de [a, b[ vers un
champ ηf = η∞ dont f est le flot au temps
logDf(a)
Df(a)−1
(1 si Df(a) = 1).
2. La convergence de ηk est Cr−1-uniforme sur tout compact de ]a, b[. La
restriction de ηf a` ]a, b[ est donc Cr−1.
3. Pour tous 0 ≤ i, j ≤ ∞ et tout c ∈ ]a, b[,
sup
]a,c]
∣∣∣∣log ηjηi
∣∣∣∣ ≤ ∥∥D logDf | [a,c]∥∥0 (c− a).
4. Si
∥∥(f − Id) | [a,c]∥∥2 < δ < 1 pour un c ∈ ]a, b[,
sup
[a,c]
|Dηk| < δ + δ(c− a)
1− δ e
δ(c−a)
1−δ pour tout 0 ≤ k ≤ ∞.
De´monstration du the´ore`me 1.1 a` partir de 1.3. Si f ∈ Dr([a, b[) satisfait f(x) <
x pour tout x ∈ ]a, b[, le champ logDf(a)Df(a)−1 ηf est un champ de Szekeres de f . Dans
le cas contraire, on applique la proposition 1.3 a` f−1, qui est donc le temps 1 du
flot de logDf
−1(a)
Df−1(a)−1 ηf−1 , et l’oppose´ de ce champ de vecteurs fournit un champ
de Szekeres de f .
Corollaire 1.4. Soient a, b ∈ R, a < b. Si f ∈ Dr([a, b[), sans point fixe
dans ]a, b[, ve´rifie ‖f − Id‖2 < δ < 1, alors f admet un champ de Szekeres ν
satisfaisant
sup
]a,b[
∣∣∣∣log νf − Id
∣∣∣∣ < u(δ) et sup
[a,b[
|Dν| < u(δ)
pour une fonction u : [0, 1[→ R inde´pendante de f et tendant vers 0 en 0.
Remarque. La fonction u de´pend a priori de la longueur du segment [a, b] mais
peut eˆtre choisie inde´pendante de cet intervalle si par exemple on sait que [a, b] ⊂
[0, 1] (cf. chapitre 3 ou` le corollaire 1.4 est utilise´).
Notons que si f est un diffe´omorphisme du segment [a, b] pre´servant l’orien-
tation et sans point fixe dans ]a, b[, il posse`de (au moins) un champ de Szekeres
sur [a, b[ et un autre sur ]a, b]. En ge´ne´ral cependant, f n’appartient pas a` un
flot C1 sur [a, b] tout entier (cf. Kopell [Ko] et Mather [Ma2]).
De´monstration de la proposition 1.3. On s’inspire ici des preuves du the´ore`me
de Szekeres donne´es par Yoccoz dans [Yo] et A. Navas dans [Na]. La clef de la
de´monstration est l’e´tude de la fonction θ de´finie sur [a, b[ par
θ(x) = log
(∫ 1
0
Df
(
x+ s(f(x)− x)) ds)− log(Df(x)).
La fonction Df est Cr−1 et strictement positive sur [a, b[, donc θ est bien de´finie
et Cr−1 elle aussi. D’autre part, d’apre`s le the´ore`me des accroissements finis,
pour tout x ∈ [a, b[,∫ 1
0
Df
(
x+ s(f(x)− x)) ds = Df(x0) pour un certain x0 ∈ [f(x), x].
1.1. EXISTENCE DES CHAMPS DE SZEKERES 21
Soit c ∈ [a, b[ fixe´ et C = ∥∥Lf | [a,c]∥∥0, ou` Lf = D logDf . Pour tout x ∈ [a, c],
|θ(x)| = | logDf(x0)− logDf(x)| pour un certain x0 ∈ [f(x), x] ⊂ [a, c],
≤ C|x0 − x| ≤ C(x − f(x)). (1.1)
De plus, pour tout x ∈ ]a, b[, la formule de Taylor avec reste inte´gral au premier
ordre donne
f2(x)− f(x)
f(x)− x =
∫ 1
0
Df
(
x+ s(f(x) − x)) ds,
donc
θ(x) = log
f2(x) − f(x)
Df(x) (f(x) − x) = log
η1(x)
η0(x)
.
Ainsi, pour tout k ≥ 0,
log
ηk+1
ηk
= log
(fk)∗η1
(fk)∗η0
= log
η1 ◦ fk
η0 ◦ fk = θ ◦ f
k
et pour tous 0 ≤ i ≤ j,
log
ηj
ηi
=
j−1∑
k=i
θ ◦ fk. (1.2)
On peut d’ores et de´ja` de´montrer le point 3 de la proposition pour i, j <∞. En
effet, pour tout x ∈ ]a, c], les ite´re´s fk(x), k ≥ 1, restent dans ]a, c] donc (1.1)
et (1.2) entraˆınent
∣∣∣∣log ηjηi (x)
∣∣∣∣ ≤ C j−1∑
k=i
(fk(x) − fk+1(x)) = C(f i(x) − f j(x)) ≤ C(c− a). (1.3)
On montre maintenant que ηk converge C1-uniforme´ment sur [a, c]. Sur ce
segment, la suite fk converge C0-uniforme´ment vers la constante a, e´tant donne´
que ∥∥(fk − a) | [a,c]∥∥ ≤ |fk(c)− a| → 0.
On pose
Θk =
k−1∑
i=0
θ ◦ f i.
D’apre`s (1.3), ∥∥(Θj −Θi) | [a,c]∥∥0 ≤ C ∥∥(f j − f i) | [a,c]∥∥0 .
La suite Θk converge donc C0-uniforme´ment sur [a, c], et c’est aussi le cas de
ηk = η0 expΘk (cf. (1.2)). Notons que la limite ηf = lim ηk = η0 exp limΘk
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a les meˆmes ze´ros que η0 = (f − Id)∂x, donc ne s’annule qu’en a. On e´tudie
maintenant la convergence C1.
Dηk = D
(
η0 ◦ fk
Dfk
)
= Dη0 ◦ fk + (η0 ◦ fk)D
(
1
Dfk
)
(1.4)
= Dη0 ◦ fk − (ηkDfk) D
2fk
(Dfk)2
= Dη0 ◦ fk − Lfkηk
= Dη0 ◦ fk −
k−1∑
i=0
(Lf ◦ f i)Df i ηk
= Dη0 ◦ fk −
k−1∑
i=0
(Lf ◦ f i)(f i+1 − f i)ηk
ηi
. (1.5)
Le premier terme de l’expression (1.5) converge uniforme´ment vers Dη0(a) sur
[a, c], le champ η0 e´tant de classe Cr, r ≥ 2. D’autre part, les fonctions Lf ◦ f i
et ηk/ηi sont borne´es sur [a, c] inde´pendamment de i et k, par C et e
C(c−a)
respectivement (cf. 1.3). Comme pour le point 3, la positivite´ de f i− f i+1 et la
convergence uniforme de fk sur [a, c] entraˆınent alors celle de
k−1∑
i=0
(Lf ◦ f i)(f i+1 − f i)ηk
ηi
et donc celle de Dηk. La suite ηk converge donc C1-uniforme´ment sur tout com-
pact de [a, b[ vers un champ de vecteurs qu’on note ηf . L’expression (1.5) ap-
plique´e en x ∈ ]a, c] donne en outre :
|Dηk(x)| ≤
∥∥D(f − Id) | [a,c]∥∥0 + C(c− a)eC(c−a).
Si
∥∥(f − Id) | [a,c]∥∥2 < δ < 1,
C =
∥∥Lf | [a,c]∥∥0 =
∥∥∥∥D2fDf | [a,c]
∥∥∥∥
0
≤ δ
1− δ
donc finalement, pour tout x ∈ ]a, c],
|Dηk(x)| ≤ δ + δ
1− δ (c− a)e
δ
1−δ (c−a).
Cette ine´galite´ reste vraie pour x = a par continuite´ de Dηk, et le point 4 est
de´montre´.
Revenons a` la preuve du point 1. Il s’agit de ve´rifier que f co¨ıncide avec
le temps logDf(a)/(Df(a) − 1) (1 si Df(a) = 1) du flot de ηf sur [a, b[. Par
de´finition, f∗ηk = ηk+1 pour tout k. En passant a` la limite, on obtient f
∗ηf =
ηf , soit
ηf ◦ f
Df
= ηf , ou encore
Df
ηf ◦ f −
1
ηf
= 0 sur ]a, b[
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(on a vu que ηf ne s’annulait pas en dehors de a). Mais cette quantite´ est la
de´rive´e de la fonction
y ∈ ]a, b[ 7→
∫ f(y)
y
dx
ηf (x)
,
qui est donc constante e´gale a` τ ∈ R sur ]a, b[. Cela signifie pre´cise´ment que f
co¨ıncide sur ]a, b[ (et donc sur [a, b[ par continuite´) avec le flot de ηf au temps
τ . La de´rive´e de f en a vaut alors Df(a) = exp(τDηf (a)). Comme f
k(a) = a,
la formule (1.4) implique que Dηk(a) = Dη0(a) pour tout k, et
Dηf (a) = lim
k→∞
Dηk(a) = Dη0(a) = D(f − Id)(a) = Df(a)− 1,
ce qui donne bien τ = logDf(a)/(Df(a)− 1) si Df(a) 6= 1. Le cas Df(a) = 1
est plus de´licat. On veut montrer que∫ f(y)
y
dx
ηf (x)
= 1 pour tout y ∈ ]a, b[.
La fonction 1/η0 e´tant borne´e sur [f(y), y], la suite 1/ηk = (1/η0) exp(−Θk)
converge uniforme´ment vers 1/ηf sur ce segment. Il faut donc montrer que∫ f(y)
y
dx
ηk(x)
=
∫ f(y)
y
Dfk(x)
fk+1(x)− fk(x)dx→ 1 quand k →∞.
Pour cela, on e´crit
Dfk(x)
fk+1(x) − fk(x) =
Dfk(x)
fk+1(y)− fk(y) ×
fk+1(y)− fk(y)
fk+1(x)− fk(x)
et on note que ∫ f(y)
y
Dfk(x)
fk+1(y)− fk(y)dx = 1 pour tout k.
Il suffit donc de ve´rifier que les quotients
fk+1(x)− fk(x)
fk+1(y)− fk(y)
tendent uniforme´ment vers 1. Or, par le the´ore`me des accroissements finis,
(fk+1(x)− fk(x)) − (fk+1(y)− fk(y)) = (f − Id)(fk(x)) − (f − Id)(fk(y))
= (Df(xk)− 1) (fk(x)− fk(y))
pour un certain xk ∈ [fk(x), fk(y)] ⊂ [a, fk(y)]. Par suite,∣∣∣∣fk+1(x)− fk(x)fk+1(y)− fk(y) − 1
∣∣∣∣ = |Df(xk)− 1| ∣∣∣∣ fk(x)− fk(y)fk+1(y)− fk(y)
∣∣∣∣ ≤ |Df(xk)− 1|.
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Comme Df est continue et vaut 1 en a, on obtient la convergence voulue.
Il reste a` prouver le point 2. Pour cela, on montre maintenant que Θk
converge Cr−1-uniforme´ment sur tout compact de ]a, b[. On a de´ja` prouve´ la
convergence C0 en de´montrant le point 1. La convergence C1 de´coule e´galement
du point 1. En effet,
DΘk =
Dηk
ηk
− Dη0
η0
sur ]a, b[
et Dηk et 1/ηk convergent uniforme´ment sur tout compact de ]a, b[.
Soit c ∈ ]a, b[. Si {f t0}t∈R de´signe le flot de η0, l’application ψ : t ∈ R 7→ f t0(c)
de´finit un diffe´omorphisme Cr de R dans ]a, b[, satisfaisant
Dψ = η0 ◦ ψ.
Pour de´montrer le point 2, il suffit donc de prouver la convergence Cr−1-uniforme
de Θk ◦ ψ sur tout compact K de R. Celle-ci re´sulte de l’existence pour tout
n ≤ r d’une constante Mn ve´rifiant∣∣∣∣ Dn(f i ◦ ψ)(f i+1 − f i) ◦ ψ (t)
∣∣∣∣ ≤Mn pour tout i ∈ N, t ∈ K. (Hn)
On va obtenir ces constantes par re´currence, en montrant au passage que les
ine´galite´s (Hl) pour l ≤ n ≤ r − 1 entraˆınent la convergence Cn-uniforme de
Θk ◦ ψ.
Pour n = 1, il suffit de remarquer que
D(f i ◦ ψ) = (Df i ◦ ψ)Dψ = (f
i+1 − f i) ◦ ψ
ηi ◦ ψ (η0 ◦ ψ)
donc
D(f i ◦ ψ)
(f i+1 − f i) ◦ ψ = e
−Θi◦ψ (1.6)
qui est borne´ uniforme´ment en i ∈ N et t ∈ K par une constante M1 puisque la
suite (Θi)i converge uniforme´ment sur ψ(K).
On suppose maintenant qu’il existe des constantesMl satisfaisant (Hl) pour
tout l ≤ n ≤ r − 1. On re´e´crit (1.6) sous la forme :
D(f i ◦ ψ)eΘi◦ψ = (f i+1 − f i) ◦ ψ.
On de´rive n fois le membre de gauche :
Dn
(
D(f i ◦ ψ) eΘi◦ψ) = eΘi◦ψDn+1(f i ◦ ψ)
+
n∑
j=1
Cjn D
j(eΘi◦ψ) Dn−j+1(f i ◦ ψ), (1.7)
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puis celui de droite :∣∣Dn((f i+1 − f i) ◦ ψ)∣∣ = ∣∣Dn(f i+1 ◦ ψ)−Dn(f i ◦ ψ)∣∣
≤Mn
(|f i+2 − f i+1| ◦ ψ + |f i+1 − f i| ◦ ψ) d’apre`s (Hn)
≤Mn
(
|f i+1 − f i| ◦ ψ
)( |f i+2 − f i+1| ◦ ψ
|f i+1 − f i| ◦ ψ + 1
)
≤Mn
(|f i+1 − f i| ◦ ψ) (∥∥Df | ψ(K)∥∥0 + 1)
≤M ′n
(|f i+1 − f i| ◦ ψ) .
(1.8)
En combinant (1.7), (1.8) et (Hl) pour l ≤ n, on obtient
|Dn+1(f i ◦ ψ)| ≤M1
M ′n + n∑
j=1
Cjn Mn−j+1|Dj(eΘi◦ψ)|
(|f i+1 − f i| ◦ ψ) .
Pour obtenir une constante Mn+1 satisfaisant (Hn+1), il suffit donc de montrer
que |Dj(eΘi◦ψ)| est borne´ uniforme´ment en i sur K pour tout j ≤ n. Pour cela,
on montre maintenant que les ine´galite´s (Hl) pour l ≤ n ≤ r − 1 entraˆınent
la convergence Cn-uniforme de (Θk ◦ ψ)k sur K. D’apre`s la formule de Faa` di
Bruno (2),
Dl(θ ◦ f i ◦ ψ) =
∑
π∈Πl
(
D|π|θ
)
◦ (f i ◦ ψ) ·
∏
B∈π
D|B|(f i ◦ ψ),
ou` Πl de´signe l’ensemble des partitions π de {1, · · · , l} et |X | le cardinal de
l’ensemble fini X . Pour toute partition π ∈ Πl, les ine´galite´s (Hj) pour j ≤ l ≤ n
entraˆınent : ∣∣∣∣∣∏
B∈π
D|B|(f i ◦ ψ)
∣∣∣∣∣ ≤
(∏
B∈π
M|B|
)
· (|f i+1 − f i| ◦ ψ)|π| .
En posant
M =
∏
l≤n
max(1,Ml)
n et d = maxψ(K)
(de sorte que f i ◦ ψ(K) ⊂ [a, d] pour tout i ∈ N), on a donc∣∣∣∣∣∏
B∈π
D|B|(f i ◦ ψ)
∣∣∣∣∣ ≤M ×max (1, (d− a)l−1)× (|f i+1 − f i| ◦ ψ) ,
et par suite
Dl(θ ◦ f i ◦ψ) ≤ |Πl| ×
∥∥θ | [a,d]∥∥l×M ×max (1, (d− a)l−1)× (|f i+1 − f i| ◦ ψ) .
La se´rie
∑
iD
l(θ◦f i◦ψ) converge donc uniforme´ment sur K par l’argument ha-
bituel, et ce pour tout l ≤ n. Autrement dit, (Θk◦ψ)k converge Cn-uniforme´ment
sur K.
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1.2 Unicite´ du champ de Szekeres
The´ore`me 1.5 (Lemme de Kopell). Soient f et g deux diffe´omorphismes de
[a, b[ qui commutent, de classe C2 et C1 respectivement. Si f n’a pas de point
fixe dans ]a, b[ et si g en a au moins un, alors g = Id.
De´monstration. Notre re´fe´rence pour cette preuve est le livre de Navas [Na]. Soit
c ∈ ]a, b[ un point fixe de g. Quitte a` remplacer f par f−1, on peut supposer
que f(x) < x pour tout x ∈ ]a, b[. Comme f et g commutent, gp ◦ fn = fn ◦ gp
pour tous n, p ∈ N, donc :
g(fn(c)) = fn(c) et
Dgp ◦ fn ×Dfn = Dfn ◦ gp ×Dgp.
D’apre`s la premie`re e´galite´, (fn(c))n∈N forme une suite de points fixes de g
qui s’accumule sur a, donc comme Dg est continue, Dg(a) = 1. On re´e´crit la
deuxie`me e´galite´ sous la forme :
Dgp(x) =
Dfn(x)
Dfn(gp(x))
Dgp(fn(x)) pour tout x ∈ [a, b[. (1.9)
Soit x un point du segment [f(c), c] qui est stable par g. La suite (gp(x))p∈N ⊂
[f(c), c] est monotone. On la suppose croissante pour fixer les ide´es. Les inter-
valles ]f j(x), f j ◦ gp(x)[ ⊂ ]f j+1(c), f j(c)[, j ∈ N, sont disjoints et inclus dans
[a, c], donc
∣∣∣∣log( Dfn(x)Dfn(gp(x))
)∣∣∣∣ =
∣∣∣∣∣
n−1∑
i=0
logDf ◦ f i(x)− logDf ◦ f i ◦ gp(x)
∣∣∣∣∣
≤
n−1∑
i=0
∣∣logDf ◦ f i(x)− logDf ◦ f i ◦ gp(x)∣∣
=
n−1∑
i=0
∣∣∣∣∣
∫ fi◦gp(x)
fi(x)
D logDf
∣∣∣∣∣
≤
∫ c
a
|D logDf | =: C.
En faisant tendre n vers l’infini dans (1.9), comme Dgp est continue et vaut 1
en a, on obtient :
e−C ≤ |Dgp(x)| ≤ eC pour tout x ∈ [f(c), c], p ∈ N. (1.10)
Ceci implique que g vaut l’identite´ sur [f(c), c]. En effet, supposons par l’absurde
que x ∈ [f(c), c] soit de´place´ par g — disons g(x) > x. Alors (gp(x))p∈N est une
suite strictement croissante dans [f(c), c], et la longueur des intervalles disjoints
]gp(x), gp+1(x)[ tend ne´cessairement vers 0. Mais d’apre`s (1.10), cette longueur
est minore´e par e−C |g(x)− x|, ce qui constitue une contradiction.
Ainsi, g vaut l’identite´ sur [f(c), c], et comme g commute avec f , c’est l’iden-
tite´ sur [a, b[ tout entier.
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Pour tout f ∈ Dr([a, b[), 1 ≤ r ≤ ∞, et tout 1 ≤ k ≤ r, on note Zkf le
centralisateur de f dans Dk([a, b[) :
Zkf = {g ∈ Dk([a, b[) ; g ◦ f = f ◦ g}.
Corollaire 1.6. Soit f ∈ Dr([a, b[), r ≥ 2, sans point fixe dans ]a, b[. Il existe
un unique champ de vecteurs de classe C1 sur [a, b[ dont f soit le flot au temps
1. Le centralisateur Z1f est re´duit au flot de ce champ de vecteurs et est donc
un groupe a` un parame`tre de diffe´omorphismes C1.
Ce corollaire montre en particulier que f admet un unique champ de Sze-
keres.
De´monstration. Soit ν un champ de Szekeres de f (cf. the´ore`me 1.1). Il suffit
de ve´rifier que tout g ∈ Z1f appartient au flot {f t}t∈R de ν. Soit c ∈ ]a, b[ et
t ∈ R tel que f t(c) = g(c). Un tel t existe et est unique, ν e´tant partout non nul
sur ]a, b[. Le diffe´omorphisme f−t ◦ g de [a, b[ est de classe C1, commute avec f
et fixe c ∈ ]a, b[. C’est donc l’identite´ d’apre`s le lemme de Kopell 1.5.
On peut de´montrer un e´nonce´ similaire pour les germes de diffe´omorphismes
de R+ en 0, tout germe se prolongeant en diffe´omorphisme de R+ tout entier.
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Chapitre 2
Centralisateur Cr, r ≥ 2
. . . des fois, la pire des choses qui peut arriver
aux questions, c’est la re´ponse.
Romain Gary
L’angoisse du roi Salomon
Dans ce chapitre, on se place sur [a, b[ = R+, et on s’inte´resse aux centrali-
sateurs Cr, r ≥ 2, d’un diffe´omorphisme (C∞-)lisse f fixant seulement l’origine.
D’apre`s le corollaire 1.6, un tel diffe´omorphisme posse`de un unique champ de
Szekeres νf , i.e un champ de vecteurs de classe C1 sur R+ et C∞ sur R∗+ dont le
flot au temps 1 co¨ıncide avec f . De plus, le centralisateur C1 de f se re´duit aux
e´le´ments du flot de νf . L’e´tude des centralisateurs Cr, r ≥ 2, s’ave`re plus subtile.
On peut certes faire deux remarques e´le´mentaires : d’une part, Zrf de´croˆıt quand
r augmente, donc Zrf ⊂ Z1f pour tout r ≥ 1, et d’autre part, Zrf contient tous
les ite´re´s de f et de son inverse. Mais on ne peut rien dire de plus en ge´ne´ral.
En effet, les deux cas limites permis par les inclusions :
Z ∼= {fn, n ∈ Z} ⊂ Zrf ⊂ Z1f ∼= R
peuvent se produire. Si le champ de Szekeres de f est lisse, alors Zrf = Z1f pour
tout r. D’apre`s un re´sultat de Takens [Ta], c’est notamment le cas si f n’est pas
infiniment tangent a` l’identite´ en 0. Pour les diffe´omorphismes infiniment tan-
gents a` l’identite´ en 0, Sergeraert [Se, §3] a aussi donne´ un crite`re de re´gularite´ :
si f n’oscille pas trop autour de l’identite´ au sens ou`
sup
0<y≤x
(
y − f(y)) = O ((x− f(x))λ) pour un λ > r − 1
r
,
alors Zrf = Z1f . Mais dans le meˆme article, il construit un diffe´omorphisme f
dont le centralisateur C2 est strictement contenu dans Z1f , et on ve´rifie dans la
section 2.4 que Z2f est en fait re´duit au groupe engendre´ par f . Le premier but de
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ce chapitre est de montrer qu’il existe des exemples interme´diaires te´moignant
de phe´nome`nes plus complexes :
The´ore`me 2.1. Il existe un diffe´omorphisme lisse f de R+ fixant seulement
l’origine, dont le centralisateur Cr, 2 ≤ r ≤ ∞, est un sous-groupe propre, dense
et non de´nombrable du groupe a` un parame`tre Z1f .
Ce the´ore`me de´coule de la proposition suivante, de´montre´e dans la section
2.1 1, en prenant pour f le flot au temps 1 du champ de vecteurs ν qu’elle
fournit :
Proposition 2.2. Il existe un champ de vecteurs ν complet C1 sur R+ et ne
s’annulant qu’en 0 dont le flot f t au temps t n’est pas C2 en 0 pour t = 1/2
mais est lisse sur R+ pour tout t ∈ Z ⊕
∑
τ∈K τZ, ou` K ⊂ R est un ensemble
de Cantor.
Il est alors naturel de se demander si les diffe´omorphismes f de R+ fixant
seulement l’origine dont le centralisateur Zrf , r ≥ 2, n’est ni le groupe a` un
parame`tre Z1f ∼= R, ni le groupe discret des ite´re´s {fn, n ∈ Z} ∼= Z, sont
des phe´nome`nes isole´s ou non. Notons tout d’abord que d’apre`s les travaux
de Takens [Ta], ce phe´nome`ne se limite au sous-ensemble S ⊂ D∞(R+) des
diffe´omorphismes infiniment tangents a` l’identite´ en 0. A` notre connaissance, il
n’y a pas de topologie sur S qui soit vraiment adapte´e a` ce proble`me. En parti-
culier, la restriction a` S de la topologie de la convergence C∞ sur les compacts
de R+ est extreˆmement grossie`re : e´tant donne´s deux diffe´omorphismes contrac-
tants f, g ∈ S on construit facilement une suite de diffe´omorphismes fk ∈ S qui
convergent vers f en topologie C∞ et dont les germes en 0 sont tous e´gaux a` ceux
de g. En d’autres termes, la topologie C∞ ne voit pas le germe en 0, alors que
c’est pre´cise´ment ce germe qui de´termine la re´gularite´ du champ de Szekeres,
et donc la nature des centralisateurs Zr pour r ≥ 2. Ne´anmoins, meˆme si on
ne peut pas parler de ge´ne´ricite´, le re´sultat suivant montre que le phe´nome`ne
illustre´ dans le the´ore`me 2.1 n’est pas rare, au sens ou` tout diffe´omorphisme
de R+ fixant seulement l’origine, appartenant a` un flot lisse et satisfaisant une
certaine condition d’oscillation peut eˆtre approche´ (en un sens pre´cise´ dans
l’e´nonce´) par des diffe´omorphismes f dont les centralisateurs Zrf sont comme
dans le the´ore`me 2.1 :
The´ore`me 2.3. Soit f0 un diffe´omorphisme lisse et contractant de R+ (i.e.
f(x) < x pour tout x > 0) ayant un champ de Szekeres lisse C1-borne´ et satis-
faisant la condition d’oscillation suivante :
lim sup
x→0
(
sup
0<y≤x
log
(
x− f0(x)
)
log
(
y − f0(y)
)) = +∞.
Alors, pour tout k ≥ 0 et tout ε > 0, il existe un diffe´omorphisme lisse f de R+
proche de f0 au sens ou`∣∣Dm(f − f0)(x)∣∣ ≤ ε∣∣Dm(f0 − Id)(x)∣∣ pour tout m ≤ k et tout x ∈ R+,
1. La section 2.1 reprend l’essentiel de l’article [Ey] a` paraˆıtre dans Commentarii Mathe-
matici Helvitici.
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et dont le centralisateur Z∞f est un sous-groupe propre, dense et non-de´nombrable
de Z1f .
La preuve de ce the´ore`me est tre`s similaire a` celle du the´ore`me 2.1, avec
quelques de´tails techniques supple´mentaires. Pour plus de lisibilite´, on ne donne
ici que la preuve du the´ore`me 2.1, et on renvoie le lecteur a` [Ey] pour la preuve
de 2.3.
Une autre question inte´ressante concerne la nature arithme´tique des e´le´ments
d’un centralisateur Zrf qui diffe`re de Z1f . Autrement dit, soit A l’ensemble des
τ ∈ R pour lesquels il existe un champ de vecteurs ν de classe C1 sur R+, non
nul en dehors de 0, dont le flot est lisse aux temps 1 et τ mais pas C2 pour
d’autres temps ; que peut-on dire de A ? Graˆce a` l’exemple de Sergeraert [Se,
§4] (cf. proposition 2.13), on voit facilement que A contient tous les rationnels.
En ame´liorant la preuve de la proposition 2.2, on montre dans la section 2.3 que
A est re´siduel. En revanche, les e´le´ments de A fournis par la construction de la
section 2.1 sont tous des nombres de Liouville (cf. section 2.2). Deux questions
subsistent encore :
A contient-il tous les nombres de Liouville ?
A contient-il un nombre diophantien ?
La formulation des questions n’est pas anodine. La tre`s bonne approxima-
tion des temps τ ∈ K par des rationnels est essentielle dans la construction
de la section 2.1, et on peut penser qu’a` l’inverse, des techniques similaires a`
celles de l’e´tude des diffe´omorphismes du cercle (cf. [He], [Yo]) permettraient de
montrer qu’un champ dont les temps 1 et τ sont lisses pour un τ diophantien
est force´ment lisse.
2.1 Exemples de centralisateurs exotiques
Cette section pre´sente la de´monstration de la proposition 2.2.
2.1.1 Principe de la construction
Cette de´monstration combine la strate´gie de Sergeraert dans [Se] et la me´-
thode d’approximation par conjugaison introduite par Anosov et Katok dans
[A–K] et de´veloppe´e ensuite par de nombreux auteurs (voir l’article [F–K] et les
re´fe´rences qui y sont donne´es). Sergeraert explique comment perturber un champ
de vecteurs lisse (spe´cifique) pour rendre son temps 1/2 irre´gulier, en pre´servant
la re´gularite´ du temps 1. La me´thode de de´formation par conjugaison permet
quant a` elle de pre´server la re´gularite´ d’autres temps du flot, en particulier de
temps irrationnels. Dans cette section, on de´crit rapidement la construction de
Sergeraert, dans un langage un peu diffe´rent du sien, puis on explique comment
la ge´ne´raliser graˆce a` des me´thodes de type Anosov–Katok.
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Construction de Sergeraert
La construction expose´e ici en termes de de´formations par conjugaison est
bien celle de Sergeraert, meˆme si les conjugaisons n’apparaissent pas explicite-
ment dans [Se]. On commence avec un champ de vecteurs lisse particulier ν0
(dont la de´finition pre´cise est donne´e au paragraphe 2.1.2) et on construit le
champ ν voulu (i.e un champ dont le flot est lisse au temps 1 et pas C2 au
temps 1/2) comme limite d’une suite de de´formations νk, chaque νk e´tant le
tire´-en-arrie`re h∗kν0 de ν0 par un diffe´omorphisme lisse hk de R+. Le flot f
t
k
de νk est alors relie´ au flot f
t
0 de ν0 par f
t
k = h
−1
k ◦ f t0 ◦ hk. Il s’agit donc de
construire les conjugaisons hk de sorte que f
1
k converge en topologie C∞ mais
que f
1/2
k ne converge qu’en topologie C1. Pour cela, l’allure du champ initial est
de´terminante : il ne s’annule qu’en 0, est ne´gatif ailleurs, et son graphe a l’allure
d’un paysage sous-marin forme´ d’une alternance de fosses Lk et de plateaux
Hk dont les altitudes respectives −vk et −uk (mesure´es depuis la surface, de
sorte que 0 < uk < vk), tendent vers 0 quand k tend vers +∞, mais oscillent
violemment au sens ou` les quotients vk/uk tendent vers l’infini.
HkLkHk+1Lk+1Hk+2
ξ0
uk
vk
Il de´coule de ce comportement que si un e´le´ment f t0 du flot envoie un segment
S ⊂ Hk dans la re´gion Lk pour un k assez grand, alors sa restriction a` S est
une application affine de grande pente vk/uk.
Les conjugaisons hk sont de´finies inductivement. On construit a` l’e´tape k un
diffe´omorphisme gk, et on de´finit hk = gk ◦ hk−1 et νk = h∗kν0 = h∗k−1g∗kν0, si
bien que les flots de νk et νk−1 sont donne´s respectivement par
f tk = h
−1
k−1 ◦ (g−1k ◦ f t0 ◦ gk) ◦ hk−1 et
f tk−1 = h
−1
k−1 ◦ f t0 ◦ hk−1.
Il faut construire gk de sorte que g
−1
k ◦ f10 ◦ gk − f10 soit tre`s petit en norme
Ck (disons borne´ par 2−k) mais que g−1k ◦ f1/20 ◦ gk − f1/20 soit grand en norme
C2. Pour cela, l’ide´e est de prendre un gk qui co¨ıncide avec l’identite´ pre`s de 0,
commute avec f10 en dehors d’un intervalle fondamental Sk ⊂ Lk de f1/20 , est
petit en norme Ck sur cet intervalle, mais ne commute pas avec f1/20 .
Plus pre´cise´ment, on fait en sorte que g−1k ◦ f1/20 ◦ gk − f1/20 soit ✭✭ de l’ordre
de ✮✮ gk−Id. Soit Jk ⊂ Lk un intervalle fondamental de f10 contenant Sk. Comme
gk commute avec f
1
0 en dehors de Jk et vaut l’identite´ pre`s de 0, gk vaut l’identite´
sur [0,min Jk], et, pour tout p ≥ 1, si Jpk de´signe le segment f−p0 (Jk),
gk | Jpk = f
−p
0 ◦ (gk | Jk) ◦ fp0 .
Or si p est tel que Jpk ⊂ Hk, on a vu que la restriction de fp0 a` Jpk e´tait une
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gk
Sk
Jk
Lk Hk
f0
f
1/2
0
vk
application affine de la forme
x ∈ Jpk 7→
vk
uk
x+ ck,
ou` ck de´signe une constante re´elle. Mais alors(
gk | Jpk
)
(x) =
(
vk
uk
)−1
(gk | Jk)
(
vk
uk
x+ ck
)
− ckuk
vk
,
Donc pour tout m ≥ 1,
Dm
(
(gk − Id) | Jpk
)
(x) =
(
vk
uk
)m−1
Dm ((gk − Id) | Jk)
(
vk
uk
x+ ck
)
.
gk
Jpk
f
1/2
0
f0
uk
Ainsi, (gk − Id) est petit en norme C1 sur R+ tout entier, mais les de´rive´es
supe´rieures sont grandes par endroits (dans la zone Hk), et de meˆme pour g
−1
k ◦
f
1/2
0 ◦ gk − f1/20 . On ve´rifie alors que la superposition hk des perturbations gk
produit l’effet souhaite´ sur les temps 1 et 1/2 du flot de ν0.
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Combinaison avec les me´thodes d’Anosov–Katok
On part du meˆme champ de vecteurs ν0, et on de´finit la` aussi ν comme
limite de de´formations νk, chaque νk e´tant le tire´ en arrie`re h
∗
kν0 de ν0 par un
diffe´omorphisme lisse hk de R+. La` encore, le flot f
t
k de νk est relie´ au flot de
ν0 par f
t
k = h
−1
k ◦ f t0 ◦ hk. Mais cette fois, on construit les hk de sorte que les
diffe´omorphismes f tk convergent en topologie C∞ pour un ensemble dense de t,
et seulement en topologie C1 pour le temps t = 1/2. Pour cela, on construit
inductivement les diffe´omorphismes gk = hk ◦ h−1k−1 de sorte qu’a` l’e´tape k,
gk commute avec f
1/qk
0 , pour un certain entier qk, en dehors d’un intervalle
fondamental Sk de f
1/2qk
0 situe´ dans la re´gion Lnk , pour un entier nk, mais pas
avec f
1/2qk
0 . On impose de plus que la norme Ck de gk − Id soit suffisamment
petite sur Sk pour que les normes Ck des applications
g−1k ◦ f t0 ◦ gk − f t0 et h−1k ◦ f t0 ◦ hk − h−1k−1 ◦ f t0 ◦ hk−1 , t ∈
1
qk
Z ∩ [0, 1],
soient strictement infe´rieures a` 2−k, et on note Ik un voisinage compact de
1
qk
Z∩]0, 1[ tel que l’ine´galite´ large soit ve´rifie´e pour tout t ∈ Ik. Pour un
choix convenable de qk et nk, on peut faire en sorte que l’intersection des com-
pacts Ik soit un ensemble de Cantor K constitue´ de temps t pour lesquels les
diffe´omorphismes h−1k ◦ f t0 ◦ hk, k ≥ 1, convergent en topologie C∞. Il faut pour
cela choisir a` chaque e´tape qk assez grand pour que
1
qk
Z rencontre chaque com-
posante connexe de Ik−1 en au moins deux points. L’irre´gularite´ de la limite des
f
1/2
k s’obtient exactement comme dans la construction de Sergeraert.
2.1.2 Le champ de vecteurs initial
On part du champ de vecteurs de´fini par Sergeraert dans [Se]. Pour le de´finir,
on utilise deux fonctions α, β : R→ [0, 1] satisfaisant les conditions suivantes :
– α(x) vaut 0 pour x ≤ 1/6 et 1 pour x ≥ 1/3 ;
– β(x) vaut 0 pour x ≤ 1/6 ou x ≥ 5/6, et 1 pour 1/3 ≤ x ≤ 2/3 ;
1
1
1
1 00 16
1
6
1
3
1
3
2
3
5
6
α β
En posant un = 2
−n4 et vn = 2
−n2 , on de´finit ν0 par
ν0(x) = −un+1 − (un − un+1) α(2n+1x− 1)− (vn − un) β(2n+1x− 1)
pour x ∈ [2−n−1, 2−n], ν0(0) = 0 et ν0(x) = −1 pour x ≥ 1.
On ve´rifie facilement que ν0 est lisse sur R+, borne´ (donc complet), infiniment
plat en 0 et C1-borne´ — avec 1 < ‖ν0‖1 < +∞. On note {f t0, t ∈ R} son flot,
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2−n−1 2−n
un
vn
un+1
ξ0
et on fixe deux orbites {al, l ∈ Z} et {bl, l ∈ Z} de f0 = f10 , avec a0 = 1,
b0 = f
−1/2
0 (a0), al = f0(al−1) et bl = f0(bl−1) pour tout l ∈ Z. Comme ν0 est
constant e´gal a` −vn sur le tiers central de [2−n−1, 2−n], c’est-a`-dire [2−n−1 +
2−n−1/3, 2−n− 2−n−1/3], et a` −un sur [2−n− 2−n−1/6, 2−n+2−n/6], un calcul
rapide de temps de parcours a` vitesse constante montre que pour tout n ≥ 4, il
existe des entiers i(n) et j(n) tels que
2−n − 1
6
2−n−1 ≤ ai(n)+2 < ai(n)−2 ≤ 2−n + 1
6
2−n
et 2−n−1 +
1
3
2−n−1 ≤ aj(n)+2 < aj(n)−2 ≤ 2−n − 1
3
2−n−1.
Ainsi ν0 vaut −vn sur [aj(n)+2, aj(n)−2], donc f t0 induit sur [aj(n)+1, aj(n)−1] la
translation de −tvn pour 0 ≤ t ≤ 1. De meˆme, au voisinage de ai(n), f t0 induit
la translation de −tun.
2.1.3 Processus de de´formation
On veut maintenant construire une suite hk de diffe´omorphismes lisses de
R+ tels que les champs de vecteurs νk = h
∗
kν0 convergent en topologie C1 vers le
champ ν de la proposition 2.2. Conforme´ment au sche´ma classique du proce´de´
de de´formation par conjugaison, hk est obtenu comme compose´
hk = gk ◦ gk−1 ◦ · · · ◦ g1
de diffe´omorphismes gk fabrique´s inductivement (ici a` partir d’une fonction γ
fixe´e et de deux parame`tres d’ajustement qk et nk), de sorte que (cf. section
2.1.1) g−1k ◦ f t0 ◦ gk − f t0, t ∈ 1qkZ ∩ [0, 1], soit ✭✭ ne´gligeable ✮✮ par rapport a`
g−1k ◦ f1/20 ◦ gk − f1/20 . On donne maintenant les de´tails de la construction des
gk.
− 14 −
1
20
1
20
1
4
1
γ
Soit γ : R→ [0, 1] une fonction lisse a` support dans [−1/4, 1/4], satisfaisant
γ(t) = 1−cos t au voisinage de 0, disons sur [−1/20, 1/20], et ‖γ‖1 < 1. Pour des
entiers q et n, on note wn = 2
−n3 et γq,n : R+ → [0, 1] la fonction lisse de´finie
par
γq,n(x) = wnγ
( q
vn
(
x− aj(n)
))
pour tout x ∈ R+. (2.1)
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La fonction γq,n est a` support dans Sq,n =
[
aj(n) − vn4q , aj(n) + vn4q
]
, qui est un
intervalle fondamental de f
1/2q
0 car il est inclus dans [aj(n)+1, aj(n)−1] ou` le flot
f s0 de ν0 au temps 0 ≤ s ≤ 1 co¨ıncide avec la translation de −svn. De plus, pour
tout x ∈ R+,
Dγq,n(x) =
wnq
vn
Dγ
( q
vn
(
x− aj(n)
))
et donc
‖γq,n‖1 = max
(
wn,
wnq
vn
)
‖γ‖1 < max
(
wn,
wnq
vn
)
.
En particulier, en prenant n assez grand par rapport a` q, on peut rendre la
norme C1 de γq,n arbitrairement petite.
On note Jq,n l’intervalle fondamental
[
aj(n) − vn2q , aj(n) + vn2q
]
de f
1/q
0 . On
de´finit gq,n : R+ → R+ comme l’unique application satisfaisant les proprie´te´s
suivantes :
– gq,n(x) = x pour x < aj(n) − vn2q ;
– gq,n(x) = x+ γq,n(x) pour x ∈ Jq,n ;
– gq,n commute avec f
1/q
0 en dehors de Jq,n, et donc
gq,n = f
−p/q
0 ◦ (Id+γq,n) ◦ fp/q0 sur f−p/q0 (Jq,n) , p ≥ 0. (2.2)
En particulier, gq,n fixe tous les segments f
−p/q
0 (Jq,n) , p ∈ Z. On donne mainte-
nant quelques proprie´te´s remarquables de gq,n concernant notamment son sup-
port et sa de´rive´e, qui nous serviront tout au long de la preuve de la proposition
2.2.
Quelques proprie´te´s de gq,n
Pour 0 ≤ p ≤ q, f−p/q0 et fp/q0 co¨ıncident avec les translations de pq vn et − pq vn
sur Jq,n et f
−p/q
0 (Jq,n) respectivement, donc (2.2) se simplifie en :
gq,n = Id+γq,n ◦
(
Id−p
q
vn
)
sur f
−p/q
0 (Jq,n) , 0 ≤ p ≤ q. (2.3)
En particulier, gq,n vaut l’identite´ sur
Nq,n =
q−1⋃
p=0
(
aj(n) + (2p+ 1)
vn
2q
+
[
−vn
4q
,
vn
4q
])
, (2.4)
et a fortiori sur tous les f
−p/q
0 (Nq,n), p ≥ 0. C’est trivialement vrai pour les
p < 0 puisque gq,n vaut l’identite´ sur [0, aj(n) − vn/4q].
Notons de plus que comme ν0 est constant e´gal a` −1 sur [1,+∞[, f−1/q0
co¨ıncide avec la translation de 1/q sur [1,+∞[, donc gq,n commute a` la trans-
lation de 1/q sur cet intervalle. En particulier, quels que soient q et n, gq,n
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aj(n) aj(n)+
vn
q aj(n)+(1−
1
q )vn aj(n)−1
Nq,n
Jq,n
gq,n−Id
commute a` la translation de 1 sur [1,+∞[. De plus,
gq,n(a0 = 1) = f
−j(n)
0 ◦ gq,n ◦ f j(n)0 (a0)
= f
−j(n)
0 (gq,n(aj(n))) = f
−j(n)
0 (aj(n)) = a0 = 1,
donc [1,+∞[ est stable par gq,n.
En de´rivant (2.2), on obtient
Dgq,n =
Df
p/q
0
Df
p/q
0 ◦ gq,n
×
(
1 +Dγq,n ◦ fp/q0
)
sur f
−p/q
0 (Jq,n) , p ≥ 0, (2.5)
donc gq,n est un diffe´omorphisme si ‖γq,n‖1 < 1. On peut en fait simplifier
l’expression (2.5). Le champ ν0 e´tant invariant par les diffe´omorphismes de son
flot, pour tout t ∈ R,
Df t0 =
ν0 ◦ f t0
ν0
sur R∗+
donc
Df
p/q
0
Df
p/q
0 ◦ gq,n
=
ν0 ◦ fp/q0
ν0
× ν0 ◦ gq,n
ν0 ◦ fp/q0 ◦ gq,n
.
Mais pour x ∈ f−p/q0 (Jq,n),
ν0 ◦ fp/q0 (x) = ν0 ◦ fp/q0 ◦ gq,n(x) = −vn
donc
Dgq,n =
ν0 ◦ gq,n
ν0
×
(
1 +Dγq,n ◦ fp/q0
)
sur f
−p/q
0 (Jq,n) , p ≥ 0. (2.6)
Le lemme suivant sera utile dans la preuve du lemme 2.7 pour prouver que
le flot limite issu de notre construction n’est pas lisse au temps 1/2 :
Lemme 2.4. Soient (qk)k≥1 et (nk)k≥1 deux familles d’entiers positifs, avec qk
impair et wnkqkv
−1
nk
< 1 pour tout k (de sorte que ‖γqk,nk‖1 < 1). Alors pour
tout k ≥ 1, l’expression
hk = gk ◦ gk−1 ◦ · · · ◦ g1, ou` gl = gql,nl ,
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de´finit un diffe´omorphisme lisse de R+ qui commute avec la translation de lon-
gueur 1 sur [1,+∞[ et a le comportement suivant sur les orbites {al, l ∈ Z} et
{bl, l ∈ Z} de f0 :
1. hk coincide avec l’identite´ au voisinage de bl pour tout l ∈ Z ;
2. hk est tangent a` l’identite´ sur {al, l ∈ Z}— i.e hk(al) = al et Dhk(al) = 1
pour tout l ∈ Z ;
3. (Lhk − Lhk−1)(al) vaut wnkq
2
k
vnk |ν0(al)|
si l ≤ j(nk) et 0 sinon.
De´monstration. Soit k ≥ 1. Comme ‖γql,nl‖1 < 1 pour tout l ≤ k, (2.6) montre
que gl est un diffe´omorphisme lisse de R+, qui commute avec la translation de
1 sur [1,+∞[ et pre´serve cet intervalle d’apre`s les ✭✭ proprie´te´s remarquables ✮✮
des gq,n. C’est donc aussi le cas de hk = gk ◦ · · · ◦ g1.
Pour de´montrer le point 1, il suffit de prouver que pour tous k et l, gk
vaut l’identite´ pre`s de bl. Pour cela il suffit, d’apre`s (2.4), de ve´rifier que bl0 ∈
IntNqk,nk pour un l0 ∈ Z. Mais qk est impair – disons qk = 2sk + 1 – donc
bj(nk) = f
−1/2
0 (aj(nk)) = aj(nk) +
1
2
vnk = aj(nk) + (2sk + 1)
vnk
2qk
∈ Nqk,nk .
D’autre part, comme γ(0) = Dγ(0) = 0, γk(aj(nk)) = Dγk(aj(nk)) = 0
d’apre`s (2.1), et l’expression de gk sur Jk = Jqk,nk implique alors que gk est tan-
gent a` l’identite´ en aj(nk). C’est donc aussi le cas en tout point f
−p/qk
0 (aj(nk)), p ≥
0, par de´finition de gk (cf. (2.2)), donc en particulier en tout al, l ≤ j(nk), et
c’est e´videmment vrai en tout al, l > j(nk) vu que gk = Id au voisinage de
[0, aj(nk)+1] = [0, aj(nk) − vnk ]. Ceci de´montre le point 2.
En appliquant a` pre´sent la re`gle de de´rivation (1) a` hk = gk ◦ hk−1, on
obtient :
Lhk = Lgk ◦ hk−1 ×Dhk−1 + Lhk−1.
Pour l ∈ Z, on sait maintenant d’apre`s le point 2 que hk−1(al) = al etDhk−1(al) =
1, donc
(Lhk − Lhk−1)(al) = Lgk(al).
Si l > j(nk), Lgk(al) = 0 puisque gk vaut l’identite´ au voisinage de
[
0, aj(nk)+1
]
.
Supposons a` pre´sent que l ≤ j(nk). Notons p = j(nk)− l ≥ 0. D’apre`s (2.2), au
voisinage de al, gk est donne´ par :
gk = f
−p
0 ◦ (Id+γk) ◦ fp0 .
E´crivons e´galement
Id = f−p0 ◦ Id ◦fp0 ,
et appliquons la formule (1) a` ces deux e´galite´s. On obtient :
Lgk = Lgk − L Id = Lf−p0 ◦ (Id+γk) ◦ fp0 ×D (Id+γk) ◦ fp0 ×Dfp0
+ L(Id+γk) ◦ fp0 ×Dfp0 − Lf−p0 ◦ fp0 ×Dfp0 ,
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qui donne, en al = f
−p
0 (aj(nk)),
Lgk(al) = Lf
−p
0
(
aj(nk) + γk(aj(nk))
)× (1 +Dγk(aj(nk)))×Dfp0 (al)
− Lf−p0 (aj(nk))×Dfp0 (al) + L(Id+γk)(aj(nk))×Dfp0 (al).
Comme γk(aj(nk)) = Dγk(aj(nk)) = 0, les deux premiers termes se compensent.
Finalement, en appliquant la relation d’invariance ν0 ◦ fp0 = Dfp0 × ν0 en al et
en notant que D2γ(0) = D2(1− cos)(0) = 1, on obtient
Lgk(al) = L(Id+γk)(aj(nk))×
ν0(aj(nk))
ν0(al)
=
wnkq
2
k
v2nk
× vnk|ν0(al)| .
On pose h0 = Id, I0 = [0, 1] et, comme dans le lemme 2.4, on abre`ge gqk,nk
par gk, γqk,nk par γk et Jqk,nk par Jk.
Lemme 2.5. Il existe des suites croissantes d’entiers positifs qk et nk pour
lesquelles les diffe´omorphismes hk = gk ◦ · · · ◦ g1, les champs de vecteurs νk =
h∗kν0 et leurs flots f
t
k satisfont les estimations suivantes pour tout k ≥ 1 :∥∥νk − νk−1∥∥1 ≤ 2−k, (ik)∥∥f tk − f tk−1∥∥k ≤ 2−k pour tout t ∈ Ik ∪ {1}, (iik)
ou` Ik ⊂ Ik−1 de´signe un compact constitue´ de 2k segments disjoints d’inte´rieur
non vide, deux dans chaque composante de Ik−1.
De´monstration. Soit k ≥ 1 et supposons qu’on a de´ja` choisi ql et nl pour 1 ≤
l ≤ k − 1 (avec wnlv−1nl ql < 1 pour que les gl soit des diffe´omorphismes) de
sorte que les estimations (il) et (iil) soient satisfaites. En particulier, hk−1 est
un diffe´omorphisme lisse de R+ qui commute a` la translation de 1 sur [1,+∞[
d’apre`s le lemme 2.4. Sa diffe´rentielle est donc minore´e sur R+ et ‖hk−1‖2 <∞.
Prenons un entier impair qk > qk−1 tel que
1
qk
Z rencontre l’inte´rieur de chaque
composante connexe de Ik−1 en au moins deux points. On choisit alors nk >
nk−1 tel que ∥∥γk∥∥k+1 ≤ 2−k−4(inf |Dhk−1|)2‖ν0‖1 ‖hk−1‖2 , (2.7)
i.e.
wnk
vk+1nk
≤ 2
−k−4 (inf |Dhk−1|)2 q−k−1k
‖γ‖k+1 ‖ν0‖1 ‖hk−1‖2
,
ce qui est possible car
wn
vk+1n
= 2−n
3+(k+1)n2 = o(1).
Notons que l’ine´galite´ (2.7) entraˆıne clairement ‖γk‖1 < 1 donc gk est un
diffe´omorphisme d’apre`s (2.5).
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Pour prouver (ik), on pose
ηk = g
∗
kν0 − ν0 de sorte que νk − νk−1 = h∗k−1ηk.
Comme fonction, ηk s’e´crit
ηk =
ν0 ◦ gk
Dgk
− ν0.
D’apre`s (2.6), sur chaque f
−p/qk
0 (Jk), p ≥ 0, on a donc
ηk = ν0
(
1
1 +Dγk ◦ fp/qk0
− 1
)
, (2.8)
et ηk = 0 sur [0,min Jk]. Comme |ν0| ≤ 1 sur R+, le choix de nk (2.7) entraˆıne
alors :
‖ηk‖0 ≤
‖Dγk‖0
1− ‖Dγk‖0
≤ 2 ‖γk‖1 (2.9)
et
|νk − νk−1| = |h∗k−1ηk| =
∣∣∣∣ηk ◦ hk−1Dhk−1
∣∣∣∣ ≤ 2 ‖γk‖1inf |Dhk−1| ≤ 2−k−4 sur R+.
En de´rivant (2.8), on obtient
Dηk = Dν0
(
1
1 +Dγk ◦ fp/qk0
− 1
)
+ ν0
D2γk ◦ fp/qk0 ×Dfp/qk0
(1 +Dγk ◦ fp/qk0 )2
= Dν0
(
1
1 +Dγk ◦ fp/qk0
− 1
)
+ (ν0 ◦ fp/qk0 )
D2γk ◦ fp/qk0
(1 +Dγk ◦ fp/qk0 )2
,
en appliquant la relation d’invariance ν0 ◦ f t0 = Df t0 × ν0 a` t = p/qk. Le choix
de nk (2.7) garantit alors :
‖Dηk‖0 ≤ 2 ‖ν0‖1 ‖γk‖1 + 4 ‖γk‖2 . (2.10)
Or
|D(νk − νk−1)| = |D(h∗k−1ηk)| =
∣∣∣∣Dηk ◦ hk−1 − D2hk−1(Dhk−1)2 ηk ◦ hk−1
∣∣∣∣
≤ ‖Dηk‖0 +
‖hk−1‖2
(inf |Dhk−1|)2 ‖ηk‖0
donc d’apre`s (2.9), (2.10) et le choix de nk (2.7),
|D(νk − νk−1)| ≤ 2 ‖ν0‖1 ‖γk‖1 + 4 ‖γk‖2 + 2 ‖γk‖1
‖hk−1‖2
(inf |Dhk−1|)2
≤ 2−k−3 + 2−k−2 + 2−k−3 = 2−k−1
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et l’estimation (ik) est satisfaite.
On de´montre maintenant (iik). On note σ
t
k le flot de g
∗
kν0, de sorte que
σtk = g
−1
k ◦ f t0 ◦ gk.
Comme
νk = h
∗
kν0 = h
∗
k−1g
∗
kν0 et νk−1 = h
∗
k−1ν0,
les flots de νk et νk−1 sont donne´s par
f tk = h
−1
k−1 ◦ σtk ◦ hk−1 et f tk−1 = h−1k−1 ◦ f t0 ◦ hk−1.
Par de´finition, gk = gqk,nk commute avec f
1/qk
0 en dehors de Jk = Jqk,nk . Par
conse´quent, gk commute avec tout ite´re´ f
p/qk
0 , p ≥ 1, en dehors de l’intervalle
p−1⋃
q=0
f
−q/qk
0 (Jk).
Ainsi, σ
p/qk
k co¨ıncide avec f
p/qk
0 en dehors de cet intervalle. En particulier, pour
0 ≤ p ≤ qk, comme f s0 co¨ıncide avec la translation de −svnk sur [aj(nk) −
vnk , aj(nk) + vnk ] pour tout 0 ≤ s ≤ 1, σp/qkk co¨ıncide avec fp/qk0 en dehors de
Mk =
[
aj(nk) −
vnk
2qk
, aj(nk) + vnk −
vnk
2qk
]
.
D’autre part, pour x ∈ Jk,
σ
1/qk
k (x) = g
−1
k ◦ f1/qk0 ◦ gk(x)
= g−1k
(
gk(x)− vnk
qk
)
= g−1k
(
x+ γk(x) − vnk
qk
)
par de´finition de gk sur Jk
= x− vnk
qk
+ γk(x) car x+ γk(x)− vnk
qk
< min(Supp g−1k )
= f
1/qk
0 (x) + γk(x).
Ainsi, comme σ
1/qk
k co¨ıncide avec f
1/qk
0 en dehors de Jk, σ
1/qk
k − f1/qk0 = γk sur
R+ tout entier. De meˆme, pour tout 0 ≤ p ≤ qk,
σ
p/qk
k (x) − fp/qk0 (x) =
p−1∑
q=0
γk
(
x− qvnk
qk
)
pour tout x ∈ R+, (2.11)
donc
∥∥∥σp/qkk − fp/qk0 ∥∥∥
m
= ‖γk‖m pour tout m ∈ N.
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Or, dans la re´gionMk ou` σ
p/qk
k et f
p/qk
0 diffe`rent pour 0 ≤ p ≤ qk, le diffe´omor-
phisme hk−1 vaut l’identite´ puisque nk > nl pour tout l < k et
Supp hk−1 ⊂
⋃
l≤k−1
Supp gl ⊂
[
aj(nk−1) −
vnk−1
2qk−1
,+∞
[
.
Par conse´quent, pour 0 ≤ p ≤ qk, les relations
f
p/qk
k = h
−1
k−1 ◦ σp/qkk ◦ hk−1
et
f
p/qk
k−1 = h
−1
k−1 ◦ fp/qk0 ◦ hk−1
donnent :
f
p/qk
k − fp/qkk−1 =
{
σ
p/qk
k − fp/qk0 sur Mk
0 en dehors.
(2.12)
Ainsi, pour 0 ≤ p ≤ qk et 0 ≤ m ≤ k, le choix de nk (2.7) garantit :∣∣∣Dm (fp/qkk − fp/qkk−1 )∣∣∣ ≤ ∥∥∥σp/qkk − fp/qk0 ∥∥∥
m
=
∥∥γk∥∥m
≤ ∥∥γk∥∥k ≤ 2−k−4,
et donc ∥∥∥f tk − f tk−1∥∥∥
k
≤ 2−k−4 pour tout t ∈ 1
qk
Z ∩ [0, 1].
Soit maintenant Tk un sous-ensemble de
1
qk
Z∩Ik−1 avec exactement deux points
dans chacune des 2k−1 composantes connexes de Ik−1 (on rappelle que qk a e´te´
choisi de sorte que de tels points existent). Les champs νk et νk−1 e´tant lisses
sur R+, il existe un voisinage compact Ik de Tk dans Ik−1 forme´ de 2
k segments
tel que ∥∥∥(f tk − f tk−1) |[0,3]∥∥∥
k
≤ 2−k pour tout t ∈ Ik ∪ {1}. (2.13)
Pour avoir l’estimation (iik), il suffit alors de ve´rifier que pour tout t ∈ [0, 1],
l’application f tk − f tk−1 est 1-pe´riodique sur [2,+∞[, ou encore que pour tout
l ≤ k, f tl commute a` la translation de 1 sur [2,+∞[. C’est bien le cas car
f tl = h
−1
l ◦ f t0 ◦ hl,
hl commute a` la translation de 1 sur [1,+∞[ et f t0 co¨ıncide avec la translation
de −t sur [2,+∞[. Ceci conclut la preuve de (iik) et donc du lemme 2.5.
Proposition 2.6. Pour de tels choix de qk, nk et Ik, les e´le´ments irrationnels
de K =
⋂
k≥1 Ik sont des nombres de Liouville.
On renvoie a` la section 2.2 pour la preuve de cette proposition.
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2.1.4 Le champ de vecteurs limite
Lemme 2.7. Les champs de vecteurs νk, k ≥ 1, du lemme 2.5 convergent en
topologie C1 sur R+ vers un champ de vecteurs ν satisfaisant toutes les proprie´te´s
de la proposition 2.2 avec K =
⋂
k≥1 Ik.
De´monstration. La convergence C1 des champs de vecteurs νk de´coule directe-
ment des estimations (ik) du lemme 2.5.
Les flots f tk de ces champs de vecteurs convergent donc en topologie C1 vers
le flot f t du champ limite ν. De plus, l’estimation (iik) du lemme 2.5 montre
que pour tout t ∈ K ∪ {1}, la suite f tk converge en fait en topologie C∞ sur R+.
Ainsi, f t est lisse pour tout t ∈ K ∪ {1}, et donc pour tout t ∈ Z ⊕∑τ∈K τZ.
Chaque Ik e´tant par construction un compact compose´ de 2
k segments, deux
dans chaque composante de Ik−1, l’intersection K = ∩ Ik est bien un ensemble
de Cantor.
Il ne reste plus qu’a` prouver que f1/2 n’est pas C2 en 0, ou encore que Lf1/2
n’est pas continue en 0. Pour cela, on calcule Lf1/2 aux points bi(nl), l ∈ N. Le
champ ν e´tant invariant par son flot,
Df t =
ν ◦ f t
ν
sur R∗+ pour tout t ∈ R,
ce qui entraˆıne
Lf t =
Dν ◦ f t −Dν
ν
.
En particulier,
Lf1/2(bi(nl)) = −
Dν(f1/2(bi(nl)))−Dν(bi(nl))
unl
.
Or pour tout k,
f
1/2
k (bi(nl)) = h
−1
k ◦ f1/20 ◦ hk(bi(nl))
= h−1k ◦ f1/20 (bi(nl)) d’apre`s le lemme 2.4,
= h−1k ◦ (ai(nl)) = ai(nl) toujours d’apre`s 2.4,
donc f1/2(bi(nl)) = limk f
1/2
k (bi(nl)) = ai(nl). De plus, νk = h
∗
kν0 pour tout k,
donc
Dνk = Dν0 ◦ hk − (ν0 ◦ hk)Lhk
Dhk
,
ce qui donne pour k ≥ l, d’apre`s les points 2 et 3 du lemme 2.4,
Dνk(ai(nl)) = Dν0(ai(nl))− ν0(ai(nl))Lhk(ai(nl)) =
k∑
m=l
wnmq
2
m
vnm
, (2.14)
et d’apre`s le point 1 du meˆme lemme,
Dνk(bi(nl)) = Dν0(bi(nl))−
Lhk
Dhk
(bi(nl))ν0(bi(nl)) = 0− 0 = 0. (2.15)
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Remarque 2.8. Notons pour plus tard que, νk e´tant lisse, il existe c ∈ [ai(nl), bi(nl)]
tel que
Dνk(bi(nl))−Dνk(ai(nl))
bi(nl) − ai(nl)
= D2νk(c), de sorte que |D2νk(c)| > 2wnlq
2
l
vnlunl
.
La suite νk converge vers ν en topologie C1 sur R+ donc, en faisant tendre
k vers l’infini dans (2.14) et (2.15), on obtient :
Dν(ai(nl)) =
∑
m≥l
wnmq
2
m
vnm
et Dν(bi(nl)) = 0.
Finalement,
Lf1/2(bi(nl)) = −
∑
m≥l
wnmq
2
m
vnmunl
< − wnlq
2
l
vnlunl
→ −∞ [l →∞] ;
f1/2 n’est donc pas C2 en 0.
2.2 Nature arithme´tique des temps re´guliers
Dans cette section, on de´montre la proposition 2.6, a` savoir que les e´le´ments
irrationnels du Cantor K construit dans la preuve de la proposition 2.2 sont
des nombres de Liouville. On rappelle qu’un nombre de Liouville est un nombre
irrationnel τ qu’on peut approcher par une suite de rationnels pk/qk ve´rifiant∣∣∣∣τ − pkqk
∣∣∣∣ < 1qkk pour tout k.
Revenons un instant sur le choix des parame`tres qk et nk dans la preuve du
lemme 2.5. A` l’e´tape k, une fois qk fixe´, on doit choisir nk d’autant plus grand
que qk est grand d’apre`s (2.7). Mais plus nk est grand, plus ‖νk‖2 est grand (cf.
remarque 2.8), et donc plus le voisinage Ik de
1
qk
Z∩]0, 1[ satisfaisant∥∥f tk − f tk−1∥∥k ≤ 2−k pour tout t ∈ Ik
est petit (cf. (2.13)). A` l’e´tape suivante, on doit alors choisir qk+1 tre`s grand
pour que chaque composante connexe de Ik contienne deux e´le´ments de
1
qk+1
Z.
C’est ce phe´nome`ne qui va contraindre la nature arithme´tique des e´le´ments de
K, qui s’obtiennent comme limites de rationnels pk/qk, pk ∈ N. La proposition
2.6 de´coule du lemme suivant.
Lemme 2.9. Pour tout k impair assez grand, les composantes connexes de Ik
sont de diame`tre infe´rieur a` 1/qk+3k .
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De´monstration de 2.6 a` partir de 2.9. Soit τ ∈ K. Pour tout k ≥ 1, il existe un
rationnel pk/qk appartenant a` la meˆme composante connexe de Ik que τ . Pour
k impair assez grand, le lemme 2.9 entraˆıne alors∣∣∣∣τ − pkqk
∣∣∣∣ ≤ 1qk+3k .
Autrement dit, τ est un nombre de Liouville.
De´monstration de 2.9. Soit k > 1 impair, pk/qk un e´le´ment de Ik et 0 < t <
1/40qk tel que
[
pk
qk
, pkqk + t
]
⊂ Ik. On va montrer que pour k assez grand, ceci
entraˆıne ne´cessairement que t < 1/2qk+3k . Le cas t < 0 e´tant similaire, le lemme
2.9 en de´coulera. On pose s = t+ pk/qk. On rappelle que σ
s
k de´signe le flot du
champ g∗kν0 au temps s, de sorte que
σsk = g
−1
k ◦ f s0 ◦ gk.
Affirmation 1.
Dkgk − (Dkgk ◦ σsk)(Dσsk)k =
∑
π∈Πk
|π|<k
(
D|π|gk ◦ σsk
∏
B∈π
D|B|σsk
)
.
On rappelle que Πk de´signe l’ensemble des partitions de {1, · · · , k} et |X | le
cardinal de l’ensemble fini X .
De´monstration. Sur [ai(nk)+1, ai(nk)−1] (qui est stable par gk), f
s
0 co¨ıncide avec
la translation de −sunk . La relation
f s0 ◦ gk = gk ◦ σsk
se re´e´crit donc
gk − sunk = gk ◦ σsk.
On lui applique la formule de Faa` di Bruno (cf. (2)) :
Dkgk =
∑
π∈Πk
(
D|π|gk ◦ σsk
∏
B∈π
D|B|σsk
)
.
En isolant l’unique partition de {1, · · · , k} en k blocs de taille 1, on obtient
l’e´galite´ voulue.
Pour de´montrer le lemme 2.9, on va appliquer cette formule en ai(nk). On
cherche donc a` calculer chacun des termes.
Affirmation 2.
Dkgk(ai(nk)) = 0.
46 CHAPITRE 2. CENTRALISATEUR CR, R ≥ 2
De´monstration. Par de´finition de gk = gqk,nk (2.2),
gk = Id+γk sur Jk =
[
aj(nk) −
vnk
2qk
, aj(nk) +
vnk
2qk
]
,
et si on note p = j(nk)− i(nk),
gk = f
−p
0 ◦ (Id+γk) ◦ fp0 sur f−p0 (Jk).
Mais sur f−p0 (Jk) ⊂ Hnk , fp0 co¨ıncide avec une application affine de pente
vnk/unk . En effet, pour tout x dans cet intervalle,
Dfp0 (x) =
ν0(f
p
0 (x))
ν0(x)
=
−vnk
−unk
.
Donc f−p0 (Jk) =
[
ai(nk) −
unk
2qk
, ai(nk) +
unk
2qk
]
et sur cet intervalle, pour tout
l ≥ 1,
Dlgk =
(
unk
vnk
)1−l
Dl(Id+γk) ◦ fp0 .
En particulier, comme k > 1,
Dkgk(ai(nk)) =
(
unk
vnk
)1−k
Dkγk(aj(nk)).
Or
γk(x) = wnkγ
(
qk
vnk
(x− aj(nk))
)
,
donc
Dlγk(x) =
wnkq
l
k
vlnk
Dlγ
(
qk
vnk
(x− aj(nk))
)
, (2.16)
avec γ = 1 − cos au voisinage de 0. Comme k est impair, Dkγ(0) = 0 donc
Dkγk(aj(nk)) = 0 et D
kgk(ai(nk)) = 0.
Affirmation 3. Pour tout l ≤ k,
Dlgk(σ
s
k(ai(nk))) =
wnkq
l
k
vnku
l−1
nk
Dl(1− cos)
(
qk
unk
(σsk − fpk/qk0 )(ai(nk))
)
(+1 sil = 1)
De´monstration. D’apre`s l’expression (2.3), comme 0 ≤ pk ≤ qk,
gk = Id+γk ◦
(
Id−qk − pk
qk
vnk
)
sur f
−1+pk/qk
0 (Jk) .
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Comme dans la preuve de l’affirmation 2, on pose p = j(nk)−i(nk) et on montre
que sur f
−(p−1)
0
(
f
−1+pk/qk
0 (Jk)
)
= f
−(p−pk/qk)
0 (Jk),
Dlgk =
(
unk
vnk
)1−l
Dl
(
Id+γk ◦
(
Id−qk − pk
qk
vnk
))
◦ fp−10
=
(
unk
vnk
)1−l
Dl(Id+γk) ◦ fp−pk/qk0 pour l ≥ 1. (2.17)
Comme pre´ce´demment, f
p−pk/qk
0 est affine de pente vnk/unk sur f
−(p−pk/qk)
0 (Jk)
et envoie f
pk/qk
0 (ai(nk)) sur aj(nk). Autrement dit,
f
p−pk/qk
0 (x) =
vnk
unk
(
x− fpk/qk0 (ai(nk))
)
+aj(nk) pour tout x ∈ f−(p−pk/qk)0 (Jk).
Ainsi, sur f
−(p−pk/qk)
0 (Jk), (2.16) et (2.17) donnent :
Dlgk(x) =
(
unk
vnk
)1−l
wnkq
l
k
vlnk
Dlγ
(
qk
unk
(
x− fpk/qk0 (ai(nk))
))
(+1 sil = 1) .
(2.18)
Ve´rifions maintenant que
qk
unk
∣∣∣σsk(ai(nk))− fpk/qk0 (ai(nk))∣∣∣ ≤ 120 ,
afin de remplacerDlγ parDl(1−cos) dans l’expression (2.18) pour x = σsk(ai(nk)),
et de de´montrer ainsi l’affirmation 3. Pour cela, notons que
f
−pk/qk
0 (ai(nk)) = g
−1
k ◦ f−pk/qk0 ◦ gk(ai(nk)) = σ−pk/qkk (ai(nk))
car, par de´finition, gk fixe tous les points de l’orbite de aj(nk) par f
1/qk
0 . Il s’agit
donc en fait de montrer que∣∣∣σsk(ai(nk))− σpk/qkk (ai(nk))∣∣∣ ≤ unk20qk .
Pour cela, on rappelle que σuk de´signe le flot de g
∗
kν0 au temps u, et que nk a
e´te´ choisi de sorte que |g∗kν0 − ν0| ≤ 2−k−3|ν0| sur R+ (cf. (2.9)). Donc, sur[
ai(nk)+1, ai(nk)−1
]
,
|g∗kν0| ≤ 2unk ,
et donc toujours sur cet intervalle,
∣∣σsk(x)− σpk/qkk (x)∣∣ ≤ 2unk ∣∣∣∣s− pkqk
∣∣∣∣ < unk20qk
par hypothe`se sur t = s− pk/qk.
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Affirmation 4.
‖σsk − f s0‖k < 2−k sur [ai(nk)+1, ai(nk)−1].
De´monstration. On rappelle que
f sk−1 = h
−1
k−1 ◦ f s0 ◦ hk−1 et f sk = h−1k−1 ◦ σsk ◦ hk−1.
Sur [ai(nk)+2, ai(nk)−2] ⊂ Hnk , hk−1 = Id, et sur [ai(nk)+1, ai(nk)−1], f s0 co¨ıncide
avec la translation de −sunk , donc sur ce meˆme intervalle, pour tout l ≥ 0,
Dl(f sk − f sk−1) = Dl(σsk − f s0 ).
Or s ∈ Ik donc
∥∥f sk − f sk−1∥∥k < 2−k.
D’apre`s l’affirmation 4, |Dσsk − Df s0 | ≤ 2−k sur [ai(nk)+1, ai(nk)−1] ou` f−s0
est une translation, donc
1
(Dσsk)
k
≤
(
1
1− 2−k
)k
≤ 2 pour k assez grand.
La formule de l’affirmation 1 calcule´e en ai(nk) donne alors, en utilisant les
affirmations 2 et 3 et en remplac¸ant |Dk(1 − cos)| par | sin |, k e´tant impair :
wnkq
k
k
vnku
k−1
nk
∣∣∣∣sin( qkunk (σsk − fpk/qk0 )(ai(nk))
)∣∣∣∣ ≤ 2 ∑
π∈Πk
|π|<k
wnkq
l
k
vnku
l−1
nk
∏
B∈π
|D|B|σsk(ai(nk))|.
Pour toute partition π de {1, · · · , k} en moins de k blocs, au moins un bloc a plus
de deux e´le´ments, donc d’apre`s l’affirmation 4, en se souvenant que Df s0 ≡ 1
sur [ai(nk)+1, ai(nk)−1],∏
B∈π
|D|B|σsk(ai(nk))| < 2−k(1 + 2−k)k−2 ≤ 2−k+1.
pour tout π ∈ Πk satisfaisant |π| < k. Finalement,∣∣∣∣sin( qkunk (σsk − fpk/qk0 )(ai(nk))
)∣∣∣∣ ≤ 2−k+2unkq−1k |Πk|.
Sur [−1/20, 1/20], | sinx| ≥ |x|/2 donc∣∣∣(σsk − fpk/qk0 )(ai(nk))∣∣∣ ≤ 2−k+3u2nkq−2k |Πk|.
Cette fois-ci on utilise l’ine´galite´ (2.8) dans l’autre sens pour montrer que
|g∗kν0| ≥ (1 − 2−k−2)|ν0| >
unk
2
sur
[
ai(nk)+1, ai(nk)−1
]
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donc ∣∣(σsk − σpk/qkk )(ai(nk))∣∣ > unk2
∣∣∣∣s− pkqk
∣∣∣∣
et
t =
∣∣∣∣s− pkqk
∣∣∣∣ ≤ 2−k+4unkq−2k |Πk|.
On voit facilement que |Πk| = o(2k3) donc
unk |Πk| = o(wnk )
et le choix de nk (2.7) entraˆıne alors
t =
∣∣∣∣s− pkqk
∣∣∣∣ ≤ 2−k+4wnkq−2k ≤ q−k−3k .
2.3 Ge´ne´ricite´ des temps admissibles
On rappelle que A de´signe l’ensemble des τ ∈ R pour lesquels il existe un
champ de vecteurs ν de classe C1 sur R+ dont le flot est lisse aux temps 1 et τ
mais pas C2 pour certains autres temps. L’ensemble A est clairement stable par
translations entie`res. D’apre`s Sergeraert [Se, the´ore`me 4.1] (cf. section 2.4), il
contient tous les rationnels. La proposition 2.2 montre qu’il contient e´galement
des irrationnels (en fait des nombres de Liouville d’apre`s la section 2.2). On ne
sait malheureusement pas si cet ensemble contient des nombres diophantiens,
ou s’il contient tous les nombres de Liouville, mais on peut montrer qu’il est
tout de meˆme tre`s gros :
Proposition 2.10. L’ensemble A est re´siduel.
La preuve de ce re´sultat, qui occupe tout le reste de la section, consiste a`
ame´liorer le lemme central 2.5 de la de´monstration de la proposition 2.2, en
utilisant encore les techniques d’Anosov–Katok. On re´pe`te la construction de la
section 2.1 jusqu’au lemme 2.4 inclus. On remplace alors l’e´nonce´ de 2.5 par :
Lemme 2.11. Il existe deux familles (qk,i)k,i∈N∗ et (nk,i)k,i∈N∗ et une suite
de´croissante d’ouverts denses Uk =
⊔
i∈N∗ U
i
k ⊂]0, 1[ tels que pour chaque com-
posante connexe U ikk de Uk avec
U ikk ⊂ U ik−1k−1 ⊂ · · · ⊂ U i11 ,
les diffe´omorphismes
hk = gnk,qk ◦ · · · ◦ gn1,q1 ou` nl = nl,il et ql = ql,il ,
les champs de vecteurs νk = h
∗
kν0 et leurs flots f
t
k satisfont les estimations∥∥νk − νk−1∥∥1 ≤ 2−k, (ik)∥∥f tk − f tk−1∥∥k ≤ 2−k pour tout t ∈ U ikk ∪ {1}, (iik)
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On remplace alors le lemme 2.7 par :
Lemme 2.12. Soit τ ∈ ⋂k≥1 Uk et (ik)k∈N l’unique suite telle que τ ∈ ⋂k≥1 U ikk .
Alors les champs νk de´finis dans le lemme 2.11 convergent en topologie C1 sur
R+ vers un champ de vecteurs ν dont le flot au temps t est lisse pour t = 1 et
τ , mais pas C2 pour t = 1/2.
La preuve de 2.12 a` partir de 2.11 est strictement identique a` celle de 2.7
a` partir de 2.5. L’intersection des ouverts denses Uk est re´siduelle dans ]0, 1[ et
incluse dans A d’apre`s 2.12. La proposition 2.10 en re´sulte puisque A est stable
par translation entie`re. Il ne reste plus qu’a` de´montrer le lemme 2.11.
De´monstration de 2.11. On proce`de par re´currence sur k. Pour k ≥ 1, soient
(ql,i)i∈N∗ et (nl,i)i∈N∗ , l ≤ k − 1, des familles d’entiers, et Ul =
⊔
i∈N∗ U
i
l , l ≤
k− 1, des ouverts emboˆıte´s denses dans ]0, 1[ tels que, pour chaque composante
connexe U ill de Ul, l ≤ k− 1, les estimations (il) et (iil) soient satisfaites. On va
re´pe´ter la construction qui suit pour chaque composante U = U
ik−1
k−1 ⊂ · · · ⊂ U i11
de Uk−1 pour construire les composantes connexes de Uk ∩ U . On pose
hk−1 = gnk−1,qk−1 ◦ · · · ◦ gn1,q1 ou` nl = nl,il et ql = ql,il .
Soit q1(U) > qk−1 un nombre impair tel que
1
q1(U)
Z ∩ U a au moins deux
e´le´ments. On choisit n1(U) > nk−1 satisfaisant :∥∥γq1(U),n1(U)∥∥k+1 ≤ 2−k−4(inf |Dhk−1|)2∥∥ν0∥∥1 ‖hk−1‖2 , (2.19)
(cf (2.7)). On montre exactement comme dans la preuve du lemme 2.5 que,
pour hk = gn1(U),q1(U) ◦ hk−1, le champ νk = h∗kν0 et son flot f tk satisfont les
estimations (ik) et (iik) ou` U
ik
k est remplace´ par un voisinage suffisamment petit
de 1q1(U)Z ∩ U dans U , qu’on note V1(U).
Pour tout j ≥ 1, on pose qj(U) = q1(U) + 2j, on choisit nj(U) satisfaisant
(2.19) en remplac¸ant n1(U) et q1(U) par nj(U) et qj(U), et on de´finit Vj(U) de
la meˆme fac¸on que V1(U), en imposant de plus que les Vj(U) soient deux a` deux
disjoints.
Par construction, l’ouvert V (U) =
⊔
j∈N Vj(U) est dense dans U = U
ik−1
k−1 .
L’ouvert
Uk =
⊔
ik−1∈N∗
V (U
ik−1
k−1 ) ⊂ Uk−1
est donc dense dans Uk−1, et donc dans ]0, 1[. On note U
ik
k , ik ∈ N∗, les com-
posantes connexes de Uk, qui ne sont autre que les Vj(U
ik−1
k−1 ), ik−1, j ∈ N∗. On
de´finit nk,ik et qk,ik par
nk,ik = nj(U
ik−1
k−1 ) et qk,ik = qj(U
ik−1
k−1 ) si U
ik
k = Vj(U
ik−1
k−1 ).
Les estimations ve´rifie´es sur les Vj(U) sont exactement les estimations vou-
lues sur les composantes connexes U ikk de Uk pour conclure la re´currence.
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2.4 Retour sur l’exemple de Sergeraert
On explique ici comment se situe l’exemple de Sergeraert [Se, §4] par rapport
a` la section 2.1 et pourquoi dans sa construction, le centralisateur Z2f est re´duit
au groupe des ite´re´s. Observons d’abord que le diffe´omorphisme qu’il construit
n’est autre que celui obtenu en prenant qk = 1 et nk = k dans la construction
de la section 2.1 (et en de´marrant au cran k0, pour un k0 assez grand). En
effet, pour un tel choix de parame`tres, wnkqkv
−1
nk
‖γ‖1 < 1 donc gk = gqk,nk et
hk = gk ◦ · · · ◦ g1 sont des diffe´omorphismes, et on peut de´finir νk = h∗kν0 et son
flot f tk = h
−1
k ◦ f t0 ◦ hk. Les relations (2.11) et (2.12) deviennent alors :
fk − fk−1 = γk.
On ve´rifie facilement que pour ce choix de parame`tres, ‖γk‖k ≤ 2−k−4. La suite
fk converge donc en topologie C∞ vers
f = f0 +
∑
k≥k0
wkγ
(
1
vk
(Id−aj(k))
)
, (2.20)
qui est exactement le diffe´omorphisme construit par Sergeraert dans [Se], a` ceci
pre`s qu’on a choisi la fonction γ e´gale a` 1−cos au voisinage de 0 (pour faciliter la
de´monstration de la proposition 2.6) alors que Sergeraert l’a prise e´gale a` x2/2.
En ce sens, notre construction est bien une ge´ne´ralisation de celle de Sergeraert.
Proposition 2.13. Le centralisateur Z2f est re´duit au groupe cyclique infini
engendre´ par f .
Dans [Se, §4], le the´ore`me 4.1 affirme seulement que le centralisateur Z2f est
strictement inclus dans le centralisateur Z1f . Ne´anmoins, tous les e´le´ments de la
de´monstration de 2.13 sont de´ja` pre´sents dans l’article de Sergeraert, on ne fait
ici que les expliciter.
De´monstration. Soit ν le champ de Szekeres de f (cf. 1.3). D’apre`s le corollaire
1.6, le centralisateur C1 de f co¨ıncide avec le flot {f t}t∈R de ν. Il s’agit donc de
montrer que pour tout temps t non entier, f t n’est pas C2. Il suffit en fait de le
prouver pour t ∈ ]1/4, 3/4[. En effet, l’ensemble des temps non C2 e´tant claire-
ment syme´trique par rapport a` 0 et stable par translation et division entie`re, il
contiendra alors⋃
n≥1
]
1
2n
− 1
2n+1
,
1
2n
+
1
2n+1
[
=
]
0,
3
4
[
et
]
1
4
, 1
[
,
donc R \ Z tout entier.
L’expression explicite du champ de Szekeres d’un diffe´omorphisme en fonc-
tion de ce diffe´omorphisme (cf. proposition 1.3) et la formule (2.20) de´finissant
f permettent d’obtenir le re´sultat suivant.
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Lemme 2.14. Pour tout i ∈ N, l ≥ k0,
ν(ai) = ν0(ai) et Dν(ai(l)) =
∑
m≥l
wm
vm
.
Soit n > 0 fixe´, t− =
1
4 +
1
n et t+ =
3
4 − 1n . On pose
c0i = f
t+
0 (ai), d
0
i = f
t−
0 (ai),
ci = f
t+(ai) et di = f
t−(ai),
de sorte que
ci+1 = f(ci) et di+1 = f(di).
En particulier, comme le flot f s0 de ν0 au temps s ∈ [0, 1] co¨ıncide avec la
translation de −sul sur le plateau Hl,
c0i(l) = ai(l) −
(
3
4
− 1
n
)
ul et d
0
i(l) = ai(l) −
(
1
4
+
1
n
)
ul. (2.21)
Lemme 2.15. Pour l assez grand,
|ci(l) − c0i(l)| ≤
ul
n
et |di(l) − d0i(l)| ≤
ul
n
Preuve du lemme 2.15. Pour tout t ∈ R,
f t(x)− x ∼ tν(x) quand x→ 0 d’apre`s (3)
donc
f t(ai)− ai
ν(ai)
→ t et f
t
0(ai)− ai
ν0(ai)
→ t quand i→∞.
D’apre`s le lemme 2.14, ceci entraˆıne
f t(ai)− f t0(ai)
ν0(ai)
→ 0.
Comme ν0(ai(l)) = −ul, le lemme 2.15 en re´sulte, en prenant t = t+ ou t− et
i = i(l) avec l assez grand.
Lemme 2.16. Pour l assez grand, pour tout t ∈ [t−, t+],
Lf t(ai(l)) = −
Dν(ai(l))
ul
.
Preuve du lemme 2.16. En de´rivant la relation ν ◦ f t = Df t × ν, qui exprime
l’invariance de ν par son flot, on obtient
Lf t =
Dν ◦ f t −Dν
ν
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donc
Lf t(ai(l)) = −
Dν(f t(ai(l))−Dν(ai(l))
ul
.
Il s’agit donc de ve´rifier que Dν est nul sur [f t+(ai(l)), f
t−(ai(l))] = [ci(l), di(l)]
pour l assez grand, ou encore que ν = ν0 sur cet intervalle (car ν0 y est constant
e´gal a` −ul). Pour cela, il suffit de voir que νk = g∗kνk−1 et νk−1 co¨ıncident sur
cet intervalle pour tout k, ou encore que gk y vaut l’identite´. D’apre`s (2.4), cela
revient a` ve´rifier que [ci(l), di(l)] ⊂
⋃
p∈Z f
p
0 (N1,k) pour tout k, ou` N1,k = Nq,n
avec q = 1 et n = k, c’est-a`-dire
N1,k =
[
aj(k) +
vk
4
, aj(k) +
3vk
4
]
.
C’est bien le cas :
[ci(l), di(l)] ⊂
[
c0i(l) −
ul
n
, d0i(l) +
ul
n
]
d’apre`s le lemme 2.15 ;
=
[
ai(l) − 3ul
4
, ai(l) − ul
4
]
d’apre`s (2.21) ;
= f
i(l)−j(k)
0
([
aj(k) − 3vk
4
, aj(k) − vk
4
])
⊂ f i(l)−j(k)+10 (N1,k).
Les lemmes 2.14 et 2.16 montrent que pour tout t ∈ [ 14 + 1n ; 34 − 1n],
Lf t(aj(l)) < − wl
vlul
→ −∞ quand l →∞.
Ainsi, pour tout t ∈ ] 14 ; 34[ = ⋃n∈N∗ [14 + 1n ; 34 − 1n], f t n’est pas C2.
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Chapitre 3
Chemins de
diffe´omorphismes
commutant
Le but de ce chapitre est de de´montrer le the´ore`me suivant :
The´ore`me 3.1. Toute repre´sentation de Z2 dans D∞+ ([0, 1]) peut eˆtre relie´e a`
la repre´sentation triviale par un chemin continu de repre´sentations de Z2 dans
D1+([0, 1]).
Notons qu’une repre´sentation Z2 → Dr+([0, 1]) n’est rien d’autre que la
donne´e de deux diffe´omorphismes f, g ∈ Dr+([0, 1]) qui commutent.
3.1 Composantes rationnelles et irrationnelles
De´finition 3.2. Soient f, g ∈ D∞+ ([0, 1]) deux diffe´omorphismes qui commutent
et F ⊂ [0, 1] l’ensemble de leurs points fixes communs. Une composante connexe
]a, b[ de l’ouvert U = [0, 1] \ F est dite rationnelle ou irrationnelle selon qu’il
existe ou non des entiers p, q ∈ Z premiers entre eux tels que fp co¨ıncide avec
gq sur ]a, b[.
Par exemple, une composante ]a, b[ sur laquelle f ou g induit l’identite´ est
rationnelle car 0 et 1 sont premiers entre eux.
Lemme 3.3. Soient f, g ∈ D∞+ ([0, 1]) deux diffe´omorphismes qui commutent,
F l’ensemble de leurs points fixes communs et ]a, b[ une composante connexe de
U = [0, 1] \ F .
0. Si f | ]a,b[ n’est pas l’identite´, f n’a aucun point fixe dans ]a, b[ et de´finit deux
champs de Szekeres, ν
[a,b[
f sur [a, b[ et ν
]a,b]
f sur ]a, b].
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1. Si la composante ]a, b[ est rationnelle, il existe un diffe´omorphisme h ∈
D∞+ ([a, b]) et des entiers p, q ∈ Z premiers entre eux tels que f | [a,b] = hq et
g | [a,b] = hp. De plus, si f | [a,b] n’est pas l’identite´, h | ]a,b[ co¨ıncide avec le
flot au temps 1/q de chacun des champs de Szekeres ν
[a,b[
f et ν
]a,b]
f .
2. Si la composante ]a, b[ est irrationnelle, il existe un champ de vecteurs ν
[a,b]
f
de classe C1 sur [a, b] dont f | [a,b] est le flot au temps 1 et g | [a,b] le flot a`
un temps τ ∈ R \Q.
De´monstration. Si f fixe un point c ∈ ]a, b[, la suite gn(c), n ∈ Z, reste dans
]a, b[, est forme´e de points fixes de f (car f et g commutent) et tend donc en
+∞ et en −∞ vers des points de F , a` savoir (quitte a` remplacer g par g−1)
vers a en +∞ et vers b en −∞. Par suite, g n’a aucun point fixe dans ]a, b[ et le
lemme de Kopell (cf. the´ore`me 1.5) affirme que f est l’identite´ sur [a, b]. Ainsi,
si f n’est pas l’identite´ sur ]a, b[, elle n’y a aucun point fixe et les champs de
vecteurs ν
[a,b[
f et ν
]a,b]
f sont ceux associe´s a` f par le corollaire 1.4.
Si la composante ]a, b[ est rationnelle, il existe des entiers p, q ∈ Z premiers
entre eux tels que fp co¨ıncide avec gq sur [a, b]. En posant alors h = (f sgr) | [a,b]
ou` pr+qs = 1, r, s ∈ Z, on a bien f | [a,b] = hq et g | [a,b] = hp. Si f | [a,b] n’est pas
l’identite´, les restrictions de f , g et h a` [a, b[ (resp. a` ]a, b]), d’apre`s le corollaire
1.6, appartiennent au flot du champ de Szekeres ν
[a,b[
f (resp. ν
]a,b]
f ). Pour h, le
temps correspondant est 1/q puisque hq = f | [a,b].
Si la composante ]a, b[ est irrationnelle, il suffit de montrer que les champs
de Szekeres ν
[a,b[
f et ν
]a,b]
f co¨ıncident sur ]a, b[. Soient {f ta}t∈R et {f tb}t∈R leurs
flots respectifs et c ∈ ]a, b[ un point fixe´. Les diffe´omorphismes ψa, ψb : R→]a, b[
de´finis par ψa(t) = f
t
a(c) et ψb(t) = f
t
b(c) conjuguent respectivement f
τ
a | ]a,b[ et
f τb | ]a,b[, τ ∈ R, a` la translation Tτ : t 7→ t+ τ :
Tτ = ψ
−1
a ◦ f τa ◦ ψa = ψ−1b ◦ f τb ◦ ψb.
En particulier,
T1 = ψ
−1
a ◦ f ◦ ψa = ψ−1b ◦ f ◦ ψb,
donc
T1 = (ψ
−1
a ◦ ψb) ◦ T1 ◦ (ψ−1b ◦ ψa).
Autrement dit, ψ−1b ◦ ψa est un diffe´omorphisme de R qui commute avec la
translation T1.
D’apre`s le corollaire 1.6, g | [a,b[ (resp. g | ]a,b]) co¨ıncide avec f τaa (resp. f τbb )
pour un certain temps τa (resp. τb). Mais alors
Tτa = ψ
−1
a ◦ g ◦ ψa et Tτb = ψ−1b ◦ g ◦ ψb
Donc
Tτa = (ψ
−1
a ◦ ψb) ◦ Tτb ◦ (ψ−1b ◦ ψa).
Tous ces diffe´omorphismes de R commutent a` la translation de 1 donc l’inva-
riance par conjugaison du nombre de rotation entraˆıne τa = τb = τ . Ce nombre
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est ne´cessairement irrationnel car, si τ = p/q, clairement fp co¨ıncide avec gq
sur ]a, b[. Le diffe´omorphisme ψ−1b ◦ ψa, commutant a` la fois avec T1 et Tτ ,
τ ∈ R \Q, est donc ne´cessairement une translation. Comme il fixe l’origine par
construction, c’est en fait l’identite´. Ainsi, les champs ν
[a,b[
f et ν
]a,b]
f ont des flots
qui co¨ıncident sur ]a, b[ et sont donc e´gaux sur ]a, b[.
On va voir ci-apre`s que le type des composantes de [0, 1] \ F est en fait
constant sur les composantes de [0, 1] \ F0, ou` F0 est le sous-ensemble de F
constitue´ des points fixes ou` f et g sont infiniment tangents a` l’identite´. Ceci
de´coule d’un the´ore`me de Takens [Ta] que nous utiliserons sous la forme sui-
vante :
The´ore`me 3.4 (Takens). Soit f ∈ D∞+ (]a, b[) un diffe´omorphisme ayant un
unique point fixe c dans ]a, b[. Si f n’est pas infiniment tangent a` l’identite´ en c,
les champs ν
]a,c]
f et ν
[c,b[
f se recollent en un champ lisse sur ]a, b[ dont f est le flot
au temps 1. De plus, tout diffe´omorphisme lisse de ]a, b[ qui fixe c et commute
avec f co¨ıncide avec un temps τ de ce meˆme flot.
De´monstration. On renvoie a` [Ta] ou [Yo] pour la preuve du fait principal, a`
savoir que ν
]a,c]
f et ν
[c,b[
f se recollent en un champ C∞ sur ]a, b[. On note ν ce
champ. Si k est l’ordre de la premie`re de´rive´e non nulle de f − Id en c, on ve´rifie
sans peine que le k-jet de ν en c est logDf(c) si k = 1 et (0, · · · , 0, Dkf(c)) si
k > 1. En effet, au voisinage de c,
ν(x) ∼ logDf(c)
Df(c)− 1
(
f(x)− x) avec logDf(c)
Df(c)− 1 = 1 si Df(c) = 1
(cf. formule (I) dans la rubrique ✭✭ Quelques formules utiles ✮✮, au de´but de la
partie I). Soit g ∈ D∞+ (]a, b[) un diffe´omorphisme qui fixe c et commute avec
f . D’apre`s le corollaire 1.6, g co¨ıncide sur ]a, c] et [c, b[ avec le flot de ν a` des
temps τa et τb, respectivement. Les k-jets de g en c a` gauche et a` droite sont
alors exp(τa logDf(c)) et exp(τb logDf(c)) si k = 1, et (1, 0, · · · , τaDkf(c)) et
(1, 0, · · · , 0, τbDkf(c)) si k > 1. Comme g est lisse en c, ne´cessairement τb =
τa.
Une conse´quence imme´diate de ce the´ore`me et du lemme 3.3 est :
Corollaire 3.5. Soient f, g ∈ D∞+ ([0, 1]) deux diffe´omorphismes qui commutent,
F l’ensemble de leurs points fixes communs, F0 ⊂ F le sous-ensemble de ceux
ou` f et g sont infiniment tangents a` l’identite´ et ]a, b[ une composante connexe
de U0 = [0, 1] \ F0.
1. Si ]a, b[ contient une composante rationnelle de U = [0, 1] \ F , il existe un
diffe´omorphisme h ∈ D∞+ ([a, b]) et des entiers p, q ∈ Z premiers entre eux
tels que f | [a,b] = hq et g | [a,b] = hp.
2. Si ]a, b[ contient une composante irrationnelle de U = [0, 1] \ F , il existe un
champ de vecteurs ν
[a,b]
f de classe C1 sur [a, b] et C∞ sur ]a, b[, C1-plat au
bord, dont f | [a,b] est le flot au temps 1 et g | [a,b] le flot a` un temps τ ∈ R\Q.
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On dira de´sormais qu’une composante connexe de U0 = [0, 1] \ F0 est ra-
tionnelle ou irrationnelle selon que les composantes de [0, 1]\F qu’elle contient
sont rationnelles ou irrationnelles. Avec les notations ci-dessus, on aura besoin
de l’estimation suivante.
Lemme 3.6. Soit ]a, b[ une composante rationnelle de U0 ou` f = h
q et g =
hp, avec p, q ∈ Z premiers entre eux et q 6= 0. Si ∥∥f − Id |[a,b]∥∥2 < δ, alors∥∥h− Id |[a,b]∥∥1 < 1q v(δ) pour une fonction v : [0, 1[→ R inde´pendante de f et g
et tendant vers 0 en 0.
De´monstration. Soit z ∈ ]a, b[. Par continuite´ de Dh, il suffit de traiter le cas ou`
z ∈ U = [0, 1] \ F . Soient ]c, d[ la composante de U contenant z, et ν le champ
de Szekeres de f sur [c, d[. Le diffe´omorphisme h co¨ıncide sur [c, d[ avec le temps
1
q du flot f
t de ν. Comme ν est lisse sur ]c, d[, l’e´quation aux variations associe´e
s’e´crit
d
dt
Df t(x) = Dν
(
f t(x)
)
Df t(x).
Comme
∥∥f − Id |[a,b]∥∥2 < δ, le corollaire 1.4 entraˆıne
|Dν| ≤ u(δ) sur ]c, d[.
En posant y(t) = Df t(z) et en inte´grant l’e´quation aux variations, on obtient
|y(t)− 1| ≤ u(δ)t exp(u(δ)t).
Comme h = f1/q, on en de´duit
|Dh(z)− 1| ≤ 1
q
u(δ) exp(u(δ)).
3.2 Re´gularite´ aux points fixes infiniment de´ge´-
ne´re´s
Lemme 3.7. Soient f, g ∈ D∞+ ([0, 1]) deux diffe´omorphismes qui commutent,
F0 l’ensemble de leurs points fixes communs ou` ils sont infiniment tangents a`
l’identite´. Le champ de vecteurs ν sur [0, 1] qui co¨ıncide avec ν
[a,b]
f sur l’adhe´rence
de chaque composante irrationnelle ]a, b[ de U0 = [0, 1]\F0 et qui est nul partout
ailleurs est de classe C1.
De´monstration. On observe d’abord que ν est C∞ sur U0. On va maintenant
montrer que ν a des de´rive´es a` gauche D−ν(c) et a` droite D+ν(c) en tout point
de F0, qu’elles sont nulles, et que Dν ainsi de´finie est continue a` gauche et a`
droite.
Soit c ∈ F0. Si c est l’extre´mite´ d’une composante ]c, d[ de U0, ou bien ]c, d[
est rationnelle, et ν | [c,d] = 0, ou bien ]c, d[ est irrationnelle, et ν | [c,d] = ν[c,d]f est
C1-plat en c et en d d’apre`s 3.5. Dans les deux cas, D+ν(c) est de´finie et nulle.
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On suppose maintenant que c est un point d’accumulation de F0 a` droite.
Pour tout δ > 0, on peut trouver d ∈ F0∩]c, 1] tel que∥∥f − Id |[c,d]∥∥2 < δ.
Soit x ∈ [c, d]. Si x appartient a` F0 ou a` une composante rationnelle de U0,
ν(x) = 0. Si x appartient a` une composante irrationnelle ]a, b[ de U0, ν | [a,b] =
ν
[a,b]
f et, d’apre`s le corollaire 1.4,∣∣∣∣ ν(x)f(x)− x
∣∣∣∣ ≤ u(δ)
pour une certaine fonction u qui tend vers 0 avec δ. D’autre part,∣∣∣∣f(x)− xx− c
∣∣∣∣ = ∣∣∣∣(f(x) − x)− (f(c)− c)x− c
∣∣∣∣ ≤ ∥∥f − Id |[c,d]∥∥1 ≤ δ
donc ∣∣∣∣ ν(x)x− c
∣∣∣∣ ≤ δeu(δ) pour tout x ∈ [c, d].
Il en re´sulte que D+ν(c) existe et vaut 0. On montre de meˆme que D−ν est bien
de´finie et identiquement nulle sur F0.
On ve´rifie maintenant que Dν est continue a` droite en tout point c ∈ F0. Si
c est l’extre´mite´ d’une composante ]c, d[ de U0, ou bien ]c, d[ est rationnelle, et
Dν est identiquement nul sur [c, d], ou bien ]c, d[ est irrationnelle, et ν | [c,d] est
C1 d’apre`s 3.5. Dans les deux cas, Dν est continue a` droite en c. On suppose
maintenant que c est un point d’accumulation de F0 a` droite. Pour tout δ > 0,
on peut trouver d ∈ F0∩]c, 1] tel que∥∥f − Id |[c,d]∥∥2 < δ.
Soit x ∈ [c, d]. Si x appartient a` F0 ou a` une composante rationnelle de U0,
Dν(x) = 0. Si x appartient a` une composante irrationnelle ]a, b[ de U0, ν | [a,b] =
ν
[a,b]
f et, d’apre`s le corollaire 1.4,
|Dν(x)| ≤ u(δ). (3.1)
Par suite, Dν(x) tend vers 0 quand x → c+, donc Dν est continue a` droite en
c. On montre de meˆme la continuite´ a` gauche.
Le the´ore`me 3.1 re´sulte directement du lemme suivant.
Lemme 3.8. Soient f, g ∈ D∞+ ([0, 1]) deux diffe´omorphismes qui commutent,
F0 l’ensemble de leurs points fixes communs ou` ils sont infiniment tangents a`
l’identite´, U0 = [0, 1] \ F0 et ν le champ de vecteurs du lemme pre´ce´dent. Pour
tout t ∈ [0, 1], on de´finit ft, gt : [0, 1]→ [0, 1] de la fac¸on suivante :
– sur F0, ft = f = Id et gt = g = Id ;
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– sur chaque composante rationnelle de U0 ou` f = h
q et g = hp avec p, q ∈ Z
premiers entre eux, on pose ft = h
q
t et gt = h
p
t , ou` ht = (1 − t)h+ t Id ;
– sur chaque composante irrationnelle de U0 ou` f et g co¨ıncident avec les
temps 1 et τ ∈ R \Q du champ ν, on de´finit ft et gt comme les temps 1− t
et (1− t)τ du flot de ν.
L’application t ∈ [0, 1] 7→ (ft, gt) de´finit un chemin continu dans D1+([0, 1])2, et
ft et gt commutent pour tout t ∈ [0, 1].
De´monstration. Il est clair que les applications ft et gt commutent pour tout
t ∈ [0, 1]. Comme f et g jouent des roˆles e´quivalents dans la construction, il
suffit de de´montrer que t 7→ ft de´finit un chemin continu dans D1+([0, 1]). On
observe d’abord que pour tout t ∈ [0, 1], ft de´finit un home´omorphisme de [0, 1],
et induit sur U0 un diffe´omorphisme C∞, d’apre`s le corollaire 3.5. On montre
maintenant que ft est de´rivable en tout point c de F0, de de´rive´e 1.
Soit c ∈ F0. Par construction,
|ft(x)− x| ≤ |f(x) − x| pour tout (t, x) ∈ [0, 1]× [0, 1].
Pour tout x 6= c,∣∣∣∣ft(x)− ft(c)x− c − 1
∣∣∣∣ = ∣∣∣∣ (ft(x)− x) − (ft(c)− c)x− c
∣∣∣∣
=
∣∣∣∣ft(x)− xx− c
∣∣∣∣
≤
∣∣∣∣f(x)− xx− c
∣∣∣∣
=
∣∣∣∣ (f(x)− x)− (f(c)− c)x− c
∣∣∣∣ .
Comme c ∈ F0, f − Id est C1-plate en c, donc cette quantite´ tend vers 0 quand
x tend vers c, et ft est bien de´rivable en c, de de´rive´e 1.
Pour terminer la preuve, il reste a` ve´rifier que l’application Ψ: (t, x) 7→
Dft(x) (maintenant bien de´finie) est continue sur [0, 1] × [0, 1]. Pour toute
composante ]c, d[ de U0, la continuite´ sur [0, 1] × [c, d] de´coule directement du
corollaire 3.5. En particulier, la limite de Dfs(x) quand (s, x) → (t, c) dans
[0, 1]×[c, 1] existe et vaut Dft(c) = 1. On suppose maintenant que c est un point
d’accumulation de F0 a` droite. Pour tout δ > 0, il existe un point d ∈ F0∩]c, 1]
tel que ∥∥f − Id |[c,d]∥∥2 < δ.
Soit (s, x) ∈ [0, 1] × [c, d]. Si x appartient a` F0, Dfs(x) = 1. Si x appartient a`
une composante irrationnelle ]a, b[ de U0 ∩ [c, d], fs | [a,b] appartient au flot de ν,
donc ν ◦ fs(x) = ν(x) ×Dfs(x). Si x n’est pas un point fixe de f (i.e. un ze´ro
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de ν),
|Dfs(x) − 1| =
∣∣∣∣ν ◦ fs(x)− ν(x)ν(x)
∣∣∣∣
≤ sup
]a,b[
|Dν|
∣∣∣∣fs(x)− xν(x)
∣∣∣∣
≤ sup
]a,b[
|Dν[a,b]f |
∣∣∣∣f(x) − xν(x)
∣∣∣∣ ≤ u(δ)eu(δ) d’apre`s le corollaire 1.4.
Cette majoration reste valable pour tout x ∈ [a, b] puisqu’on sait de´ja` que Ψ est
continue sur [0, 1]× [a, b].
On suppose maintenant que x appartient a` une composante rationnelle ]a, b[
de U0 ∩ [c, d] ou` f = hq et g = hp, avec p, q ∈ Z premiers entre eux. Si q est
nul, fs = Id sur [a, b] donc Dfs(x) = 1. Si q est non nul, le lemme 3.6 assure
que ‖h− Id‖1 < 1q v(δ), pour une fonction v qui tend vers 0 quand δ → 0. En
particulier, pour δ assez petit, ‖h− Id‖1 < 1/2. Comme fs = hqs sur [a, b],
|logDfs(x)| = |logD(hqs)(x)| =
∣∣∣∣∣
q−1∑
i=0
logDhs
(
his(x)
)∣∣∣∣∣
≤
q−1∑
i=0
∣∣log (1 + (1 − s) (Dh (his(x))− 1))∣∣
≤
q−1∑
i=0
2(1− s) ‖h− Id‖1 ≤ 2v(δ).
Ainsi, la limite de Dfs(x) quand (s, x) → (t, c) dans [0, 1] × [c, 1] existe et
vaut Dft(c) = 1. On montre de meˆme que la limite quand (s, x) → (t, c) dans
[0, 1] × [0, c] existe et vaut 1, ce qui entraˆıne la continuite´ de Ψ en tout point
(t, c) ∈ [0, 1]× F0, et donc sur [0, 1]× [0, 1].
Remarque 3.9. Il de´coule directement de cette de´monstration que si les diffe´o-
morphismes f et g ∈ D∞+ ([0, 1]) sont infiniment tangents a` l’identite´ au bord,
tous les diffe´omorphismes ft, gt ∈ D1+([0, 1]) y sont C1-tangents a` l’identite´.
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Deuxie`me partie
Sur une question de
connexite´ concernant les
feuilletages en dimension
trois
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Plan de la partie II
Cette seconde partie se compose de cinq chapitres, dont l’objectif commun
est la de´monstration du the´ore`me A de l’introduction.
Dans le chapitre 4, on rappelle des re´sultats de Novikov, Goodman et Hae-
fliger [No, Go, Ha1] sur la structure ge´ome´trique des feuilletages.
Le chapitre 5 est consacre´ aux feuilletages de T2×[0, 1] transverses au second
facteur. Ces deux chapitres aboutissent a` la de´monstration du the´ore`me D de
l’introduction (cf. the´ore`me 5.2).
Le chapitre 6 pre´sente le the´ore`me de Larcanche´ [La] sur le prolongement
a` D2 × S1 des feuilletages de ∂D2 × S1 transverses au facteur S1. Il donne
une premie`re application de ce re´sultat, a` savoir que l’espace des feuilletages
agre´ables sur un fibre´ en cercles est connexe. Un feuilletage cooriente´ sur un tel
fibre´ est dit agre´able s’il est positivement transverse aux fibres en dehors des
pre´images de quelques courbes ferme´es simples qui sont des feuilles toriques.
Le chapitre 7 est le coeur de cette partie. On commence par de´finir propre-
ment les feuilletages malle´ables, puis on de´montre le the´ore`me E (cf. the´ore`me
7.2). On introduit ensuite une classe particulie`re de champs de plans, dits
presque inte´grables, et on met en e´vidence une correspondance naturelle entre
ces champs de plans et les feuilletages malle´ables. Des champs presque inte´gra-
bles vers les feuilletages malle´ables, cette correspondance de´pend a priori du
choix d’un lot d’arcs transverses, mais le lemme des vases communicants 7.8
montre qu’il n’en est rien a` homotopie pre`s parmi les feuilletages. Le chapitre
se termine par la de´monstration du the´ore`me F (cf. 7.9) qui exploite la grande
flexibilite´ des champs de plans presque inte´grables.
On e´tablit cette flexibilite´ au chapitre 8, en adaptant les techniques de´velop-
pe´es par Eliashberg dans [El].
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Chapitre 4
Structure ge´ome´trique des
feuilletages
Une ide´e fondamentale de Novikov [No] pour clarifier la structure des feuille-
tages de codimension 1 sur une varie´te´ close de dimension n est d’utiliser les
transversales ferme´es pour de´finir les ✭✭ composantes connexes ✮✮ d’un feuilletage.
Dans le cas particulier de la dimension 3, S. Goodman [Go] de´montre que ces
composantes sont toujours borde´es par des tores.
Dans ce chapitre, on rappelle ces re´sultats (comme ils sont e´nonce´s dans
[Go]) ainsi que leurs preuves, puis on les exploite dans la proposition 4.8 pour
regrouper toutes les feuilles toriques d’un feuilletage qui ne sont pas coupe´es par
des transversales ferme´es dans une union finie de compacts sature´s fibrant sur
le tore. On introduit e´galement la notion de feuilletage tendu.
De´finition 4.1. Soit M une varie´te´ quelconque de dimension n et τ un feuille-
tage de codimension 1 sur M transversalement oriente´.
L’ensemble accessible d’une feuille F de τ , note´ A(F ), est l’ensemble des
points x de M pour lesquels il existe une transversale positive au feuilletage
(non triviale) allant de F a` x.
4.1 Dimension quelconque
Dans toute cette section, M de´signe une varie´te´ compacte a` bord (e´ventuel-
lement vide) oriente´e de dimension n et τ un feuilletage de codimension 1 surM
transversalement oriente´ tel que chaque composante de bord est soit une feuille,
soit une hypersurface transverse au feuilletage.
The´ore`me 4.2 (Novikov [No]). L’ensemble accessible A(F ) de toute feuille F
est un ouvert sature´ pour le feuilletage dont la frontie`re est une union finie de
feuilles compactes.
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De´monstration. On voit facilement que A(F ) est ouvert et sature´. Soit
⋃k
i=1 Ui
un recouvrement fini deM par des cartes feuillete´es dans lesquelles le feuilletage
a pour e´quation dxn = 0. Si Ui contient un point p de la frontie`re ∂A(F ) de
A(F ), alors A(F ) ∩ Ui est ne´cessairement le ✭✭ demi-espace ✮✮ {x ∈ Ui ; xn >
xn(p)}, et ∂A(F )∩Ui = {x ∈ Ui ; xn = xn(p)}. Ainsi, ∂A(F ) intersecte chaque
carte feuillete´e en sur unique plaque. C’est donc une union finie de feuilles
compactes.
De´finition 4.3. On appelle feuille de Novikov toute feuille qui n’est coupe´e
par aucune transversale ferme´e.
Il est clair qu’une feuille de Novikov est dans le bord de son ensemble acces-
sible, et est donc compacte d’apre`s le the´ore`me 4.2.
Corollaire 4.4. Toute feuille non compacte est coupe´e par une transversale
ferme´e.
The´ore`me 4.5 (Haefliger [Ha1]). L’union des feuilles compactes est un compact
de M .
Eˆtre coupe´ par une transversale ferme´e e´tant une condition ouverte, les
feuilles de Novikov forment un ferme´ de l’union des feuilles compactes.
Corollaire 4.6. L’union des feuilles de Novikov est un compact de M .
De´monstration du the´ore`me 4.5. On note K l’adhe´rence de l’union des feuilles
compactes du feuilletage τ . La coorientation de τ et l’orientation deM induisent
une orientation des feuilles. L’ensemble des feuilles compactes engendre donc un
sous-groupe du groupe abe´lien de type fini Hn−1(M ;Z). Soit {F1. . .Fk} une
famille ge´ne´ratrice finie de ce sous-groupe.
Supposons qu’il existe p ∈ K appartenant a` une feuille non-compacte F . En
appliquant le corollaire 4.4 dans la varie´te´ a` bord feuillete´e obtenue en de´coupant
M le long des Fi, on voit qu’il existe dansM \
⋃
Fi une transversale ferme´e posi-
tive coupant F . On peut alors facilement en construire une passant par p. Mais
une telle courbe coupe ne´cessairement une feuille compacte F ′ (suffisamment
proche de x), et ce avec un nombre d’intersection homologique positif. Ceci est
contradictoire avec le fait que la classe de F ′ est une combinaison line´aire des
classes des Fi.
4.2 Dimension trois
The´ore`me 4.7 (Goodman). Sur les varie´te´s closes (compactes sans bord) de
dimension 3, les feuilles de Novikov sont des tores.
De´monstration. Soit F une feuille de Novikov d’un feuilletage de codimension
1 sur une varie´te´ close M de dimension 3. Alors F ⊂ ∂A(F ), et a fortiori
A(F ) 6=M . D’apre`s le the´ore`me 4.2, ∂A(F ) est donc une union finie de feuilles
compactes F1 ∪ · · · ∪ Fk. Le champ normal positif au feuilletage (pour une
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me´trique riemannienne fixe´e) de´finit un champ de vecteurs non singulier sur
A(F ), rentrant sur toutes les composantes de bord. D’apre`s le the´ore`me de
Poincare´-Hopf, la caracte´ristique d’Euler χ(A(F )) de A(F ) est donc nulle.
On note N la varie´te´ close de dimension 3 (donc de caracte´ristique d’Euler
nulle) obtenue en doublant A(F ). La relation χ(N) = 2χ(A(F )) + χ(∂A(F ))
entraˆıne χ(∂A(F )) = 0, soit
∑k
j=1 χ(Fj) = 0. Supposons qu’une feuille Fj de
∂A(F ) soit une sphe`re. D’apre`s le the´ore`me de stabilite´ de Reeb [Re], la varie´te´
est alors diffe´omorphe a` S2×S1 feuillete´e par S2×{·}. Mais alors Fj est coupe´e
par une transversale ferme´e, ce qui est contradictoire. Toutes les Fj ont donc
des caracte´ristiques d’Euler ne´gatives, et donc nulles, puisque leur somme est
nulle. Ce sont donc toutes des tores.
Proposition 4.8. Pour tout feuilletage de codimension 1 sur une varie´te´ close
de dimension 3, il existe un nombre fini d’ensembles sature´s disjoints de la forme
T2 × J ⊂ M , ou` J est un intervalle compact pouvant eˆtre re´duit a` un point,
ayant les proprie´te´s suivantes :
– sur chaque T2 × J , le feuilletage est transverse au facteur J ,
– par tout point du comple´mentaire passe une transversale ferme´e.
Autrement dit, la re´union de ces ensembles contient tous les tores de Novikov
du feuilletage.
De´monstration. Cette proposition est un cas particulier du the´ore`me 2 de´montre´
par Thurston dans [Th1]. On reprend ici sa preuve. Soit T un tore de Novikov
du feuilletage. On peut parame´trer un voisinage compact UT de T par T
2 × IT ,
ou` IT est un segment, de sorte que le feuilletage soit transverse au facteur IT
et que toute feuille compacte intersectant UT soit de la forme T
2 ×{z}, z ∈ IT .
Les inte´rieurs des UT forment un recouvrement ouvert de l’union des tores de
Novikov, qui est compacte d’apre`s le corollaire 4.6.
Soit
⋃n
i=1 IntUTi un sous-recouvrement fini. En retirant a` chaque UTi l’en-
semble des feuilles non-compactes qui intersectent son bord, on obtient un nou-
veau recouvrement fini
⋃n
i=1NTi . Chaque composante connexe de cet ensemble
fibre sur le tore (la fibre peut e´ventuellement eˆtre un point), le feuilletage e´tant
transverse aux fibres. La fibre ne peut pas eˆtre un cercle, sinon les tores de No-
vikov de la composante en question seraient coupe´s par une transversale ferme´e.
La fibre est donc force´ment un intervalle compact, et les composantes connexes
sont les ensembles compacts sature´s recherche´s.
4.3 Feuilletages tendus
De´finition 4.9. Un feuilletage τ de codimension 1 sur une varie´te´ M (quel-
conque) est dit tendu si tout arc transverse a` τ se prolonge en transversale
ferme´e.
Proposition 4.10. Un feuilletage est tendu si et seulement si par tout point
passe une transversale ferme´e.
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Remarque 4.11. Ainsi, sur une varie´te´ compacte connexe, un feuilletage co-
oriente´ est tendu si et seulement si l’ensemble accessible de toute feuille est la
varie´te´ tout entie`re.
De´monstration. La condition est clairement ne´cessaire : e´tant donne´ un feuille-
tage tendu, par tout point passe un petit arc transverse, qui se prolonge en
transversale ferme´e.
Soit maintenant un feuilletage tel que par tout point passe une transversale
ferme´e et A : [0, 1] → M un arc transverse. Soit I ⊂ [0, 1] l’ensemble des t tels
que A([t, 1]) se prolonge en transversale ferme´e. On veut montrer que I = [0, 1].
Par hypothe`se, il existe une transversale ferme´e passant par le point A(1),
donc 1 ∈ I.
De plus, I est ouvert car toute transversale ferme´e C qui prolonge A([t, 1])
peut eˆtre de´forme´e parmi les courbes transverses en une courbe qui contient
A([s, 1]) pour s < t assez proche de t.
On montre maintenant que I est ferme´. Soit a = inf I. Par hypothe`se, il
existe une transversale ferme´e Ca passant par A(a), que l’on peut de´former
parmi les transversales pour qu’elle contienne A([a, t]) pour un t > a assez
proche. Il existe une transversale ferme´e Ct contenant A([t, 1]). On obtient une
transversale ferme´e contenant A([a, 1]) en prenant Ct ∪ Ca. Ainsi, a ∈ I.
Chapitre 5
Nettoyage de feuilletages
On note Sr(Tk × [0, 1]), k = 1 ou 2, l’espace des feuilletages de codimension
1 cooriente´s de classe Cr sur Tk× [0, 1] qui sont positivement transverses a` [0, 1]
et tels que Tk×{i}, i = 0 ou 1, est soit une feuille, soit transverse au feuilletage,
le feuilletage induit sur Tk×{i} e´tant dans ce cas suppose´ line´arisable (i.e de´fini
par une forme ferme´e). On rappelle que feuilletage Cr signifie pour nous champ
de plans inte´grable de classe Cr. On note Sr( T k × [0, 1], ∂) ⊂ Sr(Tk × [0, 1])
le sous-espace forme´ des feuilletages qui co¨ıncident le long du bord avec un
e´le`ment de Sr(Tk× [0, 1]) donne´ quelconque, et Sr0 (Tk × [0, 1]) ⊂ Sr(Tk× [0, 1])
le sous-espace des feuilletages tangents au bord.
Le but de ce chapitre est de de´montrer les re´sultats suivants :
The´ore`me 5.1. Deux feuilletages quelconques de S∞(T2 × [0, 1], ∂) sont relie´s
par un chemin continu dans S1(T2 × [0, 1], ∂).
The´ore`me 5.2 (Nettoyage). Tout feuilletage C∞ de codimension 1 cooriente´
sur une varie´te´ close M de dimension 3 peut eˆtre relie´ a` un feuilletage net par
un chemin continu de feuilletages C1.
La de´finition de feuilletage net est rappele´e dans la section 5.2, et les the´ore`mes
sont de´montre´s dans les sections 5.3 et 5.4 respectivement.
5.1 Holonomie
Dans cette section, on s’inte´resse a` l’espace Sr0 (Tk × [0, 1]), k = 1 ou 2, des
feuilletages de codimension 1 cooriente´s de classe Cr sur Tk× [0, 1] positivement
transverses a` [0, 1] et tangents au bord.
Remarque. La plupart des e´nonce´s de cette section seraient clairs si on prenait
pour Sr(Tk×[0, 1]) l’espace des feuilletages qui ont une repre´sentation d’holono-
mie Cr. La subtilite´ vient de ce qu’on demande aux feuilletages d’eˆtre engendre´s
par des champs de plans Cr (cf. Introduction).
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Soit τ ∈ Sr0 (Tk × [0, 1]) et τ˜ sa pre´image par la projection Rk × [0, 1] →
Tk × [0, 1]. Pour tout x ∈ Rk, on notera x¯ sa projection sur Tk.
Pour un z ∈ [0, 1] donne´, tout chemin γ : [0, 1] → Rk se rele`ve de fac¸on
unique en un chemin γ˜ tangent a` τ˜ d’origine (γ(0), z). On note (γ(1), ψγ(z)) son
extre´mite´. L’application ψγ : [0, 1] → [0, 1] ainsi de´finie est un diffe´omorphisme
de classe Cr, qui ne de´pend que de la classe d’homotopie de γ a` extre´mite´s fixe´es.
Si γ1 et γ2 sont deux chemins dans R
k tels que γ1(1) = γ2(0), leur compose´ γ1∗γ2
ve´rifie
ψγ1∗γ2 = ψγ2 ◦ ψγ1 .
Si γ + p, p ∈ Zk, de´signe l’image de γ par une translation entie`re, la pe´riodicite´
de τ˜ entraˆıne
ψγ+p = ψγ .
Pour tout x ∈ Rk, on de´finit ψx := ψγ , ou` γ(t) = tx. D’apre`s ce qui pre´ce`de, la
repre´sentation d’holonomie de τ de´finie par
h(τ) : Zk → Dr+([0, 1])
x 7→ ψx
est un morphisme de groupes. On appellera holonomie de τ la famille de diffe´o-
morphismes (ψx)x∈Rk .
Remarque 5.3. On note Sr0 (Tk× [0, 1[) l’espace des feuilletages Cr sur Tk× [0, 1[
transverses a` [0, 1[ et tangents a` Tk × {0}. E´tant donne´ un feuilletage τ ∈
Sr0 (Tk × [0, 1[), on peut de´finir de fac¸on similaire l’holonomie de τ le long de
Tk × {0}, les ψx, x ∈ Rk, e´tant alors des germes de diffe´omorphismes Cr de
R+ en 0, et la repre´sentation d’holonomie h(τ) un morphisme a` valeurs dans
l’espace de ces germes.
Soit R(Zk → Dr+([0, 1])) l’espace des repre´sentations de Zk dans Dr+([0, 1]).
Notons qu’une telle repre´sentation n’est rien d’autre que la donne´e d’un ou
deux diffe´omorphismes qui commutent. On munit donc R(Zk → Dr+([0, 1])) de
la topologie induite par celle de (Dr+([0, 1]))k.
Lemme 5.4. L’application d’holonomie
h : Sr0 (Tk × [0, 1]) −→ R(Zk → Dr+([0, 1]))
est une fibration a` fibres contractiles.
De´monstration. On commence par le cas k = 1. Soit ρ : [0, 1] → [0, 1] une
fonction lisse valant 0 pre`s de 0 et 1 pre`s de 1. Etant donne´ f ∈ Dr+([0, 1]),
on lui associe l’arc ψx, x ∈ R, de´fini par :
ψx = (1− ρ(x)) Id+ρ(x)f pour tout x ∈ [0, 1],
ψx+1 = ψx ◦ f pour tout x ∈ R.
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Les courbes parame´tre´es x ∈ R 7→ (x, ψx(z)), z ∈ [0, 1], de´finissent un feuilletage
τ de T1×[0, 1] d’holonomie h(τ) = f . Le releve´ ∂τ du champ de vecteurs unitaire
∂x sur T
1 en champ de vecteurs tangent a` τ sur T1 × [0, 1] ve´rifie :
∂τ (x¯, ψx(z)) = ∂x + ρ
′(x)(f(z)− z)∂z pour tout (x, z) ∈ [0, 1]2.
Le feuilletage τ est donc Cr, et cette construction donne une section continue
de h.
Soient maintenant τ , τ ′ deux feuilletages de Sr0 (T1×[0, 1]) satisfaisant h(τ) =
h(τ ′), et (ψx)x∈R, (ψ
′
x)x∈R leurs holonomies respectives, de sorte que ψp = ψ
′
p
pour tout p ∈ Z. L’expression
Ψ(x¯, z) = (x¯, ψ′x ◦ ψ−1x (z)), (x, z) ∈ Rk × [0, 1],
de´finit alors un diffe´omorphisme fibre´ de T1× [0, 1] de classe Cr qui envoie τ sur
τ ′, de sorte que ∂τ
′
= Ψ∗∂
τ . On de´finit une isotopie Ψt, t ∈ [0, 1], de T1 × [0, 1]
par
Ψt(x¯, z) =
(
x¯ , (1− ρ(t)) z + ρ(t) (ψ′x ◦ ψ−1x )(z)
)
, (x, z) ∈ R× [0, 1],
ou` ρ : [0, 1] → [0, 1] de´signe toujours une fonction lisse valant 0 en 0 et 1 en 1,
et on pose τt = (Ψt)∗τ . Ces feuilletages ont tous la meˆme repre´sentation d’holo-
nomie – ils sont tous image de τ0 par un diffe´omorphisme fibre´ valant l’identite´
sur la fibre {0} × [0, 1] – et relient τ0 a` τ1. Cependant, les diffe´omorphismes Ψt
e´tant de classe Cr, les feuilletages τt ne sont a priori que Cr−1. En fait, on ve´rifie
facilement que
∂τt = (1− ρ(t)) (∂τ ◦Ψ−1t ) + ρ(t) (∂τ
′ ◦Ψ ◦Ψ−1t ),
et le chemin τt, t ∈ [0, 1], est donc continu dans Sr0 (Tk × [0, 1]).
On conside`re maintenant le cas k = 2. On commence par construire une
section de h. On note C1 et C2 les cercles T
1 × {0} et {0} × T1 de T2, D un
disque dans T2 \ (C1 ∪C2), A un arc joignant (0, 0) a` ∂D dans T2 sans recouper
C1 ∪C2, et on pose C = C1 ∪ C2 ∪ A et S = T2 \ IntD.
Il existe une famille ϕt, t ∈ [0, 1], d’applications lisses de S dans S ayant les
proprie´te´s suivantes :
– ϕ0 = Id et ϕt pour tout t ∈ [0, 1] induit l’identite´ sur C,
– ϕ1 envoie S dans C et ϕt est un plongement pour tout t < 1.
A
C1
C2
S
D
ϕt(∂D)
L’homotopie de re´traction ϕt se rele`ve sur S × [0, 1] en une homotopie ϕ˜t =
ϕt × Id pre´servant chaque S × {·}.
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Soient f et g ∈ Dr+([0, 1]) des diffe´omorphismes qui commutent. On de´finit
un feuilletage sur C × [0, 1] en prenant sur A × [0, 1] le feuilletage horizontal
par les A × {·} et sur C1 × [0, 1] et C2 × [0, 1] ⊂ T2 × [0, 1] les feuilletages
Cr d’holonomies respectives f et g donne´s par la section de l’application h :
Sr0 (T1 × [0, 1]) → R(Z → Dr+([0, 1])) construite pre´ce´demment. On e´paissit
✭✭ trivialement ✮✮ ce feuilletage en feuilletage d’un voisinage de C × [0, 1], et on
prend l’image inverse de cet e´paississement par ϕ˜t pour t assez proche de 1.
Le feuilletage obtenu sur S × [0, 1] induit sur ∂D × [0, 1] un feuilletage τ de
classe Cr ayant pour repre´sentation d’holonomie le commutateur de f et g, c’est-
a`-dire l’identite´ puisque ces diffe´omorphismes commutent. D’apre`s le cas k = 1,
on peut relier τ au feuilletage produit de ∂D×[0, 1] par un chemin continu (Ψt)∗τ
de feuilletages Cr sur ∂D× [0, 1]. Soit D′ ⊂ IntD un disque plus petit. L’isotopie
Ψt permet de construire un feuilletage Cr sur (D \ IntD′)× [0, 1] induisant τ sur
∂D× [0, 1] et le feuilletage produit sur ∂D′× [0, 1], qu’on prolonge trivialement
en feuilletage Cr de D× [0, 1]. Le feuilletage ainsi construit sur T2× [0, 1] de´pend
continuˆment de f et g.
Le reste de la preuve est identique au cas k = 1.
Le re´sultat suivant se de´montre de fac¸on similaire.
Lemme 5.5. Soient τ0 et τ1 deux feuilletages de Sr0 (Tk × [0, 1[), k = 1 ou 2,
qui ont la meˆme repre´sentation d’holonomie le long de Tk ×{0}. Alors il existe
une isotopie Ψt, t ∈ [0, 1], de Tk× [0, 1[ a` support compact de classe Cr telle que
– t 7→ (Ψt)∗τ0 de´finit un chemin continu dans Sr0 (Tk × [0, 1[) ;
– (Ψ1)∗τ0 co¨ıncide avec τ1 sur T
2 × [0, ε] pour un ε > 0.
Remarque 5.6. Il de´coule directement de la preuve de 5.4 (adapte´e au cas des
germes) que, si τ0 et τ1 sont C∞-lisses en dehors de T2×{0}, les diffe´omorphismes
Ψt le sont aussi. On aura besoin de ce fait pour de´montrer le lemme 5.21.
5.2 Mode´lisation pre`s des feuilles nettes
On pre´cise la de´finition de feuille nette e´voque´e dans l’introduction en la
ge´ne´ralisant au cas des varie´te´s a` bord.
De´finition 5.7. Soit τ un feuilletage C∞-lisse sur une varie´te´ compacte de
dimension 3 dont chaque composante de bord est soit une feuille, soit transverse
a` τ . On dit qu’une feuille torique T de τ est nette s’il existe un champ de
vecteurs (C∞-)lisse ν sur R s’annulant seulement en 0 tel que les repre´sentations
d’holonomie de τ de part et d’autre de T (d’un seul coˆte´ si T est une composante
de bord) appartiennent au flot de ν. Noter que si ν est infiniment plat en 0, les
temps correspondant peuvent diffe´rer d’un coˆte´ a` l’autre.
On dit que τ est net si tous ses tores de Novikov sont nets.
Remarque. En particulier, un feuilletage net a un nombre fini de tores de Novi-
kov.
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Le mode`le suivant nous servira a` perturber l’holonomie d’un feuilletage au
voisinage d’une feuille nette.
Lemme 5.8. Une feuille torique T est nette si et seulement si elle posse`de un
voisinage parame´tre´ par T2×] − ε, ε[ ou` le feuilletage a une e´quation lisse qui
s’e´crit
dz − u(z)(a+dx1 + b+dx2) sur T2 × [0, ε[
et
dz − u(z)(a−dx1 + b−dx2) sur T2×]− ε, 0]
avec (a±, b±) ∈ R2 \ {0} et u une fonction lisse ne s’annulant qu’en 0.
T
2×{0}
T
2×{ε}
T
2×{−ε}
(a−,b−)=(0,1)
(a+,b+)=(4,5)
Remarque. Si u n’est pas infiniment plate en 0, alors (a+, b+) = (a−, b−) car
l’e´quation est suppose´e C∞. Si u est infiniment plate en 0 en revanche, les
vecteurs (a+, b+) et (a−, b−) peuvent eˆtre diffe´rents.
De´monstration. Soit T une feuille nette et ν un champ de vecteurs lisse sur R,
de flot f t, tel que les repre´sentations d’holonomie Z2 → D∞(R, 0±) de´finies par
τ de part et d’autre de T (pour un certain parame´trage d’un voisinage de T par
T2 × D1) associent a` tout e´le´ment (q, p) ∈ Z2 la restriction de fpa±+qb± a` un
voisinage de 0 dans R±, ou` (a
±, b±) ∈ R2 \ {0}.
Posons ν(z) = u(z)∂z et conside´rons sur T
2 × D1 le feuilletage τ¯ donne´ par
dz − u(z) (a+dx1 + b+dx2) sur T2 × [0, 1],
dz − u(z) (a−dx1 + b−dx2) sur T2 × [−1, 0].
Les feuilletages lisses τ et τ¯ ont la meˆme repre´sentation d’holonomie le long
de T , et on construit comme dans le lemme 5.4, avec les meˆmes notations, un
diffe´omorphisme fibre´ C∞ qui conjugue τ et τ¯ au voisinage de T .
Le lemme suivant est un corollaire direct du the´ore`me de Takens (cf. the´ore`me
3.4).
Lemme 5.9. Toute feuille torique dont la repre´sentation d’holonomie n’est pas
infiniment tangente a` l’identite´ est nette.
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5.3 Feuilletages sur le tore e´pais
Dans cette section, on de´montre le the´ore`me 5.1. On rappelle que Sr(T2 ×
[0, 1]) de´signe l’espace des feuilletages de codimension 1 cooriente´s de classe Cr
sur T2 × [0, 1] qui sont positivement transverses a` [0, 1] et tels que T2 × {i},
i = 0 ou 1, est soit une feuille, soit transverse au feuilletage, le feuilletage induit
sur T2×{i} e´tant dans ce cas suppose´ line´arisable. On note Sr(T2× [0, 1], ∂) ⊂
Sr(T2 × [0, 1]) le sous-espace forme´ des feuilletages qui co¨ıncident le long du
bord avec un e´le´ment de Sr(T2 × [0, 1]) donne´ quelconque, et Sr0 (T2 × [0, 1]) ⊂
Sr(T2 × [0, 1]) le sous-espace des feuilletages tangents au bord.
De´finition 5.10. On appelle pente d’un feuilletage cooriente´ line´arisable de T2
la demi-droite de H1(T2,R) = R2 engendre´e par la classe de cohomologie de
toute forme ferme´e qui le de´finit (avec la bonne coorientation).
Lemme 5.11. Deux feuilletages de S∞(T2 × [0, 1], ∂) sans feuille torique sont
relie´s par un chemin continu dans S∞(T2 × [0, 1], ∂).
Ce lemme de´coule du re´sultat suivant :
Lemme 5.12. Tout feuilletage τ de S∞(T2 × [0, 1]) sans feuille torique est
conjugue´ au feuilletage produit par l’intervalle d’un feuilletage line´arisable de
T2, et est donc le noyau d’une forme ferme´e. En particulier, les feuilletages
line´arisables induits par τ sur T2 × {0} et T2 × {1} ont la meˆme pente.
Preuve de 5.11 a` partir de 5.12. Soient τ0 et τ1 deux feuilletages de S∞(T2 ×
[0, 1]) sans feuille torique et qui co¨ıncident le long du bord. D’apre`s le lemme
5.12, ils sont de´finis par des formes ferme´es ω0 et ω1, qui satisfont ωi(∂z) > 0.
Les formes (1− t)ω0+ tω1 sont ferme´es, de´finissent le meˆme feuilletage au bord
et ne s’annulent pas puisque
((1 − t)ω0 + tω1)(∂z) > 0.
Elles de´finissent donc le chemin voulu.
Pour de´montrer le lemme 5.12, on utilise le fait suivant :
Affirmation 5.13. E´tant donne´e une forme ferme´e ω0 sur T
2, il existe un
feuilletage sur T2 × [0, 1] positivement transverse a` [0, 1], transverse aux tores
T2 × {·}, qui trace sur T2 × {0} le feuilletage de´fini par ω0 et sur T2 × {1} un
feuilletage line´aire.
Preuve de l’affirmation. Une forme ferme´e sur T2 est line´arisable par isotopie
(la line´arisation de´coule du the´ore`me de Poincare´-Bendixson et on obtient la
line´arisation par isotopie graˆce a` la classification des diffe´omorphismes de T2).
Ainsi, il existe une isotopie ϕt, t ∈ [0, 1], du tore T2 telle que ϕ∗1ω0 soit une
forme line´aire. Les formes ωt = ϕ
∗
tω0 sont non singulie`res et cohomologues. Il
existe donc des fonctions ft, t ∈ [0, 1], sur le tore telles que
dωt
dt
= dft.
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On peut supposer chaque ft strictement positive, quitte a` lui ajouter une constante
ct. On de´finit alors sur T
2 × [0, 1] la forme
Ω(x, t) = ωt(x) + ft(x)dt, (x, t) ∈ T2 × [0, 1].
Cette forme est non singulie`re et son noyau en chaque point est positivement
cooriente´ par [0, 1] (par positivite´ de ft) et transverse a` T
2×{·} (car les formes
ωt sont non singulie`res). Elle trace bien le feuilletage de´fini par ω0 sur T
2 ×{0}
et un feuilletage line´aire sur T2×{1}. Reste a` ve´rifier qu’elle est inte´grable. Elle
est en fait ferme´e :
dΩ = dωt + dt ∧ ω˙t + dft ∧ dt = 0 + dt ∧ (ω˙t − dft) = 0,
le premier 0 venant de ce que les ωt sont des formes ferme´es.
De´monstration du lemme 5.12. Soit τ un feuilletage de S∞(T2 × [0, 1]) sans
feuille torique (donc en particulier transverse au bord). Pour prouver 5.12, l’ide´e
est de construire un champ de vecteurs η non singulier sur T2 × [0, 1] tangent
a` τ , transverse au bord et dont chaque orbite va d’une composante de bord a`
l’autre (en un temps e´gal a` 1). Le flot de ce champ de vecteurs donnera alors
une nouvelle structure produit sur T2× [0, 1] pour laquelle τ sera un feuilletage
produit.
On commence par se ramener, graˆce a` l’affirmation 5.13, au cas ou` τ induit
sur chaque composante de bord un feuilletage line´aire. Quitte a` changer de
coordonne´es sur le tore, on peut supposer que τ induit de´ja` sur T2 × {0} un
feuilletage line´aire. Comme τ est transverse a` T2 × {1}, sur T2 × [1− ε, 1] avec
ε assez petit, τ est transverse a` la fois au facteur [1− ε, 1] et aux tores T2×{·}.
Le feuilletage induit par τ sur T2 × {1− ε} est line´arisable (car isotope a` celui
induit sur T2×{1}), de´fini par une forme ferme´e ω. L’affirmation 5.13 applique´e
a` ω donne sur T2× [1−ε, 1] un nouveau feuilletage avec les meˆmes proprie´te´s de
transversalite´, dont la trace sur T2×{1− ε} a pour e´quation ω et dont la trace
sur T2 × {1} est line´aire. On ve´rifie facilement que ce feuilletage est isotope a`
τ | T2×[1−ε,1] relativement a` T2×{1− ε}. Ainsi, τ est isotope a` un feuilletage lui
aussi transverse au facteur [0, 1] qui induit sur chaque composante de bord un
feuilletage line´aire.
On suppose donc maintenant que τ trace sur le bord de T2 × [0, 1] des
feuilletages line´aires. Quitte a` faire un changement line´aire de coordonne´es sur
le tore, on peut supposer que le feuilletage par cercles {·}×S1×{i} de T2×{i},
i = 0, 1, est transverse a` la trace de τ sur T2 × {i}. Le feuilletage τ , transverse
au facteur [0, 1], trace alors sur chaque anneau Aθ = {θ}×S1× [0, 1], θ ∈ S1, un
feuilletage (non singulier) τ ∩Aθ transverse au bord et au facteur [0, 1]. Graˆce a`
une partition de l’unite´, on peut construire un champ de vecteurs ν sur T2×[0, 1]
tangent au feuilletage τ ainsi qu’a` chaque composante de bord et satisfaisant
dθ(ν) = 1. Le flot ϕt de ν au temps t envoie chaque anneau feuillete´ (Aθ, τ ∩Aθ)
sur (Aθ+t, τ ∩ Aθ+t), avec Aθ+1 = Aθ.
On se place maintenant dans un anneau Aθ. D’apre`s Poincare´-Bendixson,
soit toutes les feuilles de τ ∩ Aθ vont d’un bord a` l’autre de Aθ, soit τ ∩ Aθ a
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des feuilles circulaires isotopes aux composantes de bord. Supposons que τ ∩Aθ
ait de telles feuilles, et notons C la plus proche de T2 × {0}. Alors ϕ1 envoie
ne´cessairement C sur elle-meˆme, et
⋃
t∈[0,1] ϕ
t(C) forme une feuille torique de
τ , ce qui contredit l’hypothe`se. Ainsi, pour tout θ ∈ S1, toute feuille de τ ∩ Aθ
va d’un bord a` l’autre de Aθ.
Il existe un champ de vecteurs non singulier sur T2× [0, 1] tangent au feuille-
tage de dimension 1 ainsi de´fini et on obtient le champ η recherche´ (cf. de´but
de la preuve) en renormalisant ce champ de sorte que le temps de parcours de
chaque orbite soit e´gal a` 1. Par suite, le feuilletage τ est conjugue´ au feuilletage
produit par l’intervalle d’un feuilletage line´arisable de T2, et donc de´fini par une
forme ferme´e.
Les pentes des feuilletages induits par τ sur T2 × {0} et T2 × {1} sont bien
les meˆmes car, pour j ∈ {0, 1}, l’application
ι∗j : R
2 = H1(T2 × [0, 1])→ H1(T2 × {j}) = R2
induite par l’inclusion ιj : T
2 × [0, 1]→ T2 × {j} est l’identite´.
Lemme 5.14. Deux feuilletages de S∞(T2 × [0, 1], ∂) ayant pour seule feuille
torique T2 × {0} sont relie´s par un chemin continu dans S1(T2 × [0, 1], ∂).
De´monstration. Soient τ0 et τ1 les feuilletages conside´re´s. L’holonomie de τi,
i = 0, 1, le long de T2 × {0} est donne´e par deux germes fi, gi ∈ D∞(R+, 0)
qui commutent et ont 0 comme unique point fixe commun. D’apre`s le corollaire
1.4, fi et gi sont les temps ai et bi du flot d’un champ de vecteurs νi = ui∂z de
classe C1 sur R+, C∞ en dehors de 0. On peut de plus supposer ui ≥ 0.
Le feuilletage C1 de´fini par l’equation
dz − ui(z)(aidx1 + bidx2) sur T2 × [0, 1] (5.1)
a la meˆme repre´sentation d’holonomie que τi le long de T
2 × {0}. D’apre`s le
lemme 5.5, on peut de´former τi continuˆment dans S1(T2× [0, 1], ∂) par isotopie
en un feuilletage τ ′i d’e´quation (5.1) sur un voisinage T
2 × [0, ε] de T2 × {0}.
Observons maintenant que (a1, b1) est ne´cessairement un multiple positif de
(a0, b0). En effet, pour i ∈ {0, 1}, τ ′i |T 2×[ε,1] n’a pas de feuille torique. D’apre`s le
lemme 5.12, les feuilletages induits par τ ′i sur T
2×{ε} et T2×{1} ont la meˆme
pente. Comme τ ′0 et τ
′
1 co¨ıncident le long de T
2 × {1}, ceci implique que les
feuilletages trace´s par τ ′0 et τ
′
1 sur T
2 × {ε} ont la meˆme pente, i.e. exactement
que (a1, b1) est un multiple positif de (a0, b0). Quitte a multiplier u1 par une
constante positive, on peut donc supposer que (a0, b0) = (a1, b1).
Soit u¯t, t ∈ [0, 1], un chemin continu de fonctions C1 sur [0, ε] ne s’annulant
qu’en 0, telles que u¯0 = u0 sur [0, ε], u¯t = u0 au voisinage de ε pour tout t et
u¯1 = u1 sur [0, ε/2]. On construit graˆce a` ces fonctions un chemin continu dans
S1(T2× [0, 1], ∂) entre τ ′0 et un feuilletage τ ′′0 qui co¨ıncide avec τ ′0 sur T2× [ε, 1]
et avec τ ′1 sur T
2 × [0, ε/2]. Les feuilletages τ ′′0 et τ ′1 n’ayant en outre pas de
feuille torique dans T2 × [ε/2, 1], on peut les relier par un chemin continu dans
S1(T2× [0, 1], ∂) d’apre`s le lemme 5.11, ce qui conclut la preuve du lemme 5.14.
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Notons au passage que τ ′0, et donc τ0, peut eˆtre relie´ a` un feuilletage net :
il suffit pour cela de de´former u0 au voisinage de 0 en une fonction lisse, graˆce
a` un chemin continu de fonctions C1 ne s’annulant qu’en 0. On e´nonce cette
observation dans le corollaire 5.16 ci-dessous.
Remarque 5.15. Si les feuilletages initiaux τ0 et τ1 ∈ S∞(T2 × [0, 1], ∂) ont une
repre´sentation d’holonomie C1-tangente a` l’identite´ en 0, les fonctions u0 et u1
sont C1-plates en 0 et tous les feuilletages du chemin reliant τ0 a` τ1 sont C1-plats
le long de T2 × {0}.
Corollaire 5.16. Tout feuilletage de S∞(T2× [0, 1], ∂) ayant pour seule feuille
torique T2×{0} est relie´ a` un feuilletage net par un chemin continu dans S1(T2×
[0, 1], ∂).
Le lemme suivant de´coule directement du the´ore`me 3.1 et du lemme 5.4.
Lemme 5.17. Deux feuilletages quelconques de S∞0 (T2 × [0, 1]) sont relie´s par
un chemin continu dans S10 (T2 × [0, 1]).
Remarque 5.18. Il de´coule e´galement du the´ore`me 3.1 et du lemme 5.4 que si
les deux feuilletages donne´s sont infiniment plats au bord, les feuilletages du
chemin sont C1-plats au bord.
Comme S∞0 (T2 × [0, 1]) contient clairement un feuilletage net, par exemple
d’e´quation dz − u(z)dx1, avec u : [0, 1] → R une fonction lisse ne s’annulant
qu’en 0 et 1, le lemme 5.17 entraˆıne directement :
Corollaire 5.19. Tout feuilletage de S∞0 (T2 × [0, 1]) est relie´ a` un feuilletage
net par un chemin continu dans S10 (T2 × [0, 1]).
De´monstration du the´ore`me 5.1. On traite seulement le cas de feuilletages trans-
verses aux deux bords, les autres cas e´tant similaires.
Soit τ ∈ S∞(T2 × [0, 1]) transverse au bord. On peut perturber τ par une
isotopie lisse (par exemple graˆce au lemme 5.4) de sorte que ses feuilles toriques
soient toutes de la forme T2×{z}, z ∈]0, 1[. On note [a, b] le plus petit segment
contenant tous ces z (s’il en existe).
Si la repre´sentation d’holonomie de τ n’est pas infiniment tangente a` l’iden-
tite´ en a et b, d’apre`s le lemme 5.9, les feuilles T2×{a} et T2×{b} sont nettes,
et on perturbe facilement l’e´quation du feuilletage au voisinage de ces feuilles
(cf. 5.8) pour se ramener au cas infiniment plat.
D’apre`s le lemme 5.17, on peut relier τ au feuilletage trivial par les T2×{·}
dans T2× [a, b] par un chemin continu dans S10 (T2× [a, b]), forme´ de feuilletages
C1-plats au bord (cf. remarque 5.18). On peut alors e´craser le paquet de feuilles
compactes T2× [a, b] sur une unique feuille compacte T2×{c}, tout en dilatant
le feuilletage de T2 × ([0, 1]\]a, b[), et ce par un chemin continu dans S∞(T2 ×
[0, 1], ∂). Notons qu’on peut rendre nette la feuille T2 × {c} du feuilletage final
en appliquant le corollaire 5.16 de part et d’autre.
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Soient maintenant τ0 et τ1 ∈ S∞(T2 × [0, 1]) qui co¨ıncident le long du bord
et lui sont transverses. Si ces deux feuilletages ont des feuilles toriques, on ap-
plique a` chacun le proce´de´ ci-dessus, et on relie les deux feuilletages obtenus en
appliquant le lemme 5.14 de part et d’autre de T2 × {c}.
Si ni l’un ni l’autre n’a de feuille torique, le lemme 5.11 permet de les relier.
Reste a` traiter le cas ou` l’un a des feuilles toriques et l’autre non. Supposons
que τ0 a des feuilles toriques. On lui applique le proce´de´ ci-dessus, qui donne
un feuilletage τ ′0 avec une seule feuille torique T
2 × {c}, qu’on peut supposer
nette et de repre´sentation d’holonomie infiniment tangente a` l’identite´. D’apre`s
le lemme 5.8, ce feuilletage a alors une e´quation du type
dz − u(z − c)(a±dx1 + b±dx2), z − c ∈ R±,
au voisinage de T2×{c}, avec u une fonction lisse positive s’annulant seulement
en 0 ou` elle est infiniment plate. Mais (comme dans la preuve du lemme 5.14) le
fait que τ0 (et donc τ
′
0) co¨ıncide avec τ1 au bord, que τ0 n’ait pas d’autre feuille
compacte que T2×{c} et que τ1 n’en ait aucune entraˆıne (a+, b+) = (a−, b−) =
(a, b) (quitte a` multiplier la fonction u d’un coˆte´ par une constante positive, ce
qui n’alte`re pas sa re´gularite´ puisqu’elle est infiniment plate en 0). L’e´quation
de τ ′0 au voisinage de T
2 × {c} s’e´crit alors
dz − u(z − c)(adx1 + bdx2) = 0.
On perturbe u (et donc τ ′0) au voisinage de 0 par un chemin continu de fonctions
lisses ut (donnant des feuilletages lisses τ
′
t), t ∈ [0, 1], satisfaisant u0 = u, ut = u
en dehors d’un voisinage de 0 et ut > 0 pour tout t > 0. Le feuilletage τ
′
1 co¨ıncide
toujours avec τ1 au bord de T
2× [0, 1] et n’a pas de feuille compacte. Le lemme
5.11 permet alors de conclure.
Le re´sultat suivant est un corollaire direct de la de´monstration du the´ore`me
5.1.
Corollaire 5.20. Tout feuilletage de S∞(T2 × [0, 1], ∂) peut eˆtre relie´ a` un
feuilletage net par un chemin continu dans S1(T2 × [0, 1], ∂).
5.4 Nettoyage sur une varie´te´ close
Cette section a pour but de de´montrer le the´ore`me 5.2. Pour cela, on a besoin
du :
Lemme 5.21. Soit τ un feuilletage lisse cooriente´ de codimension 1 sur une
varie´te´ close M de dimension 3 et T une feuille torique de τ dont un collier du
coˆte´ positif ne rencontre pas de feuille compacte. Alors il existe un plongement
lisse ϕ : T2 × [0, 1]→M tel que ϕ(T2 × {0}) = T et ϕ∗τ ∈ S∞(T2 × [0, 1]).
De´monstration. Soit T2 × [0, 1] un collier parame´tre´ de T = T2 × {0} du coˆte´
positif sur lequel τ est transverse a` [0, 1]. L’holonomie de τ le long de T2 × {0}
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est donne´e par deux germes f , g ∈ D∞(R+, 0) qui commutent et ont 0 comme
unique point fixe commun. D’apre`s le corollaire 1.4, f et g sont les temps a et
b du flot d’un champ de vecteurs ν = u∂z de classe C1 sur R+ et C∞ en dehors
de 0.
Le feuilletage C1 sur T2 × [0, 1] et lisse sur T2×]0, 1] de´fini par l’equation
dz − u(z)(adx1 + bdx2) (5.2)
a la meˆme repre´sentation d’holonomie que τ le long de T2 × {0}. D’apre`s le
lemme 5.5 et la remarque 5.6, il existe un diffe´omorphisme ψ de T2× [0, 1] ayant
les proprie´te´s suivantes :
– ψ est de la forme (x, z) ∈ T2 × [0, 1] 7→ (x, ψx(z)) ;
– ψ est de classe C1 sur T2 × [0, 1] et C∞ sur T2×]0, 1] ;
– le feuilletage τ ′ = ψ∗τ a pour e´quation (5.2) sur un voisinage T2 × [0, ε]
de T2 × {0} et co¨ıncide avec τ pre`s de T2 × {1}.
En particulier, comme τ ′ trace sur T2 × {ε} un feuilletage line´aire, τ trace
sur ψ(T2 × {ε}) un feuilletage de´fini par une forme ferme´e. Pour obtenir le
plongement souhaite´, il suffit de reparame´trer fibre a` fibre et de fac¸on lisse la
re´gion comprise entre T = T2 × {0} et ψ(T2 × {ε}) = {(x, ψε(x)), x ∈ T2} par
T2 × [0, 1]. Ceci est possible car la fonction x 7→ ψx(ε) est lisse.
De´monstration du the´ore`me 5.2. Soit M une varie´te´ close de dimension 3, τ un
feuilletage lisse cooriente´ sur M et
⋃n
i=1 T
2 × Ji les ensembles sature´s disjoints
donne´s par la proposition 4.8. On suppose bien entendu que chacun de ces
ensembles contient vraiment un tore de Novikov de τ . Le lemme 5.21 montre
qu’il existe des voisinages compacts disjoints de ces ensembles, parame´tre´s par
T2 × Ii, Int Ii ⊃ Ji, sur lesquels τ est transverse au second facteur ainsi qu’au
bord et induit sur chaque composante de T2 × ∂Ii un feuilletage line´arisable.
Notons que par tout point p ∈ M \⋃ni=1 T2 × Ii passe une transversale ferme´e
C a` τ disjointe de
⋃n
i=1 T
2 × Ji (car chaque composante de T2 × ∂Ji est un
tore de Novikov). Il passe donc aussi par p une transversale ferme´e disjointe
de
⋃n
i=1 T
2 × Ii : on l’obtient soit en poussant C hors des T2 × Ii a` l’aide des
lemmes 5.11 et 5.14, soit en remplac¸ant chaque arc d’intersection de C ∩T2× Ii
par un arc sur T2 × ∂Ii transverse a` τ (il en existe car le feuilletage induit est
line´arisable).
Le corollaire 5.20 applique´ a` τ dans chaque T2 × Ii fournit un feuilletage
τ ′ qui co¨ıncide avec τ hors de
⋃n
i=1 T
2 × Ii et a dans chaque T2 × Ii une seule
feuille compacte qui est un tore net. La remarque pre´ce´dente sur les transversales
montre que τ ′ est net.
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Chapitre 6
The´ore`me de Larcanche´ et
feuilletages agre´ables
Tous les feuilletages et les diffe´omorphismes conside´re´s dans ce chapitre sont
lisses (i.e. C∞).
6.1 Feuilletages en suspension au-dessus du pan-
talon
Pour une varie´te´ B (e´ventuellement a` bord), on note S(B × S1) (S pour
✭✭ suspension ✮✮) l’espace des feuilletages de codimension 1 sur B × S1 trans-
verses au facteur S1. On de´signe par D˜(S1) le reveˆtement universel du groupe
D∞+ (S1), i.e le groupe des diffe´omorphismes de R qui pre´servent l’orientation et
commutent a` la translation de 1.
Soit τ un feuilletage de S(S1×S1). Observons pour commencer que le trans-
port le long des feuilles de τ de´finit une famille continue de diffe´omorphismes
d’holonomie
ψx : S
1 = {0} × S1 → {x} × S1 = S1, x ∈ R,
ve´rifiant ψ0 = Id et ψx+1 = ψx ◦ ψ1 pour tout x ∈ R. Cette famille est meˆme
lisse au sens ou` l’application (x, y) 7→ ψx(y) est lisse. Inversement, tout chemin
ψx ve´rifiant les conditions ci-dessus de´finit un feuilletage lisse sur S
1 × S1. En
outre l’arc ψx, x ∈ R, se rele`ve dans D˜(S1) en un arc lisse fx issu de l’identite´,
et on de´finit l’holonomie de τ comme le diffe´omorphisme h(τ) = f1.
On note G la composante neutre du groupe des diffe´omorphismes de S1×S1
qui sont l’identite´ sur le premier facteur et qui fixent {0} × S1 point par point.
Lemme 6.1. L’application d’holonomie
h : S(S1 × S1) −→ D˜(S1)
est une fibration triviale dont les fibres sont les orbites du groupe G.
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De´monstration. Soit ρ : [0, 1] → [0, 1] une fonction lisse valant 0 pre`s de 0 et 1
pre`s de 1. E´tant donne´ f ∈ D˜(S1), on lui associe l’arc fx, x ∈ R, de´fini par :
fx = (1− ρ(x)) Id+ρ(x)f pour tout x ∈ [0, 1],
fx+1 = fx ◦ f pour tout x ∈ R.
Par construction, le feuilletage τ de´fini par l’arc fx ve´rifie h(τ) = f donc les
formules ci-dessus donnent une section de l’application h. Soit maintenant τ ′ ∈
S(S1 × S1) un feuilletage quelconque tel que h(τ ′) = h(τ) = f . Alors τ ′ est
donne´ par un arc f ′x ∈ D˜(S1) entre f ′0 = Id et f ′1 = f . Pour tout x, on pose
ϕx = f
′
x ◦ f−1x . Il est facile de voir que l’application (x, y) 7→ (x, ϕx(y)) induit
un e´le´ment de G qui envoie τ sur τ ′.
Dans ce qui suit, P de´signe le pantalon (oriente´) obtenu en oˆtant au disque
unite´ D2 ⊂ R2 l’inte´rieur des disques D± de rayon 1/4 centre´s en ±(1/2, 0). On
pose ∂±P = ∂D± (oriente´s a` l’oppose´ de ∂P) et ∂0P = ∂D
2. Le lemme 6.2 a
pour but de pre´ciser l’affirmation suivante : e´tant donne´s deux feuilletages τ±
transverses au facteur S1 respectivement sur ∂±P×S1, on peut les prolonger en
un feuilletage de P× S1 transverse a` S1 et re´aliser cette extension continuˆment
en fonction des donne´es.
Soit V ⊂ P l’union des deux segments qui joignent (0,−1) ∈ ∂D2 a`±(1/4, 0) ⊂
∂±P respectivement, et S0(P×S1) le sous-espace de S(P×S1) forme´ des feuille-
tages qui induisent sur V × S1 le feuilletage horizontal par les V × {·}. On note
G0 le groupe des diffe´omorphismes de P×S1 fibre´s au-dessus de l’identite´ et qui
induisent l’identite´ sur (V ∪∂±P)×S1. Le groupe G0 est contractile et ope`re sur
S0(P×S1). En utilisant V ∩∂iP comme point base sur ∂iP, i ∈ {+,−, 0}, on ob-
tient des applications d’holonomie hi : S0(P× S1)→ D˜(S1), hi(τ) = h(∂iτ), ou`
∂iτ de´signe le feuilletage induit par τ sur ∂iP, qui ve´rifient h0(τ) = h−(τ)◦h+(τ).
Lemme 6.2. L’application de restriction{
S0(P× S1)→ S(∂−P× S1)× S(∂+P× S1)
τ 7→ (∂−τ, ∂+τ)
est une fibration triviale dont les fibres sont les orbites de G0.
De´monstration. Il existe une famille ϕt, t ∈ [0, 1], d’applications de P dans P
ayant les proprie´te´s suivantes :
– ϕ0 = Id et ϕt pour tout t ∈ [0, 1] induit l’identite´ sur V ∪ ∂±P,
– ϕ1 envoie P dans V ∪ ∂±P et ϕt est un plongement pour tout t < 1.
L’homotopie de re´traction ϕt se rele`ve sur P×S1 en une homotopie ϕ˜t = ϕt× Id
pre´servant chaque P× {·}.
Soient (τ−, τ+) ∈ S(∂−P × S1) × S(∂+P × S1). On prolonge τ− ∪ τ+ en un
feuilletage de (V ∪ ∂−P ∪ ∂+P)× S1 horizontal au dessus de V . On le prolonge
✭✭ trivialement ✮✮ a` un petit voisinage, et on de´finit τ comme l’image inverse de ce
prolongement par ϕ˜t pour t assez proche de 1. Ceci de´finit une section continue
de l’application ∂± := (∂−, ∂+). Un argument similaire a` celui de la preuve de
6.1 permet d’identifier les fibres de l’application ∂± aux orbites de G0.
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∂+P∂−P
∂0P
V ϕt(∂0P)
6.2 Feuilletages de Larcanche´ dans le tore plein
On se pose maintenant la question suivante : est-il possible de prolonger tout
feuilletage de ∂D2 × S1 transverse au facteur S1 en un feuilletage de D2 × S1
et, si oui, comment faire concre`tement ? Un the´ore`me de W. Thurston [Th2]
re´pond affirmativement a` la premie`re partie mais ne propose pas de me´thode
pratique. On pre´sente ici une construction d’A. Larcanche´ [La] qui offre une
✭✭ solution ge´ome´trique explicite ✮✮ variant continuˆment avec la donne´e au bord.
Cette construction est un ingre´dient crucial pour fabriquer des familles a` un ou
plusieurs parame`tres de feuilletages.
Remarque 6.3. Le disque e´tant simplement connexe, le seul feuilletage de D2×S1,
a` isotopie fibre´e pre`s, transverse a` S1 est le feuilletage par les disques me´ridiens
D2 × {·}. Autrement dit, seul le feuilletage de ∂D2 × S1 d’holonomie triviale se
prolonge a` D2 × S1 en un feuilletage transverse a` S1. Les prolongements qu’on
de´crit ci-apre`s ne sont donc pas partout transverses a` S1.
Soit S∂ = S∂(D2 × S1) l’ensemble des feuilletages de D2 × S1 transverses
au facteur S1 pre`s du bord et soit h∂ : S∂ → D˜(S1) l’application continue qui,
a` tout feuilletage τ de S∂ , associe l’holonomie h∂(τ) de sa restriction au bord
∂D2 × S1.
The´ore`me 6.4 (Larcanche´ [La]). L’application h∂ : S∂ → D˜(S1) admet une
section continue ℓ : D˜(S1) → S∂ ayant en outre la proprie´te´ que, pour tout
f ∈ D˜(S1), le champ de plans tangent au feuilletage ℓf := ℓ(f) est homotope
relativement au bord a` un champ de plans transverse au facteur S1.
Avant de de´montrer ce the´ore`me, rappelons une construction classique pour
e´tendre dans D2 × S1 un feuilletage line´arisable de ∂D2 × S1. Elle consiste a`
e´paissir le feuilletage sur un voisinage du bord et a` faire spiraler les feuilles
autour d’une feuille torique qu’on remplit alors par une composante de Reeb
(cf. figure suivante).
De´crivons maintenant analytiquement cette construction, qui sera appele´e
remplissage par un feuilletage de Reeb. Comme dans [Th2], notons (r, ϕ) les
coordonne´es polaires sur D2, θ la coordonne´e sur S1, et conside´rons une partition
de l’unite´ {λ0, λ1/2, λ1} sur [0, 1] ve´rifiant les conditions suivantes :
– λ1 vaut 1 pre`s de 1 et 0 exactement sur [0, 1/2] ;
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– λ1/2 vaut 1 pre`s de 1/2 et 0 pre`s de {0, 1} ;
– λ0 vaut 1 pre`s de 0 et 0 exactement sur [1/2, 1].
Lemme 6.5. Pour toute 1-forme ferme´e non-singulie`re ω sur ∂D2 × S1, la
1-forme
ω¯ = λ1(r)ω + λ1/2(r) dr + λ0(r) dθ
est non singulie`re, inte´grable sur D2 × S1 et induit ω sur le bord. De plus, si
w(∂θ) > 0, les 1-formes
ω¯t = λ1(r)ω + λ1/2(r) (t dθ + (1− t) dr) + λ0(r) dθ, t ∈ [0, 1],
sont toutes non singulie`res, inte´grables si ω = dθ (mais pas en ge´ne´ral) et
de´finissent une homotopie de champs de plans relative au bord qui relie le champ
tangent au feuilletage a` un champ de plans transverse au facteur S1.
Remarque 6.6. En particulier, si ω = dθ, l’homotopie ω¯t de´finit un chemin de
feuilletages entre le feuilletage produit par disques me´ridiens et un feuilletage
avec une composante de Reeb.
Pour de´montrer son re´sultat, l’ingre´dient cle´ utilise´ par A. Larcanche´ est
le the´ore`me suivant de M. Herman [He], dans lequel Tλ : R → R de´signe la
translation x 7→ x+ λ.
The´ore`me 6.7. Soit µ = (1 +
√
5)/2 le nombre d’or. Il existe une application
continue {
D˜(S1)→ R× D˜(S1)
f 7→ (λf , gf )
telle que f = Tλf ◦ (g−1f ◦ Tµ ◦ gf ) pour tout f ∈ D˜(S1), et (λId, gId) = (−µ, Id).
Remarque. En fait, Herman prouve ce re´sultat pour tout nombre µ dans un
ensemble de mesure totale et les travaux de J.-C. Yoccoz [Yo] montrent qu’il
est vrai pour tout nombre µ diophantien. Dans la suite, nous aurons seulement
besoin qu’il soit valable pour au moins un µ.
De´monstration de 6.4. Soit f ∈ D˜(S1). On de´finit sur S1 × S1 deux formes
ferme´es ω+ = g
′
f(θ)dθ−µdϕ et ω− = dθ−λfdϕ, qui de´finissent des feuilletages
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d’holonomies respectives g−1f ◦ Tµ ◦ gf et Tλf . D’apre`s le lemme 6.2, il existe
un feuilletage τ de S0(P × S1) dont les restrictions ∂±τ a` ∂±P × S1 sont les
feuilletages de´finis par les formes ω± et dont la restriction ∂0τ a` ∂0P×S1 a pour
holonomie f = Tλf ◦(g−1f ◦Tµ◦gf). On applique ensuite le lemme de remplissage
de Reeb 6.5 aux formes ω± pour de´finir ℓf dans D± × S1.
Remarque 6.8. Comme pre´vu (cf. remarque 6.3) le prolongement ℓId du feuille-
tage de ∂D2 × S1 par cercles me´ridiens n’est pas le feuilletage par disques
me´ridiens, mais il lui est homotope relativement au bord parmi les feuilletages
C∞ (cf. figure ci-dessous). En effet, e´tant donne´ le feuilletage produit sur D2×S1,
on creuse deux composantes de Reeb paralle`les dans D±×S1 (cf. remarque 6.6).
On fait varier la pente des feuilletages induits sur ∂D± de 0 a` ±µ respective-
ment. Cette de´formation se prolonge a` P× S1 d’apre`s 6.2, et a` D±× S1 d’apre`s
6.5.
6.3 Feuilletages agre´ables sur les fibre´s en cercles
On s’inte´resse ici a` des feuilletages particuliers sur les varie´te´s fibre´es en
cercles au-dessus des surfaces et on montre, a` l’aide du the´ore`me de Larcanche´,
que ces feuilletages forment un espace connexe.
De´finition 6.9. Soit π : M → S un fibre´ en cercles oriente´s au-dessus d’une
surface orientable S.
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On dit qu’un feuilletage (cooriente´) τ surM est agre´able s’il est positivement
transverse aux fibres sauf au-dessus d’un nombre fini de courbes ferme´es simples
Ci ⊂ S dont les pre´images π−1(Ci) sont des feuilles toriques nettes de τ .
Exemple 6.10. Si ω(∂θ) > 0, la forme ω¯ du lemme 6.5 de´finit un feuilletage
agre´able sur le fibre´ trivial D2 × S1 → D2. Par construction, tout e´le´ment de
l’image de la section de Larcanche´ ℓ (cf. the´ore`me 6.4) est e´galement un feuille-
tage agre´able sur D2 × S1.
De´finition 6.11. Soit π : M → S un fibre´ en cercles oriente´s au-dessus d’une
surface orientable S, et D ⊂ IntS un disque.
On appelle feuilletage de Larcanche´ concentre´ sur D, tout feuilletage agre´able
sur M qui est transverse aux fibres hors de π−1(D) et, sur π−1(D), est dans
l’image de la section de Larcanche´ ℓ du the´ore`me 6.4 – pour un certain pa-
rame´trage fibre´ fixe´ de π−1(D) par D2 × S1.
On note A(M) l’espace des feuilletages agre´ables surM et A(M,∂) ⊂ A(M)
le sous-espace de ceux qui impriment sur le bord un feuilletage donne´, transverse
aux fibres.
The´ore`me 6.12. Pour tout fibre´ M en cercles oriente´s au-dessus d’une surface
compacte, les espaces A(M) et A(M,∂) sont connexes.
En fait, les espaces A(M) et A(M,∂) sont contractiles mais la preuve de ce
re´sultat plus ge´ne´ral ne´cessite quelques efforts techniques supple´mentaires.
Remarque 6.13. Ce the´ore`me est une ge´ne´ralisation du the´ore`me suivant de Lar-
canche´ [La] : l’inclusion S(M)→ F(M) de l’espace des feuilletages transverses
aux fibres dans celui de tous les feuilletages est une application homotope a` une
constante.
Le lemme suivant servira dans la de´monstration du the´ore`me 6.12 pour
e´liminer des feuilles compactes.
Lemme 6.14. Soient π : M → S un fibre´ en cercles oriente´s au-dessus de
l’anneau S = D1×S1 et τ un feuilletage agre´able sur M ayant pour seule feuille
torique π−1(C), ou` C = {0} × S1. On peut relier τ a` un feuilletage transverse
aux fibres par une homotopie de feuilletages agre´ables relative a` un voisinage de
l’une quelconque des composantes de bord.
De´monstration. Il suffit de construire la de´formation pre`s du tore T = π−1(C)
car on peut y re´tracter M par une isotopie fibre´e pre´servant τ (tout champ de
vecteurs qui re´tracte l’anneau S sur un voisinage de C se rele`ve en un champ
de vecteurs sur M tangent au feuilletage qui re´tracte M sur un voisinage de
π−1(C)). Par hypothe`se de nettete´, T posse`de un voisinage W muni de coor-
donne´es (z, ϕ, θ) ∈ [−ε, ε] × S1 × S1 dans lesquelles T = {z = 0} et τ a pour
e´quation
dz − u(z) (a(z) dθ + b(z) dϕ),
ou` u : [−ε, ε] → R est une fonction C∞ s’annulant en 0 (et pas ailleurs), et
(a, b) : [−ε, 0[∪ ]0, ε] → R2 \ {0} une fonction localement constante, et meˆme
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constante si u n’est pas infiniment plate en 0. Notons que, dans tous les cas, les
fonctions au et bu sont C∞.
De´crivons maintenant l’allure qu’aura, dans W , la de´formation de τ qu’on
va re´aliser. Pour cela, quitte a` faire un changement line´aire des coordonne´es
(ϕ, θ) ∈ T2 sur T , on suppose que les fibres de π | T ont pour classe d’homologie
(0, 1). On verra plus loin que la transversalite´ de τ aux fibres de π en dehors de
T assure que le produit au est ne´gatif sauf en 0.
Si le vecteur (a, b) est constant, u a le meˆme signe a` gauche et a` droite de 0
et on peut donc en trouver une de´formation ut, t ∈ [0, 1], forme´e de fonctions
sur [−ε, ε] qui, pour t > 0, ne s’annulent pas et co¨ıncident avec u0 = u pre`s du
bord. Les e´quations
dz − ut(z) (a dθ + b dϕ)
de´finissent alors sur W des feuilletages τt qui, pour t > 0, n’ont pas de feuille
compacte. La figure ci-dessous repre´sente la trace de ces feuilletages dans un
anneau ϕ = cte.
t>0
z
t=0
θ
Si le vecteur (a, b) prend des valeurs diffe´rentes a` gauche et a` droite, respec-
tivement (a−, b−) et (a+, b+), la fonction u est infiniment plate en 0 et, quitte
a` la multiplier par a− sur [−ε, 0] et par a+ sur [0, ε] (ce qui la laisse C∞), on
suppose qu’elle est positive sauf en 0 et que a− = a+ = 1. On choisit alors
un chemin b−t ∈ R entre b−0 = b− et b−1 = b+. Les feuilletages τt de´finis, pour
t ∈ [0, 1], par
dz − u(z) (dθ + b−t dϕ) sur [−ε, 0]× T2,
dz − u(z) (dθ + b+dϕ) sur [0, ε]× T2,
constituent alors une de´formation de τ = τ0 qui rame`ne au cas traite´ pre´ce´dem-
ment ou` le vecteur (a, b) est constant.
Pour de´montrer le lemme a` partir de ces de´formations types, il faut avoir
un voisinage mode`le W ✭✭ compatible ✮✮ avec la fibration π afin que tous les
feuilletages de´crits plus haut soient transverses aux fibres en dehors de T . On
construit ci-dessous un voisinage W dans lequel chaque fibre de π assez proche
de T est contenue dans un anneau [−ε, ε] × {·} × S1 et transverse au facteur
[−ε, ε]. Elle a donc, dans cet anneau, une e´quation du type z = z(θ), θ ∈ S1,
et, en un maximum de z, la transversalite´ de τ aux fibres garantit la ne´gativite´
de au hors de 0. Ve´rifions que dans un tel voisinage mode`le, les feuilletages des
deux types de de´formations de´crites pre´ce´demment sont transverses aux fibres.
Les feuilletages d’une de´formation du premier type (i.e lorsque (a, b) est
constant) sont tous transverses aux anneaux [−ε, ε] × {·} × S1 et y tracent
des feuilletages d’e´quation dz − aut(z)dθ. Une fibre dans un tel anneau a une
e´quation du type z = z(θ), θ ∈ S1, et est positivement transverse au feuilletage
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initial, de sorte que z′(θ) > au(z(θ)). Comme au est ne´gatif, on peut choisir ut
satisfaisant aut(z) < au(z) < 0 pour tout z ∈ [−ε, ε], et alors z′(θ) > aut(z(θ))
pour tout θ ∈ S1, ce qui signifie que la fibre conside´re´e reste transverse a` tous
les feuilletages de la de´formation.
Les feuilletages d’une de´formation du deuxie`me type sont eux aussi trans-
verses aux anneaux [−ε, ε]×{·}×S1, mais y tracent cette fois-ci un feuilletage fixe
transverse aux fibres (puisque le feuilletage initial τ est transverse aux fibres).
Ces feuilletages sont donc transverses aux fibres.
On construit maintenant W . On note (r, ϕ) les coordonne´es sur D1 × S1 et
on trivialise π, ce qui donne sur M des coordonne´es globales (r, ϕ, θ) ∈ D1 ×
S1 × S1 dans lesquelles π est la projection. Comme T est une feuille nette, il
existe un champ de vecteurs lisse ν sur R, de flot f t, tel que les repre´sentations
d’holonomie
π1(T, 0) = Z
2 → D(R, 0±)
de´finies par τ de part et d’autre de T associent a` tout e´le´ment (q, p) ∈ Z2 la
restriction de fpa
±+qb± a` un voisinage de 0 dans R±, ou` (a
±, b±) ∈ R2 \ {0},
ces deux vecteurs ne pouvant diffe´rer que si ν est infiniment plat en 0.
Posons ν(z) = u(z)∂z et conside´rons sur R× T2 le feuilletage τ¯ donne´ par
dz − u(z) (a−dθ + b−dϕ) sur R− × T2,
dz − u(z) (a+dθ + b+dϕ) sur R+ × T2.
Comme dans le chapitre 5, on peut construire un plongement d’un voisinage de
T ⊂M dans R× T2, de la forme
(r, ϕ, θ) ∈ [−δ, δ]× T2 7−→ (z(r, ϕ, θ), ϕ, θ),
qui envoie T sur {0} × T2 et τ sur τ¯ . Pour ε > 0 assez petit, la pre´image de
[−ε, ε] × T2 est alors un voisinage mode`le de T ayant les proprie´te´s voulues
vis-a`-vis de la fibration π.
De´monstration du the´ore`me 6.12. Pour fixer les ide´es, supposons M close et
connexe. Soient τ ∈ A(M) et C = ⋃n1 Ci l’union des courbes dans la base S dont
les pre´images sont des feuilles toriques de τ . Soient d’autre part D ⊂ IntS \ C
un disque et C−, C+ ⊂ IntD deux courbes ferme´es simples bordant des disques
disjoints. Comme τ est transverse aux fibres en dehors de π−1(C), il induit sur
π−1(D) un feuilletage par disques me´ridiens.
On commence par de´former τ dans A(M) en un feuilletage de Larcanche´
concentre´ surD et dont les seules feuilles toriques sont π−1(C±). En premier lieu,
on implante dans π−1(D) la de´formation de la remarque 6.8 entre le feuilletage
par me´ridiens et le feuilletage ℓId. Si C est vide, on a le feuilletage de Larcanche´
cherche´. Si C n’est pas vide, on en conside`re une composante C∗ accessible
depuis D sans traverser C. Soient S∗ ⊃ C∗ un petit anneau, A un arc reliant
D a` S∗ et proprement plonge´ dans S \ Int(S∗ ∪ D ∪ C) et R∗ un anneau plus
grand obtenu en e´paississant le´ge`rement S∗ ∪ A ∪D autour de A et D de sorte
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A
C∗
B∗
D
S∗
S
B
que R∗ contienne A ∪D dans son inte´rieur et que ∂R∗ ∩ S∗ soit la composante
B de ∂S∗ qui ne touche pas A. On pose B∗ = ∂R∗ \B.
Le lemme 6.14 donne une de´formation de τ sur π−1(S∗) relative a` π
−1(B) qui
e´limine la feuille compacte π−1(C∗). Comme R∗ \ Int(S∗ ∪D) est un pantalon,
le lemme 6.2 permet d’e´tendre cette de´formation a` π−1(R∗ \ IntD) relativement
a` π−1(B ∪B∗), donc a` π−1(S \ IntD) relativement a` π−1(S \ IntR∗). On utilise
alors le lemme 6.1 et le the´ore`me de Larcanche´ pour prolonger la de´formation a`
M . En appliquant cette construction successivement aux diverses composantes
de C (qui deviennent accessibles au fur et a` mesure), on obtient le feuilletage
de Larcanche´ souhaite´.
Soient maintenant τ0 et τ1 deux feuilletages de Larcanche´ concentre´s sur
D dont les feuilles toriques sont π−1(C±). Soit K ⊂ S \ IntD un bouquet de
2g cerclesA1, B1, . . . , Ag, Bg (ou` g est le genre de S) tel que le lacet ∂D contienne
le point-base et soit homotope au produit des commutateurs [A1, B1] . . . [Ag, Bg].
On trivialise la fibration π au-dessus de S \ IntD et on note hk(Ai), hk(Bi) ∈
D˜(S1), 1 ≤ i ≤ g, les diffe´omorphismes d’holonomie de´finis par τk, k = 0, 1.
Tout g-uplet de chemins dans D˜(S1) reliant respectivement h0(A1) a` h1(A1),
. . ., h0(Bg) a` h1(Bg) donne sur M \ π−1(IntD), par suspension, un chemin de
feuilletages transverses aux fibres entre les restrictions de τ0 et τ1, chemin que
le the´ore`me de Larcanche´ permet d’e´tendre en un chemin de feuilletages de
Larcanche´ sur M .
Isolons l’e´nonce´ suivant, explicitement de´montre´ ci-dessus :
Lemme 6.15. Tout feuilletage agre´able sur un fibre´ en cercle est homotope a`
un feuilletage de Larcanche´.
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Chapitre 7
Feuilletages malle´ables et
flexibilite´
Dans ce chapitre, M de´signe une varie´te´ close (i.e. compacte sans bord) de
dimension 3 et tous les champs de plans conside´re´s sont cooriente´s.
De´finition 7.1. Soit τ un feuilletage lisse de codimension 1 sur M . On dit que
τ est malle´able s’il existe un lot de tores pleins W ⊂M (c’est-a`-dire une union
finie de tores pleins disjoints) tels que :
– τ induit sur W un feuilletage agre´able, et l’holonomie du feuilletage induit
sur chaque composante de bord, vue comme e´le´ment de D˜(S1), posse`de un
intervalle de points fixes ;
– τ induit sur M \ IntW un feuilletage tendu au sens ou` tout arc transverse
dans M \ IntW se prolonge en transversale ferme´e dans M \ IntW .
Remarque. En particulier, un feuilletage tendu sur une varie´te´ close est malle´able.
7.1 Malle´abilisation
The´ore`me 7.2 (Malle´abilisation). On peut relier tout feuilletage net a` un
feuilletage malle´able par un chemin continu de feuilletages lisses.
On de´montre d’abord deux lemmes.
Lemme 7.3. Tout feuilletage net τ sur M est homotope parmi les feuilletages
nets a` un feuilletage τ¯ tendu en dehors d’un lot de tores pleins sur lesquels il
induit un feuilletage de Larcanche´.
De´monstration. Soit T un tore de Novikov de τ . Comme T est net, il posse`de un
voisinage N parame´tre´ par D1×T2 ou` le feuilletage est de´fini par les e´quations
dz − u(z)(a±dθ + b±dϕ) pour (z, ϕ, θ) ∈ [0,±1]× T2, avec (a±, b±) ∈ R2 \ {0}
et u une fonction lisse ne s’annulant qu’en 0. Quitte a` de´former continuˆment
u pre`s de 0 (et donc τ parmi les feuilletages) on peut supposer cette fonction
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infiniment plate en 0. Quitte a` effectuer un changement line´aire de coordonne´es
sur le tore T2, on peut supposer que a± 6= 0. La fonction v valant |a+u| sur [0, 1]
et |a−u| sur [−1, 0] est lisse, donc τ est en fait toujours de´crit par des e´quations
de la forme dz − v(z)(a±dθ + b±dϕ) avec v lisse, positive, ne s’annulant qu’en
0 et a± ∈ {−1, 1}. On distingue deux cas, selon que (a+, b+) diffe`re ou non de
−(a−, b−).
Dans le premier cas, il existe un vecteur entier de Z2 qui forme avec (a+, b+)
comme avec (a−, b−) une base directe. Autrement dit, quitte a` faire un change-
ment line´aire de coordonne´es sur T2, on peut supposer que a± > 0. Cela signifie
que la restriction de τ a` N = (D1 × S1)× S1 vu comme fibre´ sur D1× S1 est un
feuilletage agre´able. Le lemme 6.15 donne une homotopie relative au bord entre
τ | N et un feuilletage de Larcanche´ τN concentre´ sur un disque D ⊂ D1 × S1.
En particulier, en dehors du tore plein D × S1, τN est transverse aux fibres.
Dans le second cas, on se rame`ne au premier en de´doublant la feuille com-
pacte et en inse´rant au milieu un feuilletage net dont la trace sur les tores
intercale´s a une direction diffe´rente de ±(a+, b+).
On effectue une telle de´formation dans un voisinage mode`le Ni de chaque
tore de Novikov Ti de τ , i = 1 · · · k (les tores de Novikov de τ sont en nombre
fini car τ est net) et on note τ¯ le feuilletage obtenu. Remarquons que par tout
point p de M \⋃ki=1Ni passe une transversale ferme´e a` τ disjointe de ⋃ki=1 Ti,
que l’on peut facilement de´former en transversale ferme´e a` τ passant toujours
par p et disjointe de
⋃k
i=1Ni vue l’e´quation de τ dans un voisinage mode`le Ni.
On ve´rifie maintenant que le feuilletages τ¯ a les proprie´te´s voulues.
Dans chaque Ni = (D
1 × S1) × S1, la restriction de τ¯ est un feuilletage de
Larcanche´ concentre´ sur un disqueDi ⊂ D1×S1. On noteW le lot de tores pleins⋃k
i=1Wi = Di × S1. Il s’agit de ve´rifier que τ¯ est tendu en dehors de W , i.e (cf.
proposition 4.10) que par tout point deM \IntW passe une transversale ferme´e.
C’est le cas pour tout point de M \⋃ki=1Ni d’apre`s le paragraphe pre´ce´dent, la
de´formation e´tant a` support dans
⋃k
i=1Ni, et c’est aussi vrai pour tout point p
de Ni \Wi : il suffit de prendre la fibre de p dans le fibre´ Ni.
Lemme 7.4 (Lemme de fragmentation). Tout e´le´ment de D˜(S1) est le produit
d’un nombre fini d’e´le´ments de D˜(S1) ayant chacun un intervalle de points fixes.
De´monstration. Soit f ∈ D˜(S1). Si |f(x) − x| < 1/2 pour tout x ∈ R, il existe
un diffe´omorphisme g ∈ D˜(S1) qui co¨ıncide avec l’identite´ pre`s de 0 et avec f
pre`s de 1/2. Ainsi f = g ◦ (g−1 ◦ f), ou` g et g−1 ◦ f ont chacun un intervalle de
points fixes.
Dans le cas ge´ne´ral, la fonction v = f− Id est 1-pe´riodique et ve´rifie max v−
min v < 1. Elle s’e´crit donc v = nλ+w pour un certain entier n, ou` |w(x)| < 1/2
pour tout x ∈ R et λ ∈ ]− 1/2, 1/2[. Ainsi,
f = T nλ ◦ (Id+w)
et on est ramene´ au cas du de´but.
7.2. MALLE´ABILITE´ ET PRESQUE INTE´GRABILITE´ 95
De´monstration du the´ore`me 7.2. D’apre`s le lemme 7.3, il suffit de de´montrer
que tout feuilletage de Larcanche´ τ sur D2 × S1 est homotope parmi les feuille-
tages (agre´ables) a` un feuilletage malle´able. Soit f ∈ D˜(S1) l’holonomie de τ
sur ∂D2× S1. D’apre`s le lemme 7.4, f = f1 ◦ · · · ◦ fp, ou` chaque fi ∈ D˜(S1) a un
intervalle de points fixes. Soient D1, . . . , Dn des disques disjoints dans IntD
2.
Les lemmes 6.1 et 6.2 permettent de construire sur (D2 \ Int⋃Di) × S1 un
feuilletage transverse a` S1 d’holonomie fi sur ∂Di× S1. Graˆce au the´ore`me 6.4,
on le prolonge en un feuilletage agre´able τ¯ de D2 × S1. Le the´ore`me 6.12 assure
que τ et τ¯ sont homotopes parmi les feuilletages agre´ables.
7.2 Feuilletages malle´ables et champs presque
inte´grables
De´finition 7.5. Soit ξ un champ de plans sur M et B ⊂ M un lot de boules,
c’est-a`-dire une union finie de boules disjointes.
On dit que ξ est presque horizontal sur B s’il est inte´grable pre`s de ∂B et
s’il ve´rifie les conditions suivantes pour un certain parame´trage (dit adapte´) de
chaque boule Bi de B par D
3 :
– ξ est tangent a` Si = ∂Bi = ∂D
3 exactement aux poˆles ;
– pour tout ε > 0, il existe un champ de vecteurs non singulier ν sur Bi = D
3
qui pointe partout transversalement du coˆte´ positif de ξ ainsi que du champ
de plans dz = 0 et qui est tangent a` Si hors du ε-voisinage des poˆles.
On dit que ξ est B-presque inte´grable si :
– ξ est presque horizontal sur B ;
– ξ est inte´grable sur M \ IntB et le feuilletage qu’il y de´finit est tendu au
sens ou` tout arc transverse dans M \ IntB se prolonge en une transversale
ferme´e dans M \ IntB.
Enfin, on dit que ξ est presque inte´grable s’il est B-presque inte´grable pour un
certain lot de boules B ⊂M .
Il existe une correspondance naturelle entre les feuilletages malle´ables et les
champs de plans presque inte´grables e´quipe´s d’une donne´e supple´mentaire, celle,
pour chaque boule du lot B associe´, d’un arc transverse reliant ses poˆles dans
M \ IntB :
Lemme 7.6. Soient B =
⋃n
1 Bi ⊂M un lot de boules, ξ un champ de plans B-
presque inte´grable sur M et A =
⋃
Ai ⊂M \ IntB un lot d’arcs transverses a` ξ
tel que chaque Ai relie l’un a` l’autre les poˆles de Bi. Il existe alors un feuilletage
malle´able τ sur M ayant les proprie´te´s suivantes :
– le lot W de tores pleins associe´ a` τ a n composantes Wi, chacune e´tant un
voisinage de Bi ∪ Ai ;
– les champs de plans ξ et τ sont homotopes relativement a` M \ IntW .
Inversement :
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Lemme 7.7. Soient τ un feuilletage malle´able sur M et W =
⋃n
1 Wi son lot
de tores pleins. Il existe des boules Bi ⊂Wi, des arcs Ai ⊂ IntWi \ IntBi et un
champ de plans ξ ayant les proprie´te´s suivantes :
– ξ est B-presque inte´grable ou` B =
⋃
Bi ;
– chaque arc Ai est transverse a` ξ et relie l’un a` l’autre les poˆles de Bi ;
– les champs de plans τ et ξ sont homotopes relativement a` M \ IntW .
Les deux lemmes ci-dessus donnent des constructions qui peuvent en fait
eˆtre re´alise´es continuˆment sur des familles de donne´es de´pendant d’un nombre
arbitraire de parame`tres.
Ai
Bi
De´monstration de 7.6. Pour 1 ≤ i ≤ n, on peut parame´trer un voisinage Wi de
Bi ∪ Ai par D2 × S1, de sorte que :
– Ai = {0} × Ji pour un intervalle Ji de S1 et ξ est tangent a` D2 × {·} sur
D2 × Ji ;
– ξ est transverse a` S1, et inte´grable au voisinage de ∂Wi.
Soit fi ∈ D˜(S1) l’holonomie du feuilletage induit par ξ sur ∂Wi. D’apre`s le
the´ore`me 6.4, le feuilletage agre´able ℓfi a un champ de plans tangent homotope
a` ξ relativement a` ∂Wi.
De´monstration de 7.7. Pour 1 ≤ i ≤ n et pour un parame´trage convenable de
Wi par D
2 × S1, le feuilletage agre´able τ | Wi est homotope relativement au
bord a` un champ de plans ξ¯ transverse au facteur S1, et dont la restriction
a` ∂Wi = ∂D
2 × S1 est tangente a` ∂D2 × {z} pour tout z dans un intervalle
Ji de S
1. On peut alors de´former ξ¯ relativement au bord parmi les champs de
plans transverses au facteur S1 en un champ ξ tangent a` D2 × {·} sur D2 × Ji.
On de´finit Bi comme la boule obtenue en arrondissant vers l’exte´rieur le fond
et le couvercle de la boˆıte D2 × (S1 \ Ji), et en s’arrangeant pour que ∂Bi ait
exactement deux points de tangence avec ξ¯ : les poˆles, situe´s sur l’aˆme {0}× S1
de Wi. Si on parame`tre Bi par D
3 de sorte que la troisie`me coordonne´e co¨ıncide
avec la coordonne´e θ sur S1, pour tout ε > 0, le champ ∂θ sur D
2 × (S1 \ Ji)
se prolonge facilement en champ ν satisfaisant toutes les proprie´te´s de 7.5. Le
sous-arc Ai de {0} × Ji joignant les poˆles de Bi est transverse a` ξ.
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7.3 Le lemme des vases communicants
Le lemme qu’on pre´sente dans cette section montre que la classe d’homo-
topie du feuilletage malle´able construit a` partir d’un champ presque inte´grable
ne de´pend pas du choix des arcs transverses reliant les poˆles des boules. Au-
trement dit, il comple`te les lemmes 7.6 et 7.7 pour donner une ✭✭ e´quivalence
d’homotopie ✮✮ entre l’espace des champs de plans presque inte´grables et celui
des feuilletages malle´ables.
Lemme 7.8 (Lemme des vases communicants). Soient B =
⋃n
1 Bi ⊂M un lot
de boules, ξ un champ de plans B-presque inte´grable sur M et A± =
⋃
A±i ⊂
M \ IntB deux lots d’arcs transverses a` ξ tels que chaque A±i relie l’un a` l’autre
les poˆles de Bi. Les feuilletages malle´ables τ
± construits a` partir de ξ et A±
peuvent eˆtre relie´s par un chemin de feuilletages malle´ables.
De´monstration. Pour alle´ger les notations, on suppose n = 1, de sorte que B
de´signe une boule, et A± deux arcs transverses a` ξ reliant les poˆles de B. On
parame`tre B prive´ de deux petites calottes polaires par D2 × [−1/4, 1/4] de
sorte que ξ soit transverse au second facteur et tangent a` D2 × {·} au voisinage
de D2 × {±1/4}. On de´forme le´ge`rement les arcs A± en arcs disjoints A¯± re-
liant respectivement (±1/2, 0, 1/4) a` (±1/2, 0,−1/4) ∈ C = D2 × [−1/4, 1/4]
transversalement a` ξ dans M \ (D2×]− 1/4, 1/4[). On note
D± = D2 ∩ {±x ≥ 0},
ou` x de´signe la premie`re coordonne´e sur D2,
C± = C ∩ {±x ≥ 0} = D± × [−1/4, 1/4] ⊂ C
et W± des tores pleins obtenus en lissant la re´union de C± et d’un voisinage de
A¯± feuillete´ trivialement par ξ, tels que
W+ ∩W− = C ∩ {x = 0} = C+ ∩ C−.
On parame´tre W± par D2 × S1 = D2 × R/Z de sorte que
C± = D± × [−1/4, 1/4]⊂ D± × R/Z =W±.
On note enfin g ∈ D∞+ ([−1/4, 1/4]) l’holonomie, pour le point base (0,−1) ∈
∂D2, du feuilletage induit par ξ sur le bord late´ral de C, f¯ son prolongement
par l’identite´ en diffe´omorphisme de S1 = R/Z, et f ∈ D˜(S1) le releve´ de f¯ .
On construit a` pre´sent deux feuilletages τ¯+ et τ¯− sur M . Sur M \ Int(W+ ∪
W−), on prend τ¯± = ξ (qui est suppose´ inte´grable dans cette re´gion). On de´finit
ensuite la restriction de τ¯± au rectangle R = C ∩ {x = 0} = C+ ∩ C− comme
un feuilletage partout transverse au facteur [−1/4, 1/4] et tel que le feuilletage
induit par τ¯± sur ∂W∓ ait pour holonomie l’identite´. L’holonomie du feuilletage
induit par τ¯± sur ∂W± = ∂D± × S1 pour le point base (0,−1) ∈ ∂D± ⊂ ∂D2
est alors f . On peut donc prolonger τ¯± par le feuilletage de Larcanche´ ℓf dans
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C−C− C+C+
τ¯+ τ¯−
W− W+
ℓf
feuilletage par disques
τ¯+
W± (cf. the´ore`me 6.4) et par un feuilletage par disques dansW∓. Le feuilletage
τ¯± ainsi obtenu est clairement isotope au feuilletage τ± construit a` partir de ξ
et de l’arc transverse A± selon le proce´de´ 7.6.
Il s’agit maintenant de ve´rifier que τ¯+ peut eˆtre relie´ a` τ¯−par un chemin de
feuilletages malle´ables. Pour cela, on commence par de´former τ¯+ en ℓId dans
W− parmi les feuilletages (cf. remarque 6.8). On note encore τ¯+ le feuilletage
obtenu. On de´crit ensuite la de´formation sur R : les feuilletages induits par τ¯+ et
τ¯− sur R sont tous deux transverses au facteur [−1/4, 1/4] et horizontaux pre`s
de {±1/4}, on peut donc de´former τ¯+ |R en τ¯− |R relativement au bord, parmi
les feuilletages transverses au facteur [−1/4, 1/4]. Cette de´formation fait varier
l’holonomie du feuilletage induit sur ∂W+ de f a` Id, et de Id a` f sur ∂W−. On
prolonge cette de´formation dans W+ et W− graˆce au the´ore`me de Larcanche´
6.4. Notons bien que cette de´formation est relative au bord de W+ ∪W− et se
prolonge donc trivialement a` M .
7.4 Flexibilite´ des champs de plans presque inte´-
grables
The´ore`me 7.9 (Flexibilite´). Si deux feuilletages malle´ables ont des champs
de plans tangents homotopes, alors ils sont relie´s par un chemin de feuilletages
malle´ables.
Tout feuilletage tendu sur une varie´te´ close e´tant (par de´finition) malle´able,
l’e´nonce´ qui suit est un corollaire direct du the´ore`me 7.9.
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Corollaire 7.10. Deux feuilletages tendus sur une varie´te´ close dont les champs
de plans tangents sont homotopes sont relie´s par un chemin de feuilletages.
Remarque 7.11. Dans [La], A. Larcanche´ de´montre ce re´sultat dans le cas par-
ticulier de feuilletages tendus suffisamment proches (en un sens convenable).
Notons que les feuilletages du chemin construit (ici comme dans [La]) sont
malle´ables, mais pas tendus. Au contraire, ils ont beaucoup de composantes de
Reeb.
Pour prouver le the´ore`me 7.9, on a besoin du lemme 7.12 et de la proposition
7.14.
Lemme 7.12. Deux champs de plans homotopes et presque horizontaux sur B
sont relie´s par un chemin de champs de plans presque horizontaux sur B.
La preuve de ce lemme utilise l’affirmation suivante.
Affirmation 7.13. Soit ξ un champ de plans presque horizontal sur une boule
B de M et (x, y, z) les coordonne´es induites sur B par un parame´trage adapte´.
On peut de´former ξ relativement a`M\Op(B) parmi les champs de plans presque
horizontaux sur B en un champ qui sur B a pour e´quation dz = 0.
Preuve de l’affirmation 7.13. Soit α une e´quation de Pfaff de ξ qui, sur un voi-
sinage de chaque poˆle de B, co¨ıncide avec la diffe´rentielle d’une fonction f . On
de´finit ξt, t ∈ [0, 1], comme le champ des noyaux de la forme
αt = (1− ρ)α+ ρ ((1− t)α+ t dz) ,
ou` ρ : M → [0, 1] est une fonction lisse e´gale a` 1 pre`s de B et a` support compact
dans un voisinage U de B assez petit (pour que toutes les formes (1− t)α+ t dz
soient non singulie`res sur U).
Clairement, ξ0 = ξ, tous les champs ξt co¨ıncident avec ξ hors de U , et ξ1 | B
a pour e´quation dz = 0. De plus, les champs ξt sont tous inte´grables pre`s des
poˆles de B car αt y vaut (1− t) df + t dz.
Montrons maintenant que ξt est tangent a` ∂B uniquement aux poˆles p±. Soit
p ∈ ∂B \ {p±} et ε < dist(p, {p±}). D’apre`s la de´finition 7.5, il existe un champ
de vecteurs ν sur B positivement transverse a` ξ ainsi qu’aux niveaux de z et
tangent a` ∂B en dehors du ε-voisinage des poˆles. Par construction, αt(ν) > 0,
et comme ν est tangent a` ∂B en p, aucun champ ξt n’est tangent a` ∂B en p.
On voit au passage que le champ ν est positivement transverse a` la fois a` ξt et
aux niveaux de z.
On va finalement de´former chaque ξt par une de´formation C0-petite pour
le rendre inte´grable pre`s de ∂B afin d’obtenir les champs presque horizontaux
voulus. On fixe un ε assez petit pour que tous les champs ξt soient inte´grables
dans un 2ε-voisinage des poˆles, on note ν le champ associe´ et on l’e´tend a` un
voisinage de B en un champ transverse aux ξt. Soit S la surface ∂B prive´e
du ε-voisinage des poˆles. On peut parame´trer un e´paississement W = S × D1
de S par S1 × D1 × D1 de sorte que S = S1 × D1 × {0} et que chaque courbe
{·}×D1×{·} soit un segment d’orbite de ν. Comme ν est transverse a` ξt, il existe
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un unique champ de vecteurs ηt sur W qui est tangent a` ξt ainsi qu’a` chaque
rectangle {·} × D1 × D1 et dont la dernie`re composante vaut 1. On obtient la
de´formation ξ¯t voulue comme suit. La perturbation cherche´e de ξt est un champ
ξ¯t arbitrairement C0-proche ayant les proprie´te´s suivantes :
– ξ¯t co¨ıncide avec ξt le long de S et en dehors de S×] − δ, δ[⊂ W avec δ
arbitrairement petit ;
– ξ¯t contient ηt en tout point de W ;
– ξ¯t est invariant par ηt pre`s de S et y est donc inte´grable.
Notons que sur toute re´gion du type S′×]− δ′, δ′[⊂ S ×D1 ou` ξt est inte´grable,
ξ¯t est e´gal a` ξt. Ceci prouve en particulier que ξ¯i = ξi pour i = 0, 1 et que ξ¯t = ξt
pre`s de ∂S × D1 pour tout t.
De´monstration du lemme 7.12. Il suffit de conside´rer le cas ou` le lot B est
constitue´ d’une unique boule. Soient ξ0 et ξ1 deux champs de plans presque
horizontaux sur B relie´s par une homotopie de champs de plans ξt, t ∈ [0, 1].
D’apre`s l’affirmation 7.13, on peut supposer que dans un parame´trage adapte´
ψi : D
3 → B, le champ ξi, i = 0, 1, a pour e´quation dz = 0. Comme le groupe
des diffe´omorphismes de D3 est connexe (d’apre`s un the´ore`me de Cerf [Ce]), il
existe une isotopie de B entre Id et ψ1 ◦ ψ−10 . En de´formant ξ0 par un prolon-
gement de cette isotopie a` M (parmi des champs qui sont e´videmment presque
horizontaux sur B), on se rame`ne au cas ou` ξ0 co¨ıncide avec ξ1 sur B et ou`
ψ0 = ψ1 = ψ.
Quitte a` reparame´trer l’homotopie ξt et a` la de´former le´ge`rement a` extre´mi-
te´s fixes au voisinage de ψ(0), on peut supposer que ξt co¨ıncide avec ξ0 pour
t ∈ [0, 1/3] et avec ξ1 pour t ∈ [2/3, 1], et que chaque champ ψ∗ξt est constant
sur la boule euclidienne de rayon ε centre´e en 0.
On de´finit la famille suivante de boules :
– Bt est l’image par ψ de la boule euclidienne de centre 0 et de rayon 3(ε−
1)t+ 1 pour t ∈ [0, 1/3] ;
– Bt = B1/3 pour tout t ∈ [1/3, 2/3] ;
– Bt = B1−t pour t ∈ [2/3, 1].
Par construction, ξt est presque horizontal sur Bt pour tout t ∈ [0, 1]. Soit φt
une isotopie a` support dans un voisinage de B satisfaisant φ0 = φ1 = Id et
φt(B) = Bt pour tout t. Les champs de plans φ
∗
t ξt sont presque horizontaux sur
B et fournissent le chemin voulu entre ξ0 et ξ1.
La proposition suivante est une adaptation dans le cadre des feuilletages
d’un re´sultat d’Eliashberg [El] pour les structures de contact, combine´ avec une
astuce de Thurston [Th1] pour rendre un feuilletage tendu en dehors de trous.
On renvoie au chapitre 8 pour la preuve de ce re´sultat.
Proposition 7.14 (voir [El]). Soit B un lot de boules dans M et ξt, t ∈ [0, 1],
un chemin continu de champs de plans presque horizontaux sur B, ξ0 et ξ1
e´tant en outre B-presque inte´grables. Alors il existe un chemin ξ¯t, t ∈ [0, 1], de
champs de plans satisfaisant :
– ξ¯0 = ξ0 et ξ¯1 = ξ1 sur M ;
– pour tout t, ξ¯t = ξt au voisinage de B ;
7.4. FLEXIBILITE´ DES CHAMPS PRESQUE INTE´GRABLES 101
– ξ¯t est B¯-presque inte´grable pour tout t, ou` B¯ est un lot de boules comprenant
B.
De´monstration du the´ore`me 7.9. Soient τ0 et τ1 des feuilletages malle´ables ho-
motopes parmi les champs de plans, et W0 et W1 leurs lots de tores pleins
associe´s. D’apre`s le lemme 6.15, il suffit de traiter le cas ou` la restriction de τi,
i = 0, 1, a` chaque tore plein de Wi est un feuilletage de Larcanche´.
Le lemme 7.7 associe a` τi et Wi un lot de boules Bi et un champ de plans ξi
homotope a` τi et Bi-presque inte´grable. Les champs de plans ξ0 et ξ1 sont donc
eux aussi homotopes. Quitte a` ajouter a` Bi, i = 0 ou 1, de petites boules D
3 sur
lesquelles ξi est horizontal, on peut supposer que B0 et B1 ont le meˆme nombre
de boules, et quitte a` de´former ξ0 par une isotopie de M , on peut supposer
que B0 = B1 = B. D’apre`s le lemme 7.12 et la proposition 7.14, ξ0 et ξ1 sont
relie´s par un chemin ξ¯t, t ∈ [0, 1], de champs de plans B¯-presque inte´grables, ou`
B¯ =
⋃n
j=1 B¯j est un lot de boules comprenant B.
A` chaque champ B¯-presque inte´grable ξ¯t correspond un parame´trage par-
ticulier de B¯j , j ∈ {1 · · ·n}, par la boule unite´ euclidienne D3. On note pjt et
qjt ∈ B¯j les poˆles Nord et Sud associe´s. Pour tout t, n’importe quel arc sur ∂B¯j
transverse a` ξ¯t joignant les poˆles p
j
t et q
j
t se prolonge dans M \ Int B¯ en une
transversale ferme´e, puisque le feuilletage de´fini par ξ¯t sur M \ Int B¯ est tendu.
On obtient ainsi une collection At d’arcs transverses A
j
t ⊂ M \ Int B¯ reliant
chacun les poˆles de B¯j par l’exte´rieur. Pour tout s voisin de t, ces arcs res-
tent transverses a` ξ¯s, et on peut perturber continuˆment leurs extre´mite´s pour
qu’elles co¨ıncident pour tout s avec pjs et q
j
s. Par compacite´, sur chaque in-
tervalle [ km ,
k+1
m ], 0 ≤ k ≤ m − 1, avec m assez grand, on a donc un chemin
continu t 7→ At(k) =
⋃n
j=1 A
j
t (k) de lots d’arcs transverses. D’apre`s le lemme
7.6, on peut alors construire un chemin continu t ∈ [ km , k+1m ] 7→ τt(k) de feuille-
tages malle´ables a` partir des champs de plans presque inte´grables ξ¯t et des arcs
transverses Ajt (k). De plus, par le lemme des vases communicants 7.8, les feuille-
tages τ k+1
m
(k) et τ k+1
m
(k + 1) sont relie´s par un chemin continu de feuilletages
malle´ables. Ce meˆme lemme et la remarque 6.8 permettent de relier τ0 a` τ0(0)
et τ1(m− 1) a` τ1 par des chemins continus de feuilletages.
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Chapitre 8
Construction de champs de
plans presque inte´grables
Il n’y a pas d’efforts inutiles, Sisyphe se faisait
des muscles.
Roger Caillois
Ce chapitre a pour objet la de´monstration de la proposition 7.14. On e´tablit
en fait un e´nonce´ plus ge´ne´ral, en remplac¸ant l’espace des parame`tres [0, 1] et
ses extre´mite´s {0, 1} par un polye`dre compact K de dimension finie et un sous-
polye`dre (ferme´) L de K (typiquement, K = Dn et L = Sn−1). Pour cela on
introduit le vocabulaire suivant. On appelle K-champ de plans ξ sur M une
famille continue ξt, t ∈ K, de champs de plans sur M . E´tant donne´e une partie
X ⊂ K ×M , on dit qu’un K-champ de plans ξ est inte´grable sur X si, pour
tout t ∈ K, le champ ξt est inte´grable sur Xt = X ∩ ({t}×M). En pratique, X
est souvent de la forme (K ×A) ∪ (L×M) ou` A ⊂M . On dit qu’un K-champ
de plans ξ est presque horizontal sur un lot de boules B si, pour tout t ∈ K, le
champ ξt est presque horizontal sur B. Enfin, on dit qu’un K-champ de plans
ξ est K ′ × B-presque inte´grable si, pour tout t ∈ K ′ ⊂ K, le champ ξt est
B-presque inte´grable.
On rappelle que la notation Op(A) de´signe un petit voisinage ouvert d’une
re´gion A d’un espace topologique donne´.
Proposition 8.1. Soit B un lot de boules dans M et ξ un K-champ de plans
L×B-presque inte´grable. Il existe un K-champ de plans ξ¯ ayant les proprie´te´s
suivantes :
1. ξ¯ est homotope a` ξ relativement a` (K ×OpB) ∪ (L×M) ;
2. ξ¯ est inte´grable sur K × (M \ Int B¯) et presque horizontal sur K × B¯, ou` B¯
est un lot de boules comprenant B ;
3. le feuilletage de´fini par ξ¯t sur M \ Int B¯ est tendu pour tout t ∈ K.
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Les deux derniers points signifient que ξ¯ est K × B¯-presque inte´grable.
La de´monstration se de´roule en deux temps. Dans les sections 8.1 a` 8.5, on
de´montre l’e´nonce´ 8.1 ampute´ du point 3 en adaptant les techniques d’Eliash-
berg dans [El]. On e´tablit ensuite le re´sultat complet en utilisant une astuce de
Thurston [Th3] pour rendre des feuilletages tendus en dehors de boules.
Pour de´former des champs de plans en champs inte´grables, Thurston a, le
premier, pense´ a` utiliser des triangulations et a prouve´ l’efficacite´ de cette ide´e
dans [Th1, Th2, Th3]. Eliashberg a ensuite adapte´ les techniques de [Th2] dans
[El] pour de´former des champs de plans en structures de contact et les a e´tendues
a` des familles de champs de plans de´pendant d’un nombre quelconque de pa-
rame`tres. En retour, l’e´nonce´ 8.1-(1 et 2) et la de´monstration qui suit sont
calque´s sur une partie de [El], a` savoir le lemme 3.2.1 et sa preuve, laquelle s’ap-
puie sur les sections 2.3 et 2.4 du meˆme article. Notre but ici est simplement de
de´tailler et pre´ciser les arguments d’Eliashberg.
Pre´sentons maintenant la strate´gie de la preuve (de 8.1-(1 et 2)) et ses dif-
ficulte´s. L’ide´e est de trianguler M \ IntB assez finement pour que chaque ξt
bouge tre`s peu sur chaque 3-simplexe, puis de perturber ξt, continuˆment en t,
pour le rendre inte´grable au voisinage du 2-squelette, donc en dehors de boules
(une par 3-simplexe) remplissant presque tout le comple´mentaire du 2-squelette.
Plusieurs proble`mes se posent :
– Comment rendre les champs ξt inte´grables au voisinage d’un simplexe σ de
dimension au plus 2 ? La me´thode est celle invente´e par Thurston dans [Th2] et
e´tendue au cas parame´trique par Eliashberg dans [El]. S’il existe un champ de
vecteurs non singulier νt au voisinage de σ qui soit transversal a` σ et tangent
a` ξt, on rend ξt invariant par νt tout en le pre´servant le long de σ. Sinon, cela
signifie essentiellement que σ est de dimension 2 et que ξt est tangent a` σ en
un point p. On prend alors un champ de vecteurs νt tangent a` ξt et dont une
boˆıte de flot recouvre σ. On traite alors σ comme un ✭✭ gros sommet ✮✮. Un point
important est que ces simplexes ✭✭ spe´ciaux ✮✮ sont disjoints.
– Comment garantir la presque horizontalite´ des champs de´forme´s ξ¯t ? Il faut
controˆler l’amplitude de la perturbation (en pratique, des normes C1) pour que
chaque ξ¯t bouge encore tre`s peu sur chaque 3-simplexe σ. On prend alors dans
σ une boule Bσ dont le bord approche suffisamment ∂σ pour se trouver dans la
zone ou` ξ¯t est inte´grable. Si cette zone est assez large, on peut prendre Bσ assez
courbe´e pour que ξ¯t soit presque horizontal sur Bσ. Pour faciliter les estimations
ge´ome´triques ne´cessaires, on commence par se ramener a` des ouverts de R3, via
des cartes.
8.1 Re´duction a` des ouverts de l’espace eucli-
dien
L’e´nonce´ dont nous avons besoin dans R3 est le suivant :
8.2. PRESQUE-HORIZONTALITE´ ET COURBURE 105
Lemme 8.2. Soit U ⊂ R3 un ouvert, F un ferme´ de U et ξ un K-champ de
plans sur U inte´grable sur (K × OpF ) ∪ (L × U). E´tant donne´ un compact
A ⊂ U , il existe un K-champ de plans ξ¯ sur U ayant les proprie´te´s suivantes :
1. ξ¯ est homotope a` ξ relativement a` (K × (U \G))∪ (L×U) ou` G ⊂ U est un
compact disjoint de F – contenant donc le support de la de´formation ;
2. ξ¯ est inte´grable sur K× (A∗ \B) et presque horizontal sur K×B, ou` A∗ est
un voisinage compact de A et B un lot de boules dans IntA∗ \ F .
De´monstration de 8.2 ⇒ 8.1-(1,2). Soient B et ξ comme dans 8.1 et A0∗ un
voisinage compact de B tel que ξ est inte´grable sur K × (A0∗ \B). On se donne
des ouverts de cartes Vi ⊂ M , 1 ≤ i ≤ p, et des compacts Wi ⊂ Vi tels que
M =
⋃
Wi. Le lemme 8.2 applique´ a`
U1 = V1 \B, F1 = U1 ∩ A0∗, A1 =W1 \ IntA0∗
et au K-champ ξ restreint a` U1, fournit un compact A1∗, un lot de boules
B1 ⊂ IntA1∗ et un nouveau K-champ de plans ξ1 sur U1, qui s’e´tend a` M par
ξ1 = ξ sur M \ U1. On applique alors 8.2 a`
U2 = V2 \ (B ∪B1), F2 = U2 ∩ (A0∗ ∪ A1∗), A2 =W2 \ Int(A0∗ ∪ A1∗)
et au K-champ ξ1 restreint a` U2, etc. . .
8.2 Presque-horizontalite´ et courbure
Le lemme ci-dessous servira a` ve´rifier que les champs de plans construits
ont les proprie´te´s voulues de presque-horizontalite´. Il joue ici le roˆle des lemmes
2.4.1 et 2.4.2 de [El].
Soit ξ un champ de plans (cooriente´) quelconque sur un ouvert U de R3.
Pour tout p ∈ U , on note ξ+(p) le demi-espace ouvert de TpR3 qui se trouve
du coˆte´ positif de ξ(p) et ξ⊥(p) ∈ ξ+(p) le vecteur normal direct unitaire. En
d’autres termes, ξ⊥ : U → S2 est l’application de Gauss de ξ et, pour tout entier
k ≥ 1, on pose
‖ξ‖k = sup
p∈U
‖(Dkξ⊥)(p)‖.
Observons d’autre part qu’e´tant donne´s deux points p, q ∈ U , les plans affines
Pp et Pq tangents respectivement a` ξ(p) et ξ(q) de´terminent un pinceau, a` savoir
l’ensemble des plans qui contiennent la droite Pp ∩ Pq nomme´e axe du pinceau
et e´ventuellement situe´e a` l’infini (auquel cas tous les plans du pinceau sont
paralle`les).
Lemme 8.3. Soient U ⊂ R3 un ouvert, ξ un champ de plans C1-borne´ sur U et
S∗ ⊂ R3 une sphe`re strictement convexe. Pour d0 > 0 assez petit, toute sphe`re
S ⊂ U image de S∗ par une homothe´tie affine de rapport d ≤ d0 a les proprie´te´s
suivantes :
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1. ξ est tangent a` S en exactement deux points, un poˆle nord p+ ou` leurs co-
orientations s’accordent et un poˆle sud p− ou` elles s’opposent – on note η le
champ des plans tangents au pinceau de´termine´ par ξp− et ξp+ (la coorien-
tation de ξ munit naturellement η d’une coorientation) ;
2. pour tout ε > 0, il existe un champ de vecteurs non singulier ν sur la boule
B borde´e par S qui est partout dans le coˆne die´dral Ωp = ξ
+
p ∩ η+p et est
tangent a` S en dehors du ε-voisinage des poˆles.
De´monstration. Soient c = ‖ξ‖1 et k > 0 un minorant des courbures principales
de S∗ en tout point – de sorte que celles de S valent partout au moins k/d.
Soit γ : S → S2 l’application de Gauss de S. Les hypothe`ses de courbure
assurent que γ est un diffe´omorphisme et que son inverse ve´rifie
∥∥Dγ−1∥∥ ≤ d/k.
Par suite, ∥∥D(ξ⊥ ◦ γ−1)∥∥ ≤ cd/k.
Pour d < k/c, les applications ±ξ⊥ ◦ γ−1 : S2 → S2 sont donc des contractions
et ont chacune un unique point fixe qu’on note γ(p±). Les points p± sont les
poˆles cherche´s.
Pour ce qui est du champ ν, une partition de l’unite´ permet facilement de
le construire pour peu que Ωp (resp. TpS ∩Ωp) soit non vide en tout point p de
B (resp. de S \ {p−, p+}).
Soit p ∈ B. Clairement,
∠(ξ⊥p , η
⊥
p ) ≤ ∠(ξ⊥p , ξ⊥p+) + ∠(ξ⊥p+ , ξ⊥p−) ≤ 2 ‖ξ‖1 dδ∗
ou` δ∗ est le diame`tre de S∗. Par suite, si d < π/2cδ∗, les plans ξp et −ηp diffe`rent
donc Ωp n’est pas vide.
Soit maintenant p ∈ S \ {p−, p+}. Le plan TpS est transverse a` la fois a` ξp
(par de´finition de p±) et a` ηp (par convexite´ de S) et on voit sans peine que
l’intersection TpS ∩Ωp est vide si et seulement si ±γ(p) appartient au segment
ge´ode´sique minimisant de S2 joignant ξ⊥p et η
⊥
p . On discute ci-apre`s le cas de
γ(p) ; celui de −γ(p) se traite en remplac¸ant p+ par p−.
Soit ρ la distance dans B entre p et p+. Sur S
2, le disque D de rayon cρ
centre´ en ξ⊥p+ contient ξ
⊥
p mais pas γ(p) si d < k/c car les courbures principales
de S sont alors supe´rieures a` c. De plus, comme d < π/2cδ∗, le disque D est
ge´ode´siquement convexe : cρ ≤ cdδ∗ < π/2. Pour conclure, il suffit donc de voir
que, si d est assez petit, D contient η⊥p . On le prouve ci-dessous en montrant
que ∥∥η | B∥∥1 ≤ κc
pour une certaine constante κ fournie par la ge´ome´trie de S∗.
On note d’abord que la norme de Dη⊥ en un point quelconque p est l’in-
verse de la distance de p a` l’axe A du pinceau. En fait, dans des coordonne´es
euclidiennes ou` A est l’axe des z, l’application η⊥ s’e´crit
(x, y, z) 7−→ (x2 + y2)− 12 (−y, x, 0),
ce qui permet de calculer la diffe´rentielle et sa norme.
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On observe ensuite que l’axe A n’est pas trop proche de B. Cela vient de ce
que B contient une boule euclidienne (ronde) B′ de rayon dr∗ ou` r∗ ne de´pend
que de la ge´ome´trie de S∗. Le secteur du pinceau situe´ entre P− et P+ (les plans
affines tangents a` S en p− et p+) a un angle d’ouverture majore´ par cdδ∗. Le
fait que ce secteur contienne B′ assure que la distance l du centre de B′ a` A
ve´rifie dr∗/l ≤ sin(cdδ∗/2). L’estimation voulue s’en de´duit pour peu que d soit
assez petit.
8.3 Triangulation et lemme cle´
Le re´sultat pre´sente´ ci-dessous, qui est la cle´ pour de´montrer le lemme 8.2,
est une adaptation du lemme 2.3.4 de [El]. Avant de l’e´noncer, on de´finit la
triangulation spe´cifique ∆ de R3 qu’il met en jeu.
Le cube unite´ [0, 1]3 ⊂ R3 se subdivise en six te´trae`dres ayant en commun la
grande diagonale entre (0, 0, 0) et (1, 1, 1). En translatant cette subdivision du
cube par Z3, on construit une triangulation infinie de R3 dite parfois cristalline et
dont les sommets sont les points entiers. On prend alors la premie`re subdivision
barycentrique de cette triangulation et, graˆce au ✭✭ Jiggling Lemma ✮✮ de [Th1],
on la ✭✭ secoue ✮✮ de fac¸on (2Z3)-pe´riodique pour que trois areˆtes quelconques
issues d’un meˆme sommet aient des directions line´airement inde´pendantes.
On note ∆ la triangulation ainsi obtenue et d∆, pour tout d > 0, son image
par l’homothe´tie de rapport d. On de´signe en outre par Nε(V ), ε > 0, le ε-
voisinage (ferme´) d’une re´gion V de R3.
Lemme 8.4. Soit U ⊂ R3 un ouvert, F un ferme´ de U et ξ un K-champ
de plans sur U inte´grable sur (K × OpF ) ∪ (L × U). E´tant donne´ un compact
A ⊂ U , on peut trouver des nombres positifs d∗, µ et c tels que, pour tout d < d∗,
il existe un K-champ de plans ξ¯ sur U ayant les proprie´te´s suivantes :
1. ξ¯ est homotope a` ξ relativement a` (K × (U \ Gd)) ∪ (L × U) ou` Gd est un
compact disjoint de Nd(F ) ;
2. ξ¯ est inte´grable sur K ×Nµd(A2d) ou` Ad est un voisinage polye´dral compact
de A dans d∆ et A2d le 2-squelette de Ad ;
3.
∥∥ξ¯t | Nµd(Ad)∥∥1 ≤ c pour tout t ∈ K.
De´monstration de 8.2 a` partir de 8.3 et 8.4. Soient U , F , ξ et A satisfaisant les
hypothe`ses de 8.2, et d∗, µ et c les nombres positifs que 8.4 leur associe. Notons
σi, 1 ≤ i ≤ p, les 3-simplexes mode`les de la triangulation ∆. Chacun contient
une sphe`re Si strictement convexe incluse dans le µ-voisinage de son bord. Pour
tout d < d∗, 8.4 fournit un K-champ de plans ξ¯ et un voisinage polye´dral Ad de
A. Chaque 3-simplexe σ de Ad contient une boule Bσ dont le bord est l’image
par une homothe´tie de rapport d d’une des sphe`res mode`les Si. Or, quel que
soit d, le champ ξ¯ fourni par 8.4 satisfait :
∥∥ξ¯t | Nµd(Ad)∥∥1 ≤ c pour tout t ∈ K.
Donc d’apre`s le lemme 8.3, si on prend d assez petit, ξ¯ est presque horizontal
sur chacune des boules Bσ. Le K-champ ξ¯, le compact G = Gd, le voisinage
A∗ = Ad de A et le lot de boules B constitue´ des Bσ rencontrant Ad ∩ Gd
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(de sorte que B ⊂ (IntA∗) \ F ) satisfont alors toutes les proprie´te´s du lemme
8.2.
Le lemme 8.4 est de loin le plus technique. Sa preuve occupe les deux sections
suivantes.
8.4 Le mode`le de de´formation
On de´crit ici en de´tail le mode`le de de´formation qu’on utilisera dans la sec-
tion suivante au voisinage de chaque simplexe du 2-squelette. Notre construction
s’inspire directement de celle propose´e par Eliashberg dans le lemme 2.3.2 de
[El]. Pre´venons tout de suite le lecteur que les explications ge´ome´triques d’Elia-
shberg sont plus limpides que le texte technique qui suit. En fait, la principale
raison d’eˆtre de cette section est la :
Remarque 8.5. Contrairement a` ce que voudrait la note 2.3.3 de [El], la norme
C1 du champ ξ1 donne´ par notre mode`le de de´formation n’est pas controˆle´e
par la norme C1 du champ initial ξ mais seulement par sa norme C2. Plus
ge´ne´ralement, la norme Cm de ξ1 est controˆle´e par la norme Cm+1 de ξ. Cette
✭✭ consommation ✮✮ d’une de´rive´e complique les calculs mais est au bout du
compte sans conse´quence : comme on n’applique le mode`le qu’un nombre fini
de fois, une borne ade´quate sur une norme Cm du champ initial avec m assez
grand permettra d’obtenir l’estimation requise sur la norme C1 du champ final.
On se place dans R3 muni d’une triangulation d∆ mais les coordonne´es
euclidiennes qu’on utilise ne sont pas celles employe´es pour de´finir ∆. On note
V le dδ/2-voisinage d’un simplexe σ de d∆, ou` δ est la distance minimale entre
deux simplexes disjoints de ∆. Pour tout champ de plans ξ sur V et tout entier
m ≥ 1, on pose
‖ξ‖m = max
1≤k≤m
sup
p∈V
∣∣Dkξ⊥(p)∣∣,
‖ξ‖d,m = max
1≤k≤m
dk−1 sup
p∈V
∣∣Dkξ⊥(p)∣∣.
On munit V du feuilletage horizontal η d’e´quation dz = 0 et les champs de plans
ξ qu’on de´forme ci-apre`s satisfont la condition suivante :
(∗) l’angle entre les vecteurs ξ⊥ et ∂x est partout infe´rieur a` un nombre fixe´
θ˜ ∈]0, π/2[.
En particulier, ξ est transverse a` η et le champ de droites ξ ∩ η fait avec ∂y un
angle partout infe´rieur a` θ˜.
Toutes les de´formations de ξ que nous allons construire consistent a` faire
pivoter ξ autour de ξ ∩ η et sont a` support compact dans IntV . On dira donc
qu’un champ de plans est admissible s’il contient ξ ∩ η et co¨ıncide avec ξ pre`s
du bord ∂V .
Lemme 8.6. Soient ξ un champ de plans sur V ve´rifiant la condition (∗) et
S une surface proprement plonge´e dans V . On suppose que S \ ∂S contient un
8.4. LE MODE`LE DE DE´FORMATION 109
disque D transverse a` ξ ∩η dont le sature´ par ξ ∩η recouvre le 2µd-voisinage de
σ et dont la trace D∩P sur chaque feuille P de η est une courbe connexe faisant
avec ξ ∩ η un angle au moins κ > 0. On peut alors de´former ξ = ξ0 par une
homotopie ξu, u ∈ [0, 1], de champs de plans admissibles ayant les proprie´te´s
suivantes :
– ξ1 co¨ıncide avec ξ le long de D et est inte´grable sur le λd-voisinage de σ ;
– ‖ξu‖d,m ≤ χm
(‖ξ‖d,m+1) pour tout u ∈ [0, 1] et tout m ≥ 1, ou` χm est
une fonction de´pendant des nombres θ˜, κ, µ et du triplet (σ,D, η) mais
seulement a` similitude pre`s et donc pas de d.
De plus, l’homotopie ξu varie continuˆment avec ξ.
De´monstration. Soit C le sature´ de D par ξ ∩ η. Comme D a une intersection
connexe avec chaque feuille de η, le the´ore`me de Poincare´–Bendixson assure
qu’aucune courbe inte´grale de ξ ∩ η n’a de retour sur D. Autrement dit, C est
un ✭✭ fibre´ en intervalles ✮✮ au-dessus deD. L’observation de de´part est qu’il existe
sur C un seul champ de plans inte´grable ξ¯ qui contienne ξ ∩ η et co¨ıncide avec
ξ en tout point de D : c’est l’unique champ de plans invariant par l’holonomie
de ξ ∩ η et e´gal a` ξ le long de D. La preuve du lemme consiste a` mesurer les
variations de ce champ puis a` le tronquer et a` le relier a` ξ par une homotopie
line´aire.
D’apre`s l’hypothe`se (∗), le champ ξ admet une (unique) e´quation de Pfaff
de la forme ω = dx+ v dy+w dz et les fonctions v, w satisfont v2+w2 < tan2 θ˜.
Avec ces notations, l’application de Gauss ξ⊥ est donne´e par
ξ⊥ = (1 + v2 + w2)−
1
2 (1, v, w).
Soit ν = ∂y − v ∂x le champ de vecteurs dirigeant ξ ∩ η et ve´rifiant ν · y = 1.
On note φ : Ω ⊂ R× V → V son flot, h : C → R la fonction qui a` chaque point
p associe l’unique instant t tel que φt(p) ∈ D et h¯ : C → R × C l’application
p 7→ (h(p), p). Observons que la condition ν · y = 1 entraˆıne que Ω est contenu
dans [−2d, 2d]× V et que la fonction |h| est borne´e par 2d. Le champ de plans
ξ¯ est le noyau de la forme ω¯ = h¯∗φ∗ω.
La forme φ∗ω habite le domaine de de´finition Ω ⊂ R × V du flot φ mais,
comme ω est nulle sur ν, la premie`re composante de φ∗ω est nulle. Ainsi, les
composantes non nulles de φ∗ω fournissent une application Φ: Ω → R3 et
l’application Φ¯ : C → R3 donne´e par les composantes de ω¯ n’est autre que
Φ¯ = Φ ◦ h¯. En pratique, si F : V → R3 est l’application qui repre´sente ω, i.e.
F (p) = (1, v(p), w(p)), alors Φ s’exprime comme un produit matriciel :
Φ(t, p) = (F ◦ φ)(t, p)Dφt(p).
On va maintenant e´tablir toute une se´rie d’estimations pour mesurer les varia-
tions de Φ et Φ¯. Dans ces calculs, le symbole χm de´signe pour tout entier m
une fonction universelle de´pendant, comme dans le lemme, des parame`tres θ˜ et
θˆ ainsi que du type de similitude de (σ,D, η) – mais pas de d – et qui peut
changer d’une occurence a` l’autre.
Pour commencer, l’expression explicite de ν en fonction de ξ⊥ entraˆıne :
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Affirmation 8.7. Pour tout m ≥ 1,
‖ν‖d,m ≤ χm
(‖ξ‖d,m).
En fait, Dmν est borne´ par un polynoˆme en les de´rive´es Dkξ⊥ pour 1 ≤ k ≤
m, le poids total de de´rivation de chaque monoˆme e´tant m.
Affirmation 8.8. Pour tout m ≥ 1 et pour |t| ≤ 2d ≤ 2,
dm−1‖Dm+1φt‖0 ≤ χm
(‖ξ‖d,m+1).
De´monstration. La diffe´rentielle Dφt(p) en un point p quelconque satisfait l’e´-
quation aux variations
d
dt
Dφt(p) = Dν
(
φt(p)
)
Dφt(p)
avec Dφ0(p) = Id comme condition initiale. L’ine´galite´ de Gronwall assure alors
que
‖Dφt‖0 ≤ exp
(|t|‖ν‖1) ≤ exp(2‖ν‖1), |t| ≤ 2. (8.1)
Pour toutm ≥ 1, la de´rive´eDm+1φt(p), ve´rifie de meˆme une e´quation diffe´rentielle
line´aire, a` savoir
d
dt
Dm+1φt(p) = Dν
(
φt(p)
)
Dm+1φt(p) + ψmt (p),
ou` ψmt (p) =
∑
π∈Πm+1
|π|≥2
D|π|ν
(
φt(p)
) ∏
B∈π
D|B|φt(p),
avec Dm+1φ0(p) = 0 comme condition initiale. On de´montre ci-dessous l’affir-
mation par re´currence sur m.
Pour m = 1, l’estimation (8.1) implique que
d‖ψ1t ‖0 ≤ d‖ν‖2 exp
(
4‖ν‖1
)
donc D2φt(p) ve´rifie une ine´quation diffe´rentielle∣∣∣∣ ddtD2φt(p)
∣∣∣∣ ≤ ‖ν‖1 ∣∣D2φt(p)∣∣ + d−1χ1(‖ν‖d,2).
L’ine´galite´ de Gronwall dit alors que
‖D2φt‖0 ≤ cd−1|t|χ1
(‖ν‖d,2)
ou` la constante c satisfait ex − 1 ≤ cx pour 0 ≤ x ≤ 2‖ν‖1. Par suite, pour
|t| ≤ 2d et moyennant l’affirmation 8.7,
‖D2φt‖0 ≤ 2cχ1
(‖ν‖d,2) = χ1(‖ξ‖d,2).
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Pour m ≥ 2, on observe d’abord que
dmψmt (p) =
∑
π∈Πm+1
|π|≥2
d|π|−1D|π|ν
(
φt(p)
) ∏
B∈π
d|B|−1D|B|φt(p)
donc, par hypothe`se de re´currence,
dm‖ψmt ‖0 ≤ χm
(‖ν‖d,m+1) pour |t| ≤ 2d.
Ainsi, sur l’intervalle |t| ≤ 2d, la de´rive´e Dm+1φt(p) satisfait une ine´quation
diffe´rentielle∣∣∣∣ ddtDm+1φt(p)
∣∣∣∣ ≤ ‖ν‖1 ∣∣Dm+1φt(p)∣∣ + d−mχm(‖ν‖d,m+1).
Il de´coule alors de l’ine´galite´ de Gronwall que
dm−1‖Dm+1φt‖0 ≤ cd−1|t|χm
(‖ν‖d,m+1) ≤ χm(‖ξ‖d,m+1),
ce qu’on voulait de´montrer.
Affirmation 8.9. Pour tout m ≥ 1,
dm−1‖DmΦ‖0 ≤ χm
(‖ξ‖d,m+1).
De´monstration. Pour l’application Φ, on note ∂ la de´rivation spatiale, ∂t la
de´rivation temporelle, et on conside`re un ope´rateur du type Dm = ∂m−i∂it .
Pour les autres applications, D de´signe la diffe´rentielle totale. On e´crit
∂itΦ = (F
(i) ◦ φt)Dφt
ou` F (i) est l’application qui donne les coefficients de la i-ie`me de´rive´e de Lie
de ω dans la direction de ν. Ainsi, DkF (i) est borne´ par un polynoˆme en les
de´rive´es de ξ⊥ dont chaque monoˆme a un ordre total de de´rivation au plus k+ i.
Maintenant,
DmΦ =
∑
π∈Πm−i+1
(
D|π|−1F (i) ◦ φt
∏
B∈π
D|B|φt
)
donc
dm−1DmΦ =
∑
π∈Πm−i+1
(
d|π|+i−2D|π|−1F (i) ◦ φt
)(
dm−|π|−i+1
∏
B∈π
D|B|φt
)
.
Si i ≥ 1, on peut borner la premie`re parenthe`se par χ|π|+i−1(‖ξ‖d,|π|+i−1)
d’apre`s la remarque ci-dessus concernant les de´rive´es de F (i). Pour borner la
seconde parenthe`se, on observe que
dm−|π|−i+1 =
∏
B∈π
d|B|−1
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et on applique l’affirmation 8.8.
Si i = 0, il faut isoler de la somme l’unique partition π en un seul bloc de
taille m+ 1, le reste se majorant comme pre´ce´demment. Ce terme s’e´crit
dm−1(F ◦ φt)Dm+1φt
et l’affirmation 8.8 permet une fois encore de conclure.
Affirmation 8.10. Pour tout m ≥ 1,
dm−1‖Dmh¯‖0 ≤ χm(‖ξ‖d,m+1).
De´monstration. Comme h ◦ φt = h − t, l’affirmation 8.8 montre qu’il suffit
d’estimer les de´rive´es de h¯ (i.e en fait celles de h) le long de S.
Soit h0 la fonction de´finie au voisinage de D et dont la restriction a` chaque
plan P de η est la distance alge´brique a` S ∩ P , ou` S est cooriente´e pour que h
et h0 aient le meˆme signe. On pose ν0 = fν ou` f =
1
ν·h0
et on note φt0 son flot,
de´fini sur un voisinage Ω0 de {0} ×D dans R × V . Les flots φt0 et φt satisfont
la relation
φt0(p) = φ
s(t,p)(p)
ou` la fonction s ve´rifie l’identite´ s(0, p) = 0 pour tout (0, p) ∈ Ω0 et l’e´quation
diffe´rentielle
d
dt
s(t, p) = f
(
φs(t,p)(p)
)
. (8.2)
Comme
φ
h0(p)
0 (p) = φ
h(p)(p) = φs(h0(p),p)(p),
on a h(p) = s(h0(p), p) = s ◦ h¯0(p) ou` h¯0(p) = (h0(p), p). D’apre`s la formule de
Faa` di Bruno, pour m ≥ 1,
Dmh =
∑
π∈Πm
(
D|π|s ◦ h¯0
∏
B∈π
D|B|h¯0
)
.
Comme dans la preuve de l’affirmation 8.9, l’ope´rateur de de´rivation totale D
pour s se scinde en une partie temporelle ∂t et une partie spatiale ∂. Comme
s(0, p) = 0 pour tout p voisin de D dans C, les de´rive´es spatiales ∂ks(0, p) sont
toutes nulles. Par suite, pour p ∈ D, la formule ci-dessus donne
Dmh(p) =
∑
π∈Πm
(
∂
|π|
t s(0, p)
∏
B∈π
D|B|h0(p)
)
,
et donc
dm−1Dmh(p) =
∑
π∈Πm
(
d|π|−1∂
|π|
t s(0, p)
) ∏
B∈π
(
d|B|−1D|B|h0(p)
)
. (8.3)
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Les quantite´s d|B|−1‖D|B|h0‖0 ne de´pendent que de la ge´ome´trie de S a` simili-
tude pre`s. D’autre part, l’e´quation (8.2) s’e´crit
∂ts = (f ◦ φ) ◦ s¯
ou` s¯(t, p) = (s(t, p), p) donc
∂k+1t s =
∑
π∈Πk
(
(∂|π|ν f ◦ φ) ◦ s¯
∏
B∈π
∂
|B|
t s
)
,
ou` ∂ν de´signe la de´rivation dans la direction de ν (autrement dit, ∂νf = ν · f).
Ainsi, pour tout p ∈ D,
dk∂k+1t s(0, p) =
∑
π∈Πk
(
d|π|∂|π|ν f(p)
) ∏
B∈π
(
d|B|−1∂
|B|
t s(0, p)
)
. (8.4)
Or f = 1∂νh0 et ∂νh0(p), pour tout p ∈ D, est le produit scalaire de ν(p) et du
vecteur unitaire normal a` S∩P dans P , ou` P est le plan horizontal contenant p.
La fonction ∂νh0 est donc minore´e le long de D par une constante ne de´pendant
que de θˆ et θ˜. En outre, chaque quantite´ dl‖∂l+1ν h0‖0 est borne´e par une fonction
de ‖ν‖d,l (qui ne de´pend de S qu’a` dilatation pre`s). Ainsi, chaque quantite´
d|π|‖∂|π|ν f |D‖0 est elle-meˆme borne´e par une fonction de ‖ν‖d,|π|, et l’expression
(8.4) montre par re´currence que les quantite´s dk−1|∂kt s(0, p)| sont controˆle´es
par ‖ν‖d,k. La formule (8.3) et l’affirmation 8.7 entraˆınent alors l’affirmation
8.10.
Affirmation 8.11. Pour tout m ≥ 1,
dm−1‖DmΦ¯‖0 ≤ χm
(‖ξ‖d,m+1).
De´monstration. Il suffit d’e´crire
dm−1DmΦ¯ =
∑
π∈Πm
(
d|π|−1D|π|Φ ◦ h¯
)(∏
B∈π
d|B|−1D|B|h¯
)
et d’appliquer aux deux parenthe`ses les affirmations 8.9 et 8.10 respectivement.
L’affirmation ci-dessus montre que
∥∥ξ¯∥∥
d,m
≤ χm(‖ξ‖d,m+1).
Soit maintenant ρ : V → [0, 1] une fonction e´gale a` 1 sur Nµd(σ), a` support
dans N2µd(σ) et ve´rifiant
dm−1 ‖Dmρ‖0 ≤ cm pour tout m ≥ 1,
ou` les constantes cm ne de´pendent pas de d. Pour tout u ∈ [0, 1], on pose :
ωu = (1− uρ)ω + uρω¯.
On observe que ces formes sont toutes non singulie`res car ω et ω¯ sont positives
sur ∂x. On ve´rifie imme´diatement que les champs de plans ξ
u de´finis par les
formes ωu ont toutes les proprie´te´s requises.
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Remarque 8.12. On note que, si le champ ξ est de´ja` inte´grable sur un domaine
du type C′ = {φt(p), p ∈ D′, t ∈ [a(p), b(p)]} pour un certain domaine D′ ⊂ D
et des fonctions a, b : D′ → R ve´rifiant a ≤ 0 ≤ b, alors l’homotopie ξu du lemme
8.6 est stationnaire sur C′.
8.5 De´monstration du lemme cle´
On reprend ici les donne´es U , F , A et ξ du lemme 8.4 et les autres notations
de la section 8.3. En particulier, ∆ est la triangulation (2Z)3-invariante de R3
obtenue en ✭✭ secouant ✮✮ la subdivision barycentrique de la triangulation cristal-
line a` sommets entiers. Par pe´riodicite´ de la construction, ∆ a un nombre fini de
simplexes mode`les au sens ou` tout simplexe de ∆ est un translate´ de l’un d’eux.
Le diame`tre des simplexes de ∆ est borne´ par 1. En outre, la distance entre
deux simplexes disjoints ainsi que l’angle entre deux 1 ou 2-simplexes incidents
mais non inclus l’un dans l’autre sont uniforme´ment minore´s par des nombres
note´s respectivement δ > 0 et γ ∈]0, π/2] (l’angle entre une droite et un plan
est l’angle entre cette droite et sa projection orthogonale sur le plan).
On fixe un angle θ < γ/2.
Voisinages polye´draux
Par abus de langage, on appelle encore ✭✭ cube ✮✮ de d∆ tout sous-complexe
qui provient d’un cube unite´ subdivise´, ✭✭ secoue´ ✮✮ et re´duit. Comme A est un
compact de U , pour d0 > 0 suffisamment petit, N2d0(A) est inclus dans U et ξ
est inte´grable sur K × N2d0(F ∩ A). On fixe un tel nombre d0. Dans toute la
suite, ‖ζ‖k de´signera pour n’importe quel champ de plans ζ sur U la norme Ck
de la restriction de ζ a` N2d0(A).
E´tant donne´ d < d0/4, on note Ad et Fd les sous-complexes de d∆ constitue´s
de tous les ✭✭ cubes ✮✮ rencontrant respectivement Nd0(A) et Nd0(F ∩ A). Ainsi,
comme d0 + 3d < 2d0,
Nd0(A) ⊂ Ad ⊂ Nd(Ad) ⊂ N2d0(A)
et Nd0(F ∩ A) ⊂ Fd ⊂ Nd(Fd) ⊂ N2d0(F ∩ A)
donc, en particulier, ξ est inte´grable sur K ×Nd(Fd).
Remarque 8.13. Tout 2-simplexe de Ad non inclus dans Fd a au plus une areˆte
dans Fd.
En effet, soit σ un tel 2-simplexe et Q le cube de Ad qui le contient. Par
hypothe`se, ce cube n’est pas dans Fd, donc σ ∩ Fd ⊂ σ ∩ ∂Q. Comme la trian-
gulation ∆ est obtenue par subdivision barycentrique, il y a deux cas :
– si σ a un sommet dans l’inte´rieur de Q, il a au plus une areˆte dans ∂Q ;
– sinon, σ ⊂ ∂Q a un sommet q dans l’inte´rieur d’une ✭✭ face carre´e ✮✮ de
Q ; ou bien q ∈ Fd et alors σ ⊂ Fd (car Fd ∩ Q est une union de ✭✭ faces
carre´es ✮✮), ou bien q /∈ Fd et alors σ a au plus une areˆte dans Fd.
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Subdivision de l’espace des parame`tres
On prend maintenant une triangulation de l’espace des parame`tres K com-
patible avec L et assez fine pour que l’ine´galite´ suivante soit satisfaite sur chaque
simplexe K∗ :
∠(ξs(p), ξt(p)) <
θ
16
pour tous s, t ∈ K∗ et p ∈ N2d0(A). (∡0)
Pour 0 ≤ i ≤ n, ou` n = dimK, on note Ki l’union du i-squelette de la trian-
gulation et du sous-complexe L. On pose aussi K−1 = L. Le lemme cle´ de´coule
de l’e´nonce´ suivant.
Lemme 8.14. Pour 0 ≤ i ≤ n+ 1, on peut trouver des nombres positifs di, µi
et (ci,m)m≥1 tels que, pour tout d < di, il existe une homotopie ξ
u, u ∈ [0, i], de
Ki−1-champs de plans sur U ayant les proprie´te´s suivantes :
– ξ0 co¨ıncide avec ξ (ou plus exactement avec sa restriction a` Ki−1 × U) et
l’homotopie est relative a` (Ki−1× (U \Gid))∪ (L×U) ou` Gid est un compact
disjoint de Nµid(Fd) ;
– ξi est inte´grable sur Ki−1 ×Nµid(A2d) ;
– pour tout (t, u) ∈ Ki−1 × [0, i],
‖ξut ‖d,m ≤ ci,m ; (†i)
– pour tout (t, u) ∈ Ki−1 × [0, i] et tout p ∈ U ,
∠(ξut (p), ξt(p)) <
θ
32
.
De´monstration du lemme cle´. Pour i = n+1, le lemme ci-dessus donne le lemme
cle´ avec d∗ = dn+1, µ = µn+1, c = cn+1,1 et Gd = G
n+1
d .
De´monstration du lemme 8.14. Elle occupe toute la fin de la section 8.5. On
proce`de par re´currence, l’e´tape i = 0 e´tant trivialement franchie (avec µ0 = 1)
puisque les champs de plans ξt, t ∈ K−1 = L, sont inte´grables sur U tout entier.
On se place maintenant au terme de l’e´tape i ≥ 0. Quitte a` diminuer di, on
suppose que
dici,1 <
θ
16
. (⋄i)
Pour d < di, on prend une homotopie ξ
u, u ∈ [0, i], de Ki−1-champs de plans
donne´e par l’e´tape i et ve´rifiant plus particulie`rement pour tout (t, u) ∈ Ki−1×
[0, i] et tout p ∈ U
∠(ξut (p), ξt(p)) <
θ
32
− β avec β > 0. (‡i)
On commence par e´tendre ✭✭ trivialement ✮✮ cette homotopie en une homotopie de
Ki-champs de plans stationnaire hors d’un voisinage re´gulier de Ki−1. D’apre`s
(∡0) et (‡i), pour tous s, t dans un meˆme simplexe K∗ de Ki et tout p ∈ U ,
∠(ξit(p), ξ
i
s(p)) <
θ
8
. (∡i)
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On va maintenant fabriquer une homotopie ξi+u, u ∈ [0, 1], de Ki-champs de
plans relative a` Ki−1 ×U . Pour tout i-simplexe K∗ de Ki (non inclus dans L),
on va appliquer le lemme 8.6 au voisinage de chaque simplexe du 2-squelette de
Ad non inclus dans Fd en prenant ces simplexes dans un ordre convenable : on
traite d’abord les simplexes spe´ciaux (cf. 8.15), puis les sommets n’appartenant
pas a` de tels simplexes, puis les areˆtes, et enfin les faces non spe´ciales.
On fixe de´sormais un i-simplexe K∗ (non inclus dans L).
Simplexes spe´ciaux
De´finition 8.15. On dira qu’un 2-simplexe σ de Ad est spe´cial s’il n’est pas
contenu dans Fd et s’il existe (s, q) ∈ K∗ × σ tel que ∠(σ, ξis(q)) < θ/2.
Affirmation 8.16. Si σ est un simplexe spe´cial,
∠(σ, ξit(p)) < θ pour tout (t, p) ∈ K∗ ×Nd(σ).
En particulier, les simplexes spe´ciaux sont disjoints.
Preuve. Si (s, q) ∈ K∗ × σ est tel que ∠(σ, ξis(q)) < θ/2, alors
∠(σ, ξit(p)) ≤ ∠(σ, ξis(q)) + ∠(ξis(q), ξis(p)) + ∠(ξis(p), ξit(p))
<
θ
2
+
∥∥ξis∥∥1 |q − p|+ θ8 d’apre`s (∡i),
<
θ
2
+
θ
16di
× 2d+ θ
8
d’apre`s (†i) et (⋄i),
<
θ
2
+
θ
8
+
θ
8
< θ.
Supposons maintenant que σ et σ′ soient deux simplexes spe´ciaux non disjoints.
Soient s, s′ ∈ K∗ et q ∈ σ, q′ ∈ σ′ tels que
∠(σ, ξis(q)) <
θ
2
et ∠(σ′, ξis′(q
′)) <
θ
2
.
Alors
∠(σ, σ′) ≤ ∠(σ, ξis(q)) + ∠(ξis(q), ξis(q′)) + ∠(ξis(q′), ξis′(q′)) + ∠(ξis′(q′), σ′)
<
θ
2
+
∥∥ξis∥∥1|q − q′|+ θ8 + θ2 d’apre`s (∡i),
<
θ
2
+
θ
16di
× 2d+ θ
8
+
θ
2
d’apre`s (†i) et (⋄i),
< 2θ < γ.
Par de´finition de γ, les simplexes σ et σ′ sont confondus.
On explique maintenant comment utiliser le mode`le de de´formation au voi-
sinage des diffe´rents simplexes de A2d. En fait, on proce`de exactement comme
Eliashberg dans [El] et on va simplement de´crire les objets auxquels on applique
le lemme 8.6. Comme annonce´ pre´ce´demment, on traite d’abord les simplexes
spe´ciaux, puis les sommets, puis les areˆtes et enfin les faces non spe´ciales.
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De´formation pre`s des simplexes spe´ciaux
Soient σ un simplexe spe´cial, V son dδ/2-voisinage et α une areˆte quelconque
de σ contenant σ ∩ Fd (cf. remarque 8.13). On met en place des coordonne´es
adapte´es : l’origine est le milieu q de α, le vecteur ∂y(q) est tangent a` σ et pointe
vers le sommet oppose´ a` α et le vecteur ∂x(q) est orthogonal a` σ.
σ
q
∂x
∂y
∂z
α
plan engendre´ par σ
Ces choix font que tout champ ξit, t ∈ K∗, satisfait l’hypothe`se (∗) de la
section 8.4 avec θ˜ = θ car, pour tout (t, p) ∈ K∗ ×Nd(σ) ⊃ K∗ × V ,
∠(ξit
⊥
, ∂x(p)) = ∠(ξ
i
t(p), σ) < θ d’apre`s l’affirmation 8.16.
Comme dans la section 8.4, η de´signe le champ de plans d’e´quation dz = 0. Par
hypothe`se de re´currence, le champ ξit est inte´grable sur Nµid(σ) pour t ∈ ∂K∗
et sur Nµid(Fd) pour t ∈ K∗. On note S le bord lisse d’un domaine stricte-
ment convexe contenant N9µid/10(σ), inclus dans Nµid(σ) et inde´pendant de d
a` similitude pre`s.
Affirmation 8.17. Il existe des nombres positifs di+1/4, µ et κ tels que pour
tout d < di+1/4 et tout t ∈ K∗, la surface S contienne un disque Dt variant
continuˆment avec t et ayant les proprie´te´s suivantes :
– Dt est transverse a` ξ
i
t ∩ η et son sature´ recouvre le 2µd-voisinage de σ ;
– Dt ∩P est connexe pour toute feuille P de η et fait avec ξit ∩ η un angle au
moins κ.
De´monstration. Soit νt : V → S1, t ∈ K∗, le champ de vecteurs unitaire qui
dirige ξit ∩ η. La condition (∗) assure comme dans la section 8.4 (cf. affirmation
8.7) que
‖νt‖1 ≤ cθ‖ξit‖1 (≤ cθci,1 = c d’apre`s (†i)),
ou` la constante cθ ne de´pend que de θ. Soit P une feuille de η et γ : S ∩P → S1
l’application de Gauss de S ∩ P . Comme la courbure de S ∩ P est minore´e
par k/d pour une certaine constante k (inde´pendante de P ), les applications
±νt ◦ γ−1 : S1 → S1 sont contractantes pour d assez petit (cf. de´monstration du
lemme 8.3), et ont donc chacune un unique point fixe. Ces points fixes (qu’on
appellera ✭✭ poˆles ✮✮) partagent S∩P en deux intervalles : une face d’entre´e et une
face de sortie pour νt. De plus, pour tout point p de S ∩ P situe´ a` une distance
au moins εd des poˆles, νt(p) fait avec la tangente a` S ∩ P un angle supe´rieur
a` (k − cd)ε. En outre, l’intersection du sature´ du εd-voisinage des poˆles avec
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l’ovale borde´ par S ∩ P reste confine´e dans le 2εd-voisinage des poˆles pour peu
que ε soit assez petit.
Quand P parcourt l’ensemble des feuilles de η, les poˆles de νt sur S ∩ P
de´crivent une courbe qui partage S en une face d’entre´e S−t et une face de sortie
S+t . L’affirmation de´coule alors des observations ci-dessus en prenant pour Dt
la surface S−t prive´e d’un voisinage de son bord.
Affirmation 8.18. Quitte a` diminuer µ, il existe pour tout t ∈ K∗ un disque
D′t ⊂ Dt tel que les segments d’orbites de ξit ∩ η issus de D′t et entie`rement
contenus dans Nµid(Fd ∩ σ) recouvrent N2µd(σ) ∩Nµd(Fd).
De´monstration. On observe d’abord qu’e´tant donne´ µ¯ ∈ [0, µi], il existe µ tel
que N2µd(σ)∩Nµd(Fd) ⊂ Nµ¯d(Fd∩σ). On pose alorsD′t = Dt∩Nµid(Fd∩σ). On
va montrer graˆce a` la figure ci-dessous que la re´union des segments d’orbites de
ξit∩η issus de D′t et entie`rement contenus dans Nµid(Fd∩σ) contient Nµ¯d(Fd∩σ)
pour un certain µ¯ ∈ [0, µi] qui ne de´pend pas de t.
S
σ
Fd∩σ
π
2−θ−κ−arccos(9/10)
R
Nµid(Fd∩σ)
θ+κ
arccos(9/10)
θ
Nµid(σ)
N9µid/10(σ)
La figure repre´sente la trace des objets S, σ, Fd ∩ σ, etc. dans un plan P du
feuilletage η, dans le cas particulier ou` η est orthogonal a` l’areˆte α (dans le cas
ge´ne´ral, la figure s’obtient a` partir de celle-la` par une distorsion de facteur borne´,
si bien que les meˆmes arguments s’appliquent). La re´gion R de S mate´rialise´e
par un trait continu e´pais est incluse dans D′t. En effet, R ⊂ Nµid(Fd ∩ σ) et
en chacun de ses points, la tangente a` S fait un angle supe´rieur a` θ + κ avec
l’horizontale, donc supe´rieur a` κ avec ξit∩η (d’apre`s la condition (∗)), si bien que
R ⊂ Dt. Pour peu qu’on ait impose´ initialement θ < 1/2(π/2 − arccos(9/10))
et quitte a` re´duire κ, on a
θ <
π
2
− θ − κ− arccos
(
9
10
)
(cf. figure).
Comme ξit ∩ η fait un angle infe´rieur a` θ avec l’horizontale, la re´union de ses
segments d’orbites issus de R ⊂ D′t et contenus dans Nµid(Fd ∩ σ) recouvre la
partie du coˆne de sommet q ∈ σ (marque´ en pointille´s) intercepte´e par R. Cette
union contient donc un µ¯d-voisinage de Fd ∩ σ pour µ¯ assez petit (inde´pendant
de t).
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L’affirmation 8.17 montre que si d ≤ di+1/4, les hypothe`ses du lemme 8.6
sont satisfaites par tous les champs ξit , t ∈ K∗, pour les constantes µ et κ.
En posant µi+1/4 = µ, on obtient ainsi une homotopie ξ
u, u ∈ [i, i + 1/4], de
K∗-champs de plans ayant les proprie´te´s suivantes :
– ξut co¨ıncide avec ξ
i
t hors de N2µi+1/4d(σ) ;
– ξ
i+1/4
t est inte´grable sur le µi+1/4d-voisinage de σ ;
– ‖ξut ‖d,m est borne´ par une constante ci+1/4,m pour tout m ≥ 1 et tout
(t, u) ∈ K∗ × [0, i+ 1/4].
Quitte a` re´duire di+1/4 pour que
2di+1/4ci+1/4,1 <
β
4
, (⋄i+1/4)
on peut faire en sorte que la variation angulaire de chaque ξut sur V = Ndδ/2(σ)
soit borne´e par β/8. Alors, pour tout (t, u) ∈ K∗ × [i, i+ 1/4] et tout p ∈ V ,
∠(ξut (p), ξ
i
t(p)) <
β
4
. (⋄⋄i+1/4)
En effet, si q ∈ V \N2µi+1/4d(σ),
∠(ξut (p), ξ
i
t(p)) ≤ ∠(ξut (p), ξut (q))+∠(ξut (q), ξit(q))+∠(ξit(q), ξit(p)) <
β
8
+0+
β
8
.
Les ine´galite´s (‡i) et (⋄⋄i+1/4) entraˆınent, pour tout (t, u) ∈ K∗ × [0, i+ 1/4] et
tout p ∈ U ,
∠(ξut (p), ξt(p)) <
θ
32
− 3β
4
. (‡i+1/4)
Pour t ∈ ∂K∗, la remarque 8.12 montre que l’homotopie ξut , u ∈ [i, i+ 1/4],
est comple`tement stationnaire. En effet, l’intersection du sature´ de Dt avec le
domaine borde´ par S (qui contient le support de l’homotopie) est un fibre´ en
intervalles sur Dt sur lequel ξ
i
t est de´ja` inte´grable par hypothe`se pour tout
t ∈ ∂K∗ ⊂ Ki−1.
En outre, la meˆme remarque jointe a` l’affirmation 8.18 assure que pour tout
t ∈ K∗, l’homotopie ξut est stationnaire sur Nµi+1/4d(Fd).
Comme les voisinages V = Ndδ/2(σ) des diffe´rents simplexes spe´ciaux σ sont
deux a` deux disjoints (par de´finition de δ et d’apre`s l’affirmation 8.16), on peut
leur appliquer le lemme 8.6 simultane´ment et on obtient des constantes di+1/4,
µi+1/4 et ci+1/4,m inde´pendantes de σ.
De´formation pre`s des autres simplexes
Soient maintenant q un sommet de Ad n’appartenant ni a` Fd, ni a` un sim-
plexe spe´cial, et V son dδ/2-voisinage. Noter que V est disjoint des dδ/2 voisi-
nages des simplexes spe´ciaus, de sorte que ξ
i+1/4
t co¨ıncide avec ξ
i
t sur V pour
tout t ∈ K∗. On prend comme surface S l’intersection de V avec un plan per-
pendiculaire a` ξ
i+1/4
s (q) pour un certain s ∈ K∗. On fixe les axes de coordonne´es
comme suit :
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– ∂y(q) ∈ ξi+1/4s (q) est orthogonal a` S ;
– ∂x(q) ∈ TqS est orthogonal a` ξi+1/4s (q).
q
∂x
∂y
∂z
ξ
i+1/4
t ∩η
ξi+1/4s (q)
En combinant (∡0), (⋄i+1/4) et (‡i+1/4), on ve´rifie que la condition (∗) est
satisfaite par tous les ξ
i+1/4
t , t ∈ K∗, pour θ˜ = θ/8. Avec ces notations, on
de´montre facilement un analogue de l’affirmation 8.17 qui produit des nombres
di+1/2, µ = µi+1/2, κ = π/2 − θ/8 et des disques Dt qu’on peut prendre
inde´pendants de t et contenus dans le µi+1/4d-voisinage de q. Le lemme 8.6
donne alors une homotopie ξu, u ∈ [i + 1/4, i + 1/2], de K∗-champs de plans
ayant les proprie´te´s suivantes :
– ξut co¨ıncide avec ξ
i+1/4
t hors de N2µi+1/2d(q) ;
– ξ
i+1/2
t est inte´grable sur le µi+1/2d-voisinage de q ;
– ‖ξut ‖d,m est borne´ par une constante ci+1/2,m pour tout m ≥ 1 et tout
(t, u) ∈ K∗ × [0, i+ 1/2].
Quitte a` re´duire di+1/2 pour que
2di+1/2ci+1/2,1 <
β
4
, (⋄i+1/2)
on peut faire en sorte (comme dans le cas des simplexes spe´ciaux) que pour tout
(t, u) ∈ K∗ × [i + 1/4, i+ 1/2] et tout p ∈ V ,
∠(ξut (p), ξ
i+1/4
t (p)) <
β
4
. (⋄⋄i+1/2)
Les ine´galite´s (‡i+1/4) et (⋄⋄i+1/2) entraˆınent, pour tout (t, u) ∈ K∗×[0, i+1/2],
∠(ξut (p), ξt(p)) <
θ
32
− β
2
. (‡i+1/2)
Pour t ∈ ∂K∗, la remarque 8.12 montre une fois encore que l’homotopie
ξut , u ∈ [i + 1/4, i + 1/2], est comple`tement stationnaire, Dt e´tant contenu
dans Nµi+1/4d(q). Comme pour les simplexes spe´ciaux, on applique le lemme 8.6
simultane´ment au voisinage de tous les sommets.
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On conside`re a` pre´sent une areˆte α de Ad n’appartenant ni a` Fd, ni a` un
simplexe spe´cial et on note V son dδ/2-voisinage. On prend comme surface S
l’intersection de V avec le plan contenant α et perpendiculaire a` ξ
i+1/2
s (q) pour
un certain s ∈ K∗. On met en place des coordonne´es adapte´es : l’origine q est
le milieu de α, le vecteur ∂y(q) ∈ ξi+1/2s (q) est orthogonal a` S et le vecteur
∂x(q) ∈ TqS est orthogonal a` ξi+1/2s (q).
D’apre`s (∡0), (⋄i+1/2) et (‡i+1/2), la condition (∗) est satisfaite par tous les
ξ
i+1/2
t , t ∈ K∗, pour θ˜ = θ/8. Cette fois encore, on peut de´montrer un analogue
de l’affirmation 8.17 qui produit des nombres di+3/4, µ = µi+3/4, κ = π/2− θ/8
et des disques Dt qu’on peut prendre inde´pendants de t et contenus dans le
µi+1/2d-voisinage de α.
Le lemme 8.6 donne alors une homotopie ξu, u ∈ [i + 1/2, i + 3/4], de K∗-
champs de plans ayant les proprie´te´s qu’on devine. En particulier, pour t ∈
∂K∗, la remarque 8.12 montre une fois encore que l’homotopie ξ
u
t , u ∈ [i +
1/2, i+ 3/4], est comple`tement stationnaire. En outre, pour tout t ∈ K∗, toute
courbe inte´grale de ξ
i+1/2
t ∩ η qui intersecte Dt rencontre Nµi+1/2d(∂α) suivant
un intervalle, car Nµi+1/2d(∂α) est forme´ de deux boules strictement convexes. Il
re´sulte alors de la meˆme remarque 8.12 que ξut = ξ
i+1/2
t sur Nµi+1/2d(∂α) pour
tout u ∈ [i + 1/2, i + 3/4]. Autrement dit, la de´formation ne change rien sur
le µi+1/2d-voisinage du 0-squelette et on peut donc effectuer les de´formations
simultane´ment pre`s de toutes les areˆtes.
Soient enfin σ une face non spe´ciale de Ad n’appartenant pas a` Fd et V
son dδ/2-voisinage. On prend comme surface S l’intersection de V avec le plan
engendre´ par σ et comme origine q le centre de σ. On fixe les axes de coordonne´es
comme suit :
– ∂y(q) appartient a` ξ
i+3/4
s (q) pour un certain s ∈ K∗ et fait un angle
maximal avec σ ;
– ∂x(q) est orthogonal a` ξ
i+3/4
s (q).
La` encore, tous les ξ
i+3/4
t , t ∈ K∗, satisfont la condition (∗) pour θ˜ = θ/8. De
plus, σ n’e´tant pas spe´cial, ∠(ξit(p), σ) ≥ θ/2 pour tout (t, p) ∈ K∗ × σ. Les
ine´galite´s (⋄⋄i+k/4), 1 ≤ k ≤ 3, et (⋄i+3/4) (laisse´e en devinette au lecteur)
assurent alors que ∠(ξ
i+3/4
t (p), σ) ≥ θ/2− β ≥ θ/4 pour tout (t, p) ∈ K∗ × V .
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Cette observation permet de de´montrer un analogue de l’affirmation 8.17
qui produit des nombres di+1, µ = µi+1, κ = θ/4 et des disques Dt qu’on peut
prendre inde´pendants de t et contenus dans le µi+3/4d-voisinage de σ. Le lemme
8.6 donne alors une homotopie ξu, u ∈ [i + 3/4, i+ 1], de K∗-champs de plans
ayant les proprie´te´s qu’on imagine. Comme toute courbe inte´grale de ξ
i+3/4
t ∩ η
qui intersecte Dt rencontre le µi+3/4 voisinage de chaque areˆte de σ suivant
un intervalle, la de´formation ne change rien sur Nµi+3/4d(∂σ). On peut donc
cette fois encore et pour la dernie`re effectuer les de´formations simultane´ment
sur toutes les faces.
En faisant une telle construction pour tout i-simplexe K∗ de K
i, on obtient
finalement une homotopie ξu, u ∈ [0, i + 1], de Ki-champs de plans sur U , ce
qui conclut l’e´tape i+ 1 de la re´currence (avec Gid ⊂ Ndδ/2(A2d) \Nµi+1d(Fd)).
8.6 De´sinte´gration de feuilles compactes
Les sections 8.1 a` 8.5 de´montrent la proposition 8.1 ampute´e de l’affirmation
3. Le lemme suivant, qui est une version a` parame`tre d’une astuce de Thurston
dans [Th3], comple`te la preuve.
Lemme 8.19. Soit ξ un K-champ de plans inte´grable sur une varie´te´ a` bord
N tel que pour tout t ∈ K, aucune composante de ∂N ne soit une feuille de
ξt, et que pour tout t ∈ L ⊂ K, le feuilletage de´fini par ξt soit tendu. Alors il
existe un lot de boules B ⊂ IntN et un K-champ de plans ξ¯ sur N ayant les
proprie´te´s suivantes :
– ξ¯ est homotope a` ξ relativement a` K ×Op(∂N) ∪ L×N ;
– ξ¯ est inte´grable sur K × (N \ IntB) et presque horizontal sur K ×B ;
– pour tout t ∈ K, le feuilletage ξ¯t | N\IntB est tendu et, pour tout t ∈ K \ L,
il n’a meˆme aucune feuille compacte.
De´monstration. Pour un t ∈ K fixe´, on peut trouver un lot (fini) d’arcs dans
IntN transverses a` ξt qui coupe toutes les feuilles de ξt. Quitte a` prolonger
le´ge`rement chacun de ces arcs, le lot garde la meˆme proprie´te´ vis-a`-vis de ξs
8.6. DE´SINTE´GRATION DE FEUILLES COMPACTES 123
pour tout s voisin de t. Par compacite´, l’espace des parame`tres K admet une
triangulation telle que, pour tout simplexe K∗, il existe un lot A∗ ⊂ IntN d’arcs
(fixes) transverses a` tous les ξt, t ∈ K∗, et coupant toutes les feuilles de tous ces
feuilletages. L’ide´e est de perturber ξt, t ∈ K, en grimpant sur le squelette de
cette triangulation.
On illustre la construction dans le cas particulier ou` K = [0, 1], L = {0, 1},
et la triangulation de K a une unique areˆte K∗ = K. Si A de´signe l’un des
arcs transverses du lot associe´, on peut supposer tous les ξt tangents a` D
2×{·}
sur un voisinage C = D2 × D1 de A, ou` A = {0} × [−1/2, 1/2]. Soient D+
et D− deux petits disques dans D
2 et P = D2 \ Int(D+ ∪ D−). On commence
par de´crire la de´formation de ξ sur P × D1 ⊂ C. Soit fu, u ∈ [0, 1], un chemin
de diffe´omorphismes de D1 valant l’identite´ pre`s du bord, tels que f0 = Id et
fu(x) > x si x ∈ [−1/2, 1/2] pour tout u > 0. On construit une homotopie
ξu | P×D1 de K-champs de plans inte´grables telle que :
– ξ0 | P×D1 = ξ | P×D1 ;
– ξui | P×D1 = ξi | P×D1 pour tout u ∈ [0, 1], i = 0, 1 ;
– pour tout (t, u) ∈ [0, 1]2, le feuilletage ξut |P×D1 est transverse a` D1, co¨ıncide
avec ξt au voisinage de ∂(D
2 × D1) ∩ P × D1, et induit sur ∂D+ × D1,
∂D− × D1 et ∂D2 × D1 des feuilletages d’holonomie fρ(t)u, f−1ρ(t)u et Id
respectivement, ou` ρ : [0, 1]→ R+ de´signe une fonction lisse ne s’annulant
qu’en 0 et 1.
On prolonge facilement ξu |P×D1 , u ∈ [0, 1], en homotopie de K-champs de plans
sur C = D2 × D1 relative a` (K × Op ∂C) ∪ (L × C), les ξut n’e´tant par contre
plus inte´grables sur D± × D1 pour (t, u) /∈ ([0, 1] × {0}) ∪ ({0, 1} × [0, 1]). On
note B± une boule obtenue en arrondissant les angles de D± × D1.
Si ξ¯ de´signe le K-champ de plans sur N obtenu en effectuant la perturbation
ci-dessus au voisinage de chaque arc A, et B le lot constitue´ de l’union des boules
B±, ξ¯ est inte´grable sur K × (N \ IntB) et presque horizontal sur K ×B. Les
feuilletages ξ¯0 = ξ0 et ξ¯1 = ξ1 sont tendus par hypothe`se. Pour tout t ∈]0, 1[,
chaque feuille du feuilletage de´fini par ξ¯t sur N \ IntB rencontre le bord d’une
boule B± dans la re´gion centrale ou` le feuilletage spirale (de −1/2 a` 1/2 ∈ D1).
Elle est donc non compacte et on trace facilement sur ∂B± une transversale
ferme´e qui la coupe.
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