Abstract-Generally, a sampling frequency of chord recognition systems follows the Shannon sampling theorem. This paper investigates the influence of sampling frequency that does not follow the Shannon sampling theorem in a chord recognition system. The chord recognition system uses a transform domain approach that makes use a DST (Discrete Sine Transform). In addition, the chord recognition system uses segment averaging for feature extraction. An acousticelectric guitar is used in this work. Based on the experiments, a decrease in the sampling frequency from 2500 Hz down to 156 Hz has almost no influence in the recognition rate. As a first note, we only consider the recognition rate above 95%. As a second note, we use at least frame blocking length of 128 points and feature extraction length of 16 points. Therefore, if that kind of recognition rate could be accepted, the sampling frequency as low as 156 Hz could still be used for guitar chord recognition.
I. INTRODUCTION
In the field of signal processing there is a process named the sampling process. This process aims to convert analog signals to digital signals. The sampling process requires a sampler. A main parameter in the sampler is the sampling frequency. Generally, the magnitude of sampling frequency on the sampler follows the Shannon sampling theorem. This theorem is followed in order that in the reverse process, namely the process of converting digital signals to analog signals, these analog signals can be perfectly recovered [1] .
In the field of pattern recognition relating to chord recognition, the Shannon sampling theorem is generally followed. Previous researches relating to chord recognition were generally based on PCP (Pitch Class Profile) and its derivatives [2] [3] [4] [5] [6] [7] . These researches were based on transform domain approaches that made use the fundamental frequencies of chords. Basically, if the sampling frequencies of these researches do not follow the Shannon sampling theorem, the fundamental frequencies of chords can not be perfectly obtained.
As described above, there were no previous researches, relating to chord recognition used sampling frequencies that did not follow the Shannon sampling theorem. Therefore, a research of a chord recognition that makes use of sampling frequencies that do not follow the Shannon sampling theorem, is still open. As a note, if we use sampling frequencies that do not follow the Shannon sampling theorem, we will have smaller data for processing. This paper will investigate the influence of sampling frequencies that do not follow the Shannon sampling theorem, on a chord recognition system. The chord recognition system in this work uses a transform domain approach. A DST is used in this transform domain approach. In this case, this transform domain approach does not use fundamental frequencies.
II. RESEARCH METHOD

A. System Development
A developed chord recognition is shown in Fig. 1 . The input is a recording of an isolated chord signal in wav format. The output is a character that indicates a recognized chord. The input of the chord recognition system and also the function of each block of the chord recognition system are explained in details below.
The input
The input of the chord recognition system is a recording of chord signals in an isolated wav format. The chord signals were acquired from an acoustic-electric guitar Yamaha CPX 500-II as shown in Fig. 2 .
The chord signals were recorded using various sampling frequencies: 2500Hz, 1250 Hz, 625 Hz, 312 Hz, 156 Hz, and 78 Hz. The highest sampling frequency of 2500Hz was chosen because it had followed the Shannon sampling theorem [1] : (1) where fmax is the highest fundamental frequency of tone G4 (392 Hz) from the G chord, and fs is the sampling frequency. Based on the evaluation, the recording duration of 2 seconds was sufficient to obtain the sufficient steady state region for the frame blocking process. As a note, we used major chords C, D, E, F, G, A, and B in this work. Furthermore, in this paper, while the chords C, D, E, F, G, A, and B are mentioned, they are indicated as major chords.
Normalization
Normalization is the process of making the maximum absolute value of the input signal data to the value 1. Normalization is needed because the input signal data has a variation on its maximum absolute value. Normalization is done using the following equation. (2) where xin and xout are the input and the output of signal data vectors of normalization process respectively.
Silence and transition removal
Silence and transition removal is a process for removing silence and transition areas from the signal data. Silence and transition areas are located on the left side of the signal data. Based on observations, the amplitude threshold |0.5| was needed to remove the silence area. Starting from the leftmost area of the signal data, if the signal's amplitude is less than |0.5| then the signal data is removed. After the removal of the silence area, the removal of the transition area is carried out. Based on observations, the removal of 200 milliseconds of signal data from the left side area is needed, in order to remove the transition area.
Frame blocking
Frame blocking is a process for obtaining a short signal data from a long signal data [10] . This short signal data will reduce the amount of data that will be processed by the chord recognition system. The advantage of this smaller amount of data is the reduced computing time. In this work, the frame blocking length is 2 n , where n is a positive integer.
Windowing
Windowing is a process for lowering the appearance of discontinuities at the edges of signal data [10] . The appearance of this discontinuity is caused by the cutting of signal data in the frame blocking above. This discontinuity will generate harmonic signals in the transformed signal data. This work used the Hamming window [11] for the purposes of windowing. This kind of windows is a window that is widely used in digital signal processing [12] . In this work, the window length is equal to the frame blocking length.
DST
DST is a process for transforming signal data from the time domain to the DST domain. DST is a type of transformation that is derived from DFT (Discrete Fourier Transform). For the sequence of signal data x(n) with a length of N points, the DST of the sequence is mathematically formulated as follows. (3) where . In this work, the value of N used in the DST calculation is equal to the frame blocking length. In addition, in this work the calculation of the absolute value of DST is used, because there is a subsequent process, namely logarithmic scaling, which does not allow calculations with negative values.
QHPS (Quasi Harmonic Product Spectrum)
QHPS is a process for eliminating unwanted harmonic signals. This paper proposes this QHPS that derived from original HPS (Harmonic Product Spectrum) [13] . Based on the observations, QHPS could make the difference between a chord with the other chords became clearer. This QHPS algorithm is shown as follows.
QHPS Algorithm
Consider a sequence X(k)={X(0), X(1), … , X(N-1)}
with N=2 p and p ≥ 0. 2. Do sequence downsampling for X(k) in order to get
Do element multiplication between XD(k) and XC(k) in
order to get the QHPS result
In this work, the value of N used in the QHPS process is equal to the frame blocking length.
Logarithmic scaling
Logarithmic scaling is the process for increasing the appearance of significant local peaks. This logarithmic scaling is needed because, based on previous researches using segment averaging feature extraction [8, 9] , there was an indication that segment averaging feature extraction showed better results for signal data that have many significant local peaks. Mathematically, this logarithmic scaling is shown as follows. (5) where Yin and Yout are the input and the output of signal data vectors of logarithmic scaling process respectively. The value of α is called a logarithmic scale factor. There is an addition of '1' in the above formula. This addition is intended to avoid infinite logarithmic results, when there is a zero value in the Yin vector element.
Segment averaging
Segment averaging is the process of getting a shorter signal data sequence, from a longer signal data sequence. Basically, this shorter signal data sequence still shows the basic form of a longer signal data sequence. This work used the segment averaging algorithm inspired by Setiawan [14] . The segment averaging algorithm is shown as follows.
Segment Averaging Algorithm
where N = 2 p and p ≥ 0. 2. Set the segment length L, where L= 2 q for 0 ≤ q ≤ p. 3. Divide the sequence Y(k) by using the segment length L. Thus it will be will be resulted a number of M segments as follows (6) and also the sequence
Calculate the average value for each segment S(v) in order to get the result of the segment averaging
The result of the segment averaging process S(v)= {S(1), S(2), … , S(M)} is called as the feature extraction from the input signal. In this work, the value of N in the segment averaging process is equal to the frame blocking length.
Similarity calculation
Similarity calculation is the process of calculating a number of similarity values, between feature extraction from the input signal with a number of reference feature extractions stored in a chord database. This similarity calculation indicates that the guitar chord recognition system in this work uses the template matching method [15, 16] . This work uses cosine similarity for the similarity calculation. Cosine similarity is a calculation of similarity that has been popularly used [17] .
Chord decision
Chord decision is a process of finding a chord that corresponds to the input signal. The first step of the chord decision is to find a maximum value from a number of similarity values. This number of similarity values are the result of the previous similarity calculation process. The second step of the chord decision is to find an output chord, which corresponds to the one of the feature extraction chord in the chord database, which has the highest similarity value.
B. Chord Database
A chord database is shown in Fig. 1 . Based on Fig. 1 , the chord feature extraction is shown in Fig. 3 . The input from the chord feature extraction is a recording of chord signal in the isolated wav format, while the output is a chord feature extraction.
In this work, a number of 10 samples of chord signals were taken for each chord C, D, E, F, G, A, and B. In this case, it was assumed that all of the signal variations of each chord could obtained by taking 10 samples for each chord. A total of 10 samples for each chord will give 10 feature extractions for each chord. Furthermore, the feature extraction results for each of these chords are averaged to obtain a reference feature extraction for each chord, as follows. (8) where the vector {Si | 1 ≤ i ≤ 10} are 10 feature extraction results for each chord, and the vectors { ZT |T = C, D, E, F, G, A, and B} are the seven reference feature extraction stored in a chord database. As a note, a single reference feature extraction is generated from a single sampling frequency value, a single frame blocking length value, and a single feature extraction length value.
C. Test Chords
Test chords are the chords used to test the recognition performance of the chord recognition system. The test chords consist of 70 chords. This test chords came from seven chords C, D, E, F, G, A, and B, where each chord recorded repeatedly as many as 10 times. In this work, the test chords were used to test performance on each sampling frequency, each frame blocking length, and each feature extraction length.
D. Recognition Rate
Recognition rate is a performance indicator of the chord recognition system. In this work, the recognition rate is a comparison between the number of chords that are correctly recognized with the number of chords tested. The recognition rate is formulated mathematically as follows. 
A. Test Results
We used the chord recognition system shown in Fig. 1 , to test the influence of sampling frequency on the guitar chord recognition. The test results are shown in Table I . As a note, the test results in Table I were obtained by using the value of 100 on the logarithmic scale factor. Table I indicates that from a sampling frequency of 2500 Hz down to 156 Hz (by using frame blocking length of 128 and 256 points and also feature extraction length of 16, 32 and 64 points), there are almost no influence in the recognition rates, if we only consider the recognition rates above 95%. By considering the recognition rate above 95%, the lowest sampling frequency and the shortest feature extraction length obtained are 156 Hz and 16 points, respectively.
From the point of view of sampling frequency, the highest frequency component is 392 Hz (tone G4) that come from chord G. Therefore, based on this highest frequency component, equation (1), and also Table I , the sampling frequency of 2500 Hz down to 1250 Hz, follow the Shannon sampling theorem. Starting from a sampling frequency of 625 Hz and below, the sampling frequencies do not follow the Shannon sampling theorem.
From the point of view of signal reconstruction, in general, when the sampling frequency decreases, the aliasing area will increase. This aliasing area is located in the high frequency region. The effect that arises from the increase in the aliasing area is a lowpass filtering with a decreasing cutoff frequency. For the same reason, from the point of view of signal sampling, if the sampling frequency decreases, the low pass filtering effect with a decrease in the cutoff frequency will also appear. The result is that there will be fewer numbers of significant frequency components. Therefore, if the number of significant frequency components (significant local peaks in the DST domain) from the signal becomes fewer, the number of data used to distinguish one chord with the other chords becomes fewer. This event will reduce the recognition rate.
From the point of view of data size, based on Table I , a decrease in the sampling frequency of 93.76% (from 2500 Hz down to 156 Hz) will also reduce data size by 93.76%. However, a decrease in this data size has almost no influence in the recognition rate, if we use at least frame blocking length of 128 points and feature extraction length of 16 points. This case indicates that up to as slow as 156 Hz for the sampling frequency, if we use at least frame blocking length of 128 points and feature extraction length of 16 points, the chord recognition system is not sensitive to sampling frequencies that do not follow the Shannon sampling theorem.
Logarithmic scaling
The logarithmic scaling process as shown in Fig. 1 , uses the logarithmic scale factor shown in equation (5) . As shown in Table II , the logarithmic scale factor that is too small or too large will reduce the recognition rate. The decrease in the recognition rate is due to the increasing level of feature extraction similarity. Basically, the increasing level of feature extraction similarity will result in more difficulty in distinguishing between one feature extraction pattern and the other feature extraction patterns. As a result of this increasing level of feature extraction similarity is a decrease in the recognition rate. Based on Table II, the smallest optimal value for the logarithmic scale factor is 100. 
IV. CONCLUSION
This work aimed to investigate the effect of sampling frequencies that did not follow the Shannon sampling theorem on the guitar chord recognition system. In this case, the chord recognition system used a transform domain approach by making use of a DST. In addition, the chord recognition system used segment averaging for feature extraction.
Based on our experiments, a decrease in the sampling frequency of 2500 Hz down to 156 Hz has almost no effect in the recognition rate. In this case, as a first note, we only consider the recognition rate above 95%. As a second note, we use at least frame blocking length of 128 points and feature extraction length of 16 points.
For further research, the investigation of the sampling frequency that does not meet the Shannon sampling theorem can be applied to other chord recognition systems. In this case, the chord recognition systems use other than a segment averaging for feature extraction.
