Databases and data warehouses have become a vital part of many organizations. So useful information and helpful knowledge have to be mined from transactions. In real life, media information has time attributes either implicitly or explicitly called as temporal data. The temporal database consists of items which are prioritized by assigning weights. These weights are assigned automatically using the scheduling concept aging algorithm in such a way that starvation is avoided. This paper focuses on an encoding method for the temporal database that reduces the memory utilization during processing. The fuzzy approach is applied by assigning the triangular membership functions to the weighted items which gives better results than quantitative values. Weighted association rule mining is performed using the weighted support and confidence measures which are applied to the AprioriTid algorithm as a new approach to the already existing algorithm. This makes the modified algorithm compatible to mine weighted association rules. This approach gives better results than that which treats items uniformly, leading to weighted association rule mining on an encoded temporal database with reduced time and computational complexity. The experimental results are drawn from the complaints database of the telecommunication system. This database technology can be used to enhance the complaint addressing system through the web which is an upgraded technique for the semantic web.
modified algorithms of Apriori (AprioriTid and AprioriHybrid) are proposed to solve this problem but these algorithms also have the database size problem [8] . A method to encoding the database and an algorithm, which is called anti-Apriori algorithm, is brought into focus. By using this algorithm, only the frequent itemset that are of interest and can be converted into association rules are generated, so it has a lower complexity of time and space. At the meantime, the times of the database scan are also reduced [18] .
In this paper, a temporal database is considered. In real life, media information has time attributes either implicitly or explicitly. This kind of media data is called temporal data [4] . Temporal data exist extensively in economical, financial, communication, and other areas such as weather forecast. Temporal databases store past, present and possibly future data. Temporal databases are append-only and current data values become historical data as new data values are added to the database.
Also, the notion of weighted items is introduced which reflects the importance of the items from the users perspective [5] . The weights may correspond to special promotions on some products, or the profitability of different items. Automatic assignment of weights using aging concept [6] [7] , introduced in this paper reduces the users' interference in the assignment of weights.
The size of database is the main problem for many algorithms that perform association rule mining. For example, Apriori, AprioriTid and AprioriHybrid algorithms have the database size problem [8] . A method to encoding the database is introduced to handle this problem. The encoding of the weighted temporal database is done based on the time field. The database is divided into smaller parts according to the time interval chosen. Mergence technique is applied for removing redundant entries using the field called count [4] .
A fuzzy approach [9] is undertaken for performing association rule mining. In this approach the AprioriTid algorithm is made to support triangular membership function applied over the weighted items [10] .
The rest of the paper is organized as follows. Section 2 gives a summary of the research works carried out related to temporal mining. Section3 describes the automatic assignment of weights to the items in the transaction. Section4 introduces the encoding of the weighted temporal database. Section5 describes the fuzzy approach which uses the triangular membership function applied over weighted items to identify frequent itemsets. Section6 describes weighted temporal mining using the weighted minimum support. Section7 gives the performance evaluation of this modified approach. Finally, in Section8 the conclusion and future work are given which includes the best features of the described method and the ways in which it can be further improved.
RELATED RESEARCH WORKS FOR TEMPORAL MINING
The purpose of any data mining process is to identify the important associations among items. An association is said to be present among the items if the presence of some items also means the presence of some other items [11] . Several mining algorithms have been proposed to find the association rules from the transactions [3] [11] [12] [13] . The large itemsets were identified to find the association rules. First, the itemsets which satisfy the predefined minimum support were identified and these were called the large itemsets. Then, the association rules were identified from these itemsets. The association rules which satisfy the predefined minimum confidence were the association rules produced as the output [3] . Also, in the Graph-Based approach for discovering various types of association rules based on large itemsets, the database was scanned once to construct an association graph and then the graph was traversed to generate all large itemsets [14] . This method avoids making multiple passes over the database.
In addition to the above mentioned method of association rule mining, which overlooks time components that are usually attached to transactions in databases, the concept of temporal mining was proposed giving importance to the time constraints [4] . The concept of valid time was used to find out the time interval during which a transaction is active. Time interval expansion and mergence was performed which gives importance to the time at which a transaction had taken place. This takes place before the application of the graph mining algorithm [14] to identify the temporal association rules. For discovering association rules from temporal databases [15] , the enumeration operation of the temporal relational algebra was used to prepare the data. The incremental association rule mining technique was applied to a series of datasets obtained over consecutive time intervals. This is done to observe the changes in association rules and their statistics over the time. Temporal issues of association rules was addressed with the corresponding algorithms, language and system [16] [17] for discovering temporal association rules.
Further, to mine rules based on the priority assigned to the elements, weighted mining was proposed. This reflects the varying importance of different items [5] . Each item was attached a weight, which was a number given by users. Weighted support and weighted confidence was then defined to determine interesting association rules. In general, a fuzzy approach leads to
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A Fuzzy Approach to Weighted Temporal Mining Using Automatic Weight Assignment With Reduced Complexities results which are similar to human reasoning. A fuzzy approach involving the enhancement over Apriori-Tid algorithm was identified, which had the advantage of reduced computational time [10] . Also, in the mining of fuzzy weighted association rules [9] , great importance had been given to the fuzzy mining concept. This paper proposes an encoded weighted temporal mining method. This method identifies temporal association rules from an encoded temporal database with weighted items. The weights to the items are assigned automatically using the aging algorithm. The weighted temporal rules are identified from a set of transactions that satisfy the given valid time interval. Fuzzy approach uses linguistic terms instead of quantitative values which are represented using membership functions. The linguistic representation makes association rules discovered to be much natural for human experts to understand. The definition of linguistic terms is based on fuzzy set theory and hence the rules which are having these terms are called as fuzzy association rules. The use of fuzzy techniques has been considered as one of the key components of data mining systems because of its affinity with the human reasoning. Fuzzy mining involves performing temporal rule mining and presenting the rules which change with time for each time interval under consideration
AUTOMATIC WEIGHT ASSIGNMENTS
Most of the previous studies on mining association rules focused on mining Boolean intra-transaction associations, i.e., the association rules among binary attributes within the same transaction where the notion of the transaction could be the items bought by the same customer. This paper proposes an encoded weighted temporal mining method. This method identifies temporal association rules from an encoded temporal database with weighted items. The weights to the items are assigned automatically using the aging algorithm. The weighted temporal rules are identified from a set of transactions that satisfy the given valid time interval. An example of such an association might be "if company A's complaints closing data goes up 1% to 3%, company B's; complaints data goes up 2% to 4% the next day." In this case, no matter whether we treat company or day as the unit of transaction, the associated items belong to different transactions. However, a problem is caused by sharp boundary in this example. For instance, if A's complaints closing data goes up only 0.99%, the example we illustrate is not applicable to predict company B's; complaints closing data to the next day. The fuzzy set concept can help us tackle this kind of problem since fuzzy sets provide a smooth transition between member and non-member of a set. Fuzzy set to map quantitative attributes into fuzzy attributes and an a priori-like method is developed to find inter-transaction fuzzy association rules. As compared with conventional methods, more useful results can be found from the proposed fuzzy association rules
The weights to the different items in the transaction are assigned automatically using the scheduling concept. In operating systems, the aging algorithm is used to avoid starvation of jobs. That is, none of the jobs are left unprocessed. This is possible by the use of aging algorithm. According to this algorithm, the job that is in the ready queue for the longest time period will be given the highest priority for being processed. The aging algorithm also finds its application in the assignment of weights to the items in the transaction. Considering the telecommunications complaint database, the complaints in a transaction are assigned weights automatically using the aging algorithm.
The database under consideration is a temporal database. A set of transactions result for each of the time interval under consideration. For each such time interval the aging algorithm is applied. The steps of the aging algorithm are as follows.
Input: The transactions in a particular time interval (t s ,t e ), where t s is the start time of the interval and t e is the end time of the interval.
Output: The weights w j assigned to each of the items i j in a transaction, where j = {1, 2, … , n}.
1. T= set of transactions in the given time interval (t s , t e ). 2. Identify the item i j in the transaction that has the longest waiting time 3. The item i j in T with the longest waiting time is assigned the highest priority 4. The next item in T with the second longest waiting time is assigned the next highest priority and so on. 5. If the same item i j appears in the following transactions then the already assigned weight w j is considered. 6. The assumption is that no two items occur at the same time in T. By applying the above algorithm weights are assigned automatically without starvation.
THE ENCODING METHOD
Database encoding is a new presentation, which can reduce the size of database and improve the efficiency of algorithms. Instead of maintaining a large table in the transaction database, one table is created with only two columns. The first
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A Fuzzy Approach to Weighted Temporal Mining Using Automatic Weight Assignment With Reduced Complexities one is the transaction identifier and another is for the entire items that occur in the transaction. All items in one transaction are converted into only one number that has all properties of these items. By this way, the new database is much smaller than the previous one and can be loaded into memory easily. So the cost of memory is reduced. According to the assumption that only one number represents an itemset, when converting an itemset into a number, a measure attribute is defined, which is a numerical attribute associated with every item in each transaction in the database layout. For example, a complaints database of the telecommunications department is taken and the encoding is explained. The encoding is done based on the time field. Initially the time is divided into intervals such as a month, week, etc. according to the user's convenience. The transactions for each such interval are considered separately. Then, for each such interval, the concept of merging within each of the intervals is done to avoid redundancy. This is depicted in If same customer and same complaints with previous solved and current unsolved, an entry is made. The following specifies when the count will be incremented.
(i) If two complaints are exactly same and unsolved given by two different customers, then the count is incremented by one.
(ii)
If two complaints are exactly same and one is solved and the other is unsolved, the complaints given by same or different customers, the count is incremented by one. (iii)
If both the complaints are solved, given by same customers or different customers the count is incremented by one.
(iv)
When changing from unsolved to solved, the count is maintained as such. 
THE FUZZY APPROACH
Fuzzy set theory is being used more and more frequently in intelligent systems because of its simplicity and similarity to human reasoning. Therefore to use fuzzy sets in data mining, a mining approach that integrates fuzzy set concepts with The AprioriTid mining algorithm has been identified. It finds interesting itemsets and fuzzy association rules in transaction data with quantitative values.The fuzzy mining algorithm first transforms each quantitative value into a fuzzy set with linguistic terms using membership functions. The algorithm then calculates the scalar cardinality of each linguistic term on all transaction data using the temporary set. Each attribute uses only the linguistic term with the maximum cardinality in later mining processes, which keeps the number of items the same as that of the original attributes. The mining process based on fuzzy counts is then performed to find fuzzy association rules. In this example, triangular membership functions are used to represent fuzzy sets due to their simplicity, easy comprehension, and computational efficiency. The weight assigned to each of the complaints according to their criticality is shown in the following table.6 Table 6 . Weights for complaints.
Each complaint is thought of as an attribute in the mining process. As shown in the following figure 1, each complaint attribute has three fuzzy regions: Low, Middle, and High. Thus, three fuzzy membership values are produced for each complaint according to the predefined membership functions. The role of fuzzy sets helps transform quantitative values into linguistic terms, thus reducing possible itemsets in the mining process. They are used in the AprioriTid data-mining algorithm to discover useful association rules from quantitative values. In the AprioriTid algorithm, the database is not used for counting support after the first pass. Also, for large values of k, each entry may be smaller than the corresponding transaction because very few candidates may be contained in the transaction. The AprioriTid algorithm has been modified to support the fuzzy approach. The same fuzzy AprioriTid approach is considered in this paper with the following modifications:
Complaint code Weight
1) The fuzzy AprioriTid algorithm is applied on an encoded temporal database 2) The temporal database has weighted items 3) The weighted minimum support is used to calculate the support.
WEIGHTED TEMPORAL MINING
Rule mining is performed using the weighted minimum support given by
Given a set of items I = {i 1 , i 2 , … , i n }, a weight w j for each item i j , with 0 ≤ w j ≤ 1 is assigned where j = {1, 2, … , n}, to show the importance of the item.
The weighted support for the weighted association rules can be defined by equation (1) . A support threshold and a confidence threshold will be assigned to measure the strength of the association rules.
Similar to the fuzzy approach with AprioriTid, the following steps are performed with modifications in the calculation of the weighted minimum support:
1. Transform the quantitative values of each transaction datum into fuzzy sets. 2. Build a temporary set. 3. For each attribute region, calculate its scalar cardinality for all the transactions from the temporary set as the count value. 4. Find the region with the highest count among the three possible regions for each complaint set. This highest count value is taken as the value of ΣW j and support for the particular complaint set is taken from table 5.
Using these two values the weighted minimum support is calculated. 5. For each region selected, check whether this calculated value of weighted minimum support is larger than or equal to the predefined weighted minimum support value. The predefined weighted minimum support value is usually assigned by users according to the distribution of frequencies of items. The number of association rules decreased along with the increase in weighted minimum support values. This is performed for all large itemsets and is repeated until a particular large frequent itemset becomes empty.
6. Construct the association rules for each large itemset using the following sub steps: a) Calculate the confidence values of the association rules.
The confidence is given is given by Pr(Y/X) = Pr(X∪Y) (2) Pr(X) b) Check whether the confidence values of the above association rules are larger than or equal to the predefined confidence threshold. Those that have a confidence value larger than or equal to the predefined confidence threshold are given as the resulting association rules.
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A Fuzzy Approach to Weighted Temporal Mining Using Automatic Weight Assignment With Reduced Complexities For example, from table 5, if the complaint set 256 is considered, the corresponding value of support is 7 and if the value of ΣW j is 4.0, then the weighted minimum support is 28.0 which is checked with the predefined weighted minimum support for identifying the large itemsets and thereafter the association rules.
PERFORMANCE EVALUATIONS
The complaints database of the telecommunications department was used to show the feasibility of the proposed weighted temporal mining algorithm. A total of 15000 transactions were included in the data set. Each transaction recorded the set of complaints given by the customer. Execution of the mining algorithm was performed on a Pentium-PC. WEKA has been used as the tool to measure the time and computational complexity during the mining process. Experiments showed that the memory required during processing was less in the case of an encoded temporal database than in the case of a static database, which is depicted by figure 2. The comparison of the memory usage by various techniques is shown in figure 3 . It was found that the encoded weighted fuzzy technique was the best with minimum memory required during processing as depicted in figure 3 below. 
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The automatic assignment of weights to the items in the transactions has reduced manual work. That is, the assignment of weights by the users' according to the importance of the items was not required. This automatic weight assignment concept has made the whole process of weighted temporal mining faster and has lead to a better method of temporal mining. Also, none of the complaints could be left unsolved because of the use of aging concept. Aging algorithm avoids starvation. From the above experimental results, it is found that temporal mining involving encoding, prioritizing the items by assigning weights automatically, and fuzzy techniques resulted in lesser time and computation complexity. It also has lesser memory requirements than the other techniques. This technique is best suited for applications which are realtime and time bound. It can be further improved to give better results
CONCLUSION AND FUTURE WORK
Knowledge discovery in general, and discovering association rules in particular, involves the extraction of useful information from large datasets. Temporal databases are naturally good sources for knowledge discovery. Moreover, temporal databases provide the opportunity to see how unearthed knowledge changes through time. In this paper, a method to make temporal databases a good source for knowledge discovery has been developed.
The discovery of association rule may be used to allow the user of a knowledge discovery system to observe the changes and fluctuations in the rules as an enhancement. It may also be possible to observe the seasonal or cyclical changes and fluctuations in the rules. Also, the association rules can be extracted in a given time interval, beginning the discovery process in small time intervals, and combining the results of them to obtain a complete set of association rules in the specified time interval. This approach will yield important results for the decision makers in the fields where customer preferences are strongly interrelated with the time. For example, the application of this concept to the market basket data will be beneficial while interpreting the results of the promotions, discounts, etc. There are many problems for future research such as optimizing the encoding operation and the discovery of association rules, evaluating the performance of different algorithms for discovering association rules, determining the right interval size, etc. including incremental approaches. Automatic weight assignment can be further improved by identifying a method for assigning weights to items that occur at the same time instant. That is, items that have the same valid time instant.
