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Les systèmes OLAP (On-Line Analytical Processing) ont été proposés pour améliorer les 
processus de prise de décision par l’analyse de grandes masses de données. Ces systèmes 
organisent les données sous forme d’une constellation de faits (sujets d’analyse) et de 
dimensions (axes d’analyse). De nos jours, les besoins des décideurs ne se limitent plus à la 
simple navigation des données mais ils sollicitent des « analyses à la carte » qui facilitent 
leurs tâches quotidiennes de prise de décision. Les systèmes OLAP actuels s’avèrent 
inadaptés à ces exigences d’adaptation. Dans cette thèse, nous nous intéressons à la 
personnalisation des analyses OLAP.  
Nous proposons un cadre générique pour la prise en compte de l’usager dans l’analyse OLAP. 
Cette analyse est considérée comme une exploration interactive des données basée sur une 
succession de requêtes. Chaque étape de l’analyse constitue un contexte d’analyse qui est 
représenté par un arbre spécifique. Nous modélisons une analyse OLAP par un graphe de 
contextes d’analyse. Afin de personnaliser ces analyses, nous proposons une modélisation des 
préférences de l’usager portant sur le schéma ainsi que les valeurs d’une constellation. 
Chaque préférence est associée avec un contexte d’analyse qui précise son cadre 
d’application.  
En nous basant sur le modèle de graphe d’analyse, nous définissons un mécanisme de 
personnalisation globale des analyses OLAP en fonction des préférences de l’usager. Ce 
mécanisme permet de personnaliser le contexte d’analyse courant de l’usager 
(personnalisation de requête) et de recommander les prochains contextes d’analyse à visiter 
(recommandation de requête). 
La personnalisation de requête permet d’enrichir la requête de l’usager en fonction de 
préférences dans le but de fournir un résultat personnalisé. Cette personnalisation est effectuée 
suivant une perspective utilisateur afin d’augmenter l’intérêt du résultat ou selon une 
perspective système où seules les K meilleures préférences qui satisfont une contrainte de 
personnalisation sont considérées. 
La recommandation de requête est effectuée suivant trois scénarios. L’usager est guidé dans la 
formulation de ses requêtes. Après l’exécution de la requête, le système recommande à 
l’usager la requête suivante en anticipant ses besoins d’analyse et des requêtes alternatives 
qu’il n’est pas susceptible de demander. Les recommandations sont construites 
progressivement à partir des préférences de l’usager par l’appariement du contexte d’analyse 
courant avec les contextes des préférences.  
Afin de valider nos propositions, nous présentons un prototype de manipulations OLAP 
personnalisées qui est écrit en Java. Les préférences et les contextes d’analyse sont stockés en 
extension de la constellation dans un environnement R-OLAP. Nous montrons l’efficacité de 
nos approches par une série d’expérimentations.  
Mots-clés: OLAP, analyse décisionnelle, personnalisation de requête, recommandation de 
requête, préférence utilisateur, contexte d’analyse. 
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1 Introduction 
L’information représente un capital immatériel dont la bonne gestion est un facteur primordial 
pour la réussite de toute organisation. Les systèmes d’information ont pour objectif de 
supporter la réalisation des activités d’une organisation. Ils sont construits à partir des 
exigences des métiers et des processus définis par l’entreprise afin de stocker, traiter et 
communiquer les informations. 
Les systèmes d’information des entreprises peuvent accumuler au fil du temps un volume 
important de données stockées sur plusieurs sites internes à l’entreprise ou provenant de son 
environnement externe (partenaires, Web, …). Le problème des entreprises est d'exploiter 
efficacement ces données afin de permettre aux décideurs d’optimiser leurs choix et de leur 
faciliter le pilotage à moyen terme via une meilleure anticipation. Ainsi, le besoin d’une 
exploitation efficace des données dans une perspective décisionnelle a donné lieu à 
l’élaboration de nouveaux systèmes, dits systèmes d’aide à la décision, facilitant le stockage 
et le traitement synthétique de grands volumes de données (Inmon, 1996).  
2 Les systèmes d’aide à la décision 
Un système d’information permet de faciliter la mise en œuvre des stratégies de l’entreprise. 
Le rôle d’un système d’aide à la décision est plutôt d’aider à déterminer les bonnes stratégies. 
Plus précisément, un système d’aide à la décision permet de développer la capacité de 
réflexion et d’action de l’entreprise en aidant à l’apprentissage (analyse et suivi des activités 
précédentes) et au pilotage des plans d’actions (prévision et planification des activités 
futures). 
Les systèmes d’aide à la décision sont employés dans tous les domaines où la prise de 
décision est nécessaire, à savoir, les domaines du commerce (marketing, ventes), de la 
logistique, de la santé (aide à la décision médicale), de la science (par exemple en 
bioinformatique), des télécommunications, des transports (trafic autoroutier), des banques, ... 
Définition. Un système d’aide à la décision est l’ensemble des outils matériels et logiciels qui 
permettent de collecter, de stocker et d’analyser des données issues du système d’information 
des entreprises dans le but de faciliter la prise de décision par les décideurs. 
Les décideurs, utilisateurs de ces systèmes, sont des experts d'un métier chargés d’analyser les 
données décisionnelles pour le pilotage de l’organisation. Ils sont généralement non 
informaticiens. Dans la suite, nous les désignerons simplement par le terme usagers. 
2.1 Architecture de systèmes d’aide à la décision 
Afin d’offrir une vision transversale de l’activité de l’entreprise, les systèmes d’aide à la 
décision collectent et stockent des données en provenance des bases de données des différents 
métiers de l’entreprise et de sources externes (sites web, emails,…). A notre sens, la 
conception d’un système d’aide à la décision doit être basée sur la séparation entre deux 
espaces de stockage : l'entrepôt qui regroupe toute l'information décisionnelle et les magasins 
qui contiennent une partie de cette information, dédiée à un thème, un métier, ou une analyse. 
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En s’appuyant sur cette dichotomie, nous définissons l’architecture des systèmes d’aide à la 
décision décrite à la Figure 1. Cette architecture est composée de deux niveaux de stockage 
(entrepôt et magasin de données) et de deux niveaux fonctionnels (outils ETL et outils de 
restitution et d’analyse). 
− L’entrepôt est le lieu de stockage centralisé d’un extrait des sources. Son organisation 
doit faciliter l’intégration des données et la conservation de leurs évolutions. 
− Le magasin est un extrait de l’entrepôt. L’organisation des données d’un magasin suit 
un modèle spécifique qui facilite les analyses décisionnelles. 
− Les outils d’extraction, de transformation et de chargement ou ETL (Extract, 
Transform, Load) permettent d’alimenter et de rafraîchir les données contenues dans 
les entrepôts et les magasins de données à partir des sources. 
− Les outils de restitution et d’analyse permettent d’interroger et d’analyser les données 
sous une forme adaptée aux décideurs. 
 
 
Figure 1. Architecture d’un système d’aide à la décision 
2.2 Stockage de données 
2.2.1 Entrepôts 
Bill Inmon définit l’entrepôt de données comme « une collection de données orientées sujet, 
intégrées, non volatiles et historisées, organisées pour le support d’un processus d’aide à la 
décision » (Inmon, 1996). 
Définition. L’entrepôt de données est un espace de stockage centralisé qui permet de stocker 
et d’historiser des données hétérogènes qui sont pertinentes pour la prise de décision. 
L’organisation des données au sein de l’entrepôt de données suit un modèle assurant la 
gestion efficace des données. 
2.2.2 Magasins de données 
Définition. Un magasin de données constitue un extrait de l'entrepôt adapté à une classe de 
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Les magasins de données reposent sur une modélisation multidimensionnelle des données afin 
de supporter efficacement le processus de prise de décision reposant sur des analyses OLAP 
(« On-Line Analytical Processing » (Codd, et al., 1993)).  
Dans la suite, nous désignons par le terme Base de Données Multidimensionnelles (BDM) un 
magasin de données suivant une organisation multidimensionnelle. 
Modélisation conceptuelle 
Au niveau conceptuel, les données d’un magasin sont vues sous la forme de points dans un 
espace à plusieurs dimensions avec la métaphore de cube ou d’hypercube de données (Gray, 
et al., 1996). Chaque donnée représente une cellule du cube. Les arêtes du cube représentent 
les axes d’analyse des données et comportent plusieurs graduations afin de permettre 
l’observation des données selon différents niveaux de détail. 
Exemple. La figure suivante présente un exemple de cube de données qui permet l’analyse 
des publications scientifiques. Le cube est formé de nombres de publications en cellules et de 
trois arêtes graduées respectivement par des équipes d’auteurs, des niveaux de manifestations 
et des trimestres. 
 
 
Figure 2. Exemple de cube de données 
La modélisation en cube est très limitée en termes de représentation des structures 
hiérarchiques des axes d’analyse (Torlone, 2003) et de séparation entre structures et contenu. 
Des structures avancées ont été définies permettant la modélisation de sujets d’analyse 
appelés faits, et d’axes d’analyse appelés dimensions (Kimball, 1996). Chaque fait est 
composé d’indicateurs d’analyse appelés mesures. Les dimensions sont composées d’attributs, 
appelés paramètres, agencés de manière hiérarchique, qui modélisent les différents niveaux 
de détails des axes d’analyse. Les magasins sont modélisés par des schémas en étoile qui 
organisent les données en fait et dimensions (Kimball, 1996 ; Abelló et al., 2001). Une 
généralisation possible du schéma en étoile est le schéma en constellation qui est constitué de 
plusieurs faits et de plusieurs dimensions éventuellement partagées. 
Exemple. Le schéma en étoile associé à l’exemple précédent est présenté en Figure 3. Le 
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Les axes de l’analyse sont représentés par les dimensions dates, auteurs et manifestations. La 
dimension auteurs est caractérisée par les trois paramètres équipe, institut et ville. 
 
 
Figure 3. Exemple de schéma en étoile 
Modélisation logique 
Au niveau logique, les BDM sont modélisées suivant une approche relationnelle, 
multidimensionnelle ou objet (Chaudhuri et Dayal, 1997). 
L’approche la plus répandue est l’approche relationnelle « Relational OLAP » (R-OLAP) où 
les bases de données multidimensionnelles sont traduites par des relations (Kimball, 1996 ; 
Mangisengi et Tjoa, 1998). Cette approche admet de nombreux avantages tels que la 
réutilisation des mécanismes de gestion des données éprouvés depuis des décennies et la 
capacité à gérer des volumes de données très importants. 
L'approche « Object OLAP » (O-OLAP) s'appuie sur le paradigme objet (Cauvet et Semmak, 
1994). Les magasins de données sont modélisés par des classes de fait et de dimensions. 
L'avantage de l'approche O-OLAP est lié au niveau d'abstraction fort de l'objet qui prend en 
compte des concepts plus riches.  
Une autre approche, dite « Multidimensional OLAP » (M-OLAP), consiste à stocker les 
données nativement sous une forme multidimensionnelle (Dinter, et al., 1998). L'intérêt de 
cette approche réside dans l’optimisation du temps d'accès. Mais, cette approche nécessite de 
redéfinir tous les mécanismes des systèmes de gestion de base de données pour manipuler les 
structures multidimensionnelles. 
2.3 Analyse et restitution de données 
Les données d’une BDM sont interrogées via la technologie OLAP à l’aide d’outils 
graphiques ou suivant un langage textuel (Ravat et al., 2007b, 2008). 
Une requête OLAP est une requête multidimensionnelle permettant d’agréger les données 
d’une ou de plusieurs mesures d’un fait suivant les attributs d’une ou plusieurs dimensions. 
2.3.1 Opérations de manipulation OLAP 
De nombreuses propositions concernent la définition d’opérations de manipulation OLAP. 
Les structures de données manipulées sont des cubes de données ou des tranches du cube. Il 
n’existe pas de consensus sur la définition d’un ensemble minimum d’opérateurs assurant 
l’intégralité des opérations de manipulation OLAP, mais la plupart des propositions offrent un 
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− Forage vers le bas (drill-down), qui consiste à descendre dans une hiérarchie de 
dimension vers un niveau plus détaillé, 
− Forage vers le haut (roll-up), qui consiste à remonter d'un niveau dans une hiérarchie 
de dimension vers un niveau plus agrégé,  
− Rotation, qui réoriente une analyse en changeant l’axe d’analyse en cours (rotation de 
dimension), 
− Sélection de tranches : slice, qui sélectionne un sous-ensemble de l'hypercube réduit à 
un ensemble de membres sur une ou plusieurs dimensions,  et dice qui réduit 
l'hypercube d'une ou plusieurs dimensions. 
2.3.2 Structure de visualisation 
L’affichage des données d’une BDM peut être effectué selon diverses structures de 
visualisation telles que les courbes, les histogrammes, … Même si la modélisation 
multidimensionnelle est basée sur la métaphore du cube ou de l’hypercube, la structure de 
visualisation la plus utilisée dans le contexte OLAP est la table multidimensionnelle (TM) qui 
affiche les données selon deux axes (Gyssens et Lakshmanan, 1997 ; Lehner 1998). Une TM 
permet de visualiser une tranche du cube. 
2.4 Système OLAP 
Les systèmes d’aide à la décision que nous considérons reposent sur l’analyse en ligne 
(OLAP) des données décisionnelles afin de prendre des décisions. Nous les désignons par les 
systèmes OLAP. 
Par la suite, le terme système OLAP désignera un système d’aide à la décision dont les 
données sont stockées selon une dichotomie entrepôt et magasins de données, et les outils 
d’analyse et de restitution de données sont basés sur la technologie OLAP.  
Les systèmes OLAP stockant les données selon l’approche relationnelle rajoutent une couche 
logicielle (moteur de requête OLAP) qui analyse et traduit les requêtes OLAP en requêtes de 
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3 Personnalisation de l’information : au-
delà de l’analyse des données  
La personnalisation constitue un enjeu capital pour l’industrie informatique. En effet, le 
problème de personnalisation se pose dès lors qu’un service est offert en réponse à des 
besoins de l’usager. Par exemple, dans le domaine de l’interaction Homme-Machine, 
l’adaptation de l’interface aux caractéristiques de l’usager (novice ou expert, personne 
handicapée ou valide, jeune ou âgé, …) constitue un facteur clé du succès ou du rejet d’un 
système. Plus particulièrement, dans le domaine des systèmes d’informations, la 
personnalisation a été abordée par différentes communautés scientifiques telles qu’en bases de 
données (Bouzeghoub et Kostadinov, 2005; Koutrika et Ioannidis, 2004, 2005a, 2005b) et en 
recherche d’information (Chirita et al., 2007; Liu et al., 2004). Elle a été définie comme 
solution à deux problèmes mutuels. D’une part, la prolifération de l’information disponible 
suite à l’essor des technologies de l’information et l’avènement d’Internet engendre des 
résultats massifs comportant des données sans intérêt. D’autre part, le manque d’expressivité 
des langages d’interrogation des données, tels que SQL en bases de données et les requêtes 
sous forme de mots clés en recherche d’information, rend la tâche de description des 
informations recherchées difficile. Ainsi, la personnalisation a pour objectif, d’une part, de 
faciliter l’expression des besoins de l’usager et, d’autre part, de sélectionner des informations 
pertinentes.  
3.1 Définitions et terminologie 
La notion de personnalisation de l’information est souvent vague dans la littérature et peut se 
rapporter à des concepts différents. 
Définition. Nous définissons la personnalisation de l’information comme l’action d’adapter 
l’accès à l’information en fonction d’informations sur un usager ou sur un groupe d’usagers. 
Modèle et profil utilisateur 
De manière générale, un service personnalisé nécessite la connaissance des utilisateurs, ce qui 
peut être exprimé en tant que modèle utilisateur. Aucun consensus n’existe sur la définition du 
modèle de l’utilisateur. On peut relever dans la littérature diverses informations qui 
composent ce modèle : 
• Données démographiques : âge, sexe, statut marital, … 
• Habitudes comportementales décrivant les interactions fréquentes avec le système  
• Préférences et centres d’intérêt 
• Données relatives au métier et aux compétences de l’usager 
Certains auteurs (Ioannidis et Koutrika, 2005) considèrent les données d’accessibilité 
(privilèges,…) et le contexte d’utilisation d’un système (connectivité, dispositif utilisé, …) 
comme une partie du modèle de l’utilisateur. Par ailleurs, Bouzeghoub et Kostadinov (2005) 
définissent un modèle générique multidimensionnel afin de couvrir une majorité 
d’informations caractérisant un utilisateur. 
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Définition. Le modèle utilisateur est un ensemble de caractéristiques, à court et à long terme, 
permettant de configurer ou d’adapter le fonctionnement d’un système à l'utilisateur afin de 
lui fournir un accès personnalisé à l’information. 
Ainsi, certains éléments du modèle de l’utilisateur sont des informations de durée de vie 
limitée. L’exemple le plus connu est celui des préférences exprimées dans les requêtes de 
bases de données à l’aide d’opérateurs spécifiques (Chomicki, 2003; Kießling, 2002). 
Dans la littérature, le « modèle utilisateur » est parfois confondu au « profil utilisateur ». A 
notre sens, il s’agit de deux concepts différents. D’une part, un profil utilisateur comporte des 
informations à long terme, donc représente une partie du modèle de l’utilisateur. D’autre part, 
il s’agit de concepts de niveaux d’abstraction différents. Le modèle utilisateur est une vision 
conceptuelle de connaissances sur l’utilisateur, tandis que le profil représente une 
implémentation de ce modèle qui peut varier en fonction du domaine d’application et des 
choix techniques. 
Définition. Un profil utilisateur est une instance du modèle de l'usager qui est stockée d'une 
façon permanente. 
La représentation du profil d’un utilisateur varie selon le domaine d’application. Par exemple, 
en recherche d’information, les profils sont généralement représentés sous forme de mots clés 
pondérés (Ferreira et Silva, 2001; Soltysiak et Crabtree, 1998) ou d’un ensemble de fonctions 
d'utilité sur un domaine d'intérêt (Cherniack et al., 2003), tandis qu’en bases de données, les 
profils peuvent contenir des conditions de sélection ou de jointure des requêtes SQL (Koutrika 
et Ioannidis, 2004, 2005a). 
Les données du profil peuvent être entrées manuellement par l’utilisateur, ou inférées 
automatiquement à partir de ses interactions précédentes avec le système. 
Services de la personnalisation 
Les systèmes de personnalisation exploitent des profils utilisateur afin d’offrir différents 
services. 
− Filtrage des résultats. Ce service permet d’affiner les résultats de requêtes en écartant 
l’information non pertinente. Deux méthodes sont possibles : affiner la requête avant 
son exécution afin de réduire le résultat (Koutrika et Ioannidis, 2004, 2005a), ou 
exécuter la requête puis appliquer un post traitement sur le résultat afin d’éliminer les 
résultats non pertinents (Bradley et al., 2000). 
− Tri des résultats. Le principe du tri est de présenter en premier niveau les 
informations les plus pertinentes afin de rendre les données sélectionnées intelligibles 
à l'utilisateur (Sun et al., 2008). 
− Recommandation. C’est un service de personnalisation visant à proposer les éléments 
d'information qui sont susceptibles d'intéresser l'utilisateur. 
3.2 Recommandation 
Robin Burke (Burke, 2002) définit d’une manière générale un système de recommandation 
comme « tout système capable de générer des recommandations ou permettant de guider 
l’utilisateur vers des objets utiles au sein d’un espace de données important ».  
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Les systèmes de recommandation sont souvent utiles dans la prise de décisions. Dotés de 
compétences cognitives, les moteurs de recherche de données sont capables de prédire 
l’intérêt d’un usager à des informations, d’exprimer des opinions et d’influer les choix de 
l’usager. Par exemple, en commerce électronique, ces systèmes proposent à l’internaute des 
objets de types variés tels que des films (Miller et al., 2003), des livres (Mooney et Roy, 
2000), des articles scientifiques (Pavlov et al., 2004), des pages Web (Pitkow et Pirolli, 1999), 
etc. En base de données, le système recommande des tuples (Stefanidis et al., 2009). 
Les approches de recommandation sont généralement classées en fonction de leurs 
algorithmes de calcul en des approches basées sur le contenu et des approches de filtrage 
collaboratif (Adomavicius et Tuzhilin, 2005). 
La recommandation basée sur le contenu consiste à proposer à l’usager des objets qui sont 
similaires à ceux qu’il a appréciés dans le passé (Maes, 1994 ; Pazzani et Billsus, 2007 ; 
Zhang et al., 2002). Une mesure de similarité entre les objets est souvent utilisée afin 
d’identifier ceux qui sont susceptibles d’être utiles pour l’usager. 
Le filtrage collaboratif, exploite les appréciations d’une communauté d’utilisateurs sur les 
objets afin de découvrir des corrélations entre les utilisateurs. L’utilisateur courant se verra 
recommander des objets que des utilisateurs similaires ont appréciés (Konstan et al., 1997 ; 
Resnick et al., 1994). Ainsi une mesure de similarité entre utilisateurs est généralement établie 
(Satzger et al., 2006). 
Des approches qualifiées d’hybrides combinent entre le calcul basé sur le contenu et le 
filtrage collaboratif (Balabanovic et Shoham, 1997). D’autres approches de recommandation 
basées sur les données démographiques ou sur les connaissances de l’usager ont été 
néanmoins proposées (Burke, 2002). 
3.3 Personnalisation et recommandation dans 
cette thèse 
Certains travaux limitent la définition de la personnalisation de l’accès à l’information à 
l’adaptation du résultat d’une requête au profil utilisateur. Dans cette thèse, nous considérons 
une définition plus générale de la personnalisation dans laquelle le service de 
recommandation est inclus. Une recommandation ne peut sortir du cadre de la 
personnalisation. Même si la génération d’une recommandation n’est pas totalement basée sur 
le profil de l’usager, elle serait calculée selon des heuristiques ou par des fonctions d’utilité 
qui considèrent indirectement des propriétés du profil.  
Ainsi, la recommandation représente un service de la personnalisation. Cependant, une 
recommandation peut être personnalisée après sa génération en triant ou en filtrant la liste de 
ses éléments. 
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4 Problématique : personnalisation de 
l’interrogation des BDM 
Les systèmes OLAP sont élaborés pour un sujet d’analyse (« subject-oriented » (Inmon, 
1996)) ou pour un groupe de décideurs (métier, département, …) pour lesquels sont présumés 
des besoins parfaitement identiques (Rizzi et al., 2006). Cette simplification rend les systèmes 
OLAP parfois mal adaptés à un usage particulier. 
Le décideur qui essaie de trouver des données expliquant un phénomène spécifique ne sait pas 
à priori ce qu’il cherche exactement. Confronté à un espace multidimensionnel, souvent très 
vaste, le décideur est obligé de poser plusieurs requêtes afin d’obtenir un résultat le plus 
proche possible de son besoin. Ainsi, la recherche d’information dans une BDM se déroule en 
plusieurs étapes et exige souvent un effort non négligeable. De plus, il est parfois difficile aux 
décideurs de traduire leurs besoins d’analyse par des requêtes textuelles structurées ou 
graphiques. Ceci nécessite une maitrise d’un langage d’interrogation et une compréhension 
approfondie du schéma multidimensionnel. Or, le décideur, qui est généralement un 
utilisateur non informaticien, n’est pas souvent en mesure de maitriser parfaitement le schéma 
de la BDM qui intègre plusieurs structures multidimensionnelles complexes (Garrigós et al., 
2009). Ces problèmes gênent clairement l'exploration des BDM et réduisent les avantages 
d'employer un système OLAP. Ainsi, les systèmes OLAP doivent faciliter la tâche du 
décideur en l’assistant durant le processus d’analyse décisionnelle.  
Au-delà des problèmes d’exploration des données, bien qu'un système OLAP permette de 
définir des requêtes sur de gros volumes de données, l’adaptation du résultat de ces requêtes 
aux besoins spécifiques de chaque décideur et la restriction du résultat massif aux données les 
plus pertinentes reste un grand défit. En effet, les BDM stockent généralement de gros 
volumes de données dans le but d'être analysées par différents décideurs. Or, ces décideurs 
ont souvent différentes perceptions des données en fonction de leurs centres d’intérêts et de 
leurs objectifs d’analyse (Rizzi, 2007). Par exemple, deux décideurs différents peuvent 
s’attendre à des résultats différents pour la même requête. Or, il est difficile d’envisager 
plusieurs BDM qui soient conformes aux attentes typiques de chaque décideur. En effet, la 
conception d’une BDM est une tâche complexe qui à l’heure actuelle ne repose pas sur des 
formalismes et une démarche standards (Rizzi et al., 2006). De plus, l’implantation d’un 
système OLAP composé de nombreuses BDM nécessite la mise en place de processus ETL 
d’alimentation et de rafraîchissement des données lourds (Vassiliadis et al., 2002) ainsi que 
des efforts de maintenance importants. Les systèmes OLAP doivent évoluer pour permettre un 
accès personnalisé à l'information afin d’aider les usagers partageant la même BDM à trouver 
rapidement les données pertinentes. 
Ainsi, grâce à leur modèle multidimensionnel et à leur langage d’analyse en ligne, les 
systèmes OLAP actuels sont capables de répondre aux questions du type « quoi ? » (données 
modélisées en sujets et axes d’analyse) et « par quel moyen ? » (manipulation des données à 
l’aide d’opérations spécifiques), mais ils ne sont pas en mesure de prendre en compte d’autres 
aspects, notamment « pour qui ? » (mieux connaitre les usagers) et « comment ? » (les assister 
à trouver les données pertinentes). 
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Les systèmes OLAP doivent non seulement pouvoir intégrer et organiser des données 
multidimensionnelles selon des modèles appropriés, mais doivent aussi offrir des analyses « à 
la carte » de ces données. Nous souhaitons adapter les systèmes OLAP aux besoins 
spécifiques des décideurs afin de faciliter les analyses OLAP. L’évolution des systèmes 
OLAP vers des systèmes centrés sur l’usager requiert une connaissance préalable de l’usager. 
L’ensemble de la problématique de ce mémoire de thèse est résumé ainsi : 
− Comment intégrer des informations sur l’usager dans un système OLAP ? 
− Comment réduire le résultat d’une requête aux données pertinentes ?  
− Comment assister l’usager au cours de son processus d’analyse décisionnelle ? 
5 Plan de la thèse 
Ce mémoire de thèse est structuré de la manière suivante. Le chapitre 2 est consacré à l'état de 
l'art. Nous y présentons les notions inhérentes à l’intégration de la personnalisation dans les 
systèmes OLAP. Ce chapitre commence par présenter un aperçu des travaux sur la 
modélisation et les langages de manipulation des données OLAP, avec une étude des 
approches de modélisation des analyses OLAP. Il se poursuit sur les approches de 
personnalisation des systèmes OLAP puis en particulier sur les travaux de personnalisation de 
l’interrogation des données OLAP. Le chapitre se termine sur une synthèse des travaux de 
personnalisation des analyses OLAP et discute les insuffisances et les limites identifiées lors 
de l’examen de ces approches qui constituent une base pour fonder nos propositions. 
Le chapitre 3 présente les modèles de base de nos contributions. D’abord le modèle de 
données multidimensionnelles adopté dans notre contexte est défini. Ensuite, un modèle 
générique d’analyse OLAP est proposé. Ce modèle générique met en relief le concept de 
contexte d’analyse sur lequel seront basés nos différents algorithmes. Une modélisation de 
préférences contextuelles est ensuite introduite. 
Les chapitres 4 et 5 décrivent nos mécanismes de personnalisation basés sur le modèle 
d’analyse et le modèle de préférences du chapitre 3. Le chapitre 4 présente une approche de 
personnalisation de requêtes OLAP. Le chapitre 5 introduit un mécanisme de 
recommandation comprenant trois scénarios couvrant la démarche golbale d’une analyse 
OLAP. 
Le chapitre 6 valide nos travaux à travers la réalisation d’un prototype. Ce prototype étend un 
outil d’analyse multidimensionnelle afin d’intégrer les fonctionnalités de personnalisation que 
nous proposons. 
Le Chapitre 7 conclue ce mémoire en rappelant nos contributions et les originalités de notre 
travail. Nous terminons en indiquant les perspectives de recherche envisageables. 
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1 Introduction 
Ce chapitre présente l’état de l’art sur l’intégration du concept de personnalisation dans les 
systèmes OLAP. Il est articulé autour de trois axes principaux : 
− Que personnaliser ? 
− Par quel biais ? et 
− Comment ? 
Concernant le premier axe, les travaux de personnalisation en OLAP ont porté aussi bien sur 
les BDM que sur leurs outils d’interrogation. Afin de bien cerner le cadre d’intégration de la 
personnalisation, nous présentons dans la section 2 les modèles de données 
multidimensionnelles, puis les opérations de manipulation et le concept d’analyse relatifs à 
l’exploration des ces données.  
Un modèle utilisateur est généralement employé pour fournir un service personnalisé (cf. 
chapitre 1, section 3.1). A l’exception d’un travail embryonnaire de Garrigós et al. (2009), les 
travaux sur la modélisation des usagers en OLAP se sont facalisés sur les préférences. La 
section 3 dresse un panorama de ces travaux. 
En ce qui concerne le troisième axe, la section 4 présente un état de l’art général des 
approches de personnalisation des systèmes OLAP. Puis, la section 5 présente une étude 
bibliographique détaillée des travaux centrés sur la personnalisation de l’interrogation des 
BDM. Nous exposons dans la section 6 les constatations de cet état de l’art qui vont conduire 
à nos propositions. 
2 Modélisation et interrogation des bases 
de données multidimensionnelles 
2.1 Modélisation des données OLAP 
Issue originellement du monde industriel, la modélisation multidimensionnelle vise à 
organiser les données de telle sorte que les applications OLAP soient performantes et 
efficaces (Kimball, 1996). Deux approches existent. 
Modélisation en cube 
Les premiers modèles proposés reposent directement sur la métaphore de cube (Agrawal et 
al., 1997 ; Datta et Thomas, 1999 ; Gray et al., 1996 ; Gyssens et Lakshmanan, 1997; Li et 
Wang, 1996 ). Cette approche supporte une séparation entre les éléments de structure et les 
valeurs (Torlone, 2003) : modélisation des axes de l’analyse peu expressive (difficulté à 
représenter l’organisation hiérarchique des données). Elle se heurte aussi à la représentation 
des espaces multidimensionnels constitués de plus de trois axes d’analyse. Elle s’avère enfin 
limitée lorsqu’il s’agit de représenter des constellations de faits et de dimensions 
potentiellement partagées. 
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 20 
Modélisation multidimensionnelle 
Face à ces limites, d’autres approches sont apparues par développement de modèles 
multidimensionnels (Cabibbo et Torlone, 1998, 2000 ; Golfarelli, et al., 1998 ; Ravat et al., 
2008 ; Schneider, 2003) qui distinguent les éléments de structuration des valeurs tout en 
maintenant un nombre limité de concepts : fait, dimension et hiérarchie. Ces modèles restent 
spécialisés dans la représentation de données multidimensionnelles et ne reposent pas sur des 
notations standards (Torlone, 2003). Les concepts et les formalismes associés à la 
modélisation multidimensionnelle souffrent de l’absence d’un consensus standardisé (Rizzi, et 
al., 2006). 
2.2 Manipulations des données OLAP 
La communauté des bases de données multidimensionnelles s'est intéressée à la définition 
d'un langage d’interrogation des données OLAP. De nombreux opérateurs et langages ont été 
proposés. Ces propositions visent à répondre aux besoins d’analyse OLAP des décideurs en 
définissant des opérateurs interactifs facilitant la navigation au sein des données 
multidimensionnelles (Abelló et al., 2003). Différentes études comparatives ont été réalisées 
dans (Abelló et al., 2006 ; Rafanelli, 2003 ; Ravat et al., 2007b, 2008 ; Torlone, 2003). Les 
premiers travaux sur les manipulations OLAP ont étendu les opérateurs de l’algèbre 
relationnelle pour le modèle en cube (Agrawal et al., 1997 ; Datta et Thomas, 1999 ; Gray et 
al., 1996 ; Gyssen et Lakshmanan, 1997 ; Li et Wang, 1996).  
Pour mieux prendre en compte les structures multidimensionnelles, d’autres travaux ont 
proposé des opérateurs pour spécifier et manipuler un cube (Abelló et al., 2003 ; Cabibbo et 
Torlone, 1997 ; Franconi et Kamble, 2004 ; Pedersen et al., 2001). La majorité des travaux 
reposent sur une structure de visualisation simplifiée dans laquelle le concept de hiérarchie 
n’est pas exploité. Certaines des propositions (Gyssen et Lakshmanan, 1997) ne supportent 
qu’un niveau de paramètre en entête des lignes et des colonnes de la structure de visualisation.  
Certains travaux (Sarawagi, 1999, 2000; Sathe and Sarawagi, 2001) ont défini des opérateurs 
avancés pour l’exploration d’un cube de données en se basant sur des techniques de la fouille 
des données (cf. section 5.2.3). Ces opérateurs ne sont pas largement utilisés dans les outils 
commerciaux et au niveau de la recherche à l’image des opérations classiques telles que Drill-
down et Roll-up. 
En pratique, certains serveurs OLAP (Mondrian1, Oracle2) utilisent des langages qui ne 
traduisent pas l’aspect navigationnel des analyses OLAP. Nous pouvons citer le langage 
MDX qui est doté d’une syntaxe de type SQL, ainsi que l’extension de SQL par les opérateurs 
Roll-up et Cube (Gray et al., 1996) qui a été intégrée à Oracle 11g. 
2.3 Analyse des données OLAP 
Contrairement à l’interrogation d’une base de données, l’interrogation d’une BDM est une 
sucession d’opérations d’exploration. Elle est souvent désignée par analyse 
                                                 
1
 Mondrian open source OLAP engine, http://mondrian.pentaho.org  
2
 Oracle OLAP 11g. http://www.oracle.com/technology/products/bi/olap 
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multidimensionnelle relativement au type des données manipulées, ou par analyse OLAP en 
faisant référence à la techonlogie utilisée. Bien qu’elle représente le cœur d’un système 
OLAP, l’analyse OLAP souffre d’un manque de formalisation. Différents travaux la qualifie 
d’une navigation (Dittrich et al., 2005 ; Kumar et al., 2006 ; Sarawagi et al., 1998 ; 
Thalhammer et al., 2001), un concept emprunté du web. Ainsi, une analyse OLAP se déroule 
comme suit : 
1. Sélection d’une première requête 
2. Navigation des données par 
 forage vers le bas 
 forage vers le haut 
 restriction des données 
 etc. 
 
Différentes visions de l’intuition de la navigation sont adoptées : 
− Une analyse est basée sur l’objectif (Dittrich et al., 2005 ; Thalhammer et al., 
2001). L’usager cherchant à répondre à une question ou à expliquer un phénomène 
commence par définir une première requête qui traduit son besoin. Puis, il modifie la 
requête suite à l’observation du résultat. Une requête est généralement la 
transformation de la requête précédente. 
− Une analyse est pilotée par la découverte (Kumar et al., 2006 ; Sarawagi et al., 1998).  
L’objectif de l’analyse est de détecter les anomalies dans les valeurs de la BDM. 
L’analyse démarre généralement au niveau hiérarchique le plus haut d’une 
dimension. Des opérateurs spécifiques sont utilisés en plus des manipulations OLAP 
classiques afin de découvrir les anomalies cachées.  
Une analyse OLAP est considérée comme la transition entre différents états d’analyse. Les 
approches de représentation des analyses OLAP se distinguent par la représentation d’un état 
d’analyse et les types de transition possibles.  
D’après (Kumar et al., 2006), une analyse OLAP est un chemin au sein du treillis de 
cuboïdes3. La transition d’un nœud à un autre est assurée par un forage vers le bas suivant la 
dimension du nœud précédent ou par l’ajout d’une nouvelle dimension. Des manipulations 
OLAP comme la rotation ou les restrictions ne sont pas prises en compte. 
D’une manière plus générale, Dittrich et al. (2005) définissent une analyse par un graphe. 
Chaque nœud traduit un état de l’analyse et est représenté par les deux dimensions affichées et 
les conditions de restriction courantes. Un arc traduit la requête utilisateur appliquée. Ainsi, la 
représentation d’un état de l’analyse n’intègre pas les structures multidimensionnelles fait et 
mesures et se limite à deux dimensions.  
Par ailleurs dans (Thalhammer et al., 2001), une analyse est vue comme un graphe de cubes 
de données, où le nœud racine est le cube le plus général (dont les données sont agrégées 
selon le niveau le plus général de chaque dimension). L’état d’analyse suivant représente un 
cube où les données sont agrégées selon un niveau de granularité plus détaillé. Il faut noter 
que Sathe et Sarawagi (2001) adoptent une vision contraire des transitions d’une analyse 
OLAP. En effet, le passage d’un état d’analyse (un cube de données) à un autre est effectué 
par un forage vers le haut. 
                                                 
3
 Un cuboïde est une vue définie par un niveau hiérarchique pour chaque dimension. 
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Ainsi, les transitions d’un état de l’analyse à un autre traduisent différents sens de navigation. 
Les données sont explorées du plus général au plus détaillé (Kumar et al., 2006 ; Thalhammer 
et al., 2001 ; Sarawagi, 2000), du plus détaillé au plus général (Sathe et Sarawagi, 2001), ou 
sans sens prédéfini (Dittrich et al., 2005). 
Dans les travaux étudiés, des restrictions sont imposées sur les transitions d’une analyse. Par 
exemple, dans (Sarawagi, 2000 ; Thalhammer et al., 2001), la première requête d’une analyse 
est typiquement définie au niveau le plus haut des hiérarchies des dimensions, tandis que dans 
(Kumar et al., 2006), la première requête est définie sur une seule dimension. Certains travaux 
se limitent à l’emploi d’un langage de requêtes particulier. Nous pouvons citer le travail de 
(Giacometti et al., 2009) où une analyse OLAP est une séquence de requêtes MDX4. 
2.4 Synthèse 
Bien qu’il y ait un accord sur les catégories principales des manipulations OLAP, les 
opérateurs OLAP ne font encore aujourd’hui l’objet d’un consensus au sein de la communauté 
OLAP (Romero et Abelló, 2007). Par conséquent, divers langages sont proposés à cause de 
l’absence d’un standard de description des opérateurs OLAP. Ainsi, des problèmes de fiabilité 
et de réutilisabilité se posent pour toute approche qui est dépendante d’un langage particulier. 
Les analyses OLAP sont définies par une sucession d’états d’analyse et de transitions entre 
ces états. Divers travaux représentent une analyse OLAP de différentes manières sans avoir 
défini un formalisme. Dans ces travaux, la représentation d’un état d’analyse est restreinte à 
un sous-ensemble des éléments de la requête (Dittrich et al., 2005 ; Kumar et al., 2006) ou aux 
données manipulées (Thalhammer et al., 2001). Malgré que les outils OLAP permettent 
l’analyse des structures de la requête et des valeurs ensemble (par exemple, via une table 
multidimensionnelle (Gyssen et Lakshmanan, 1997), aucune approche ne permet d’intégrer 
ces deux niveaux dans le modèle d’un état de l’analyse.  
3 Modélisation et exploitation des 
préférences OLAP 
De nombreuses recherches sur la modélisation des préférences ont été menées par les 
communautés de recherche d’information et de base de données. Toutefois, peu de travaux 
ont étudié les péréférences dans un environnement OLAP. Pourtant, la prise en compte des 
préférences est nécessaire dans le contexte OLAP afin d’éviter les résultats vides d’une part, 
et les résultats volumineux d’une autre part (Rizzi, 2007). 
Afin de recenser les axes de recherche potentiels sur les préférences, nous faisons référence à 
certains travaux du domaine des bases de données relationnelles. Une étude détaillée de ces 
travaux peut être trouvée dans (Stefanidis et al., 2011). 
Les rares travaux sur les préférences OLAP (Bellatreche et al., 2005 ; 2006 ; Golfarelli et 
Rizzi, 2009 ; Ravat et Teste, 2008 ; Xin et Han, 2008) sont classés selon les aspects de 
modélisation des préférences et les méthodes de leur exploitation.  
                                                 
4
 MultiDimensional eXpressions, http://msdn.microsoft.com/fr-fr/site/aa216767  
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 23 
3.1 Modélisation de préférences 
Les modèles des préférences OLAP sont définis à divers niveaux selon deux approches de 
modélisation différentes. 
3.1.1 Niveau des préférences 
Au niveau des bases de données, les préférences sont généralement exprimées sur les n-uplets. 
Ces modèles sont inadaptés aux BDM où les préférences doivent spécifier le chemin des 
données que l’usager désire analyser (Golfarelli et al., 2011). Ainsi, les modèles des 
préférences OLAP ont porté sur le schéma ainsi que les valeurs de la BDM. 
Les préférences sur le schéma de la BDM sont définies sur deux niveaux : 
− les préférences sur les dimensions (Bellatreche et al., 2006) décrivent l’ensemble des 
dimensions pertinentes pour l’analyse d’un fait. 
− les préférences sur les paramètres (Golfarelli et Rizzi, 2009, Ravat et Teste, 2008) 
spécifient les niveaux de granularité préférés au long d’une dimension.  
Les modèles proposées dans (Bellatreche et al., 2006 ; Golfarelli et Rizzi, 2009 ; Xin et Han, 
2008) supportent des préférences sur des valeurs de mesures élémentaires (par exemple, 
Nb_publis > 2) ou agrégées (par exemple, SUM(Nb_publis) > 10). Il peut s’agir également de 
préférences sur les valeurs des attributs de dimension (Bellatreche et al., 2006 ; Golfarelli et 
Rizzi, 2009), par exemple Année > 2010. 
La sémantique des préférences définies sur le même élément du schéma varie d’une approche 
à une autre. Considérons par exemple une préférence de l’usager sur l’attribut « Ville ». Selon 
Ravat et Teste (2008), cette préférence qualifie l’importance de l’attribut ville par rapport aux 
autres attributs de la dimension géographique. Cette préférence spécifie selon Golfarelli et 
Rizzi (2009) l’importance des valeurs de mesures agrégées par ville par rapport aux valeurs 
des mêmes mesures lorsqu’elles sont agrégées selon d’autres attributs.  
Il faut noter que dans le modèle de Golfarelli et Rizzi (2009), une préférence sur les valeurs 
d’un attribut est propagée suivant la hiérarchie. Par exemple, une préférence de la ville de 
Toulouse siginifie que l’usager préfère, en plus des données de cette ville, les données de la 
France (pays de cette ville) et des différents départements toulousains. 
3.1.2 Formulation de préférences 
Les travaux de modélisation des préférences OLAP se sont basés sur des approches 
initialement définies pour les bases de données. Les préférences sont formulées dans ces 
approches selon une approche quantitative (Agrawal et Wimmers, 2000; Koutrika et 
Ioannidis, 2004, 2005a) ou qualitative (Kießling, 2002 ; Chomicki, 2003). 
Selon les approches qualitatives, les préférences sur un ensemble sont formulées par des 
relations d’ordre entre ses éléments.  
Soit E un ensemble et une relation binaire sur cet ensemble notée « ≤ », cette relation est une 
relation d'ordre si pour tous x, y et z éléments de E : 
− x ≤ x (réflexivité) 
− (x ≤ y et y ≤ x) ⇒ x = y (antisymétrie) 
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− (x ≤ y et y ≤ z) ⇒ x ≤ z (transitivité) 
La plupart des travaux  proposent la définition d’un ordre strict partiel sur les attributs de 
dimensions (Bellatreche et al., 2006) ou sur les n-uplets de la BDM (Golfarelli et Rizzi, 
2009). Un ordre partiel strict sur un ensemble E est une relation binaire irréflexive, transitive 
et asymétrique (Chomicki, 2003) sur les éléments de E. 
Les approches quantitatives permettent d’exprimer les préférences d’une façon indirecte par 
l’utilisation de fonctions de score qui associent un nombre réel à chaque n-uplet du résultat de 
la requête. Dans ce cas, un n-uplet t1 est préféré à un n-uplet t2 si son score est supérieur à 
celui de t2.  
Approches qualitatives Vs. Approches quantitatives 
Les approches qualitatives pemettent une formulation relative des préférences à travers une 
comparaison entre deux éléments (par exemple « je préfère le domaine des entrepôts de 
données aux réseaux »). Cette formulation est intuitive pour les usagers. Par contre, les 
approches quantitatives permettent de formuler des préférences d’une manière absolue sur les 
éléments désirés (par exemple « j’aime beaucoup le domaine des entrepôts de données » et 
« je préfère le domaine des réseaux avec un degré inférieur »). 
En terme d’expressivité, les approches qualitatives sont plus générales puisqu’on ne peut pas 
traduire toutes les relations d’ordre par des fonctions de score. Cependant, ces approches ne 
permettent pas de traduire la différence de l’intensité des préférences. Par exemple, elles ne 
permettent pas de distinguer les préférences « j’aime beaucoup les bases de données » et 
« j’aime un peu les bases de données ».  
Quant à l’acquisition des préférences, il est plus facile de définir des relations de préférences 
entre des couples d’éléments que de spécifier des scores. Cependant, l’emploi de telles 
préférences pour ordonner des valeurs agrégées est plus compliqué que l’évaluation d’une 
fonction de score. Il faut noter qu’une méthode typique pour inférer implicitement les 
préférences qualitatives est de calculer à partir du log le nombre d’occurrences des éléments 
sélectionés au passé (Holland et al., 2003). Ces occurrences, qui peuvent être assimilées à des 
scores de préférences, sont ensuite utilisées pour déduire les relations d’ordre. Récemment 
Aligon et al. (2011) ont proposé une approche d'extraction de règles d'association à partir de 
l'historique des requêtes MDX, qui sont ensuite traduites en préférences. 
3.1.3 Contextualisation 
Une préférence peut être associée à un contexte. Dans ce cas, elle est dite contextuelle (ou 
conditionnelle). Le contexte d'une préférence définit sa portée, c'est-à-dire l'environnement 
dans lequel elle doit être prise en compte. 
Définition. Une préférence contextuelle est un couple (P, C), où P est une préférence et C est 
un contexte. 
La partie contexte spécifie les conditions sous lesquelles la préférence P sera activée, où P 
peut être formulée selon une approche quantitative ou qualitative. Dans cette section, nous 
nous focalisons sur la partie contexte. Comme aucun travail n’a été dédié à la modélisation 
des contextes en OLAP, nous faisons référence à des travaux dans les domaines connexes afin 
d’étudier le besoin pour la contextualisation. 
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La prise en compte du contexte courant de l’usager pour l’adaptation du comportement d’une 
application a été intensivement étudiée. Plusieurs définitions du contexte ont été proposées 
(Brown et al. 1997; Schmidt et al. 1999). Une définition générale est la suivante: 
« Le contexte est toute information succeptible de caractériser la situation d’une entité. Une 
entité est une personne, un lieu ou un objet qui est considéré pertinent pour l’interaction entre 
l’usager et l’application, incluant l’utilisateur et l’application » (Dey, 2001). 
Dans cette perspective, Stefanidis et al. (2011) définissent le contexte dans les bases de 
données par toute information externe à la base qui permet de caractériser la situation de 
l’usager ou toute information qui peut caractériser les données en soi. Ainsi, nous distinguons 
entre deux catégories de contextes : les contextes internes et les contextes externes. 
Un contexte interne est décrit par des attrinbuts ou des conditions sur les valeurs de la base de 
données ou de la requête. Les contextes internes dans (Agrawal et al. 2006; Chomicki 2003) 
sont définis par des conditions sur la présence de valeurs spécifiques d’attributs de la base de 
données. 
Un contexte externe définit une situation externe à la base de données. Il est typiquement 
défini par des attributs spécifiques appelés paramètres de contexte (Stefanidis et al., 2007). 
L’accompagnement de l’usager, son emplacement et la date courante sont des exemples de 
paramètres de contexte. 
Exemple. Considérons une préférence de l’usager pour les publications en entrepôts de 
données. Un contexte interne associé à cette préférence peut être « l’année de publication est 
supérieure à 2000 ». Un exemple de contexte externe pour cette préférence est « en réunion de 
travail ». 
La relation entre les préférences et les contextes externes est typiquement représentée par une 
relation de type M:N selon le formalisme Entité/Association (Holland et Kießling, 2004). 
L’association de préférences à des contextes internes peut être représentée graphiquement par 
les réseaux CP-net, Conditional Preference network (Boutilier et al. 2004).  
3.2 Exploitation de préférences 
Durant un processus de personnalisation basé sur les préférences, différents problèmes se 
posent par rapport au traitement des préférences : Comment exprimer les préférences ? 
Comment sélectionner celles qui sont pertinentes ? Comment intégrer ces préférences dans la 
requête ? Quels impacts auront-elles sur l’exécution de la requête ? 
Expression des préférences 
Les préférences qui expriment des besoins spécifiques de l’usager à long terme sont stockées. 
D’autres préférences qui représentent des besoins à court terme sont exprimées explicitement 
au moment de la requête suivant différentes manières.  
Les préférences quantitatives sont formulées dans (Ravat et Teste, 2008) par des règles ECA 
(Evènement-Condition-Action) qui associent un poids à un attribut de dimension lorsqu’une 
opération OLAP est invoquée. Cette action est contrainte par la satisfaction d’une condition. 
Exemple. Considérons une préférence de l’usager pour le niveau de granularité Année de la 
dimension temporelle. Cette préférence est décrite par la règle suivante. 
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CREATE RULE R1 ON Dates 
WHEN displayed 
THEN priority(Dates. Année, 1); 
Golfarelli et Rizzi (2009) ont défini une algèbre de formulation de préférences qualitatives 
simples (POS, NEG, CONTAIN, …). Cette algèbre est enrichie par deux opérateurs de 
composition de préférences : Pareto (⊗) pour indiquer le même degré d’importance entre 
deux préférences et Priorisation (⊳) pour définir un ordre de priorité entre préférences. Ces 
différents opérateurs sont ensuite intégrés dans une requête MDX à l’aide de clause 
PREFERRING. 
Exemple. La préférence de l’exemple précédent est formulée à l’aide de l’opérateur suivant : 
CONTAIN(Dates,Année). Lors de la définition d’une requête MDX, cette préférence sera 
intégrée à l’aide de la clause suivante : PREFERRING Dates CONTAIN Année. 
Les préférences de Xin et Han (2008) sont exprimées par des fonctions de score. Par exemple, 
afin de rechercher les meilleurs doctorants qui publient dans des conférences avec un taux 
d’acceptation proche de 20% et qui sont organisées depuis 1980, la clause suivante est définie 
au niveau de la requête SQL :  
Order By (Tx_accep − 20)+ (Date_deb − 1980) ;  étant un paramètre de pondération 
des deux préférences. 
D’autres méthodes d’expression explicite de préférences ont été étudiées en bases de données. 
Nous pouvons citer les modèles de description logique de Bunningen et al. (2006) et de 
Chomicki (2003).  
Les méthodes explicites demandent un effort de formulation de la part de l’usager qui ne sait 
parfois pas exprimer ses préférences par un langage descriptif. Afin de remédier à ces 
problèmes, certains travaux proposent d’acquérir implictement les préférences à partir de 
l’historique des interactions de l’usager avec le système (Holland et al., 2003). Ces 
préférences sont stockées dans un profil. 
Remarque. Il faut noter que la notion de profil est différente de celle du log. Le log est 
composé de requêtes ou de sessions de requêtes, alors qu’un profil est composé d’éléments de 
requêtes (Bellatreche et al., 2006) auxquels sont rajoutées éventuellement des caractéristiques 
de l’usager telles que ses données démographiques (Garrigós et al. 2009). Certaines approches 
exploitent directement un log sans construire un profil (Giacometti et al., 2009 ; Chatzopoulou 
et al., 2009). 
Sélection des préférences 
Une étape de sélection des préférences est nécessaire pour déterminer celles qui seront 
utilisées dans le processus de personnalisation. 
Une première méthode est centrée sur l’applicabilité de la préférence. Une préférence P est 
applicable à une requête Q si l’exécution de Q combinée conjonctivement avec P ne renvoie 
pas un résultat vide (Golfarelli et al., 2011) ou si le score de P est supérieur à un seuil exprimé 
dans Q (Ravat et Teste, 2008). Nous pouvons aussi citer l’approche de (Cuppens et 
Demolombe, 1991) où une préférence est applicable à une requête Q si son prédicat est 
impliqué logiquement par un prédicat de Q. 
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Une deuxième méthode a été proposée en bases de données où les préférences sont 
sélectionnées si leurs contextes apparient avec le contexte de la requête. 
− Si une préférence P est rattachée à un contexte interne C, la sélection de P dépend 
d’une confrontation entre le contexte C et les tuples de la base de données (Stefanidis 
et al., 2009) ou les attributs de la requête (Agrawal et al. 2006).  
− Dans le cas de contexte externe, le contexte courant de l’usager CC(U) est d’abord 
détecté. Une préférence est sélectionnée si son contexte apparie avec CC(U). Selon 
(Bunningen et al., 2006 ; Stefanidis et al., 2007), l’appriement de contexte revient à 
déterminer les contextes qui sont égaux ou plus généraux que CC(U). Par exemple, si 
l’usager est localisé à Toulouse au moment de la requête, les préférences qui sont 
associées à la localisation France sont sélectionnées. 
Impact des préférences 
Les préférences OLAP ont des impacts différents sur la restitution des données. Selon une 
première approche, les préférences sont intégrées dans la requête en tant que contraintes 
optionnelles. Les n-uplets qui satisfont les préférences autant que possible sont restituées, 
même si aucun n-uplet ne satisfait toutes les préférences (Golfarelli et Rizzi, 2009 ; Golfarelli 
et al, 2011). Dans une deuxième approche, les préférences sont intégrées dans la requête 
comme des contraintes fortes. Par exemple, les préférences sur les valeurs d’un attribut de 
dimension sont intégrées en tant que conditions de sélection au sein de la requête initiale 
(Bellatreche et al., 2006). Les préférences sur les attributs de dimension sont intégrées au 
niveau de la clause Group-By d’une requête SQL (Ravat et Teste, 2008). 
3.3 Synthèse sur la modélisation et l’exploitation 
des préférences OLAP 
En résumé, les modèles de préférences OLAP varient selon le niveau de définition (schéma ou 
valeurs de la BDM) et la méthode de formulation (quantitative ou qualitative). Les 
préférences exprimées implictement ou explicitement sont utilisées en tant que contraintes 
fortes ou optionnelles. Le Tableau 1 donne une vision synthétique de ces approches. A partir 
de ce tableau, nous pouvons constater des insuffisances au niveau de la modélisation et de 
l’usage des préférences OLAP. 
En terme de modélisation, nous avons relevé le manque de modèles de préférences portant sur 
toutes les structures multidimensionnelles de la BDM. De plus, nous avons constaté l’absence 
de modèle de préférence OLAP contextuelle. La prise en compte du contexte permettrait de 
décrire plus précisément les préférences de l’usager (Garrigós et al., 2009). Il faut noter que 
malgré de nombreuses propositions de modèles de préférences contextueles en bases de 
données, aucune n’est parfaitement adaptée au domaine OLAP. Par exemple, dans (Agrawal 
et al. 2006) la modélisation des contextes internes sous forme de vecteur composé des 
attributs de la requête et de leurs valeurs ne prend pas en compte l’organisation 
multidimensionnelle et hiérarchique des stuctures et valeurs d’une BDM.  
En ce qui concerne l’usage des préférences, la prise en compte du contexte courant permettrait 
de restreindre l’ensemble des préférences sélectionnées. 
 
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 28 



















































































Mesures   ×  
Dimensions ×    
Paramètres  × ×  
Valeurs × ×  × 
Forme Qual. Qual. Quant. Quant. 









explicite  × × × 
implicte  ×   
Sélection Ordre BMO5 Score>seuil  







Impact forte optionnelle forte optionnelle 
Tableau 1. Récapitulatif des travaux sur la modélisation et l’usage des préférences OLAP 
4 Personnalisation des systèmes OLAP 
Selon (Garrigós et al., 2009), la personnalisation est un processus d’adaptation du système 
OLAP à certaines informations relatives à l’usager telles que ses objectifs, ses 
caractéristiques, son comportement et son contexte. Ainsi, les travaux sur la personnalisation 
dans la communauté des bases de données multidimensionnelles ont porté sur les différents 
niveaux de l’architecture des systèmes OLAP. Nous présentons dans la suite les travaux de 
personnalisation par niveau : la personnalisation du schéma multidimensionnel, la 
personnalisation de l’interrogation des données (couvrant les trois services de 
personnalisation de l’accès à l’information définis dans la section 3.1 du chapitre 1), la 
personnalisation de la visualisation des données et la personnalisation de la prise de décision. 
4.1 Personnalisation du schéma OLAP 
Après la conception du schéma de la BDM, les besoins de l’usager peuvent évoluer dans le 
temps (Favre et al., 2007; Hurtado et al., 1999 ; Garrigós et al. 2009). Les travaux sur la 
personnalisation du schéma multidimensionnel répondent à la problématique suivante : 
Comment adapter le schéma d’une base de données multidimensionnelles aux besoins 
évolutifs de chaque usager ?  
Deux approches ont été proposées : l’évolution du schéma et la gestion de vues du schéma.  
                                                 
5
 « Best Matches Only » 
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La première approche est centrée sur la mise à jour des hiérarchies des dimensions. Deux 
niveaux de mise à jour sont distingués : 1) l’ajout ou la suppression d’un niveau de granularité 
et 2) l’ajout ou la suppression d’une instance de dimension.     
Dans (Blaschka et al., 1999 ; Hurtado et al., 1999), des opérateurs d’évolution sont définis 
pour mettre à jour les hiérarchies des dimensions, tandis que plus récemment, Favre et al. 
(2007) ont proposé une approche à base de règles. Les travaux d’évolution du schéma 
engendrent la mise à jour du schéma physique de la base de données multidimensionnelles. 
Une étape de maintenance est effectuée en conséquence afin de propager les mises à jour au 
niveau des agrégats. Ceci implique des mises à jour, qui peuvent s’avérer lourdes et 
complexes, des processus d’alimentation et de rafraîchissement de la BDM.  
La deuxième approche de personnalisation du schéma permet de générer une vue 
personnalisée du schéma en fonction du profil de l’usager courant (Garrigós et al., 2009). Il 
s’agit de cacher des éléments de la constellation à l’usager. La personnalisation du schéma est 
répartie en deux étapes. Les profils utilisateurs sont définis durant la phase de conception. Ils 
sont ensuite combinés à des règles ECA afin de générer des vues personnalisées du schéma au 
moment de sa consultation ou de son interrogation. Cette approche n’induit pas de 
modification du schéma physique de la base. Son inconvénient majeur est l’impossibilité 
d’ajout d’un élément de la constellation pour répondre à un nouveau besoin de l’usager. 
4.2 Personnalisation de l’interrogation des 
données 
Les travaux de personnalisation de l’interrogation des données se situent au niveau 
« restitution et analyse » du système OLAP (cf. chapitre 1, Figure 1). Ils répondent à la 
problématique suivante :  
Parmi les éléments du schéma multidimensionnel et le volume important des données 
stockées, comment déterminer une requête qui répond au mieux aux besoins de l’usager et 
comment renvoyer ensuite un résultat pertinent ?  
Ainsi, ces travaux permettent de personnaliser l’interrogation du schéma et/ou des instances 
de la base de données multidimensionnelles. Deux catégories de travaux peuvent être 
distinguées: 
− des travaux permettant la personnalisation des requêtes de l’usager 
− des travaux visant à assister l’usager dans la définition des requêtes, appelés 
communément des travaux de recommandation. 
4.2.1 Personnalisation de requêtes 
La personnalisation de requête est basée sur le constat que des usagers peuvent juger des 
résultats différents pertinents lors du requêtage des données (Pitkow et al. 2002). L’objectif de 
cette approche est de restituer les données les plus pertinentes pour chaque usager. 
Définition. La personnalisation de requête est un mécanisme effectué avant ou après 
l’évaluation de la requête afin de changer la requête ou l’ordre du résultat.  
Deux approches de personnalisation des requêtes OLAP ont été proposées: 
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 30 
− Expansion de la requête afin de mieux traduire les besoins de l’usager. 
− Tri du résultat en fonction de préférences afin de retourner les meilleurs objets. On 
parle dans ce cas de requêtes de tri ou de préférences. 
Expansion de requêtes 
Les méthodes d’expansion des requêtes supposent l’existence d’un profil de l’usager. Des 
éléments du profil sont utilisés pour étendre la requête de l’usager. Ceci se traduit par l'ajout 
de conditions de sélection (Bellatreche et al., 2005, 2006), d’attributs d’agrégation (Ravat et 
al., 2007a), … La version étendue de la requête est ensuite exécutée en substitution de la 
requête initiale afin de générer un résultat adapté à l’usager. 
Le processus de personnalisation de requêtes par expansion se déroule en deux étapes:  
− Sélection d’un sous-ensemble des éléments du profil ou des préférences définies en 
ligne qui sera utilisé pour personnaliser la requête. Notons que plusieurs travaux 
effectués dans la communauté des bases de données (Agrawal et al., 2006 ; 
Bunningen et al., 2006 ; Holland et Kießling, 2004 ; Stefanidis et al., 2007) 
considèrent cette étape comme un processus de résolution de contexte. Il s’agit du cas 
de préférences contextuelles où celles qui sont rattachées au contexte de la requête 
sont sélectionnées.  
− Intégration des éléments sélectionnés dans la requête initiale. 
Exemple. Supposons que la requête Q à personnaliser concerne les publications de l’équipe 
SIG, et que le profil de l'usager indique son intérêt aux publications dans des revues 
internationales durant l’année en cours. Une requête personnalisée Q* de la requête Q sera les 
publications de l’équipe SIG dans des revues internationales en 2011. 
Requêtes de tri 
La catégorie des requêtes de tri la plus étudiée est celles des requêtes Top-K qui permettent de 
renvoyer seulement les k meilleurs objets du résultat (Li et al., 2007a; Li et al., 2007b; Loh et 
al., 2002; Xin et Han, 2008). Les critères de tri sont définis en tant que conditions faibles 
(soft) afin de rendre la sélection des n-uplets flexible. 
Les requêtes top-k permettent de trier le résultat selon des fonctions de score. Ces fonctions 
portent sur un ou plusieurs attributs (par exemple, les 10 appartements avec le loyer le moins 
cher et la surface la plus grande), d’une ou plusieurs tables de la base (par exemple, les 10 
appartements avec le loyer et le coût de vie de la ville les moins chers). 
Typiquement, une fonction de score est utilisée pour associer chaque n-uplet du résultat avec 
un score, puis les k n-uplets avec les scores les plus élevés sont restitués. Cependant, d’autres 
critères de tri du résultat ont été étudiés. Selon Ilyas et al. (2008), il existe trois modèles de 
requêtes de type top-k selon le type des objets auxquels on attribue les scores: le modèle top-k 
sélections, le modèle top-k jointures et le modèle top-k groupes d’agrégation. 
Dans le modèle top-k sélections, les scores sont attachés aux n-uplets de la base. Le processus 
d’exécution d’une requête est effectué comme suit. Les n-uplets sont sélectionnés selon les 
conditions de base de la requête. Puis les n-uplets sélectionnés sont triés selon la fonction de 
score. L’ensemble non vide des meilleurs n-uplets est ensuite renvoyé. 
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Dans le modèle top-k jointures, les scores sont attribués aux résultats de jointures entre 
différentes tables de la base. Les jointures entre les tables sont effectuées, puis les n-uplets qui 
résultent des jointures sont triés pour en retourner les meilleurs. 
Selon le modèle top-k groupes d’agrégation, les scores sont calculés pour des groupes de n-
uplets. Le traitement d’une requête nécessite d’abord de calculer les groupes de n-tuples puis 
les trier selon une fonction de score de groupes (Li et al., 2006), telle que la somme. Le 
regroupement peut être basé sur les attributs d’agrégation de la requête ou sur d’autres 
attributs (Li et al., 2007a). 
Ainsi, le processus de tri peut être effectué avant (modèle top-k jointures) ou après (modèles 
top-k sélections et top-k groupes d’agrégation) l’évaluation de la requête. 
Il faut noter que lorsqu’il est difficile de définir une fonction de score ou lorsque les 
préférences ne sont pas précises, d’autres types de requêtes de tri sont utilisés. Il s’agit 
essentiellement de requêtes Skyline où seulement les objets non dominés du résultat sont 
retournés. Introduit initialement par Börzsönyi et al. (2001), plusieurs travaux ont étudié 
l’évaluation et l’optimisation de l’opérateur Skyline.  
4.2.2 Recommandation de requêtes 
Les approches de recommandation ont été largement étudiées dans le domaine du web. Un 
état de l’art détaillé peut être trouvé dans (Adomavicius et Tuzhilin, 2005 ; Ioannidis et 
Koutrika, 2005). Certains travaux se basent sur le paradigme OLAP afin de générer des 
recommandations (Adomavicius et Tuzhilin, 2001) pour les applications de commerce 
électronique. Mais, peu de travaux (Giacometti et al., 2008, 2009 ; Sarawagi, 1999, 2000) ont 
considéré la recommandation dans le contexte OLAP.  
Contrairement au domaine du web où les objets recommandés sont de différents niveaux de 
granularité (un article, plusieurs articles, une page web, …), les travaux en OLAP se 
focalisent sur la recommandation de requêtes (Marcel et Negre, 2011) afin de prendre en 
compte l’aspect navigationnel de l’interrogation des données OLAP. Ils répondent à la 
problématique suivante : « comment guider l'usager dans l’exploration de la BDM afin de 
l’aider dans son processus de prise de décision? ». 
Définition. La recommandation de requête est l’action de proposer à l’usager une requête ou 
des parties de requête d’une manière adaptée à ses intérêts et/ou à son analyse en cours afin de 
l’assister dans l’exploration des données. 
La recommandation de requête fournit deux fonctionnalités : 1) l’assistance à la définition de 
requête par la proposition de parties de requête et 2) la proposition de requêtes complètes afin 
de faciliter l’exploration de l’espace multidimensionnel. Cependant, seule la deuxième 
fonctionnalité a été étudiée par la communauté des bases de données multidimensionnelles 
(Giacometti et al., 2008, 2009). Aucun travail sur l’assistance à la formulation de requête 
OLAP n’a été proposé à l’image des travaux sur les requêtes SQL en base de données (Fan et 
al., 2011).  
Outre les approches de recommandation des domaines du web et des bases de données, une 
nouvelle approche a été proposée en OLAP, à savoir la recommandation basée sur les 
exceptions (Kumar et al., 2006 ; Sarawagi et al., 1998) permettant de retrouver des données 
qui sont difficilement repérées à l’aide des analyses OLAP classiques. 
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 32 
Il faut noter que malgré la richesse des travaux sur la recommandation des requêtes SQL de 
bases de données (Akbarnejad et al. 2010 ; Chatzopoulou et al., 2009 ; Khoussainova et al., 
2009), les approches proposées ne peuvent pas être directement appliquées à l’OLAP à cause 
de l’incohérence de leurs modèles de données avec les concepts de base de l’OLAP, à savoir 
la modélisation multidimensionnelle. 
4.3 Personnalisation de la visualisation des 
données 
Le problème du volume souvent important du résultat des requêtes OLAP a fait l’objet 
d’étude de la personnalisation de la visualisation dans les BDM (Stolte, 2003). Certains 
travaux considèrent la personnalisation de la visualisation comme une approche de 
personnalisation de l’interrogation des données (Golfarelli, 2010). A notre sens, il s’agit d’un 
axe de personnalisation indépendant. D’une part, la personnalisation de la visualisation relève 
de l’interaction Homme-Machine et concerne un autre niveau de l’architecture des systèmes 
OLAP (structures de visualisation). D’autre part, il s’agit d’un mécanisme qui est 
généralement effectué après la personnalisation de l’interrogation de données.  
La personnalisation de la visualisation des données est l’action d’adapter l’interface de 
visualisation des données en fonction d’un modèle de l’usager ou de critères externes tels que 
le type et la taille du dispositif utilisé. 
Les travaux dans cet axe ont porté sur : 
− La personnalisation de la structure d’affichage du résultat d’une requête, en 
définissant par exemple la disposition des données sur les axes d’une table 
multidimensionnelle (Bellatreche et al., 2005). 
− La mise en valeur de certains indicateurs décisionnels, par exemple les chemins de 
navigation les plus visités (Garrigós et al., 2009). 
4.4 Personnalisation de la prise de décision 
Les travaux de personnalisation dans cet axe se situent au niveau de la dernière étape d’un 
processus de prise de décision.  
Une première approche permet d’aider l’usager à mieux interpréter les données 
multidimensionnelles afin de prendre une décision pertinente. Cabanac et al. (2007) proposent 
d’intégrer des annotations sur le schéma et sur les valeurs d’une BDM afin de conserver les 
commentaires, les réflexions et les explications formulés lors des analyses. Ces annotations 
sont restituées par le système OLAP conjointement aux éléments auxquels elles sont 
rattachées (Jerbi, 2007). Elles sont utilisées à des fins personnelles (réutilisation des réflexions 
précédentes) ou collectives (confrontation de différentes interprétations). 
Une deuxième approche permet d’aller au-delà de l’assistance à la prise de décision par 
l’automatisation de la prise de décision (Thalhammer et al., 2001). Des règles d’analyse sont 
définies par l’usager afin de traduire le processus de prise de décision manuel. Une action, 
correspondant à une décision (par exemple changer le prix d’un article) est effectuée suite à 
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un évènement au niveau des bases de données sources (par exemple la diminution de la 
quantité en stock). 
4.5 Synthèse 
Les travaux sur la personnalisation des systèmes OLAP ont couvert, au sens général, les 
différents services de personnalisation que nous avons identifiés dans les domaines de la 
recherche d’information et des bases de données (cf. chapitre 1, section 3.1). 
D’autres services ont été étudiés afin de répondre à des problématiques crutiales en OLAP, 
telles que la personnalisation du schéma multidimensionnel et la personnalisation de la prise 
de décision. 
En ce qui concerne la personnalisation de l’interrogation des données, plusieurs travaux ont 
été menés sur les requêtes de tri. Cependant, peu d’effort a été consacré à la personnalisation 
des requêtes par expansion ainsi qu’à la recommandation des requêtes. Pourtant, ces deux 
techniques représenteraient des solutions potentielles au problème du volume important des 
données décisionnelles stockées, ainsi que celui des résultats renvoyées par les requêtes 
multidimensionnelles. 
5 Personnalisation de l'interrogation des 
bases de données multidimensionnelles 
Après avoir présenté en section 4 un état de l'art général sur la personnalisation des systèmes 
OLAP, nous présentons dans cette section une étude plus détaillée qui est centrée sur le 
niveau de l’interrogation des données.  
Nous avons considéré les travaux les plus significatifs qui répondent au mieux à notre 
problématique de recherche. Nous examinons les travaux retenus selon les axes approche 
globale, algorithme de personnalisation et implantation du système et relativement à des 
critères d’évaluation jugés importants pour ces axes. 
5.1 Critères d’étude des travaux de 
personnalisation de l’interrogation des BDM 
Soit O l’objet renvoyé par la fonctionnalité de personnalisation, O peut être une requête, un 
ensemble de requêtes, ou un ensemble de tuples. 
Les travaux considérés sont évalués suivant trois axes : 
− l’approche de personnalisation, concernant la nature et les caractéristiques de la 
fonctionnalité de personnalisation qui est offerte à l’usager 
− l’algorithme appliqué, précisant comment O est généré 
− l’implantation du système, indiquant comment la fonctionnalité de personnalisation 
est mise en œuvre 
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5.1.1 Critères liés à l’approche 
Objectif 
Rappelons qu’il existe deux objectifs majeurs des approches de personnalisation de 
l’interrogation des BDM (cf. section 4.2) : la personnalisation et la recommandation de 
requête. Afin de donner une classification détaillée des objectifs, nous distinguerons dans le 
cas de recommandation entre l’assistance à la définition de requête et la recommandation de 
requête complète. 
Catégorie 
Selon le principe de génération du service personnalisé, une approche peut être: 
− centrée sur l’utilisateur : un modèle de l’usager est principalement utilisé pour la 
production du service personnalisé. 
− centrée sur les données internes à la BDM (schéma, tuples, métadonnées). 
− basée sur l’historique des manipulations des usagers (sans en déduire un modèle de 
l’utilisateur).    
Notons que dans le cas des approches centrées sur les données ou sur l’historique, un service 
est généré puis est personnalisé en exploitant un modèle utilisateur (personnalisation d’un 
service généré). Cependant, une approche centrée sur l’utilisateur utilise un modèle utilisateur 
pour produire un service (génération d’un service personnalisé). 
Modèle d’analyse OLAP 
Ce critère définit le modèle d’analyse OLAP adopté (cf. section 2.3). Nous considérons en 
particulier le sens de navigation adpoté, le modèle d’un état d’analyse et la présence d’une 
modélisation générique de l’analyse OLAP. 
Proactivité 
Ce critère évalue la capacité de l’approche à intervenir activement sans dépendre d’éléments 
qui ne sont disponibles qu’en temps réel, tels que les résultats de requêtes intermédiaires.  
5.1.2 Critères liés à l’algorithme 
L’algorithme de personnalisation se déroule en deux étapes : la génération d’un ensemble 
d’objets L, puis le tri de cet ensemble afin de renvoyer le(s) meilleur(s) objet(s) O. 
Entrée et sortie 
Nous avons recensé des travaux qui renvoient une requête, un ensemble de requêtes ou un 
ensemble de tuples. 
Timing 
L’algorithme de personnalisation peut se dérouler au moment de la conception de la BDM, 
durant la définition d’une requête, ou après l’application d’une requête. 
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Méthode de génération 
La génération de l’ensemble O peut être effectuée selon une méthode descendante par 
sélection d’un sous-ensemble à partir d’un ensemble existant ou selon une méthode 
ascendante qui calcule un ensemble complet à partir d’éléments et/ou de sous-ensembles. 
Appariement 
• Matrice d’appariement 
Soit qi une requête ou une partie de requête. Le problème de personnalisation est représenté 
par une matrice M = {qi}×E, où E = {oi} est un ensemble d’objets Oi candidats ou des 
éléments servant au calcul de Oi. La valeur de M (qi,oi) est un booléen. La valeur 0 indique 
que oi est exclu du processus de personnalisation.  
• Technique 
Il s’agit de la technique utilisée pour le calcul d’un ensemble d’objets candidats O1, …, On à 
partir des éléments retenus lors de l’étape d’appariement. 
Matrice d’utilité 
Ce critère spécifie comment les objets candidats O1, …, On sont triés afin de renvoyer le(s) 
meilleur(s) objet(s). 
5.1.3 Critères liés au système 
Cet axe concerne la mise en œuvre de la fonctionnalité de personnalisation dans les systèmes 
OLAP. 
Implication de l’usager  
Ce critère juge le niveau d’automatisation du système de personnalisation. Nous distinguons 
des systèmes où les paramètres nécessaires à la personnalisation sont spécifiés par l’usager et 
des systèmes inférant ces paramètres à partir du profil utilisateur ou du contexte. 
Implantation du système 
• Généricité 
Ce critère décrit l’indépendance de l’approche par rapport aux langages de requête et aux 
structures de visualisation.  
• Performance 
Ce critère juge la performance de l’implantation de la fonctionnalité de personnalisation au 
sein d’un système OLAP. Il ne s’agit pas de mesurer la performance de l’approche mais de 
recenser les problèmes importants que peut causer l’implantation du service. 
• Extesion du moteur de requête 
Certaines approches sont implantées au niveau applicatif d’un système OLAP. D’autres 
approches suggèrent des modifications au niveau du moteur de requête OLAP afin de mettre 
en œuvre le comportement personnalisé. 
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5.2 Etude comparative des travaux de 
personnalisation de l’interrogation des BDM 
Dans cette section nous examinons en détail, selon les critères d’étude retenus en section 5.1, 
des travaux théoriques traitant la conception de systèmes OLAP personnalisés (Garrigós et al. 
2009) et des travaux proposant l’intégration de fonctionnalités de personnalisation dans des 
systèmes OLAP (Bellatreche et al., 2005, 2006 ; Giacometti et al., 2009 ; Golfarelli et al, 
2011 ; Ravat et al., 2007a ; Sarawagi, 1998, 1999, 2000; Sathe and Sarawagi, 2001). 
Ces travaux traitent la personnalisation dans le domaine OLAP. Il est à noter que dans (Sapia 
1999, 2000), une approche de prédiction du prototype de la prochaine requête est proposée 
afin d'améliorer les performances du système OLAP. Cette approche n’est pas retenue car elle 
s’inscrit dans une perspective de personnalisation qui est différente de celle étudiée. 
Exemple de référence. Afin de mener une étude comparative entre les différentes approches 
existantes, nous considérons le scénario suivant d’interrogation de la BDM dont le schéma est 
présenté dans le chapitre 1 (cf. chapitre 1, Figure 3) : 
 
!
 : L’utilisateur demande d’afficher le nombre de publications par année et par ville 
d’auteur. 
5.2.1 Proposition de Golfarelli et al. 
Les travaux de Golfarelli et al. (Golfarelli et Rizzi, 2009 ; Golfarelli et al, 2011) traitent la 
problématique des résultats volumineux ou vides des requêtes OLAP. Inspirés des travaux de 
(Kießling, 2002) en bases de données, ils se basent sur le modèle BMO (« Best Matches 
Only ») d’exécution de requêtes où seulement les tuples du résultat qui ne sont pas dominés 
par d’autres sont renvoyés.  
En ce qui concerne l’approche, il s’agit d’une approche de personnalisation de requête. La 
requête est exécutée sans personnalisation, puis les préférences sont exploitées pour 
déterminer les tuples du résultat qui sont meilleurs que tous les autres. Plus précisément, 
l’exécution de la requête suit une démarche non proactive qui évalue d’une manière 
incrémentale des requêtes enrichies par des combinaisons de préférences jusqu’à trouver une 
requête qui renvoie un résultat non vide. 
En ce qui concerne l’algorithme de personnalisation, il prend en entrée une requête, un 
ensemble de préférences et l’instance de la BDM. Il produit en sortie l’ensemble des tuples 
non dominés qui représente un sous-ensemble du résultat généré sans personnalisation. 
L’algorithme se déroule en deux étapes : la construction du graphe de dominance de 
préférences, puis le parcours du graphe. 
Le graphe de dominance est construit à partir des préférences exprimées dans la requête. 
Chaque préférence induit le partitionnement des tuples du résultat en plusieurs classes 
regroupant chacune des tuples équivalents. Chaque nœud du graphe correspond à un ensemble 
de classes qui ne sont pas dominées par d’autres ; et est représenté par un prédicat permettant 
de sélectionner les tuples de ses classes. Les arcs traduisent les liens de dominance entre les 
classes des nœuds. Le parcours du graphe est effectué selon l’ordre de dominance des nœuds. 
Pour chaque nœud visité, une requête MDX est générée par l’expansion de la requête initiale 
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avec le prédicat correspondant au nœud. Si l’exécution de la requête enrichie génère un 
résultat non vide, alors ce résultat est renvoyé à l’usager, sinon le nœud suivant est visité. 
D’un point de vue système, l’implantation de cette approche impose l’utilisation du langage 
MDX pour renvoyer des n-uplets avec différents niveaux d’agrégation. Cette implantation a 
nécessité l’extension du moteur de requête afin de prendre en compte le modèle BMO (Biondi 
et al., 2011). Il faut noter que l’application de ce modèle pose un problème de performance 
(Endres et Kießling, 2008; Hafenrichter et Kießling, 2005) à cause de l’exécution de plusieurs 
requêtes pour rechercher les tuples non dominés. Cependant, Golfarelli et al (2011) ne traitent 
pas le problème de performance de leur approche. 
En conclusion, ces travaux ont les points positifs suivant : la réduction du volume important 
du résultat et l’expressivité du modèle de préférences. Les points négatifs majeurs sont l’effort 
manuel et cogintif de formulation des préférences et la nécessité d’exécuter plusieurs requêtes 
intermédiaires afin de répondre à une seule requête utilisateur. 
Exemple. L’usager définit la requête  ! en l’annotant par les préférences P1 
(CONTAIN6(AUTEURS,Equipe)) et P2 (POS7(Année, 2011)) afin d’indiquer son intérêt au 
nombre de publications de l’année courante par équipe. La Figure 5 montre le graphe de 




Figure 5. Exemple de graphe de dominance des préférences  
La matrice d’utilité est déduite du graphe de dominance et est décrite comme suit, où une 
cellule (i; j) correspond à l’ordre de priorité de la classe j pour la requête i ( !): 
 




1 2 3 4 
 
La requête  ! est étendue par le prédicat de Class 1. Si le résultat de la requête étendue  !∗ 




                                                 
6
 CONTAIN(Di,ai) indique que les valeurs de mesure qui sont agrégées suivant l'attribut ai (et éventuellement 
d'autres attributs) de la dimension Di sont préférées aux autres valeurs. 
7
 POS(ai,vali) indique que les valeurs de mesure qui sont agrégées suivant la valeur vi de l'attribut ai sont 





POS(Année, 2011) CONTAIN(AUTEURS, Equipe)
G(f ).AUTEURS= Equipe 
⋀ Année = 2011
G(f).AUTEURS≠ Equipe 
⋀ Année ≠ 2011
G(f).AUTEURS= Equipe 
⋀ Année ≠ 2011
G(f).AUTEURS≠ Equipe 





CONTAIN(AUTEURS, Equipe) ⊗ POS(Année, 2011)
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SELECT [AUTEURS].[Ville].Members ON COLUMNS, 
[DATES].[Année].Members ON ROWS 
FROM PUBLICATIONS 
WHERE [Measures].NB_PUBLIS 
PREFERRING AUTEURS CONTAIN Equipe 
AND Année = 2011 
SELECT [AUTEURS].[Equipe].Members ON 




(a) Requête  ! définie par l’usager (b) Requête  !∗ personnalisée 
Figure 6. Exemple de personnalisation de requête selon (Golfarelli et al, 2011) 
5.2.2 Proposition de Bellatreche et al. 
L’approche de Bellatreche et al. (2005, 2006) permet de personnaliser la requête ainsi que la 
visualisation du résultat. Nous nous intéresserons uniquement à la partie de ces travaux 
consacrée à la personnalisation de requête. 
Du point de vue de l’approche, la personnalisation est centrée sur l’utilisateur. Elle consiste à 
étendre la requête de l’usager par des prédicats issus du profil. Cette approche s’applique à 
une requête ponctuelle sans considérer les requêtes précédentes de l’analyse courante. La 
modélisation de l’analyse OLAP n’est pas étudiée. 
Du point de vue de l’algorithme de personnalisation, il prend en entrée la requête Q de 
l’usager, le profil et une contrainte de visualisation. Il génère une requête Q’ ⊆ Q au sens de 
l’inclusion syntaxique des requêtes MDX. Les prédicats qui sont intégrés dans la requête 
initiale sont de la forme « Ai = vi » où vi est un élément d’un ordre strict partiel sur les valeurs 
de Ai. La recherche des éléments vi est effectuée en deux étapes. D’abord, les préférences 
stockées sont comparées à la requête (appariement de type Requête×Utilisateur). Les 
préférences sélectionnées sont utilisées pour définir un ordre sur les références8 de la requête. 
Puis, les meilleures références sont utilisées d’une manière ascendante pour construire la 
requête personnalisée. Pour chaque référence (r1, …, rn) considérée, un prédicat « Ri = ri » est 
inséré dans la requête initiale, où ri est une valeur de l’attribut de dimension Ri. 
Concernant le niveau système, l’implantation de cette approche est effectuée en dehors du 
moteur de requête OLAP puisque la requête étendue est envoyée au moteur de requête et est 
exécutée à la place de la première. 
L’avantage majeur de cette approche est le non accès aux tables fait durant le processus de 
personnalisation. Cependant, l’inconvénient est le chargement en mémoire des tables 
dimension durant ce processus, ce qui pose un problème de performance. Par ailleurs, ces 
travaux se limitent au filtrage des valeurs des attributs affichés par la requête. De plus, seules 
les préférences sous forme de prédicats égalitaires sont prises en compte. Les préférences du 
type « Nombre de publications > 10 » ne sont pas supportées. Ceci représente une limite pour 
la personnalisation des valeurs des attributs numériques, notamment les mesures. 
Exemple. Considérons le même scénario d’analyse précédent. Supposons que le profil de 
l’usager stocke les préférences suivantes, >p étant une relation d’ordre : 
P1 : Auteurs>pDates ; P2 : ‘Toulouse’>p‘Paris’>p‘Lyon’ ; P3 : 2011>p2010>p2009>p2008 ;   
P4 : IRIT>pLAAS>pERIC. 
                                                 
8
 Une référence est un N-uplet (r1, …, rn) où r1, …, rn sont des valeurs des attributs d’agrégation de la requête. 
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P4 est rejetée puisqu’elle porte sur l’attribut institut qui n’est pas affichée par la requête. Dans 
la matrice d’appariement présentée ci-dessous, une cellule (i; j) est nulle si la préférence j 
n’est pas définie sur une dimension ou un attribut de la requête i ( !). 
 




1 1 1 0 
La matrice d’utilité est traduite comme suit (une cellule (i; j) correspond au classement de la 
référence j par rapport aux références de la requête): 
 





1 2 3 4 
Supposons que la contrainte de visualisation limite le nombre de valeurs pour chaque axe à 2. 
La requête  !∗ est générée par l’insertion des prédicats « Ville=‘Toulouse’ », 
« Ville=‘Paris’ », « Année=2010 », et « Année=2011 ». 
 
SELECT [AUTEURS].[Ville].Members ON 
COLUNMS, 









(a) Requête  ! définie par l’usager (b) Requête  !∗ personnalisée 
Figure 7. Exemple de personnalisation de requête selon (Bellatreche et al., 2005, 2006) 
5.2.3 Proposition de Sarawagi et al. 
A travers une série de travaux (Sarawagi et al., 1998 ; Sarawagi 1999, 2000; Sathe et 
Sarawagi, 2001), Sarawagi a étudié comment assister l’usager par l’automatisation de 
l’exploration des données OLAP. Ces travaux considèrent qu’un usager effectue une analyse 
afin de chercher ou d’expliquer des anomalies au sein des données d’un cube OLAP. La 
recherche de n-uplets constituant une anomalie ou une explication se fait d’une manière 
progressive en appariant des sous-cubes de différents niveaux de détail (approche centrée sur 
les données). Le résultat de l’appariement d’une étape détermine s’il faut explorer un sous-
cube où un cube plus général dans l’étape suivante (approche non proactive).  
Du point de vue algorithme, nous considérons que les opérateurs proposés sont 
complémentaires. Nous étudions leurs algorithmes d’une manière intégrée. L’algorithme 
global prend en entrée le schéma et une instance de la BDM, la requête, et un profil utilisateur 
stockant les parties de la BDM les plus visitées. Chaque opérateur renvoie à l’usager un 
ensemble de n-uplets qui peut servir d’entrée à l’opérateur suivant. 
− L’opérateur INFORM (Sarawagi, 2000) renvoie les n-uplets qui contiennent des 
anomalies : les valeurs largement différentes de celles estimées à partir du profil. 
L’algorithme de cet opérateur est basé sur le principe de l’entropie maximale. 
− L’opérateur RELAX (Sathe et Sarawagi, 2001) effectue des forages vers le haut (roll-
up) afin de vérifier si une anomalie détectée est confirmée à un niveau plus général. 
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− L’opérateur DIFF (Sarawagi, 1999) effectue des forages vers le bas (drill-down) et 
renvoie les n-uplets où les différences de valeurs traduisant l’anomalie sont les plus 
importantes. 
Dans notre contexte, chaque opérateur permet de recommander une ou plusieurs requêtes 
permettant de retrouver les n-uplets qui constituent l’anomalie ou l’explication. 
Concernant le système, ces travaux se limitent à l’interrogation de la BDM à l’aide des 
opérateurs proposés et à l’affichage des données suivant une table bi-dimensionnelle. Le 
moteur de requête OLAP est étendu afin de prendre en charge ces nouveaux opérateurs. Le 
fonctionnement de l’opérateur INFORM est coûteux puisqu’il nécessite la comparaison de 
l’ensemble du cube de données avec les sous-cubes stockés dans le profil. De même, les 
opérateurs RELAX et DIFF induisent un coût important suite à l’évaluation de plusieurs sous-
cubes (vers le haut ou vers le bas) afin de détecter ou d’expliquer les anomalies.  
D’un point de vue utilisateur, l’utilisation du système nécessite parfois la définition manuelle 
des anomalies et la sélection des parties visitées d’une BDM qui sont les plus informatives. 
Bien que cette approche permette de resencer des anomalies dans un volume important de 
données agrégées, elle ne traite pas la détection d’anomalies au sein des données non 
agrégées. 
5.2.4 Proposition de Ravat et al. 
Les travaux de Ravat et al. (Ravat et al., 2007a, Ravat et Teste, 2008) se situent dans le cadre 
de la personnalisation des requêtes par expansion. Malgré la proposition d’une algèbre 
d’opérateurs OLAP, cette approche n’est pas basée sur un modèle d’analyse OLAP. La 
personnalisation d’une requête est indépendante des requêtes déjà lancées au cours de 
l’analyse courante. 
L’algorithme de personnalisation prend en entrée la requête de l’usager, le schéma de la BDM 
et un profil de l’usager comportant un ensemble de règles. Il génère une requête étendue. Une 
règle détermine les attributs de dimension à afficher. Ainsi, les règles avec un score supérieur 
à un seuil sont utilisées pour enrichir la requête. 
Du point de vue système, il est demandé à l’usager de définir les règles et de spécifier 
manuellement un seuil de personnalisation. L’implantation de cette approche est effectuée au 
niveau applicatif par l’ajout d’un module permettant d’analyser la requête et de l’enrichir en 
fonction des règles. 
L’inconvénient majeur de cette approche réside dans la subjectivité de la précision du seuil de 
la requête qui déterminera les attributs de dimension à afficher. Par ailleurs, les règles sont 
limitées au niveau des structures d’une BDM. L’approche ne permet pas par exemple de 
focaliser l’analyse sur l’année en cours.  
Exemple. Supposons qu’après l’observation du résultat de  !, l’usager définit une opération 
de forage suivant l’axe Auteurs afin d’afficher les données par Institut ( ) : 
DRILLDOWN(TRES1, AUTEURS, Institut, 0.7), TRES1 étant la table multidimensionnelle qui 
résulte de  !, 0.7 est le seuil de personnalisation. 
La requête   est appariée aux règles stockées dans le profil. Une règle est sélectionnée si elle 
est définie sur les dimensions Auteurs et Dates de  ! avec un score qui est supérieur à 0.7. 
Par exemple, R1, et R2 sont définies comme suit : 
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CREATE RULE R1 ON Auteurs 
WHEN displayed 
THEN priority(Auteurs.Equipe, 0.9); 
CREATE RULE R2 ON Dates 
WHEN displayed 
THEN priority(Dates.Année, 0.6); 
La valeur d’une cellule (i; j) de la matrice d’appariement est égale à 1 si la règle j est 
sélectionnée par rapport au seuil de la requête i (0.7). Une partie de cette matrice est : 
 




1 0 0 0 
Le système affiche le paramètre Equipe suivant l’axe Auteurs en plus du paramètre Institut 
qui est explicitement défini dans l’opération. Selon cette approche, toutes les règles 
sélectionnées sont utilisées dans le processus de personnalisation. Aucun tri des règles n’est 
effectué. 
Remarque. Bien que cette approche permette de recommander des attributs de dimension, 
elle ne représente pas une approche d’assistance à la formulation de requête. En effet, elle ne 
permet pas de traiter des requêtes incomplètes. Conformément à notre définition (cf. section 
4.2.1), il s’agit d’une approche de personnalisation de requête.  
5.2.5 Proposition de Garrigós et al. 
Contrairement aux approches précédentes où la personnalisation est effectuée après la mise en 
œuvre du système OLAP, le mécanisme de personnalisation selon Garrigós et al. (2009) 
débute depuis l’étape de conception de la BDM. Durant cette étape, un profil de l’usager est 
défini ainsi qu’un ensemble de règles ECA précisant les actions de personnalisation à 
effectuer en ligne. La deuxième étape de ce mécanisme est effectuée au moment de 
l’interrogation de la BDM. Elle permet de générer une vue du schéma en fonction du profil de 
l’usager courant afin de faciliter la tâche de formulation de requête. Il s’agit d’une approche 
d’assistance à la définition de requête. 
En ce qui concerne l’algorithme, les auteurs proposent de générer une partie du schéma de la 
BDM (approche descendante) à partir du profil de l’usager et d’un ensemble de règles. 
Contrairement à (Ravat et al., 2007a) où l’ensemble des règles ECA constitue le profil de 
l’usager, les règles proposées dans ce travail permettent de mettre à jour le profil et d’adapter 
le schéma de la BDM en fonction du profil. Un appariement entre les règles et le profil permet 
de sélectionner celles dont les conditions de déclenchement sont satisfaites. 
En ce qui concerne le système, les auteurs ne donnent pas d’indications sur l’implantation et la 
performance de leur approche. Il faut noter qu’aucune extension du moteur de requête n’est 
obligatoire puisque la personnalisation concerne la consultation du schéma. Cependant, un 
langage de définition des règles est utilisé. 
En conclusion, les auteurs donnent les grandes lignes d’une approche de personnalisation qui 
est mieux étudiée dans son niveau conceptuel. Malgré la définition des informations que doit 
comporter un profil (préférences, rôle, contexte, …), les auteurs ne définissent ni le modèle de 
stockage du profil ni l’algorithme de son exploitation pour la personnalisation. 
Exemple. Considérons le même scénario de l’exemple précédent en supposant que l’usager 
n’a pas encore décidé du niveau de forage. Supposons que la dimension Auteurs comporte un 
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nombre important d’attributs (nom de l’auteur, équipe, institut, ville, région, pays, continent). 
Le profil comporte le rôle de l’usager (directeur du laboratoire). Soient les règles suivantes : 
Rule: R1 















Suite à la première requête  !	 qui affiche la dimension Auteurs, la règle R2 est déclenchée 
afin de spécifier les attributs pertinents. Une partie de la matrice d’appariement suite à la 
requête  !	 est la suivante, sachant que les règles R3 et R4 sont associées au rôle étudiant. 
 
M R1 R2 R3 R4  ! 0 1 0 0 
Lorsque l’usager consulte le schéma pour définir la requête de forage, le système lui génére 
une vue personnalisée (un extrait est présenté en Figure 8). Ainsi, l’usager pourra facilement 
identifier le niveau de forage institut afin de définir la requête  	 de l’exemple précédent. 
 
  
(b) Extrait du schéma de la BDM (c) Extrait de la vue personnalisée du schéma  
Figure 8. Exemple de personnalisation selon (Garrigós et al., 2009) 
5.2.6 Proposition de Giacometti et al. 
L’approche de Giacometti et al. (2008, 2009) permet de recommander la requête suivante 
durant une analyse OLAP. Une analyse est considérée comme une succession de requêtes 
MDX, où chaque requête est représentée par un ensemble de références. Malgré son 
exploitation de l’historique des requêtes de tous les utilisateurs, cette approche n’est pas 
qualifié de collaborative. En effet, aucun appariement d’utilisateurs n’est effectué afin de 
déterminer les recommandations. Il s’agit d’une approche centrée historique qui sélectionne 
d’une façon descendante une requête à recommander à partir de l’ensemble des requêtes du 
log. 
Du point de vue de l’algorithme, il prend en entrée la session courante et un log des analyses 
effectuées sur la BDM. Il génère un ensemble de requêtes à recommander. L’algorithme 
sélectionne l’ensemble des analyses du log où apparaît l’analyse courante ou une légère 
modification de cette analyse. L’appariement des analyses est effectué par le calcul de la 
distance de Levenshtein (Levenshtein, 1966) entre l’analyse courante et chaque analyse du 
log. La requête qui succède la requête courante de l’usager dans chaque analyse sélectionnée 
est considérée comme candidate à la recommandation. Les requêtes candidates sont 
EQUIPE
AUTEURS
NOM INSTIUT VILLE REGION PAYS CONTINENT INSTITUT
AUTEURS
VILLE
CHAPITRE II : État de l’art     
Thèse de doctorat Houssem Jerbi 43 
ordonnées en fonction de leur proximité avec la requête courante de l’usager. Cette proximité 
est calculée à l’aide de la distance entre les références des requêtes. L’ordonnancement des 
requêtes peut être également effectué à l’aide du profil utilisateur en s’inspirant des travaux de 
(Bellatreche et al., 2006).  
En ce qui concerne le système, l’algorithme de génération de recommandation est implanté au 
niveau applicatif. Cependant, cet algorithme nécessite l’appariement de l’analyse courante 
avec toutes les analyses du log, ce qui induit un temps de calcul important. 
L’inconvénient majeur de cette approche est l’absence de la prise en compte de l’utilisateur 
lors de la génération des recommandations. L'ensemble des requêtes candidates est le même 
quel que soit l’utilisateur. Par ailleurs, cette approche se limite à la recommandation de 
requêtes suivant des scénarios d’analyse précédents et ne permet pas de recommander de 
nouvelles requêtes. 
Exemple. Considérons le même scénario de l’exemple précédent. Sc = < ! ,  > représente 
l’analyse courante. Supposons que les analyses stockées dans le log sont les suivantes:         
S1= <!! , !> ; S2=< ! , ,  ,	&> ; et S3 = <'!, )1 ,  , ''>. 
Dans la matrice d’appariement présentée ci-dessous, une cellule (i; j) indique la distance entre 
l’analyse i et l’analyse j. 0 indique que l’analyse i n’apparait pas dans l’analyse j. 
 
M S1 S2 S3 
Sc 0 9 4 
Les requêtes qui succèdent   dans chaque analyse sont triées en fonction de la distance de 
Hamming (Hamming, 1950) entre leurs références. Une cellule (i,j) de la matrice d’utilité 
suivante indique la distance entre la requête courante   et la requête candidate j. 
Conformément à cette matrice, l'ensemble ordonné des recommandations est <'',&>.  
 
U & ''   17 11 
5.3 Synthèse des approches de personnalisation 
de l’interrogation des BDM 
Dans cette section nous dressons un tableau comparatif des travaux examinés précédemment 
(cf. Tableau 2). Ce tableau montre qu’aucun travail ne couvre l’ensemble des critères définis 
dans la section 2 de ce chapitre. L’expression «N.D.» signifie qu’aucun élément n’a été défini 
par rapport au critère énoncé. A partir de ce tableau, nous pouvons constater les insuffisances 
suivantes : 
En ce qui concerne l’approche, la proposition d’une approche de personnalisation générique 
n’est pas traitée. Nous avons constaté l’absence d’une approche mixte qui intègre les deux 
fonctionnalités de personnalisation de requête et de recommandation pour les analyses OLAP. 
Une telle approche permettrait d’adapter le résultat de la requête à l’usager, d’une part, et de 
l’assister à définir la requête suivante, d’autre part. Les travaux de (Giacometti et al., 2009) 
permettent de personnaliser une requête recommandée sans personnaliser la requête initiale de 
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l’usager. Nous avons également noté l’absence de travaux sur l’assistance à la formulation des 
requêtes OLAP. 
Concernant l’algorithme de personnalisation, aucun travail ne considère les préférences pour 
générer les recommandations. Par ailleurs, les approches d’appriement proposées ne 
permettent pas un appariement détaillé de fragments de requêtes. 
En ce qui concerne le système de personnalisation, à l’exception de (Bellatreche et al., 2005), 
tous les travaux supportent un seul langage de requête et sont dépendants de la structure de 
visualisation. 
6 Bilan de l’état de l’art 
6.1 Conclusion 
Dans ce chapitre nous avons présenté un panorama des travaux portant sur la personnalisation 
des systèmes OLAP. Nous avons pu observer que certains problèmes ont été traités et que 
d’autres problèmes existent encore. Cependant, nous avons pu remarquer plusieurs 
insuffisances qui nous paraissent importantes. 
Absence d’un modèle générique des analyses OLAP 
Les approches de représentation des analyses OLAP actuelles souffrent de l’absence de 
formalisme et de modèle globaux : 
− Un état de l’analyse est réduit soit aux données du résultat, soit aux éléments de la 
requête de laquelle il résulte. Les modèles d’état d’analyse représentant la requête 
n’intègrent pas toutes les structures multidimensionnelles d’une requête OLAP.  
− Les transitions entre les états d’analyse sont parfois limitées à certaines manipulations 
OLAP. De plus, des contraintes sur ces transitions limitent les analyses modélisées à 
des cas particuliers. Par exemple, la première requête dans certains travaux doit 
explorer les données d’une seule dimension (Dittrich et al., 2005) ou du niveau de 
granularité le plus général (Thalhammer et al., 2001 ; Sarawagi, 2000). 
Par ailleurs, les approches actuelles de représentation des analyses OLAP ne sont pas 
suffisamment génériques. Certaines restrictions sont imposées sur le langage utilisé, tel que 
MDX, et sur la structure de visualisation des données, telle que le tableau croisé (Dittrich et 
al., 2005). Ceci met en question l’intégration d’un modèle d’analyse surtout dans un contexte 
OLAP où les outils de manipulation souffrent d’une grande hétérogénéité par rapport aux 
langages proposés et sont caractérisés par une diversité des structures de visualisation des 
données. 
Modélisation partielle des préférences OLAP 
Les modèles de préférences actuels ne portent pas sur toutes les structures de BDM et les 
valeurs en même temps, ce qui limite en conséquence les possibilités de leur usage. Par 
ailleurs, aucune approche ne permet la modélisation de préférences contextuelles. 
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Méthode de génération Ascendante Ascendante Descendante Ascendante Descendante Descendante 
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Tableau 2. Synthèse des travaux sur la personnalisation de l'interrogation des BDM 
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Absence d’une approche globale de personnalisation  
L’une des limites des approches existantes est le manque de capacité de fournir des services 
de personnalisation à différents niveaux de détail (une partie d’une requête, une requête 
complète, …) et à des moments différents de la phase d’analyse (lors de la définition de la 
requête, après la définition de la requête, après la génération du résultat). Nous avons constaté 
l’absence d’une approche d’assistance à la définition des requêtes OLAP ainsi que l’absence 
d’un mécanisme global combinant les fonctionnalités de personnalisation et de 
recommandation. 
6.2 Objectifs de la thèse 
Modélisation de l’analyse OLAP 
Dans le cadre de nos travaux, nous proposons une modélisation globale des analyses OLAP. 
D’abord, l’analyse OLAP est effectuée sur un schéma en constellation regroupant plusieurs 
faits et dimensions. Nous définissons le concept de contexte d’analyse afin de modéliser un 
état donné de l’analyse OLAP. Ce concept intègre les éléments de la requête ainsi que les 
données du résultat. Le passage d’un contexte d’analyse à un autre n’est pas restreint à un 
ensemble de manipulations OLAP, ni à un sens de navigation spécifique. 
Afin de rendre tout mécanisme se basant sur le modèle d’analyse OLAP indépendant des 
choix d’implantation, notre modélisation est indépendante du langage de requête et des 
structures de visualisation des données. Les transitions sont exprimées à un niveau 
d’abstraction qui permet la prise en compte de tous les langages et opérations OLAP. Une 
représentation interne des données est utilisée pour la manipulation et l’affichage des données, 
rendant possible le choix de toute structure d’affichage. 
Modélisation des préférences de l’usager 
Afin de répondre à la problématique de modélisation des usagers, nous proposons un modèle 
de préférence global portant sur les structures et les valeurs d’une BDM. Notre modèle 
associe chaque préférence à un contexte interne représentant l’état courant de l’analyse. 
Personnalisation de l’analyse OLAP 
Nous envisageons de définir une démarche de personnalisation globale qui couvre toutes les 
étapes de l’analyse OLAP. Plus particulièrement, notre démarche permettra d’assister l’usager 
à formuler une requête OLAP, de personnaliser des requêtes définies par l’usager et de 
renvoyer, en plus du résultat de requêtes, des recommandations. Divers scénarios de 
recommandation sont proposés. La recommandation par anticipation permet de guider 
l’usager vers l’étape suivante d’analyse. La recommandation d’alternative permet de guider 
l’usager vers des étapes jugées nouvelles dans son analyse. Notre démarche est basée sur des 
structures et sur des algorithmes qui sont indépendants des langages de requête et des 
structures de visualisation. 
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1 Introduction 
Ce chapitre présente un cadre pour la prise en compte de l’usager dans les analyses OLAP.  
Exemple illustratif 
Afin d’illustrer le problème, nous allons prendre l'exemple de deux responsables d’équipes de 
recherche. Le premier s’intéresse essentiellement aux publications dans des conférences IEEE 
et ACM. Afin de suivre les performances de leurs équipes, les deux responsables souhaitent 
analyser le nombre de publications de l’année en cours par trimestre et par catégorie de 
publication. En demandant l’aide de la secrétaire du laboratoire, elle fournit à chacun un 
rapport qui est conforme à ses besoins spécifiques. Elle se base sur sa connaissance de chacun 
et sur ses discussions précédentes avec chacun. Cependant, en utilisant un outil d’analyse 
décisionnelle, le système produit le même résultat aux deux responsables. Le premier 
responsable est donc obligé de chercher dans l’espace multidimensionnel résultat les données 
qui correspondent aux catégories IEEE et ACM. Il faut noter que l’année de publication 
représente pour le premier responsable un besoin instantané qu’il exprime explicitement dans 
sa requête au niveau du système. Cependant, les catégories de la publication représentent une 
information à long terme traduisant un centre d’intérêt du responsable qui le distingue des 
autres chercheurs de son laboratoire. Par ailleurs, la secrétaire remarque en imprimant le 
rapport que le nombre de publications est très faible. Grâce à sa collaboration durant plusieurs 
années avec le deuxième responsable, elle sait qu’il cherchera le groupe de chercheurs inactifs 
afin d’organiser des réunions de travail. Elle lui fournit donc, en plus du rapport demandé, un 
rapport détaillant le nombre de publications par chercheur. 
Les systèmes OLAP actuels sont malheureusement incapables d’adopter le comportement de 
recommandation de la secrétaire car ils considèrent généralement seulement la requête de 
l’usager pour la restitution du résultat. Le système permettrait de personnaliser l’analyse des 
données OLAP grâce à la connaissance préalable de l'utilisateur. 
Objectifs et organisation du chapitre 
La définition d’un cadre pour la prise en compte de l’usager dans l’analyse OLAP nécessite 
en première étape de préciser qu’est-ce qu’on entend par une analyse (personnaliser quoi), 
donc définir la notion d’analyse OLAP au vu des limites des différentes définitions dans les 
travaux existants. En deuxième étape, nous envisageons de présenter notre modélisation de 
l’usager dans le domaine OLAP afin d’expliquer sur quelle base la personnalisation sera 
effectuée (par quel biais personnaliser). En troisième étape, nous désirons préciser comment 
pourrait-on personnaliser cette analyse (comment personnaliser). 
Premièrement, nous souhaitons que notre modèle d’analyse OLAP prenne en compte une 
notion très importante dans le domaine OLAP qui est la navigation. Vu l’absence d’un 
langage standard pour la manipulation des données OLAP d’une part (Romero et Abelló, 
2007) et la diversité des formes d’affichage des résultats, d’autre part, notre modèle d’analyse 
OLAP devra être indépendant des langages de manipulation ainsi que des structures de 
visualisation des données. 
Deuxièmement, la modélisation de l’usager doit répondre à deux problématiques essentielles. 
Le modèle doit permettre l’intégration de préférences aussi bien sur le schéma de la BDM que 
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sur ses valeurs. De plus, ce modèle doit permettre la définition de préférences contextuelles 
afin de traduire au mieux les besoins spécifiques du décideur. 
Enfin, une définition du concept de personnalisation en OLAP doit être fournie afin de limiter 
ses fonctions et de la distinguer de la variété de mécanismes de personnalisation qui ont été 
proposés dans le domaine des systèmes d’information en général. 
 
 
Figure 9. Positionnement de la personnalisation des analyses OLAP 
Plan du chapitre. La section 2 présente la modélisation en constellation des données OLAP 
ainsi que la modélisation des analyses OLAP. La section 3 décrit le modèle de préférences 
permettant de personnaliser les données OLAP, puis montre un cadre générique pour la 
personnalisation d’une analyse OLAP. 
2 De la constellation à son analyse 
Le modèle que nous proposons dans la section 2.1 constitue une généralisation du modèle en 
étoile (Kimball, 1996). Il s’agit d’un modèle en constellation qui regroupe un ensemble de 
faits associés à des dimensions qui sont munies de hiérarchies multiples. Cette modélisation 
permet l’expression d’analyses OLAP multidimensionnelles décrites dans la section 2.2. 
2.1 Modélisation des données OLAP 
Cette section explicite les concepts OLAP de modélisation des données. 
2.1.1 Modèle en constellation 
Nous proposons de modéliser les données dans une BDM par extension du concept de 
constellation (Ravat et al., 2008) afin de permettre sa personnalisation. L’extension consiste à 
intégrer un ensemble de préférences utilisateur. Une constellation est donc composée de faits 
(FCS) et de dimensions (DCS) interconnectés (StarCS) ainsi que de préférences (PCS).  
Définition. Une constellation CS est définie par (NCS, FCS, DCS, StarCS, PCS) où  
− NCS est le nom de la constellation,  
− FCS = {F1, …, Fn} est un ensemble de faits,  
− DCS = {D1, …, Dm} est un ensemble de dimensions,  
− StarCS : FCS2DCS est une fonction associant les faits aux dimensions, et  
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− PCS = {P1, …, Pp} est un ensemble de préférences de personnalisation. 
Une dimension modélise un axe d’analyse. Elle est caractérisée par des attributs organisés au 
sein d’une ou plusieurs hiérarchies. 
Définition. ∀i∈[1..m], une dimension Di est définie par (NDi, ADi, HDi, IDi) où 
− NDi est le nom identifiant la dimension dans la constellation, 
− ADi = {Idi, All} ∪ Pi ∪ Wi est l’ensemble des attributs de la dimension. On distingue 
les paramètres Pi représentant les graduations possibles, des attributs faibles Wi 
représentant des informations additionnelles associées aux paramètres, 
− HDi = {HDi1,…, HDir} est l’ensemble des hiérarchies, et 
− IDi = {IDi1,…, IDis} est l'ensemble des instances de Di. 
Une hiérarchie modélise l’organisation des différents niveaux de granularité, à savoir, une 
vision particulière de la graduation de l’axe.  
Définition. ∀ HDij ∈ HDi une hiérarchie HDij (notée plus simplement Hj) est définie par (NHj, 
PHj, ≺Hj, WeakHj) où 
− NHj est le nom identifiant la hiérarchie dans la constellation, 
− PHj = {p1,…, py} ⊆ Pi est l’ensemble des paramètres de la hiérarchie, 
− ≺Hj est une relation d’ordre sur PHj telle que  
o l’ordonnancement des paramètres suit un ordre total ∀pk1∈PHj, pk2∈PHj,          
k1 ≠ k2, pk1≺Hj pk2 ∨ pk2≺Hj pk1  
o il existe un paramètre racine ∀pk1∈PHj, Idi≺Hj pk1  
o il existe un paramètre extrémité ∀pk1∈PHj, pk1≺H j All 
− WeakHj : PHj → 2WHj est une application qui associe les paramètres à un ensemble 
d’attributs faibles, WHj étant l’ensemble des attributs faibles de la hiérarchie Hj. 
Un fait regroupe un ensemble d’indicateurs relatifs à un sujet d’analyse. Il est modélisé au 
travers de mesures représentant ces indicateurs. 
Définition. Un fait Fi est défini par le quadruplet (NFi, MFi, IFi, IStarFi) où  
− NFi est le nom identifiant le fait dans la constellation,  
− MFi = {m1, …, mu} est un ensemble de mesures (ou indicateurs) pouvant être 
agrégées selon une fonction fi ∈ {AVG, SUM, MAX, MIN, COUNT,…},  
− IFi = {IFi1, …, IFiw} est l'ensemble des instances de Fi, et  
− IStarFi : IFi → ID1x…xIDy (∀k∈[1..y], Dk∈StarCS(Fi)), est une fonction associant les 
instances de IFi aux instances correspondantes des dimensions liées au fait. 
Notre modèle supporte les faits sans mesures (MFi = ∅). Dans ce cas, seule l’analyse du 
nombre d’occurrences est possible. 
2.1.2 Cas d’étude 
Dans la suite du mémoire, nous considérons l’exemple de base de données des publications 
d’un laboratoire de recherche comme une étude de cas illustrant nos différentes propositions. 
Cette BDM permet l’analyse des publications ainsi que le suivi des missions de recherche des 
membres du laboratoire selon les axes d’analyse Dates, Manifestations et Auteurs. Les 
publications peuvent être analysées en plus selon les domaines de recherche. Chaque 
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publication est associée un domaine principal de recherche (par exemple, système 
d’information) et à un sous-domaine (par exemple, base de données). Au niveau de la 
dimension Manifestations, l’attribut Catégorie représente la catégorie de la publication (IEEE, 
ACM, ….), alors que le Type détermine si la manifestation est une conférence nationale, une 
conférence internationale, une revue nationale, une revue internationale, .... Une manifestation 
peut être de Niveau national ou international. La hiérarchie HPOS de la dimension Auteurs 
permet l’analyse des publications ainsi que le suivi des missions selon les statuts (permanent, 
non permanent) ou les Postes des auteurs (professeur, maître de conférences, doctorant, …). 
Le schéma en constellation de cette BDM est représenté dans la Figure 10 selon nos 
formalismes graphiques que nous définissons par extension des notations introduites dans 
(Golfarelli et al., 1998). Un fait est représenté par un rectangle vert (gris clair) comprenant les 
noms de ses mesures. Il est lié à ses dimensions. Chaque dimension est représentée par un 
rectangle rouge (gris foncé). Un paramètre est représenté par un rond jaune (gris clair) 
accompagné de son nom et un attribut faible est représenté par un segment rattachant son 




Figure 10. Exemple de schéma en constellation d’une base de données multidimensionnelle 
Cette constellation RECH comporte deux faits et trois dimensions. Elle est définie par (NRECH, 
FRECH, DRECH, StarRECH, PRECH) où : 
− NRECH = ‘RECH’ ; 
− FRECH = {FPUBLI, FMISS} ; 
− DRECH = {DDAT, DAUT, DMANIF, DDOM} ; 
− StarRECH(FPUBLI) → {DDAT, DAUT, DMANIF, DDOM} ; StarRECH(FMISS) → {DDAT, DAUT, 
DMANIF} ; 
− PRECH = { PRECH1 ,…, PRECHm}. 














































CHAPITRE III : Prise en compte de l’utilisateur dans les analyses OLAP   
Thèse de doctorat Houssem Jerbi 61 
− NDAUT = ‘Auteurs’ ; 
− ADAUT = {Equipe, Nom_A, Email_A, Institut, Nom_I, Ville, Pays, Poste, Statut} ∪ 
{IdA, All} ; 
− HDAUT = {HPOS, HEQ} ; 
− IDAUT = {iAUT1,…, iAUTn}. 
Cette dimension est composée des hiérarchies HPOS et HEQ. La hiérarchie HEQ est définie par : 
− NHEQ = ‘HEq’ ; 
− PHEQ = {IdA, Equipe, Institut, Ville, Pays, All} ; 
− IdA ≺HEQ Equipe ≺HEQ Institut ≺HEQ Ville ≺HEQ Pays ≺HEQ All ; 
− WeakHEQ : IdA→{Nom_A, Email_A} ; Institut→{Nom_I}. 
Les publications des chercheurs du laboratoire peuvent être étudiées selon le fait FPUBLI = 
(NFPUBLI, MFPUBLI, IFPUBLI, IStarFPUBLI) où : 
− NFPUBLI = ‘Publications’ ; 
− MFPUBLI = {Nb_Publis, Nb_Soumiss, Nb_Citations} ; 
− IFPUBLI = {iPUBLI1,…, iPUBLIy} ; 
− IStarFPUBLI = {iPUBLIk → (iAUTki, iDATkj, iMANIFkp, iDOMkl) | ∀k∈[1..y], iPUBLIk ∈ IF
PUBLI
 ∧ 
∃ iAUTki ∈ I
DAUT ∧ ∃ iDATkj ∈ I
DDAT ∧ ∃ iMANIFkp ∈ I
DMANIF
 ∧ ∃ iDOMkl ∈ I
DDOM}. 
2.2 Analyse en ligne OLAP 
L’analyse en ligne OLAP consiste à explorer interactivement l’espace multidimensionnel 
d’une constellation afin d’obtenir ou d’expliquer des résultats. Elle s’apparente à une 
navigation où chaque étape représente un état de l’analyse et la transition d’un état à un autre 
est effectuée par une opération de manipulation OLAP (cf. chapitre 1, section 2.3.1). Nous 
définissons une représentation de l’analyse OLAP générique qui admet les avantages 
suivants : 
− Chaque état de l’analyse est traduit par le concept de contexte d’analyse qui regroupe 
les éléments de la requête utilisateur et son résultat. L’ensemble est représenté par 
une vue interne qui est indépendante des structures de visualisation. 
− Les transitions d’un état d’analyse à un autre sont assurées par des opérations de 
transformation des données définies indépendamment du choix de l’algèbre et du 
langage pour lesquels il n’existe pas encore de standard. 
2.2.1 Modélisation de l’analyse OLAP 
Le décideur procède à différentes analyses OLAP au cours du temps. Le but de chaque 
analyse est de répondre à un besoin décisionnel particulier. 
Exemple: Supposons qu'un décideur explore la BDM présentée en Figure 10 afin de répondre 
à la question suivante : « Quels sont les catégories de chercheurs en baisse d’activité de 
recherche et plus particulièrement, dans quel type de manifestations ? ». Il procède aux étapes 
suivantes présentées en Figure 11 (l’algèbre OLAP utilisée est présentée en Annexe 1).  
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− En affichant le nombre de publications par type de poste du premier auteur et par 
année, le décideur remarque que ce nombre est faible pour les maîtres de conférences 
durant les deux dernières années. 
− Il se focalise alors sur les publications des maîtres de conférences et observe le 
nombre de publications durant les deux dernières années. 
− Ensuite, il analyse le nombre détaillé par trimestre. Le décideur remarque que les 
publications des maîtres de conférences sont nettement moins nombreuses durant le 
troisième trimestre.  
− Il demande d’afficher leur nombre de publications par trimestre par niveau de 
manifestations.  
− Le nombre étant faible pour les manifestations nationales, il détaille l’analyse par 
type pour voir si cette tendance se retrouve quelque soit le type de publication. 
− En observant le dernier résultat, le décideur peut conclure que les chercheurs les 
moins actifs sont les maîtres de conférences, plus particulièrement en termes de 
publication dans les ateliers et conférences nationaux. 
 
 
Figure 11. Exemple d’analyse OLAP 
Graphe d’analyse 
Nous pouvons modéliser une analyse OLAP menée par l’usager par un graphe où chaque 
nœud représente l’état courant de l’analyse et les arcs représentent les transitions entre ces 
différents états (cf. Figure 12). 
 
DISPLAY(PUBLICATIONS; {SUM(NB_Publis)}; 
AUTEURS; HPOS; DATES; HMOIS) = T0
SELECT(T0, Auteurs.poste='MCF' ⋀ Dates.Année≥2010) = T1
ROTATE(T2, AUTEURS, MANIFESTATIONS, HTYP) = T3
DRILLDOWN(T1, DATES, Trimestre) = T2
DRILLDOWN(T3, MANIFESTATIONS, Type) = T4
Année 2009 2010 2011
Poste
Doctorant 175 182 164
Ingénieur 25 22 31
MCF 80 46 52
Professeur 95 80 88





Trimestre 1 2 3 1 2 3
Niveau
National 4 5 2 4 7 2
International 10 17 8 13 19 7








Trimestre 1 2 3 1 2 3
Niveau Type
Atelier Nat. 0 1 0 1 2 0
Conf. Nat. 1 1 0 1 0 0
Revue Nat. 3 3 2 2 5 2
Atelier Intern. 2 6 2 5 4 2
Conf. Intern. 5 7 5 4 9 4
Revue Intern. 3 4 1 4 6 1


















Trimestre 1 2 3 1 2 3
Poste
MCF 14 22 10 17 26 9
Auteurs.poste='MCF' ⋀ Dates.Année≥2010
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Figure 12. Graphe d’une analyse OLAP  
Les transitions entre les nœuds sont assurées par des opérations de transformation de données, 
telles que la rotation, le forage, la sélection, etc. Il est à noter qu’une suite d’opérations en 
départ d’un état d’analyse donné peut aboutir à un même état résultat qui est produit par une 
autre séquence d’opérations à partir d’un autre état. De plus, à partir d’un même état Ep, 
plusieurs séquences d’opérations sont parfois possibles pour aboutir à un état Eq. 
Le résultat d’une opération utilisateur peut prendre la forme d’une table multidimensionnelle, 
d’une courbe, d’un histogramme, etc. Certaines structures de visualisation imposent des 
contraintes sur les analyses de données. Par exemple, un histogramme permet d’afficher les 
données d’une seule mesure selon un seul niveau de détail par dimension et une TM permet 
d’analyser les données en fonction de deux dimensions seulement. Afin de rendre notre 
approche indépendante des structures de visualisation, nous définissons le concept de contexte 
d’analyse par une description arborescente traduisant la représentation interne des données.  
2.2.2 Concept de contexte d’analyse OLAP 
Un contexte d’analyse représente l’état courant d’une analyse qui résulte de l’application 
d’une opération de transformation. Il regroupe des structures multidimensionnelles (le fait, les 
mesures, les dimensions et les attributs de dimensions) ainsi que des valeurs (les instances des 
mesures agrégées et des dimensions analysées). 
Définition. Soit une constellation CS. Un contexte d’analyse CA est défini par (CF; CD; CR) 
où 
− CF = NFi [/ [f(mj)∈]?{[valjk]+}]+ représente le sujet d’analyse en cours au travers du 
fait Fi, des mesures affichées mj, ainsi que des valeurs agrégées, où valjk∈Type(mj)9, 
− CD = {CD1 ;… ; CDu} représente les axes de l’analyse en cours avec :                          
∀i∈[1..u], CDi = NDi[.NHj] [/ (pk1,pk2)∈{ [(valk1,valk2)]+ }]+ où pk1∈ADi, pk2∈ADi et 
(valk1,valk2)∈dom(pk1)xdom(pk2)10, 
− CR = {predFi, predD1,…, predDu} est l’ensemble des prédicats définissant les 
restrictions sur les valeurs analysées du fait Fi ou des attributs d’une dimension Dj. 
                                                 
9
 Type(A) définit toutes les valeurs possibles de l’attribut A 
10














Ei : état de l’analyse Opij : opération de transformation
Légende
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Le signe ‘?’ indique que l’élément peut être absent. En effet, il est possible d’analyser un fait 
sans mesures (calcul du nombre des occurrences du fait). Le signe ‘+’ désigne la présence de 
plusieurs éléments : un fait peut être analysé selon plusieurs mesures simultanément et 
plusieurs paramètres peuvent être affichés suivant une dimension. 
Le signe ‘/’ traduit une relation de dépendance entre les composants du contexte d’analyse : 
l’élément à droite ne peut être représenté en l’absence de celui de gauche. Ceci implique 
qu’un paramètre doit être toujours rattaché à une dimension. De même, une mesure doit être 
toujours associée au fait analysé. 
Remarque. Nous considérons le cas d’analyse d’un seul fait. L’analyse simultanée de 
plusieurs faits est modélisée au travers de plusieurs contextes d’analyse. 
Réellement, un nombre très important de contextes d’analyse peut être généré à partir d’une 
constellation. En effet, chaque combinaison de fait, d’une ou plusieurs dimensions, d’un ou 
plusieurs paramètres par dimension, en changeant leur ordre d’affichage, et éventuellement de 
prédicats de restriction, peut constituer une structure d’un contexte d’analyse. Cette même 
structure correspond à un nombre important d’instances en fonction de l’état des valeurs dans 
la BDM. 
Typologie des contextes d’analyse. Un contexte d’analyse est un ensemble 
multidimensionnel multi-hiérarchisé constitué de composants de la constellation. 
− Un contexte d’analyse est dit complet s’il comporte au moins un fait, deux 
dimensions avec un paramètre pour chacune, une valeur par paramètre, et une valeur 
des mesures agrégées pour chaque combinaison des valeurs des paramètres. 
− Un contexte d’analyse est dit partiel s’il comporte au moins un fait ou une dimension. 
Ce contexte n’est pas complet, il n’est pas affichable. Si le contexte partiel comporte 
les différentes structures (fait, mesure, dimensions et paramètres) sans les valeurs 
correspondantes, il est dit non-évalué. 
Remarque. Selon notre formalisme, les éléments vides d’un contexte partiel sont notés ‘∅’. 
Par exemple, CA1 = (PUBLICATIONS.NB_PUBLIS ; ∅ ; ∅) est le contexte d’analyse du 
nombre des publications qui manque la spécification des axes courants de l’analyse. 
Notation. Le contexte CA = (∅; ∅ ; ∅) est un contexte vide. Il est noté ∅. 
Exemple. Suivant les spécifications formelles, le contexte d’analyse du nombre des 
publications durant les deux dernières années par équipe de recherche par type de 
manifestation est défini par l'expression (CF1; CD1; CR1) où : 
− CF1= PUBLICATIONS/SUM(NB_PUBLIS)∈{15;10;48;25;12;8} 
− CD1={MANIFESTATIONS.HTYP/(All;TYPE)∈{(All,Atelier); (All,Conférence); 
(All,Revue)}; AUTEURS.HEQ/(All;ÉQUIPE)∈{(All,SIG) ; (All,SMAC)}} 
− CR1={DATES.ANNEE≥2010}  
Arbre de contexte d’analyse 
Afin de faciliter la gestion des contextes d’analyse, nous proposons de représenter ces 
derniers à l’aide d’une forme arborescente qui traduit la disposition multidimensionnelle et 
hiérarchique de leurs éléments. 
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Propriétés de l’arbre de contexte 
L’arbre de contexte est un arbre enraciné, ordonné et étiqueté11.  
L’arbre est dirigé vers le bas. Les flèches ne sont pas présentées dans notre formalisme 
graphique. Rappelons brièvement qu’un arbre ordonné est un arbre où les enfants de chaque 
nœud ont un ordre désigné (pas nécessairement en fonction de leur valeur). Il existe donc un 
nouvel ordre « horizontal » qui s’ajoute à l’ordre « vertical » déterminé à partir de la racine. 
Racine 
La racine d’un arbre de contexte d’analyse complet est un nœud modélisant un fait. La racine 
d’un contexte d’analyse partiel est un fait ou une dimension. 
Nœuds (ou sommets) 
L’arbre comporte des nœuds de structure représentant les composants structurels (fait, 
mesure, dimension avec la hiérarchie courante, paramètre et attribut faible) ainsi que des 
nœuds de type valeur correspondant aux valeurs des mesures et des paramètres. Chaque nœud 
est étiqueté par le nom de la structure ou de la valeur qu’il représente. Les étiquettes des 
nœuds de type structure sont uniques. 
Chaque niveau de granularité (un paramètre parami et les attributs faibles attrib1, attrib2, … 
qui le décrivent) est représenté par un seul nœud d’étiquette parami (attrib1, attrib2, …). De 
même, chaque instance d’un paramètre est représentée par un seul nœud avec les instances 
des attributs faibles correspondants. 
Le prédicat de restriction du domaine des valeurs d’une mesure est représenté par le même 
nœud de cette mesure. Une conjonction des prédicats sur les paramètres et sur les attributs 
faibles d’une dimension est représentée par le nœud qui modélise cette dimension. Nous 
distinguons donc deux catégories de nœuds : 
− des nœuds simples Ni  modélisant un composant structurel ou une valeur. 
− des nœuds Nj composés d’un attribut (dimension ou mesure) et d’une conjonction de 
disjonctions de prédicats (predj1 ∧…∧ predjn) définis sur cet attribut. Nous notons 
Nj.Attribut (par défaut Nj) le nom de l’attribut et Nj.Pred la conjonction des 
prédicats modélisés par le nœud. Les prédicats par défaut de type « Attribut. All = 
‘ALL’ » ne sont pas représentés sur l’arbre. 
Arcs 
Les arcs de l’arbre traduisent quatre types de liens :  
− des liens de type « est analysé selon » reliant d’une part un nœud de fait à des nœuds 
modélisant les dimensions et les mesures suivant lesquelles il est analysé, et d’autre 
part, un nœud de dimension aux nœuds modélisant ses paramètres ; 
− des liens de type « est plus général que » traduisant l’ordre d’affichage des attributs 
de la hiérarchie en cours d’une dimension ; 
− des liens de type « est une instance de » reliant un paramètre à l’une de ses valeurs ou 
une mesure et l’une de ses valeurs agrégées ;  
                                                 
11
 Un arbre étiqueté est un arbre dans lequel on associe à chaque sommet une information (une étiquette). 
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− des liens de type « est imbriqué dans » représentant l’imbrication hiérarchique des 
valeurs des paramètres. 
Profondeur et largeur 
La profondeur d’un arbre de contexte est le nombre maximum de nœuds entre le nœud racine 
et les feuilles. Elle dépend essentiellement du nombre des paramètres affichés et du nombre 
des mesures analysées. La largeur de l’arbre dépend du nombre de valeurs des paramètres et 
des mesures affichées. 
Cardinalité  
La cardinalité d’un arbre de contexte est définie par : |ACA| = n + b, où n est le nombre de 
nœuds de l’arbre ; b = 1 si l’arbre comporte au moins un nœud composé, 0 sinon. 
Remarque. Nous distinguons les dimensions de filtrage des dimensions affichées. 
− Les dimensions de filtrage sont des dimensions qui ne sont pas affichées dans le 
contexte d’analyse, mais auxquelles sont associées des restrictions sur les valeurs de 
paramètres. Elles sont représentées par les nœuds de dimension qui n’admettent pas 
de descendants. 
− Une dimension affichée est une dimension suivant laquelle les données sont 
analysées. Elle est représentée par un nœud possédant un sous arbre modélisant les 
paramètres affichés ainsi que leurs valeurs. 
Formalisme graphique. Afin de représenter de manière explicite l’arbre d’un contexte 
d’analyse, nous proposons un formalisme graphique (cf. légende de la Figure 13 ). Le fait 
analysé est représenté par un rectangle blanc avec son nom à l’intérieur. Toutes les autres 
structures sont représentées en noir, les valeurs étant en blanc. Une dimension, avec la 
hiérarchie courante s’il s’agit d’une dimension affichée, est représentée par un rectangle noir. 
Une mesure est représentée par un losange noir. Les attributs de la dimension et la fonction 
d’agrégation d’une mesure sont représentés par des ronds noirs. Les valeurs des paramètres et 
des mesures sont représentées par des ronds blancs. Au dessous de la racine, nous plaçons 
dans l’ordre de la gauche vers la droite les dimensions affichées, puis les dimensions de 
filtrage, puis les mesures. Chaque dimension (resp. mesure) est liée au paramètre le plus 
général (resp. fonction d’agrégation) et à ses valeurs. Les autres paramètres sont liés chacun 
au paramètre qui est plus détaillé. Chaque valeur de paramètre est liée aux valeurs qui lui sont 
imbriquées.  
Remarque. Afin de simplifier la représentation graphique, seul le nom de l’attribut figurera 
sur les nœuds composés. Pour les distinguer des nœuds simples, nous représentons leurs 
étiquettes entre {}. Ainsi, une dimension affichée munie de prédicats de restriction sur ses 
valeurs est représentée par un nœud d’étiquette {Nom dimension.Nom hiérarchie en cours}. 
Par contre le nœud d’une dimension de filtrage est étiqueté par {Nom dimension}. 
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Figure 13. Représentation graphique d’un contexte d’analyse. 
Exemple. La figure suivante présente l’arbre du contexte d’analyse de l’exemple précédent 
ainsi que son affichage suivant une TM.  
 
 
Figure 14. Exemple d’arbre de contexte d’analyse (A) avec la TM correspondante (B) 
Opérations de transformation d’arbre de contexte d’analyse 
Le passage d’un contexte d’analyse à un autre se fait à l’aide d’une opération OLAP. Dans 
notre cadre formel, le passage d’un arbre de contexte à un autre est effectué par une ou 
plusieurs opérations de transformation d’arbre de contexte. Notre arbre de contexte traduit 
plusieurs relations spécifiques par rapport à un arbre classique, telles que la dépendance du 
paramètre de la dimension, l’imbrication des valeurs d’un paramètre, la relation entre les 
valeurs du paramètre le plus détaillé et les valeurs agrégées de la mesure, etc. Par conséquent, 
les opérations de transformation d’un arbre classique doivent être adaptées pour être 
appliquées à un arbre de contexte d’analyse.  
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Les opérations de transformation prennent en entrée un arbre de contexte d’analyse et 
fournissent en sortie un autre arbre de contexte. Nous distinguons les opérations de 
modification de la structure de l’arbre de contexte (InsertN et DeleteN) des opérations de mise 
à jour des nœuds (AddP, SubstractP, UpdateE). 
• Insertion d’un nœud de contexte 
Syntaxe. InsertN(AC,atti, Ni-1[,{N1i+1, N2i+1, …}]) = AC’ 
L’opération InsertN permet d’insérer dans l’arbre de contexte AC un nouveau nœud N 
d’attribut atti en tant que fils du nœud Ni-1. Un nœud peut être inséré de différentes façons en 
fonction du paramètre {N1i+1, N2i+1, …}:  
− {N1i+1}. Le nœud N devient le nœud père de la séquence des nœuds consécutifs 
précédemment fils de N1i+1 (cf. Figure 15 (b)).  
− {N1i+1, N2i+1, …}. Les nœuds N1i+1, N2i+1, … sont des fils directs du nouveau nœud  N 
(cf. Figure 15 (c)). 
− {N1i+1, N2i+1, …} n’est pas renseigné. Le nœud N est inséré en tant que feuille (cf. 
Figure 15 (d)). 
Conditions. Les nœuds N1i+1, N2i+1, … sont des fils directs du nœud d’attribut Ni-1. De plus, 
l’attribut du nœud inséré (atti) doit correspondre à celui du nœud père Ni-1 (atti-1).  
− atti-1 est un fait F∈ FCS : atti est une dimension (atti ∈ StarCS (F)) ou atti est une 
mesure (atti ∈ MF). 
− atti-1 est une mesure m : atti est une valeur (atti ∈	 Type(m)) ou une fonction 
d’agrégation {SUM, AVG, …}. 
− atti-1 est une dimension D ∈ DCS : atti ∈ AD. 
− atti-1 est un attribut de la hiérarchie Hj : atti ∈ PHj, avec atti ≺Hj atti-1. 
Exemple. Considérons l’exemple de contexte d’analyse présenté en Figure 14. La figure 
suivante montre plusieurs façons d’insertion de nœuds dans l’arbre AC0 de ce contexte suite à 
la séquence d’opérations suivantes : 
− Op1 : InsertN(AC0,Institut, NAUTEURS.HEQ, NEquipe) = AC1 
− Op2 : InsertN(AC1,’IRIT’, NAUTEURS.HEQ, {NSIG, NSMAC}) = AC2 
− Op3 : InsertN(AC2,’PYRAMIDE’, NIRIT) = AC3 
 
 
Figure 15. Différentes possibilités d'insertion d'un nœud dans un arbre de contexte 
• Suppression d’un nœud de contexte 













Equipe SIG SMAC PYRAMIDE
Institut
(c) Extrait de AC2 (d) Extrait de AC3(a) Extrait de AC0 (b) Extrait de AC1
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Cette opération permet de supprimer un nœud de l’arbre (une dimension, une mesure, un 
paramètre, ou une valeur). Certaines opérations sont effectuées en conséquence suivant les 
liens impliqués par le nœud supprimé : 
− La suppression d’un nœud dimension ou mesure est suivie de la suppression de son 
sous-arbre (lien de type « est analysé selon »). 
− La suppression d’un nœud paramètre est suivie de la suppression des nœuds valeur 
correspondants (lien de type « est une instance de »). 
− Si le nœud N supprimé représente la valeur d’un paramètre intermédiaire, les nœuds 
fils de N deviennent des fils du nœud père de N (lien de type « est imbriqué dans »). 
Cependant, la suppression du nœud représentant la valeur du paramètre le plus 
détaillé entraine la suppression des nœuds de valeurs de mesures dépendantes.  
Exemple. Considérons l’exemple précédent. L’application de la séquence d’opérations 
suivantes sur l’arbre de contexte final AC3 permet de rétablir l’arbre de contexte initial AC0. 
− Op4 : DeleteN(AC3,NPYRAMIDE) = AC2 
− Op5 : DeleteN(AC2,NIRIT) = AC1 
− Op6 : DeleteN(AC1,NInstitut) = AC0 
• Ajout d’un prédicat 
Syntaxe. AddP(AC, Ni, predi) = AC’ 
AddP permet de modifier le prédicat d'un nœud. Il s’agit d’ajouter le prédicat predi au nœud 
Ni (Ni.Pred = predi). Si Ni est composé, cette opération permet de mettre à jour le nœud en 
ajoutant predi en conjonction avec Ni.Pred. 
• Suppression d’un prédicat 
Syntaxe. SubstractP(AC, Ni, predi) = AC’ 
SubstractP effectue l’opération inverse de AddP. Elle permet de supprimer le prédicat predi 
du nœud Ni. Si Ni est composé, cette opération permet d’éliminer predi de la conjonction des 
prédicats associée à Ni : soit Ni.Pred = predi ∧ predj, le nœud modifié est tel que Ni.Pred = 
predj. 
Suite à l’insertion ou à la suppression d’un prédicat, des opérations d’ajout ou de suppression 
de nœuds valeur de paramètre et/ou mesure sont effectuées afin d’assurer la conformité des 
nouveaux prédicats de restriction par rapport aux nœuds valeur. 
• Substitution d’un nœud valeur 
Syntaxe. UpdateE (AC, Ni, att*i) = AC’ 
Cette opération consiste à mettre à jour l’étiquette d’un nœud sans changer la structure de 
l'arbre. L'étiquette du nœud Ni est substituée par att*i. 
Certaines opérations de transformation de l’arbre induisent le re-calcul des valeurs de mesures 
agrégées. Elles sont donc suivies d’opérations UpdateE afin de mettre à jour les nœuds valeur 
de mesure. Il s’agit du cas de : 
− l’insertion ou la suppression d’un nœud représentant le paramètre le plus détaillé 
d’une dimension, 
− l’insertion ou la suppression d’un prédicat d’un nœud représentant une dimension de 
filtrage. 
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Les opérations de manipulation d’arbre de contexte sont indépendantes des mécanismes des 
opérations OLAP pour lesquelles il n’existe pas un langage standard. A chaque opération 
OLAP exprimée par l’utilisateur correspond une ou plusieurs opérations de transformation de 
l’arbre. Par exemple, une opération de rotation de dimension (Ravat et al., 2008) correspond à 
une suppression du nœud dimension suivie de l’insertion d’un sous arbre représentant la 
nouvelle dimension (nœud dimension, nœuds de paramètres et nœuds de valeurs des 
paramètres). 
2.2.3 Appariement de contextes d’analyse 
Au cours de leurs différentes analyses menées sur la BDM, les utilisateurs peuvent visiter des 
contextes d’analyse très variés, parfois plus ou moins proches l’un de l’autre. Afin de pouvoir 
illustrer les différentes relations qui peuvent exister entre deux contextes d’analyse, nous 
allons considérer le contexte d’analyse C1A du nombre de publications dans le domaine des 
entrepôts des données par année et par équipe. Le contexte d’analyse C2A du nombre de 
publications par année et par équipe est plus général que C1A vu qu’il considère tous les 
domaines de recherche, tandis que le contexte C3A d’analyse du nombre de publications en 
recherche d’information est proche de C1A sans partager avec lui tous ses détails. En se basant 
sur leur représentation en arbre, la relation entre deux contextes d’analyse se traduit par 
l’appariement entre leurs arbres correspondants. Par exemple, l’arbre de C2A est un sous-arbre 
de celui de C1A, alors que les arbres de C1A et C3A sont intersectés. 
La similarité sémantique entre les contextes d’analyse est au-delà des limites de cette thèse. 
Nous allons nous focaliser uniquement sur l’appariement structurel des contextes d’analyse. Il 
s’agit de comparer les contextes d’analyse en raison de leurs composants structurels et de 
leurs valeurs. 
Appariement d’arbres de contexte 
L’appariement de deux contextes d’analyse consiste à parcourir simultanément leurs arbres et 
à comparer les couples de nœuds de même position. L’algorithme de parcours d’un arbre de 
contexte est inspiré de l’algorithme de parcours en largeur des arbres étiquetés et ordonnés 
(Okasaki, 2000). 
Le parcours en largeur des arbres classiques correspond à un parcours par niveau des nœuds. 
Dans chaque niveau, les nœuds sont parcourus de la gauche vers la droite. Ainsi, tous les 
nœuds d’une profondeur donnée sont traités avant de passer aux nœuds plus profonds. Or, un 
niveau donné de l’arbre de contexte peut comporter des nœuds de type structure, d’autres de 
type valeur. De plus, les liens d’instanciation entre les nœuds doivent être considérés dans le 
parcours des arbres de contexte. Intuitivement, une comparaison de deux contextes d’analyse 
confrontera d’abord leurs structures, représentées par le fait, les dimensions et les paramètres 
de chacun, puis les instances correspondantes (valeurs des mesures et des paramètres de 
dimensions). Par conséquent, l’imposition d’un ordre de parcours alterné, qui considère 
d’abord les nœuds structure puis les nœuds valeur, est nécessaire afin d’adapter les 
algorithmes de parcours en largeur aux spécificités des arbres de contexte d’analyse. Ainsi, 
l’ordre de visite des nœuds pour un contexte d’analyse complet est : fait ; dimensions puis 
mesures ; paramètres puis fonctions d’agrégation de niveau 1; … ; paramètres puis fonctions 
d’agrégation de niveau n; valeurs des paramètres puis valeurs des mesures de niveau 1; … ; 
valeurs des paramètres puis valeurs des mesures de niveau n. 
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Définition. Le parcours d’un arbre de contexte est un parcours en largeur alterné. 
Exemple. L’ordre de visite des nœuds  de l’arbre de contexte de la Figure 14 est le suivant : 
PUBLICATIONS ; MANIFESTATION.HTYP ; AUTEURS.HEQ ; DATES.Année≥2010 ; 
NB_PUBLIS ; ‘Type’ ; ‘Equipe’ ; SUM ; ‘Atelier’ ; ‘Conférence’ ; ‘Revue’ ;‘SIG’ ; 
‘SMAC’ ; ‘15’ ; ‘10’ ; ‘48’ ; ‘25’ ; ‘12’ ; ‘8’. 
Soient AC1 et AC2 deux arbres de contexte. L’appariement de AC1 et AC2 consiste à parcourir 
AC1 et à comparer chaque nœud avec son homologue dans AC2. Ceci risque de négliger des 
disproportions des nœuds valeur admettant la même étiquette, mais qui reflètent des liens 
d’instanciation ou d’imbrication différents. Par exemple, deux nœuds admettant la même 
étiquette ‘2000’ (cf. Figure 16 (a)) seront considérés semblables bien que l’un représente la 
valeur du paramètre année et l’autre représente la valeur de la mesure Sum(Nb_Pulis). De 
même, deux nœuds d’étiquette ‘SIG’ peuvent être imbriqués aux nœuds ‘IRIT’ (nom d’un 
institut) et ‘Conférence’ (type de manifestation) représentant respectivement le nom d’une 
équipe de recherche et le nom d’une conférence (cf. Figure 16 (b)). Afin de prendre en compte 
les différents liens sémantiques entre les nœuds lors de l’appariement de deux arbres de 
contexte, il est nécessaire d’examiner les ancêtres des nœuds. Pour comparer deux nœuds N1 
de AC1 et N2 de AC2, il faut comparer les arcs (N1,Père(N1)) et (N2,Père(N2)), où Père (Ni) est 
le nœud père de Ni. 
 
 
Figure 16. Liens d’instanciation différents pour des nœuds de valeurs équivalents 
Définition. L’appariement de deux arbres de contexte AC1 et AC2 consiste à effectuer un 
parcours en largeur alterné de AC1. Pour chaque niveau de AC1, chaque nœud Ni est comparé à 
son homologue Nj de AC2 en appariant les couples (Ni,Père(Ni)) et (Nj,Père(Nj)). 
Appariement de nœuds  
La comparaison des nœuds des arbres de contexte tient compte, en plus de leurs étiquettes, de: 
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− leur différence de composition : des nœuds sont composés, d’autres sont simples 
− leurs prédicats 
Soient deux nœuds N1 et N2, avec N1.Pred
 
= pred11∧ …pred1m et N2.Pred = pred21∧ 
…pred2n), où predxy = pred1 ∨…∨ predp, avec predi = Ai opi ai (predi est dit prédicat 
élémentaire). Rappelons que Ai représente un attribut de dimension ou une mesure associée, 
éventuellement, avec une fonction d’agrégation, opi ∈ {=,<,>,≤,≥, ≠} pour les attributs 
numériques et opi ∈ {=, ≠} pour les autres attributs. 
Les nœuds d’un arbre de contexte sont typés. La première étape est de la comparaison de deux 
nœuds N1 et N2 est de vérifier s’ils sont de même type, c'est-à-dire s’ils modélisent le même 
type de composant de la constellation ou une instance. Autrement, les nœuds sont 
incompatibles même s’ils partagent la même étiquette. Ensuite, une étape de confrontation des 
étiquettes des nœuds N1 et N2 est nécessaire en vérifiant si N1.Attribut = N2.Attribut. Dans le 
cas de nœuds composés, les prédicats correspondants N1.Pred et N2.Pred sont également 
comparés. La comparaison entre N1.Pred et N2.Pred (notés dans la suite Pred1 et Pred2 pour 
simplifier) est une comparaison entre deux conjonctions de disjonctions de prédicats 
élémentaires qui est assurée par les règles de logique des prédicats. Cette comparaison prend 
en compte également les spécificités d’un contexte d’analyse. 
Définition. Soient deux prédicats élémentaires predi et predj. predi est inclus dans predj, noté 
predi⊂predj, dans deux cas : 
− predi et predj sont sous la forme de A≤ai (resp. A<ai) et A≤aj, (resp. A<aj) avec ai≤aj. 
− predi et predj sont sous la forme de A≥ai (resp. A>ai) et A≥aj (resp. A>aj), avec ai≥aj. 
Exemple. Le prédicat Année=2010 est inclus dans le prédicat Année>2008, tandis que le 
prédicat Année≤2010 n’est pas inclus dans le prédicat Année>2008. 
Propriété. Soient predxy et predzw deux disjonctions de prédicats élémentaires (predxy = predy1 
∨…∨ predyk et pred
z




Définition. Soient deux prédicats Pred1
 
= pred11 ∧ …∧	pred1m et Pred2 = pred21 ∧ …∧	pred2n, 
Pred1⊂ Pred2 si et seulement si, ∀ i∈[1..m] et ∀j∈[1..n], (pred1i ⊂ pred2j) ∨ (pred1i = pred2j). 
Nous identifions quatre relations possibles entre deux nœuds de contexte. 
− N1
 
et N2 sont incompatibles si et seulement si N1.Attribut ≠ N2.Attribut 
− N1
 
et N2 sont égaux si et seulement si 
o N1.Attribut = N2.Attribut,  




est inclus dans N2, noté N1 ⊂ N2, si et seulement si 
o N1.Attribut = N2.Attribut, 
o Pred1 ⊂	Pred2 
− N1
 
et N2 sont dits intersectés si et seulement si: 
o N1.Attribut = N2.Attribut, 
o Pred1 ≠ Pred2. 
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Relations entre contextes 
Nous identifions quatre principales relations possibles entre deux contextes d’analyse CAi et 
CAj : la disjonction, l’intersection, la dominance et l’équivalence. Afin de détailler ces 
relations, nous allons utiliser la notation suivante pour un contexte d’analyse CAk:  
− ACAk est l’arbre de contexte correspondant au contexte CAk, 
− Structure(ACAk) est l’ensemble des nœuds de structure au sein de l’arbre ACAk, 
− Val(ACAk) est l’ensemble des nœuds valeur de l’arbre ACAk.  
Afin de traiter le cas le plus général, CAi et/ou CAj peuvent être des contextes partiels. 
Notation. Nous notons le nœud d’ancrage de deux arbres le premier nœud structure commun 
rencontré en parcourant les deux arbres selon un parcours en largeur alterné. 
Disjonction de contextes 
Deux contextes d’analyse CAi et CAj sont disjoints (noté CAi∩CAj = ∅) s’ils n’ont aucun 
élément en commun. 
Définition. Soient CAi et CAj deux contextes d’analyse.  
Disjoint (CAi,CAj) = VRAI si ∀	 (Ni, Nj) ∈ Structure(ACAi)×Structure(ACAj), Ni et Nj sont 
incompatibles 
FAUX sinon. 
Si l’intersection de deux contextes se réduit seulement à des valeurs, ACAi∩ACAj ⊂Val(ACAi) 
alors CAi∩CAj = ∅. En effet, si les deux arbres partagent uniquement des valeurs, leur fonction 
d’appariement Disjoint renvoie FAUX vu que l’algorithme effectue un parcours en largeur 
alterné qui considère les structures en première étape. En absence de structures communes, 
l’algorithme s’arrête. 
Algorithme 
− Rechercher le nœud NA d’ancrage de ACAi et ACAj. 
− Si NA n’existe pas, les deux contextes sont disjoints. 
Dominance de contextes 
Un contexte d’analyse CAi domine un autre contexte CAj (CAj ⊂	CAi) si tous les nœuds de ACAj 
sont inclus ou égaux aux nœuds homologues de ACAi. 
Définition. Soient deux contextes d’analyse CAi et CAj 
Englobe (CAi,CAj) = VRAI si ∀ Nj ∈ ACAj, ∃ Ni∈ACAi, tel que Nj ⊂Ni ou Ni  et Nj sont égaux 
FAUX sinon. 
Algorithme 
− Rechercher le nœud NA d’ancrage de ACAj et ACAi. 
− Si NA est racine de ACAj, vérifier si ACAj est inclus dans le sous-arbre de NA dans 
ACAi. 
− L’algorithme s’arrête lorsqu’il rencontre un nœud de ACAj qui est n’est pas inclus ou 
égal à son homologue dans ACAi. 
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Exemple. Soit CA1 le contexte d’analyse du nombre de publications par année par équipe, CA2 
le contexte d’analyse du nombre de publications par année de l’équipe SIG. CA1 domine CA2. 
Equivalence de contextes 
Deux contextes d’analyse sont équivalents (noté CAi ≡	CAj) s’ils ont des arbres de contexte 
identiques. 
Définition. Soient deux contextes d’analyse CAi et CAj 
Egal (CAi,CAj) = VRAI si ∀	Ni ∈ ACAi, ∃ Nj ∈	ACAj, tel que Ni  et Nj sont égaux 
FAUX sinon. 
Algorithme 
− Rechercher le nœud NA d’ancrage de ACAi et ACAj. 
− Si NA est racine de ACAi et NA est racine de ACAj, parcourir ACAi et vérifier si chaque 
nœud est égal à son homologue dans ACAj. 
− L’algorithme s’arrête lorsqu’il rencontre un nœud de ACAi qui n’est pas égal à son 
homologue dans ACAj. 
Remarque. Dans le cas de dominance ou d’équivalence, l’appariement de contextes est dit 
total. 
Intersection de contextes 
Deux contextes d’analyse sont intersectés (noté CAi∩CAi ≠	∅) si leurs arbres admettent au 
moins deux nœuds homologues qui sont égaux, intersectés ou l’un qui est inclus dans l’autre. 
Définition. Soient deux contextes d’analyse CAi et CAj 
Chevauche (CAi,CAj) = VRAI si ∃	Ni ∈ ACAi, ∃ Nj	∈ACAj, tel que Ni et Nj sont égaux ou Ni  
et Ni sont intersectés ou Ni
 
 ⊂ Nj 
FAUX sinon. 
Algorithme 
− Rechercher le nœud NA d’ancrage de ACAi et ACAj. 
− Comparer chaque nœud du sous-arbre de NA dans ACAi avec son homologue dans le 
sous-arbre de NA dans ACAj. 
o Afin de respecter les liens d’instances et d’imbrications dans les arbres de 
contexte, si un nœud Ni d’un arbre est incompatible avec son homologue de 
l’autre arbre, tout le sous-arbre Ni est rejeté, donc ne sera pas visité. 
o Si aucun nœud structure n’est en commun, arrêter le parcours. 
− L’algorithme s’arrête lorsqu’il ne reste aucun nœud à visiter dans le sous-arbre de 
NA. 
− Si le seul nœud en commun est NA, alors Rejoint(CAi,CAi). 
Remarque. Dans le cas d’intersection, l’appariement de contextes est dit partiel. 
Exemple. Considérons l’exemple précédent. Soit CA3 le contexte d’analyse des publications 
par année à la conférence DaWak. Nous avons Chevauche(CA1,CA3) et Chevauche(CA2,CA3). 
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Le tableau suivant résume les différentes relations entre deux contextes d’analyse. La partie 
commune entre les deux contextes est représentée en noir. 
 








C1∩C2 ≠ ∅ 
 
Rejoint(C1,C2)  








C1 ≡ C2 
Tableau 3. Relations entre deux contextes d’analyse 
3 Personnalisation de l’analyse OLAP 
Dans cette section, nous présentons notre modèle de préférences, puis nous décrivons les 
fonctionnalités de personnalisation que nous proposons.  
3.1 Modélisation des préférences de l’usager 
Nous proposons de définir des préférences sur le schéma de la BDM pour faciliter sa 
navigation. Par ailleurs, l’usager admet également des préférences sur les valeurs d’une BDM 
(Golfarelli et Rizzi, 2009).  
Notre modèle de préférences répond à trois propriétés principales. 
1. Les préférences sont définies sur les éléments d’une constellation et/ou sur ses valeurs 
Nous considérons en particulier les préférences sur les mesures, sur les dimensions et sur les 
attributs de dimensions, ainsi que sur les instances de la BDM.  
2. Les préférences sont exprimées sur des domaines numériques et textuels 
Les préférences peuvent être associées à des éléments qui sont composés de données 
numériques telles que des nombres de publications, des années…, ainsi qu’à des attributs 
textuels composés de données alphanumériques tels que des noms de manifestations, des 
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adresses… Il est évident que les préférences sur des structures de la constellation portent sur 
des domaines textuels puisqu’elles font référence à l’élément par son nom. Les préférences 
sur les valeurs, par contre, peuvent être exprimées sur des domaines numériques ou textuels. Il 
est à noter que, conformément à notre modèle de constellation, les préférences sur les mesures 
ont des domaines numériques.  
3. Les préférences sont sensibles au contexte d’analyse 
Nous proposons de capturer la variation des préférences de l’usager en fonction du contexte 
par leur association à des contextes d’analyse particuliers. De telles préférences sont 
qualifiées de contextuelles. Notons qu’une préférence peut être indépendante de tout contexte. 
Il s’agit de préférences absolues qui sont associées au contexte vide ∅. 
3.1.1 Préférences contextuelles 
Définition. Etant donné une constellation CS, une préférence OLAP contextuelle est définie 
par P = (E; θ; cp), où  
− E est un élément de structure de CS ou un prédicat sur les valeurs de CS. 
− θ est le score de la préférence. Il représente un nombre réel entre 0 et 1 indiquant le 
degré d’intérêt de l’usager à l’attribut E. Selon la valeur de θ, on distingue entre des 
préférences plus au moins fortes. θ=0 indique l'absence d'intérêt à E et θ=1 indique 
un intérêt maximum. 
− cp est le contexte de la préférence précisant le cadre de son application. 
Nous distinguons cinq types de préférences en fonction du type de E. Afin d’illustrer ces 
types, nous considèrerons des exemples de préférences absolues. 
1. E est une mesure (E∈MF) associée éventuellement avec une fonction d’agrégation. P est 
une préférence sur les mesures.  
Une telle préférence indique que l’usager préfère l’analyse des données du fait F selon 
l’indicateur E, indépendamment des axes d’analyse. 
Exemple. P
 
= (MIN(MT_FRAIS); 0.6; ∅) indique une préférence des montants minimums 
de frais de missions. 
2. E est une dimension (E∈DCS). P est une préférence sur les dimensions.  
Une telle préférence indique que l’usager préfère l’analyse des données qui sont agrégées 
selon la dimension E, indépendamment du fait analysé. 
Exemple. Selon la préférence P
 
= (‘Dates’; 0.9; ∅), les données qui sont agrégées selon 
l’axe temporel sont fortement préférées. 
3. E est un attribut de dimension (un paramètre ou un attribut faible, E∈AD). P est une 
préférence sur les paramètres.  
P précise que les données agrégées selon le niveau de granularité a de la dimension D sont 
préférées, indépendamment de leur niveau d’agrégation selon les autres dimensions.  
Exemple. P = (Dates.Année; 0.7; ∅) indique une préférence de données par année. 
4. E est une condition sur les valeurs d’un paramètre (E= a op vi, a∈AD, vi∈Type(a)). P est 
une préférence sur les valeurs des paramètres.  
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Ce type de préférences permet de décrire les valeurs du paramètre a (satisfaisant la 
condition a op vi) suivant lesquelles les données pertinentes sont agrégées, 
indépendamment du fait analysé et des autres niveaux d’agrégation. Le score de préférence 
θ indique le degré d’intérêt de l’usager aux valeurs de a qui satisfont la condition E. 
Exemple. P = (TX_ACCEP≤0.35; 0.9; ∅) précise que les données des manifestations avec 
un taux d’acceptation moins de 35% sont préférées. 
5. E est une condition sur les valeurs d’une mesure brute (E = m op vi, m∈ MFi, vi∈Type(m)) 
ou agrégée (E = fAGREG(m) op vi, fAGREG∈{AVG, SUM, COUNT,...}). P est une préférence 
sur les valeurs des mesures. 
Selon P, les données de la mesure m satisfaisant la condition f(m) op vi sont préférées, 
indépendamment des niveaux d’agrégation. Le score θ indique le degré d’intérêt de 
l’utilisateur aux valeurs de la mesure m qui sont générées par le prédicat f(m) op vi. 
Exemple. Selon la préférence P
 
= (Sum(NB_PUBLIS)>5; 1; ∅), l’usager est intéressé par 
une somme des nombres de publications qui dépasse 5. 
Notation. doi(P) désignera le degré d’intérêt d’une préférence P, soit θ. 
Remarque. Les préférences sur les structures sont des préférences directes. Elles définissent 
l’intérêt de l’usager sur une structure particulière. Cependant, les préférences sur les valeurs 
sont indirectes car elles traduisent l’intérêt de l’usager sur l’ensemble des valeurs qui résultent 
d’un prédicat. Il n’est possible de définir cet ensemble que lors de l’évaluation de la 
préférence. 
Les préférences sont rattachées à des contextes d’analyse de différents nombres de 
dimensions et de différents niveaux de détail. Une préférence peut dépendre du sujet 
d’analyse seulement, par exemple, l’analyse des publications.  
Propriété. Le contexte d’une préférence est un contexte d’analyse partiel. 
3.1.2 Profil utilisateur 
Définition. Un profil utilisateur U = {P1, …, Pn} est défini par l’ensemble des préférences 
contextuelles Pi. 
Conceptuellement, le profil utilisateur est modélisé par une association de type (m,n) entre les 
éléments de préférences et les contextes. La Figure 17 présente un schéma simplifié d’un 
profil utilisateur. Pour des mesures de simplification, la classe META_CONTEXT n’est pas 
détaillée ici. Dans le cas où plusieurs préférences sont associées au même contexte, le 
contexte est stocké une seule fois.  
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Figure 17. Modèle d’un profil utilisateur (représenté au format UML) 
Exemple. En plus de son intérêt aux publications de catégories ACM et IEEE (P1), le 
décideur admet les préférences contextuelles suivantes : 
− Il préfère toujours voir les données par date durant l’analyse du nombre des missions 
de recherche (P2) 
− Il est fortement intéressé par les données par trimestre dans le contexte d’analyse des 
publications des doctorants (P3) 
− Il préfère généralement visualiser les instituts de rattachement des chercheurs durant 
l’analyse des données des permanents (P4) 
− L’usager souhaite ne pas considérer les manifestations de type ateliers dans le 
contexte d’analyse du nombre des missions de recherche (P5) 
− Il préfère se focaliser sur les deux dernières années  pour l'analyse des données des 
permanents (P6) 
− Il n’aime pas les données des manifestations de type atelier lors de l’analyse de la 
somme du nombre de publications (P7) 
Ces préférences sont définies de la manière suivante : 
− P1 : (Catégorie=‘IEEE’∨ Catégorie=‘ACM’;0.75 ; ∅)  
− P2 : (Dates; 0.7 ; cp1) ; cp1 = (Missions/Nb_Missions; ∅; ∅) 
− P3 : (Dates.Trimestre;0.8 ; cp2) ;  
cp2 = (Publications;∅ ; {Auteurs.Poste = ‘Doctorants’}) 
− P4 : (Auteurs.Institut; 0.6 ; cp3) ; cp3 = (∅; ∅ ; {Auteurs.Statut = ‘Permanents’}) 
− P5 : (Manifestations.Type≠‘Atelier’; 0.85 ; cp1) 
− P6 : (Dates.Année= 2010	∨ Date.Année= 2011; 0.9 ; cp3) 
− P7 : (Manifestations.Type≠‘Atelier’;1; cp4) ;  
cp4  = (Publications/SUM(Nb_Publis); ∅ ; ∅)) 
Les préférences P2, P3 et P4 portent sur le schéma, alors que les autres préférences sont 
relatives aux valeurs. La figure suivante représente le profil du décideur. Il faut noter qu’un 
attribut de préférence peut être associé à différents contextes d’analyse (par exemple 
‘Manifestations.Type≠‘Atelier’) éventuellement selon différents degrés d’intérêt. De même, 
un contexte d’analyse peut être associé à plusieurs attributs de préférence (par exemple cp1 et 
cp3).  
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Figure 18. Exemple d’un profil utilisateur 
Les profils sont définis au moment de la conception (Garrigós et al., 2009), comme ils 
peuvent être créés après la mise en place de la BDM (Golfarelli et Rizzi, 2009). Ils sont mis à 
jour pour suivre l’évolution des besoins spécifiques des décideurs dans le temps. Dans le 
cadre de cette thèse, nous ne traitons pas le processus d’acquisition et de mise à jour 
automatiques des profils. Nous nous focalisons plutôt sur leur exploitation pour la 
personnalisation de l’analyse de l’usager. Plus précisément, l’approche que nous décrivons 
dans la suite du mémoire se situe à un instant t où les profils utilisateurs sont dans un état E(t). 
3.2 Cadre générique de la personnalisation 
Après avoir introduit les données que nous utiliserons pour la personnalisation de l’analyse 
OLAP, nous présentons dans cette section comment nous souhaitons intégrer la fonctionnalité 
de personnalisation dans un système OLAP.  
Afin de mieux positionner notre approche, nous proposons une classification de l’espace 
d’une analyse OLAP personnalisée en trois dimensions (Garrigós et al., 2009). 
− Actions de la personnalisation : Une analyse OLAP est vue comme une navigation 
d’une BDM où à chaque étape de la navigation, un résultat d’une requête est renvoyé 
à l’utilisateur. Nous prévoyons deux actions de personnalisation : personnaliser la 
navigation et personnaliser le résultat d’une requête. 
− Critères de la personnalisation : il s’agit de tous les éléments susceptibles 
d’influencer la personnalisation d’une analyse de l’usager. Nous considérons en 
particulier les préférences de l’usager afin d’augmenter son degré de satisfaction. De 
plus, afin d’assurer cette satisfaction, la restitution des données doit tenir compte du 
contexte d’analyse courant de l’utilisateur. Finalement, la personnalisation est 
souvent définie comme l’optimisation des intérêts de l’utilisateur en fonction de 
certaines contraintes. La prise en compte de contraintes rend le mécanisme de 
personnalisation configurable.  
− Types de la personnalisation : la personnalisation de l’analyse OLAP peut être 
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stables qui sont proposées d’une façon constante à l’utilisateur, ou dynamique en 
développant les données à proposer à l’utilisateur au moment de l’exécution. Nous 
nous intéressons dans le cadre de ce travail à des mécanismes de personnalisation 
dynamique qui relèvent plus de défis de recherche. De plus, une personnalisation 
dynamique éviterait la redondance des magasins de données (un seul magasin partagé 
par les décideurs) et la mise en place de plusieurs processus ETL en conséquence. 




Figure 19. Actions de personnalisation de l’analyse OLAP 
Personnalisation des requêtes 
Par rapport au modèle d’analyse OLAP, le mécanisme de personnalisation que nous décrivons 
ici se situe au niveau du passage d’un contexte d’analyse à un autre. Le processus de 
personnalisation de requête est appliqué au contexte d’analyse courant et permet de générer 
une version personnalisée du contexte d’analyse résultant (cf. Figure 12).  
Chaque opération utilisateur produit un nouveau contexte d’analyse. Cette opération est 
réellement traduite en une requête qui est appliquée à la BDM. La personnalisation d’une 
requête vise à satisfaire les préférences de l’utilisateur afin d’augmenter le degré d’intérêt du 
contexte d’analyse généré (cf. Figure 20). Ainsi, la prise en compte des préférences de 
l’usager permettra un passage de la notion de « pertinence collective », où le résultat est 
produit seulement en fonction de la requête et est supposé pertinent pour tous les usagers, vers 
la notion de « pertinence personnelle » où la pertinence du résultat est évaluée en fonction des 
besoins spécifiques de chacun. 
 
 
Figure 20. Action de personnalisation de requête 
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Nous distinguons entre les profils utilisateurs, stockés en tant qu’une couche enrichissant la 
BDM, et les requêtes utilisateurs : un profil est un modèle utilisateur qui décrit les préférences 
d’un utilisateur qui le différencie des autres, alors qu’une requête est un besoin utilisateur qui 
est exprimé par un ordre explicite, et dont l’évaluation doit tenir compte de son profil. Au 
moment d’exécution d’une requête, le processus de personnalisation reformule la requête afin 
de prendre en compte les éléments du profil de l’utilisateur en cours. La requête reformulée 
est exécutée sur la BDM générant un résultat personnalisé. 
Personnalisation de la navigation 
La personnalisation de l’analyse en ligne doit aller au-delà de la personnalisation du résultat 
des requêtes. Afin de faciliter la tâche de l’utilisateur, nous proposons de personnaliser la 
navigation de la BDM à travers la technique de recommandation. En nous basant sur le 
modèle de l’analyse OLAP en graphe, nous intégrons trois scénarios de recommandation : 
− une partie d’un nœud du graphe d’analyse (par exemple le niveau de granularité des 
données) : le système aide l’usager à construire son rapport. Ceci constitue une 
assistance interactive à la composition de requête (cf. Figure 21, étape (1)). 
− un nœud du graphe d’analyse que l’utilisateur pourrait visiter dans les étapes 
suivantes de l’analyse. Ceci permet d’anticiper la stratégie de navigation de l’usager 
(cf. Figure 21, étape (2)). Il s’agit de recommandation par anticipation. 
− des nœuds d’analyse qui n’appartiennent pas nécessairement aux nœuds visités mais 




Figure 21. Personnalisation de la navigation par recommandation 
4 Bilan 
En conclusion, nous avons proposé un cadre générique pour la prise en compte de l’usager 
dans l’analyse des données OLAP. 
D’abord, les données décisionnelles sont modélisées en constellation au travers de faits (sujets 
d’analyse) et de dimensions (axes d’analyse), généralisant le modèle en étoile. 
L’analyse OLAP représente l’exploration interactive de l’espace multidimensionnel d’une 
constellation par une succession d’opérations de manipulation OLAP afin d’obtenir le résultat 
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et chaque arc correspond à une opération utilisateur qui permet de passer d’un contexte à un 
autre (Jerbi et al., 2009b, 2009c). Afin de faciliter la gestion des contextes d’analyse, nous 
proposons de représenter ces derniers à l’aide d’un arbre spécifique (Jerbi et al., 2008, 2009a, 
2009c). Un intérêt de cette structure arborescente est son indépendance vis-à-vis du choix de 
visualisation. Ainsi, cette représentation interne est affichée à l’utilisateur sous diverses 
formes (tableau, diagramme, etc). 
Afin de personnaliser l’analyse des données OLAP, nous avons proposé un modèle de 
préférences contextuelles (Jerbi et al., 2009c, 2010c) portant sur le schéma ainsi que les 
valeurs d’une constellation. Notre modèle de préférence est basé sur une approche 
quantitative qui attribue à une préférence un score traduisant le degré d’intérêt de l’usager. 
Chaque préférence est associée avec un contexte d’analyse qui précise son cadre d’application 
(contexte interne). Le profil utilisateur est constitué d’un ensemble de préférences 
contextuelles qui sont stockées en extension de la BDM. 
Nous avons proposé un cadre multidimensionnel pour la personnalisation d’une analyse 
OLAP, où la personnalisation dépend de trois axes, à savoir l’axe des actions (navigation, 
résultat de la requête), l’axe des types (implicite ou explicite, statique ou dynamique) et l’axe 
des critères. Dans le cadre de cette thèse, nous nous intéressons à la personnalisation 
dynamique qui exploite des profils utilisateurs afin d’adapter le schéma et le contenu de cette 
BDM à la perception de chaque usager, évitant de stocker statiquement une BDM individuelle 
pour chaque usager. Les critères essentiels de notre approche de personnalisation sont les 
préférences de l’usager ainsi que des contraintes de personnalisation. Finalement, notre vision 
de la personnalisation englobe aussi bien la personnalisation de la navigation de l’usager que 
celle du résultat des requêtes. 
 
 
Figure 22. Cadre de personnalisation des analyses OLAP 
Le chapitre suivant présente la première action de la personnalisation qui est la 
personnalisation des requêtes.  
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1 Introduction 




Figure 23. Positionnement de la personnalisation de requête 
Le chapitre précédent présente un modèle de préférences utilisateur. Dans ce chapitre, nous 
montrons comment ces préférences peuvent être exploitées afin de restituer un résultat 
personnalisé. Concrètement, il s’agit d’intégrer ces préférences au sein de la requête initiale 
afin de réduire le résultat à l’ensemble des données pertinentes (cf. Figure 24). Ce résultat 
étant composé de structures multidimensionnelles et de valeurs de ces structures, nous  nous 
focalisons dans ce chapitre sur la personnalisation des valeurs. La personnalisation des 
structures de la requête (par exemple par changement de l’attribut d’une dimension) conduit à 
produire une nouvelle requête qui sera recommandée à l’usager afin de personnaliser sa 
navigation de la BDM (cf. chapitre 5). 
 
 
Figure 24. Personnalisation de la requête par restriction du résultat 
La personnalisation de requêtes OLAP est le processus d’enrichissement dynamique d’une 
requête avec les préférences de l’usager stockées dans un profil dans le but de fournir un 
résultat personnalisé. 
Comme dans toute approche d’enrichissement de requête à partir d’un profil utilisateur, deux 
axes importants gagnent à être explorés : 1) Comment déterminer les préférences de l’usager à 
utiliser ? et 2) Comment réécrire une requête OLAP en fonction des préférences ? 
Plusieurs problèmes se posent par rapport à ces deux axes. La personnalisation ne doit pas 
engendrer des résultats vides (Rizzi, 2007) ou bloquer le traitement de la requête. Ainsi, les 
sources de conflits potentiels doivent être identifiées et un mécanisme de gestion de ces 
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conflits doit être mis en place. De plus, le processus de personnalisation doit être indépendant 
du langage de définition des requêtes et de la forme d’affichage du résultat.  
D’autre part, l’emploi des préférences peut impliquer deux perspectives que le processus de 
personnalisation doit considérer:  
− une perspective utilisateur suivant laquelle l’intégration des préférences permet de 
générer un résultat qui répond au plus aux besoins spécifiques de l’usager, et  
− une perspective système, où  l’utilisation des préférences doit être liée à des 
contraintes.  
Plan du chapitre. La suite de ce chapitre est organisée comme suit : la section 2 décrit les 
différents traitements des préférences durant le mécanisme de personnalisation des requêtes ; 
la section 3 présente une approche naïve de personnalisation qui correspond à la perspective 
de l’utilisateur, alors que la section 4 introduit une approche avancée prenant en compte des 
contraintes du système. 
2 Gestion de préférences 
Généralement, dans les approches quantitatives, la recherche des préférences est effectuée soit 
en fonction de leur pertinence par rapport à la requête (Koutrika et Ioannidis, 2004, 2005a), 
soit selon un processus d’appariement de contexte qui vérifie si le contexte de la préférence 
apparie avec celui de la requête (Stefanidis et al., 2007). Nous proposons une approche 
combinée qui considère ces deux approches pour déterminer les préférences à retenir dans le 
processus de personnalisation. 
Cette section fixe la terminologie des préférences et présente leur traitement durant le 
processus de personnalisation. 
Notations. Soit Q une requête OLAP. Nous notons par FQ le fait considéré par Q (FQ∈FCS), 
MQ = {f1(mQ1),…, fn(mQn)} (∀i∈[1..n], mQi∈MFQ) l’ensemble des mesures agrégées par Q 
selon les fonctions f1,…, fn (SUM, AVG, …), DQ = {dQ1,…, dQx} l’ensemble des dimensions 
d’agrégation (∀j∈[1..x], dQj∈StarCS(FQ)), AQ = {aQ1,…, aQy} les niveaux d’agrégation selon 
ces dimensions (∀k∈[1..y], aQk∈ Adj), et PREDQ = {predQ1,…, predQu} l’ensemble des 
prédicats de restriction de Q. 
2.1 Préférences actives 
L’objectif du processus de personnalisation des requêtes est de restituer un contenu 
personnalisé à l’utilisateur. Conformément à notre modèle de préférences, ce processus 
considère particulièrement les préférences sur les valeurs Pi = (predi; θi ; cpi). 
Selon la valeur de doi(P), les préférences peuvent être relativement ou extrêmement faibles ou 
fortes. Il est évident qu’une préférence avec un score proche de 1 soit forte, et qu’une autre 
préférence avec un score proche de 0 soit faible. Pour d’autres scores, le jugement de 
l’importance d’une préférence reste intuitif. La définition d’un score référence permet de 
définir un seuil à partir duquel une préférence est considérée dans le processus de 
personnalisation. Ce seuil pourrait être défini par l’administrateur du système de 
personnalisation, ou approuvé par l’usager au moment de l’expression de la requête. Les 
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préférences qui sont peu importantes sont maintenues dans le profil de l’utilisateur vu que 
leurs scores peuvent varier dans le temps en fonction de l’évolution des besoins de l’usager. 
La même préférence peut passer donc d’un état « activée » à l’état « désactivée ». 
Définition. Une préférence (predi; θi; cpi) est relative à la requête Q si le prédicat de la 
préférence n’existe pas déjà dans Q et il est pertinent par rapport au résultat ou à une partie du 
résultat de Q. 
Parmi les préférences sur les valeurs stockées dans le profil, certaines peuvent être relatives à 
la requête Q. Il s’agit : 
− des préférences qui sont rattachées à une mesure agrégée par Q, ou aux attributs 
d’agrégation de Q.  
− des préférences qui sont définies sur d’autres attributs de dimensions qui sont 
connectées au fait FQ. Ces dernières permettent de filtrer les données avant leur 
agrégation par la requête. Par exemple, pour une requête qui renvoie le nombre des 
publications par année (Dates) et par nom d’auteur (Auteurs), la préférence P1 de 
l’usager (P1 = (Catégorie=‘IEEE’∨Catégorie=‘ACM’;0.75 ; ∅)) permet de calculer Q 
sur la base des données des manifestations IEEE et ACM seulement. 
En conclusion, les préférences relatives à une requête Q sans être redondantes avec l’un des 
éléments de la requête, et dont le score dépasse un seuil de pertinence sont prises en compte 
pour l’exécution de Q. Ces préférences sont qualifiées de préférences actives PACTIV. 
Définition (Préférences actives).  Soit Q une requête OLAP et Pi = (Ai opi ai; θi ; cpi) une 
préférence sur les valeurs. Pi est une préférence active par rapport à Q et à un seuil de 
pertinence λ si 
− Ai op ai∉PREDQ, 
− θi ≥ λ, et 
− Ai∈{mi, fi(mi)}, où fi(mi)∈MQ, ou Ai ∈ ADj, où Dj ∈ StarCS(FQ). 
Les préférences actives peuvent porter sur des mesures agrégées ou non agrégées. Une 
préférence qui est associée à une mesure agrégée fi(mi)∈MQ permet de ne restituer que les 
valeurs agrégées qui satisfont la préférence. Par contre, une préférence associée à une mesure 
mi est prise en compte avant l’agrégation des données et permet de définir les valeurs des 
mesures à agréger. Par exemple, pour une requête qui affiche le nombre total de publications, 
les préférences portant sur Nb_publis (predi est de la forme Nb_publis opi vali) et celles 
portant sur Sum(Nb_publis) (predj est de la forme Sum(Nb_publis) opj valj) sont relatives à 
cette requête. 
Exemple. Reprenons la requête de l’usager du chapitre précédent (cf. chapitre3, section 
2.2.2), soit Q1 : « nombre de publications des deux dernières années par équipe de recherche 
et par type de manifestation ». Considérons également les préférences sur les valeurs P1, P5, 
P6 et P7 stockées dans le profil de l’usager (cf. chapitre3, section 3.1.2). Supposons que 
l’usager admette les préférences supplémentaires suivantes: 
L’usager est intéressé par l’analyse d’un nombre de soumissions qui est supérieur ou égal à 5 
lors de la focalisation de l’analyse sur l’année en cours. 
− P8 = (Sum(Nb_Soumiss)≥5 ; 0.9; (∅;∅;{Dates.Année=2011})). 
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L’usager préfère souvent se focaliser sur les chercheurs toulousains lors de l’analyse des 
publications de l’année en cours par équipe d’auteur.  
− P9= (Auteurs.Ville=‘Toulouse’; 0.9; (Publications; {Auteurs.Heq/(All;Équipe)} ; 
{Dates.Année=2011})).  
Il préfère considérer les manifestations dont le taux d’acceptation ne dépasse pas 35%. 
− P10= (Manifestations.Tx_Accep≤0.35 ; 0.6; ∅). 
Il s’intéresse aux manifestations avec un taux d’acceptation inférieur à 25% lors d’une analyse 
du nombre annuel des publications des maîtres de conférences. 
− P11 = (Manifestations.Tx_Accep<0.25; 0.75 ; (Publications/SUM(Nb_Publis); 
{Dates.Hmois/(All;Année)} ; {Auteurs.Poste=‘MCF’})).  
P8 n’est pas active car elle est définie sur le nombre de soumissions alors que la requête porte 
sur le nombre de publications. Bien que P6 (de prédicat « Année=2010∨Année=2011 ») soit 
définie sur les valeurs de la dimension Dates qui est connectée au fait de la requête, elle n’est 
pas active car elle est redondante avec une condition de la requête. Les préférences P1, P5, P7, 
P10 et P11 sont actives par rapport à Q1 puisqu’elles portent sur les valeurs des attributs 
Catégorie, Type et Tx_Accep de la dimension Manifestations de Q1. De même, P9 portant sur 
les valeurs de la dimension Auteurs de la requête est active. 
2.2 Préférences candidates sur les valeurs 
Dans la suite, afin de rendre notre approche indépendante du langage de définition de la 
requête, nous ne considérons pas l’expression syntaxique de la requête mais plutôt son 
contexte d’analyse induit qui représente le contexte d’analyse courant. Comme le processus 
de personnalisation est effectué avant l’évaluation de la requête Q, le contexte d’analyse 
induit par Q qui est considéré par ce processus ne comporte pas les valeurs des structures. Il 
englobe les différents éléments structurels d’un contexte d’analyse complet : le fait, les 
dimensions, les attributs et les prédicats de restriction. 
Définition (contexte d’analyse induit par une requête). Soit une requête OLAP Q, le 
contexte d’analyse courant induit par Q est défini par : CACQ = (CFQ; CDQ; CRQ) où :  
− CFQ = FQ[/fi(mQi)]+, 
− CDQ = {CD1,…,CDx}, ∀j∈[1..x], CDj = dQj[/(aQk1,aQk2)]+ où (aQk1,aQk2)∈ADj×ADj 
∪{All}, 
− CRQ = PREDQ. 
Propriété. CACQ est un contexte d’analyse non évalué. 
Exemple. Le contexte d’analyse courant induit par Q1 est défini par CACQ1=(CACQ1F, 
CACQ1D, CACQ1R), où : 
− CACQ1F= PUBLICATIONS/SUM(NB_PUBLIS) 
− CACQ1D={MANIFESTATIONS.HTYP/(All;Type) ; AUTEURS.HEQ/(All;Équipe)} 
− CACQ1R={DATES.Année≥2010} 
Son arbre de contexte est représenté dans la figure suivante. Le nœud NDATES d’étiquette 
{Dates} est composé avec NDATES.Pred = {DATES.Année≥2010}. 
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Figure 25. Contexte d’analyse induit par la requête Q1 
La solution la plus directe pour personnaliser une requête serait de considérer les préférences 
de l’usager qui sont relatives à cette requête  (Koutrika et Ioannidis, 2004, 2005a) (les 
préférences actives). Toutefois, cette solution néglige une caractéristique très importante des 
préférences OLAP, à savoir la sensibilité au contexte d’analyse. En effet, une préférence est 
associée à un contexte d’analyse particulier, qui pourrait ne pas correspondre à celui de la 
requête. Par exemple, la préférence active P5 ne doit pas être prise en compte dans la 
personnalisation de Q1 puisqu’elle est associée à l’analyse des missions, alors que Q1 
correspond à l’analyse des publications. Par conséquent, afin de personnaliser une requête, il 
convient de trouver, parmi les préférences actives, celles qui sont valides sous le contexte 
d’analyse induit par la requête. Il s’agit de l’ensemble des préférences candidates sur les 
valeurs 678 (678 ⊆PACTIV). 
Définition. Une préférence est candidate pour la personnalisation d’une requête Q si elle est 
associée au contexte d’analyse induit par Q.  
Les préférences absolues étant indépendantes de contextes particuliers, elles sont pertinentes 
dans tout contexte d'analyse. Ainsi, parmi les préférences actives, toutes les préférences 
absolues (67 = {Pi∈ PACTIV | cpi = ∅}) sont pertinentes pour le contexte d’analyse courant. 
Néanmoins, certaines préférences actives contextuelles sont écartées à cause de l’incohérence 
de leurs contextes avec le contexte d’analyse courant CACQ induit par Q. Plus précisément, la 
personnalisation de Q ne considère parmi les préférences actives contextuelles que celles 
associées à CACQ (cp = CACQ). Il s’agit de l’ensemble des préférences contextuelles 
candidates sur les valeurs 67 .  
Intuitivement, seules les préférences qui sont associées directement à CACQ seront prises en 
compte pour personnaliser Q. Cependant, certaines préférences qui sont associées à une partie 
du CACQ restent aussi valables. 
Discussion. La recherche des préférences candidates se ramène donc à une tâche de résolution 
de contextes. Conformément aux différents types d’appariement de contextes d’analyse (cf. 
chapitre 3, section 2.2.3), les préférences dont les contextes n’apparient pas ou apparient 
partiellement avec le contexte d’analyse courant sont rejetées. En effet, les préférences 
associées avec des contextes disjoints avec CACQ traduisent les besoins de l’usager dans des 
contextes d’analyse totalement différents du contexte courant. D’autre part, la prise en compte 
des préférences de contextes intersectés avec CACQ induira des approximations considérables. 
Par ailleurs, l’emploi de ces préférences va au-delà de la simple personnalisation de la requête 
en cours, jusqu’à la génération d’une requête qui traduit des besoins différents de ceux 
exprimés par Q. Ce cas sera étudié dans le chapitre suivant dans le cadre de la 
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Par conséquent, les contextes des préférences candidates sont ceux qui apparient totalement 
avec le contexte courant : la relation entre ces contextes et CACQ est une relation de 
dominance (cpi⊂ 9:9;) ou d’équivalence (cpi≡ 9:9;). 
Définition (Préférences contextuelles candidates sur les valeurs). Soit une requête Q, 
l’ensemble des préférences contextuelles candidates sur les valeurs pour Q est défini par : 67  
= {Pi = (Ei; θi ; cpi)∈ PACTIV tel que Egal(cpi, 9:9;) ou Englobe(9:9;, cpi)}. 
Notation. CPCAND = {cpcandi | Pi = (Ei; θi ; cpcandi)∈67} représente l’ensemble des contextes 
des préférences candidates.  
Définition (Préférences candidates sur les valeurs). L’ensemble des préférences candidates 
sur les valeurs est défini par : 678= 67 ⋃ 67. 
Exemple. Reprenons l’exemple précédent. Étant Disjoint((Missions.Nb_Missions;∅;∅), 
9:9;!), P5 n’est pas candidate pour Q1. Par ailleurs, étant Chevauche(9:9;!, 
(Publications/SUM(Nb_Publis); {Dates.Hmois/(All;Année)} ; {Auteurs.Poste=‘MCF’})),   
P11 est aussi non candidate pour Q1. 
Conformément au profil de l’usager et à la requête Q1, 678= {P1, P7, P9, P10}. 
2.3 Conflits de préférences 
L’objectif de la personnalisation d’une requête est de satisfaire les préférences des utilisateurs. 
Les conflits qui peuvent survenir lors de l’acquisition ou du traitement en ligne des 
préférences ne doivent pas bloquer l’exécution de la requête. 
Définition (conflit). Soient U un profil utilisateur, Pi∈U une préférence et Q une requête. 
Un conflit C(Pi, X) survient entre Pi et X lorsque l’exécution de la requête Q, combinée 
conjonctivement avec la préférence Pi engendre un résultat vide indépendamment des données 
stockées (X étant la requête Q ou une ou plusieurs préférences), ou lorsqu’il existe une 
incohérence de degrés d’intérêt de l’usager (X étant une préférence).  
Chaque conflit est identifié par un tuple (domaine, niveau, cause). Des règles associent à 
chaque conflit une manière de réagir : 
(domaine, niveau, cause)  manière de réagir 
Domaine 
Le domaine d’un conflit définit la situation dans laquelle il est détecté. Nous identifions deux 
domaines de conflits potentiels : des conflits qui surviennent entre deux ou plusieurs 
préférences, appelés conflits préférence-préférence, et des conflits entre une préférence et une 
requête, notés par des conflits préférence-requête. 
Niveau 
Lors de la gestion des préférences, des conflits surviennent généralement au niveau 
syntaxique. Ces conflits sont détectés à l’aide des règles de la logique des prédicats. Par 
contre, la résolution syntaxique ne permet pas d’identifier certains conflits qui surviennent au 
niveau sémantique. Afin de décider si une préférence « peut être satisfaite » sur le plan 
sémantique, le système de gestion de préférences  doit  stocker  dans  une métabase de conflits 
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sémantiques pré-identifiés. Dans la suite, nous étudieront principalement les conflits 
syntaxiques. Mais, nous présenterons des exemples de conflits sémantiques et nous 
montrerons comment les résoudre. 
Cause  
La cause d’un conflit identifie les préférences qui sont à l’origine du conflit. 
Manière de réagir  
Afin de résoudre les conflits, le système de gestion des préférences réagit suivant des 
politiques de résolution de conflits, en tenant compte des priorités établies entre les éléments à 
l’origine du conflit. Par exemple, les éléments de la requête ont la priorité par rapport aux 
préférences car ils sont demandés explicitement par l’utilisateur. 
Les politiques de résolution sont définies selon le domaine et la cause du conflit. Elles varient 
entre rejeter les préférences qui causent problème et privilégier celle la plus importante ou la 
plus récente. 
2.3.1 Conflits hors-ligne 
Certains conflits préférence-préférence apparaissent lors de la mise à jour des préférences. La 
détection et le traitement de ces conflits s’effectuent hors-ligne. 
Les conflits hors-ligne sont occasionnés par l’ajout d’une préférence qui est associée au même 
contexte d’une ancienne préférence et qui est définie sur la même mesure ou sur le même 
attribut de dimension. La nouvelle préférence est source de conflit si elle définit un prédicat 
incompatible avec le prédicat de l’ancienne préférence (leur conjonction logique est fausse) 
ou si elle attribue un score différent au même prédicat de la préférence existante. 
Définition (conflit préférence-préférence hors ligne). Soient Pi = (predi; θi ; cpi) et Pj 
= (predj; θj ; cpj) deux préférences sur le même attribut, avec cpi = cpj. Pi et Pj sont en conflit 
si : 
− predi ∧ predj = F ou 
− predi = predj et θi  ≠ θj 
Politique 1. En considérant des préférences comme indicateurs d’intérêts positifs, le conflit 
hors-ligne entre préférences privilégie celle qui admet le score maximum. 
Exemple. L’ajout de la préférence
 
(Manifestations.Type=‘Atelier’;0.75; 
(PUBLICATIONS/SUM(NB_PUBLIS); ∅ ; ∅)) induit un conflit avec la préférence P7 déjà 
stockée dans le profil de l’usager. Cette nouvelle préférence n’est pas enregistrée 
conformément à la politique 1.  
2.3.2 Conflits en ligne 
Un conflit en ligne est occasionné au moment d’exécution de la requête. Certains conflits 
préférence-préférence surviennent en ligne. Ils sont détectés suite au processus de résolution 
de contextes entre des préférences candidates par rapport à une requête. Il s’agit de 
préférences qui admettent des prédicats incompatibles dont la conjonction logique est fausse. 
Par ailleurs, une préférence candidate est en conflit avec une requête si son prédicat est 
incompatible avec les prédicats de la requête. Il faut noter que, bien que certaines préférences 
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ne soient pas en conflit mutuel avec la requête, elles peuvent occasionner ensemble un conflit 
avec cette requête. Par exemple, chacun des prédicats de préférences « Année=2009 » et 
« Ville=‘Paris’ » est compatible mutuellement avec le prédicat de requête « Ville=‘Toulouse’∨ 
Année=‘2010’ ». Mais, les trois prédicats sont incompatibles ensemble puisque la conjonction 
logique des trois est fausse.  
Définition (Conflit en ligne). Soient Q une requête utilisateur et P1, …, Pn des préférences 
candidates par rapport à Q, ∀i∈[1..n],  Pi = (predi; θi ; cpi) ∈ 678.  
− P1, …, Pn sont en conflit si et seulement si pred1 ∧ …∧ predn = F  
− Pi est en conflit avec Q si et seulement si predi ∧ predQ1∧…∧ predQu= F, où PREDQ = 
{predQ1,…, predQu}. 
Politique 2. Toutes les préférences qui sont à l’origine d’un conflit préférences-préférences en 
ligne sont rejetées. 
Politique 3. Toutes les préférences qui sont en conflit avec une requête sont rejetées. 
Exemple. Etant (Année≥2010 ∧ Année=2009) = F, la préférence (Dates.Année=2009; 0.6; 
∅), qui est candidate pour Q1, est en conflit avec la requête. Cette préférence est rejetée 
conformément à la politique 3. 
Contrairement au niveau syntaxique, les conflits sémantiques dépendent de la BDM analysée. 
Des conflits prédéfinis sont déterminés en fonction de l’instance de la BDM considérée. 
Parmi les conflits d’ordre sémantique possibles, nous pouvons mentionner les conflits 
prédéfinis suivants :  
− Conflits dû à des règles internes de gestion. Par exemple, dans un laboratoire de 
recherche, un budget annuel limite de 10000 euros est fixé pour le financement des 
missions de chaque équipe. Supposons que l’usager admet les préférences                  
Px = (Equipe=‘SIG’; θx ; cpx) et Py = (Année=2010; θy ; cpy). Si cpx = cpy, l’ajout 
d’une préférence Pz = (SUM(MT_FRAIS)≥20000; θz ; cpx) associée au même contexte 
d’analyse occasionne un conflit entre préférences . Par ailleurs, si Px et Py sont 
candidates par rapport à une requête portant sur la somme des frais de missions 
supérieur à 10000, alors Px et Py sont en conflit avec la requête. 
− Incohérence sémantique entre deux éléments. Par exemple, une préférence de 
prédicat « Année=2010 » est en conflit avec la requête portant sur la conférence 
CIDR (admet une condition « Nom=‘CIDR’ »),  tel que CIDR est le nom d’une 
conférence qui a lieu dans des années impaires. 
La résolution des conflits au niveau sémantique est effectuée selon la politique 2 si le conflit 
survient entre des préférences, et suivant la politique 3 s’il s’agit d’un conflit préférence-
requête. 
Nous ne traitons pas les conflits pouvant survenir au niveau sémantique entre les préférences 
et les contraintes définies sur le schéma de la BDM (Ghozzi 2004). Nous supposons que les 
préférences usager sont bien formulées par rapport à ces contraintes. 
Le tableau suivant résume les cas de conflits possibles survenant lors du traitement de 
préférences OLAP contextuelles. La colonne Autre correspond au cas des conflits 
sémantiques prédéfinis. PredQ représente la conjonction de tous les prédicats de la requête Q. 
 
CHAPITRE IV : Personnalisation des requêtes OLAP   
Thèse de doctorat Houssem Jerbi 95 
 Préférence-Préférence 
C (Pi , Pj) 
Préférence-Requête 




cpi = cpj cpi ≠ cpj 
Egal(cpi ,9:9;) 
Englobe(9:9;,cpi) 
predi∧predj = F θj ≠ θj                   (predi = predj) predi∧…  ∧predj = F Autre predi∧PredQ= F Autre 
Timing 
Hors-ligne × ×  ×   
En ligne   × × × × 
Niveau 
Syntaxique × × ×  ×  
Sémantique    ×  × 
Tableau 4. Conflits survenant durant le processus de personnalisation OLAP 
Le système de gestion des conflits prend en entrée un ensemble de politiques de résolution des 
conflits et produit en résultat un ensemble de préférences qui sont compatibles mutuellement 
(en ligne et hors-ligne) et avec la requête (en ligne). Ces préférences sont dites homogènes. 
Nous décrivons dans la section suivante comment les préférences sont employées pour 
personnaliser les requêtes de l’usager. 
3 Approche naïve 
La BDM est étendue par des profils stockant les préférences des utilisateurs. Le processus de 
personnalisation de requête consiste à enrichir une requête pour adapter son résultat au mieux 
au profil de l’utilisateur. 
Étant donné une préférence sur les valeurs Pi = (predi; θi ; cpi), θi traduit l’intérêt de 
l’utilisateur à considérer la condition predi pour personnaliser une requête impliquant le 
contexte d’analyse cpi. La personnalisation d’une requête revient donc à intégrer les prédicats 
des préférences associées au contexte d’analyse induit par la requête, soit les prédicats des 
préférences candidates.  
La Figure 26 illustre le principe général du processus de personnalisation de requête. Étant 
donné un profil utilisateur U et une requête utilisateur Q qui est exprimée sur une étoile de la 
BDM, la personnalisation de la requête procède comme suit : l’analyse de Q permet de 
déterminer les préférences actives parmi celles sur les valeurs, puis, seules les préférences 
candidates homogènes sont sélectionnées pour enrichir la requête Q. La requête produite Q’ 
permet de restituer un résultat qui satisfait les préférences utilisateur. Les étapes les plus 
importantes du processus de personnalisation de requête sont : a) sélection des préférences, 
puis b) intégration des préférences. 
Dans la suite de la section 3, nous traitons le cas le plus simple où toutes les préférences 
candidates sont prises en compte. Nous présentons dans la section 4 les spécificités d’une 
personnalisation avancée qui tient compte de paramètres supplémentaires. 
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Figure 26. Processus de personnalisation de requête 
3.1 Modes de personnalisation 
En fonction des préférences utilisées dans la personnalisation d’une requête OLAP Q, nous 
distinguons trois modes de personnalisation : filtrage du résultat, redressement du résultat et le 
mode combiné. 
Filtrage du résultat. La personnalisation élimine une partie du résultat de la requête initiale. 
Plus précisément, elle élimine (1) des valeurs de paramètres et/ou (2) des valeurs de mesures 
affichées dans le résultat classique.  
− Le premier cas correspond à l’insertion dans la requête initiale de prédicats sur les 
attributs d’agrégation des dimensions affichées ou sur des attributs plus globaux.  
− Dans le deuxième cas, des prédicats sur les mesures agrégées f(mi) sont insérées dans 
Q. 
Au niveau de la restitution, ceci entraine l’élimination de tranches (respectivement de 
cellules) d’un cube, de lignes ou de colonnes (resp. de cellules) d’une TM, ou de graduations 
des axes (resp. de points) d’une courbe. 
Propriété. Selon le mode filtrage du résultat, le résultat de Q’ est inclus dans celui de Q. 
Recalcul du résultat. Ce mode a pour effet d’insérer dans la requête: 
− des préférences sur des paramètres de dimensions de filtrage (non affichées), ou  
− des préférences sur des paramètres de dimensions affichées, mais de niveaux de 
granularité inférieurs aux attributs d’agrégation ou d’une autre hiérarchie, ou 
− des préférences sur des mesures non agrégées. 
Mode combiné. Toutes les préférences candidates sont intégrées dans la requête Q. 
La sélection des préférences actives prend en compte le mode de personnalisation. Dans la 
suite, le mode de personnalisation MPers sera utilisé comme paramètre pour la configuration 
du processus de personnalisation d’une requête. S’il n’est pas renseigné, la personnalisation 
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3.2 Sélection des préférences 
L’étape de sélection de préférences vise à déterminer les préférences candidates par rapport à 
une requête.  
Algorithme 
L’algorithme EPCV (Extraction de Préférences Candidates sur les Valeurs) permet de 
sélectionner les préférences candidates non conflictuelles. L’algorithme prend en entrée une 
requête utilisateur Q, un profil utilisateur U, et éventuellement un seuil λ et un mode de 
personnalisation MPers. Il produit en sortie un ensemble de préférences candidates 
homogènes sur les valeurs: 678. 
L’algorithme emploie les fonctions et procédures suivantes : 
− Active(Q, λ, MPers,U) est une fonction qui cherche les préférences actives par 
rapport à Q, au seuil λ et au mode MPers. 
− BuildCTree(C) est une fonction qui construit l’arbre du contexte d’analyse C 
conformément aux propriétés présentées dans la section 2.2.2 du chapitre 3. 
− GestConflit(P,Q,R) est une procédure qui permet de gérer les conflits en ligne. 
Elle prend en entrée, en plus de la requête Q et d’un ensemble de préférences P, un 
ensemble de politiques de résolution R. Elle élimine de P les préférences qui sont 
mutuellement en conflit ou qui sont en conflit avec Q. 
 






Si PACTIV ≠ Ø Alors 
BuildCTree(CACQ)  
Tant que (∃Pi dans PACTIV) Faire 
 BuildCTree(cpi) 
Si(Egal(cpi,CACQ) OU Englobe(CACQ,cpi)) Alors 
   PvCAND PvCAND ∪	Pi 
Finsi 
FinFaire 








Exemple. Poursuivons l’exemple précédent. 678= {P7, P9} en mode de filtrage du résultat, 678= {P1, P10} en mode de redressement du résultat, et 678={P1, P7, P9, P10} en mode 
combiné. 
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Le résultat de l’étape de sélection de préférences est un ensemble de préférences homogènes 
candidates pour la requête Q. Si cet ensemble est vide, le contenu de la BDM représente un 
contenu qui est parfaitement adapté aux préférences de l’utilisateur en cours sous le contexte 
d’analyse courant CAC. Il s’agit du cas où les préférences ont été définies explicitement dans 
la requête, ou du cas où l’utilisateur n’admet pas de préférences valides non-conflictuelles qui 
correspondent à Q. Par conséquent, le système exécute la requête d’une manière ordinaire. 
Autrement, les préférences homogènes seront intégrées dans Q. 
3.3 Intégration des préférences 
L’objectif de l’étape d’intégration de préférences est d’enrichir la requête utilisateur par les 
préférences sélectionnées et de générer ainsi une nouvelle requête Q’ qui renvoie un résultat 
personnalisé tenant compte des préférences de l’utilisateur.  
Nous présentons comment intégrer les préférences en gardant le processus de personnalisation 
de requête indépendant des langages de manipulation. Dans ce cas, cette étape agit sur le 
contexte d’analyse courant CACQ induit par la requête. Il s’agit d’enrichir CACQ par les 
prédicats des préférences sélectionnées, soit de modifier la composante CRQ de CACQ. Le 
résultat est un contexte d’analyse transformé CACQ’, tel que : CACQ ⊂ CACQ’. Plus 
précisément, cette étape prend en entrée : 
− le contexte courant CACQ = (CFQ; CDQ; CRQ), et  
− un ensemble de préférences candidates homogènes P?@ABC= {(predi; θi ; cpi)}.  
Elle produit en sortie le contexte d’analyse CACQ’ = (CFQ; CDQ; CRQ’), où CRQ’= CRQ  ⋃DE	∈	DFGHIJ predi. 
L’enrichissement de CACQ par un prédicat de préférence predi (ei op vali) consiste à ajouter ou 
à mettre à jour un nœud composé: 
− Ajouter un nouveau nœud composé N représentant la dimension Di de l’attribut du 
prédicat (ei∈ADi) : InsertN(ACACQ, Di, NFi) = CACQ’; avec Fi est le fait de CACQ (Di 
∈ StarCS(Fi)), s’il n’existe pas déjà un nœud dans ACACQ représentant Di. 
− Mettre à jour le nœud N : AddP(ACACQ, NDi, predi) = CACQ’, en ajoutant predi en 
conjonction aux prédicats de N, N étant le nœud représentant le paramètre ou la 
mesure de la préférence. 
Propriété. CACQ’ est un contexte d’analyse non évalué 
L’évaluation de CACQ’ (l’extension de l’arbre de contexte par l’ajout des valeurs des 
paramètres et celles des mesures correspondantes) génère un contexte d’analyse complet qui 
représente un résultat personnalisé intégrant les préférences de l’usager. 
Exemple. L’intégration des préférences candidates dans le contexte d’analyse induit par Q1 
(cf. Figure 25) est assurée par la suite des opérations suivantes :  
− AddP (ACACQ1, NManifestations, Type≠‘Atelier’) =  ACACQ11; 
− AddP (ACACQ11, NManifestations, Tx_Accep ≤0.35) = ACACQ12 ; 
− AddP (ACACQ12, NAuteurs, Ville=‘Toulouse’)= ACACQ1’ 
Le contexte d’analyse résultant de l’enrichissement de CACQ1 est CACQ1’=(CACQ1F, CACQ1D, 
CACQ1R’), où : 
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− CACQ1'F’ = CACQ1F  
− CACQ1D’ = CACQ1D   
− CACQ1R’={Dates.Année≥2010; Auteurs.Ville=‘Toulouse’ ; 




Figure 27. Exemples de résultats personnalisés d’une requête OLAP 
Considérons une requête qui affiche le nombre de publications des chercheurs de l’IRIT par 
type de manifestation et par domaine de recherche secondaire. La Figure 27 (a) montre le 
résultat de cette requête sans personnalisation. La Figure 27 (b) montre un résultat 
personnalisé à l’aide de la préférence P7 (de prédicat « Manifestations.Type≠‘Atelier’ ») et 
d’une préférence sur le domaine principal (de prédicat « Domaines.Domaine=‘Système 
d'information’ »). Ceci permet de se focaliser sur les valeurs d’attributs des dimensions 
affichées Domaines et Auteurs. Le résultat représente un sous-ensemble du résultat classique, 
c'est-à-dire un résultat filtré. La Figure 27 (c) présente un résultat personnalisé intégrant la 
préférence P10 (de prédicat « Manifestations.Tx_Accep ≤0.35 » ). Le nombre des publications 
Type Atelier Conférence Revue
Sous-domaine
Bases de Données 12 14 16
Entrepôts de données 10 13 18
Fouille de données 12 10 10
Recherche d'information 14 16 13
Traitement d'images 11 8 10
Systèmes embarquées 20 22 32
Réseaux sans fils 28 25 25





(a) Résultat classique de la requête Q1
(b) Résultat filtré avec des préférences sur les dimensions affichées
(c) Résultat redressé avec des préférences sur d’autres dimensions
Type Atelier Conférence Revue
Sous-domaine
Bases de Données 10 14 12
Entrepôts de données 10 12 14
Fouille de données 8 9 7
Recherche d'information 14 14 10
Traitement d'images 11 8 10
Systèmes embarquées 19 22 26
Réseaux sans fils 20 22 23







Bases de Données 14 16
Entrepôts de données 13 18
Fouille de données 10 10
Recherche d'information 16 13




(Auteurs.Institut='IRIT') AND (Domaines.Domaine=‘Systèmes d'information’) 
AND (Manifestations.Type≠‘Atelier’)
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est calculé seulement par rapport aux manifestations avec un taux d’acceptation qui ne 
dépasse pas 35%. 
Dans une approche de personnalisation naïve, toutes les préférences candidates sont prises en 
compte pour personnaliser une requête. Dans la section suivante, nous montrons comment 
prendre en compte des scénarios plus complexes. 
4 Approche avancée 
Personnaliser vise à satisfaire au mieux les besoins de l’utilisateur. Théoriquement, il s’agit 
d’un problème d’optimisation : pour une requête Q et un utilisateur donnés, l’objectif est de 
trouver les éléments du profil U de l’utilisateur qui, une fois combinés avec Q, pourraient 
maximiser l’intérêt de l’utilisateur en Q. Certains considèrent que la personnalisation 
implique également l’optimisation des intérêts de l’utilisateur en fonction de certaines 
contraintes comme la charge d’exécution de la requête, la taille limite de son résultat, …Il est 
donc nécessaire de pouvoir indiquer ces contraintes comme des critères de personnalisation. 
Ainsi, en fonction des contraintes de personnalisation en cours, des réponses différentes 
peuvent être parfois produites au même usager et pour la même requête. 
Dans cette section, nous décrivons comment peut-on prendre en compte des contraintes 
extérieures dans le processus de personnalisation. 
4.1 Principe 
Un mécanisme de personnalisation peut être soumis à des contraintes qui permettent de 
contrôler la taille du résultat personnalisé et/ou le coût de la personnalisation de requête 
(Koutrika et Ioannidis, 2005b). Imposer un nombre K limite de préférences que le résultat doit 
prendre en compte est un moyen pour la mise en œuvre de ces contraintes de personnalisation. 
Les préférences étant intégrées en tant que des contraintes fortes, le système peut 
automatiquement déterminer les valeurs appropriées de K en fonction de la contrainte à 
satisfaire. Par exemple, si le résultat est affiché suivant une courbe, il serait mieux de 
considérer le plus de préférences afin d’obtenir un résultat peu volumineux, et en même temps 
efficace puisqu’il intègre un nombre important de préférences. Par contre, si l’usager envisage 
d’imprimer le résultat sur papier, un nombre K plus restreint peut être choisi. Ainsi, le 
paramètre K permet de rendre le mécanisme de personnalisation configurable. Il faut noter 
que le cas par défaut, où K n’est pas renseigné, correspond à une personnalisation naïve tenant 
compte de toutes les préférences de l’usager.  
Dans un processus de personnalisation avancée, les préférences sont triées (cf. section 4.2), 
puis, les K meilleures préférences sont intégrées dans la requête initiale. L’étape de sélection 
des préférences comprend deux étapes supplémentaires par rapport au processus naïf : le tri 
des préférences et la détermination du paramètre K à partir d’une contrainte de 
personnalisation. La Figure 28 met en évidence cette étape. 
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Figure 28. Sélection de préférences dans un processus de personnalisation avancée 
4.2 Tri des préférences 
Discussion. Intuitivement, les préférences peuvent être triées en fonction de leur degré 
d’intérêt (traduisant leur pertinence par rapport à l’usager) ou selon le degré d’intérêt de leur 
contexte par rapport au contexte d’analyse courant (représentant leur pertinence par rapport à 
la requête) (Stefanidis et al., 2011). Le tri des préférences selon leur degré d’intérêt seulement 
néglige leur contextualisation. Ainsi, deux préférences de même score seront de même niveau 
d’importance sous le contexte d’analyse courant bien qu’elles soient associées à des contextes 
différents. Par ailleurs, une préférence de score 0.8 qui est associée à un contexte d’analyse 
minimal sera considérée plus importante qu’une préférence de score 0.75 mais qui est 
associée directement au contexte d’analyse courant. D’autre part, le choix d’un tri qui se base 
uniquement sur le degré d’intérêt des contextes des préférences n’est pas rationnel. Une 
préférence admettant un très fort score sera égalisée à une préférence de faible score si elles 
sont associées au même contexte d’analyse. De plus, ce choix ne permettrait pas de 
compenser l’écart entre les scores de préférences par celui entre leurs contextes. 
Dans la suite, nous présentons un algorithme de tri qui combine les deux modes de tri: les 
préférences sont triées selon leur pertinence par rapport à l’usager dans le contexte d’analyse 
courant. 
4.2.1 Score de contextes de préférences 
Etant tous inclus dans CACQ, les contextes de préférences candidates cpcandi de CPCAND sont 
plus ou moins proches de CACQ : plus cpcandi couvre une partie importante de CACQ, plus il lui 
est proche. Afin de mesurer ces degrés de similarité, nous définissons le degré de couverture 
de cpcandi par rapport à CACQ qui est déterminé par le nombre d’éléments en commun entre 
cpcandi et CACQ. Comme cpcandi ⊆ CACQ, ce taux est un réel entre 0 et 1.  
Définition (degré de couverture). Soit cpi∈CPCAND, le degré de couverture de cpi par rapport 
à CACQ est défini par : 
∂@A@L(cpi) = 	 Card(cpP)Card(CACL) 	∈ R0, 1S (1) 
Card(cpi) (respectivement Card(CACQ)) est la cardinalité de l’arbre de contexte de cpi (resp. 
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Remarque. Par définition, les préférences absolues sont pertinentes dans tous les contextes 
d'analyse. Elles sont relatives en l’occurrence à CACQ. Par conséquent, le degré de couverture 
du contexte vide ∅ est égal à 1 quelque soit le contexte d’analyse courant CACQ.   
Exemple. Le contexte d’analyse de la somme des nombres de publications (contexte de P7) 
couvre le contexte d’analyse courant CACQ1 à 37,5%, alors que le contexte d’analyse des 
publications de l’année en cours par équipe d’auteur (contexte de P9) couvre CACQ à 50%. 
4.2.2 Relaxation des scores des préférences 
L’importance d’une préférence contextuelle varie d’un contexte d’analyse à un autre. Son 
score initial demeure invariable si le contexte d’analyse courant est son contexte de 
rattachement (CACQ = cpi). Par contre, si le contexte d’analyse est différent de cpi, son degré 
d’intérêt serait différent de son score sous cpi. Par exemple, une préférence de score 0.7 dans 
le contexte d’analyse des publications serait différent sous le contexte d’analyse des 
publications des doctorants par mois et par type de manifestation. 
Il est donc nécessaire d’effectuer une relaxation des scores des préférences afin de les arrondir 
au niveau de CACQ. Comme le contexte d’une préférence candidate cpi est inclus ou égal à 
CACQ, le degré d’intérêt d’une préférence sous CACQ doit être une fonction du degré d’intérêt 
de la préférence sous cpi. 
Propriété. Soient Pi = (predi; θi ; cpi) une préférence candidate par rapport à une requête Q et 
doi(Pi)CACQ son score dans le contexte d’analyse courant CACQ, doi(Pi)CACQ = f(θi). 
Nous pouvons imaginer plusieurs fonctions de relaxation de score. Cependant, chacune de ces 
fonctions doit satisfaire la condition suivante, pour être intuitive: doi(Pi)CACQ = f(θi) ≤ θi. En 
d'autres termes, le degré d'intérêt d’une préférence diminue puisqu’elle elle est liée à un 
contexte plus général que CACQ. Ainsi, plus le contexte d'une préférence couvre CACQ, plus 
son score sous CACQ est proche de son score initial. doi(Pi)CACQ est proportionnel au degré de 
couverture de cpi par rapport à CACQ. 
Définition. Soit Pi = (predi; θi ; cpi), tel que Egal(cpi, CACQ) ou Englobe(CACQ,cpi), le score 




(Pi) = doi(Pi)CACQ = θi × T;(UVW) ; Englobe(CACQ, cpi) 
(2) 
Comme le montre la figure suivante, doi(Pi)CACQ est une fonction croissante. Pour le même 
score de préférence θi, plus le contexte de préférence couvre CACQ, plus le score sous CACQ 
est important. D’autre part, pour des préférences associées au même contexte, plus le score de 
préférence est important plus le score sous CACQ est important. 
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Figure 29. Courbe de relaxation de score des préférences (cas d’appariement total) 
Les préférences admettant le même score relaxé sont triées de la plus récente vers la plus 
ancienne. Ainsi, l’ensemble 678est totalement ordonné suite à la relaxation des scores. 
L’élément maximal que peut avoir cet ensemble est Pmax = (E ; 1 ; CACQ), et l’élément 
minimal possible est Pmax = (E ; θmin ; cpmin), avec θmin0 et cpmin est un contexte d’analyse 
minimal (constitué d’un seul composant: un fait ou une dimension). 
Définition. Pour Pi∈678et Pj∈678, Pi est plus importante que Pj si et seulement si : 
− doi(Pi)CACQ > doi(Pj)CACQ, ou 
− doi(Pi)CACQ = doi(Pj)CACQ, avec Pi plus récente que Pj 
Exemple. Conformément aux formules  précédentes, doi(P7)CACQ1 = 1*0.375 = 0.37 ; 
doi(P9)CACQ1 = 0.9*0.5 = 0.45 ; et doi(P1)CACQ1=0.75*1 = 0.75. 
4.3 Sélection des Top-K préférences 
L’algorithme EPCV-K permet de sélectionner les K meilleures (Top-K) préférences 
candidates homogènes sur les valeurs PCAND-K. Il représente une redéfinition de l’algorithme 
EPCV. Il prend en entrée un paramètre K en plus des éléments d’EPCV. Les préférences sont 
triées selon leur score sous CACQ. 
Intuitivement, l’algorithme doit suivre les même étapes de l’algorithme EPCV, puis trie les 
préférences candidates renvoyées et en retourne les K meilleures. Afin de réduire le nombre 
d’itérations d’appariement de contextes, EPCV-K trie les préférences actives avant d’effectuer 
l’appariement, puis parcourt l’ensemble des préférences actives dans l’ordre décroissant. Il 
s’arrête lorsque la Kième préférence active dont le contexte apparie avec CACQ est 
sélectionnée. Les K préférences sélectionnées représentent les K meilleures préférences 
candidates homogènes. 
L’algorithme EPCV-K utilise autrement la procédure GestConflit et emploie une 
nouvelle fonction Rank-P: 
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− GestConflit est appliquée sur les préférences actives. Parmi les préférences non 
éliminées par cette procédure, celles dont les contextes apparient avec CACQ 
représentent les préférences candidates homogènes. 
− Rank-P({P1,P2,...},C) est une fonction qui permet de trier les préférences P1, 
P2, … selon doi(Pi)C 
 




PACTIVØ, PvCAND-KØ, p0 
PACTIVActive(Q,λ, MPers,U) 
GestConflit(PACTIV,Q,R) 
Si PACTIV ≠ Ø Alors 
Calculer doi(Pi)CACQ pour chaque Pi dans PACTIV 
PACTIV Rank-P(PACTIV,C) 
BuildCTree(CACQ)  
Tant que (∃Pi dans PACTIV) ET (p ≤ K) Faire 
 BuildCTree(cpi) 
Si(Egal(cpi,CACQ) OU Englobe(CACQ,cpi)) Alors 
   PvCAND-K  PvCAND-K ∪	Pi 








Propriété. Le nombre d’itérations d’appariement de contextes dans un processus de 
personnalisation avancée est plus réduit que celui d’une personnalisation naïve, 
indépendamment du type de la contrainte de personnalisation à satisfaire. 
Preuve. Soit n le nombre des préférences candidates. Le nombre d’itérations d’appariement 
de contextes nécessaires pour une personnalisation naïve est égal à n. Soit m le nombre 
d’itérations pour une personnalisation avancée. 
1er cas. K≤n: Comme les préférences actives sont pré-triées et traitées dans l’ordre décroissant 
de leurs scores relaxés, l’appariement de contextes est effectué seulement pour un sous-
ensemble de ces préférences jusqu’à l’extraction de K préférences candidates. K≤m≤n. Il faut 
noter que m n’est pas connu à l’avance : plus les contextes des préférences actives les mieux 
ordonnées sont appariés avec CACQ, moins d’itérations d’appariement sont nécessaires. 
2ème cas. K>n: Les n préférences candidates sont sélectionnées. Comme pour la 
personnalisation naïve, l’appariement de contexte est effectué pour toutes les préférences 
actives. m = n. 
Exemple. Considérons la requête Q1 et les préférences de l’exemple initial. Rappelons que 
PACTIV = {P1, P5, P7, P9, P10 et P11} et 678={P1, P7, P9, P10}. L’ensemble ordonné des 
préférences actives est : < P1, P10, P11, P9, P7, P5>. Supposons que K est fixé à 3,                
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PvCAND-3 = {P1, P10, P9}. L’algorithme de sélection des préférences s’arrête après quatre 
itérations d’appariement de contextes. Dans le cas où K=4 (toutes les préférences candidates 
sont sélectionnées), l’algorithme EPCV-K effectue 5 itérations d’appariement au lieu de 6 
itérations pour un algorithme de sélection dans le cadre d’une personnalisation naïve. 
Remarque. L’étape d’intégration des préférences dans un processus de personnalisation 
avancée est pareille à celle d’une personnalisation naïve. Elle prend en entrée l’ensemble des 
K meilleures préférences candidates homogènes 678X. 
5 Bilan 
L’objectif de ce chapitre est de proposer un processus de personnalisation des requêtes OLAP 
en fonction de préférences contextuelles stockées dans un profil utilisateur (Jerbi et al., 2010b, 
2010c). Les préférences permettent d’enrichir la requête initiale afin de générer une requête 
susceptible de renvoyer un résultat personnalisé. Ce processus comporte deux 
phases majeures : la sélection, puis l’intégration des préférences. 
La sélection des préférences à employer pour la personnalisation suit plusieurs étapes : 
− La détermination des préférences qui sont relatives à la requête. 
− L’extraction parmi ces préférences de celles liées au contexte d’analyse courant. Ceci 
est effectué par un appariement total entre les contextes de préférences et le contexte 
induit par la requête. 
− La gestion des conflits pouvant survenir selon différentes politiques de résolution. 
Selon une perspective utilisateur, toutes les préférences retenues sont intégrées dans la requête 
afin de maximiser l’intérêt de l’usager au résultat. Dans certains cas, seules les K meilleures 
préférences doivent être utilisées. Ceci correspond à un mécanisme de personnalisation 
avancée correspondant à une perspective système, où la personnalisation est soumise à des 
contraintes. Dans ce cas, une étape supplémentaire est nécessaire pour trier les préférences 
afin de considérer les meilleures. Contrairement aux travaux où les préférences contextuelles 
sont triées en fonction de leur degré d’intérêt (Koutrika et Ioannidis, 2004, 2005a) ou selon le 
degré d’intérêt de leur contexte (Stefanidis et al., 2011), nous avons proposé la fonction de 
score D

 qui combine entre ces deux critères: les préférences sont triées selon leur 
pertinence par rapport à l’usager dans le contexte d’analyse courant. 
La personnalisation admet différents impacts sur le résultat de la requête qui varient entre le 
filtrage, le redressement du résultat et la combinaison de deux. 
L’emploi de préférences contextuelles permet de personnaliser, d’une part, le résultat pour 
différents usagers (des résultats différents pour une même requête appliquée par différents 
usagers), et d’autre part, le résultat pour un même usager lorsqu’il change de contexte 
d’analyse (affichage de toutes les années lors de l’analyse des publications et de l’année en 
cours lors de l’analyse des missions). 
Pour assurer la flexibilité de la personnalisation, la sélection des préférences et 
l’enrichissement de la requête sont indépendants du langage de définition des requêtes et de la 
forme d’affichage des résultats. Le processus de personnalisation de requête agit sur une 
représentation arborescente interne des requêtes et produit le résultat sous la même forme 
générique. 
CHAPITRE IV : Personnalisation des requêtes OLAP   
Thèse de doctorat Houssem Jerbi 106 
Le processus de personnalisation admet quelques limites : 
− La résolution des conflits sémantiques doit être étudiée en détail afin d’élargir les 
domaines de conflits pris en compte. 
− Il convient de définir un mécanisme de détermination du paramètre K en fonction de 
contraintes système pour les différents types de préférences.  
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1 Introduction 
Ce chapitre présente la deuxième action de la personnalisation des analyses OLAP, à savoir la 
personnalisation de la navigation.  
Le mécanisme de personnalisation de requêtes du chapitre précédent agit sur la requête de 
l’usager avant son exécution et permet de l’enrichir afin de personnaliser son résultat. Dans ce 
chapitre, nous montrons comment faciliter les analyses OLAP en intégrant un mécanisme de 
recommandation de requêtes. 
 
 
Figure 30. Positionnement de la recommandation de requêtes 
Afin de répondre à la multiplicité des systèmes OLAP, le processus de recommandation doit 
être indépendant du langage de définition de requête et de la structure d’affichage du résultat. 
Par ailleurs, pour limiter les manipulations de l’usager, ce processus doit être flexible afin de 
permettre des recommandations suivant différents niveaux d’action de l’usager dans le 
processus de requêtage. Ces recommandations doivent être adaptées à l’usager afin de faciliter 
sa tâche. L’étude d’un processus de recommandation OLAP flexible et personnalisé n’a pas 
été traitée dans les travaux existants. 
Plan du chapitre. La section 2 expose le cadre général de recommandation OLAP ainsi que 
nos différents choix de recommandation. La section 3 présente les étapes de génération des 
recommandations candidates. L’algorithme de recommandation global est présenté dans la 
section 4. 
2 Cadre de recommandations OLAP 
Nous avons adopté le modèle de navigation basée sur l’objectif (Dittrich et al., 2005; 
Thalhammer et al., 2001). Selon ce modèle, à chaque étape de l’analyse, l’usager définit une 
requête, observe le résultat, puis définit la requête suivante en conséquence.  
Afin d'assister l’usager au cours de l’analyse OLAP, le système de recommandation reproduit 
le même principe de navigation de l’usager en simulant son comportement durant la 
construction d’une requête, puis lors de la recherche de la requête suivante. Les 
recommandations sont générées aux différents niveaux en fonction du profil de l’usager. 
Afin de formaliser le problème des recommandations OLAP, nous définissons la fonction 
ORecommend (CAC,scénario,U [,options]) qui génère une ou plusieurs recommandations en 
fonction du profil U de l’usager suivant le scénario de recommandation et d’autres options. 
PERSONNALISATION  
DE REQUÊTE
PERSONNALISATION   
DE NAVIGATION
PERSONNALISATION DE L’ANALYSE OLAP
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2.1 Recommandations flexibles 
L’intervention du système de recommandation OLAP dans l’analyse de l’usager varie de la 
proposition d’une partie de la requête en cours de formulation à la suggestion d’une ou de 
plusieurs requêtes après l’application d’une requête complète. Conformément à notre 
modélisation de contexte d’analyse, une requête OLAP constitue un contexte d’analyse non-
évalué et son résultat est un contexte d’analyse complet. Le problème de recommandation se 
réduit à la recherche d’un contexte d’analyse non-évalué à partir du contexte d’analyse 
courant CAC qui est induit par la requête.  
Assistance interactive à la définition de requêtes OLAP  
Le scénario de recommandation par assistance interactive (scénario 1) a lieu au cours de la 
formulation de la requête. Le processus de recommandation prend en entrée le contexte 
d’analyse induit par la requête en cours de formulation. Dans ce cas, CAC est un contexte 
d’analyse partiel. 
Muni d’une potentialité de recommandation, le système OLAP est en mesure de traiter des 
requêtes textuelles incomplètes qu’il enrichit automatiquement. Dans ce cas, la requête de 
l’usager doit comporter au moins le fait et une dimension de l’analyse. La recommandation 
est assurée par l’appel de la fonction ORecommend (CAC,1,U). Par ailleurs, dans le cas où la 
requête est définie graphiquement d’une manière incrémentale (Ravat et al., 2008), le système 
peut proposer un élément de la requête à chaque étape. Ceci correspond à l’appel de la 
fonction ORecommend (CAC,1,U, type), où type décrit l’élément à proposer (une mesure, une 
dimension, un attribut de dimension ou un prédicat de restriction). 
Exemple. Supposons que l’usager utilise un langage graphique pour définir sa requête (Ravat 
et al., 2007b ; 2008). Le système de recommandation complète interactivement la requête en 
fonction des sélections de l’usager. L’usager sélectionne à partir de la constellation les 
éléments de la requête d’une manière incrémentale : le fait Publications (), puis la mesure 
Nb_pulis (), puis la dimension Auteurs (), puis le paramètre Poste (). A ce niveau, le 
système recommande l’autre axe de l’analyse (Dates) ainsi que le niveau de détail 
correspondant (Année). Le système propose également une restriction de l’analyse 
(Manifestations.Type≠‘Atelier Nat.’). Les éléments recommandés sont présentés en couleur 
distinguée dans la Figure 31. Après la validation de la recommandation par l’usager, le 
système évalue la requête correspondante et affiche le résultat. 
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Figure 31. Exemple d’assistance interactive à la définition d’une requête graphique 
Recommandation de requêtes 
Après l’application d’une requête à partir du contexte d’analyse CAi, le système de 
recommandation détermine des contextes d’analyse qui pourraient aider l’usager dans sa 
navigation de la BDM (cf. Figure 21): 
− par anticipation en déterminant un futur contexte d’analyse CAi+j que l’usager est 
susceptible de construire (scénario 2), 
− par alternatives en suggérant les contextes d’analyse CAk alternatifs à la navigation 
de l’usager (scénario 3). 
Le contexte d’analyse courant CAC en entrée du processus de recommandation est le résultat 
de la requête de l’usager. CAC est un contexte d’analyse complet. 
2.2 Recommandation en fonction de profil 
Par définition, les préférences contextuelles permettent de renseigner sur les besoins 
spécifiques de l’usager dans des contextes particuliers (quoi analyser ? et quand ?). 
Considérons une préférence qui est rattachée au contexte d’analyse représentant le résultat 
d’une requête Q. Cette préférence précise ce que l’usager demanderait d’analyser quand il 
observe le résultat de Q. Ainsi, la prise en compte de cette préférence dans la transformation 
du résultat de Q permettrait de produire un contexte d’analyse qui correspond aux besoins de 
l’usager. De même, une préférence associée avec une partie d’une requête permet d’indiquer 
les éléments à insérer dans cette requête. 
Dans notre approche, les recommandations sont générées suite à l’appariement du contexte 
d’analyse induit par la requête avec les contextes de préférences. Par rapport aux travaux 
existants, nos recommandations sont obtenues à partir d’une matrice 
(Requête⋃Résultat)×Fragments de requêtes. 
Poste
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Recommandation et appariement 
Une préférence Pi = (Ei; θi; cpi) traduit l’intérêt de l’usager à sélectionner l’élément Ei dans le 
contexte d’analyse cpi. L’élément Ei est exploité pour générer une recommandation en 
fonction de la relation entre cpi et le contexte courant CAC. 
− cpi et CAC apparient totalement (cf. chapitre 3, section 2.2.3): Egal(cpi,CAC) ou 
Englobe(CAC,cpi). À partir du contexte d’analyse cpi, l’insertion de l’élément Ei 
permet de passer à un nouveau contexte cpi+1 que l’usager devrait construire durant 
son processus d’analyse. Plus généralement, l’emploi de l’élément Ei dans la 
transformation d’un contexte qui est égal à cpi ou qui est plus général que cpi permet 
de produire un nouveau contexte d’analyse qui répond à un besoin anticipé de 
l’usager. Dans le cadre de nos travaux, nous proposons d’employer les préférences 
dont les contextes apparient totalement avec le contexte d’analyse courant pour la 
génération d’une recommandation par anticipation. 
− cpi et CAC apparient partiellement (cf. chapitre 3, section 2.2.3) : 
Chevauche(cpi,CAC). L’objectif de la recommandation d’alternatives est de proposer 
des contextes d’analyse considérés comme nouveaux dans l’analyse de l’usager. Une 
solution envisageable est de proposer à l’usager des éléments qu’il aurait sélectionnés 
dans des contextes proches du contexte courant. La recommandation d’alternatives 
est basée sur un appariement partiel de contextes d’analyse.  
− cpi et CAC n’apparient pas (cf. chapitre 3, section 2.2.3): Disjoint(cpi, CAC). Aucun 
lien n’existe entre cpi et CAC. Les contextes de préférence répondant à cette propriété 
sont rejetés. 
3 Génération de recommandations candidates 
But. L’objectif de cette section est de spécifier un mécanisme de génération des différents 
types recommandations de la section 2.1 en fonction des préférences du décideur. 
Exemple de référence. Afin d’illustrer le mécanisme de génération de recommadations, nous 
considérons dans la suite la requête Q2 qui permet d’afficher le nombre des publications par 
année et par niveau de manifestation. 
La génération d’une recommandation à partir du contexte d’analyse courant est effectuée 
d’une manière progressive.  
Etape de redressement 
Une première transformation permet le redressement du contexte d’analyse courant à travers 
le changement des indicateurs de l’analyse, la réorientation de l’analyse, le changement de sa 
précision, ou la focalisation de l’analyse. Cette transformation produit un contexte d’analyse 
partiel, éventuellement non-évalué. Il est considéré en tant que contexte intermédiaire. 
Etape d’accomplissement 
Si le contexte d’analyse redressé est partiel, le système l’enrichit jusqu’à la construction d’un 
contexte partiel non-évalué. Chaque itération prend en entrée le contexte d’analyse 
intermédiaire produit par l’itération précédente. Les différents types de transformation de 
contexte sont détaillés dans la section 3.2. 
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Etape d’affinement 
Le contexte d’analyse intermédiaire partiel non-évalué est affiné afin de générer le contexte 
d’analyse à recommander. Ceci consiste à enrichir le contexte par des prédicats de restriction 
sur les valeurs. Il s’agit d’appliquer le mécanisme de personnalisation des requêtes détaillé 
dans le chapitre 4 au contexte d’analyse non-évalué généré par l’étape d’accomplissement. 
Notation. CARec = {CARec0, CARec1, …} désigne l’ensemble des contextes d’analyse à 
recommander. CAC représente le contexte d’analyse courant et CAi est un contexte d’analyse 
intermédiaire. 
Il faut noter que le processus de génération de recommandation peut se raffiner en quelques 
sous-processus qui, chacun, produit une recommandation candidate. Dans ce cas, les 
recommandations sont triées, puis filtrées avant d’être retournées à l’usager. 
La Figure 32 présente les deux étapes principales de la construction des recommandations 
OLAP : la génération des recommandations candidates, puis le tri et le filtrage des 
recommandations (section 4.2). 
 
 
Figure 32. Mécanisme de construction des recommandations OLAP 
Les deux sous-sections suivantes présentent respectivement l’étape de sélection de 
préférences et l’étape de transformation d’un contexte d’analyse en fonction des préférences. 
3.1 Sélection des préférences 
L’objectif de l’étape de sélection des préférences est de déterminer les éléments à utiliser lors 
des différentes étapes de génération des contextes d’analyse à recommander. Il s’agit de 
rechercher les préférences qui sont associées au contexte d’analyse en construction. Comme 
un contexte d’analyse est composé d’éléments structurels ainsi que de valeurs, la sélection 
peut concerner les préférences sur les structures ainsi que celles sur les valeurs. 
Le processus de sélection des préférences est déclenché à chaque itération de la génération 
des recommandations et renvoie à chaque fois les préférences admettant le score le plus 
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important dans le contexte d’analyse courant. Il faut noter que les préférences intégrées dans 
le contexte d’analyse ne sont plus prises en compte dans les itérations suivantes. 
Le processus de sélection de préférences varie selon le scénario de recommandation. En effet, 
en plus du type d’appariement de contextes qui change d’un scénario à un autre, le mode de 
calcul des scores des préférences varie également en conséquence. 
3.1.1 Score de préférence 
Le calcul du score relaxé d’une préférence Pi sous le contexte d’analyse courant CAC dépend 
de la relation entre le contexte de préférence cpi et CAC. Lorsque cpi apparie totalement avec 
CAC, le score relaxé de Pi est calculé en fonction du degré de couverture de cpi (cf. section 
4.2.1 du chapitre 4). Cependant, la relaxation de score est différente dans le cas d’appariement 
partiel où cpi et CAC sont intersectés. Dans ce cas, moins cpi est proche de CAC, plus le score 
de Pi sous CAC diminue. Ainsi, doi(Pi)CAC est proportionnel au degré de rapprochement de 
cpi par rapport à CAC.  
Distance d’édition de deux contextes d’analyse intersectés. La distance d’édition est une 
extension de la distance de chaînes de caractères (Navarro, 2001) dans le domaine des 
graphes. La distance d’édition de deux graphes G1 et G2 permet les suppressions, les 
insertions et les substitutions de nœuds afin de transformer G1 en G2. A chaque opération 
d'édition est associé un coût (une valeur réelle positive). La distance d’édition entre G1 et G2 
est le coût minimal de toute la séquence d'opérations transformant G1 en G2. Plus cette 
distance est petite, plus deux graphes sont similaires. Cette distance convient donc pour 
mesurer la similarité de deux arbres de contexte intersectés. 
Les opérations autorisées afin de comparer deux arbres de contexte AC1 et AC2 sont les 
opérations élémentaires de transformation d’arbre. Toutes les opérations contribuent avec un 
côut qui est égal à 1. Une raison intuitive pour ce choix est de tenir compte du niveau de 
hiérarchie impliqué. Par exemple, l’insertion d’une dimension, qui est suivie de l’insertion de 
paramètres, sera plus chère que l’insertion d’un paramètre seulement. D’autre part, ce choix 
permet de valoriser les opérations effectuées en fonction des liens impliqués par le nœud 
inséré ou mis à jour. Par exemple, la suppression d’un paramètre sera valorisée en fonction du 
nombre de nœuds valeur qui lui correspondent. 
Définition. Soient deux contextes d’analyse intersectés C1 et C2 représentés respectivement 
par les arbres de contexte AC1 et AC2. La distance entre les deux contextes C1 et C2, notée 
dca(AC1,AC2), est le nombre minimum d'opérations élémentaires nécessaires pour transformer 
AC1 en AC2. 
Exemple. Considérons la requête Q2. Soient les deux contextes suivants : 
• C11 : Analyse du nombre des publications par trimestre 
• C12 : Analyse des missions par niveau de manifestation et par année par mois 
La Figure 33 présente les arbres de C11, C12 et CACQ2 (le contexte d’analyse résultat de Q2). 
Pour des mesures de simplification, les nœuds valeur de CACQ2 ne sont pas présentés. Une 
séquence d'opérations qui transforme C11 en CACQ2 est : mettre à jour l’étiquette du nœud 
« Trimestre » par « Année » ; insérer les nœuds « Manifestations » et « Niveau ». Sachant que 
CACQ2 comporte 29 nœuds valeur, le coût de cette transformation est 32. La séquence 
d’opérations transformant C12 en CACQ2 est : mettre à jour l’étiquette du fait « Mission » ; 
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supprimer le nœud « Mois », insérer la mesure NB_Publis ainsi que la fonction SUM . Le côut 
de cette transformation s’élève à 33. 
 
 
Figure 33. Exemples de contextes d’analyse intersectés 
Définition. Soient deux contextes d’analyse intersectés C1 et C2 représentés respectivement 
par les arbres de contexte AC1 et AC2. Le degré de rapprochement de C1 à C2 est défini par :  
Y!(9) = 	 |:!||:!| 	+ 	\]^(:, :!)∈	[0,1]	 (3) 
Ainsi, le score d’une préférence Pi = (Ei; θi; cpi) sous CAC, en cas de chevauchement entre cpi 
et CAC, est défini par : 
D: [0,1]×[0,1][0,1] D(Pi)	=	doi(Pi)CAC	=	θi	×	Y(UVE)	;	Chevauche(cpi,	CAC) (4) 
3.1.2 « EPC-ByMatch » 
La fonction EPC-ByMatch utilisée dans l'algorithme de génération des recommandations 
permet de trouver une préférence candidate dont le contexte apparie avec le contexte 
d’analyse courant. Seules les préférences avec le score relaxé maximal sont retournées. 
Définition. Soient un contexte d’analyse courant CAC et un profil utilisateurU. Pi ∈U est 
candidate par rapport à CAC si et seulement si cpi apparie avec CAC et doi(Pi)CAC	 est 
maximal. 
Syntaxe. EPC-ByMatch(CA,U, Cible [,Mode]), où : 
− CA est un contexte d’analyse 
− U est un profil utilisateur 
− Cible renseigne sur le type de la préférence recherchée : une mesure associée au fait 
NomF (NomF:m), une dimension connectée au fait NomF (NomF:D), un attribut 
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concerne tous les types de préférences dont les prédicats sur les valeurs des 
paramètres de dimensions ou sur les valeurs d’une mesure agrégée fAgreg(m). 
− Mode représente le mode d’appariement des contextes (total ou partiel). 
Cette fonction renvoie un ensemble PCAND = {P1, P2, …} de préférences candidates pour le 
contexte CA. Si plusieurs préférences admettent le score relaxé maximal, elles sont toutes 
retenues. En effet, il est difficile de savoir a priori quelle préférence contribuera au mieux à la 
construction de la recommandation finale. Ainsi, nous choisissons de ne donner à cette étape 
aucune priorité à des éléments par rapport à d’autres, puisque la pertinence du choix serait 
effective lors de la construction du contexte entier à la fin du processus progressif. Il est noté 
que le nombre de préférences partageant le même score n’est probablement pas important vu 
la relaxation des scores qu’elles subissent.  
Sélection de l’élément pivot 
La sélection de l’élément pivot correspond à la recherche de l’élément qui va redresser le 
contexte d’analyse courant. Aucune contrainte sur le type de cet élément n’est imposée. Ceci 
correspond à l’intuition de l’usager qui peut, à l’observation du résultat de la requête, modifier 
ou ajouter une mesure, une dimension, un niveau de détail ou une restriction sur les valeurs. 
L’élément sélectionné est celui le plus important suivant le contexte d’analyse courant CAC 
traduisant le résultat de la requête. La relaxation du score au niveau de CAC tient compte du 
scénario de recommandation. 
La sélection de l’élément pivot est assurée par l’appel de la fonction EPC-ByMatch 
(CAC,U, Null, Mode), où CAC représente un contexte d’analyse complet et Mode indique si 
l’appariement est total (pour les scénarios de recommandation 1 et 2) ou partiel (pour le 
scénario 3). 
Condition. Le fait courant n’est pas remplacé. Ainsi seules les préférences qui sont associées 
à ce fait sont considérées. Soit Fi le fait de CAC, une préférence Pi = (Ei; θi; cpi) est 
sélectionné si Ei est: 
− une mesure mk de Fi (mk∈MFi),  
− une dimension Dk qui est connectée à Fi (Dk∈StarCS(Fi)), 
− un paramètre ak d’une dimension connectée à Fi (ak∈ADk, avec Dk∈StarCS(Fi)), 
− une condition sur les valeurs d’un paramètre ak d’une dimension connectée à Fi 
(ak∈ADk, avec Dk∈StarCS(Fi)), 
− une condition sur les valeurs d’une mesure mk ou une mesure agrégée fk(mk), tel que 
fk(mk) ∈ ∈MFi.  
Sélection des éléments d’accomplissement 
La sélection des préférences lors d’une itération d’accomplissement vise à déterminer des 
éléments structurels afin de compléter un contexte d’analyse intermédiaire. Il s’agit de 
rechercher une dimension ou un attribut de dimension. Contrairement à l’itération de 
redressement où CAC est apparié totalement ou partiellement avec les contextes des 
préférences, la recherche d’un élément d’accomplissement est effectuée par appariement total.  
La sélection d’un élément d’accomplissement est assurée par l’appel de la fonction EPC-
ByMatch(CAi,U, Cible,’total’), où : 
− CAi représente un contexte d’analyse intermédiaire partiel 
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− Cible = NomF:D s’il est nécessaire de déterminer une dimension pour le fait NomF, 
Cible = NomD:a si l’élément recherché est un attribut de la dimension NomD. Il faut 
noter qu’aucune sélection de mesure n’est nécessaire lors de cette itération.  
Pour l’étape d’affinement, CAn étant un contexte partiel non-évalué, la sélection des 
préférences concerne les préférences sur les valeurs qui sont candidates pour CAn. Il s’agit de 
faire appel à l’algorithme EPCV (cf. chapitre 4, section 3.2). 
3.2 Transformation de contexte d’analyse 
La transformation d’un contexte d’analyse revient à modifier son arbre. Deux modes de 
transformation sont possibles: 
Enrichissement du contexte d’analyse par un nouveau composant, 
Substitution d’un composant du contexte par un ou plusieurs autres composants. 
Soit PCAND = {P1, P2, …} l’ensemble des préférences candidates pour CAC. S’il existe 
plusieurs préférences candidates, chaque préférence est intégrée séparément dans le contexte 
courant afin de générer un contexte d’analyse intermédiaire. Ainsi, plusieurs contextes 
d’analyse candidats à la recommandation sont ensuite générés. Toutefois, l’ensemble des 
préférences candidates peut être vide. Dans le cas d’absence de préférences correspondant à 
l’élément pivot, aucune recommandation n’est retournée. Par contre, des règles 
d’accomplissement par défaut sont employées pour pallier l’absence des préférences dans la 
phase d’accomplissement du contexte d’analyse. 
Afin de pouvoir spécifier les modes d’intégration des préférences dans un contexte d’analyse, 
nous introduisons deux opérateurs de transformation de contexte: 
− l’opérateur « ⊕ » : Pi⊕CA signifie que l’élément de la préférence Pi est intégré dans 
le contexte d’analyse CA par enrichissement 
− l’opérateur « ⊗ » : Pi⊗CA signifie que l’élément de Pi est intégré dans le contexte 
d’analyse CA par substitution 
Comme pour la sélection des préférences, l’intégration est différente entre l’itération de 
redressement et celles d’accomplissement. Lors du redressement, l’intégration de l’élément 
pivot est effectuée suivant son type. Cependant, les éléments sont intégrés par enrichissement 
afin d’accomplir un contexte d’analyse. 
Nous discutons dans la suite les différents cas d’intégration de l’élément pivot dans le 
contexte d’analyse courant CAC.  
Intégration d’une mesure 
L’intégration d’une nouvelle mesure agrégée est toujours effectuée par enrichissement. La 
conservation des mesures du contexte précédent n’a pas d’influence sur le calcul des valeurs 
de la nouvelle mesure. Ceci produit un contexte d’analyse intermédiaire CAi qui est partiel. 
Règle 1. Si la mesure sélectionnée est non agrégée, le système l’associe avec la fonction 
d’agrégation SUM. 
Transformation de l’arbre de contexte ACAC. L’intégration de la préférence (fAgreg(mi); θi; 
cpi) dans le contexte d’analyse CAC se traduit par l’opération d’édition d’arbre suivante : 
InsertN(ACAC, fAgreg(mi), NF), où NFest le nœud représentant le fait courant F. 
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Exemple. La figure suivante montre la transformation du contexte résultat de Q2 suite à 
l’insertion de la nouvelle mesure moyenne du nombre de soumissions. Il s’agit d’ajouter dans 
l’arbre de CACQ2 deux nœuds représentant la mesure Nb_Soumiss et la fonction d’agrégation 
AVG. L’objectif étant de déterminer un contexte d’analyse non-évalué, les nœuds valeur de la 
nouvelle mesure ne sont pas ajoutés. 
 
 
Figure 34. Exemple de transformation de contexte d’analyse par intégration de mesure 
Intégration d’une dimension 
L’ajout d’une nouvelle dimension affichée dépend de la composition du contexte de 
préférence. Supposons que l’usager préfère observer des données selon la dimension Di dans 
le contexte d’analyse des données suivant les dimensions D1, …, Dk. Ceci implique que 
l’usager est intéressé par des données qui sont agrégées suivant D1, …, Dk et Di. Tout 
contexte d’analyse agrégeant les données suivant d’autres dimensions n’est pas conforme à la 
préférence. Il convient donc, lors de la transformation de CAC, de ne pas maintenir les 
dimensions qui n’existent pas dans le contexte de préférence. Ainsi, l’intégration d’une 
dimension dans ce cas est par substitution. 
Définition. Soit Pi = (Dk; θi; cpi) une préférence candidate pour CAC, Dcpi et DCAC les 
ensembles des dimensions dans cpi et CAC. CAi = Pi⊗CAC si et seulement si Dcpi/DCAC12 ≠∅. 
Dans les autres cas, une dimension est intégrée par enrichissement. Ainsi, si Pi est une 
préférence absolue, Di est toujours intégrée par enrichissement à CAC. 
L’intégration d’une dimension Di est suivie d’une itération d’accomplissement qui insère un 
paramètre de Di à partir des préférences de l’usager. Ce paramètre est sélectionnée à l’aide de 
la fonction EPC-ByMatch(CAC,U, Di,’total’).  
Règle 2. En cas d’absence d’une préférence sur les paramètres de Di, le système sélectionne 
par défaut le paramètre de plus haut niveau de granularité dans une perspective d’analyse du 
plus général au plus détaillé. Dans le cas où la dimension Di est multi-hiérarchies, le système 
sélectionne le paramètre le plus général de chaque hiérarchie et génére pour chacun un 
contexte d’analyse intermédiaire différent. 
Transformation de l’arbre de contexte ACAC. L’intégration de la préférence (Di; θi; cpi) 
dans le contexte CAC se traduit par l’opération d’édition d’arbre suivante : InsertN(ACAC, Di, 
NF), où NF est le nœud représentant le fait courant F. Si l’intégration est par substitution, cette 
opération est précédée par les opérations suivantes : ∀ Dj ∈ Dcpi/DCAC, DeleteN(ACAC,NDj). 
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Exemple. Considérons la requête Q2. La figure suivante illustre l’intégration par 
enrichissement d’une préférence de la dimension Domaines. Conformément à la Règle 2, le 
paramètre le plus général Domaine est ajouté à CACQ2. Cette intégration engendre la 




Figure 35. Exemple de transformation de contexte d’analyse par intégration de dimension 
Intégration d’un attribut de dimension 
L’intégration d’un attribut de dimension dans le contexte d’analyse courant vise à changer le 
niveau de détail des données.  
Soit la préférence sur les paramètres Pi = (ak; θi; cpi) avec ak∈ADi ; Di est une dimension 
affichée dans CAC ; Hi est la hiérarchie courante de Di ; a1, …, ax sont les paramètres affichés 
au sein de la dimension Di, tel que a1≺Hi … ≺Hi ax. 
1er cas. Si ak n’appartient pas à la hiérarchie Hi, il est intégré dans CAC par substitution à tous 
les attributs de la dimension Di. La hiérarchie courante de Di est désormais celle de ak.  
Nous distinguons deux cas d’insertion d’un attribut appartenant à la hiérarchie Hi. Afin 
d’illustrer ces cas, nous considérons un contexte d’analyse CA1 affichant les données suivant 
l’axe Auteurs par Ville par Equipe. L’ensemble des paramètres affichés est : <Equipe, Ville>. 
2ème cas. ak≺Hi a1. ak est ajouté par enrichissement à CAC. L’ajout de l’attribut ak permet 
d’analyser les données suivant Di avec un niveau plus fin. L’ensemble des attributs affichés 
dans le nouveau contexte suivant la hiérarchie Hi est : <ak, a1, …, ax>. 
Exemple. L’insertion de l’attribut Nom_A dans CA1 est effectuée par enrichissement. 
L’ensemble des attributs de la dimension Auteurs devient <Nom_A, Equipe, Ville >.  
3ème cas. a1≺Hi ak. ak est intégré par substitution de manière à constituer le niveau de détail le 
plus fin dans Di. Ainsi, les attributs qui sont de niveau de granularité plus détaillé que aK sont 
éliminés. L’ensemble des attributs dans le nouveau contexte d’analyse est : <ak, …, ax>.  
Exemple. Supposons que l’attribut Institut est intégré dans le contexte d’analyse CA1. 
L’ensemble des attributs affichés selon l’axe Auteurs devient < Institut, Ville >.  
Un cas particulier consiste à insérer un attribut de niveau de granularité plus haut que tous les 
attributs affichés. Dans ce cas, tous les attributs affichés sont éliminés. Par exemple, suite à 
l’intégration de l’attribut Pays au sein de CA1, l’ensemble des attributs de la dimension 
Auteurs du contexte transformé se limite à < Pays >. 
Remarque. Si la dimension à laquelle le paramètre est rattaché n’est pas affichée dans CAC 
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Transformation de l’arbre de contexte ACAC. L’intégration d’un attribut ak se traduit par 
l’insertion d’un nœud ou d’un fragment d’arbre si une dimension est insérée en conséquence: 
• 1er cas. ∀ ai ∈ PHi, DeleteN(ACAC,Nai) = ACAC1; UpdateE (ACAC1,NDi.Hi, Di.Hk) = ACAC2, 
avec ak ∈ PHk; InsertN(ACAC2, ak, NDi.Hk) = ACAC3 
• 2ème cas. InsertN(ACAC, ak, Na1) = ACAC1 
• 3ème cas. DeleteN(ACAC,am) = ACAC1 ; InsertN(ACAC1,ak,Nap) = ACAC2, avec am≺Hi ak 
≺Hi ap≺Hi ax 
Intégration d’un prédicat de restriction. 
En absence de conflit entre le prédicat de la préférence et les prédicats du contexte courant, le 
prédicat de préférence est intégré par enrichissement. Il est inséré en conjonction avec les 
prédicats existants de la dimension ou la mesure à laquelle il correspond. En cas de conflit, le 
prédicat de préférence est inséré par substitution aux prédicats existants qui sont à la source de 
conflit.  
Transformation de l’arbre de contexte ACAC. L’intégration d’un prédicat predk sur les 
valeurs d’une mesure mi ou d’une dimension Di se traduit par la mise à jour du nœud composé 
N représentant la mesure ou la dimension.  
• AddP(ACAC, N, predk). 
Exemple. Considérons la requête Q2. Supposons que l’usager se focalise ensuite sur l’analyse 
des publications des chercheurs de l’IRIT. Supposons aussi qu’il existe deux préférences sur 
les valeurs de prédicats Auteurs.Institut≠‘IRIT’ et Manifestations.Tx_accep < 0.3. La 
première préférence étant en conflit avec le prédicat de la requête (Auteurs.Institut=‘IRIT’), la 
conjonction des deux préférences est intégrée dans CACQ2 par substitution. Le contexte 
d’analyse intermédiaire concerne les publications de chercheurs qui ne sont pas de l’IRIT 
dans des manifestations avec un taux d’acceptation inférieur à 30%. 
4 Algorithme de recommandation 
4.1 ORecommend 
Cette section présente l’algorithme de la fonction ORecommend qui génère, en fonction du 
profil de l’usager, un ensemble de contextes d’analyse candidats en se basant sur une requête 
incomplète ou sur le résultat d’une requête. 
L’algorithme se déroule en trois étapes : redressement, accomplissement et affinement. A 
chaque étape, un ou plusieurs éléments sont sélectionnés à partir des préférences de l’usager 
puis intégrés dans le contexte en construction. Durant l’étape d’accomplissement, les règles 
d’accomplissement par défaut sont employées afin de sélectionner les éléments à insérer en 
l’absence de préférences correspondantes. A la fin de cette étape, les nœuds valeur sont 
supprimés de manière à ce que le contexte intermédiaire CAi constitue un contexte d’analyse 
partiel non-évalué. Lors de l’étape d’affinement, les préférences sur les valeurs sélectionnées 
selon le mode de personnalisation combiné sont intégrées dans le contexte d’analyse avant 
d’être renvoyé. 
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Le fonctionnement de l’algorithme varie suivant le scénario de recommandation. Dans le cas 
du scénario d’assistance à la définition de requête, l’étape de redressement n’est pas évoquée. 
Dans l’algorithme suivant, nous supposons que le paramètre Type n’est pas renseigné ; 
ORecommend permet d’enrichir une requête incomplète. Notons que dans le cas où Type est 
renseigné, la fonction ORecommend permettrait de recommander un élément de requête 
correpondant à Type. Elle se réduirait à l’appel : EPC-ByMatch(CAC,U, Type, ‘total’). 
La différence du fonctionnement entre les scénarios d’anticipation et d’alternative réside 
essentiellement dans le choix de l’élément pivot et dans le calcul de proximité des contextes 
des préférences lors du tri des préférences. 
Si toutes les transformations sont effectuées par enrichissement, le contexte d’analyse induit 
par la requête CACQ est inclus dans le contexte d’analyse généré CAReci. Si au moins une 
transformation est effectuée par substitution, alors CAReci et CACQ sont intersectés. CAReci et 
CACQ ne sont en aucun cas disjoints car ils partagent au moins le fait qui n’est pas 
recommandé. 
Propriété. Soit CACQ le contexte d’analyse induit par la requête Q, et CAReci un contexte 
d’analyse candidat à la recommandation. La relation entre CAReci et CACQ est définie par : 
Englobe(CAReci, CACQ) ou Chevauche(CAReci, CACQ). 
 
Algorithme ORecommend(CAC , Scénario, U, NULL) 
Entrée :  
CAC : contexte d’analyse courant (contexte partiel ou contexte 
résultat de la requête) 
U : profil de l’usager 
Scénario (1 : assistance à la définition de requête ; 2 : 
recommandation par anticipation ; 3 : recommandation d’alternative) 
Λ : seuil de score de préférences 
Sortie :  





PPIVOT∅, PvCAND∅, CAinterm∅ 
Si scénario = 3 Alors 
Mode = « partiel » 
Sinon 
Mode = « total» 
Finsi 
Si scénario ≠ 1 Alors 
//Etape de redressement 
PPIVOT  EPC-ByMatch(CAC,U, Null, Mode) 
Pour chaque PiPIVOT∈PPIVOT Faire 
CAi  PiPIVOT⊕CAC ou CAi  PiPIVOT⊗CAC 
CAinterm  CAinterm ⋃ CAi 
FinPour 
Sinon 
CAinterm  {CAC} 
Finsi 
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Pour chaque CAi∈CAinterm Faire 
//Etape d’accomplissement 
PACCOMP∅ 
Tant que PAS(CAi est partiel non-évalué) Faire 
Type  Déterminer le niveau de rupture de CAi 
PACCOMP  EPC-ByMatch(CAi,U, Type, ‘total’) 
Si PACCOMP est vide  
PACCOMP  élément selon règle d’accomplissement par défaut 
Finsi 
CAi  PACCOMP⊕CAi 
Fin Tant que 
//Etape d’affinement 
Supprimer les nœuds valeur de CAi 
PvCAND  EPCV (CAi, U, λ, NULL) 
CAi  CAi ⊕PvCAND 






Exemple. Considérons la requête Q2 de l’exemple de référence de la section 3. Soit 
l’ensemble des préférences suivantes : 
• P21 = (Auteurs; 0.8; (Publications; {Manifestations.HTyp/(All;Niveau)} ; ∅)) 
• P22 = (Manifestations.Editeur; 0.6; cp22) 
• P23 = ( « Niveau = international »; 0.9; cp23) 
• P24 = ( « Pays = France »; 0.6; cp24) 
La figure suivante montre les étapes de génération des contextes candidats à la 
recommandation (scénario anticipation) à partir du contexte CACQ2 résultat de Q2 et des 
préférences. Pour des mesures de simplification, nous ne présentons pas les nœuds valeur. Les 
contextes d’analyse candidats générés par ce processus sont CA111 et CA121. 
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Suivant Règle 2,   
PACCOMP :  
- « Statut »  
- « Pays » 
 
 
CA11= CA1⊕ « Statut » 








PCAND :  
- P23 
 





CA121= CA12⊕ P24 
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4.2 Tri et filtrage des recommandations 
candidates 
Comme plusieurs recommandations candidates peuvent être générées à partir du contexte 
d’analyse courant, nous étudions comment filtrer et trier ces recommandations pour proposer 
les plus pertinentes pour l'usager.  
Tri des recommandations candidates 
Plusieurs approches peuvent être adoptées à cette fin. Nous pouvons citer : 
− Trier les recommandations candidates en fonction de leur adéquation au profil de 
l’usager. 
− Trier les recommandations candidates en fonction du taux des composants qui sont 
nouveaux par rapport aux requêtes précédentes de l’analyse en cours. 
− Trier les recommandations candidates en fonction du nombre de leurs sélections 
durant les analyses précédentes. 
Suivant le deuxième critère, une recommandation est favorisée si elle permet de découvrir de 
nouvelles données décisionnelles. Cependant, le troisième critère donne la priorité aux 
requêtes qui ont été déjà demandées par l’usager. Afin de favoriser les recommandations 
personnalisées aidant à découvrir des nouveautés, nous adoptons une méthode de tri des 
recommandations qui combine les deux premiers critères. Plus la recommandation est riche en 
préférences et intègre moins d’éléments de la requête précédente, plus elle est pertinente. 
Dans cette perspective, un score est attribué à chaque contexte d’analyse à recommander. Plus 
le contexte d’analyse est construit à partir des éléments les plus pertinents, plus son score est 
important. Ainsi, le degré d’intérêt global d'un contexte d'analyse est une fonction des degrés 
d’intérêt de ses composants. 
Rappelons qu’une recommandation est composée d’un ensemble d'éléments qui dérivent de la 
requête de l’usager, noté NQ, d’un ensemble d’éléments qui dérivent des préférences de 
l’usager, noté NP, et d’un ensemble d’éléments qui sont choisis d’une manière arbitraire, noté 
NA. Le calcul du score d’une recommandation CAReci tient compte des hypothèses suivantes : 
(1) Chaque élément structurel (mesure, dimension, paramètre) dérivé d’une préférence Pk 
contribue au score global avec le score relaxé doi(Pk)CAReci de Pk par rapport au contexte 
d’analyse candidat. Les prédicats de restriction de CAReci participent avec un score unifié 
qui est la moyenne de leurs scores relaxés par rapport à CAReci. 
(2) Les éléments qui ont été précisés dans la requête contribuent au score total avec une 
constante β entre 0 et 1. Une valeur très basse de β maximise le score des 
recommandations qui ne comportent pas des éléments de la requête. Ceci minimise le 
nombre d’éléments communs entre la requête et les meilleures recommandations. D'autre 
part, une valeur assez haute de β favorise les éléments de la requête par rapport aux 
nouveaux éléments induits par les préférences. L'ajustement de cette valeur est présenté 
dans les expérimentations décrites dans le chapitre 6 (cf. Figure 52). 
(3) Les éléments qui sont rajoutés arbitrairement sont pondérés avec des scores nuls. 
(4) Le fait ne contribue pas au score global puisqu’il ne représente pas un élément 
recommandé. 
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Plus précisément, le score d’une recommandation CAReci est le score de son arbre de contexte: 
− Le score d’un nœud (simple ou composé) est le score de son attribut. 
− Le score des prédicats des nœuds est la moyenne des scores des préférences de type 
prédicat.  
La fonction de score  associe un score entre 0 et 1 à un arbre de contexte ACA:  

: ACA  → [0,1] 

(:) = 	∑ n(o)p	7qrstuvowx y 	 ; z({E) = 	|}	~W	{E. Attribut ∈ {, } ∈ R0, 1S	\W(6E)	~W	{E . Attribut ∈ {6
0	~W	{E. Attribut ∈ {:															   (5) 
− n est la cardinalité de l’arbre de contexte qui ne considère pas le nœud fait : n = |ACA|-
1. 
− \W(6E) est le score relaxé de la préférence Pi par rapport au contexte CA. 
Rappelons que le calcul de ce sore varie en fonction du scénario de recommandation. 
(cf. section 3.1.1). 
− :D est la moyenne des scores de tous les prédicats rattachés aux nœuds de 
l’arbre ACA. 
Ainsi les contextes d’analyse candidats à la recommandation CAReci sont triés selon (ACAReci).  
Remarque. Nos recommandations sont triées à partir d'une matrice d’utilité 
Utilisateurs×Requêtes, en mesurant l'utilité d'une requête pour un usager donnée, et en 
retournant la (les) requête(s) qui maximise(nt) cette utilité. 
Filtrage de recommandations 
Afin d’éviter la génération abusive de recommandations d’une part, et de maintenir un seuil 
de pertinence raisonnable des recommandations, d’autre part, un mécanisme de filtrage est 
appliqué au cours ou après la génération des recommandations. Plusieurs critères de filtrage 
peuvent être utilisés : 
− Sélectionner les recommandations qui ont été activées au moins K fois dans le passé. 
− Sélectionner les recommandations étant donné un critère de satisfaction. 
− Sélectionner au maximum N recommandations. 
Nous avons choisi d’adopter les deux derniers critères de filtrage. Parmi les recommandations 
qui ont un score supérieur à un seuil S, seules les N meilleures recommandations sont 
renvoyées. Le seuil S et le nombre N sont fixés arbitrairement au début, puis évoluent en 
fonction de l’interaction de l’usager avec le système de recommandation, en fonction du seuil 
moyen et du nombre moyen des recommandations activées par l’usager. 
5 Bilan 
Afin de faciliter les analyses OLAP, nous avons proposé un mécanisme de recommandation 
de requête. Conformément à notre cadre de personnalisation OLAP (cf. chapitre 3, section 
3.2), le mécanisme de recommandation proposé correspond à l’action de personnalisation de 
CHAPITRE V : Personnalisation de la navigation OLAP   
Thèse de doctorat Houssem Jerbi 128 
la navigation. Il s’agit d’une personnalisation de type explicite et dynamique, dont les critères 
de la personnalisation sont les préférences de l’usager et les paramètres de filtrage et de tri. 
Notre mécanisme de recommandation intègre trois scénarios (Jerbi et al., 2009b) : assistance à 
la définition de requête (Jerbi et al., 2008, 2009a), recommandation de requêtes anticipées 
(Jerbi et al., 2009c) et recommandation de requêtes alternatives (Jerbi et al., 2010a, 2011).  
Afin d’aboutir à une approche adaptée aux différents langages et structures d’affichage, notre 
mécanisme de recommandation se base sur une représentation interne de la requête et de son 
résultat sous forme d’arbre de contexte. Le processus de recommandation est traduit par un 
mécanisme de transformation d’arbres de contexte. 
Le processus de génération de recommandation se décompose en trois étapes : 
• Redressement du contexte d’analyse induit par la requête en simulant des 
manipulations de l’usager.  
• Accomplissement du contexte produit. C’est un processus itératif permettant d’insérer 
des éléments de contexte jusqu’à la génération d’un contexte d’analyse non-évalué. 
• Affinement du contexte d’anlyse accompli par l’insertion des conditions de restriction.  
A chaque étape, les éléments à intégrer sont déterminés à partir du profil de l’usager suite à un 
appariement de contexte, suivi de la mesure de l’utilité des différents éléments pour la requête 
à recommander. 
Les recommandations générées sont triées en fonction du profil de l’usager afin de renvoyer 
les meilleures (Jerbi et al., 2009c). 
Notre processus de recommandation est ascendant. Il permet de recommander de nouvelles 
requêtes à l’usager. 
Toutefois, nous identifions les limites suivantes du processus de recommandation : 
− Le mécanisme d’appariement tient compte seulement de la dernière requête appliquée 
par l’usager. Les autres requêtes précédemment posées dans l’analyse ne sont pas 
considérées. 
− Le calcul des degrés de couverture et de rapprochement des contextes d’analyse basé 
sur le nombre d’éléments donne la priorité aux préférences associées aux contextes 
les plus détaillées, sans distinguer entre les types des composants des contextes 
d’analyse. La définition d’une politique de priorité sur les composants des contextes 
et l’introduction des aspects sémantiques dans l’appariement de contextes permettrait 
d’améliorer le processus de recommandation. 
Le chapitre suivant montre comment implanter les mécanismes de personnalisation et de 
recommandation de requêtes dans un système unifié et présente les résultats 
d’expérimentation des algorithmes proposés. 
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1 Introduction 
Ce chapitre présente le prototype OLAPers afin de valider nos propositions. L’objectif est de 
fournir un système d’analyses OLAP personnalisées qui fournit les mécanismes de 
personnalisation présentés dans les chapitres 4 et 5 et qui repose sur le modèle de préférences 
contextuelles décrit dans le chapitre 3.  
Plan du chapitre. Ce chapitre s’articule comme suit ; la section suivante présente une 
description générale du prototype développé ; la section 3 décrit comment les modèles de 
constellation et de préférences contextuelles sont implantés ; puis la section 4 montre 
comment interroger et afficher les données d’une manière personnalisée. La section 5 détaille 
l’implantation des différents algorithmes de personnalisation. La section 6 présente une étude 
expérimentale de nos solutions. 
2 Description générale du système 
Fonctionnement global du système de personnalisation 
L’objectif du système implanté est d’intégrer la personnalisation et la recommandation de 
requêtes au cours des manipulations de l’usager. Pour chaque requête, le système personnalise 
la requête et renvoie le résultat en plus de requêtes recommandées. La Figure 37 présente une 
vision globale de l’évolution du processus de construction d’une requête en fonction des 
interactions de l’usager. Le système de personnalisation intervient à différents niveaux et 
 permet de: 
− assister l’usager à construire la requête conformément au premier scénario de 
recommandation.  
− personnaliser la requête de l’usager une fois elle est complète et validée par l’usager, 
puis l’exécuter afin de renvoyer son résultat. 
− exploiter le résultat de la requête afin de calculer des requêtes recommandées 
conformément au deuxième et au troisième scénario de recommandation. Les 
requêtes recommandées sont personnalisées avant d’être retournées. 
 
 
Figure 37. Evolution de la construction d’une requête dans OLAPers 
Personnalisation?





Personnaliser              
Requête
Recommandation?
Recommandation (1)                                        
[Q incomplète]
Recommandation (2)+(3)
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Configuration 
Un module de configuration de l’interrogation de la BDM permet aux usagers et à 
l’administrateur du système de définir des paramètres de la personnalisation des analyses : 
− nature du service de personnalisation attendu. Ce paramètre permet de spécifier les 
actions de personnalisation assurées par le système : personnalisation de requête 
(filtrage du résultat suivant toutes les dimensions ou selon les dimensions affichées 
seulement), assistance à la formulation de requête, recommandation de requêtes 
anticipées et/ou alternatives. 
− score minimal λ des préférences sélectionnées lors d’un processus de personnalisation 
(par EPCV-K) de requête ou de recommandation (par EPC-ByMatch). 
− nombre maximal K de préférences sélectionnées à chaque itération du processus de 
personnalisation. Dans le cas de recommandation, K correspond au nombre de 
préférences admettant le score relaxé maximal qui sont retenues. 
− paramètres de recommandation d’alternatives. L’administrateur peut spécifier le(s) 
type(s) requis et le nombre minimal nbmin de nœuds communs entre les contextes 
intersectés. Ainsi, la fonction d’appariement partiel implantée est :  
Chevauche (C1, C2, {t1, t2, …}, nbmin), où t1, t2, … sont les types de nœuds structurels 
communs entre C1 et C2 (fait, dimension, paramètre, mesure, prédicat).   
Architecture 
Le prototype OLAPers repose principalement sur une BDM implantée au dessus du système 
de gestion de bases de données relationnel Oracle 11g. La BDM est interrogée par une 
application cliente java qui permet la spécification de manipulations OLAP et la restitution 
auprès de l’usager. La Figure 38 illustre l'architecture de notre système. 
− Le niveau « stockage » représente l’implantation du schéma et des valeurs de la 
BDM. Ces données sont étendues par les profils des utilisateurs qui sont composées 
de préférences contextuelles. 
− Le niveau « interaction utilisateur » offre un ensemble d’interfaces permettant à 
l’utilisateur d’interagir avec la BDM. Un éditeur de commandes permet de saisir des 
requêtes selon le langage OLAP/SQL personnalisé et d’obtenir des réponses par 
rapport au statut de l’exécution de la requête. Le résultat d’une requête est affiché 
dans une table multidimensionnelle personnalisée. L’usager peut consulter le schéma 
multidimensionnel de la BDM via un visualiseur interactif.  
− Le niveau « exécution de requête » regroupe quatre modules. Chaque requête 
OLAP/SQL textuelle ou graphique est analysée afin d’être validée. Le moteur de 
personnalisation calcule la version personnalisée d’une requête valide qui est 
récupérée par le moteur OLAP/SQL qui est chargé des transcriptions vers le SGBD 
relationnel de stockage. Les requêtes OLAP/SQL sont évaluées et leurs résultats sont 
renvoyés dans une première étape au moteur de personnalisation afin d’en déduire 
des recommandations, puis au générateur graphique chargé de l’affichage sous forme 
de table multidimensionnelle.  
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Figure 38. Architecture de OLAPers 
3 Stockage de constellation personnalisée 
La BDM des publications décrite dans le chapitre 3 (cf. Figure 10) est stockée sous le SGBD 
Oracle 11g et repose sur une architecture R-OLAP. Elle est répartie sur deux bases de 
données : une méta-base et une base R-OLAP. 
3.1 Méta-base 
La méta-base permet de décrire les structures multidimensionnelles de la constellation ainsi 
que les préférences contextuelles des utilisateurs.  
3.1.1 Stockage des structures multidimensionnelles 
Un schéma de l’extrait de la méta-base représentant les structures de la constellation est 
représenté en Annexe 2. Concrètement, cette partie est composée d’une classe générale à 
partir de laquelle dérivent des classes correspondant aux différents composants de la 
constellation (fait, dimension, mesure, paramètre, attribut faible et hiérarchie) et un ensemble 
d’associations traduisant les différents liens existant entre ces composants 
(StarC,MFi,HDi,PHj,≺Hj,WeakHjet   HDi).  
Ce schéma conceptuel est implanté sous la forme de relations. Dans l’implantation 
relationnelle décrite ci-dessous, la relation meta_element traduit tous les composants d’une 
constellation qui sont distingués à l’aide du champ type qui décrit s’il s’agit d’un fait (F), 
d’une dimension (D), …. ; meta_star représente les liaisons entre les faits et les dimensions (la 
fonction StarC) ; meta_measure permet de déterminer l’ensemble de mesures correspondantes 
à chaque fait (MFi) ; et meta_hierarchy permet d’établir la correspondance entre les 
hiérarchies et les dimensions (HDi). La relation meta_level permet de décrire les paramètres 
des dimensions (PHj), les attributs faibles et leur association aux paramètres (WeakHj), ainsi 
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meta_element (id, nom, type) 
meta_star (idf#, idd#) 
meta_measure (idm#, idf#) 
meta_hierarchy (idh#, idd#) 
meta_level (idh#, ida#, position, parameter?) 
Exemple. La Figure 39 présente un exemple du contenu de la méta-base correspondant au fait 
publications et aux dimensions dates et auteurs. Il s’agit particulièrement du contenu de la 
relation meta_élément (l’ensemble des structures multidimensionnelles) et du contenu des 




Figure 39. Extrait de la méta-base décrivant les structures de la constellation 
3.1.2 Stockage des préférences et des contextes 
Afin de décrire les préférences contextuelles, deux relations sont ajoutées à la méta-base.  
La relation meta_preference décrit l’élément de la constellation (un meta_element) ou le 
prédicat préféré, le score de la préférence ainsi que son contexte associé (NULL dans le cas 
d’une préférence absolue) 
La relation meta_context décrit l’arborescence des composants du contexte. Chaque n-uplet 
représente un nœud de l’arbre de contexte : eid traduit l’élément de la constellation (un 






















IDF# IDD# ID Nom Type IDH# IDA# Position Parameter?
1 6 1 PUBLICATIONS F 7 8 1 1
1 13 2 MISSIONS F 7 9 2 1
… … 3 NB_PUBLIS M 7 10 3 1
4 NB_SOUMISS M 7 11 4 1
5 NB_CITATIONS M 7 12 1 0
6 DATES D 14 15 1 1
7 HMOIS H 14 16 2 1
IDM# IDF# 8 IDD A 14 17 3 1
3 1 9 MOIS A 14 18 4 1
4 1 10 TRIMESTRE A 14 19 5 1
5 1 11 ANNEE A 14 20 1 0
… … 12 JOURS_MOIS A 14 21 1 0
13 AUTEURS D 22 15 1 1
14 HEQ H 22 23 2 1
15 IDA A 22 24 3 1
16 EQUIPE A … … … …
IDH# IDD# 17 INSTITUT A
7 6 18 VILLE A
14 13 19 PAYS A
22 13 20 EMAIL_A A
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Exemple. La préférence P9 est définie par : P9= (Auteurs.Ville=‘Toulouse’; 0.9; cp9) ; cp9 = 
(Publications; {Auteurs.Heq/(All;Équipe)} ; {Dates.Année=2011}) 
Les tables suivantes décrivent le stockage de cette préférence. Les champs eid dans les tables 
meta_preference et meta_contexte font référence au champ id de la table meta_element. 
 
 
Figure 40. Exemple de stockage d’une préférence contextuelle 
3.2 Stockage des instances de la constellation 
La base R-OLAP contient les instances de la constellation qui sont stockées en tables de fait 
et de dimension.  
La Figure 41 illustre le stockage du fait publications et de la dimension auteurs. La table est 
composée de champs correspondant aux mesures ainsi que les paramètres racines des 
dimensions qui lui sont associées. Chaque attribut de dimension est traduit par un champ au 
niveau de la table de dimension auteurs. La clé primaire de cette table est le paramètre 
identifiant de la dimension. 
 
 













PID EID OP VAL SCORE CID
P9 18 = Toulouse 0.9 C9
META_CONTEXT























IDM IDO IDD IDA NB_PUBLIS NB_SOUMISS NB_CITATIONS
m1 do1 d1 a1 1 0 2
m2 do2 d2 a2 0 1 3
… … … … … … …
PUBLICATIONS
IDA EQUIPE NOM_A EMAIL_A INSTITUT NOM_I VILLE PAYS POSTE STATUT
a1 SIG Jerbi jerbi@irit.fr UT1 Université Toulouse 1 Toulouse France Doctorant NP
a2 SIG Zurfluh zurfluh@irit.fr UT1 Université Toulouse 1 Toulouse France Professeur P
… … … … … … … … … …
AUTEURS
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4 Requêtage et restitution des données 
Cette section présente le niveau « interaction utilisateur » d’OLAPers. 
4.1 Langage de définition des préférences 
Les préférences de l’usager sont acquises explicitement par le système au travers d’un langage 
textuel. La préférence P = (E; θ; cp) est définie par l’ordre suivant : 
StarPreference E 
With degree = θ 
When cp; 
4.2 Table multidimensionnelle personnalisée 
Le prototype OLAPers affiche les données sous forme de table multidimensionnelle 
personnalisée. 
Une table multidimensionnelle T est définie par (S, L, C, R) où  
− S = (F, {f1(m1), f2(m2),…}) représente le sujet d'analyse relatif au fait F et ses 
mesures observées {m1, m2,…} agrégées à l'aide de fonctions d’agrégationf1, f2,… 
− L = (DL, HL, PL) représente l’axe d’analyse en ligne de T au travers d’une dimension 
courante DL, d’une hiérarchie courante HL et d’une liste ordonnée de paramètres 
affichés PL = <All, pHLmax,…pHLmin>, HL∈HDL et DL∈StarCS(F) 
− C = (DC, HC, PC) représente l’axe d’analyse en colonne de la table T au travers d’une 
dimension courante DC, d’une hiérarchie courante HC et d’une liste ordonnée de 
paramètres affichés PC = <All, pHCmax,…pHCmin>, HC∈HDC et DC∈StarCS(F) 
− R = pred1∧…∧ predv est le prédicat de restriction composé d'une conjonction de 
prédicats normalisés portant sur les dimensions et/ou sur les mesures {m1, m2,…}. 
Cette table multidimensionnelle est dotée d’une zone de notification permettant d’afficher un 
message en fonction du service de personnalisation courant.  
− Dans le cas de personnalisation de requête, une notification de l’extension de la 
requête initiale est affichée.  
− Dans le cas du premier et du deuxième scénario de recommandation, les requêtes 
recommandées sont affichées dans cette zone. 
− Si l’usager a soumis une requête incomplète, un message sera affiché dans cette zone 
afin d’expliquer les choix d’enrichissement de la requête. 
Exemple. Reprenons l’exemple de génération de recommandations de la section 4.1 du 
chapitre 5 (cf. Figure 36). La figure suivante montre le résultat de l’exécution de la requête 
« nombre de publications par année et par niveau de manifestation » sous OLAPers. Le 
résultat de la requête est affiché sous forme d’une TM. Les requêtes recommandées par 
anticipation sont affichées dans la zone personnalisée sous forme de liens. Le système exécute 
une requête recommandée suite à l’activation du lien correspondant. 
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Figure 42. Exemple de table multidimensionnelle personnalisée (avec recommandations) 
4.3 Assistance à la définition de requêtes 
Afin de faciliter la tâche de formulation de requêtes (1er scénario de recommandation), nous 
avons défini un langage de manipulations OLAP personnalisées que l’usager saisit 
textuellement au travers de l’éditeur de commande. 
Langage de manipulations OLAP personnalisées 
Nous avons étendu le langage OLAP (Ravat et al., 2008) décrit dans Annexe 1 afin de 
faciliter l’expression des opérations de construction de table multidimensionnelle 
(DISPLAY), de rotation (ROTATE), de forages (DRILL-DOWN et ROLL-UP) et de 
restriction des données (SELECT). La saisie de certains paramètres de ces opérations devient 
facultative (voir « paramètres facultatifs » dans Tableau 5). Le système de recommandation 
les complète à partir du profil de l’usager. Tableau 5 récapitule les propriétés et les paramètres 
des opérations proposées. 
Ainsi, la manipulation des données au sein d’OLAPers consiste à construire une première 
table multidimensionnelle à l’aide du constructeur DISPLAY, puis à appliquer un ensemble 
d’opérations sur la table multidimensionnelle pour transformer les données visualisées 
provenant de la constellation. Chaque opération porte en entrée sur une TM source notée TSRC 
= (SSRC ; LSRC; CSRC ; RSRC), et produit en sortie une TM résultat notée TRES = (SRES ; LRES; 
CRES ; RRES). 
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Opérateur Entrée Sortie 
Paramètres obligatoires Paramètres facultatifs 
DISPLAY F, DL, HL {f1(m1),...},DC, HC TRES=(SRES, LRES, CRES, RRES) 
− SRES = (F, M), M={f1(m1),…, fx(mx)}, 
∀i∈[1..x], mi∈M, 
− LRES = (DL, HL, <All, pHLmax>), 









DRILLDOWN TSRC, D 
− D∈{DCSRC, DLSRC} 
− pinf∈ParamHi, Hi∈HD 
 
pinf TRES=(SSRC, LRES, CRES, RSRC) 
Si D=DLSRC Alors  
− LRES= (DLSRC, HLSRC, PLSRC+<pinf>), 
− CRES = CSRC, 
Si D=DLSRC Alors  
− LRES = LSRC, 
− CRES= (DCSRC, HCSRC, PCSRC+<pinf>). 
ROLLUP TSRC, D 
− D∈{DCSRC, DLSRC} 
− Psup∈ParamHi, Hi∈HD 
 
psup TRES=(SSRC, LRES, CRES, RSRC) 
Si D=DLSRC Alors  
− LRES= (DLSRC, HLSRC, <All, pHLmax>,…, psup>), 
− CRES = CSRC, 
Si D=DLSRC Alors  
− LRES = LSRC, 
− CRES= (DCSRC, HCSRC, <All, pHCmax>,…, psup>). 
ROTATE TSRC, Dold 
− Dold∈{DCSRC, DLSRC} 
− Dnew∈Star(FSRC) 
− HDnew∈HDnew 
Dnew, HDnew TRES=(SSRC, LRES, CRES, RSRC) 
Si Dold=DLSRC Alors  
− LRES = (Dnew, HDnew, <All, pHDnewmax>), 
− CRES = CSRC, 
Si Dold=DCSRC Alors  
− LRES = LSRC, 
− CRES =(Dnew, HDnew, <All, pHDnewmax>). 
SELECT TSRC, A 
− A∈ MF⋃AD, 
D∈StarCS(F) 
 op val  
− op∈{= ;< ;≤ ; > ; ≥ ;≠} 
− val ∈dom(A) 
TRES=(SSRC, LSRC, CSRC, RRES) 
− RRES = RSRC ∧ A op val 
Tableau 5. Opérations de manipulation OLAP personnalisées 
5 Moteur de requête personnalisé 
Nous avons adopté les choix suivants afin d’implanter notre cadre de personnalisation 
générique : 
− Comme la structure de visualisation utilisée est une table à deux dimensions, les 
requêtes définies permettent d’afficher les données suivant deux dimensions. Ainsi, 
les contextes courants induits par les requêtes et les contextes d’analyse 
recommandés admettent deux dimensions d’affichage. Cependant, il n’y a pas de 
contrainte sur le nombre de dimensions pour les contextes de préférences. 
− Deux recommandations par anticipation et une recommandation d’alternative sont 
générées pour chaque requête utilisateur.  
Les contextes d’analyse sont représentés en mémoire sous forme de structure interne qui 
traduit l’arbre de contexte.  
Le moteur OLAP/SQL personnalisé se compose de quatre modules. 
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Générateur de requête. Les commandes OLAP sont transcrites en mémoire sous forme de 
structure interne. Comme les requêtes sont appliquées à la BDM sous forme de requêtes SQL 
du type SELECT-GROUP-BY-HAVING, le générateur de requête permet également de 
transcrire la structure interne générée vers le SGBD relationnel. 
Gestionnaire de contexte. Ce module intervient durant les phases de sélection et 
d’intégration de préférence. Dans la première phase, il permet d’effectuer l’appariement entre 
contextes et de calculer la distance d’édition entre deux contextes d’analyse dans le cas 
d’appariement partiel. Dans un processus de personnalisation de requête, il prend en entrée 
une liste de prédicats des K préférences candidates et produit en sortie une structure interne 
représentant la requête enrichie. Dans un processus de recommandation, il génère à chaque 
itération un contexte d’analyse transformé suite à l’insertion des préférences. Il assure 
également le tri des contextes d’analyse candidats à la recommandation et la sélection des 
meilleures.  
Gestionnaire de préférences. Ce module permet de déterminer les préférences actives et 
renvoie leurs contextes au gestionnaire de contexte. Il permet de trier les préférences et de les 
regrouper en classes de K préférences. 
Détecteur de conflits. Le prototype implanté traite les conflits qui surviennent au niveau 
syntaxique au moment de la définition de préférences et de la sélection de préférences. Les 
conflits sont résolus suivant les politiques 1, 2 et 3 du chapitre 4 (cf. chapitre 4, section 2.3). 
 
 
Figure 43. Moteur de requête personnalisé 
5.1 Implantation de l’algorithme de sélection de 
préférences 
L’algorithme de sélection de préférences consiste à exécuter l’algorithme EPCV-K ou EPC-
ByMatch en fonction du service de personnalisation demandé. Il prend en entrée la structure 
interne correspondant à la requête ou au contexte d’analyse courant CAC, le mode de 
personnalisation (filtrage ou global) ou de recommandation (total ou partiel) et le seuil de 
préférences actives à considérer ainsi que le nombre maximal K. Dans le cas de l’itération de 
redressement du processus de recommandation, l’élément cible constitue également un 
paramètre de cet algorithme.     
L’algorithme se déroule en deux phases : 
− une phase d’accès à la base de données afin d’extraire les préférences actives, puis les 
contextes de préférences, 
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− une phase de traitement en mémoire ; il s’agit des étapes d’analyse de requête, de 
gestion de conflits, d’appariement de contextes, de relaxation de score et de tri de 
préférences et de recommandations. 
L’algorithme de sélection procède de manières différentes lors de l’appariement total et 
partiel avec CAC en fonction des propriétés de chacun. 
Dans le cas d’appariement total (voir algorithme de vérification de dominance de contextes 
dans chapitre 3, section 2.2.3), le système effectue un premier accès à la méta-base afin 
d’extraire les préférences actives dont tous les nœuds de contexte appartiennent à l’arbre du 
contexte courant CAC. Ainsi, plusieurs préférences actives sont rejetées depuis le premier 
accès à la méta-base. Ces préférences sont triées suivant leurs scores relaxés « fictifs » sous 
CAC. Ces sores ne sont pas tous réels car leurs contextes n’ont pas été totalement appariés 
avec CAC. A ce niveau, il n’est pas possible de déterminer si tout l’arbre d’un contexte de 
préférence est inclus dans celui de CAC. Les préférences restantes sont classées dans l’ordre 
de leurs scores relaxés dans des classes de K préférences. A chaque tour i, le système charge 
en mémoire les contextes de préférences complets de la ième classe et les apparie avec CAC. 
L’algorithme s’arrête lorsque K contextes de préférences qui apparient totalement avec CAC 
sont retrouvés. 
Dans le cas d’appariement partiel (voir algorithme de vérification d’intersection de contextes, 
dans chapitre 3, section 2.2.3), les contextes de préférences cpi sont appariés suivant la 
fonction Chevauche (CAC, cpi, {t1, t2, …}, nbmin). Un premier accès à la méta-base permet 
d’extraire les préférences, rattachées éventuellement à la cible de EPC-ByMatch, et 
associées à des contextes partageant nbmin nœuds avec CAC dont au moins un nœud de type t1, 
t2, … Les contextes sont chargés en mémoire. Pour chacun, le système procède à la 
vérification de l’existence de nœuds correspondant à tous les types  t1, t2, …, au calcul de la 
distance d’édition et au tri de préférences. 
5.2 Enrichissement de requête OLAP 
Afin de personnaliser les requêtes de l’usager, les commandes OLAP sont d’abord 
décomposées dans une représentation interne arborescente. Une transcription SQL du résultat 
de l’algorithme de personnalisation permet de générer la requête SQL Q’ à exécuter. Les 
différences entre la requête initiale Q et la requête personnalisée Q’ sont : 
− insertion dans la clause WHERE des prédicats de préférences sur les paramètres et 
sur les mesures non agrégées (Nb_Publis >10) en conjonction avec ceux de Q, 
− insertion dans la clause HAVING des prédicats de préférences sur les mesures 
agrégées (SUM(Nb_Publis) >10) en conjonction avec ceux de Q, 
− ajout des tables dimensions correspondant aux prédicats des dimensions non 
affichées par la requête (clause FROM), et  
− ajouter des jointures correspondantes (clause WHERE).  
Exemple. Reprenons l’exemple de la section 4.2. L’enrichissement de la requête en mode 
combiné (filtrage du résultat suivant toutes les dimensions) permet de générer la requête Q2’ 
suivante. La partie grisée représente les éléments ajoutés par rapport à la requête initiale Q2. 
 
SELECT NIVEAU, ANNEE, SUM (NB_PUBLIS) 
FROM PUBLICATIONS AS P, MANIFESTATIONS AS M, DATES AS D,AUTEURS AS A 
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WHERE P.IDA = A.IDA AND P.IDM=M.IDM AND P.IDD = D.IDD 
AND D.ANNEE ≥ 2009 
AND A.POSTE=‘Doctorant’ 
GROUP BY NIVEAU, ANNEE; 
L’exécution personnalisée de la requête Q2 sous OLAPers permet d’afficher la TM suivante. 
 
 
Figure 44. Exemple de résultat d’une requête personnalisée 
6 Etude expérimentale 
Nous avons utilisé dans nos différentes expérimentations la BDM de publications de notre 
laboratoire. Cette BDM contient 3 millions d’instances de faits et 500 instances de dimensions 
réparties sur les quatre dimensions Manifestations, Auteurs, Dates et Domaines.  
6.1 Stockage des profils 
Dans cette première expérience, nous avons mesuré le changement de la taille d’une BDM 
suite à son extension par des profils utilisateurs. Nous avons utilisé des profils synthétiques 
produits automatiquement par un générateur de profils. Rappelons qu’un élément de 
préférence (défini par les attributs eid, op et val de la relation meta_preference) peut être 
associé à plusieurs contextes et inversement. Nous avons utilisé 100 profils avec différents 
nombres d’éléments de préférence et différents nombres de contextes par élément de 
préférence. Les contextes de préférences générés sont des contextes d’analyse non évalués 
(sans valeurs). La Figure 45 montre le pourcentage de la taille de stockage des profils par 
rapport à la taille de la BDM pour des intervalles de 200 éléments de préférence et différents 
nombres moyens de contextes par élément de préférence. La taille de stockage de profils 
composés seulement de préférences absolues ne dépasse pas 0.5% de la taille de la BDM 
initiale. Ceci est expliqué par leur faible coût de stockage puisqu’elles comprennent seulement 
des références vers des éléments de la constellation, des prédicats (chaines de caractères) et 
des scores (nombres réels entre 0 et 1).  
Pour le même nombre d’éléments de préférence, la taille de stockage des profils est plus 
importante lorsque ces éléments sont associés à plus de contextes. La différence de taille 
résulte du stockage des contextes. La Figure 45 montre une augmentation importante de la 
taille de stockage des profils pour un nombre d’éléments de préférence entre 0 et 600. Par 
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contre, nous observons une légère augmentation à partir de 800 éléments. En effet, le nombre 
total de contextes, dont la taille constitue la partie majeure de celle des profils, n’évolue pas 
trop à partir de ce point. Par conséquent, les nouvelles préférences sont associées avec des 
contextes existants (seuls le lien à la table meta_contexte est ajouté).  
En conclusion, cette expérience a montré l’utilité de la personnalisation dynamique des 
données OLAP en terme de coût de stockage (au maximum 5% de la taille de la BDM). La 
génération de différentes versions de la BDM pour différents types d’utilisateurs 
(personnalisation statique) entraine un coût de stockage très important, alors que dans notre 
approche seuls les profils sont stockés. 
 
 
Figure 45. Impact du stockage des profils 
Remarque. Dans la suite, la taille d’un profil représentera le nombre de préférences du profil. 
6.2 Etude des performances 
Cette série d’expériences permet d’évaluer la performance de la personnalisation des 
analyses. Nous avons étudié les processus de personnalisation et de recommandation de 
requêtes séparément afin d’identifier les critères qui affectent les performances de chacun. 
Afin de tester nos algorithmes, nous avons considéré un ensemble de 10 requêtes de différents 
nombres de dimensions et attributs avec et sans prédicats de restriction. Nous avons utilisé des 
profils synthétiques produits automatiquement par un générateur de profils en fonction des 
exigences de chaque expérience. 
Les durées sont exprimées en millisecondes. 
6.2.1 Sélection des préférences 
Cette expérince est une étude de la phase de sélection de préférences sur laquelle repose la 
personnalisation. 
Coût de l’algorithme de sélection des préférences 
Afin d’évaluer le temps de sélection de préférences, nous avons exécuté alternativement les 
algorithmes EPCV-K et EPC-ByMatch. Notons que dans le cas de EPC-ByMatch, ce qui 




















Nombre d'éléments de préférence
préférences absolues
2 contextes/élément de préférence
5 contextes/élément de préférence
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Nous avons mesuré pour chaque requête le temps de sélection de préférences sur un profil 
synthétique de taille 200 (U200). Nous avons reporté le temps moyen des différentes requêtes 
pour chaque valeur de K (K=2, K=5 et K=10). Puis, nous avons mesuré ce temps en étendant 
à chaque fois le profil par 200 nouvelles préférences (U400, U600, U800, U1000, U1200). Selon le 
fonctionnement de l’algorithme de sélection, le nombre d’accès à la méta-base (chargement 
de contextes de préférences) dépend du paramètre K et le temps de traitement en mémoire 
(appariement de contexte et tri des préférences) est lié à la taille du profil.  
La Figure 46 (a) montre que, quelque soit la taille du profil, le temps nécessaire à la sélection 
des préférences augmente suivant K. Rappelons que les préférences actives sont triées suivant 
leurs scores fictifs et l’algorithme s’arrête à la kième préférence dont le contexte apparie avec 
CAC. Pour K donné, l’évolution du temps suite à l’ajout de préférences à un profil Ui dépend 
des nouvelles préférences (actives ou non) et de leurs scores. Plus les contextes des 
préférences actives les mieux classées apparient avec CAC, moins d’accès à la méta-base et 
d’appariements sont nécessaires, et par conséquent moins de temps est nécessaire pour la 
sélection des préférences. Ainsi, lorsque toutes les nouvelles préférences actives sont classées 
après les K meilleures préférences de Ui, le temps de sélection augmente très légèrement ou 
reste invariant (par exemple pour K=5 et taille de 400 à 600) car le nombre d’accès à la méta-
base est le même. Cependant, le temps de sélection diminue si l’intégration des nouvelles 
préférences actives change l’ordonnancement des préférences candidates et les rend à la tête 
de la liste (par exemple pour K=2 et taille de 600 à 800). Dans ce cas, moins d’accès à la 
méta-base sont nécessaires. Sinon, le temps de sélection augmente à cause d’un nombre plus 
important d’accès à la méta-base afin de rechercher les K meilleures préférences candidates. 
Nous pouvons observer que le temps augmente légèrement pour K=2 et taille de 200 à 600 et 
il évolue remarquablement pour K=10 et taille de 600 à 1200.  
 
(a) Temps de sélection des préférences contextuelles 
en fonction de la taille de profils 
(b) Temps de sélection des préférences contextuelles 
(Tcontextuelles) et absolues (Tabsloues) suivant K 
Figure 46. Performance de la sélection des préférences 
Afin de confirmer cette tendance, nous avons mesuré le temps de sélection des préférences 
contextuelles (Tcontextuelles) et des préférences absolues (Tabsolues) à partir de profils de tailles 
différentes. La Figure 46 (b) présente le temps moyen de sélection en fonction de K. Comme 
aucun appariement n’est effectué pour la sélection des préférences absolues, Tabsolues n’évolue 
pas suivant K. Cependant, Tcontextuelles est une courbe croissante en fonction de K à cause de 
plus d’appariements de contexte qui sont effectués. Tcontextuelles reste acceptable et ne dépasse 
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temps d’appariement de contexte (chargement des contextes de préférence à partir de la méta-
base puis appariement avec CAC en mémoire). 
Coût d’appariement de contextes 
Cette expérience vise à analyser le temps nécessaire à l’appariement de contexte en fonction 
de la taille de CAC puis de la taille moyenne des contextes de préférences (la taille d’un 
contexte est le nombre de nœuds de son arbre. CAC représente un contexte non évalué (tailles 
5, 10 et 20) ou un contexte complet (tailles 100, 500 et 1000). Nous avons calculé le temps 
nécessaire à l’appariement total (Englobe (CAC, cpi)) puis partiel (Chevauche (CAC, cpi, 
NULL, NULL)) de CAC avec les contextes cpi. Notons que le temps considéré ici concerne 
les algorithmes de vérification de relation de contexte (dominance et intersection de 
contextes) effectuant un parcours en largeur alterné des arbres de contexte pré-chargés en 
mémoire. Le temps de chargement des contextes à partir de la méta-base n’est pas pris en 
compte. La Figure 47 montre que le temps moyen d’appariement total évolue d’une manière 
croissante en fonction de la taille de CAC. Cependant, il reste inférieur au temps 
d’appariement partiel. En effet, lors de l’appariement partiel, au moins tous les nœuds 
structure de chaque cpi sont comparés à ceux de CAC afin de déterminer les nœuds en 
communs. Cependant, l’algorithme d’appariement total s’arrête lors du premier nœud 
structure ou valeur de cpi qui n’appartient pas à CAC. 
 
 
(a) Temps d’appariements total et partiel en fonction de la taille du contexte courant 
(b) Temps d’appariements total et partiel en fonction de la taille du contexte de préférence  
Figure 47. Comparaison des performances de l’appariement total et partiel de contexte 
La Figure 47 (a) montre que le temps d’appariement total et partiel évoluent légèrement 
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pour des tailles plus importantes de CAC (taille entre 100 et 1000). En effet, il s’agit du cas où 
CAC est évalué. Seuls les nœuds valeur correspondant à des nœuds structures communs sont 
comparés. Ainsi, ce temps peut diminuer lorsque le premier nœud structure différent est 
retrouvé plus vite lors de l’appariement total ou quand le nombre de nœuds structure 
communs est plus petit dans le cas de l’appariement partiel.  
La Figure 47 (b) montre que le temps d’appariement évolue moins en fonction de la taille de 
cpi. L’écart entre l’appariement partiel et total est petit lorsque CAC est non-évalué (taille = 
10). Cet écart est plus important pour CAC évalué (taille = 500). Il faut noter que le temps 
d’appariement partiel ne diminue pas lorsque CAC est non-évalué car les nœuds de CAC, qui 
sont tous des nœuds structure, sont visités. 
En conclusion, le temps d’appariement reste très faible (ne dépasse pas 3 milliseconde). Nous 
pouvons conclure que la variation du temps de sélection de préférences est due 
essentiellement au temps d’accès à la méta-base pour l’extraction des contextes de 
préférences. 
6.2.2 Personnalisation de requête 
Nous avons identifié deux critères critiques qui affectent la performance de la 
personnalisation de requête : le nombre maximal de préférences intégrées dans la requête 
(K) ; et le seuil du score de préférences considérées (λ) 
La première expérience vise à étudier le surcoût engendré par la personnalisation de requête. 
Nous avons effectué une série de tests de personnalisation d’une requête par rapport à 10 
profils synthétiques en variant K. Pour chaque valeur de K, nous avons calculé le temps 
d’exécution de la requête initiale (sans personnalisation) et la moyenne du temps d’exécution 
de la requête personnalisée. Le temps d’exécution de la requête personnalisée est la somme du 
temps de personnalisation de la requête (sélection et intégration de préférences) et du temps 
de calcul du résultat de la requête personnalisée. La Figure 48 montre que le temps 
d’exécution de la requête personnalisée est inférieur à celui de la requête initiale lorsque K est 
entre 1 et 30. En effet, comme les préférences sont intégrées sous forme de prédicats de 
restriction, l’exécution de la requête enrichie renvoie moins de n-uplets et nécessite moins de 
temps. La diminution du temps de calcul du résultat permet de récompenser relativement le 
temps de réponse global qui aurait augmenté à cause du temps de personnalisation. Le temps 
d’exécution de la requête personnalisée dépasse celui de la requête initiale lorsque K est assez 
important (K=40). Dans ce cas, le temps de personnalisation de requête est élevé. 
 
 
























Nombre de préférences intégrées K
Requête initiale Requête personnalisée
CHAPITRE VI : Implantation et expérimentation   
Thèse de doctorat Houssem Jerbi 148 
La deuxième expérience permet de comparer les coûts des processus de personnalisation 
naïve et avancée de requête. Nous avons mesuré pour la même requête précédente le temps 
d’exécution suivant la personnalisation naïve (Tnaïve) puis avancée avec K = 2 (TK=2) et K=10 
(TK=10) en variant le seuil des scores de préférences λ. La Figure 49 montre que le temps 
nécessaire pour exécuter la requête personnalisée est inférieur ou légèrement supérieur à celui 
de la requête initiale.  
Tnaïve diminue en fonction du seuil λ et reste toujours supérieur à TK=2 et TK=10. En effet, afin 
d’extraire toutes les préférences candidates, l’algorithme de personnalisation parcourt toutes 
les préférences actives qui sont plus nombreuses lorsque le seuil λ est plus petit. Ce temps est 
réduit dans l’approche avancée où seules les K premières préférences pré-ordonnées sont 
extraites. Lorsque le seuil λ est égal à 0.4, Tnaïve est très proche du temps de requête sans 
personnalisation. Cette valeur du seuil λ représente un point d’équilibre entre le surcoût 
engendré par la personnalisation de requête, d’une part, et le gain en temps de calcul du 
résultat d’une requête plus restrictive, d’autre part.  
Concernant l’approche avancée, nous pouvons observer que plus K est grand, plus le temps 
d’exécution de requête personnalisée est proche de celui de l’approche naïve. TK=2 est 
inférieur TK=10 lorsque le seuil λ est entre 0.1 et 0.7. Bien que le temps de calcul du résultat 
avec K=10 soit intuitivement inférieur au temps avec K=2, le temps d’exécution global de 
requête personnalisée TK=10 reste largement supérieur à TK=2. Ceci peut être expliqué par la 
différence plus importante du temps de personnalisation de requête (surtout le temps de 
sélection des préférences). Cette tendance change partir de la valeur 0.8 du seuil λ où le temps 
de personnalisation avec K=2 devient proche du temps correspondant à K=10. Dans ce cas, le 
nombre des préférences actives devient très petit (seuil important). Par conséquent, TK=10 
devient inférieur à TK=10 grâce à son temps de calcul du résultat qui est moins important.    
Finalement, nous pouvons observer que, quelle que soit la méthode de personnalisation 
utilisée, le temps d’exécution de requête personnalisée dépasse le temps de requête initiale 
lorsque le seuil est égal à 1. En l’absence de préférences candidates avec un score égal à 1, le 
temps d’exécution de requête personnalisée est égal au temps de requête initiale augmenté du 
temps de personnalisation de requête. 
 
 
Figure 49. Comparaison des performances de la personnalisation naïve et avancée de requête 
Les résultats des deux dernières expériences sont conformes aux résultats attendus vu la 
nature du rôle de K qui permet de contrôler le coût du processus de personnalisation en 
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6.2.3 Recommandation 
Coût du processus de recommandation 
Cette expérience évalue le temps nécessaire pour générer une recommandation (fonction 
ORecommend) sans personnalisation en fonction du seuil des préférences utilisées. Nous 
avons calculé le temps de génération lorsque le nombre de paramètres par dimension n’est pas 
spécifié, puis quand le système génère une requête avec un seul paramètre par dimension. 
Rappelons que dans notre cas, chaque requête comprend deux dimensions affichées. Nous 
avons reporté le temps moyen de génération de recommandation par anticipation puis 
d’alternatives pour nos requêtes de test.  
La Figure 50 montre que, quelle que soit la méthode utilisée, le temps nécessaire pour générer 
une recommandation diminue linéairement avec le seuil des préférences. Le temps reste 
acceptable sauf pour la génération d’alternatives avec un seuil faible (λ entre 0.1 et 0.3) où il 
atteint 12 secondes et devra être optimisé. Notons que ce cas est plutôt théorique car le seuil 
doit être configuré à de hautes valeurs afin d’avoir des résultats satisfaisants. Le temps de 
génération d’alternatives est globalement supérieur à celui des recommandations par 
anticipation. Ceci peut être expliqué par un nombre d’itérations (redressement et 
accomplissement) plus important dans le cas des contextes intersectés puisque le nombre de 
contextes qui apparient partiellement avec CAC est toujours supérieur à celui des contextes 
qui apparient totalement. De plus, pour une seule itération, la sélection des préférences par 
appariement partiel nécessite plus de temps à cause du calcul de la distance d’édition pour le 
tri des préférences. 
Nous pouvons remarquer que le temps diminue lorsque les contextes recommandés 
comportent un seul paramètre par dimension. Le temps de génération avec et sans contrainte 
sur le nombre de paramètres par dimension ne varie pas à partir de la valeur 0.9 du seuil λ. 
Ceci peut être expliqué par l’absence de préférences candidates sur les paramètres ayant un 
score supérieur ou égal à 0.9. 
 
  
Figure 50. Performance de la recommandation de requêtes 
6.3 Etude de l’efficacité de la personnalisation 
Nous présentons dans cette section notre seconde expérimentation que nous avons menée 
avec des utilisateurs réels afin d’étudier l’utilisabilité de notre système de personnalisation. 15 
utilisateurs ont participé à cette expérimentation dont 5 connaissent le principe de l’analyse en 
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Nous avons demandé à chaque usager de spécifier 100 préférences par rapport à notre base de 
test : 
− en sélectionnant un profil parmi une liste de profils prédéfinis, puis en le changeant 
afin de l’adapter et  
− en associant des préférences à des contextes d’analyse prédéfinis avec différents 
niveaux de détail. 
Cette expérimentation se déroule suivant un scénario proactif reposant sur un retour utilisateur 
implicite, puis suivant un scénario interactif se basant sur un retour d’expérience utilisateur. 
6.3.1 Evaluation proactive 
Notre première série d’expériences permet d’analyser l’efficacité des processus de 
personnalisation et de recommandation de requête en terme de rappel et de précision. 
Après une explication du schéma de la BDM, chaque usager a été demandé d’effectuer une 
suite d’opérations OLAP afin répondre à la question suivante :  
« Quelles sont les catégories de chercheurs en baisse d’activité de recherche et plus 
particulièrement, dans quel type de manifestations ? » 
La suite d’opérations définies constitue une analyse OLAP. Les analyses effectuées 
comportent en moyenne 9 opérations. Pour chaque opération, le système affiche le résultat de 
la requête personnalisée (sans avertir l’usager) et génère les recommandations qu’il garde en 
interne :  
− Une requête personnalisée est jugée pertinente si l’usager réutilise son résultat dans 
l’étape suivante, c'est-à-dire, si la TM résultat de la requête personnalisée représente 
la TM en entrée (TSRC) de l’opération suivante. 
− Une requête recommandée est jugée pertinente si elle est lancée dans les étapes 
suivantes de l’analyse.  
Précision du processus de personnalisation de requête 
Nous demandons à l’usager d’effectuer l’analyse cinq fois. Lors de la première analyse, les 
requêtes sont enrichies par des préférences absolues. Durant les quatre analyses suivantes, les 
requêtes sont personnalisées à l’aide de profils (comprenant des préférences contextuelles) de 
tailles différentes (25, 50, 75 et 100 préférences). La personnalisation est effectuée suivant 
une approche naïve (toutes les préférences candidates sont intégrées dans la requête). Afin 
d’évaluer la précision des requêtes personnalisées, nous avons calculé le pourcentage des TM 
personnalisées qui ont été réutilisées par l’usager dans l’étape suivante.  
La Figure 51 (a) montre que les usagers sélectionnent plus les requêtes personnalisées à l’aide 
de préférences contextuelles. Ainsi, la contextualisation permet d’améliorer la qualité de la 
personnalisation de requête. Par ailleurs, la Figure 51 (b) montre que pour des profils de taille 
25, 73% des requêtes personnalisées ont été sélectionnées par l’usager, alors que seulement 
24% de requêtes personnalisées à partir de profils de taille 100 ont été sélectionnées. La 
personnalisation de requête induit des résultats moins bons lorsqu’elle est basée sur des profils 
de tailles plus importantes. Ceci peut être expliqué par l’intégration d’un nombre important de 
préférences dont la conjonction n’est pas appropriée à l’usager. En effet, des préférences 
supplémentaires sont intégrées dans la requête si le profil exploité est de plus grande taille. 
Ainsi, la définition d’un nombre maximal de préférences à intégrer (paramètre K) permettrait 
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d’améliorer l’efficacité du processus de personnalisation de requête. Ceci rejoint les résultats 




(a) Comparaison entre la personnalisation de requête   
à partir de préférences absolues et contextuelles 
(b) Efficacité de la personnalisation de requêtes en 
fonction de la taille du profil 
Figure 51. Efficacité du processus de personnalisation de requête 
Rappel/Précision du processus de recommandation par anticipation 
Cette expérience est effectuée pour S=0 et N=2. 
Avant d’évaluer l’efficacité du processus de recommandation, nous avons mené une 
expérience pour déterminer la valeur de β permettant d’obtenir les meilleurs précision et 
rappel (β étant le paramètre de la fonction  définissant le score des éléments de la 
requête de l’usager dans la requête recommandée). Les deux meilleures recommandations 
sont déterminées à l’aide de la fonction de score . La Figure 52 montre qu’une faible 
précision est obtenue lorsque β est proche de 0 ou de 1. La précision et le rappel maximaux 
sont obtenus lorsque β vaut 0.6. Ainsi, dans les expérimentations suivantes du processus de 
recommandation, la valeur de β est fixée à 0.6. 
 
 
Figure 52. Précision et Rappel du processus de recommandation en fonction de β 
Nous avons évalué le rappel et la précision des recommandations par anticipation en utilisant 
les formules suivantes : 
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−	VV(U\) = 	 ^y^ ∩ ]	
|{^y^}|
 
où ] est l’ensemble des meilleures requêtes générées par la fonction ORecommend et 
^y^ est l’ensemble des requêtes lancées par l’usager dans une étape ultérieure de son 
analyse. 
Les recommandations candidates sont générées à partir de profils de tailles différentes en 
considérant d’abord 20 préférences, puis en rajoutant à chaque fois 20 préférences 
supplémentaires. La Figure 53 montre que la taille du profil a une influence sur la qualité des 
recommandations générées. Contrairement à la personnalisation de requête, plus les profils 
sont volumineux, plus les recommandations sont de bonne qualité. La précision maximale 
obtenue est égale à 0.4, ce qui représente un bon résultat puisque 45% des contextes de 
préférence saisis par les usagers ne comportent pas de valeurs. Ainsi, l’appariement de ces 
contextes avec la requête est basé principalement sur les composants structurels sans exploiter 
le résultat. Il faut noter que la précision est inférieure au rappel car le nombre de requêtes 
recommadées est supérieur à celui des requêtes lancées durant l’analyse de l’usager. 
 
 
Figure 53. Précision et Rappel du processus de recommandation par anticipation 
Simplification de l’analyse OLAP 
L’objectif de cette expérience est d’étudier la contribution des recommandations par 
anticipation à la réduction de la charge de navigation de l’usager. Cette expérience correspond 
au cas de génération de recommandations par anticipation à partir de profil de taille 100. Nous 
avons calculé le nombre d’opérations utilisateur anticpées par les recommandations 
petinentes. Dans la Figure 54, un point (x,y) du graphique indique que x% des requêtes 
pertinentes recommandées par anticipation ont été lancées par l’usager après y opérations. La 
Figure 54 montre que 40% des recommandations permettent d’anticiper une opération de 
l’utilisateur. Cependant, seulement 3% des recommndations permettent de proposer la 6ème 
opération de l’usager. Les résultats ont confirmé que l’intégration du mécanisme de 
recommandation permet de faciliter les analyses des usagers. Mais, ce mécanisme ne permet 
pas d’anticiper les opérations de l’usager à un niveau détaillé de l’analyse, ce qui peut être 
expliqué par la génération d’une recommandation par une seule itération de la fonction 
ORecommend. En effet, afin de recommander des opérations correspondant à des niveaux 
plus détaillés de l’analyse OLAP, il faut répéter d’une manière récursive l’algorithme de 
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prendrait en entrée le contexte induit à la requête de l’usager. Puis, chaque itération prendrait 
en entrée le contexte d’analyse candidat généré par l’itération précédente. Nous avons rejeté 
ce choix à cause des problèmes de performance induits. 
 
 
Figure 54. Etude de la réduction de l'effort d'analyse OLAP 
6.3.2 Evaluation avec retour d’expérience utilisateur  
La deuxième série d’expériences portant sur l’utilisabilité du système permet d’évaluer la 
fonction de score des recommandations . 
Nous avons demandé à chaque utilisateur de définir trois requêtes différentes.  
Pour chaque requête, le système calcule les recommandations par anticipation et les 
alternatives. Afin de générer un nombre important de recommandations, tous les éléments 
pivots sont sélectionnés ; une recommandation est générée pour chacun. Les scores des 
recommandations candidates sont calculés suivant  pour différentes tailles du profil. Le 
système affiche toutes les recommandations par anticipation candidates, en les complétant 
éventuellement par des requêtes arbitraires pour atteindre un ensemble comportant 8 requêtes. 
Nous demandons à l’usager d’indiquer les 3 meilleures recommandations à réprésenter sa 
prochaine requête. De même, l’usager est demandé d’indiquer, parmi les recomandations 
alternatives candidates, les 3 meilleures qui sont utiles pour découvrir de nouvelles données. 
En se basant sur les résultats de ce test, nous avons évalué la précision de la fonction de score 


 suivant la formule suivante : 
−	6éUW~W() = V−3() ∩ V−3()HI 	|{V−3()HI }|  
où V−3() est l’ensemble des trois meilleures requêtes sélectionnées par chaque usager 
et V−3()HI est l’ensemble des trois requêtes ayant les meilleurs scores suivant . 
Notons que pour cette expérience, le rappel est égal à la précision car le nombre des requêtes 
sélectionnées par l’usager est égal au nombre de requêtes ordonnées par . 
La Figure 55 montre que le tri effectué à l’aide de la fonction  est plus précis lorsque 
les scores sont canculés à partir de profils de tailles plus importantes. La précision du tri 
suivant  est de 60% dans le cas d’anticipation à partir des profils de taille 100. Afin 
d’améliorer la performance du tri de recommandations, le calcul de score doit être basé sur 
des profils de tailles importantes. D’après la Figure 55,  obtient de moins bons résultats 
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diminuer avec des profils plus volumineux, ce qui peut être expliqué par le choix arbitraire de 




Figure 55. Précision de la fonction de score  
7 Bilan 
Dans ce chapitre, nous avons présenté notre prototype de système de personnalisation des 
analyses OLAP. Ce système implémente le modèle de préférences contextuelles et les 
processus génériques de personnalisation (Jerbi et al., 2010b, 2010c) et de recommandation de 
requêtes (Jerbi et al., 2009b, 2009c) que nous avons proposés. Les contextes d’analyse 
manipulés par notre prototype comportent deux dimensions affichées et sont visualisées sous 
forme de tables multidimensionnelles. 
Nous avons proposé un langage de manipulations OLAP personnalisées (Jerbi et al., 2008) 
afin de valider le premier scénario de recommandation. Les scénarios de recommandation 2 et 
3 sont traduits par l’affichage de requêtes recommandées en plus du résultat de la requête. 
Nous avons mené des expérimentations de nos différents algorithmes de personnalisation de 
requêtes et de recommandation. Les résultats que nous avons obtenus sont satisfaisants. 
L’étude des performances a montré que le coût de personnalisation dépend essentiellement du 
temps d’appariement de contextes, qui doit être optimisé lorsque les tailles des profils sont 
importantes. Par ailleurs, le coût de stockage de profils de moyennes tailles (jusqu’à 1200 
préférences) est faible. Cependant, il serait nécessaire d’optimiser le stockage des contextes 
de grandes tailles, en regroupant par exemple les contextes dans des classes et en stockant le 
contexte représentatif de chaque classe. 
Lors de l’étude de l’efficacité de nos algorithmes de personnalisation, nous avons observé que 
la qualité des requêtes personnalisées et des requêtes recommandées est acceptable malgé 
l’utilisation de profils de petites et moyennes tailles. Les résultats ont montré que les 
processus de personnalisation et de recommandation sont plus efficaces lorsqu’ils sont basés 
sur des conaissances plus approfondies de l’usager (profils de tailles importantes et contextes 
de préférences détaillés). L’étude de la précision du processus de personnalisation de requêtes 
a démontré la nécessité de l’imposition d’une contrainte sur le nombre de préférences 
utilisées, ce qui rejoint les résultats de l’étude de performance de ce processus. Cependant, 
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contextes de préférences appariés doivent être plus détaillés et doivent intégrer plus de 
valeurs. De tels contextes ne peuvent pas être facilement définis par l’usager. 
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1 Bilan général 
Les travaux de recherche présentés dans ce mémoire de thèse s’inscrivent dans le cadre des 
systèmes d’aide à la décision. Ces systèmes se basent sur un processus d’analyse en ligne 
(OLAP) de données organisées de manière multidimensionnelle. Jusqu’à présent, peu de 
travaux se sont intéressés à la personnalisation des analyses OLAP. Nous avons constaté 
l’absence de solutions globales pour la personnalisation de ces analyses. De plus, les modèles 
de préférences de l’usager ne sont pas très développés dans le contexte OLAP. Sur la base de 
ces constatations, nous avons proposé une approche globale de personnalisation des analyses 
OLAP basée sur les préférences. Plus précisément, notre contribution comprend : 
Un modèle générique des analyses OLAP basé sur le concept de contexte d’analyse. Un 
contexte d’analyse traduit l’état courant d’une analyse. Il regroupe tous les éléments de la 
requête de l’usager ainsi que son résultat. Le contexte d’analyse est modélisé par une structure 
arborescente qui reflète la nature des relations entre les différentes structures 
multidimensionnelles (association, hiérarchie, …), entre les structures et les valeurs 
(instanciation) et entre les valeurs (imbrication, agrégation).  Ainsi, les analyses OLAP sont 
représentées par un graphe traduisant leur aspect navigationnel : les nœuds représentent les 
contextes d’analyse et les arcs traduisent les opérations de transformation de données 
permettant de passer d’un contexte à un autre. Ces opérations s’appliquent à l’arbre d’un 
contexte d’analyse et sont indépendantes du langage utilisé. 
Une approche de personnalisation globale basée sur le modèle de graphe d’analyse. La 
personnalisation de requête permet de personnaliser le contexte d’analyse courant et la 
personnalisation de la navigation permet de recommander à l’usager les prochains contextes 
d’analyse à visiter suivant trois scénarios de recommandation. 
Un modèle de préférences OLAP portant sur le schéma ainsi que les valeurs d’une BDM. 
Chaque préférence est associée avec un contexte d’analyse qui précise son cadre 
d’application. L’ensemble des préférences contextuelles représente un profil utilisateur qui 
étend la BDM. 
Un cadre de personnalisation des requêtes OLAP. L’objectif est d’enrichir la requête par les 
préférences de l’usager afin de personnaliser son résultat. La requête est d’abord traduite sous 
la forme du contexte d’analyse courant (sans les valeurs du résultat). Le processus de 
personnalisation repose sur deux étapes: a) la sélection des préférences qui sont associées au 
contexte d’analyse courant en gérant les conflits pouvant survenir lors de cette étape et b) la 
réécriture de la requête initiale en fonction des préférences. La personnalisation de requête est 
effectuée suivant une perspective utilisateur où toutes les préférences sont utilisées afin 
d’augmenter l’intérêt du résultat ou selon une perspective système où seules les K meilleures 
préférences qui satisfont une contrainte de personnalisation sont considérées. 
Un cadre de recommandation de requêtes OLAP. Trois scénarios de recommandation sont 
proposés afin d’assister l’usager à différents niveaux de ses manipulations. Au cours de la 
formulation de requête, l’usager est guidé d’une manière interactive en lui proposant des 
éléments de la requête. Après l’exécution de la requête, le système recommande les requêtes 
suivantes en anticipant les besoins de l’usager, et des requêtes alternatives qu’il n’est pas 
susceptible de demander. L’algorithme de recommandation prend en entrée suivant le 
scénario le contexte d’analyse (partiel) induit par la requête en cours de formulation, ou le 
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contexte d’analyse (complet) qui résulte de la requête exécutée. L’appariement du contexte 
d’analyse courant avec les contextes des préférences permet de déterminer les structures et les 
valeurs à considérer pour générer un contexte d’analyse à recommander. Plusieurs contextes 
d’analyse candidats sont générées progressivement, puis sont triées afin de renvoyer les 
meilleurs. 
Personnalisation de requêtes Vs. Recommandation de requêtes 
La personnalisation et la recommandation des requêtes partagent le même objectif global qui 
est la personnalisation de l’analyse OLAP. Elles ont plusieurs notions communes, telles que 
l’appariement de contextes, la sélection de préférences, l’intégration de préférences, le tri, etc. 
Toutefois, ces deux fonctionnalités ont des entrées, une démarche et des sorties différentes. 
Nous pouvons citer les différences suivantes : 
− La personnalisation des requêtes, telle que nous la définissons, agit sur une requête 
complète de l’usager avant son exécution, alors que la recommandation, nécessite 
l’exécution de la requête, puis transforme son résultat (scénarios 2 et 3), et traite des 
requêtes incomplètes (scénario 1). 
− La personnalisation de requêtes emploie seulement les préférences sur les valeurs. 
L’appariement entre le contexte d’analyse courant et les contextes des préférences est 
total. Par contre, la recommandation considère toutes les préférences et applique un 
appariement partiel ou total de contextes. 
Le tableau suivant présente les différences entre ces deux processus. 
 
  Personnalisation Recommandation 
Timing Après l’application de la requête 
et avant son exécution 
Au cours de la formulation de la 
requête ou après son exécution 
Entrée 
Requête Q Q Q incomplète ou Résultat de Q 
Préférences sur les valeurs - sur les structures 
- sur les valeurs 
Sortie 
(Ci’ : contexte d’analyse non-évalué) Ci’, tel que Englobe(Ci’,CACQ) 
{Ci’}, tel que Englobe(Ci’,CACQ) ou 
Chevauche(Ci’,CACQ) 
Options Personnalisation naïve ou 
avancée 
3 scénarios : (1) assistance, (2) 
requête anticipée, (3) requête 
alternative  
Contexte d’analyse courant Contexte induit par Q (non-évalué) 
- (1) : Contexte induit par Q (partiel)  
- (2), (3) : Contexte résultat de Q 
(complet) 






Prédicats de requête prioritaires Prédicats de préférence prioritaires 
Intégration de préférences enrichissement enrichissement et/ou substitution 
Nombre d’itérations  
(sélection-intégration) n=1 n≥1 
Tri D: Tri de préférences   : Tri de contextes d’analyse 
Tableau 6. Différences entre les processus de personnalisation et de recommandation de 
requêtes OLAP 
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Par ailleurs, la personnalisation représente une étape de la recommandation et la 
recommandation peut être une étape ultérieure à la personnalisation. Ainsi, les requêtes 
recommandées peuvent être personnalisées et réciproquement. 
  
 
Figure 56. Complémentarité des actions de personnalisation et de recommandation de requête 
2 Perspectives 
Nos travaux présentent des limites que nous avons identifiées comme des perspectives à court 
terme de nos travaux. 
Extension du profil de l’usager. Notre modèle de profil actuel intègre seulement les 
préférences de l’usager. Une extension de ce modèle afin d’intégrer des éléments liés au profil 
métier (rôle, département, …) serait judicieuse afin de concilier entre la perception de l’usager 
des données reflétant ses centres d’intérêt personnels et ses caractéristiques professionnelles 
qui reflètent le lien entre son métier et les données qui sont susceptibles de l’intéresser. Ce 
profil métier doit également traduire l’expertise de l’usager. Nous avons débuté récemment 
des travaux dans cet axe (Jerbi et al., 2011). Les réflexions de l’usager, ses interprétations et 
ses commentaires dans un contexte d’analyse donné sont matérialisés par le concept 
d’annotations contextuelles. Les annotations sont restituées lors de l’affichage du résultat de 
la requête offrant un cadre d’analyse personnalisé. 
Modélisation du contexte. Notre modèle de préférences supporte des contextes internes. 
Nous envisageons étendre ce modèle afin d’inclure des contextes externes qui sont 
indépendants des données de la BDM et des attributs de la requête. Il faut noter que notre 
modèle d’arbre de contexte actuel permet d’intégrer certains éléments de contexte externe tels 
que la situation spatio-temporelle. Une étude exhaustive des paramètres de contextes externes 
dans un environnement OLAP serait nécessaire afin de généraliser cette affirmation. 
Cependant, l’étape de sélection des préférences restera basée sur l’appariement de contexte en 
identifiant le contexte externe courant de l’usager qui sera apparié aux contextes externes des 
préférences. L’étape d’intégration de préférences restera inchangée. 
Apprentissage des préférences. Nos travaux se sont focalisés principalement sur la 
modélisation, puis l’exploitation de préférences afin de personnaliser les analyses de l’usager. 
Nous étudions actuellement une méthode d’acquisition automatique des préférences 
quantitatives à partir de l’historique des manipulations de l’usager (log). Certaines solutions 
sont d’ores et déjà explorées. Pour chaque opération de l’usager, le système ajoute une entrée 
au niveau du log qui distingue l’élément principal sélectionné (attribut de forage pour les 
opérations Rollu-up et Drill-down, dimension pour une rotation, prédicat de restriction pour 
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éléments sélectionnés seront considérés comme des préférences avec un score qui est déduit 
du nombre de sélections. En raison du nombre important de contextes stockés, une étape de 
partionnement du log permettrait de déterminer des classes de contextes d’analyse puis de leur 
associer les éléments préférés. 
Optimisation du processus de personnalisation. Le problème d’optimisation est commun à 
tous les travaux de personnalisation (Endres et Kießling, 2008 ; Koutrika et Ioannidis, 2005b). 
Notre objectif à court terme est de définir un cadre de personnalisation contraint où tous les 
algorithmes proposés seront soumis à des contraintes d’optimisation. Ces contraintes 
permettraient principalement de limiter le nombre d’accès à la méta-base au cours des 
itérations de sélection de préférences.  
Plusieurs perspectives sont envisagées à long terme. 
Système de mémoire de cache. La gestion de mémoire de cache est l’une des problématiques 
cruciales dans un système OLAP (Dittrich et al., 2005) à cause du lancement d’une succession 
de requêtes dans le cadre d’une analyse OLAP. Nous souhaiterions adapter le deuxième 
scénario de recommandation (par anticipation) afin de développer un système de mémoire de 
cache des résultats. Lors de l’exécution d’une requête, le système calcule le résultat et prévoie 
la prochaine requête en pré-chargeant son résultat. Ce résultat sera retourné à l’usager s’il 
demande dans l’étape suivante la requête recommandée ou sera utilisé pour calculer le résultat 
d’une autre requête sans interroger la BD (par exemple par calcul d'agrégats à partir du 
contenu du cache). 
Système de personnalisation collaboratif. Notre approche de personnalisation exploite 
seulement le profil de l’usager courant. Ceci représente un problème lorsque le système ne 
dispose pas d’assez d’informations sur l’usager courant. L’une des perspectives les plus 
importantes est la définition d’un système collaboratif qui permet de personnaliser les 
analyses OLAP en fonction des profils d’un groupe d’usagers. Ceci nécessiterait la 
détermination des utilisateurs les plus proches de l’usager courant. La mise en œuvre d’une 
mesure de similarité pour comparer les profils des utilisateurs s’avère donc nécessaire. Une 
étape d’appariement d’utilisateurs sera ajoutée en amont des processus de personnalisation et 
de recommandation. Les algorithmes d’appariement de contexte, d’intégration de préférence 
et de génération de recommandation resteront inchangés, mais ils prendront en entrée des 
préférences d’usagers différents. 
Personnalisation avancée de requête. Notre approche de personnalisation de requête est 
basée sur l’intégration de prédicats afin de ne retourner que les n-uplets pertinents. Il serait 
souhaitable de développer cette approche afin de : 
− Ajouter si nécessaire au résultat des n-uplets qui ne sont pas retournés par la requête. 
Par exemple, il serait intéressant de renvoyer les publications dans un workshop 
connu en réponse à une requête qui affiche les publications dans des conférences. 
Cette extension représente une recommandation du contenu. 
− Trier les n-uplets retournés en fonction des préférences. Le principal verrou 
scientifique qu’il est nécessaire de solutionner est la définition d’une fonction 
d’agrégation afin de calculer le score d’un n-uplet à partir des scores des différents 
attributs qui le composent. Par exemple, trouver le score du n-uplet (2010, ‘SIG’, 
‘conférences’, 13) à partir de préférences portant sur les attributs Année, Equipe, et 
Type de manifestation, sur la mesure nombre de publications et sur les prédicats que 
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satisfont les valeurs du n-uplet. L’estimation du score d’attributs auxquels ne 
correspondent pas de préférences représentera une étape cruciale pour le tri. 
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Annexe 1. Algèbre de manipulation OLAP 
Définition. Une table multidimensionnelle T est définie par (S, L, C, R) où  
− S = (F, {f1(m1), f2(m2),…}) représente le sujet d'analyse relatif au fait F et ses 
mesures observées {m1, m2,…} agrégées à l'aide de fonctions d’agrégation f1, f2,… 
− L = (DL, HL, PL) représente l’axe d’analyse en ligne de T au travers d’une dimension 
courante DL, d’une hiérarchie courante HL et d’une liste ordonnée de paramètres 
affichés PL = <All, pHLmax,…pHLmin>, HL∈HDL et DL∈StarCS(F) 
− C = (DC, HC, PC) représente l’axe d’analyse en colonne de la table T au travers d’une 
dimension courante DC, d’une hiérarchie courante HC et d’une liste ordonnée de 
paramètres affichés PC = <All, pHCmax,…pHCmin>, HC∈HDC et DC∈StarCS(F) 
− R = pred1 ∧…∧ predv est le prédicat de restriction composé d'une conjonction de 
prédicats normalisés portant sur les dimensions et/ou sur le fait F. 
 
Constructeur.  
Le constructeur est essentiel car il permet de définir à partir d’une constellation une première 
TM initiant le processus exploratoire OLAP. Une TM est obtenue à partir d’un constructeur 
défini comme suit. 
DISPLAY(Fc, {f1(m1),…,ft(mt)}, DL, HL, DC, HC) = TRES 
− Fc est le sujet de l’analyse représenté par le fait, 
− {f1(m1),…,ft(mt)} est l’ensemble des mesures ∀i∈[1..t], mi∈Mc ∧ fi∈{SUM, AVG, 
MIN, MAX, COUNT,…}, 
− DL∈Star(Fc) est l’axe d’analyse en ligne, 
− HL∈HDL est la hiérarchie courante utilisée pour graduer les lignes, 
− DC∈Star(Fc) est l’axe d’analyse en colonne, 
− HC∈HDC est la hiérarchie courante utilisée pour graduer les colonnes, 
− TRES = (SRES ; LRES; CRES ; RRES) est la TM résultat tel que 
 SRES = (Fc, {f1(m1),…,ft(mt)}),  
 LRES = (DL, HL, <All, pLmax>), 
 CRES = (DC, HC, <All, pCmax> et 







Opérations de manipulation 
Chaque opérateur : 
− porte en entrée sur une TM source notée TSRC = (SSRC ; LSRC; CSRC ; RSRC), et 
− produit en sortie une TM résultat notée TRES = (SRES ; LRES; CRES ; RRES). 
On pose : 
− SSRC = (Fc, Mc}), Mc = {f1(m1),…,ft(mt)} 
− LSRC = (DL, HL, PL), PL = <All, pLmax,…, pLmin> 
− CSRC = (DC, HC, PC), PC = <All, pCmax,…, pCmin> 
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Dans une TM, chaque paramètre a son domaine de définition ordonné ; on notera dom(pi) = 
<v1, v2, …>. 
 
DRILLDOWN(TSRC, D, pinf) = TRES 
Conditions : D∈{DL; DC}; 
D = DL ⇒ pinf∈HL ∧ ∄pk∈PL | levelHL(pk)<levelHL(pinf) (1) 
D = DC ⇒ pinf∈HC ∧ ∄pk∈PC | levelHC(pk)<levelHC(pinf) 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
D = DL ⇒ LRES = (DL, HL, <All, pLmax,…, pLmin, pinf>) ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = (DC, HC, <All, pCmax,…, pCmin, pinf>) 
ROLLUP(TSRC, D, psup) = TRES 
Conditions : D∈{DL; DC}; 
D = DL ⇒ psup∈HL | levelHL(pLmin)<levelHL(psup) 
D = DC ⇒ psup∈HC | levelHC(pCmin)<levelHC(psup) 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
D = DL ⇒ LRES = (DL, HL, <All, pLmax,…, psup>) ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = (DC, HC, <All, pCmax,…, psup>) 
ROTATE(TSRC, Dold, Dnew, Hnew) = TRES 
Conditions : Dold∈{DL; DC}; Dnew∈Star(Fc); Hnew∈Hnew 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
Dold = DL ⇒ LRES = (Dnew, Hnew, <All>) ∧ CRES = CSRC 
Dold = DC ⇒ LRES = LSRC ∧ CRES = (Dnew, Hnew, <All>) 
NEST(TSRC, D, pi, Dnew, pnew) = TRES 
Conditions : D∈{DL; DC}; Dnew∈Star(Fc); pnew∈Anew 
D = DL ⇒ pi∈PL 
D = DC ⇒ pi∈PC 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
D = DL ⇒ LRES = (DL, HL, <All, pLmax,…, pi, pnew,…, pLmin>) ∧ CRES = 
CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = (DC, HC, <All, pCmax,…, pi, pnew,…, 
pCmin>) 
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AGREGATE(TSRC, D, f(pi)) = TRES 
Conditions : D∈{DL; DC}; f∈{SUM, COUNT, MAX, MIN,…} 
D = DL ⇒ pi∈PL 
D = DC ⇒ pi∈PC 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
D = DL ⇒ LRES = LSRC où dom(pi)=<v1, f(v1), v2, f(v2), …> ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = CSRC où dom(pi)=<v1, f(v1), v2, f(v2), …> 
SWITCH(TSRC, D, pi, v1, v2) = TRES 
Conditions : D∈{DL; DC}; (v1, v2)∈dom(pi)2| dom(pi)=<…, v1,…, v2, …> 
Résultat : TRES = (SSRC; LRES; CRES ; RSRC) 
D = DL ⇒ LRES = LSRC où dom(pi)=<…, v2,…, v1, …> ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = CSRC où dom(pi)=<…, v2,…, v1, …> 
PULL(TSRC, D, f(mi)) = TRES 
Conditions : D∈{DL; DC}; f(mi)∈Mc 
Résultat : TRES = (SRES; LRES; CRES ; RSRC) 
SRES = (Fc, Mc\{f(mi)}) (2) 
D = DL ⇒ LRES = (DL, HL, PL⊕<f(mi)>) (3) ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = (DC, HC, PC⊕<f(mi)>) 
PUSH(TSRC, D, pi) = TRES (2) 
Conditions : D∈{DL; DC}; 
D = DL ⇒ pi∈PL 
D = DC ⇒ pi∈PC 
Résultat : TRES = (SRES; LRES; CRES ; RSRC) 
SRES = (Fc, Mc∪{pi}) 
D = DL ⇒ LRES = (DL, HL, PL\{pi}) ∧ CRES = CSRC 
D = DC ⇒ LRES = LSRC ∧ CRES = (DC, HC, PC\{pi}) 
SELECT(TSRC, pred) = TRES 
Conditions : pred= pred1 ∧…∧ predt est un prédicat en forme conjonctive normale ; 
∀s∈[1..t], preds = Ei.Aj θ vk où Ei∈{Fc}∪Star(Fc), Aj∈M ∪A, θ∈{= ;< ;≤ ; 
> ; ≥ ; ≠}, vk∈dom(Aj) 
Résultat : TRES = (SSRC; LSRC; CSRC ; RRES) 
RRES = pred 
ADDM(TSRC, f(mi)) = TRES 
Conditions : mi∈Mc; f∈{SUM, COUNT, MAX, MIN,…}; f(mi)∉Mc 
Résultat : TRES = (SRES; LSRC; CSRC ; RSRC) 
SRES = (Fc, Mc∪{f(mi)}) 
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DELM(TSRC, f(mi)) = TRES 
Conditions : f(mi)∈Mc 
Résultat : TRES = (SRES; LSRC; CSRC ; RSRC) 
SRES = (Fc, Mc\{f(mi)}) 
 
(1)
 levelH(p) est une fonction retournant l’indice de position (entier) du paramètre p dans la 
hiérarchie H. 
(2)
 \ est l’opération de différence d’ensembles : {e1, e2, e3} \ {e2, e4} = {e1, e3} 
(3)
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Annexe 2. Schéma conceptuel (simplifié) de la 
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Résumés 
Résumé (court) 
Le travail présenté dans cette thèse aborde la problématique de la personnalisation des 
analyses OLAP au sein des bases de données multidimensionnelles.  
Une analyse OLAP est modélisée par un graphe dont les nœuds représentent les contextes 
d’analyse et les arcs traduisent les opérations de l’utilisateur. Le contexte d’analyse regroupe 
la requête et le résultat. Il est décrit par un arbre spécifique qui est indépendant des structures 
de visualisation des données et des langages de requête. Par ailleurs, nous proposons un 
modèle de préférences utilisateur exprimées sur le schéma multidimensionnel et sur les 
valeurs. Chaque préférence est associée à un contexte d’analyse particulier. En nous basant 
sur ces modèles, nous proposons un cadre générique comportant deux mécanismes de 
personnalisation. Le premier mécanisme est la personnalisation de requête. Il permet 
d’enrichir la requête utilisateur à l’aide des préférences correspondantes afin de générer un 
résultat qui satisfait au mieux aux besoins de l’usager. Le deuxième mécanisme de 
personnalisation est la recommandation de requêtes qui permet d’assister l’utilisateur tout au 
long de son exploration des données OLAP. Trois scénarios de recommandation sont définis : 
l’assistance à la formulation de requête, la proposition de la prochaine requête et la suggestion 
de requêtes alternatives. Ces recommandations sont construites progressivement à l’aide des 
préférences de l’utilisateur. Afin valider nos différentes contributions, nous avons développé 
un prototype qui intègre les mécanismes de personnalisation et de recommandation de requête 
proposés. Nous présentons les résultats d’expérimentations montrant la performance et 
l’efficacité de nos approches.  
Mots-clés: OLAP, analyse décisionnelle, personnalisation de requête, système de 
recommandation, préférence utilisateur, contexte d’analyse, appariement d’arbres de contexte. 
Abstract  
This thesis investigates OLAP analysis personalization within multidimensional databases. 
OLAP analyse is modeled through a graph where nodes represent the analysis contexts and 
graph edges represent the user operations. The analysis context regroups the user query as 
well as result. It is well described by a specific tree structure that is independent on the 
visualization structures of data and query languages. We provided a model for user 
preferences on the multidimensional schema and values. Each preference is associated with a 
specific analysis context. Based on previous models, we proposed a generic framework that 
includes two personalization processes. First process, denoted query personalization, aims to 
enhancing user query with related preferences in order to produce a new one that generates a 
personalized result. Second personalization process is query recommendation that allows 
helping user throughout the OLAP data exploration phase. Our recommendation framework 
supports three recommendation scenarios, i.e., assisting user in query composition, suggesting 
the forthcoming query, and suggesting alternative queries. Recommendations are built 
progressively basing on user preferences.  
In order to implement our framework, we developed a prototype system that supports query 
personalization and query recommendation processes. We present experimental results 
showing the efficiency and the effectiveness of our approaches. 
Keywords: OLAP, decision-support analysis, query personalization, recommender system, 
user preference, analysis context, context trees matching. 
