ABSTRACT. Koebe-Andreev-Thurston theorem studies the existence and rigidity of circle patterns of a given combinatorial type and the given non-obtuse exterior intersection angles. By using the topological degree theory and variational principle, this paper derives a series of results generalizing Koebe-Andreev-Thurston theorem to the case of obtuse exterior intersection angles.
1. INTRODUCTION 1.1. Backgrounds. The patterns of circles were introduced as useful tools to study hyperbolic 3-manifolds by Thurston [37] , who also conjectured that, under a procedure of refinement, the hexagonal circle packings converge to the classical Riemann mapping [36] . In 1987 this conjecture was proved by Rodin-Sullivan [28] . Over the past decades, the circle patterns ( packings ) have been bridging combinatorics [33, 34, 22] , discrete and computational geometry [10, 35] , minimal surfaces [5] , and others.
A circle pattern P on a Riemannian surface (S , µ) is a collection of closed disks. The contact graph G(P) of P is a graph having a vertex for each disk, and having an edge between vertices v, u for each connected component E of D v ∩ D u
1
. Suppose that V P , E P are the sets of vertices and edges of G(P). Let e = [v, u] ∈ E P be an edge associated to a component E ⊂ D v ∩ D u . The exterior intersection angle Θ(e) is supplementary to the angle between the exterior normal vectors of the boundaries of D v , D u at an intersection point in E. Please refer to Stephenson's book [35] for an exposition on circle patterns.
There always exist the contact graph and the exterior intersection angles for a circle pattern. Conversely, suppose that G is a given graph on S and Θ : E → [0, π) is a function defined in the edge set of G. Does there exist a circle pattern P whose contact graph is G and whose exterior intersection angle function is Θ? And if it does, to what extent is the circle pattern unique? A celebrated answer to this question is the following Circle Pattern theorem due to Thurston [37, Chap. 13] . Theorem 1.1 (Thurston) . Let G be the 1-skeleton of a triangulation τ of a compact oriented surface S of genus g ≥ 1. Assume that Θ : E → [0, π/2] is a function satisfying the conditions below:
(i) If the edges e 1 , e 2 , e 3 form a null-homotopic closed path in S , and if 3 l=1 Θ(e l ) ≥ π, then these edges form the boundary of a triangle of τ; (ii) If the edges e 1 , e 2 , e 3 , e 4 form a null-homotopic closed path in S , then 4 l=1 Θ(e i ) < 2π. Then there exists a constant curvature metric µ on S such that (S , µ) supports a circle pattern P with the contact graph G and the exterior intersection angles given by Θ. Moreover, the pair (µ, P) is unique up to conformal and anti-conformal equivalence. 1 On some surfaces, the intersection of two closed disks may have more than one connected components.
For circle patterns on the Riemann sphere, when all the exterior intersection angles are zero, the corresponding consequence is often called the Circle Packing theorem, which is regarded as the limiting case of Koebe's circle domain theorem [20] saying that any finitely connected planar domain is conformal to a circle domain.
As noted by Thurston [37] , in the hyperbolic 3-space B 3 , an oriented hyperbolic plane bounds a disk in S 2 , and the dihedral angle of two intersecting oriented planes is equal to the exterior intersection angle of their bounding disks. Thus the adaptation of Theorem 1.1 to the Riemann sphere is a result of Andreev's theorem [2, 3] , which provides a characterization of compact hyperbolic polyhedra with non-obtuse dihedral angles.
Given an abstract polyhedron P with the dual polyhedron P * , we call a set {e 1 , · · · , e k } ⊂ P of edges a prismatic k-circuit, if the endpoints of these edges are distinct and their dual edges {e * 1 , · · · , e * k } form a closed path in P * . Andreev's theorem [2, 3] is then stated as follows. See also [29] for more details. Theorem 1.2 (Andreev) . Let P be a trivalent polyhedron with more than four faces. Suppose that there exists a function Θ : E → (0, π/2] defined in its edge set such that the following conditions hold:
(i) If three distinct edges e 1 , e 2 , e 3 meet at a vertex, then 3 l=1 Θ(e l ) > π; (ii) If the edges e 1 , e 2 , e 3 form a prismatic 3-circuit, then 3 l=1 Θ(e l ) < π; (iii) If the edges e 1 , e 2 , e 3 , e 4 form a prismatic 4-circuit, then 4 l=1 Θ(e l ) < 2π. Assume that P is not the triangular prism 2 . Then there exists a convex hyperbolic polyhedron Q combinatorially equivalent to P with the dihedral angles given by Θ. Moreover, Q is unique up to isometry of B 3 .
Thurston [37] proved Theorem 1.1 via the method of continuity. And his idea was modified by Marden-Rodin [23] to give a proof of the sphere version Circle pattern theorem different from Andreev's. For the Circle Packing theorem, Stephenson [35] provided a proof using a discrete variant of Perron's method and the mathematical induction. In [11] , De Verdiere presented a variational principle approach relating the existence and rigidity of circle packings to the critical points of some convex functions. Chow-Luo [9] generalized this variational principle to all non-obtuse exterior intersection angles and developed the combinatorial Ricci flow which produces exponentially convergent solutions to the circle pattern problem.
Main results.
The purpose of this paper is to relax the requirement of non-obtuse exterior intersection angles in Theorem 1.1. In [17] , He planned to consider this problem in a forthcoming paper, but it did not appear as expected. In fact, few progresses have been made so far, except for several relevant consequences obtained by Rivin-Hodgeson [25] , Rivin [26, 27] , Bao-Bonahon [4] , Rousset [30] , Bobenko-Springborn [6] , and Schlenker [32] , respectively.
In order to generalize Theorem 1.1, we will adopt some tools from manifold theory. In particular, the key part of this paper is to introduce the topological degree theory and Sard's theorem to study circle patterns ( see Sect. 3 and Sect. 4 ). Besides, the Teichmüller theory and the variational principle also play significant roles in solving the problem.
First let us explain some of our terminologies. Suppose that γ is a closed path ( not necessarily simple ) in a compact oriented surface S . We say γ is a pseudo-Jordan path, if S \{γ} has a simply-connected component with boundary γ. Let G be the 1-skeleton of a triangulation τ of S with the sets of vertices, edges and triangles V, E, F. For a pseudo-Jordan path γ which is the boundary of a simply-connected domain Ω, if v ∈ V is a vertex such that v ∈ Ω, then we say γ encloses the vertex v. Assume that S is of genus g > 1 and is equipped with a hyperbolic metric µ. We say a circle pattern P on (S , µ) is of G-type, if there exists a geodesic triangulation τ(µ) of (S , µ) such that the following properties hold: (i) τ(µ) is isotopic to τ; (ii) the vertices of τ(µ) are one-to-one coincident with the centers of the disks in P. Theorem 1.3. Let G be the 1-skeleton of a triangulation τ of a compact oriented surface S of genus g > 1. Suppose that Θ : E → [0, π) is a function satisfying the conditions below:
(C1) For any three edges e 1 , e 2 , e 3 forming the boundary of a triangle of τ, if 3 l=1 Θ(e l ) > π, then Θ(e 1 ) + Θ(e 2 ) < π + Θ(e 3 ), Θ(e 2 ) + Θ(e 3 ) < π + Θ(e 1 ), Θ(e 3 ) + Θ(e 1 ) < π + Θ(e 2 ). (C2) When the edges e 1 , e 2 , · · · , e s form a pseudo-Jordan path which encloses at least one vertex of G in S , s l=1 Θ(e l ) < (s − 2)π. Then there exists a hyperbolic metric µ on S such that (S , µ) supports a G-type circle pattern P with the exterior intersection angles given by Θ.
As shown in FIGURE 1, without the condition of non-obtuse exterior intersection angles, there exists the circle pattern whose contact graph has edges crossing with each other. That means a G-type circle pattern may not realize G as the contact graph. To tackle the problem, below we introduce a new concept.
FIGURE 1. The dashed edge is removed
Given a circle pattern P on (S , µ), the primitive contact graph G (P) of P is obtained from the contact graph G(P), by removing every edge whose corresponding intersection component is contained in a third closed disk in P. Precisely, an edge e = [v, u] ∈ E P appears in G (P) if and only if there exists no vertex w ∈ V P \ {v, u} such that E ⊂ D w , where E ⊂ D v ∩ D u denotes the intersection component for e. (C3) For any four edges e 1 , e 2 , e 3 , e 4 forming the boundary of the union of two adjacent triangles,
|E| denote the set of all weight functions satisfying the conditions (C1) and (C2). Theorem 1.5. For almost every Θ ∈ W, there are at most finitely many G-type circle pattern pairs (µ, P), up to isometry, with the exterior intersection angles given by Θ.
By using the variational principle method, the global rigidity will be also established under proper conditions. Theorem 1.6. The circle pattern pair (µ, P) in Theorem 1.3 is unique up to isometry in case that (C1) is replaced by the condition below:
(R1) When the edges e 1 , e 2 , e 3 form the boundary of a triangle of τ, then I(e 1 ) + I(e 2 )I(e 3 ) ≥ 0, I(e 2 ) + I(e 3 )I(e 1 ) ≥ 0, I(e 3 ) + I(e 1 )I(e 2 ) ≥ 0, where I(e l ) = cos Θ(e l ) for l = 1, 2, 3.
As a corollary of Theorem 1.4 and Theorem 1.6, we have the following result which is a special case of the Hyperideal Circle Patterns theorem proved by Rousset [30] and Schlenker [32] . Theorem 1.7. Let G be the 1-skeleton of a triangulation τ of a compact oriented surface S of genus g > 1. Suppose that there exists a function
whenever e 1 , e 2 · · · , e s form a pseudo-Jordan path in S . Then there exists a hyperbolic metric µ on S such that (S , µ) supports a circle pattern P with the primitive contact graph G and the exterior intersection angles given by Θ. Moreover, the pair (µ, P) is unique up to isometry.
We say a circle pattern P on (S , µ) is ideal if it satisfies the following properties: (i) P has the primitive contact graph isomorphic to the 1-skeleton of a cellular decomposition D of S ; (ii) there is an one-toone correspondence between the 2-cells of D and the interstices of P; (iii) each interstice of P consists of a point. Here an interstice of P is a connected component of the complement of the union of the corresponding open disks of P.
Using Theorem 1.7, we will give an alternative proof the following consequence obtained by Bobenko-Springborn [6] . The result is closely related to Rivin's theorem on ideal hyperbolic polyhedra [27] . Θ(e l ) < (s − 2)π. Then there exists a hyperbolic metric µ on S such that (S , µ) supports an ideal circle pattern P with the primitive contact graph Γ and the exterior intersection angles given by Θ. Moreover, the pair (µ, P) is unique up to isometry.
Finally, we mention that, under the assumption of acute exterior intersection angles, the contact graph and the primitive contact graph of a given circle pattern are identical. Hence Theorem 1.4 and Theorem 1.6 extend the Circle Pattern theorem. In addition, following Thurston's observation, Theorem 1.4 and Theorem 1.8 have the 3-dimensional interpretation. See also the work of Schlenker [31] for more heuristic details. Meanwhile, for circle patterns on surfaces of genus g ≤ 1, which will be considered in a future paper, the analogous results also hold. Particularly, the sphere version of Theorem 1.4 implies a generalization of Andreev's theorem, by which we can study the hyperbolic polyhedra with obtuse dihedral angles. [37, 9] for more information.
Lemma 2.1. For any three positive numbers r i , r j , r k and three non-obtuse angles Θ i , Θ j , Θ k , there exists a configuration of three mutually intersecting closed disks in hyperbolic geometry, unique up to isometry, having radii r i , r j , r k and meeting with exterior intersection angles Θ i , Θ j , Θ k .
As in FIGURE 2, let ϑ i , ϑ j , ϑ k denote the corresponding angles of the triangle of centers of these three disks.
Lemma 2.2. Suppose that
Lemma 2.3. Under the above conditions, we have
where a, b, c are fixed positive numbers. Indeed, we will use the following three lemmas frequently.
Lemma 2.4. Suppose that Θ i , Θ j , Θ k ∈ [0, π) are three angles satisfying
For any three positive numbers r i , r j , r k , there exists a configuration of three mutually intersecting closed disks in hyperbolic geometry, unique up to isometry, having radii r i , r j , r k and meeting with exterior intersection angles
Define l j , l k similarly. The objective is to check that l i , l j , l k satisfy the triangle inequalities. Namely,
and cosh(l i − l j ) < cosh l k . Combining the above two relations, we have
To simplify the notations, for η = i, j, k, set
Proof. The proof of (1) is similar to the non-obtuse case in Ge-Xu [12] . Due to the cosine law of hyperbolic triangles, we have
.
We will prove (1) by showing that A, B → 0 as r i → ∞. For η = i, j, k, setting c η = min{cos Θ η , 0}, we have 0 < 1 + c η ≤ 1. And
Similarly,
We obtain
Hence we have A → 0 as r i → +∞. Furthermore, note that
It follows that
Then B → 0 as r i → +∞, which completes the proof of (1). It remains to prove (2). The first limit is derived from a direct calculation. Let us consider the second one. By the cosine law of hyperbolic triangles, we have
As (r i , r j , r k ) → (0, 0, c), it follows that
Consequently, cos ϑ i + cos ϑ j → 0, which implies ϑ i + ϑ j → π. For the third limit, as (r i , r j , r k ) → (0, 0, 0), the area of the triangle of centers tends to zero. Because of Gauss-Bonnet formula, we obtain the desired result. Remark 2.6. It should be pointed out that (1) holds uniformly, no matter how the other two radii behave, even if either or both of them tend to infinity or zero. In addition, regard ϑ i as the function of
3 is an arbitrary compact set such that the conditions of Lemma 2.4 hold. Lemma 2.7. Given a configuration of three mutually intersecting closed disks D i , D j , D k in hyperbolic geometry with the exterior intersection angles
Proof. Using a proper Möbius transformation, we assume that the boundary circles C i , C j become a pair of intersecting lines. As shown in FIGURE 3, it is not hard to see
Hence
3. EXISTENCE: THEOREM 1.3
To prove Theorem 1.3, a natural strategy is to follow Thurston [37] . However, for those three-circle configurations with obtuse exterior intersection angles, the result analogous to Lemma 2.2 does not always hold. Thus such an idea may not work. In order to overcome the difficulty, we will make use of the topological degree theory. As a comparison, this method has the advantage of being independent on rigidity.
Thurston's construction.
Recall that S is a compact oriented surface of genus g > 1 and τ is a triangulation of S with the sets of vertices, edges and triangles V, E, F. Let r ∈ R |V| + be a radius vector, which assigns each vertex v ∈ V a positive number r(v). Then r together with the weight function Θ : E → [0, π) in Theorem 1.3 determines a hyperbolic cone metric structure on S as follows.
For each triangle
we associate the triangle determined by the centers of three mutually intersecting disks with hyperbolic radii
and exterior intersection angles
Since the weight function Θ satisfies the condition (C1), as a result of Lemma 2.4, the above procedure works well.
Gluing all of these hyperbolic triangles produces a metric surface (S , µ(r)) which is locally hyperbolic with possible cone type singularities at the vertices. For each v ∈ V, the discrete curvature k(v) is defined as
where σ(v) denotes the cone angle at v. More precisely, σ(v) is equal to the sum of all inner angles having vertex v.
is a smooth function of Θ and r. If there exists a radius vector r 0 such that k(v)(Θ, r 0 ) = 0 for all v ∈ V, then the cone singularities turn into smooth. For every v ∈ V, on (S , µ(r 0 )) drawing the disk centering at v with radius r 0 (v), we will obtain a G-type circle pattern realizing Θ. Thus the main purpose of this section is to find such a radius vector. Consider the following curvature map
We need to show that the origin 
it follows from Theorem 7.9 that O is in the image of T h(Θ, ·).
We will compute deg(T h(Θ, ·), Λ, O) via homotopy method. To be specific, let T h(Θ, ·) continuously deform to another map T h 0 such that deg(T h 0 , Λ, O) is easier to manipulate. In view of Theorem 7.7, the problem can be resolved through the formula
For any t ∈ [0, 1], define Θ(t) = tΘ. Note that each Θ(t) satisfies the conditions (C1) and (C2). By Lemma 2.4, T h(Θ(t), ·) is well-defined. Let T h t = T h(Θ(t), ·). Then T h t forms a continuous homotopy from T h(Θ, ·) to T h 0 , where T h 0 = T h(0, ·).
Lemma 3.1. There exists a relatively compact open set
Proof. We assume, by contradiction, that no such a set exists. That means there exist the sequences {t n } ⊂ [0, 1] and {r n } ⊂ R
Moreover, {r n } goes beyond any relatively compact open set of R |V| + . Precisely, there exists at least one vertex v 0 ∈ V such that
In the first case, due to Lemma 2.5 and Remark 2.6, it follows from (1) that k(v 0 ) Θ(t n ), r n → 2π, which contradicts to (8) .
It remains to consider the second case. From Thurston's construction, each radius vector r n gives a G-type circle pattern pair (µ n , P n ) realizing Θ(t n ). As r n (v 0 ) → 0, the disk D v 0 degenerates to a point. Let V 0 be the set of all vertices which correspond to degenerating disks. Suppose that CK(V 0 ) is the sub-complex spanned by the vertices in V 0 . That is, the union of those cells 3 of τ having all their vertices in V 0 . Without loss of generality, assume that CK(V 0 ) is connected and is homotopic to a surface S 0 of topological type (g 0 , h 0 ), where g 0 , h 0 respectively denote the genus and the number of boundary components of S 0 .
If g 0 > 0, as the disks { D v } v∈V 0 degenerate to points, there exists at least one simple closed geodesic γ n on (S , µ n ) with the length (γ n ) tending to zero. Due to the Collar theorem [8, Chap. 4] , each γ n gives an embedding cylinder domain Cy(γ n ) in (S , µ n ) such that
As (γ n ) → 0, the cylinder becomes so long that the diameter of S , µ n tends to infinity. However, we have shown that the radius of any disk in P n can not tend to infinity. Let R be an upper bound of the radii of the disks in all P n . Then the diameter of S , µ n has an upper bound 2|E|R, which leads to a contradiction.
Let g 0 = 0. If h 0 > 1, similar argument to the former case also leads to a contradiction.
Assume that
be the set of all triangles having one and only one vertex in V 0 . For l = 1, · · · , s, let e l denote the edge of ∆ l whose both endpoints are not in V 0 . Then e 1 , · · · , e s form a closed path bounding the domain CK(V 0 ), where CK(V 0 ) is the union of those cells having at least one vertex in V 0 . Because CK(V 0 ) can be contracted to CK(V 0 ), it is also simply-connected. Now it is not hard to check that e 1 , · · · , e s form a pseudo-Jordan path enclosing at least one vertex of G. Due to the condition (C2), we have
Let E(V 0 ) be the set of edges having at least one vertex in V 0 and let F(V 0 ) be the set of triangles having at least two vertices in V 0 . By Lemma 2.5, it follows from (2) that
Note that
Combining with Euler's formula
which leads to a contradiction.
Theorem 3.2.
Given T h(Θ, ·) and Λ as above, then
Proof. Due to Theorem 7.7, we only need to compute deg(
consists of a unique point. From Lemma 2.2, it follows that the Jacobian matrix of T h 0 is diagonally dominant. As a result, O is a regular value T h 0 , which shows that
Thus the theorem is proved.
Proof of Theorem 1.3. By Theorem 3.2 and Theorem 7.9, O is in the image of the map T h(Θ, ·). Following Thurston's construction, there exists a hyperbolic metric µ on S such that (S , µ) supports a G-type circle pattern P with the exterior intersection angles given by Θ.
4. THE CORES: THEOREM 1.4 AND THEOREM 1.5 Theorem 1.4 is much more involved. To obtain the proof, some knowledge on Teichmüller theory is needed. For basic backgrounds, the readers can refer to [1, 21] . See also [19, 8] from the geometric and topological viewpoint.
Configuration spaces.
Remind that S is a compact oriented surface of genus g > 1. Let T (S ) denote the Teichmüller space of S , which parameterizes the equivalence classes of marked hyperbolic metrics on S . Here a marking is an isotopy class of orientationpreserving homeomorphism from S to itself. And two marked hyperbolic metrics µ, µ ∈ T (S ) are equivalent if there exists an isometry φ : (S , µ) → (S , µ ) isotopic to the identity map. T (S ) admits the structure of a smooth manifold of dimension 6g − 6.
Let p i , p j ∈ S be two points and let γ be a simple curve in S . For any µ ∈ T (S ), on (S , µ) there exists a unique geodesic in the isotopy class
µ (p i , p j ) denotes the length of this geodesic. Under the above manifold structure, d We endow S with a smooth structure and define a configuration space Z = T (S )×(S ×R + )
|V| . Then Z is a smooth manifold of dimension dim (Z) = 6g − 6 + 3|V|.
Note that 2|E| = 3|F|.
Therefore,
where the last identity follows from Euler's formula
A point z ∈ Z is called a configuration, since it gives a choice of a marked hyperbolic metric µ(z) on S and assigns each vertex v ∈ V a closed disk D v (z) on (S , µ(z)), where D v (z) centers at the point p v (z) ∈ S and has the radius r v (z). Namely, a configuration z gives a marked hyperbolic metric µ(z) on S together with a circle pattern P(z) on (S , µ(z)). Briefly, we say that z gives a circle pattern pair (µ(z), P(z)). And we use D v (z) to denote the interior of D v (z).
For each e = [v, u] ∈ E, the inversive distance I(e)(z) of a configuration z ∈ Z is defined as (9) I(e)(z) = cosh d
where [γ e ] represents the isotopy class of the edge e. It is easy to see that I(e)(z) is a smooth function of z.
Let Z E ⊂ Z be the subspace of configurations z such that
A configuration z ∈ Z E then gives the circle pattern having the exterior intersection angle Θ(e)(z) ∈ (0, π) for each e ∈ E, where Θ(e)(z) = arccos I(e)(z).
This gives rise to the following smooth map
It is of interest to investigate the subspace Z GE ⊂ Z E which consists of the configurations giving G-type circle patterns. More precisely, z ∈ Z GE if and only if there exists a geodesic triangulation τ(z) of (S , µ(z)) such that τ(z) is isotopic to τ and has the vertices { p v (z) } v∈V .
Both Z E and Z GE are open in Z, thus they are also smooth manifolds of dimension |E|.
A G-type circle pattern P(z) on (S , µ(z)) can be lifted to be a G-type circle pattern P(z) on the hyperbolic disk D, where G is the universal cover of G. Let V, E be the sets of vertices and edges of G. Given E u,w (z) ⊂ (S , µ(z)) which is the projection of the intersection of two distinct closed disks Dũ(z), Dw(z) in P(z), we say E u,w (z) is an irreducible intersection component of P(z), if there exists an edgeẽ ∈ E connectingũ andw. Otherwise, E u,w (z) is called a reducible intersection component. From the definition, an irreducible intersection component E u,w (z) is associated to an edge e ∈ E between the vertices u, w.
Let us consider the subspace Z PG ⊂ Z GE of configurations z ∈ Z GE which satisfy the following property: for any reducible intersection component E u,w (z) of P(z), there exists v ∈ V \ {u, w} such that
Still, Z PG is open in Z and is a smooth manifold of dimension |E|. Proof. Let G P(z) be the primitive contact graph of P(z). First it is not hard to see that G P(z) is a subgraph of G. We need to check that G is also a subgraph of G P(z)
Assume on the contrary that there exists v 0 ∈ V \ {u α , u β } satisfying
Thus there exist intersection components
If E v 0 ,u α (z) and E v 0 ,u β (z) are irreducible intersection components associated to edges e α , e β respectively, it follows from Lemma 2.7 that
But ψ(z) satisfies the conditions (C1) and (C2), we have either Θ(e α )(z) + Θ(e β )(z) < π + Θ(e)(z), or Θ(e α )(z) + Θ(e β )(z) + Θ(e)(z) ≤ π. Both of them contradict to (10) .
Therefore, either
No matter which one is the case, there exists v 1 ∈ V \ {v 0 , u α , u β } such that
As a result, there exist intersection components E v 1 ,u α (z) and E v 1 ,u β (z) containing E u α ,u β (z). In case that both of them are irreducible, similar argument to the above part leads to a contradiction. Hence either
Still, there exist intersection components E v 2 ,u α (z) and E v 2 ,u β (z) that contain E u α ,u β (z). Similarly, either of them is reducible. Otherwise, this will lead to a contradiction.
Repeat the above process. Since G is a finite graph, the procedure finishes after finite steps. Finally we obtain a vertex
Moreover, both the corresponding intersection components E v k ,u α (z) and E v k ,u β (z) are irreducible, which also leads to a contradiction.
Below are two results concerning the spaces Z GE and Z PG .
Lemma 4.2. Let z ∈ Z GE such that ψ(z) satisfies the condition (C1). Suppose that E u,w (z) is a reducible intersection component of P(z). For any p ∈ E u,w (z), there exists v ∈ V \ {u, w} such that Proof. Let Span u (z) denote the interior of the union of these triangles having vertex u. Suppose that u 1 , u 2 , · · · , u k ∈ V, in counter-clockwise order, are all the neighbors 4 of u. We claim that
From Lemma 2.7, it follows that
which contradicts to the condition (C1). 4 We say a vertex w of a graph G is a neighbor of a vertex v, if there exists an edge of G connecting them. 5 Set u k+1 = u 1 .
Assume that the lemma is not true. That means there exists a point p 0 ∈ E u,w (z) which does not belong to any open disks except D u (z) and D w (z). On the one hand, p 0 ∈ D u (z), due to (11), we have
Similarly, p 0 ∈ Span w (z). To summarize, p 0 ∈ Span u (z) ∩ Span w (z). That means Span u (z) ∩ Span w (z) is non-empty. Therefore, the lifting Span˜u(z) ∩ Spanw(z) is also non-empty, which occurs if and only if there exists an edgeẽ ∈ E connectingũ andṽ. This contradicts to the assumption that E u,w (z) is a reducible intersection component.
Lemma 4.3.
Given z ∈ Z PG , let E u,w (z) be a reducible intersection component of P(z). Then the following properties hold:
(a) There exist u , w ∈ V which are neighbors of u and w respectively such that
Proof. First we claim that there exists a neighbor u of u such that
Because E u,w (z) is reducible, there exists w 1 ∈ V \ {u, w} such that
It follows that there exists an intersection component
is irreducible, then w 1 is a neighbor of u, which implies the claim. Suppose that E u,w 1 (z) is reducible. Then there exists a vertex w 2 ∈ V \ {u, w 1 } such that
Because E u,w (z) is a strict subset of E u,w 1 (z), it is not hard to see that w 2 ∈ V \ {u, w, w 1 }.
Topological degree revisited. In this part, let us consider the restriction map of ψ to
The above formula reminds us the topological degree theory. Given any Θ satisfying the conditions (C1), (C2) and (C3), we need to check that Θ ∈ ψ(Z PG ).
For simplicity, we assume that Θ(e) > 0 for all e ∈ E. Recall that
|E| is the set of all weight functions satisfying the conditions (C1), (C2).
|E| . By Sard's theorem ( Theorem 7.2 ), there exists Θ ♦ ∈ W ♦ which is the regular value of the map ψ. For t ∈ [0, 1], setting Θ t = (1 − t)Θ ♦ + tΘ, then {Θ t } 0≤t≤1 form a continuous curve connecting Θ ♦ and Θ.
Lemma 4.4. There exists a relatively compact open set
Proof. Assume on the contrary that no such a set exists. That means there exists a sequence {z n } ⊂ ψ −1 {Θ t } 0≤t≤1 ⊂ Z PG going beyond any relatively compact open set of Z PG . For each z n , by Proposition 4.1, it gives a circle pattern P n on (S , µ n ) with primitive contact graph G and the exterior intersection angles given by Θ n , where
Note that each Θ n satisfies the conditions (C1), (C2), (C3).
We claim that there exists a subsequence {z n k } converges to a point z * in Z. Otherwise, either of the following cases occurs:
1. In P n there exists at least one disk with the radius tending to zero or infinity.
The sequence {µ n } goes beyond any relatively compact open set of T (S ).
In view of Fenchel-Nielsen coordinates [21, 19, 8] , that means there exists a simple closed geodesic γ n on (S , µ n ) with the length (γ n ) tending to zero or infinity. By arguments similar to the proof of Lemma 2.1, under the conditions (C1), (C2), both cases lead to contradictions. The claim follows. Moreover, since {z n k } goes beyond any relatively compact open set of Z PG , we have z * ∈ ∂Z PG . To lead a contradiction, in the following let us show that z * ∈ Z PG . ZE ZHOU First, z * ∈ Z E . Otherwise, z * ∈ ∂Z E . Then there exists at least one edge e ∈ E satisfying Θ n k (e) → 0, or Θ n k (e) → π. Note that
Because {t n k } ⊂ [0, 1] and Θ ♦ (e), Θ(e) ∈ (0, π), this is impossible.
Second, z * ∈ Z GE . Otherwise, z * ∈ ∂Z GE . Then one of the triangles in τ(z n k ) has infinity diameter or degenerates to a segment. However, due to the condition (C1) and Lemma 2.4, the only possible case in which such a triangle exists is that at least one disk in P n k has radius tending to infinity or zero, which also leads to a contradiction.
Third, z * ∈ Z PG . Since z * ∈ Z GE , it gives a G-type circle pattern P(z * ). For any reducible intersection component E u,w (z * ) of P(z * ), it remains to prove that there exists v ∈ V \ {u, w} such that
If E u,w (z * ) consists of only one point, this is a result of Lemma 4.1.
Suppose that E u,w (z * ) has non-empty interior. For n k sufficiently large, there exists the reducible intersection component E u,w (z n k ) such that
in Hausdorff sense. Due to Lemma 4.2, there exist a vertex v ∈ V and a pair of neighbors v i , v j ∈ V of v such that
From the following Proposition 4.5, it follows that
In summary, we deduce that z * ∈ Z PG ∩ ∂Z PG . But Z PG is open in Z, thus Z PG ∩ ∂Z PG is empty, which leads to a contradiction. Proposition 4.5. Let E v i ,v j (z * ) and D v (z * ) be as above. We have
6 Strictly, the triple of vertices v, v i , v j may vary with z n k . Thus we need to pick a proper subsequence to achieve the goal. For simplicity, we still denote it by {z n k }.
is not hard to see that
is a reducible intersection component. There are two cases to consider. 
Suppose that Θ * = ψ(z * ) is exterior intersection angle function of P(z * ) and ζ * is the exterior intersection angle of D v 1 (z * ) and D v 5 (z * ). Then we have
Note that Θ * is a convex combination of Θ and Θ. Due to the condition (C3), we derive
Combining (14) and (15), then
Assume that α(z n k ), β(z n k ) are the two components of the set
where α(z n k ) denotes the one intersecting with D v 0 (z n k ). We call α(z n k ) a prime arc and claim that it does not degenerate to a point. Otherwise, as the length (α(z n k )) tends to zero, the interstice 7 of the disks
which contradicts to (16) . Meanwhile, β(z n k ) does not degenerate to a point either, because it contains at least one prime arc ( for other pair of adjacent triangles ) as a subset. Ca.2 The vertices v i , v j ∈ V do not belong to adjacent triangles.
Note that both components of the set
contain prime arcs as subsets. Hence they do not degenerate to points either. In summary, we show that neither component of the set
consists of a single point, which implies
Thus the proposition is proved. Because of Theorem 7.8, we conclude the theorem.
Proof of Theorem 1.4. If Θ(e) > 0 for all e ∈ E, due to Theorem 7.9, it is a result of Theorem 4.6. On the other hand, suppose that there exists at least one edge e ∈ E such that Θ(e) = 0. Let us perturb Θ to a new weight function Θ ε = Θ + ε, where ε is a positive number such that Θ ε satisfies the conditions (C1), (C2) and (C3). There exists (µ ε , P ε ) realizing (G, Θ ε ). As ε → 0, we then obtain the desired circle pattern pair.
Proof of Theorem 1.5. Consider the restriction map of ψ to Z GE . Set W 0 = ψ(C ψ ), where C ψ denotes the set of critical points of this restriction map. Due to Sard's theorem, W 0 has zero measure in W. For each Θ ∈ W \ W 0 , because of (13), it follows from the Regular Value theorem ( Theorem 7.1 ) that the preimage of Θ is a discrete set. Moreover, under the conditions (C1) and (C2), similar argument to the proof of Lemma 3.1 implies that this discrete set is compact. Thus it is finite.
Inversive distance circle patterns.
Motivated by the application to discrete conformal mappings, Bowers-Stephenson [7] introduced the inversive distance circle patterns which generalize those considered by Thurston. In [35, For any e = [v, u] ∈ E and z ∈ Z, the inversive distance I(e)(z) is defined in (9) . This gives rise to the following map
Let Z G ⊂ Z denote the space of configurations that give G-type circle pattern pairs. It is a smooth manifold with the same dimension as the space Z. Now Stephenson's question can be restated as follows. Suppose that I : E → R is a weight function assigned to the edge set of G. Is there any z 0 ∈ Z ( or Z G ) such that I(z 0 ) = I? And if there exists one, to what extent is the configuration unique? If I(e) ∈ [0, 1] for all e ∈ E and several other proper conditions are satisfied, both the existence and rigidity are answered by the Circle Pattern theorem, which is generalized to the case I(e) ∈ (−1, 1] in this paper. In [16] , Guo established a local rigidity result for G-type circle patterns. Precisely, for all e ∈ E, if I(e) ∈ [0, +∞), then the preimage of I in the space Z G is discrete or empty. Guo-Luo [15] further proved the global rigidity that the above preimage set consists of at most one point. Below we show that the local rigidity is a generic property.
For simplicity, we say a circle pattern pair (µ, P) is G-indexed if it is given by a configuration z ∈ Z. Note that a G-type circle pattern pair is naturally G-indexed.
Theorem 4.7. For almost every weight function I : E → R, the G-indexed circle pattern pair realizing I is local rigidity.
Proof. Recall that the map I is smooth. Set U 0 = I(C I ), where C I denotes the set of critical points of I. Because of Sard's theorem, U 0 has zero measure in R |E| . For each I ∈ R |E| \ U 0 , due to the Regular Value theorem, the preimage of I is discrete or empty. This shows that the G-indexed circle pattern pair realizing I is local rigidity.
GLOBAL RIGIDITY: THEOREM 1.6
This section devotes to the global rigidity of circle patterns. We shall prove Theorem 1.5 via the analogous method presented by Guo-Luo [15] and Guo [16] .
Two preparatory results. For a triple of indices
Proof. First we claim that there are at least two non-obtuse angles in
Otherwise, without loss of generality, either
In the first case, we have
This leads to a contradiction. In the latter case, it is easy to see that
which also leads to a contradiction.
Thus the claim holds. Without loss of generality, we assume that
Clearly,
We derive For t ∈ [0, 1], set γ i jk (t) = cos tΘ i + cos tΘ j cos tΘ k .
Proof. A simple calculation gives
From Proposition 5.1, it follows that
Hence γ i jk (t) is decreasing in [0, 1]. We have
Similarly, γ jki (t) ≥ 0, γ ki j (t) ≥ 0.
Jacobian matrix. Given
satisfying the conditions of Lemma 2.4, for any r i , r j , r k > 0, it follows that there exists a three-circle configuration, unique up to hyperbolic isometry, having radii r i , r j , r k and meeting with exterior intersection angles Θ i , Θ j , Θ k . For η = i, j, k, using q η = ln tanh(r η /2), we regard the three inner angles ϑ i , ϑ j , ϑ k as smooth functions of q i , q j , q k . The following two lemmas are parallel to these obtained by Guo-Luo [15] and Guo [16] . See also the work of Glickenstein [14] for a geometric illustration.
Lemma 5.4. Under the conditions of Lemma 2.4, the Jacobian matrix of functions ϑ i , ϑ j , ϑ k in terms of q i , q j , q k is symmetric.
Proof. For the sake simplicity, we continue to use these notations in the proof of Lemma 2.4. Suppose that l i , l j , l k are the lengths of the three sides. Due to the cosine law of hyperbolic triangles,
Differentiating both sides of the above equality, we obtain
where
By the sine law of hyperbolic triangles, it is not hard to see
Hence we obtain
Note that cosh l i = cosh r j cosh r k + cos Θ i sinh r j sinh r k = a j a k + I i x j x k .
By (17), (18) and (19), we have
Multiplying both sides of the equation by x j = sinh r j and using the cosine law, we derive
A routine computation gives
where Λ i j = a i cosh l i + a j cosh l j = cosh r i cosh l i + cosh r j cosh l j , and Υ i j = a i cosh l j + a j cosh l i = cosh r i cosh l j + cosh r j cosh l i .
it is not hard to see
,
Thus the lemma is proved.
Due to Proposition 5.1, Remark 5.2 and Lemma 2.4, on condition that γ i jk ≥ 0, γ jki ≥ 0, γ ki j ≥ 0, ϑ i , ϑ j , ϑ k are well-defined.
the Jacobian matrix of functions ϑ i , ϑ j , ϑ k in terms of q i , q j , q k is negative definite.
Proof. By the cosine law of hyperbolic triangles, a direct calculation gives
For simplicity, let L, S denote the first and second matrices of the above formula respectively. Differentiating both sides of the equality
we obtain
where M i jk = sinh r j cosh r k + cos Θ i cosh r j sinh r k = a k x j + I i a j x k .
Moreover, for η = i, j, k, it follows that dr η = sinh r η dq η . Combining the above three relations, we have
Let J = LSL −1 MR. We need to check that J is positive definite. First, it follows from Lemma 5.4 that J is symmetric. Next, let us show that the determinant of J is positive. We compute that the determinant of S is equal to 4 cos
Since ϑ i , ϑ j , ϑ k are the three angles of a hyperbolic triangle, we have
which implies that det S > 0. Meanwhile, a routine calculation gives det M = γ i jk Z i jk + γ jki Z jki + γ ki j Z ki j + 2 1 + I i I j I k a i a j a k x i x j x k , where
. By Proposition 5.3 and Lemma 5.4, each J t is well-defined and symmetric. Hence it has three real eigenvalues. Because det J t > 0, the sign of each eigenvalue of J t never changes as t varies in [0, 1]. Therefore, to prove J = J 1 is positive definite, we only need to check that J 0 is positive definite, which is easily derived from Lemma 2.2. Thus the lemma is proved.
For a three-circle configuration, as one of the radii r k → 0, it will degenerate to a pair of intersecting disks ( see FIGURE 6 ) . Fixing the exterior intersection angle Θ k ∈ (0, π), then ϑ i and ϑ j are smooth functions of q i and q j . It is of interest to consider how ϑ i , ϑ j vary with q i , q j .
FIGURE 6.
Lemma 5.6. For any Θ k ∈ (0, π), the Jacobian matrix of functions ϑ i , ϑ j in terms of q i , q j is symmetric and negative definite.
Proof. First, turning to the limiting case of Lemma 5.4, it is not hard to see that the Jacobian matrix is symmetric. Meanwhile, by the second cosine law of hyperbolic triangles, we have
and
It follows that q i , q j are smooth functions of ϑ i , ϑ j . Hence the Jacobian matrix is invertible, which implies that the determinant is non-zero. Similar argument to the proof of Lemma 5.5 then derives the desired result. [16] and others in many situations.
Proof of Theorem 1.6. Given any radius vector r ∈ R |V| + , it assigns each vertex v a positive number r(v). Choose an arbitrary triangle ∆ α ∈ F with vertices v αi , v α j , v α k . By Lemma 2.4, there exists a configuration of three mutually intersecting disks with the given hyperbolic radii r(v αi ), r(v α j ), r(v αk ) and exterior intersection angles
Let ϑ αi , ϑ α j , ϑ αk denote the corresponding inner angles of the the triangle of centers. For η = i, j, k, let
Consider the following 1-form ω α = ϑ αi dq αi + ϑ α j dq α j + ϑ αk dq αk .
Due to Lemma 5.4, ω α is closed. Hence the function Φ α := (q αi ,q α j ,q αk ) (q αi,0 ,q α j,0 ,q αk,0 ) ω α is well-defined, where (q αi,0 , q α j,0 , q αk,0 ) is an arbitrary initial value.
Moreover, under the condition (R1), it follows from Lemma 5.5 that Φ α is a strictly concave function of (q αi , q α j , q αk ). Suppose that
is a strictly concave function of (q 1 , q 2 , · · · q |V| ).
From Thurston's construction, the radius vector r 0 for a circle pattern is related to the critical point of Φ. Because Φ is strictly concave, the critical point must be unique. The statement follows.
Remark 5.7. Given any initial value (q 1,0 , q 2,0 , · · · , q |V|,0 ), let it evolve with the gradient flow of Φ. This will produce an exponentially convergent solution to the circle pattern problem. It is the combinatorial Ricci flow method developed by Chow-Luo [9] .
Remark 5.8. Recall the curvature map T h(Θ, ·). Under the condition (R1), it follows from the above analysis that the Jacobian matrix of T h(Θ, ·) is invertible. The Implicit Function theorem then shows that the radius vector r 0 for the circle pattern depends on the preassigned weight function Θ smoothly.
6. FURTHER DISCUSSIONS: THEOREM 1.7 AND THEOREM 1.8
The first goal of this section is to prove Theorem 1.7. Then we consider its application to ideal circle patterns.
Proof of Theorem 1.7. The existence is a corollary of Theorem 1.3.
For rigidity, suppose that e 1 , e 2 , e 3 form the boundary of a triangle of τ. According the condition, we know that Θ(e 1 ) + Θ(e 2 ) + Θ(e 3 ) < π.
A simple calculation gives
I(e 1 ) + I(e 2 )I(e 3 ) = cos Θ(e 1 ) + cos Θ(e 2 ) cos Θ(e 3 ) = cos Θ(e 1 ) + cos Θ(e 2 ) + Θ(e 3 ) + sin Θ(e 2 ) sin Θ(e 3 ) ≥ 2 cos Θ(e 1 ) + Θ(e 2 ) + Θ(e 3 ) 2 cos Θ(e 1 ) − Θ(e 2 ) − Θ(e 3 ) 2 > 0.
Similarly,
I(e 2 ) + I(e 3 )I(e 1 ) > 0, I(e 3 ) + I(e 1 )I(e 2 ) > 0.
By Theorem 1.6, the rigidity holds.
Recall that D is a cellular decomposition of S with 1-skeleton Γ. Now add a vertex to each 2-cell of D and use edges connecting the new vertex to all vertices of this 2-cell. In this way we subdivide D into a triangulation τ (D) . Assume that G is the 1-skeleton of τ(D). Let V and E denote the sets of vertices and edges of G . Then
Here V * denotes the vertex set of the dual graph Γ * of Γ, and the set E v * v consists of the edges [v * , v], where v * corresponds to a 2-cell of τ and v denotes a vertex of this 2-cell. For vertices in V and V * , let us call them primal vertices and star vertices, respectively.
Proof of Theorem 1.8. Assume that Θ : E → (0, π) is a function satisfying the conditions (H1) and (H2). We define a family of weight functions
where ε is a positive number such that Θ ε (e ) ∈ [0, π) for all e ∈ E . It is not hard to check that
whenever e 1 , e 2 , · · · , e s form a pseudo-Jordan path. By Theorem 1.7, there exists circle pattern pair (µ ε , P ε ) realizing (G , Θ ε ). Now we divide the disks in P ε into two classes. These corresponding to primal vertices are called the primal disks. The rest are called the star disks. Let us investigate how P ε behaves as ε → 0. Due to Lemma 2.5 and Remark 2.6, the radii of disks in all P ε are upper bounded. Thus there exists a subsequence of circle pattern pairs (µ ε k , P ε k ) convergent to a pre-pair (µ 0 , P 0 ). Setting (µ, P) = (µ 0 , P 0 ), we claim that it is the desired ideal circle pattern pair realizing (G, Θ). As ε k → 0, we need to check the following two statements:
1. No primal disk in P ε k degenerates to a point; 2. Every star disk in P ε k degenerates to a point. The first statement is true. Otherwise, similar argument to the proof of Lemma 3.1 leads to a contradiction.
It remains to consider the second one. Assume on the contrary that there exists at least one star disk D v * which does not degenerate to a point. Suppose that v 1 , · · · , v m ∈ V , in counter-clockwise order, are all the neighbors of v * . Then the following set . Define the l-th inner angle w l of the rectified polygon similarly. We have θ l < w l . Suppose that Θ 0 is the exterior intersection angle function of the circle pattern P 0 . Then θ l = Θ 0 (e l ) = lim k→∞ Θ(e l ) − ε k = Θ(e l ), where e l ∈ E ⊂ E is the corresponding edge between v l and v l+1 . Combining with Gauss-Bonnet formula, we obtain This leads to a contradiction. Now it is not hard to check that (µ 0 , P 0 ) is an ideal circle pattern pair realizing Γ as the primitive contact graph and Θ as the exterior intersection angle function. Thus we finish the proof of the existence part.
For the rigidity part, suppose that (µ, P) and (µ , P ) are two ideal circle pattern pairs realizing (Γ, Θ). Following the existence part, we regard them as G -type circle pattern pairs, where all the star disks degenerate to points. Due to Lemma 5.6, using the variational principle similar to the proof of Theorem 1.6, we show that (µ, P) and (µ , P ) are isometric.
APPENDIX: SEVERAL RESULTS FROM MANIFOLD THEORY
In this part we shall give a simple introduction to some results on manifolds, especially the topological degree theory. The readers can refer to [13, 18, 24] for more backgrounds.
Let M, N be two oriented smooth manifolds. A point x ∈ M is called critical for a C 1 map f : M → N if the tangent map d f : T x → N f (x) is not surjective. Let C f denote the set of critical points of f . And N \ f (C f ) is defined to be the set of regular values of f . Assume that M and N have the same dimensions. Let Λ ⊂ M be a relatively compact open subset. To be specific, Λ has compact closurē Λ in M. For a continuous map f : M → N and a point y ∈ N\ f (∂Λ), we shall define a topological invariant deg f, Λ, y , called the topological degree of f and y in Λ.
First, suppose that f ∈ C 0 (Λ, N) ∩ C ∞ (Λ, N) and y is a regular value. When the set Λ ∩ f −1 (y) is empty, we set deg f, Λ, y = 0. If Λ ∩ f −1 (y) is non-empty, the Regular Value theorem implies that it consists of finite points. For a point x ∈ Λ ∩ f −1 (y), the sigh sgn( f, x) = +1, if the the tangent map d x f : M x → N y preserves orientation. Otherwise, sgn( f, x) = −1. For simplicity, in what follows we use the notation f Λ y to denote that y is a regular value of the restriction map f : Λ → N. The following lemma is a consequence of Sard's theorem. Now it is ready to define the topological degrees for general continuous maps. Remind that f ∈ C 0 (Λ, N) and f (∂Λ) ⊂ N \ {y}. Finally, it follows from the definition that Theorem 7.9. If deg f, Λ, y 0, then Λ ∩ f −1 (y) ∅.
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