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Abstract
With the rapid development of social websites, recent years
have witnessed an explosive growth of social images with
user-provided tags which continuously arrive in a streaming
fashion. Due to the fast query speed and low storage cost,
hashing-based methods for image search have attracted in-
creasing attention. However, existing hashing methods for so-
cial image retrieval are based on batch mode which violates
the nature of social images, i.e., social images are usually
generated periodically or collected in a stream fashion. Al-
though there exist many online image hashing methods, they
either adopt unsupervised learning which ignore the relevant
tags, or are designed in the supervised manner which needs
high-quality labels. In this paper, to overcome the above limi-
tations, we propose a new method named Weakly-supervised
Online Hashing (WOH). In order to learn high-quality hash
codes, WOH exploits the weak supervision by considering
the semantics of tags and removing the noise. Besides, We
develop a discrete online optimization algorithm for WOH,
which is efficient and scalable. Extensive experiments con-
ducted on two real-world datasets demonstrate the superior-
ity of WOH compared with several state-of-the-art hashing
baselines.
Introduction
In the past decade, there has been an explosive growth of
data on the Internet. As most traditional similarity search
methods are not applicable to large-scale data, hashing-
based Approximate Nearest Neighbor (ANN) techniques
have been proposed and widely studied (Gong et al. 2012;
Shen et al. 2015; Kang, Li, and Zhou 2016). These methods
learn hash functions that can transform high-dimensional
data into short strings of binary codes while preserving the
similarity of the original data. As a result, the storage cost
can be reduced and the retrieval can be performed efficiently
in the Hamming space.
Most existing hashing methods are batch-based, which
means that they need to accumulate all data and retrain the
hash functions when new data comes. However, in real-
world Internet, data usually become available continuously
as streams (Leng et al. 2015; Qi, Wang, and Li 2017), mak-
ing those batch-based methods inefficient. Recently, to over-
come the limitations, several hashing methods are designed
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in an online manner (Lin et al. 2019; Weng and Zhu 2020).
Roughly speaking, existing online hashing can be divided
into supervised methods and unsupervised ones. Supervised
online hashing needs explicit supervised information, e.g.,
class labels or pairwise similarities, to generate the binary
hash codes. However, as the reliable supervision knowledge
is expensive to obtain, this kind of hashing has a very limited
application in real-world scenarios. On the contrary, unsu-
pervised online hashing could learn hash codes without any
expensive supervised information and has the advantage of
well scalability.
With the rapid development of social networks, social im-
ages with user-provided tags are being generated continu-
ously and prevalent on the Web. Naturally, social images
come in a streaming fashion. Thus, it is essential to design
approaches which can fulfill the need for online social im-
age retrieval. However, compared to full supervision, i.e.,
the clean class labels, tags are weak and imperfect. Hence,
directly using the tags as the supervised information and
imputing them to online supervised hashing methods may
lead to suboptimal performance. Unsupervised online hash-
ing could support retrieving social images without consider-
ing tags. However, these freely available tags naturally con-
tain relevant semantics of images and leaving tags out of
consideration may lead to information loss and poor perfor-
mance. Although there exist some hashing approaches, i.e.,
weakly-supervised hashingmethods, which are specially de-
signed to learn hash codes with the help of tags, all of them
are batch-based and not able to support the online setting.
To tackle the issues mentioned above, we propose a novel
hashing method named Weakly-supervised Online Hashing,
WOH for short. To the best of our knowledge, it is the first
work that incorporates hash code learning, the online learn-
ing, and the semantic information mining into one unified
framework. To excavate the semantics in the user-provided
tags, we first construct the image level semantic representa-
tion by taking advantages of the superior ability endowed by
the natural language processing techniques. Then, we further
construct the connections between tags and hash codes and
simultaneously avoid the adverse impacts from imperfect
tags by introducing the ℓ2,1-norm. We further embed the vi-
sual information into the learning of hash codes. Moreover,
an efficient discrete optimization is proposed. The main con-
tributions of WOH are summarized as follows:
• We propose a novel Weakly-supervised Online Hash-
ing (WOH) method for online social image retrieval. By
considering the image level semantic representation, de-
noised tags and the visual features of images, WOH can
generate the final hash codes of social images in online
scenarios that preserve the semantic information from
tags and eliminate the negative effects of noisy tags.
• We propose an iterative online optimization algorithm. Its
time complexity is linear to the newly arriving data size
per round, making our method (WOH) efficient and scal-
able. Besides, during optimization, hash codes can be dis-
cretely learnt with the binary constraints maintained.
• As far as we know, it is the first attempt to apply the idea
of online hashing methods to social image retrieval. As
it is new and novel in hashing domain, we have already
released the code and hope that it could facilitate other
researchers and the community1.
• Extensive experiments are conducted over two widely-
used benchmark datasets. The results demonstrate the
superiority of WOH over several state-of-the-art online
hashing methods and social image hashing methods.
Related Work
In this section, we briefly review the related research on so-
cial image hashing and online hashing.
Social Image Hashing
Social images are generally marked with freely provided
tags (Tang and Li 2017; Zhu et al. 2020). Compared with
the explicit semantic labels, tags, which are arbitrarily at-
tached by amateur users, seem to be imperfect. For exam-
ple, noise and incompleteness problems may exist. Even
so, recent work have revealed that by elaborately learn-
ing from those weakly-supervised user-provided tags, high-
quality hash codes could be obtained and those specifically
developed hashing methods could be named as social image
hashing or weakly-supervised hashing.
As social image hashing is less studied in hash-
ing domain, only a few related works have been pro-
posed. For example, both Semantic-aware Hashing (SaH)
(Tang et al. 2015) and Weakly-supervised Multi-modal
Hashing (WMH) (Tang and Li 2017) learn hash functions
by preserving the pairwise visual similarity and textual sim-
ilarity induced by user-provided tags. SCAlable Deep Hash-
ing (SCADH) (Cui et al. 2019) preserves the similarity of
images with an anchor graph and refines auxiliary social
tags to enhance the quality of hash codes. Based on bi-
nary matrix factorization, Semantic Guided Hashing (SGH)
(Li et al. 2020) simultaneously incorporates the hash code
learning, the data structure discovering, and the semantic
information mining. Weakly-supervised Discrete Hashing
(WDH) (Cui et al. 2020) uses ℓ2,1-norm to effectively re-
move the noises in tags which may deteriorate the retrieval
performance. Dual-level Semantic Transfer Deep Hashing
1Codes and parameter settings are submitted alongside papers
as supplementary material.
(DSTDH) (Zhu et al. 2020) constructs an image-concept hy-
pergraph to model the latent high-order semantic correla-
tions of images. Weakly Supervised Deep Hashing using
Tag Embeddings (WDHT) (Gattupalli, Zhuo, and Li 2019)
extracts the word2vec semantic embeddings of the tags and
uses the information contained in them to guide the learning.
In real-world scenarios, as social images are casually gen-
erated by users of social media websites like Facebook,
Flickr, Instagram, and so on, social images are more natu-
ral to appear as streaming data However, all existing social
image hashing methods is batch-based methods and ineffi-
cient to handle the online data, which means that they need
to collect all training images first and then learn hash func-
tions when new data comes.
Online Hashing
As mentioned previously, in many real-world scenarios, data
is generated continuously in streaming fashion, making on-
line hashing recently become one of the hottest topics in
hashing domain. There exist two kinds of online hashing
methods: multi-modal hashing (Lu et al. 2019; Wang et al.
2020) and single-modal hashing. Thereinto, single-modal
online hashing, which are the most related online hashing
methods, can be divided into unsupervised and supervised.
Unsupervised single-modal online methods learn hash
codes and hash functions by exploiting the inherent prop-
erties among data. For example, Online Sketching Hash-
ing (OSH) (Leng et al. 2015) is designed based on the idea
of data sketching, it maintains a small size sketch for a
stream of data online and then learns hash functions based
on this sketch. FasteR Online Sketching Hashing (FROSH)
(Chen, King, and Lyu 2017) is a faster version of OSH by
reducing the sketching time which is the dominated cost in
the OSH. Supervised single-modal online hashing could fur-
ther utilize the label information to guide the learning. To
learn hash functions in an online manner, Online Kernel-
based Hashing(OKH) (Huang, Yang, and Zheng 2018) uses
a kernel mapping based passive-aggressive learning strat-
egy for accommodating a new pair of data. Based on Er-
ror Correcting Output Codes, Online Supervised Hashing
(OSH) (Cakir, Bargal, and Sclaroff 2017) is proposed. Bal-
anced Similarity for Online Discrete Hashing (BSODH)
(Lin et al. 2019) employs an asymmetric graph regulariza-
tion to preserve the similarity between the streaming data
and the existing dataset and learns the hash codes dis-
cretely. Hadamard Matrix Guided Online Hashing (HMOH)
(Lin et al. 2020) first introduces Hadamard matrix and uses
each column of this matrix as the target code for each class
label to guide the learning. The hash function learning of
HMOH is formulated as a set of binary classification prob-
lems.
However, none of existing online hashing methods is spe-
cially designed for weakly-supervised images. To address
this issue, in this paper, a novel online hashing method is
proposed which could explore the abundant information in
revealing the image semantics hidden in the tags.
Our Method
Notations
In this paper, boldface lower-case letters like a and boldface
upper-case letters like A denote vectors and matrices. We
use Aij to indicate the element at i-th row and j-th column
of A and ai to denote the i-th row of A. A
−1 denotes the
inverse of A and A⊤ denotes the transpose of A. ‖ · ‖F
is the Frobenius norm of a vector or matrix and ‖ A ‖2F=
Tr(A⊤A) where Tr(·) is the trace of a square matrix.
Suppose the training data comes at a streaming man-
ner. At the t-th round, a new data chunk of social images
~X
(t)
∈ Rnt×d with tags ~Y
(t)
∈ {0, 1}nt×c is added to the
training set, where nt is the size of new data chunk, d is
the dimensionality of image feature, c is the number of tags.
Specifically, ~Y
(t)
ij = 1 if the i-th image at the t-th round
is associated with tag j and 0 otherwise. Correspondingly,
the already accumulated old data, which has been accumu-
lated before round t, is represented as X˜
(t)
∈ RNt−1×d and
the user-provided tags is denoted as Y˜
(t)
, where Nt−1 =∑t−1
i=1 ni is the size of the existing data. The goal of weakly-
supervised online hashing is learn r-bit binary hash codes
[B˜
(t)
, ~B
(t)
] ∈ {−1, 1}Nt×r, where B˜
(t)
is the hash codes
of the existing data and ~B
(t)
is the hash codes of the newly
coming data, respectively.
Model Formulation
Tag Processing The ideas that regressing hash codes to
labels (Shen et al. 2015) or regressing labels to hash codes
(Gui et al. 2017) have been widely accepted and proven to
be effective in hashing literature. However, as tags may
contain noise, directly building up relationship among hash
codes and tags tend to be suboptimal. To tackle this prob-
lem, we first adopt the ℓ2,1-norm (Nie et al. 2010), which
has demonstrated to be effective to alleviate the noise prob-
lem. Thus, the corresponding objective at round t is defined
as follows:
Oreg=‖ Y˜
(t)
−B˜
(t)
W(t) ‖2,1+‖ ~Y
(t)
−~B
(t)
W(t) ‖2,1 . (1)
In order to effectively mine the user-provided tags, we
try to represent the image with the high-level tag seman-
tics. Through taking advantages of the superior ability en-
dowed by the NLP techniques (Mikolov et al. 2013), we can
project tags into a word embedding space. In this way, each
tag word is represented as a vector embedding. Thereafter,
we further aggregate the vector embeddings of one image
by average pooling and get the image level semantic rep-
resentation zi for image i. As have been analysed in previ-
ous works in hashing literature (Yang et al. 2016; Guan et al.
2018; Gattupalli, Zhuo, and Li 2019), the advantages of us-
ing word2vec tool can be two-sided: 1) the zero-shot prob-
lem caused by tag incompleteness could be alleviated; 2) the
noisy tags could be suppressed to some extent.
However, the embedding model is off-the-shelf and may
bring in potential semantic shift between the tags in our task
and words in its training corpus. To consider this problem,
we further refer to the visual information for help. Specifi-
cally, at round t, the objective function to learn hash codes
from the high-level tag semantics alone with the visual fea-
tures can be formulated as follows,
Osem = β ‖ X˜
(t)
−B˜
(t)
U(t) ‖2F +β ‖ ~X
(t)
−~B
(t)
U(t) ‖2F
+θ‖ Z˜
(t)
−B˜
(t)
V(t) ‖2F +θ‖~Z
(t)
−~B
(t)
V(t) ‖2F ,
(2)
where β and θ are parameters, Z˜
(t)
and ~Z
(t)
are the image
level semantic representations of old data and new data. The
first two terms and the last two terms embed the visual in-
formation and the high-level tag semantics, respectively.
Hash Function Learning The hash function is learnt to
transform the out-of-sample images into hash codes. For ex-
ample, at the t-th round, a new query comes, we need to
generate its hash code by B
(t)
i = sign(xiP
(t)), where P(t) is
the projection matrix of hash function.
Following the online hashing settings, we cannot only rely
on the newly arrived data to update hash functions, which
may lose the information of existing data and become sub-
optimal. In other words, we should consider both the newly
arrived data and the old accumulated data. For this purpose,
we define the hash functions learning loss at round t:
Ofun=µ ‖ B˜
(t)
−X˜
(t)
P(t) ‖2F +µ ‖~B
(t)
−~X
(t)
P(t) ‖2F , (3)
where µ is a parameter.
Overall Objective Function Combining Eq.(1), Eq.(2),
and Eq.(3), the overall objective function is,
min
~B
(t)
,W(t),U(t),V(t),P(t)
Oreg+Osem+Ofun
+α(‖W(t) ‖2F +‖U
(t) ‖2F +‖V
(t) ‖2F +‖P
(t) ‖2F ),
s.t. ~B(t) ∈ {−1, 1}nt×r,
(4)
where α is a parameter, ‖ W(t) ‖2F , ‖ U
(t) ‖2F , ‖ V
(t) ‖2F ,
and ‖ P(t) ‖2F are regularization terms to avoid overfitting.
Besides, to capture the nonlinear characteristics, the ker-
nel features φ(X) are adopted to replace the original image
features. Specifically, the RBF kernel mapping is adopted,
i.e., φ(x) = exp(
−‖x−ai‖
2
2
2σ2 ), where {ai}
m
i=1 denotes the
randomly selected m anchor points from the training sam-
ples, and σ denotes the kernel width calculated by σ =
1
nm
∑n
i=1
∑m
j=1 ‖ xi − aj ‖2.
Optimization
To solve the optimization problem in Eq. (4), we propose a
five-step iterative scheme as follows.
W Step. With U(t), V(t), P(t), and ~B
(t)
fixed, the problem
of optimizing W(t) can be formulated as,
min
W(t)
‖ Y˜
(t)
− B˜
(t)
W(t) ‖2,1
+ ‖ ~Y
(t)
− ~B
(t)
W(t) ‖2,1 +α ‖ W
(t) ‖2F .
(5)
To optimize the ℓ2,1-norm, the first two terms in Eq. (5) are
reformulated as,
Tr
(
(Y˜
(t)
− B˜
(t)
W(t))⊤D(t)(Y˜
(t)
− B˜
(t)
W(t)
)
, (6)
Tr
(
(~Y
(t)
− ~B
(t)
W(t))⊤K(t)(~Y
(t)
− ~B
(t)
W(t)
)
, (7)
where D(t) and K(t) are diagonal matrices, D
(t)
ii = 1/ ‖
(Y˜
(t)
− B˜
(t)
W(t))i ‖2, K
(t)
ii = 1/ ‖ (
~Y
(t)
− ~B
(t)
W(t))i ‖2,
and (·)i denotes the i-th row of a matrix.
Then, by setting the derivative with respect to W(t) to
zero, we have the following equation,
W(t) = (D1
(t) + ~B
(t)⊤
K(t)~B
(t)
+ αI)−1
· (D2
(t) + ~B
(t)⊤
K(t)~Y
(t)
),
(8)
where D1
(t) = B˜
(t)⊤
D(t)B˜
(t)
, D2
(t) = B˜
(t)⊤
D(t)Y˜
(t)
, and I
is the identity matrix.
It is worth noting that, given the new coming data and the
accumulated data, both D1
(t) and D2
(t) can be computed
efficiently based the rules of block matrices. For example,
D1
(t)= B˜
(t)⊤
D(t)B˜
(t)
=
[˜
B
(t−1) ~B
(t−1)
][
D(t−1) 0
0 K(t−1)
][˜
B
(t−1) ~B
(t−1)
]
=D1
(t−1)+~B
(t−1)⊤
K(t−1)~B
(t−1)
.
(9)
Similarly, D2
(t) = D2
(t−1) + ~B
(t−1)⊤
K(t−1)~Y
(t−1)
.
U(t) Step. We fix W(t), V(t), P(t), and ~B
(t)
, and update
U(t) by solving the following objective function,
min
U(t)
β ‖ φ(X˜
(t)
)− B˜
(t)
U(t) ‖2F
+ β ‖ φ(~X
(t)
)− ~B
(t)
U(t) ‖2F +α ‖ U
(t) ‖2F ,
(10)
By setting the derivative of Eq. (10) w.r.t. U(t) to zero, we
have,
U(t) = (C
(t)
1 +
α
β
I)−1C
(t)
2 , (11)
where C
(t)
1 = B˜
(t)⊤
B˜
(t)
+ ~B
(t)⊤~B
(t)
and C
(t)
2 =
B˜
(t)⊤
φ(X˜
(t)
)+~B
(t)⊤
φ(~X
(t)
). Apparently,C
(t)
1 can be trans-
formed as follows,
C
(t)
1 = B˜
(t)⊤
B˜
(t)
+~B
(t)⊤~B
(t)
=
[˜
B
(t−1) ~B
(t−1)
][˜
B
(t−1) ~B
(t−1)
]
+~B
(t)⊤~B
(t)
=C
(t−1)
1 +
~B
(t)⊤~B
(t)
.
(12)
Similarly, we have C
(t)
2 = C
(t−1)
2 +
~B
(t)⊤
φ(~X
(t)
).
V(t) Step and P(t) Step As the optimizations of these two
variables are very similar, we discuss them together. By set-
ting the partial derivative of Eq.(4) with respect to V(t) to
zero, we can update it by,
V(t) = (C
(t)
1 +
α
θ
I)−1C
(t)
3 , (13)
where C
(t)
3 = C
(t−1)
3 +
~B
(t)⊤~Z
(t)
.
Similarly, the solution of P(t) is given,
P(t) = (C
(t)
4 +
α
µ
I)−1C
(t)
5 , (14)
where C
(t)
4 = C
(t−1)
4 + φ(
~X
(t)
)
⊤
φ(~X)
(t)
and C
(t)
5 =
C
(t−1)
5 + φ(
~X
(t)
)
⊤
~B
(t)
.
~B
(t)
Step. Fixing U(t), V(t), W(t), and P(t), we learn ~B
(t)
by solving the following function,
min
~B
(t)
‖ ~Y
(t)
−~B
(t)
W(t) ‖2,1+β ‖φ(~X
(t)
)−~B
(t)
U(t) ‖2F
+µ‖~B
(t)
−φ(~X
(t)
)P(t) ‖2F +θ‖~Z
(t)
−~B
(t)
V(t) ‖2F .
s.t. ~B ∈ {−1, 1}nt×r,
(15)
By expanding Eq. (15) and omitting the constant terms, we
have,
min
~B
(t)
β ‖ ~B
(t)
U(t) ‖2F +θ ‖ ~B
(t)
V(t) ‖2F
+ Tr(W(t)⊤~B
(t)⊤
K(t)~B
(t)
W(t))− 2Tr(~B
(t)⊤
Q(t))
s.t. ~B
(t)
∈ {−1, 1}nt×r,
(16)
where Q(t) represents K(t)~Y
(t)
W(t)⊤ + β~X
(t)
U(t)⊤ +
θ~Z
(t)
V(t)⊤+µ~X
(t)
P(t). Since ~B
(t)
is discrete, it is difficult to
optimize. Thereafter, the discrete cyclic coordinate descent
algorithm (Shen et al. 2015) is used to learn ~B
(t)
bit-by-bit
iteratively until convergence. Due to the page limit, we di-
rectly give the solution,
~b
(t)⊤
= sign
(
q(t)⊤ − w(t)W(t)
′⊤~B
(t)′⊤
K(t)
− βu(t)U(t)
′⊤~B
(t)′⊤
− θv(t)V(t)
′⊤~B
(t)′⊤)
,
(17)
Where, (~b)(t)⊤ denotes the l-th row of ~B
(t)
, l ∈ {1, 2, ..., r},
(~B)(t)
′
is the matrix of ~B
(t)
excluding (~b)(t)⊤, (~b)(t)⊤ repre-
sents one bit of the hash codes of newly coming data; q(t)⊤
denotes the l-th row of Q(t); w(t)⊤ denotes the l-th row of
W(t), W(t)
′
is the matrix of W(t) excluding w(t)⊤; u(t)⊤
denotes the l-th row of U(t), U(t)
′
is the matrix of U(t) ex-
cluding u(t)⊤; v(t)⊤ denotes the l-th row of V(t), V(t)
′
is the
matrix of V(t) excluding v(t)⊤.
Each bit ~b
(t)
of newly coming data at t round is computed
based on the pre-learnt matrix ~B
(t)′
and are iteratively up-
dated until the procedure converges to a set of better codes
~B
(t)
.
Table 1: The MAP results of various methods on MIRFlickr and NUS-WIDE.
Method
MIRFlickr NUS-WIDE
8 bits 16 bits 32 bits 64 bits 96 bits 8 bits 16 bits 32 bits 64 bits 96 bits
SH 0.6117 0.5994 0.5954 0.5990 0.5978 0.4221 0.4035 0.3819 0.3893 0.3802
SDH 0.5940 0.6054 0.6307 0.6330 0.6353 0.4405 0.4910 0.4935 0.5057 0.5124
COSDISH 0.5774 0.5786 0.5930 0.6085 0.6156 0.3828 0.4220 0.4711 0.5058 0.5317
WDH 0.5800 0.6102 0.6265 0.6462 0.6565 0.4927 0.5168 0.5587 0.5856 0.6210
OSH 0.6389 0.6418 0.6429 0.6474 0.6575 0.4687 0.4709 0.4749 0.4906 0.4998
BOSDH 0.5705 0.5676 0.5621 0.5626 0.5607 0.3214 0.3937 0.4014 0.4064 0.4090
HMOH 0.5788 0.5797 0.5839 0.5966 0.5984 0.3256 0.3309 0.3405 0.3409 0.3454
WOH 0.6757 0.6881 0.6919 0.6964 0.6977 0.5509 0.5826 0.6001 0.6208 0.6251
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Figure 1: The precision-recall curves of various methods on MIRFlickr and NUS-WIDE.
Analysis
The time complexity for updating W(t), U(t), V(t), and P(t)
isO((ntr
2+ntcr+ r
3)T ),O((ntr
2+ r3+ntrd+ r
2d)T ),
O((ntr
2+r3+ntrf +r
2f)T ), andO((ntd
2+d3+ntrd+
d2r)T ), respectively. The complexity for obtaining ~B
(t)
is
O((cr2 + dr2 + fr2 + ntr
2)T ). Thereinto, nt is the size
of the newly coming data, r is the hash code length, c is the
amount of tags, f is the dimensionality of word2vec embed-
ding features, d is the dimensionality of visual features, and
T is the number of iterations. Therefore, the time complex-
ity is linear to the size of the newly coming data nt, which
makes our method scalable.
Experiments
Datasets
We conducted extensive experiments on two widely-used
benchmark datasets, i.e., MIRFlickr (Huiskes and Lew
2008) and NUS-WIDE (Chua et al. 2009), both containing
the social images with user-generated tags.
MIRFlickr consists of 25, 000 images collected from
Flickr associated with 1, 386 user-provided tags. The tags
appearing less than 50 times are removed. We further re-
moved those tags which cannot be transformed into the em-
bedding space, such as “2007”, “i500”, and “d200”; and
those images with no tags are omitted. Finally, 17, 833 im-
ages are left. MIRFlickr also provides the ground-truth la-
bels to define whether two images are similar. We randomly
split the dataset into a query set with 1, 000 images and
the remaining are served as the training set. To support the
online learning, the training set further divided into 8 data
chunkswith each of the first 7 chunks containing 2, 000 sam-
ples and the last chunk containing 2833 instances.
NUS-WIDE contains 269, 648 images collected from
Flickr by the Lab for Media Search in the National Uni-
versity of Singapore. This dataset is large-scale and covers
5, 018 unique tags. The 21 most frequent labels are selected
and the corresponding 194, 541 social images are left. Fol-
lowing (Lin et al. 2020), we randomly split the data set into a
query set with 2, 000 images and a retrieval set with the oth-
ers, and further randomly picked out 40, 000 samples from
retrieval set as the training set. In order to support the on-
line learning, we split the training set into 8 chunks and per
chunk contains 5, 000 instances.
For both datasets, if two images share at least one ground-
truth label, they are similar; otherwise, they are semantically
dissimilar. Besides, the 4, 096-D output of the pre-trained
VGG-F, which is trained on the ImageNet dataset, is used to
represent images on both datasets.
Evaluation metric
We employed two widely-used criteria, i.e., mean average
precision (MAP) and precision-recall curves to evaluate the
retrieval performance. For both evaluationmetrics, the larger
value indicates the better retrieval performance.
Baselines and Implementation details
Seven state-of-the-art hashing models are selected for
comparison: 1) traditional hashing methods, i.e., SH
(Weiss, Torralba, and Fergus 2009), SDH (Shen et al. 2015),
and COSDISH (Kang, Li, and Zhou 2016); 2) social im-
age hashing, i.e., WDH (Cui et al. 2020); 3) online hash-
ing method, i.e., OSH (Leng et al. 2015), BOSDH (Lin et al.
2019), and HMOH (Lin et al. 2020). Except for OSH,
BOSDH, and HMOH, other baselines are batch-based. As
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Figure 2: The MAP curves of various methods on MIRFlickr and NUS-WIDE.
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Figure 3: The MAP results of ablation experiments.
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Figure 4: Sensitivity analysis of parameters α, β, µ, and θ.
the codes of WDH are not publicly available, we imple-
mented it by exactly following its algorithm; the codes of
other baselines are kindly provided by the authors.
As for the parameter settings of WOH, we set the param-
eter α, β, θ, and µ to 300, 0.1, 0.1, and 10 in this paper.
Moreover, the amount of anchor points m is 1, 000 and the
dimensionality of embedding feature denoted as f is 300.
Comparison with Baselines
Table 1 lists the MAP results of WOH and all the compari-
son methods and Figure 1 plots the precision-recall curves.
Furthermore, the MAP results of all methods at each round
with 16 bits and 64 bits are plotted in Figure 2. From these
results, we can observe that,
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Figure 5: The convergence curves WOH.
• Although the superiority of supervised hashing meth-
ods over unsupervised ones is found by many litera-
tures, such phenomenon is not obvious in the weakly-
supervised case. We can easily find that some unsuper-
vised methods can offer better accuracy than the super-
vised ones, e.g., OSH outperforms BOSDH and HMOH.
And the reason may be that the tags are weak and noisy.
• Our method outperformsWDH, which is specifically de-
signed for weakly-supervised social image retrieval task.
Besides, WDH also uses the ℓ2,1 norm. Compared to
WDH, we can find the performance of WOH is better,
further confirming that our WOH can better harness the
tags and learn better hash codes.
• Compared with all online hashing methods, i.e., OSH,
BOSDH, and HMOH, our method always offers bet-
ter performance. This phenomenon also shows that our
model can effectively remove the noise in tag and bene-
fit from the weak supervision information.
• In Figure 2, the curves of WOH are much higher than
others, demonstrating that our method is good at han-
dling with steaming data.
• WOH outperforms all the adopted state-of-the-art base-
lines in most cases, demonstrating its effectiveness.
In summary, WOH works well for retrieving social images
in an online manner.
Further Analysis
Ablation Experiments To provide ablation analysis, four
derivatives of our model are designed and the experimental
results on MIRFlickr is presented in Figure 3. WOH-1 de-
notes the variant that sets θ = 0; WOH-2 sets θ = 0 and
omitsOreg in Eq. (4); WOH-3 represents the variant which
sets α to 0; for the last derivative WOH-4, both β and µ are
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Figure 6: Variations of training time with training data size.
Table 2: MAP values of WDHT and WOH computed using
the top 5, 000 retrieved images.
Method
MIRFlikr
12 bits 24 bits 32 bits 48 bits
WDHT 0.7346 0.7430 0.7034 0.7054
WOH 0.6746 0.6800 0.6810 0.6825
Method
NUS-WIDE
12 bits 24 bits 32 bits 48 bits
WDHT 0.6709 0.6805 0.6955 0.6760
WOH 0.5954 0.6304 0.6360 0.6455
set to 0 and the hash functions are learnt by a two-step hash-
ing strategy (Lin et al. 2013). From this figure, we can find:
1) WOH outperforms WOH-1 and WOH-2, demonstrating
that by elaborately learning from weakly-supervision, i.e.,
user-provided tags, better hash codes can be obtained; 2)
WOH outperforms WOH-3, showing the necessity of reg-
ularization; 3) WOH-4 learns only from tags and performs
worse than WOH, revealing the importance of visual infor-
mation.
Parameter Sensitivity Analysis To analyze the influence
of parameters on the performance, we conducted experi-
ments on MIRFlickr and NUS-WIDE in the case of 16-bit
code length and the results are plotted in Figure 4. It can
be seen that the search performance is strongly related to the
parametersα and µ. The performancemaintains satisfactory
when α ranges from 100 to 300 and µ ranges from 1 to 10 on
both two datasets. It also can be found that WOH is robust
to parameters β and θ. Thus, we set α, β, µ, and θ to 300,
0.1, 10, and 0.1, respectively.
Convergence We validated the convergence of the pro-
posed alternative optimization algorithm by experiments.
Figure 5 illustrates the convergence curves of WOH based
on the first data chunk in the case of 16-bit on MIRFlickr
and NUS-WIDE. From this figure, we can see that WOH
converges quickly. Considering both efficiency and perfor-
mance, we chose T = 7 in all experiments.
Comparison with Deep Social Image Hashing We fur-
ther compared our WOH with the state-of-the-art deep so-
cial image hashing, i.e., WDHT (Gattupalli, Zhuo, and Li
2019), and listed the results in Table 2 (more results are re-
ported in supplementary materials). We strictly followed the
Table 3: Training time (seconds) on MIRFlickr.
Method chunk1 chunk2 chunk3 chunk4 chunk5
OSH 1.0173 1.0388 1.0391 1.0319 1.0100
BOSDH 0.0665 12.0278 22.9630 34.0123 51.3250
HMOH 0.2913 0.2509 0.2560 0.2640 0.2712
WOH 1.6719 1.7485 1.7480 1.8168 1.8549
experimental settings in (Gattupalli, Zhuo, and Li 2019) to
run WOH and directly took the reported results of WDHT
for fair comparisons. From this table, it is no surprise that
WDHT always outperformsWOH. To support online learn-
ing, WOH is designed to be a shallow method, which means
that the feature extraction procedure is independent with
the hash learning. On the contrary, WDHT could learn bet-
ter features which are optimally compatible with the hash-
ing process. Nonetheless, WOH is more practical as WDHT
fails to deal with streaming data in online fashion. And we
believe WOH can be easily extended from shallow learning
to deep learning and the deep WOH could perform much
better in batch-based social image retrieval scenario.
Time Analysis To quantitatively evaluate the efficiency
of WOH, we further conducted time analysis experiments.
First, the results of training time varying with the size of
training data are plotted in Figure 6. From this figure, we
can find that the training time linearly increases with training
data, which is consistent with our analysis that the time com-
plexity of WOH is linearly dependent on the size of newly
coming data nt. Moreover, time cost of four online hash-
ing method on MIRFlickr with the 16-bit codes is listed in
Table 3 (more results are reported in supplementary materi-
als). We can observe that: 1) The unsupervised OSH holds
the best training efficiency because it leaves tags out of con-
sideration while supervised and weakly-supervised methods
need to spend extra time handling tags. 2) At the first round,
BOSDH initializes the hash function with normal Gaussian
distribution and computes corresponding hash codes without
other operations, resulting in the short training time. How-
ever, the training time of BOSDH at each chunk evidently
increases while the size of data chunks remains unchanged.
3) Although the training time of HMOH is little, it takes a
lot of time to calculate the Hadamard Matrix, which is not
included in the training time. 4) Considering both efficiency
and effectiveness, WOH is the best online hashing method
for social image retrieval.
Conclusion
In this paper, we present a novel hashing method named
Weakly-supervised Online Hashing (WOH for short), which
is specially designed for retrieving weakly labeled social im-
ages in online fashion. To the best our knowledge, it is the
first attempt to apply the idea of online hashing to social im-
age retrieval. WOH explores the weak supervision by con-
sidering the semantics of tags and removing the noise in or-
der that more accurate hash codes can be learnt. Extensive
experiments on two real-world social image datasets have
been conducted and the results demonstrate the superiority
of WOH over the state-of-the-art baselines.
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