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Abstrakt
Tato práce se zabývá detekcí a následně mapováním pohybu osob z videozáznamu. Nejprve
jsou popsány metody detekce v obraze a následně jejich využití v reálné aplikaci. Výstupem
práce jsou dvě aplikace, jedna pro detekci osob a druhá pro následné zobrazení detekovaných
dat.
Abstract
This thesis deals with detection and mapping the motion of people from a video record.
It explains methods for image detection and their usage in real application. The output of
this thesis are two applications, one for pedestrian detection and the second for displaying
detected data.
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Kapitola 1
Úvod
Mapování pohybu osob z dlouhodobého hlediska se využívá čím dál častěji. Pochopením
kudy se osoby pohybují je možné lépe rozvrhnout změny veřejných prostor (např. nové
rozmístění laviček či poutačů) a také najít kritická místa daného prostoru a následně pro-
vést patřičné opatření. Obchodní společnosti také využívají těchto systémů pro vytyčení
nejlukrativnějších míst a zde umisťují prémiové produkty.
Kdysi se k získání takovýchto dat využívalo lidské síly a mapování se provádělo ručně.
Takový přístup je však finančně a časově náročný. Přitom stačí využít již nainstalovaných
bezpečnostních či pouličních kamer. Cílem této bakalářské práce tedy je vytvořit program
který bude detekovat osoby ze záznamu z jakékoliv stacionární kamery a rozlišit zda se
detekované osoby pohybují, či stojí na místě. Dále zaznamenat jejich polohu a případně
směr chůze a získané data zobrazit uživateli v podobě teplotní mapy ve zvoleném časovém
úseku.
V následující kapitole 2 zběžně popíši jak funguje detekce v obraze a možné technologie.
V kapitolách 3 a 4 se nachází návrh mého řešení, tak jak by aplikace měla fungovat a čeho
při tom využije. Kapitola 5 se zabývá samotnou implementací programu a v kapitole 6 se
nachází dosažené výsledky.
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Kapitola 2
Možné technologie pro detekci v
obraze
V této sekci popíši technologie pro detekci objektů v obraze a následnou klasifikaci osob.
2.1 Filtrování obrazu
Při filtrování obrazu se používá filtr, což je čtvercová matice1, na každý pixel obrazu. Každá
buňka v matici obsahuje číslo, kterým se následně násobí hodnota pixelu v obraze. Následně
se sečtou všechny hodnoty takto vynásobené matice a výsledná hodnota se uloží do pixelu
nacházející se uprostřed matice ve výsledném obrázku. [6]
g(x, y) =
R∑
j=−R
R∑
j=−R
h(i, j) ∗ f(x+ i, y + j)
Kde vstupní obraz f(x, y) s filtrem h(x, y) vytvoří výstupní obraz g(x, y) a konstanta
R značí velikost filtru. Tento postup je znázorněn na obrázku 2.1. [6]
2.1.1 Odstraňování šumu
Pro odstranění šumu z obrazu lze použít mediánový filtr (vlevo) nebo Gaussův filtr (vpravo),
který snižuje váhu buňky směrem od středu ke kraji. [6]
1 1 11 1 1
1 1 1
 ,

1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 4 1
1 4 7 4 1

Výslednou hodnotu normalizujeme tak aby maximální hodnota byla 255 (maximální
hodnota jednoho pixelu v obraze). V tomto případě se hodnota mediánového filtru vynásobí
1
9 a hodnota Gaussova filtru
1
273 . [6]
1při použití nad krajními pixely nemusí být čtvercová
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Obrázek 2.1: Princip aplikování filtru 3x3 na obrázek 5x5 (překresleno dle [6]).
2.1.2 Detekce hran
Hrana je definována jako velká změna hodnoty dvou sousedících pixelů. Tyto hrany je možno
nalézt pomocí první derivace. V praxi se však využívá pouze aproximace jelikož obraz je
reprezentován diskrétními hodnotami (pixely). [9]
Pro tuto detekci se využívají filtry, jejichž součet hodnot je roven nule. Tyto filtry jsou
komplementární (druhý filtr se získá orotováním prvního o 90◦, přičemž nezáleží na směru
rotace). Často používané filtry jsou v tabulce 2.1. [6]
Výsledná hodnota se získá dvojnásobnou aplikací filtru a jeho následným součtem. [9]
|G| =
√
h2 + h
2
nebo zjednodušeně |G| = |h|+ |h|
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Prewitt operátor Sobel operátor
Vertikální Horizontální Vertikální Horizontální−1 0 1−1 0 1
−1 0 1
 −1 −1 −10 0 0
1 1 1
 −1 0 1−2 0 2
−1 0 1
 −1 −2 −10 0 0
1 2 1

otočen o 45◦ otočen o 45◦−1 −1 0−1 0 1
0 1 1
 0 −1 −11 0 −1
1 1 0
 −2 −1 0−1 0 1
0 1 2
 0 −1 −21 0 −1
2 1 0

Tabulka 2.1: Ukázka operátorů pro detekci hran (převzato z [9, 6]).
2.2 Stixels
Stixel reprezentuje úsek obrazu v popředí obdélníkového tvaru (vysoký a úzký, viz. obr.
2.2a), přičemž každý stixel má dolní hranici v úrovni země a horní ohraničuje výšku objektu
v popředí. Ve vertikální ose je tedy vždy pouze jeden stixel. Poskládáním více stixelů vedle
sebe se tak získá ucelený objekt. [1]
Pro výpočet stixelů se využívá hloubková mapa (obr. 2.2b), většinou generována ze ste-
reokamery, díky které nejprve nalezneme volný prostor, což je prostor mezi kamerou a první
překážkou (prohledávání probíhá po sloupcích vždy od spodu obrázku po první obsazenou
buňku). Následně je vypočítána výška objektu, která je určena na základě hloubkové mapy,
jako ostrá hrana mezi popředím a pozadím. Z těchto dvou údajů jsou pak vyextrahovány
stixely. [1]
(a) (b)
Obrázek 2.2: Reprezentace stixelů (a) a výstup hloubkové mapy (b) (převzato z [1]).
Tímto postupem je možné získat kvalitní reprezentaci objektů vcelku rychle. Tato me-
toda je však pro tento projekt nevhodná z důvodů nutnosti stereokamery (hloubková mapa
sice jde spočítat i z mono kamery, výpočty by však byly daleko náročnější). Metodu lze
použít také bez hloubkové mapy, jak je ukázáno v [4]. Stálou nevýhodou ale je, že stixely
počítají s umístěním kamery nízko nad zemí, při použití této metody u kamery snímající
okolí z větší výšky by mohl nastat problém s detekcí více osob jdoucích za sebou směrem
k/od kamery ve větším rozestupu.
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2.3 Background subtraction
Metoda odečtu pozadí (Background subtraction) je velmi jednoduchá ale efektivní metoda
pro nalezení objektů ve scéně obzvláště pokud je pozadí neměnné (např. záznam ze staci-
onární kamery). Většinou však tato metoda není dostatečně přesná a proto se používá ve
spojení s dalšími metodami jako první stupeň detekce. [6]
Samotná metoda funguje na principu rozdílu dvou (nebo více) obrázků. Pokud rozdíl
pixelu na stejné pozici ve všech obrázcích změní svou barvu o více než nastavený práh, pak
je tento pixel označen bílou barvou, nezměněný pixel pak barvou černou. [6]
Velký problém této metody je, že i když se scéna zdá být statická, většinou tomu tak
není. U většiny scén stačí změna intenzity slunečního svitu a již vznikají první falešné
detekce. Na obrázku 2.3 jsou histogramy vždy jednoho pixelu a jeho odstínů v čase. [6]
Obrázek 2.3: Histogramy intenzity dvou pixelů v sérii snímků (převzato a upraveno z [6]).
Pro odstínění tohoto efektu, se často využívá více snímků najednou a změny v jednot-
livých snímcích se průměrují, čímž dojde k eliminaci následků při změně osvětlení. To také
pomůže eliminovat detekci šumu videa. [6]
Výstupem této metody je tedy obrázek s označenými místy kde došlo ke změně (obr.
2.4).
(a) (b)
Obrázek 2.4: Jeden z původních snímku (a) a výsledek odečtu pozadí (b).
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2.4 Dilatace a eroze
Při dilataci a erozi využíváme čtvercových filtrů na každý pixel v obrázku. Pro filtr 3x3
pixely můžeme využít např. čtyřokolí nebo osmiokolí. [6]0 1 01 1 1
0 1 0
 ,
1 1 11 1 1
1 1 1

V této sekci budu pro znázornění používat pouze hodnoty 0 a 1, kde 0 značí minimální
hodnotu a 1 hodnotu maximální (např. 255, nebo RGB(255,255,255)).
2.4.1 Dilatace
Dilatace provede vsazení 1 ze zmíněné matice do výstupního obrázku pro každý pixel s hod-
notou 1 v obrázku původním. Tím dojde ke zvětšení původní oblasti a zacelení případných
děr (obr. 2.5b). [6]
2.4.2 Eroze
Eroze provádí opačný jev k dilataci. Pokud se 1 v matici shodují s okolím vybraného pixelu
v původním obrázku, pak je do výsledného obrázku vsazena 1 v místě středu matice. Tím
se výsledná oblast zmenší a odstraní se nežádoucí šum okolí (obr. 2.5a). [6]
(a) (b)
Obrázek 2.5: Výsledek eroze (a) a dilatace (b) ze snímku 2.4 s využitím plné matice 9x9.
2.4.3 Uzavření
Použití dilatace a následně eroze se nazývá uzavření. Dojde tím k zacelení děr v obrázku
bez zvětšení výsledné oblasti. V obrázku však zůstane šum a další malé detekce (obr. 2.6a).
[6]
2.4.4 Otevření
Otevření je opakem uzavření, tedy napřed se provede eroze a následně dilatace. Opět se
velikost výsledného objektu nezmění a dojde k odstranění šumu. Samotný objekt si ale
nezachová jednotnou strukturu a je rozbitý (obr. 2.6b). [6]
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(a) (b)
Obrázek 2.6: Výsledek uzavření (a) a otevření (b) ze snímku 2.4.
Využitím obou metod, tedy uzavření a následně otevření dosáhneme nejlepších výsledků
pro vyčištění detekovaných oblastí (obr. 2.7). [6]
Obrázek 2.7: Uzavření a následné otevření ze snímku 2.4.
2.5 Support Vector Machines
SVM je metoda strojového učení. Tato metoda se snaží rozdělit rovinu bodů na dvě části
tak aby mezi těmito dvěma částmi zůstal co nejširší pruh bez bodů. Přímka (v případě
lineárního SVM) uprostřed této mezery se nazývá diskriminační funkcí na jejímž základě
se následně určí do které třídy zapadne nový bod. Pro výpočet této funkce se obvykle
využívají pouze nejbližší body nazývané podpůrné vektory (obr. 2.8). Díky tomu může být
učení algoritmu založeno na malém vzorku pozitivních a negativních dat. [8]
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Obrázek 2.8: Diskriminační funkce oddělující dvě třídy bodů a podpůrné vektory nacházející
se na hranici obou tříd. (překresleno dle [8]).
2.6 Histogram of oriented gradients
Tato metoda je založena na normalizovaném lokálním histogramu orientace gradientu. Zá-
kladní myšlenkou je využít vzhled a tvar menší části objektu, a ne celek jako takový. To je
zajištěno rozdělením obrázku na buňky (cells), kde pro každou buňku je vypočítán 1-D his-
togram orientace gradient a hran. Buňky se pak seskupují do bloků (blocks), který slouží
pro normalizaci buněk. Histogramy těchto bloků jsou nakonec porovnány pomocí SVM. [5]
Postup při HOG detekci je následující (uvedené hodnoty se vztahují k detekci osob,
detekce jiných objektů může vyžadovat jiné hodnoty):
• Gamma normalizace a normalizace barvy má za cíl normalizovat intenzitu barvy
(převedením na stupně šedi nebo převedením do barevného prostoru LAB2). Výsledné
zrychlení je však zanedbatelné.
• Výpočet gradientu se provádí pomocí derivační masky, kde se jako nejlepší jeví
vystředěná 1-D maska [−1, 0, 1] oproti jiným (např. [−1, 1],
(−1 0
0 1
)
nebo 3x3 Sobe-
lovy masky). Pro barevné obrázky se vypočítá gradient pro každou barevnou složku
zvlášť a vybere se ta s největším vektorem gradientu.
• Orientace bodů v prostoru vypočítá pro každý pixel směr gradientu a uloží jej
do histogramu pro celou buňku. Směr může být v rozmezí 0◦–180◦ (bez znaménka)
nebo 0◦–360◦ (se znaménkem). Pro detekci osob postačuje směr bez znaménka, který
je mírně rychlejší.
• Seskupení buněk do bloků pomáhá k lepší detekci. Při detekci se používá více
bloků nad i vedle sebe, které se částečně překrývají, což částečně zhorší rychlost ale
zlepší výslednou detekci. Pro čtvercové bloky funguje nejlépe seskupení 3x3 buňky (s
6x6 pixely v každé buňce) s částečným překrytím.
2LAB je barevný prostor skládající se ze světlosti (v rozmezí 0 – 100) a dvou konstant A (ze zelené do
červené barvy) a B (z modré do žluté barvy) v rozmezí -120 – 120.
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• Seskupení bloků do detekovacího okna sečte všechny histogramy z bloků do
jednoho histogramu, ze kterého se následně vytvoří 1-D vektor.
• Klasifikace určí, zda se v okně vyskytuje osoba či nikoliv. K tomu se většinou využívá
lineární SVM klasifikátor.
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Kapitola 3
Detekce osob ze stacionární
kamery
Aplikace pro detekci osob je vytvořena jako desktopová aplikace, která zpracovává video
s možností přizpůsobení konkrétnímu zdroji kamery v konfiguračním souboru (detailně
popsán v příloze C). Každý snímek projde několika úrovněmi detekce a filtrací za účelem
rychlého a kvalitního zpracování (obr. 3.1). Jak jednotlivé fáze fungují a co je jejich úkolem
popíši v následujících sekcích.
Při návrhu této aplikace jsem se inspiroval v [3], kde je pro prvotní detekci využito
stixelů s následnou klasifikací pomocí HOG s jistými úpravami, a [2] s využitím hloubkové
mapy a následné klasifikace pomocí kvadratického diskriminačního klasifikátoru.
Obrázek 3.1: Diagram fází detekce.
3.1 Background subtraction
Základní detekce je prováděna pomocí odečtu pozadí s následným využitím Otevření1.
Použitím se značně zmenší prohledávaná oblast čímž dojde ke zrychlení celého procesu
detekce (časové porovnání je v tabulce 6.2).
Použitím této metody se objevují nedostatky jako:
• detekce všeho co se pohybuje,
1Otevření využívám v konfiguraci eroze s křížovou maticí 7x7 a dilatace s plnou maticí 9x9, která se jeví
jako nejlepší pro odstranění velkého podílu šumu a zachování hledaných objektů.
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• špatná detekce osob jdoucí směrem ke nebo od kamery,
• špatná až žádná detekce osob, které stojí na místě.
Řešení těchto problému se budu věnovat v následujících sekcích. Vyobrazení této metody
je na obrázku 3.2a, kde lze vidět nežádoucí detekce šumu a nedetekování stojící osoby, a na
obrázku 3.2b s téměř dokonalou detekcí pohybující se osoby.
(a) (b)
Obrázek 3.2: Ohraničení detekcí pomocí odečtu pozadí. Špatná detekce (a) a téměř dokonalá
detekce osoby (b)
3.2 Filtrování a vytyčení oblasti zájmu
Po základní detekci je potřeba odfiltrovat nepotřebné detekované oblasti. Tím je myšleno
zejména:
• detekce vzniklá větším šumem videa,
• pohyb listí na stromě, či zvířat (psů, ptactva, apod.),
• stín lidí, který zbytečně zvětšuje výslednou oblast zájmu.
Napřed se tak odfiltrují oblasti, které se nacházejí mimo oblast určenou pro detekci. Tato
oblast se určuje maskou, což je PNG obrázek o stejném rozlišení jako snímky z kamery, kde
bílou barvou jsou vyznačena místa, kde se má provést detekce a černou barvou místa, kde
ne.
Zbylé oblasti se přetransformují do obdélníkového tvaru pomocí bounding boxu [7] (obr.
3.3a) a jsou dále filtrovány. Zahozeny jsou příliš malé, osamocené oblasti a oblasti s poměrem
stran sirkavyska > 2.
Blízké oblasti se spojí dohromady metodou nejbližších sousedů [7] a zvetší se z důvodů
následné detekce osob popsané v sekci 3.3 (obr. 3.3b).
Výsledkem této filtrace jsou tedy vytyčené oblasti zájmu, ve kterých by se, za ideálních
podmínek, měl nacházet člověk. Při detekci ve videu z venkovního prostředí se však v této
oblasti vyskytují také skupiny osob a poblíž silnic také dopravní technika.
3.3 HOG detekce
Pro klasifikaci zda se jedná o osobu (příp. skupinu osob) je použit HOG detektor. Jeho
úloha je snadná – zkontrolovat každou vytyčenou oblast a vyznačit jestli a kde se nachází
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(a) (b)
Obrázek 3.3: Výsledné oblasti po filtraci (a) a po spojení blízkých oblastí (b)
osoba (obr. 3.4). Díky zkoumání pouze vytyčených oblastí se detekce značně urychlí, ale
také se stane závislá na počtu a velikosti oblastí zájmu. Tedy pokud se ve zkoumaném
záběru nikdo nenachází (podrobněji v sekci 3.4), pak k HOG detekci vůbec nedojde, což
vyváží záběry se zvýšeným pohybem osob. Proměnlivý čas detekce je také jeden z důvodů
proč se detekce provádí ze záznamu kamery a ne přímo z videostreamu.
(a) (b)
Obrázek 3.4: Výsledné detekované osoby. Zeleně jsou ohraničeny pohybující se osoby
a růžově osoby stojící. Na obrázku (b) je vidět falešná detekce sloupu způsobená detekcí
šumu a následnou špatnou klasifikací jako osoby.
Použitý detektor je omezen minimální velikostí zkoumané oblasti a tím také minimální
velikosti osob, které dokáže klasifikovat. Proto se prohledávaná oblast vždy zvětšuje o ně-
kolik bodů. Zajistí se tak, že výsledná oblast je větší než velikost jakou požaduje detektor
a navíc to pomáhá odstranit případné nedostatky při prvotní detekci.
Druhý problém, tedy minimální velikost osob, je vyřešen možností přiblížení prohledá-
vané oblasti. Toto je nutné pokud je kamera ve velké vzdálenosti (např. kamera snímající
celé náměstí) a osoby jsou tedy příliš malé avšak stále rozeznatelné. Pro přiblížení se vyu-
žívá bilineární interpolace [9], což naprosto vyhovuje potřebným účelům. Běžné přiblížení
je okolo 1,5x až 2x. Při takovémto přiblížení nedochází ke znatelnému zpomalení detekce,
neboť detekované oblasti jsou po přiblížení stejně velké jako u jiných záznamů bez něj.
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3.4 Detekce stojících osob
Jak jsem již zmínil v sekci 3.1, prozatím aplikace detekuje pouze pohybující se osoby. Z
možných řešení jsem vybral uchovávat si všechny detekované osoby několik snímku zpět
(obr. 3.5a). Do výsledných oblastí zájmu jsou tedy přidány (a případně sloučeny a zvětšeny)
i oblasti minulých správných detekcí (znázorněno na obr. 3.5b) a to pokud splňují alespoň
jednu z následujících podmínek:
• správná detekce nastala na minulém snímku,
• správná detekce nastala alespoň na dvou ze 6 minulých snímků, přičemž obě detekce
jsou dostatečně blízko u sebe2 aby se mohlo jednat o jednu a tu samou osobu.
Aplikace tedy detekuje osoby i v místech kde se (alespoň v nedávné minulosti) vyskytovala
osoba, avšak nebyla detekována prvotním detektorem, protože stojí na místě nebo z důvodu
chybné prvotní detekce. Pokud opět dojde ke správné detekci, nová pozice se uloží do
seznamu posledních detekcí a porovná se s již známými pozicemi. Tím je možné určit
zda se osoba pohybuje či stojí na místě, kde pro označení osoby jako stojící se využívá
10 posledních snímků, přičemž shodná osoba se musí nacházet v alespoň jednom z 7.–10.
snímku3. Osoba je pak označena jako stojící pokud vzdálenost středů detekce z tohoto a
1. snímku je menší než 120 z výšky resp. šířky detekované osoby. V případě pohybu se pak
vypočítá směr chůze a na základě těchto údajů se daná osoba zaznamená.
(a) (b)
Obrázek 3.5: Zobrazení historie detekcí (a) a výsledná vytyčená oblast zájmu s přičtením
minulých detekcí (b) vycházející z obr. 3.3b.
Pro přesnější identifikaci zda se jedná o stejnou osobu se k pozici také ukládá průměrná
barva z několika určených bodů poblíž středu detekce, které pomáhají rozlišit dvě různé
osoby poblíž sebe.
I přes tento postup však nejsou detekovány osoby, které stojí na místě od začátku videa,
do doby než se poprvé pohnou, nebo se nezmění jiný objekt poblíž (např. procházející jiná
osoba, projíždějící automobil v pozadí, atd.).
3.5 Zaznamenání detekovaných dat
Jelikož výstupem jsou souhrnné informace o pohybu/stání osob, nezaznamenává se každá
osoba zvlášť ale sčítá se jejich výskyt v jednotlivých bodech obrazu. Bod kde se osoba
2Detekce jsou označeny jako blízko sebe pokud jsou středy detekovaných oblastí vzdáleny max. 1
10
z
výšky resp. šířky oblasti.
3Mezi detekcemi je tak rozdíl alespoň 6 snímků pro snazší detekci pohybu při 25–30 snímcích za vteřinu.
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nachází je pak vypočítán jako střed oblasti kde se dotýká země, přičemž se rozlišuje zda
osoba stojí na místě nebo se pohybuje a případně kterým směrem.
Tyto údaje jsou následně exportovány vždy po několika minutách záznamu spolu s meta
informacemi pro následnou úspěšnou reprodukci dat při zobrazování.
Z důvodu urychlení vykreslování dat ve webové aplikaci se na data před exportováním
aplikuje lineární filtr pro rozostření (v tomto případě spíše vyhlazení) dat, který by se musel
aplikovat po načtení, a nijak neznehodnotí uložená data.
3.6 Rozhraní mezi detektorem a zobrazením dat
Výsledkem exportování detekovaných dat za jeden časový úsek jsou dva obrázky ve formátu
PNG a záznam do souboru ve formátu JSON s meta informacemi o exportovaném časovém
úseku. Jednotlivé úseky jsou zde spojeny do celku vždy pro celý video záznam.
Formát PNG byl pro záznam dat vybrán z důvodu rozšířené podpory jak pro export z
desktopové aplikace tak pro import do aplikace webové. Přihlédnuto bylo také k možnému
využití alfa kanálu (který nakonec není využit) a automatické bezeztrátové kompresi dat
[9]. Rozložení dat v jednotlivých PNG souborech je znázorněno v tabulce 3.1.
Uložená data pro jednotlivé byty
Obrázek R G B
Obrázek 1 Údaj o směru chůze Počet osob které prošli tímto bodem
Obrázek 2 Nevyužito Počet osob které stály na tomto bodě
Tabulka 3.1: Tabulka využití jednotlivých bytů exportovanými daty.
Údaj o směru chůze není uložen pouze v jednom bodě, ale v bodech po obvodě matice
o velikosti 5x5 bodů4 (znázorněno v tabulce 3.2) z důvodu zachování surových dat které je
možné dále agregovat a zpracovat při zobrazování.
↖ ↑ ↗
← →
↙ ↓ ↘
Tabulka 3.2: Způsob uložení dat o směru chůze v matici 5x5.
V souboru s meta informacemi jsou uchovány odkazy na všechny datové obrázky s
příslušnými informacemi o každé kameře, záznamů z kamer, a časových úsecích. Ukázka
toho souboru se nachází v příloze B.
4Pokud šířka nebo výška snímku není dělitelná pěti, pak se údaj o směru v přebývajících sloupcích a
řádcích zahazuje.
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Kapitola 4
Zobrazení nashromážděných dat
Aplikace pro zobrazení detekovaných dat je vytvořena jako webová aplikace, dostupná všem
bez nutnosti instalace jakýchkoliv doplňků či jiných programů, sloužící primárně pro lepší
zobrazení uživateli, který se tak nemusí prodírat desítkami datových souborů. Všechny
záznamy jsou roztřízeny dle času záznamu a jednotlivé časové úseky jsou zasazeny do časové
osy s možností výběru zobrazení (sekce 4.1) a porovnání dvou kamerových záznamů mezi
sebou (sekce 4.2).
4.1 Možnosti zobrazení dat
Pro lepší zobrazení a porovnání dat jsem navrhl několik možných způsobů jak data zobrazit.
Každý z těchto způsobů může být nezávisle vybrán pro zobrazení dat.
4.1.1 Teplotní mapa
Teplotní mapa má za úkol označit místa s výskytem osob barevným přechodem od modré
(nízký) až po červenou (vysoký).
Pro výpočet barvy bodu pro teplotní mapu je použit tento vztah:
color =
{
(value−min)∗100
avg pro value < avg
100 pro value > avg ∧ value < max
Kde color je hodnota 0− 100, která se následně převede do RGB dle palety 4.1, value
je hodnota načtená z datového souboru. Hodnoty min a max jsou uživatelem nastavitelné
hodnoty pro ořezání dat a avg představuje minimální hodnotu pro vykreslení červenou
barvou.
Obrázek 4.1: Paleta pro Teplotní mapu.
Výsledné zobrazení pomocí teplotní mapy je na obrázku 4.2a.
4.1.2 Vrstevnice
Zobrazení vrstevnicemi funguje podobně jako zobrazení teplotní mapou s tím rozdílem, že
místo barevných odstínů je použito stejnobarevné ohraničení oblasti s podobným výskytem
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osob. Obdobně jako u vrstevnic v mapě i zde platí, že čím více je těchto oblastí v sobě,
tím více se zde vyskytlo osob a čím blíže jsou vrstevnice vykresleny, tím strmější je vzrůst
pohybu osob v dané lokalitě.
Pro vykreslení vrstevnic se nejprve aplikuje mezní filtr, který má za úkol setřídit po-
dobné hodnoty k sobě tak aby vznikly ostré hrany.
point =

0 pro value < min
avg pro value > avg
ceil(ceil(value ∗ lineCountavg ) ∗ avglineCount) jinak
Kde point je výsledná hodnota. Hodnoty min, avg a lineCount jsou uživatelem nasta-
vitelné hodnoty značící minimální zobrazenou hodnotu, minimální hodnotu pro vykreslení
jako maximum a počet vrstevnic vykreslených mezi minimální a maximální zobrazenou
hodnotou.
Poté se na data aplikují Sobelovy filtry pro detekci hran 1 2 10 0 0
−1 −2 −1
 ,
1 0 −12 0 −2
1 0 −1

a detekované hrany se vybarví požadovanou barvou. Výsledné zobrazení pomocí vrstev-
nic je na obrázku 4.2b.
(a) (b)
Obrázek 4.2: Ukázka vykreslení pomocí teplotní mapy (a) a vrstevnic (b).
4.1.3 Šrafy
Vykreslení pomocí šrafů (na rozdíl od dvou předchozích způsobů) nezobrazuje počet výskytu
osob v dané oblasti, ale pouze informaci, že v této oblasti se vyskytla alespoň jedna osoba.
Ovšem díky možnosti zobrazení dvou šrafování (jedno zprava doleva a druhé naopak) po-
každé s jiným prahem zobrazení, lze toto omezení částečně obejít.
Vykreslení šrafů se děje následujícím postupem. Nejprve data rozdělíme na část pod
zvolenou hranicí a nad ní. Dále pracujeme pouze s druhou částí dle následujícího vzorce:
point =

(
(x+ y) mod gap
)
mod gap pro směr zprava(
(x− y) mod gap
)
mod gap pro směr zleva
Kde point je příznak pro vykreslení čáry šrafu. Hodnoty x a y jsou souřadnice bodu
v obraze a gap značí rozptyl čar v pixelech. Nakonec se body, kde point = 0, vybarví
nastavenou barvou. Výsledné zobrazení pomocí šrafů je na obrázku 4.3a.
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4.1.4 Směr chůze
Předchozí zobrazení zobrazovala data pohybujících se nebo stojících osob. Nyní je na řadě
vykreslení dat směru chůze. Toto zobrazení vykreslí směr pomocí úsečky vždy pro blok
5x5 pixelů (tak jak bylo zaznamenáno v sekci 3.6) nebo pomocí agregace skládající několik
sousedních bloků do jednoho (tedy 10x10, 15x15, 20x20, . . . pixelů).
Toto zobrazení pracuje s parametrickým vyjádřením přímky. Konstanta pro osu X (pro
blok o velikosti 5x5 pixelů) se vypočítá následovně.
Nejprve se sečtou hodnoty v datovém bloku (označeno jako sumAll), poté se vynásobí
hodnoty po obvodu datového bloku s hodnotami v matici
−2 −1 0 1 2
−2 0 0 0 2
−2 0 0 0 2
−2 0 0 0 2
−2 −1 0 1 2

a následně se tyto vynásobené hodnoty sečtou (označeno jako sumMul). Vydělením těchto
hodnot sumMulsumAll získáme údaj na kterou stranu (v ose X) se pohybovaly osoby v tomto bloku.
Totéž platí pro osu Y, pouze násobící matice je otočena o 90◦ ve směru hodinových ručiček.
Tyto dvě konstanty se poté využijí při vykreslení úsečky do bloku. Výsledné zobrazení
směru chůze je na obrázku 4.3b.
(a) (b)
Obrázek 4.3: Ukázka vykreslení pomocí šrafů (a) a směru chůze (b)
4.2 Porovnání kamerových záznamů
Aplikace umí zobrazit až dva kamerové záznamy najedou, přičemž druhý záznam musí mít
shodné parametry jako první1, a to dvěma způsoby:
• překrytím obou snímků2,
• vykreslením odděleně, pod sebou.
Snímky obou kamer lze dále seřídit mezi sebou tak, aby se časové úseky co nejvíce
překrývaly. Při takovém posunu, nebo pokud je jeden z kamerových záznamů kratší než
druhý, se však zobrazují jen překrývající se části.
1Mezi parametry, které musí být shodné patří: kamera, šířka a výška snímků, délka kroku při exportování.
2Při výběru tohoto zobrazení je zakázáno aby oba zdroje dat měly stejný způsob vykreslení tak jak byly
popsány v sekci 4.1
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Kapitola 5
Implementace
5.1 Detekce osob
Samotná aplikace pro detekci osob je napsána v jazyce C++, využívající knihovnu OpenCV
ve verzi 2.4.6. Z této knihovny jsou využity především detektory (background subtractor,
HOG), funkce pro práci s obrázky (načtení, uložení, zvětšení, kreslení) a příslušící datové
struktury.
Většinu parametrů pro detekci je možno nastavit v konfiguračním souboru a bez zá-
sahu do zdrojových kódů tak upravit detekce na míru jednotlivým kamerám. Možnosti
konfigurace a jeho ukázka je v příloze C.
5.1.1 Výsledná architektura aplikace
Aplikace nepřijímá žádné parametry ale využívá konfiguračního souboru, který musí být
umístěn ve složce s aplikací s názvem options.conf. Při spuštění aplikace se tedy načte
požadovaná konfigurace a následně video na vstupu (nebo se aplikace připojí na videostream
pomocí url adresy) a začne zpracovávat snímek po snímku.
Nad každým snímkem se pak provedou kroky popsané v sekci 3, tedy odečet pozadí,
filtrace (s využitím historie předešlých detekcí) a HOG klasifikace. Krom těchto kroků se
také provádí několik vedlejších úkonů jako kontrola a výpočet reálného času videa1 na
jehož základě se poté generují data. Zaznamenává se zde také doba detekce jednoho snímku
z které se počítá přibližný čas do konce detekce videozáznamu. V tomto čase není zahrnuto
načítání snímku z videa (případně ukládání snímku) a vykreslení snímku na obrazovku.
Proto výsledná doba strávená na jednom snímku může být o 10 – 20ms delší než doba
samotné detekce.
5.1.2 Rozhraní aplikace
Při zpracování videa může být otevřeno vizuální okno ve kterém je zobrazen poslední zpra-
covaný snímek s vyobrazením detekovaných osob (pohybující se zeleně a stojící růžově),
případně s vyobrazením oblastí detekovaných odečtem pozadí (tmavě červeně), blobů (ora-
nžově), vyřazených blobů filtrováním (žlutě), oblasti zájmu (tmavě modře) a historii osob
(světle červeně). V levém horním rohu jsou pak informace o právě zpracovávaném videu,
1V případě detekce z videozáznamu je čas uměle simulován dle počtu snímků za vteřinu. Tento výpočet
není přesný pokud počet snímků není stálý. I pak je jeho odchylka pouze pár vteřin na jednu hodinu
videozáznamu.
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tedy doba zpracování posledního snímku, průměrná doba zpracování snímku od začátku
tohoto videa, počet již zpracovaných snímků, počet všech snímku ve videu a odhadovaný
čas do konce zpracování videa. Každou z těchto možností lze zapnout v hlavičkovém sou-
boru stdafx.h, zdrojové kódy se tedy musejí překompilovat. Při stisknutí jakékoliv klávesy
v tomto okně se program ukončí. Toto okno nemusí být vykreslováno (hodnota SHOW WINDOW
v stdafx.h) čímž se zvýší celková rychlost detekce.
Souběžně je otevřeno také okno konzolové. Do něj se vypisují události dlouhodobějšího
charakteru jako jsou chybové hlášení, informace o exportování obrázků apod. V případě
nevykreslování vizuálního okna se zde také vypisují časové údaje (stejně jako ve vizuálním
okně) jednou za 10s2 videozáznamu.
5.2 Zobrazení nashromážděných dat
Tato aplikace je napsána v jazyce JavaScript s využitím HTML5 a CSS3, bez serverových
technologií. Veškeré operace s obrázky jsou tak počítány v klientském prohlížeči (rychlost
jednotlivých operací je v tabulce 6.3). Aplikace však musí být spuštěna ze serveru neboť
prvek canvas nedovoluje načíst obrázky z místního uložiště kvůli zabezpečení.
Pro snazší a rychlejší vývoj jsou použity JavaScriptové knihovny JQuery a JQueryUI
(obsahuje prvky pro grafické rozhraní).
5.2.1 Architektura aplikace
Při načtení stránky se nejprve načte soubor s meta informacemi a spustí se část pro dese-
rializaci dat, které jsou předány v url adrese. Pokud adresa neobsahuje datovou část (nebo
v datech není uložena informace o snímcích, které se mají načíst) pak je uživatel vyzván
k vybrání alespoň jednoho zdroje dat a metody zobrazení (celá aplikace je zobrazena na
obr. 5.1).
Po těchto krocích se do vnitřních proměnných načte konfigurace pro zobrazení (buď
z dat v url adrese nebo z úvodního menu), načtou se všechny požadované datové obrázky,
vytvoří se ovládací prvky a vykreslí se první snímek a s ním i graf, zobrazující počet osob
v čase.
Při změně jakéhokoliv nastavení pomocí ovládacích prvků je obraz okamžitě překreslen3.
5.2.2 Adresářová struktura detekovaných dat
Soubor s metadaty musí být uložen ve složce IMG, který se nachází v kořenovém adresáři
aplikace. Datové soubory jsou pak adresovány relativně od tohoto souboru tak jak byly
vygenerovány desktopovou aplikací. Při správném nastavení konfiguračního souboru se mo-
hou tyto data generovat přímo do složky s webovou aplikací (pak není třeba nic provádět
a nové data budou ihned přístupné). V případě, že toto nastavení není možné je potřeba
překopírovat celou strukturu vygenerovanou desktopovou aplikací do této složky.
2Údaj se vypisuje jednou za 10 ∗ fps počet snímků.
3Kromě výběru způsobu zobrazení dat, kde je nutné výběr potvrdit tlačítkem nebo provést jinou změnu.
Důvodem je, že při změně tohoto nastavení uživatel většinou vybírá více než jeden způsob (případně nějaký
zapne a jiný vypne) tudíž by při každém zaškrtnuní jedné volby musel počkat na přepočet a vykreslení všech
dat.
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Obrázek 5.1: Screenshot webové aplikace. Vlevo jsou zobrazeny dva kamerové záznamy s
rozprostřením osob v prostoru a vpravo ovládací panel, kde nahoře jsou umístěny prvky
viditelné vždy (agregace dat, časová osa a rozprostření osob v čase) a níže pak nastavení
jednotlivých typů zobrazení a zdroje dat.
5.2.3 Ukládání nastavení
Všechny nastavitelné hodnoty pro zobrazení je možno uložit v podobě odkazu na webovou
aplikaci. Při otevření takového odkazu se přeskočí úvodní obrazovka s výběrem kamery
a aplikace se uvede do stavu v jakém byla uložena. Samotná informace je uložena v odkazu
jako serializovaná data, kde jsou zaznamenány jen změněné nastavitelné hodnoty bezpro-
středně za sebou. Každá hodnota se pak skládá z jednoho znaku (malé či velké abecedy, kde
každý znak je přiřazen k jedné z nastavitelných hodnot) následovaného samotnou hodnotou
(např. #A1Y5y3).
5.2.4 Řetězce a překlady
Všechny použité řetězce, které se zobrazují uživateli, jsou uloženy v externím souboru ve
formátu JSON. Aplikace je tak připravena pro jazykové mutace, a při konvertování do jiné
znakové sady (např. z UTF-8 na ISO-8859-2) postačuje překonvertovat pouze tento soubor.
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Kapitola 6
Testování a dosažené výsledky
6.1 Testovací záznamy
Testovací videozáznamy byly pořízeny ze 4 kamer z toho 2 se nachází na fakultě FIT
(snímající okolí přechodů), jedna v muzeu automobilů a poslední na náměstí. Ukázkové
snímky z těchto kamer jsou na obr. 6.1.
(a) (b)
(c) (d)
Obrázek 6.1: Obrázky ze čtyř testovaných kamer. (a) a (c) jsou kamery nacházející se na
FITu, (b) pak kamera z náměstí a (d) z muzea.
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• FIT 1 – kamera byla využívána zejména při prvotních pokusech. Osoby jsou zde
dostatečně velké pro otestování detekce a pohybují se v úzkém prostoru po přechodu. Z
této kamery bylo zaznamenáno pouze několik krátkých záznamů s nízkým rozlišením.
• FIT 2 – tato kamera poskytuje široký záběr na přechod poblíž FITu s vysokým
výskytem studentů z pohledu z boku. Zde se vyskytl problém s detekcí osob chodící v
početnějších skupinách obzvláště v zimních měsících kdy jednotlivé osoby splývají do
jednoho obřího fleku. Dalším problémem je vysoký počet projíždějících dopravních
prostředků, které velice zpomalují výslednou rychlost detekce. Z této kamery bylo
zaznamenáno několik půlhodinových záznamů.
• Muzeum – zde se naplno využila historie detekcí v minulých snímcích protože osoby
často stojí nebo se pohybují směrem ke kameře, která se nachází poměrně nízko nad
zemí. Osoby jsou zde ve velkém rozlišení a není nutné výřezy zvětšovat. Bylo zazna-
menáno několik dvouhodinových záznamů v přibližně stejném časovém úseku.
• Náměstí – osoby jsou zde poměrně malé avšak stále dobře rozeznatelné. Navíc se
mohou pohybovat jen v přibližně dolní polovině záznamu. Zpracování je tak daleko
rychlejší než v předchozích případech. Bylo zaznamenáno pouze jedno dvouhodinové
video a několik minutových záznamů.
V tabulce 6.1 jsou uvedeny parametry jednotlivých záznamů a nastavení detektoru.
Video
FIT 1 FIT 2 Muzeum Náměstí
Rolišení 518x388 1280x800 1280x720 800x600
Velikost osoby 47x100 72x150 112x230 29x64
Datum pořízení 5.10.2013 23.10.2013 23.2.2014 9.3.2014
Délka záznamu 51s 24m 53s 2h 1h 40m
FPS záznamu 12 28 30 25
Délka detekce 35s 1h 15m 3h 39m 2h 5m
Doba detekce na
snímek
45ms 85ms 38ms 24ms
Celková doba pro
zpracování
snímku
57ms 98ms 61ms 53ms
Výsledné FPS 17 10 16 19
Přiblížení 2x 1.2x 1x 2x
Min. velikost
blobů
50px 30px 50px 35px
Tabulka 6.1: Porovnání testovaných prostředí (časy jsou naměřeny při zapnutém vizuálním
okně).
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6.2 Výsledné zobrazení
(a) (b)
(c) (d)
(e) (f)
Obrázek 6.2: Výsledné zobrazení dat na nichž je viditelný určitý vzor chování osob v daných
lokalitách. Celkem předpověditelný pohyb osob v okolí FITu (c a e) po chodníku a přecho-
dech. Nahodilý pohyb osob na náměstí (a a b) a v muzeu (d), kde lze naopak očekávat
místa, kde osoby stojí (u exponátů, častěji u strany řidiče). Nepředpověditelnost pohybu
lze vidět i na porovnání dvou kamerových záznamů (f) s vyšrafovanou většinou plochy, kde
jsou osoby detekovatelné.
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6.3 Rychlost detekce a vykreslení
Rychlost jednotlivých fází detekce ve zkoumaných záznamech je zobrazena v tabulce 6.2. Pro
srovnání je zde také uveden čas který by zabrala pouze HOG detekce bez předešlých detekcí
a filtrů. Záznamy jsou tak zpracovány přibližně 4x – 9x rychleji (v závislosti na kameře)
s výjimkou kamery na náměstí kde je záznam zpracován 33x rychleji. To je způsobeno
především výběrem minutového záznamu (pohybovala se zde pouze jedna osoba) a také
mimořádnou obtížností HOG detekce celého snímku.
Metoda
Kamera Background
subtractor
Filtrace HOG celý
obraz
HOG
v oblasti
zájmu
FIT 1 6, 341 0, 003 485, 146 48, 452
FIT 2 31, 763 0, 009 698, 788 63, 346
Muzeum 25, 196 0, 009 616, 417 104, 987
Náměstí 13, 919 0, 003 1110, 029 18, 886
Tabulka 6.2: Porovnání rychlosti[ms] jednotlivých fází detekce v testovaných záznamech
(přibližně minutové výběry).
Tímto testem se mimo jiné prokázalo, že i když nejlepší výsledky k vyčištění snímku
dává využití Uzavření a následně Otevření tak v tomto případě stále zůstane občasný
nahodilý šum. Ten je zvětšen natolik, že projde následnými filtry a je přičten k výsledné
oblasti zájmu čímž ji znatelně zvětší a zpomalí detekci. Proto bylo využito pouze Otevření.
Detekované oblasti jsou sice menší ale odstraní největší podíl šumu. Rozbité oblasti jsou
pak opět sloučeny následným filtrovacím procesem.
Prohlížeč
Obrázků agregováno Operace Chrome 33 FireFox 25 IE 11
1
TM 100, 875 336, 375 160, 917
Vrstevnice 181, 458 1062, 417 641, 500
Šrafy 111, 583 391, 292 148, 042
Graf 1, 043 3, 333 0, 696
Kombinovaně 296, 208 1140, 125 890, 208
6
TM 173, 000 840, 421 233, 526
Vrstevnice 263, 736 1383, 211 711, 632
Šrafy 185, 053 731, 895 218, 737
Graf 1, 261 4, 083 0, 869
Kombinovaně 383, 176 2056, 158 1003, 053
Tabulka 6.3: Průměrný čas[ms] potřebný pro přepočítání a vykreslení jednotlivých operací
v různých prohlížečích pro zobrazení jednoho záznamu. Pro zobrazení dvou záznamů je čas
přibližně dvojnásobný.
Další měřenou oblastí je rychlost zpracování JavaScriptu ve webové aplikaci pro zob-
razení detekovaných dat (tabulka 6.3). Zde je rychlost také důležitá protože uživatel může
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ovládacími prvky upravit zobrazování dat za běhu. Cílem tedy je zvládnout zpracování
a vykreslení dat co nejrychleji.
Jak je z tabulky patrné, prohlížeč Google Chrome zvládá náročné operace s velkými
poli nejlépe. Ovšem ani Internet Explorer 11 nezůstává příliš pozadu ve většině dostupných
operací. Překvapením je naopak prohlížeč FireFox, který je přibližně 3x – 6x pomalejší v
závislosti na právě prováděných operacích. Největší rozdíl se projevil při používání filtrů
pro detekci hran nad velkými maticemi.
6.4 Testovací sestava
Všechny časové údaje byly naměřeny na testovací sestavě:
• Intel Core i5 3317U, 1,7 GHz (2,6 GHz s Turbo boost),
• NVIDIA GeForce GT 640M, 1GB GRAM,
• 6GB RAM.
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Kapitola 7
Závěr
V této práci je popsána metoda detekce osob z videozáznamu ze stacionární kamery. Je k ní
využito metody odečítání pozadí a následné klasifikaci pomocí histogramu orientovaných
gradient. Tímto postupem program zpracovává průměrně 15 – 20 snímků za sekundu v
závislosti na množství pohybujících se objektů v obraze.
Druhým úkolem bylo navrhnout vhodný způsob pro zobrazení detekovaných dat. K to-
muto účelu byla vytvořena webová aplikace s několika typy zobrazení. Z testování vyplynulo,
že ne každý způsob zobrazení je vhodné kombinovat a proto byly vytvořeny přednastavené
možnosti zobrazení.
Výsledný systém byl otestován na několika až dvouhodinových záznamech ze 4 ka-
merových systémů v odlišném prostředí. Prvotní nastavení pro specifickou kameru zabere
maximálně pár minut a po dokončení detekce jsou data dostupná ve webové aplikaci bez
jakéhokoliv zásahu (pomineme-li případnou potřebu nakopírování detekovaných dat na jiný
server).
Pokračování této práce vidím v zrychlení detekce (např. využitím grafické karty a tech-
nologie CUDA) a následné detekce z videostreamu.
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Příloha A
Obsah CD
• Zdrojové kódy desktopové aplikace pro detekci osob ze stacionární kamery.
• Zdrojové kódy k webové aplikace pro zobrazení detekovaných dat.
• Krátké videoukázky ze všech kamer, spolu s konfiguračním souborem.
• Detekované data z dvouhodinových videozáznamů.
• Zdrojové texty práce.
• Prezentační materiály.
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Příloha B
Soubor s meta informacemi
1 [
2 {
3 "cam": "kamera 2",
4 "step": 1,
5 "filter": 16,
6 "width": 640,
7 "height": 400,
8 "date": "23.10.2013",
9 "back": "back.png",
10 "fore": [
11 {
12 "max": 47,
13 "timef": "17:31",
14 "timet": "17:32",
15 "src": "2013-10-23_17-31-10.
png"
16 },
17 {
18 "max": 389,
19 "timef": "17:32",
20 "timet": "17:33",
21 "src": "2013-10-23_17-32-10.
png"
22 }
23
24 ]
25 }
26
27 ]
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Příloha C
Konfigurační soubor
Syntaxe konfiguračního souboru vychází z jazyka JSON avšak má pár úprav.
• První řádek musí vždy začínat znakem + následující názvem konfigurace která se má
spustit při spuštění programu následován znakem pro konec řádku.
• Jedna konfigurace začíná svým názvem, následován znakem { a je ukončen znakem }
na novém řádku.
• Každá konfigurace obsahuje libovolný počet řádků, kde každý řádek nastavuje právě
jeden parametr skládající se z názvu parametru, znaku : a hodnoty (Možné typy jsou
String, Int, Double a Bool, vše bez uvozovek).
• Název konfigurace může za názvem (před symbolem {) obsahovat znak + značící, že se
tato konfigurace má načíst také v případě že se shoduje s prefixem názvu konfigurace
uvedeném na prvním řádku. Díky tomu je možné vytvořit všeobecnou konfiguraci pro
jeden zdroj a následné konfigurace pouze upraví vstupní a výstupní cesty.
• Konfigurace bez názvu (tj. řádek začíná znakem {) se použije vždy.
• Řádkový komentář začíná znakem #.
Ukázka konfiguračního souboru (z důvodu délky ukázky jsou vynechány některé povinné
parametry):
1 +namesti_1
2 {
3 InputFolder:InputVids/
4 OutputFolder:Detected/
5 }
6 namesti+{
7 MergeCloseDistance:80
8 BorderSize:30
9 BorderHeightRatio:1.15
10 MinBlobSize:35
11 ScaleROI:2.0
12 }
13 namesti_1{
14 VideoPathIn:video_1.avi
15 }
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Sekce Název Přípustné
hodnoty
Význam Výchozí
hodnota
Základní vstupy
a výstupy
VideoPathIn String Cesta ke vstupnímu videu.
VideoPathOut String Cesta k výstupnímu videu. Video se
vytvoří pouze pokud je tento parametr
zadán.
InputFolder String Cesta ke složce pro vstupní cesty. Přidá
se před všechny zadané cesty pro vstup.
OutputFolder String Cesta ke složce pro výstupní cesty. Přidá
se před všechny cesty pro výstup.
ContinueWithConf String Možnost zadat další konfiguraci po
úspěšném skončení právě prováděné
konfigurace, což přidává zpracování
řetězovitě více vstupních videí. Parametr
se zadává do první ze 2 konfigurací.
false
StreamUrl String Url adresa streamovaného videa.
(Experimentální)
OutputWidth Int Šířka výstupního videa (bere se v potaz
pouze při zadaném parametru
VideoPathOut), při zadání 0 se šířka
dopočte z výšky, případně je šířka
nastavena dle šířky vstupního videa.
0
OutputHeight Int Výška výstupního videa (bere se v potaz
pouze při zadaném parametru
VideoPathOut), při zadání 0 se výška
dopočte z šířky, případně je výška
nastavena dle výšky vstupního videa.
0
Odečítání pozadí
SubtractorHistory Int Počet snímků pro odečet pozadí. 5
SubtractorThreshold Int Hranice pro označení změny v pozadí. 10
SubtractorShadowDetection Bool Automatické nedetekování stínu. false
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Filtrování a spo-
jení
MergeCloseDistance Int Maximální vzdálenost dvou detekcí pro
spojení do jedné.
115
BorderSize Int Počet pixelů o které se zvětší sjednocená
detekovaná oblast.
50
BorderHeightRatio Double Poměr zvětšení detekované oblasti V yskaSirka . 1,2
MinBlobSize Int Minimální šířka detekované oblasti po
spojení s ostatními.
50
MinBlobCount Int Minimální délka obvodu detekované
oblasti (počet bodů v kontuře oblasti)
50
ScaleROI Double Poměr zvětšení nalezených oblastí. 1.0
CropImage String Cesta k obrázku pro vytyčení oblastí, kde
se má provádět detekce (bílou barvou) a
kde ne (černou barvou).
Ukládání deteko-
vaných dat
HeatMapBackground Int Číslo snímku z videa pro uložení jako
pozadí pro budoucí zobrazení dat pro
tuto kameru.
0
HeatMapFilterSize Int Velikost matice pro vyhlazení dat. 51
HeatMapFilterCenter Int Hodnota uprostřed matice pro vyhlazení
dat.
16
HeatMapFilterType Enum:
UNIFORM
GAUSSIAN
LINEAR
Druh matice pro vyhlazení dat.
UNIFORM - matice má všechny hodnoty
stejné dle středu, GAUSSIAN - Gaussovo
rozložení hodnot v matici, LINEAR -
lineární klesání hodnot od středu ke
krajům matice.
LINEAR
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ContinuousHeatMap Bool Načtou se poslední data z minulé detekce
a pokračuje se v nich (využito při
řetězovém zpracování více videí, které na
sebe navazují) výsledkem je tedy pouze
jedna sada dat. Parametr se zadává do
druhé ze dvou konfigurací.
false
Export dat a me-
tadat
FPS Int Počet snímků za sekundu, využívá se pro
počítání času videa a následný export dat
po uplynutí zvoleného časového úseku.
FPS, které je
uloženo ve videu
HMWUIVidStart Date
YYYY-MM-DD
HH:MM:SS
Skutečný čas při začátku nahrávání
videa.
HMWUIFileName String Název exportovaných dat pohybujících se
osob a směru.
%Y-%m-%d
%H%M%S.png
HMWUIFileName2 String Název exportovaných dat stojících osob. %Y-%m-%d
%H%M%S s.png
HMWUITimeToTake String Čas pro periodický export dat. Číslo
následováno znakem jednotky (s –
sekundy, m – minuty, h – hodiny)
HMWUIJsonFile String Cesta k souboru s metadaty.
HMWUIJsonContinueWithLast Bool Nové metadata se přidají k minulé
konfiguraci (využito při řetězovém
zpracování více videí, které na sebe
navazují).
false
HMWUICamName String Název kamery pro následné seskupení.
HMWUIResScale Double Poměr zvětšení výsledných dat
(používáno pro zmenšení).
0,5
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Ostatní TakeEveryNthShot Int Počet snímků který se v každém cyklu
přeskočí (2 = zpracovává se každý 2.
snímek) pro zrychlení zpracování videa.
Tato funkcionalita má vliv na kvalitu
detekce proto se používá pouze při
testování jiných hodnot.
1
Tabulka C.1: Význam jednotlivých příkazů konfiguračního souboru.
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