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Resumo
Nos últimos anos, a importância dos sistemas de apoio à decisão tem vindo a crescer e, hoje
em dia, estes sistemas ocupam um lugar de topo na gestão das organizações contemporâneas.
Nesta dissertação foi explorada a temática da Setorização para o apoio à decisão em problemas de
localização-distribuição.
Neste contexto, foram desenvolvidas duas abordagens: Método dos Pares e o Método dos
Pontos Distantes. Estes métodos foram também integrados com o Analytical Hierarchy Process
(AHP) de modo a ser possível gerar soluções não apenas para um problema em particular mas
também para vários tipos de problemas de localização-distribuição. O objetivo foi criar um sistema
com a capacidade de dar uma resposta adaptada às necessidades/preferências do agente decisor,
fazendo-se uma análise multi-critério das soluções obtidas.
Numa fase mais avançada do trabalho, ambos os métodos foram testados computacionalmente
e os resultados obtidos permitiram concluir que apresentam soluções satisfatórias e adaptadas às




In recent years, the importance of decision support systems has been growing and today these
systems are in a top place in the management of contemporary organizations. In this master thesis
it was explored the Setorization area for decision support in location-routing problems.
In this context two approaches were developed: Método dos Pares and Método dos Pontos
Distantes. These approaches were integrated with the Analytical Hierarchy Process (AHP) in
order to generate solutions not only for a specific problem but also for diferent kinds of location-
routing problems. The goal was to create a system capable of generate adapted solutions to the
needs/preferences of the decision maker, making it a multi-criteria analysis of the obtained soluti-
ons.
In a more advanced stage of the work, both approaches were tested and compared and from
the results it was possible to conclude that both present satisfactory and adapted solutions to the
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Nos dias de hoje, nota-se uma cada vez mais incisiva utilização de sistemas de apoio à decisão
em várias aplicações transversais a inúmeras áreas de atividade. A otimização de processos está
cada vez mais presente no dia-a-dia, desempenhando um papel fulcral na criação de valor. A Seto-
rização corresponde, como o próprio nome indica, à divisão de um grupo grande em vários grupos
mais pequenos. Existem várias aplicações para a Setorização como é o caso de problemas de di-
visão territorial, de controlo de tráfego aéreo, otimização de sistemas de abastecimento de água
ou mesmo aplicações relacionadas com Data Mining. No âmbito desta dissertação, a Setorização
será abordada na resolução de problemas de localização-distribuição.
Nos dias que correm existe frequentemente a necessidade de analisar a localização das zonas
de abastecimento tendo em conta um conjunto de locais que necessitam de ser abastecidos e, tam-
bém, os percursos a executar entre estes locais de abastecimento e os locais a serem abastecidos.
Neste contexto, a setorização poderá contribuir para dividir e simplificar este tipo de problemas,
facilitando a sua resolução.
1.1 Objetivo
O principal objetivo deste projeto é a conceção e desenvolvimento de métodos de setorização
para a resolução de problemas multi-critério de localização-distribuição. Pretende-se também
explorar uma nova abordagem baseada em eletromagnetismo e averiguar o seu comportamento
para este tipo de problemas.
Mais precisamente pretende-se desenvolver uma abordagem que tenha flexibilidade suficiente
para, dentro dos problemas de localização-distribuição, ser aplicada em vários cenários distintos.
Pretende-se, portanto, que exista um conjunto de critérios que permitam avaliar os setores criados.
Assim, será possível utilizar a mesma abordagem para resolver problemas distintos como, por
exemplo, a distribuição de uma rede de produtos ou a recolha de resíduos ou mesmo a distribuição
de medicamentos no interior de um hospital. Para a avaliação multi-critério deverá ser feita a
integração das abordagens desenvolvidas com o método Analitic Hierarchy Process (AHP), o que
poderá constituir uma grande contribuição para futuros trabalhos neste tema.
1
2 Introdução
Para além disso, pretende-se também testar as abordagens desenvolvidas e estabelecer uma
comparação com resoluções presentes na literatura. Como se está a tratar de problemas com
uma componente de distribuição, pretende-se também que, depois de criados os setores pelas
abordagens desenvolvidas, seja feita a otimização das rotas no interior de cada setor. Será, assim,
utilizada a meta-heurística Simulated Annealing.
1.2 Motivação
Cada vez mais, no mundo em que vivemos, se assiste à necessidade de tomar decisões apoiadas
e quantificadas em detrimento de decisões circunstanciais. Começa-se a apostar, cada vez mais,
em otimização de processos e atividades associadas às organizações. Portanto, o investimento
nesta área tende a crescer no futuro, o que constitui uma oportunidade para o desenvolvimento de
novos métodos para apoio à decisão que permitam dar resposta aos múltiplos problemas com que
se deparam as organizações no seu dia-a-dia.
O trabalho realizado no âmbito desta dissertação tem como principal motivação a exploração
de novas formas de pensar para dar resposta a problemas de localização-distribuição (PLD). Os
PLD têm sido fortemente estudados e já foram criados inúmeros artigos e até algumas teses de
doutoramento neste âmbito, nos últimos 50 anos. No entanto, a grande maioria dos trabalhos
realizados apresenta abordagens que tendem a ser bastante específicas para o problema que se pre-
tende resolver. Assim, nesta dissertação, é feito um esforço para que a abordagem utilizada possa
ser utilizada numa gama alargada de problemas. A integração do método AHP constitui uma
inovação e contribui para que exista a possibilidade de apresentar soluções "interessantes" para di-
ferentes especificidades do problema em questão. No fundo, é pretendido que as soluções geradas
pelos métodos de setorização desenvolvidos tenham em conta o "cenário" em questão, ou seja, que
apresentem uma maior propensão para atribuir um maior benefício a critérios considerados mais
importantes.
Como é evidente, é esperado que com este ainda curto período de investigação realizado até à
data seja possível contribuir para a clarificação da investigação em PLD.
1.3 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 5 capítulos estruturados de acordo com
a evolução do trabalho ao longo do tempo.
No capítulo 2, é descrito o estado da arte, sendo apresentado o contexto da problemática da
setorização e uma revisão literária sobre alguns dos artigos que tiveram um papel importante na
aquisição de conhecimento para a realização desta dissertação. São ainda explicados os métodos
de resolução utilizados e é feita uma introdução ao método AHP.
No capítulo 3 está presente o caso em estudo. Apresentam-se as características gerais associ-
adas ao problema de localização-setorização-distribuição (PLSD) que se pretende resolver e são
delineados alguns objetivos a atingir nas fases seguintes.
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A abordagem adotada para dar resposta ao problema em estudo é apresentada no capítulo 4.
Neste capítulo são descritas e explicadas todas as metodologias utilizadas.
No capítulo 5 é feita a discussão dos resultados obtidos após implementação das metodologias
apresentadas no capítulo anterior. Estes resultados foram também comparados, para diferentes
instâncias, com resultados provenientes de outros trabalhos publicados anteriormente.
Finalmente, no capítulo 6 são apresentadas as conclusões do trabalho desenvolvido e alterações




Nesta secção é apresentado o Estado da Arte relativamente a problemas de Setorização. Será
feita uma caracterização destes problemas e do seu enquadramento, apresentada uma revisão bibli-
ográfica, que permitirá conhecer as aplicações existentes, as formas de lidar com estes problemas
e a sua resolução. Também se pretende contrastar o conhecimento já existente com o trabalho
inovador aqui presente.
2.1 Contexto
Setorização significa dividir em setores ou partes, sendo um processo que ocorre em inúme-
ros contextos e que, normalmente, visa atingir um determinado objetivo ou facilitar determinada
atividade (Rodrigues (2014)). Ou seja, o objetivo é dividir um todo, que pode ser um território,
um conjunto de clientes ou outro, e obter várias partes mais pequenas, às quais se dá o nome de
setores. Estes setores são definidos de forma a serem o mais homogéneos possível e equilibrados
entre si. Uma simplificação da divisão de setores está representada na figura 2.1. Esta disserta-
ção tem por base o trabalho desenvolvido em Rodrigues (2014) e, portanto, consideram-se quatro
principais critérios de equilíbrio para avaliar os setores: Equilíbrio, Compacidade, Contiguidade e
Desejabilidade. Rodrigues e Ferreira (2015)
O Equilíbrio é o critério mais imediato visto que visa avaliar a "porção do todo" que cada
setor contém, sendo, neste caso, o objetivo diminuir as diferenças de porção entre setores. A
compacidade avalia se um setor é compacto, ou seja, está relacionada com a ideia de concentração
ou densidade. Assim, se um setor apresenta elevada compacidade isto significa que os elementos
pertencentes a esse setor não se encontram dispersos no espaço. No entanto, não existe uma
definição rigorosa de compacidade embora existam alguns autores que propõem formas de a medir
(Kalcsics et al. (2005)). A contiguidade está relacionada com a formação dos setores e com as
interseções que estes apresentam entre si. Na verdade, o que se pretende é que o setor seja formado
por um único corpo, ou seja, que seja possível "viajar" entre quaisquer elementos do setor sem o
abandonar. No entanto, este critério não foi abordado no desenvolvimento deste trabalho devido
às características do problema, que serão apresentadas mais a diante. Por fim, a desejabilidade
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reflete as preferências, muitas vezes provenientes de experiências anteriores, do agente decisor
em relação à composição dos setores. Por exemplo, o facto de dois elementos que era preferível
juntar, do ponto de vista do agente decisor, ficarem efetivamente juntos contribui para um aumento
do grau de desejabilidade, enquanto que a situação oposta contribui para a sua diminuição.
Figura 2.1: Exemplo de divisão em 3 setores.
A Setorização é usada principalmente para a otimização de problemas que podem ser de vários
tipos, como vai ser visto em pormenor na secção de revisão literária. No entanto, também pode ser
utilizado para outros objetivos como simplificação de problemas complexos, melhor organização,
entre outros.
Muitos autores defendem que Setorização é diferente de Clustering, também bastante referido
na literatura existente, tanto a nível nacional com a nível internacional, sendo uma diferença fun-
damental o facto de, com a criação de setores, procurar-se que os setores sejam semelhantes tanto
quanto possível (Halkidi et al. (2001)) enquanto que na formação de clusters, por norma, o obje-
tivo é que estes sejam distintos uns dos outros. No entanto, existem também muitos autores que
tratam Clustering e Setorização da mesma forma, sem estabelecer diferenças entre as duas conce-
ções. Para além da problemática da recolha de resíduos abordada em Rodrigues e Soeiro Ferreira
(2015), a Setorização pode ter inúmeras aplicações possíveis. Na literatura internacional podemos
encontrá-la associada a problemas como divisão territorial (Ricca et al. (2013)), distribuição de
água pela população de determinado município (Perelman e Ostfeld (2011)), controlo do tráfego
aéreo de determinada área (Degtyarev et al. (2009), Tang et al. (2012) e Trandac et al. (2003)) e
até em Data Mining (Bijuraj (2013)), entre outros. De seguida, é apresentada uma revisão literária
de alguns documentos importantes para a realização desta dissertação.
2.2 Revisão Literária
Esta revisão literária não é, de modo algum, uma revisão exaustiva visando apenas enunciar
alguns trabalhos realizados nesta área. Assim, de seguida, é discutido o conteúdo de três artigos
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que foram bastante importantes para a realização desta dissertação, a saber:
• Using clustering analysis in a capacitated location-routing problem (Barreto et al. (2007));
• Waste collection routing—limited multiple landfills and heterogeneous fleet (Rodrigues e
Soeiro Ferreira (2015));
• Experiences with a Sales Districting Model: Criteria and Implementation (Hess e Samu-
els (1971));
2.2.1 Using clustering analysis in a capacitated location-routing problem
Este artigo foi uma das bases para a realização desta dissertação na medida em que o problema
apresentado no artigo foi, em parte, também o problema ao qual se tentou dar resposta nesta disser-
tação. De qualquer forma, este problema e a respetiva proposta de solução serão discutidos mais
à frente neste documento. No artigo é feita uma divisão do problema de localização-distribuição
(PLD) em dois outros problemas: o problema de localização de instalações (PLI) e o problema
de rotas de veículos (PRV). São definidos um conjunto de clientes e um conjunto de possíveis
locais para instalação de centros de distribuição, sendo todos estes representados no plano com
uma posição conhecida. O objetivo é minimizar os custos de transporte. Assim, foram integradas
técnicas de clustering hierárquico e não-hierárquico na construção de um algoritmo heurístico se-
quencial e iterativo. A heurística apresentada consiste em quatro passos. Em primeiro lugar é feita
a construção de grupos de clientes próximos uns dos outros, sem ter em conta os possíveis locais
para os centros de distribuição, considerando apenas a capacidade do veículo. Depois são feitas
rotas no interior dos grupos formados de clientes. A terceira etapa diz respeito a um aperfeiçoa-
mento das rotas dos clientes para que estas não se intersetem entre si. Por fim, são abertos os dois
centros de distribuição mais adequados tendo em conta os conjuntos de clientes existentes e as
rotas são corrigidas para que cada uma delas contenha um centro de distribuição que deverá servir
o conjunto em questão. A principal limitação associada a esta forma de resolução do problema é
que a posição dos possíveis locais para os centros de distribuição não é considerada no momento
em que são criados os setores. Assim, podem ser geradas soluções em que existem setores muito
afastados dos centros de distribuição que está destinado a servi-los, o que pode ser bastante preju-
dicial à qualidade da solução principalmente se o objetivo central for a minimização de distâncias
percorridas nas rotas entre os clientes e os centros.
2.2.2 Waste collection routing—limited multiple landfills and heterogeneous fleet
Este artigo também teve grande importância no desenvolvimento deste trabalho na medida em
que apresenta um método de Setorização inspirado no Electromagnetismo, mais especificamente
na Lei de Coulomb, que também foi utilizado neste trabalho.
O artigo reflete um estudo sobre a recolha e transporte de resíduos na vila de Monção situada
na região do Minho, em Portugal. O facto de ser uma região com uma área bastante vasta e com
zonas bastante diferentes, em termos de necessidades no que diz respeito à recolha de resíduos,
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fez com que existisse a necessidade de dividir a região em setores. Esta divisão foi feita segundo
o método baseado no eletromagnetismo em que aos pontos de recolha de resíduos foi atribuída
uma carga, simbolizando a quantidade de resíduos a recolher, e os setores foram formados por
atração entre estes pontos, sendo esta atração proporcional às cargas destes pontos e inversamente
proporcional à distância entre eles (Lei de Coulomb).
2.2.3 Experiences with a Sales Districting Model: Criteria and Implementation
Neste artigo é apresentada uma aplicação diferente para a Setorização sendo aplicada a um
problema relacionado com distritos políticos em que as principais motivações são a alteração dos
territórios consoante o aumento ou decremento de vendas e a melhor cobertura de regiões com os
trabalhos existentes. Para além disto, é tido também em consideração a quantidade de trabalho
que apresenta semelhanças, de entre todos os vendedores, e as semelhanças entre os potenciais de
negócio em todas as áreas. É aplicada uma heurística computacional ao problema que apresenta
como entrada o número de territórios de vendas desejado para determinada área geográfica e que
gera uma solução, após fazer uma verificação das condições de distâncias da região ao centro de
vendas e de compacidade das regiões. Os critérios que são tidos em conta, para cada região, são o
número de clientes, o número de chamadas de clientes, o potencial de vendas, o número de vendas
efetuadas, entre outros. O objetivo é encontrar a solução que garante um maior equilíbrio no valor
destes critérios entre setores, ou seja, todos os critérios devem apresentar valores semelhantes em
todos os setores de forma a garantir que todos os empregados tenham, aproximadamente, a mesma
carga de trabalho.
2.3 Otimização Combinatória
Nos últimos anos, tem sido feito um grande investimento na área da teoria de otimização
combinatória, em que os algoritmos aproximados, muitas vezes denominados por algoritmos heu-
rísticos, têm sido alvo de grande investigação. A maior parte de problemas que apresentam um
número finito de soluções alternativas podem ser formulados como problemas de otimização com-
binatória. (Trevisan (2011))
Um problema de otimização combinatória é normalmente fácil de descrever mas difícil de
resolver (Osman e Kelly (2012)). Um problema típico deste tipo pode ser formulado muito facil-
mente. Considerando um problema P associado a um espaço soluçãoΩ, por um espaço admissível
de solução X ( X ⊂Ω), que é definido pelas restrições do problema, e por uma função de objetivo
C que reflete o valor de custo de cada solução S ∈Ω, o problema é geralmente representado por:
P: Minimizar (ou Maximizar) C(S)
sujeito a S ∈ X ⊂Ω
Os conjuntos X eΩ são discretos e podem ser definidos como o conjunto das variáveis de deci-
são. Estas variáveis podem apresentar diferentes valores inteiros que, normalmente, são definidos
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no interior de um certo intervalo. O objetivo é encontrar a solução ótima S* ∈ X em que C(S*) ≤
C(S’) para todos S’ ∈ X em que X ⊂Ω, no caso do problema ser de minimização.
2.4 Métodos de Resolução
Realmente existem inúmeros problemas de decisão presentes no dia-a-dia das pessoas e das or-
ganizações que podem ser formulados como problemas de otimização combinatória. Para resolver
estes problemas existem também muitos métodos presentes na literatura sendo um dos mais im-
portantes o método de programação linear, que se trata de um método exato de resolução baseado
em otimização matemática. No entanto, muitas vezes, estes problemas são demasiado complexos
e os métodos exatos de resolução não lhes conseguem dar uma resposta em tempo útil. Assim,
os métodos aproximados são preferíveis neste tipo de aplicações visto que têm a capacidade de
apresentar boas soluções em pouco tempo. Por outro lado, ao contrário dos métodos exatos, estes
não garantem a obtenção da solução ótima.
Assim, tendo em conta que o problema da distribuição de mercadoria pode ter um número
de clientes e centros de distribuição associados muito grande, é preferível trabalhar com métodos
aproximados, que se refletem em heurísticas e meta-heurísticas.
2.4.1 Métodos Heurísticos
Heurística é uma técnica capaz de obter soluções admissíveis, com um custo computacional
baixo. No entanto, esta não garante que a solução seja ótima, e por vezes nem informação sobre a
qualidade da solução é dada (Romanycia e Pelletier (1985)).
É possível dividir as heurísticas existentes em quatro diferentes grupos (Zäpfel e Braune
(2010)), sendo eles: heurísticas de construção, heurísticas de melhoramento, heurísticas de par-
tição ou decomposição e heurísticas dedicadas. As heurísticas de construção dizem respeito à
construção de uma solução sem se partir de uma solução inicial. Heurísticas de melhoramento
são heurísticas que procuram soluções admissíveis melhores através de sucessivos melhoramentos
de uma ou mais soluções já existentes. As heurísticas de partição ou decomposição dividem o
problema em partes para depois resolver cada parte de modo sequencial ou independente. Por fim,
as heurísticas dedicadas aproveitam características específicas do problema em causa.
Na resolução deste problema foi usado, principalmente, uma heurística de construção: o Mé-
todo do Eletromagnetismo. Esta heurística, como já foi referido anteriormente, visa a aplicação
de um método de setorização baseado no eletromagnetismo. De seguida é apresentada uma expli-
cação mais aprofundada de como funciona o método.
2.4.1.1 Método do Eletromagnetismo (ME)
O Método do Eletromagnetismo (ME) (Rodrigues (2014)) é um método novo que é inspirado
na Lei de Coulomb para realizar a setorização. Assim, a ideia a aplicar neste problema de dis-
tribuição de mercadorias é ir juntando os clientes mais "atrativos" para que estes pertençam ao
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mesmo setor.
Segundo a Lei de Coulomb: "A força entre um par de cargas é inversamente proporcional ao
quadrado da distância entre elas e diretamente proporcional à quantidade de uma carga multipli-
cada pela quantidade da outra carga." (Kip (1969))
Posto isto, considerando dois pontos carregados com carga q1 e q2, distanciados por d12, então
a força −→F de "atração" entre eles tem intensidade dada pela expressão seguinte:
−→F = k · |q1| · |q2|
d212
· rˆ12 (2.1)
k representa a Constante de Coulomb de valor 8.99 ×109Nm2.C−2 e rˆ12 é o vetor unitário.
Assim, para formar setores, é considerado que a "carga dos clientes" diz respeito à procura que
cada um apresenta e que, portanto, a atração entre dois clientes, por exemplo cliente i e cliente j,
pode ser dada por: ai j =
qi·q j
d2i j
, sendo qi e q j as cargas dos cliente i e j, respetivamente. Por sua vez,
di j corresponde à distância entre dois clientes, (xi,yi) e (x j,y j), que é dada por:
di j =
√
(xi− x j)2 +(yi− y j)2
Outro aspeto importante é que para a junção de um par de clientes é necessário verificar se
esta junção é admissível, ou seja, se o limite de capacidade do setor não é ultrapassado. Pois
como já tinha sido visto antes, existe um limite de capacidade para cada setor que está diretamente
relacionado com a capacidade de transporte disponível, visto que cada setor terá posteriormente
uma rota associada que visitará todos os clientes pertencentes a esse setor.
Se, então, a junção do par de clientes for admissível o que acontece é que este par vai dar
origem a um só ponto com uma carga correspondente à soma das cargas dos clientes que lhe
dão origem. Para além disso, é também necessário calcular a localização deste novo ponto que
depende da posição e da carga dos clientes que lhe dão origem. Na figura 2.2 está representada a
atração entre dois pontos (1 e 2) no plano xy e o aparecimento de um novo ponto (N) entre eles (a
laranja).
Pela simples observação da figura 2.2 retiram-se as coordenadas do ponto 1 (x1,y1) e do ponto




· x1 + q2q1+q2 · x2 , yn =
q1
q1+q2
· y1 + q2q1+q2 · y2
A ideia do ME é ir juntando pontos iterativamente e, de cada vez que um par se junta, os
pontos que constituem o par desaparecem e dão lugar a um novo ponto que representa essa junção.
O critério de paragem do algoritmo corresponde ao momento em que já não é possível juntar
mais pontos devido ao limite de capacidade estipulada para os setores (limite de capacidade do
transporte). Nesse momento o algoritmo deve parar e os pontos ainda existentes (que não foi
possível juntar) representam os setores de clientes.
Nota: É importante realçar que, à medida que se vão juntando os pontos é necessário ter um
mecanismo de memória para que seja possível saber, no final do algoritmo, a que setor pertence
cada cliente.
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Figura 2.2: Representação da criação de um novo ponto N a partir dos pontos 1 e 2.
2.4.2 Meta-heurísticas
Meta-heurísticas são estratégias que "guiam" o processo de procura de soluções (Blum e Roli
(2003)). O objetivo é explorar eficientemente o espaço de soluções de modo a encontrar soluções
próximas do ótimo ou mesmo soluções ótimas. Existem diferentes formas de classificar as meta-
heurísticas:
Inspiradas na Natureza vs Não-inspiradas na Natureza. Distinção baseada na origem do
algoritmo. Existem vários algoritmos inspirados na Natureza, como é o caso dos Algoritmos
Genéticos e do Simulated Annealing. Por outro lado, algoritmos como o Tabu Search, por exemplo,
são não-inspirados na Natureza.
Baseadas em Populações vs Baseadas em soluções únicas. Outra distinção usada nas meta-
heurísticas é o número de soluções que são usadas ao mesmo tempo. Algoritmos que trabalham
apenas com uma única solução são chamados de "métodos de trajetória" visto que é como se
descrevessem uma trajetória à medida que vão avançando na pesquisa. Por outro lado, as meta-
heurísticas baseadas em populações apresentam processos de procura que descrevem a evolução
de um conjunto de pontos do espaço de soluções.
Função objetivo estática vs Função objetivo dinâmica. Enquanto que alguns algoritmos
mantêm a função objetivo constante, do início ao fim, outros modificam-na durante a procura de
soluções. Uma procura com função de objetivo dinâmica pode ser vantajosa para evitar que a
pesquisa de soluções fique "presa" em mínimos/máximos locais.
Estrutura de vizinhança única vs múltipla estrutura de vizinhança. A grande maioria das
meta-heurísticas utiliza apenas uma estrutura de vizinhança, ou seja, esta não se altera durante a
execução do algoritmo. No entanto, existem algumas meta-heurísticas, como o Variable Neigh-
borhood Search (VNS) que contemplam a possibilidade de variar as vizinhanças.
Com memória vs Sem memória. Um dos principais critérios para avaliar uma meta-heurística
é a qualidade da utilização do histórico de procura. Normalmente diferencia-se entre meta-
heurísticas com memória de curto-prazo e meta-heurísticas com memória de longo-prazo. As
12 Estado da Arte
primeiras guardam em histórico apenas os movimentos mais recentes, como últimas soluções vi-
sitadas ou decisões tomadas. As meta-heurísticas de memória de longo-prazo são aquelas que
vão acumulando parâmetros que sintetizam toda a procura realizada até ao momento. O uso de
memoria é considerado, atualmente, um elemento fundamental a considerar numa meta-heurística.
No âmbito desta dissertação também houve a necessidade de se recorrer a uma meta-heurística,
nomeadamente na formação das rotas dentro dos setores (Dantzig e Ramser (1959)). Sendo assim,
é feita de seguida uma breve introdução à meta-heurística em questão, neste caso o Simulated
Annealing.
2.4.2.1 Simulated Annealing (SA)
O Simulated Annealing (SA) é uma das mais antigas meta-heurísticas existentes e seguramente
um dos primeiros algoritmos a apresentar uma estratégia explícita de "fuga" ao mínimo local
(Blum e Roli (2003)).
A ideia do algoritmo é permitir que soluções piores do que a solução atual sejam aceites,
existindo uma probabilidade de aceitação de soluções piores que vai decrescendo à medida que a
pesquisa por novas soluções vai avançando. (Zäpfel e Braune (2010))
Considerando um problema de minimização, no princípio é gerada uma solução inicial e é
estipulado um parâmetro a que se dá o nome de Temperatura T. Depois, em cada iteração, é
gerada uma nova solução s’ que é aceite ou não dependendo do valor da melhor solução obtida até
ao momento f(s). Se f (s′)< f (s) então a solução s’ substitui s. Se não, se f(s’) ≥ f(s), s’ substitui
s com uma probabilidade P que é função de T e de f(s’) - f(s), dada pela expressão: P = e−
f (s′)− f (s)
T .
A temperatura T vai decrescendo ao longo do tempo o que faz com que a probabilidade de
aceitação de soluções piores também decresça e, assim, perto do final, o algoritmo já só aceita
soluções melhores do que a solução atual. Portanto, pode dizer-se que o algoritmo do SA explora
o espaço de soluções movendo-se quase aleatoriamente, inicialmente, mas que, com a redução de
T, vai tender a apenas aceitar soluções melhores do que s e, consequentemente, vai convergir para
um mínimo (local).
Para além disto, é também importante fazer uma boa escolha da taxa de cooling a utilizar.
Esta taxa define o valor da Temperatura T em cada iteração, ou seja, trata-se do "arrefecimento"
do sistema. Este "arrefecimento" pode ser feito, dependendo do problema em questão, de forma
linear, quadrática, exponencial, etc.
2.5 Analytic Hierarchy Process (AHP)
Nesta secção é feita uma introdução teórica ao Analytic Hierarchy Process (AHP) que desem-
penhou um papel importante no âmbito deste trabalho, nomeadamente na avaliação das soluções
obtidas pelo algoritmo de setorização.
O Analytic Hierarchy Process (AHP) é um método de apoio à decisão multi-critério que foi
desenvolvido por Thomas L. Saaty (Saaty (1990) e Saaty (2008)). O AHP é iniciado com uma
2.5 Analytic Hierarchy Process (AHP) 13
"comparação de pares" (pair-wise comparasion) em que todos os objetos a avaliar são compa-
rados, dois a dois, com o intuito de definir as diferentes importâncias, atribuídas pelo agente
decisor, de cada um deles em relação aos outros. Após este primeiro passo, é formada a matriz de
comparação com a informação recolhida na "comparação de pares" e calcula-se o "vetor de prio-
ridade" (priority vector) que apresenta valores de importância normalizados para todos os objetos
em questão. Por fim, é também verificada a consistência da opinião do agente de decisão sendo
calculado, para esse efeito, o "rácio de consistência" (Consistency Ratio (CR)).
2.5.1 Comparação de Pares
A "comparação de pares" é sempre feita, como o próprio nome indica, entre dois objetos.
Assim, são apresentados dois objetos ao agente de decisão e este deve atribuir um valor de im-
portância a um deles em relação a outro (normalmente utilizam-se valores de 1 a 9), isto porque
sabendo o valor de importância do objeto 1 para com o objeto 2, o valor de importância de 2 para
1 é o inverso.
Por exemplo, se os critérios forem "tempo" e "distância" e se o agente decisor considerar que
o objeto "tempo" é mais importante do que o objeto "distância" então este deverá atribuir um
valor maior do que 1 a favor do "tempo". Se, por outro lado, "distância" for considerado mais
importante então o valor maior do que 1 deve estar do lado do objeto "distância". Se o agente
decisor considerar que "tempo" e "distância" são objetos com o mesmo nível de importância então
o valor atribuído deve ser 1. A figura 2.3 representa uma escala utilizada para fazer este tipo de
comparação.
Figura 2.3: Escala para comparação de um par de objetos.
O número de comparações necessárias para passar à formação da matriz de comparação de-
pende do número de objetos a comparar e pode ser calculado pela seguinte expressão: n(n−1)2 , em
que n representa o número de objetos a ser comparados. (Teknomo (2006))
2.5.2 Matriz de Comparação AHP
Após serem feitas todas as comparações de pares, é formada a matriz de comparação AHP
com os valores obtidos. A matriz apresenta todos os elementos da diagonal iguais a 1 visto que
esses elementos representam a comparação de um objeto com ele próprio. Para além disso, os
elementos presentes na parte "inferior" da matriz (abaixo da diagonal) tomam o valor inverso dos
elementos que lhes são opostos, visto que, como já foi referido, o valor de importância atribuído
na comparação entre um objeto 1 e um objeto 2 é o inverso do valor atribuído à importância do
objeto 2 em relação ao 1.
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Assim, a matriz de comparação terá uma apresentação como a que está presente na figura 2.4.
Figura 2.4: Representação da matriz de comparação AHP.
Os valores de ki j, presentes na figura 2.4, representam os julgamentos do agente decisor em
relação ao objeto i em comparação com o objeto j.
2.5.3 Vetor de Prioridade
O vetor de prioridade é um vetor de dimensão igual ao número de objetos em comparação e
apresenta um valor normalizado de importância para cada um deles. Por exemplo se existem 3
objetos a ser comparados e se o vetor de prioridade é [0.3 0.2 0.5], isto significa que o objeto 1
tem um "peso" ou importância de 0.3, o objeto 2 tem um "peso" de 0.2 e o objeto 3 tem um "peso"
de 0.5.
Para calcular o vetor de prioridade existem alguns passos a ter em conta:
1) Obter os valores das somas de cada coluna da Matriz de Comparação;
2) Dividir cada elemento da matriz pela soma da coluna à qual este pertence;
3) O vetor de prioridade é obtido calculado-se a média aritmética da soma dos valores presentes
em cada linha da matriz, ou seja, somam-se os elementos das linhas e divide-se esta soma pelo
número de objetos em comparação.
Com os valores de importância relativa de cada objeto, obtidos no vetor de prioridade, é pos-
sível avaliar soluções e especificar quais as melhores, para este tipo de julgamento.
2.5.4 Índice e Rácio de Consistência
Outro aspeto que é bastante importante quando se está a trabalhar com o método AHP é a
verificação da consistência do julgamento do agente decisor.
Para isso, segundo Teknomo (2006), primeiro é necessário calcular o Principal Eigen Value
(PEV) que é obtido pelo produto de duas matrizes. Uma matriz linha constituída pelas somas de
cada coluna da matriz de comparação e a matriz coluna que representa o vetor de prioridade. Para
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que o julgamento seja consistente, o valor do PEV tem de ser aproximadamente igual à dimensão
n da matriz de comparação. Assim, é usado um parâmetro a que se dá o nome de Índice de
Consistência (CI) e que pode ser calculado da seguinte forma: CI = PEV−nn−1
Depois de calculado, CI deve ser comparado com um outro índice que é considerado apropri-
ado para uma matriz de dimensão n. Este índice tem o nome de Random Consistency Index (RI) e
encontra-se tabelado na literatura tal como está apresentado na tabela 2.1.
Tabela 2.1: Random Consistency Index (RI)
n 1 2 3 4 5 6 7 8 9 10
RI 0,00 0,00 0,58 0,90 1,12 1,24 1,32 1,41 1,45 1,49
Obtido RI, calcula-se de seguida o Consistency Ratio (CR) ou Rácio de Consistência, que
representa uma forma de comparação entre o CI e o RI, pela seguinte expressão: CR = CIRI .
Considera-se que se este valor de CR calculado for menor ou igual a 10% então as escolhas do
agente decisor são consideradas consistentes. Para valores de CR superiores a 10% é necessário
rever o julgamento do agente decisor.





Neste capítulo pretende dar-se a conhecer mais especificamente as características do problema
de localização-setorização-distribuição (PLSD) que se pretende resolver. O caso de estudo (artigo
Barreto et al. (2007)) constituiu a base para o problema em questão visto que se partiu do artigo
para a elaboração de um algoritmo que resolvesse o problema. No entanto, o problema que será
aqui definido, mesmo apresentando uma base comum ao problema do artigo, não corresponde
exatamente ao caso de estudo do artigo. O objetivo é o desenvolvimento de uma abordagem que
permita obter soluções adaptadas às necessidades/preferências do agente decisor. No artigo ape-
nas é considerado o custo (distância) associado às rotas para avaliação de soluções, no entanto,
nem sempre este é o critério mais importante a ter em conta. Por exemplo, no caso de um hospital,
considere-se que se pretende fazer a distribuição de medicamentos entre as zonas de stock e os
vários pacientes. Neste caso, a distância percorrida pelo veículo de transporte não é o mais impor-
tante. O crucial é que, por exemplo, pacientes que necessitem do mesmo tipo de medicamentos
integrem a mesma(s) rota(s).
3.1 Definição do Problema
O problema consiste na procura da melhor localização de um certo número de centros de
distribuição e da melhor definição de rotas de transporte entre os centros e um conjunto de clientes.
Foram utilizados os termos "clientes" e "centros de distribuição", tal como no artigo, apenas por
uma questão de manter a nomenclatura. No entanto, tal como no exemplo do hospital, apresentado
na introdução deste capítulo, estes termos podem representar entidades diferentes. No exemplo,
os "centros de distribuição" dizem respeito às "zonas de stock" do hospital e os "pacientes" são os
"quartos" que se pretende abastecer de medicamentos.
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O exemplo apresentado no artigo considera um conjunto de 5 pontos possíveis para localização
de centros de distribuição e de 50 clientes que se pretende abastecer. Os pontos encontram-se
distribuídos no plano, como pode ser observado na figura 3.1.
Figura 3.1: Distribuição de Clientes e possíveis localizações de Centros de Distribuição. Barreto
et al. (2007)
Os dados dos clientes, para além de apresentarem uma abcissa e uma ordenada que definem a
sua posição no plano (representados por pontos pretos na figura 3.1), têm associado um valor de
procura, ou seja, a quantidade de mercadoria que é necessária abastecer. Os dados dos centros de
distribuição (representados por quadrados amarelos na figura 3.1), que podem ou não ser abertos,
também possuem coordenadas e apresentam um limite de capacidade de abastecimento e um custo
de abertura associado.
Para além disto, é considerado que a frota de veículos é homogénea e portanto a capacidade dos
veículos tem um valor constante. Este valor representa, como é evidente, o limite de mercadoria
total associado a qualquer rota.
3.2 Centros de Distribuição
Inicialmente deve ser decidido, por parte do agente decisor, o número de centros de distribui-
ção que devem ser abertos. A melhor localização para os centros de distribuição deve ser estudada
e confirmada a admissibilidade da proposta do agente decisor, ou seja, deve ser confirmado que
realmente é possível satisfazer todas as necessidades de procura dos clientes com o número de
centros de distribuição a serem abertos. Assim, se existe uma procura total de 100 unidades, por
exemplo, por parte dos clientes, e se cada centro de distribuição tem capacidade de abastecimento
de 50 unidades, é sabido, a priori, que existe a necessidade de serem abertos pelo menos 2 centros
de distribuição.
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Note-se também que, no exemplo anterior, considerou-se uma capacidade constante para todas
as localizações dos centros de distribuição, no entanto, esta capacidade pode variar de um local
para o outro. Assim, é sempre necessário garantir que a combinação de centros de distribuição
que se pretende abrir tem "capacidade de resposta" para a procura total apresentada pelos clientes.
3.3 Rotas
Numa segunda fase, será necessário elaborar rotas entre clientes, que incluam um centro de
distribuição aberto. Como é evidente, a cada rota está associada uma quantidade de procura que
corresponde à soma dos valores de procura de todos os clientes associados a essa rota. Esta quanti-
dade de procura associada a determinada rota nunca pode ultrapassar o valor limite de capacidade
das rotas que corresponde ao valor da capacidade do veículo.
Para além disto, deverão ser tidos em conta vários critérios que no seu conjunto deverão servir
para avaliar a solução proposta.
3.4 Critérios para Avaliação da Solução
De modo a permitir a obtenção de soluções adequadas a diferentes cenários que se possam
verificar é crucial que seja possível transmitir as necessidades/preferências do agente decisor em
relação aos 6 critérios que se encontram apresentados de seguida.
3.4.1 Equilíbrio de Clientes por Rota
Em primeiro lugar, tem-se um critério que é o equilíbrio de clientes por rota. Este critério
reflete o equilíbrio que existe entre o número de clientes que devem ser visitados em cada rota.
3.4.2 Equilíbrio de Carga das Rotas
O equilíbrio dos valores de procura entre as rotas pode ser importante se o agente decisor
pretender que os veículos de transporte viagem com quantidades de mercadoria semelhantes, ou
seja, se for desejado que não haja muito desfasamento entre as "cargas" associadas a cada rota.
3.4.3 Desejabilidade
A desejabilidade está relacionada com a preferência do agente decisor em relação aos clientes,
isto é, o agente decisor decide a priori se pretende que dois determinados clientes fiquem na
mesma rota ou se, pelo contrário, pretende que esses dois clientes não sejam colocados na mesma
rota. O valor da desejabilidade, neste caso, deverá refletir o quanto a solução se enquadra na
preferência do agente decisor.
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3.4.4 Custo
O custo considerado neste problema tem duas proveniências principais: a distância percorrida
e abertura de centros. Neste problema é considerado que a distância percorrida tem uma relação
direta com o custo e que, portanto, quando maior for a distância percorrida pelo veículo de trans-
porte de mercadorias maior será também o custo associado a esse transporte. Por outro lado, a
escolha da localização dos centros de distribuição a abrir também implica custos que dependem
da própria localização e que também serão aqui considerados.
3.4.5 Compacidade
A compacidade está relacionada com concentração/densidade, ou seja, a compacidade avalia
concentração de clientes em redor do "centro de massa" da rota em questão. Um valor de com-
pacidade alto significa que a rota tem os seus clientes próximos uns dos outros e que dificilmente
será atravessada por uma outra rota.
3.4.6 Equilíbrio de Distância
Por fim, outro critério importante é o equilíbrio de distâncias que reflete o "desfasamento"
existente entre as distância que cada veículo de transporte de mercadorias percorre. Este equilíbrio
de distâncias reflete um consequente equilíbrio nas horas de viagem que cada motorista tem de
fazer para cumprir a sua rota.
3.5 Objetivo Final
Como é evidente, o objetivo é obter soluções que apresentem bons valores nos critérios acima
mencionados. No entanto, sendo este problema um problema multi-critério é necessária a inter-
venção do agente decisor nomeadamente na decisão sobre a importância de cada critério.
Assim, perante uma solução deverão ser pesados os diferentes critérios e agrupados para que
seja possível ter uma visão geral da qualidade da solução e para que assim seja possibilitada a
distinção entre a solução em questão e outras soluções obtidas.
Capítulo 4
Abordagem de Resolução
Neste capítulo é apresentada a abordagem de resolução para o PLSD. Como já foi referido,
o objetivo do trabalho associado a esta dissertação é o desenvolvimento de novos métodos que
apliquem a setorização para a resolução de problemas.
4.1 Leitura de Dados
Em primeiro lugar foi necessário pensar na forma como os dados do problema seriam apre-
sentados para poderem ser processados. Existem dados que já são conhecidos desde o início,
nomeadamente informação relativa a clientes e possíveis localizações para centros de distribuição.
Assim, decidiu-se que deveriam existir dois ficheiros distintos: um relativo aos clientes e outro às
possíveis localizações para centros de distribuição.
No ficheiro relativo aos clientes, exemplificado na figura 4.1, estão inseridos todos os dados
dos mesmos. Em cada linha do ficheiro tem-se as seguintes informações (separadas em colunas):
identificação do cliente, posição em x do cliente, posição em y do cliente e procura apresentada
pelo cliente.
Figura 4.1: Exemplo de apresentação do ficheiro relativo aos clientes.
Por sua vez, no ficheiro relativo às localizações possíveis dos centros de distribuição, exem-
plificado na figura 4.2, tem-se, em cada linha, as seguintes informações: identificação do possível
centro de distribuição, posição em x da localização, posição em y da localização, capacidade de
abastecimento do centro e custo de abertura de centro nessa localização.
Para além destes dados, também é recolhida a informação sobre o número de centros de dis-
tribuição que devem ser abertos, informação essa fornecida pelo agente decisor.
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Figura 4.2: Exemplo de apresentação do ficheiro relativo às localizações dos centros.
4.2 Importância dos Centros
Depois do agente decisor ter dado a informação sobre o número de centros de distribuição a
abrir é necessário selecionar os centros1 que devem ser realmente abertos. Para isso foi inicial-
mente analisada a importância de cada centro, tendo em conta o número de clientes em redor e a
distância aos mesmos.
Assim, utilizou-se um sistema de "pontuação" de centros em que, de cada cliente, o centro
recebe uma determinada pontuação consoante a sua proximidade ao cliente em questão. Foi usado
um sistema de quartis para este efeito explicado na sub-secção seguinte.
4.2.1 Sistema de Quartis
Neste sistema, foi inicialmente calcula a distância máxima (dM) entre um qualquer centro e
um qualquer cliente. Depois, foi necessário atribuir limites inferiores e superiores de distância a
cada quartil. Para isso, considerou-se 0 para limite inferior do primeiro quartil e, depois, os limites
inferiores e superiores dos restantes quartis foram dados em função de dM. A divisão dos quartis
pode ser observada na figura 4.3.
Em relação à pontuação associada a cada quartil, decidiu-se atribuir os seguintes valores: 6,
3, 1, 0. Deste modo, para clientes muito próximos do centro a analisar, ou seja, a uma distância
menor do que ( dM4 ) são atribuídos 6 "pontos" para o segundo quartil são atribuídos 3 e assim
sucessivamente. Isto significa que com este sistema de pontuação estão a ser beneficiados centros
que possuam clientes muito próximos ou centros que possuam clientes relativamente próximos
mas em grande quantidade.
Na figura 4.3 está representado o sistema de quartis implementado para atribuir importâncias
aos centros.
4.2.2 Probabilidade de Abertura dos Centros
A probabilidade de abertura de determinado centro (Pi) representa a importância relativa que
esse centro possui em relação a outros centros. Este é, portanto, um valor normalizado que é
obtido, para cada centro, pelo quociente entre o valor de importância do centro (Ii) e o valor da




1Para efeitos de simplificação do texto, daqui para a frente quando se fala em "centros de distribuição" ou apenas
"centros" é o mesmo que dizer "possíveis localizações para centros de distribuição". Para "localizações escolhidas para
abrir centros de distribuição" utiliza-se "centros de distribuição abertos" ou apenas "centros abertos".
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Figura 4.3: Quartis para cálculo das importâncias dos centros.
Esta probabilidade é utilizada para que a abertura dos centros não seja um evento determinís-
tico, ou seja, é desejado que exista sempre a possibilidade de abertura de centros que são consi-
derados "menos bons" pelo sistema aqui implementado, porque, mesmo assim, podem sempre dar
origem a soluções interessantes.
4.3 Pré-Setorização
Depois de calculada a probabilidade de abertura de cada centro e de serem escolhidos os
centros a abrir, inicia-se uma fase de pré-setorização. Nesta fase faz-se a divisão dos clientes em
grupos diferentes, existindo tantos grupos quantos centros de distribuição a abrir. O objetivo desta
pré-setorização é alocar desde já todos os clientes a um centro de distribuição que vai ser aberto.
Para alocar clientes a centros de distribuição teve de ser calculada a atração de cada cliente
a cada centro. Estes valores foram todos colocados numa matriz tal como está representado na
figura 4.4. Para o cálculo da atração considerou-se apenas a proximidade dos clientes aos centros
de distribuição. Assim, em primeiro lugar, procedeu-se ao cálculo utilizando a distância euclidiana
entre dois pontos: di j =
√
(xi− x j)2 +(yi− y j)2. Depois, foi feito o cálculo da atração que neste
caso, como só é considerada a proximidade entre clientes e centros de distribuição, corresponde
ao inverso do quadrado da distância do cliente i ao centro de distribuição j: ai j = 1d2i j
. Na matriz A,
N representa o número de clientes existentes e K diz respeito ao número de centros.
Figura 4.4: Matriz de Atração A, entre clientes e centros.
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Formada a matriz de atração A já é possível saber quais os clientes mais próximos dos centros
de distribuição abertos e, portanto, já é também possível escolher o grupo de clientes que deve ser
servido por determinado centro de distribuição. Para fazer esta alocação de clientes aos centros de
distribuição abertos recorreu-se ao método iterativo. Sendo assim, em cada iteração só foi neces-
sário verificar o valor máximo da matriz de atração A e alocar o cliente i ao centro de distribuição j
correspondentes a esse valor de atração máxima. No final da iteração, a atração do cliente alocado
é colocada a zero para que este não entre em alocações futuras. O algoritmo termina quando a
matriz de atração A for uma matriz nula, o que significa que todos os clientes estão alocados a um
determinado centro de distribuição.
4.4 Setorização
Nesta secção são apresentados os métodos que foram desenvolvidos para se fazer a setorização.
Até aqui já se tem um conjunto de clientes alocado a centros de distribuição que foram abertos. A
ideia a partir daqui é dividir os grupos de clientes em partes mais pequenas, denominadas setores.
Assim, após a setorização, cada setor vai conter um conjunto de clientes que, numa fase posterior,
pertencerão à mesma rota. É, portanto, crucial garantir que cada setor contém um conjunto de
clientes cuja procura total não ultrapassa a capacidade do veículo Cv.
No âmbito desta dissertação serão apresentados 2 métodos. O primeiro corresponde ao Mé-
todo dos Pares (MPA) que utiliza uma abordagem inspirada no eletromagnetismo, nomeadamente
na Lei de Coulomb.
O segundo método aqui abordado diz respeito ao Método dos Pontos Distantes (MPD) que
é baseado no algoritmo das sementes (Seeds).
4.4.1 Método dos Pares (MPA)
O MPA é um método baseado no eletromagnetismo, nomeadamente na Lei de Coulomb. Este
método visa a junção de clientes mais atrativos para a criação de setores. Na figura 4.5 encontra-se
representada toda a estrutura deste método. Cada uma das atividades presentes no diagrama será
explicada em pormenor de seguida.
4.4.1.1 Matriz de Atração
Como já foi referido, o objetivo desta fase é criar grupos de clientes que apresentem elevado
grau de atração entre eles. Como tal, é necessário estabelecer um critério de atração. Para isso, foi
utilizada uma nova metodologia, já apresentada anteriormente, que assenta na ideia usada na Lei
de Coulomb. Assim, os clientes associados a cada centro de distribuição aberto são vistos como
cargas carregadas com um valor igual ao seu valor de procura e a atração entre os clientes (ou
entre cargas) é feita usando-se a mesma ideia da atração de cargas segundo a Lei de Coulomb.
Como tal, foi criada uma matriz de atração entre clientes cujos elementos são calculados pela
expressão (4.1).
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Neste caso, ai j diz respeito à atração entre o cliente i e o cliente j. Por sua vez, qi e q j dizem
respeito às cargas (valores de procura) do cliente i e do cliente j, respetivamente. di j corresponde
à distância entre os dois clientes.
4.4.1.2 Escolher Pares
Depois de formada a matriz de atração entre clientes é necessário verificar quais os pares mais
atrativos de modo a garantir que estes são colocados no mesmo setor. Neste caso, foi necessário
ter em atenção um outro aspeto, para além do valor de atração entre clientes, que diz respeito ao
valor da soma das cargas dos dois clientes. Como já foi referido, esta soma deve ser inferior ao
valor de capacidade do veículo Cv pois só assim é que os dois clientes podem ficar no mesmo
setor e, posteriormente, na mesma rota. Portanto, recorreu-se novamente ao método iterativo para
descobrir o par com maior atração e cuja junção fosse admissível.
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4.4.1.3 Criar Novo Ponto
Depois de escolhido o par que apresenta maior valor de atração é iniciado o processo de criação
do novo ponto a partir do par. Em primeiro lugar, é necessário garantir que os pontos que dão
origem a este novo ponto "desaparecem", ou seja, que não vão entrar em escolhas futuras de pares.
Para isso, o que se faz é substituir na matriz de atração os valores de atração associados tanto a
um cliente como a outro por zero. Assim, a atração de qualquer um destes clientes a um outro
ponto passa a ser nula e pretende-se que assim seja de modo a que estes clientes fiquem apenas
representados pelo novo ponto que será criado. No entanto, os índices de ambos os pontos, assim
como os valores de carga, mantêm-se guardados de modo a poderem ser utilizados posteriormente.
Sendo assim, a criação do novo ponto envolve o "desaparecimento" do par que lhe dá origem
e o "aparecimento" de um novo ponto que representa a junção dos outros dois. Então, do ponto
de vista da matriz de atração, existem dois pontos cuja atração a qualquer outro é substituída por
zero e é calculada a atração do novo ponto que é colocada num dos índices "libertados" pelo par
de origem (neste caso os valores de atração do novo ponto são sempre colocados no local que
pertencia ao ponto originário com menor índice). Esta modificação da matriz da atração será,
ainda assim, melhor explicada na secção 4.4.1.5.
Para a criação do novo ponto em, primeiro lugar, são calculadas as coordenadas em x e em
y. Como já foi referido na introdução do método baseado no eletromagnetismo (capítulo 2), as








· y1 + q2q1 +q2 · y2 (4.3)
Os valores de q1 e q2 indicados nas expressões (4.2) e (4.3) representam os valores de carga dos
pontos que dão origem ao novo ponto (xn,yn). O objetivo, com a utilização destas duas expressões,
é que o novo ponto se situe no centro de massa do sistema que engloba o par de pontos que lhe
deram origem.
Para além das coordenadas é também necessário calcular a carga associada ao novo ponto.
Neste caso é mais simples visto que, como o novo ponto representa o par de pontos que lhe deu
origem, o valor da carga do novo ponto é exatamente igual à soma dos valores de carga do par de
origem (4.4).
qn = q1 +q2 (4.4)
Posto isto, as coordenadas e a carga do novo ponto são colocadas no local que pertencia ao
ponto do par de origem com o índice mais baixo. Por exemplo, se o ponto 3 e o ponto 5 formam
um par e dão origem a um novo ponto (ponto N) então as coordenadas e a carga do ponto 3 serão
substituídas pelas coordenadas e carga do ponto N. O restante ponto (neste exemplo o ponto 5) é
marcado como "já escolhido" para que não entre mais na fase de escolha de pares.
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4.4.1.4 Associar a um Setor
Como é evidente, à medida que vão sendo criados novos pontos e vão "desaparecendo" os
pontos que lhes dão origem é necessário guardar informação sobre o setor ao qual pertencem os
clientes que estão inseridos em determinado ponto ou que contribuíram para a formação desse
ponto. Para se perceber melhor, na figura 4.6 encontram-se 3 quadrículas que mostram a evolução
deste método, para uma iteração do algoritmo do MPA, desde a escolha do par (1a quadrícula) até
à conclusão da fase de criação do novo ponto (3a quadrícula). Considerando que esta é a primeira
iteração do algoritmo, na figura 4.6 é possível observar a existência de 4 clientes (pontos pretos)
numerados de 1 a 4 e um centro de distribuição (quadrado amarelo). Se, por outro lado, esta
não for a primeira iteração do algoritmo então os pontos a preto podem representar clientes ou
conjuntos de clientes que já foram "aglomerados" em pontos novos anteriormente.
Figura 4.6: Evolução desde a escolha do par até criação do novo ponto.
Na primeira quadrícula da figura 4.6 é feita a escolha do par que apresenta maior grau de
atração. De seguida, já na segunda quadrícula, aparece representado o novo ponto N, resultante
do par escolhido anteriormente. Por fim, na última quadrícula, já desapareceu o par de pontos de
origem e só aparece o novo ponto atualizado com menor índice do par. No entanto, o "desapareci-
mento" do par que dá origem ao novo ponto implica guardar informação sobre o setor dos "pontos
desaparecidos".
Para resolver este problema é usado um vetor de setores em que se guarda a informação do
setor ao qual pertence cada cliente. Assim, inicialmente, se dois clientes se juntam num novo
ponto esses clientes irão pertencer ao mesmo setor, que será neste caso o setor 1, considerando-
se que se está no início. Até aqui a alocação é simples, no entanto, a partir daqui esta alocação
complica-se visto que pode, por exemplo, haver situações em que um ponto que contém clientes
do setor 4 se junte a outro ponto com clientes do setor 6 ou até a um ponto que ainda não tinha
sido alocado a nenhum setor. Sendo assim, existem 3 casos possíveis para a situação de cada um
dos pontos que constituem o par que se pretende juntar, estes casos são listados de seguida:
1. Nenhum dos pontos se encontra alocado a qualquer setor.
2. Um dos pontos do par encontra-se alocado a um setor e o outro não.
3. Ambos os pontos estão alocados a setores diferentes.
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Quando se diz que um ponto está alocado a um setor é o mesmo que dizer que os clientes
associados a esse ponto estão alocados a um setor. Isto porque um ponto pode dizer respeito a um
cliente ou a um grupo de clientes que já foram aglomerados e que formaram esse ponto.
Na situação 1 ambos os pontos são alocados a um setor comum. Na situação 2 o ponto sem
setor é alocado ao setor. Para a situação 3, o ponto alocado ao setor de maior índice (de entre os
dois setores em questão) é alocado ao setor do outro ponto do par.
É também importante referir que pode acontecer de um cliente ficar sozinho no final, ou seja,
pode existir um cliente que por ter uma carga próxima da capacidade de veículo Cv não se pode
juntar a nenhum outro. Nestes casos, este cliente forma um setor sozinho.
4.4.1.5 Atualizar Matriz de Atração
Depois de criado o novo ponto e de atualizado o vetor de setores é necessário atualizar também
a matriz de atração, nomeadamente nos elementos que dizem respeito ao ponto criado. Como é
evidente, os pontos que deram origem ao novo ponto "desapareceram" e, por isso, não entram na
atualização da matriz de atração. Como já tinha sido visto, a expressão usada para o cálculo dos
elementos da matriz de atração é a seguinte: ai j =
qi×q j
d2i j
. No entanto, com esta expressão os novos
pontos que vão sendo criados, como apresentam uma carga que resulta da soma das cargas dos
pontos que lhes dão origem, tendem a ter uma atração muito forte e podem acabar por funcionar
mesmo como um buraco negro, "sugando" todos os pontos à sua volta. Assim, torna-se necessário
inserir um parâmetro (P) que faça com que as atrações calculadas com o decorrer das iterações
não disparem com a criação dos novos pontos. A expressão usada para o cálculo dos elementos





Inicialmente, P tomará o valor de zero mas de cada vez que um novo ponto for criado o valor de
P será incrementado. Foram feitos alguns testes e estipulou-se um valor de 0,5 para o incremento
de P.
4.4.1.6 Critério de Paragem
No final do algoritmo todos os clientes têm de estar alocados a um setor. Isto significa que o
algoritmo só termina se o vetor de setores já estiver completo. No entanto, mesmo sendo condição
necessária para o término do algoritmo esta situação não constitui o critério de paragem.
O algoritmo só termina quando não for possível executar mais junções entre pares de pontos,
ou seja, quando uma nova junção de qualquer par de pontos implique exceder a carga admissível
para um setor. No final, o número de pontos existentes corresponde ao número de setores da
solução e, por sua vez, cada um desses pontos corresponde a um conjunto de clientes que foi
aglomerado e que se encontra alocado a um setor comum.
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4.4.2 Método dos Pontos Distantes (MPD)
O MPD é um método baseado em algoritmos do tipo Seeds (sementes). Neste tipo de algoritmo
procura-se uma solução atuando em simultâneo em múltiplos locais do espaço, ou seja, neste caso,
de um conjunto de clientes que se pretende alocar a setores, o MPD seleciona um grupo deles que
se encontrem afastados entre si (sementes) e começa depois associar esses clientes a outros que
ainda não se tenham associado a nenhum ponto. Cada vez que um cliente é associado ao setor, o
centro de massa (CM) do setor é atualizado e é a calculada a atração dos CMs de cada setor aos
clientes ainda não alocados. Na figura 4.7 encontra-se representada a estrutura do MPD.
Figura 4.7: Estrutura do Método dos Pontos Distantes (MPD).
4.4.2.1 Escolher Sementes
Inicialmente o que se faz é "distribuir as sementes" em diferentes zonas de modo a criar setores
em sítios distanciados uns dos outros. Para isso é escolhido um conjunto de clientes distanciados
entre si que passam a ser clientes iniciais de determinado setor. Estes clientes serão, posterior-
mente, aglomerados com outros clientes que lhes sejam atrativos, o que resulta na formação dos
setores.
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Em primeiro lugar, para escolher os clientes iniciais é necessário averiguar, para cada centro de
distribuição aberto, quantos setores é que são necessários ter para poder formar grupos de clientes
sem ultrapassar o limite de capacidade do veículo. Este número mínimo de setores necessário
(ns) é dado dividindo o valor total da carga dos clientes associados ao centro de distribuição pela








Em (4.6), N representa o número total de clientes associados ao centro de distribuição em
questão.
No entanto, pode haver situações em que este número de setores ns não é suficiente. Por
exemplo, se a carga total dos clientes for de 1600, considerando-se que a capacidade do veículo
é de 160, então o número mínimo de setores será exatamente 10. O problema está precisamente
aqui, o facto de o número mínimo ser exatamente 10 e de normalmente os valores de procura dos
clientes serem maiores do que 1 faz com que possa ocorrer uma situação em que realmente existe
capacidade para acolher um último cliente, por exemplo de carga 20, mas esta capacidade está
dividida por setores diferentes (por exemplo 10 no setor 2 e mais 10 no setor 4). Para prevenir
este problema a capacidade do veículo (Cv) é multiplicada por um fator, neste caso considera-se
0,9 o que corresponde a dar uma margem 10% em relação à capacidade do veículo. A equação







Depois de calculado o número mínimo de setores ns é necessário escolher os clientes iniciais
de cada setor, ou seja, os clientes que vão começar por ser o centro de massa do setor e que vão
atrair outros clientes para si. Como é evidente, será escolhido um número de clientes igual ao
número mínimo de setores ns.
Os clientes a serem escolhidos devem, por um lado, estar afastados entre si, o que privilegia a
independência entre os setores criados, e, por outro lado, afastados do centro de distribuição pelo
qual são servidos, fazendo com que seja menos provável a existência de um setor muito próximo
e de outro muito afastado do centro. Esta escolha é feita em duas etapas: em primeiro lugar
são analisadas as distâncias dos clientes ao centro de distribuição ao qual pertencem e aqueles
que se apresentarem mais distantes são marcados. Em segundo lugar, é selecionado o número
de clientes realmente necessário, que corresponde ao número mínimo de setores ns, de entre os
clientes anteriormente marcados.
O número de clientes a ser marcado, na primeira etapa, deve ser superior ao número mínimo
de setores ns (neste caso utiliza-se 2×ns) visto que este grupo de clientes marcados é submetido,
na segunda etapa, a uma seleção em que apenas são escolhidos os clientes mais distanciados entre
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si.
Na figura 4.8 encontra-se representado um exemplo do comportamento deste algoritmo para
escolher as sementes, neste caso sendo necessários formar três setores (ns = 3).
Figura 4.8: Escolha de Clientes Iniciais para formar 3 setores.
Na primeira quadrícula da figura 4.9 é mostrado o conjunto de clientes distribuídos no plano.
Depois, na segunda quadrícula, são escolhidos e marcados a laranja os 6 (2× ns) clientes mais
distanciados do centro de distribuição. Na última quadrícula, são selecionados e marcados a ver-
melho apenas três clientes, que correspondem aos clientes mais afastados entre si, de entre todos
os que foram marcados na quadrícula anterior.
4.4.2.2 Alocar Clientes a Setores
Depois de escolhidos, os clientes iniciais são alocados a setores diferentes e passam, cada um
deles, a constituir o ponto inicial de cada setor. Para esta alocação foi criado um vetor de setores e
cada cliente marcado (a vermelho) na fase anterior é colocado num novo setor, ou seja, o primeiro
cliente marcado ficará alocado ao setor 1, o segundo cliente marcado ficará no setor 2 e assim
sucessivamente. Como o número de clientes marcados (a vermelho) na fase anterior corresponde
ao número mínimo de setores necessários ns, no final desta fase existirão ns setores, cada um já
com um cliente alocado (ponto inicial).
4.4.2.3 Escolher Cliente
Nesta fase os clientes começam, alternadamente, a ser alocados aos setores inicializados ante-
riormente. Existe um vetor que guarda informação sobre o centro de massa (CM) de cada setor.
Como é evidente, no início, como cada setor só tem um cliente alocado, o centro de massa do setor
tem as coordenadas desse mesmo cliente.
Em primeiro lugar, é calculada a atração entre o centro de massa do setor atual 2 e os restantes
clientes. Assim, é usada a seguinte expressão para o cálculo da atração: ap j =
qp×q j
d2p j
, em que ap j
representa a atração entre o ponto CM do setor (p) e um outro cliente (j) qualquer. qp e q j dizem
respeito às cargas do ponto CM do setor e do cliente j, respetivamente. dp j é a distância entre eles
e é dada pela seguinte expressão: dp j =
√
(xp− x j)2 +(yp− y j)2
2Setor atual diz respeito ao setor para o qual se está à procura de cliente na presente iteração, só é escolhido um
cliente em cada iteração.
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No entanto, antes de escolher um cliente para alocar ao setor deve garantir-se que esta alocação
é admissível, ou seja, é necessário verificar se o setor atual ainda tem capacidade (diz respeito à
capacidade do veículo de transporte Cv) para o cliente em questão. Para isso, existe um vetor com
informação da carga de cada setor que vai sendo atualizado no final de cada iteração, ou seja,
mesmo depois de se atualizar o centro de massa do setor, mas este tópico será abordado na secção
seguinte. Para além disto, outra condição necessária para garantir a admissibilidade da alocação
do cliente ao setor atual é a verificação de que o cliente em questão é servido pelo mesmo centro
de distribuição que serve os clientes do setor atual. Isto significa que só podem ser alocados no
mesmo setor clientes que sejam servidos por um centro de distribuição comum.
4.4.2.4 Atualizar CM do Setor
Depois de escolhido o cliente que deve ser inserido no setor atual é necessário atualizar o
centro de massa do setor, isto porque quando é adicionado um novo cliente a um determinado
setor pretende-se que este cliente também tenha influência nas atrações futuras a outros clientes.
Assim, com a utilização do conceito de centro de massa é possível ter um ponto imaginário no
plano que representa o conjunto de pontos associados a determinado setor e carregado com a
soma das cargas desses mesmo pontos.
Para a atualização das coordenadas do centro de massa (xp, yp) do setor atual, depois da escolha









· yp + q jqp +q j · y j (4.9)
Em que qp e q j representam a carga do setor atual e a carga do cliente j a ser alocado, respeti-
vamente.
Para além da atualização das coordenadas do centro de massa é também necessário atualizar a
carga associada ao setor. Neste caso, apenas é necessário somar a carga do novo cliente j à carga
já existente no setor atual, como está representado na equação (4.10). Este valor é depois utilizado
para atualizar o vetor de cargas.
qp← qp +q j (4.10)
Por fim, é necessário guardar a informação relativa ao setor do cliente j alocado. Esta infor-
mação é guardada no vetor de setores, já explicado anteriormente, e será muito útil para o cálculo
da atração ap j em iterações futuras visto que se o cliente já está alocado não entrará mais nestes
cálculos, ou seja, como este cliente já está alocado a um determinado setor, a sua atração para com
outros setores será nula.
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4.4.2.5 Critério de Paragem
O MPD termina quando todos os clientes já estiverem alocados a um setor. Isto significa que
no final de cada iteração do método é feito o teste do critério de paragem no qual é analisado
o vetor de setores em busca de clientes sem setor. Se existir pelo menos um cliente ainda não
alocado a qualquer setor, então é necessário regressar novamente à fase de "Escolher Cliente" de
modo a realizar a alocação de mais um cliente. Se, por outro lado, for verificado que já todos os
clientes se encontram alocados a um dado setor então o método termina e o vetor de setores está
pronto a ser usado para a formação de rotas.
4.4.3 Rotas - TSP
A cada setor corresponde uma rota, por isso é que todos os setores estão limitados na quanti-
dade de carga total que podem conter, pois essa quantidade não pode ultrapassar a quantidade que
é possível de se transportar nos veículos de transporte (Cv).
Nesta secção é explicado como são feitas as rotas no interior de cada setor. Cada rota deve
conter todos os clientes pertencentes a determinado setor e o centro de distribuição que serve esses
mesmos clientes. Na verdade, este é um problema normalmente chamado de TSP (Travelling
Salesman Problem) no qual existe um conjunto de pontos que se pretende unir. O objetivo é
minimizar a distância da rota.
4.4.3.1 Algoritmo
Neste caso, é necessário resolver um TSP para cada setor. Para esta resolução foi usada uma
meta-heurística, já apresentada no capítulo 2, que visa minimizar as distâncias das rotas. A meta-
heurística em questão é o Simulated Annealing (SA). Neste caso, o SA atua sempre com três
soluções em simultâneo: a solução atual, a solução vizinha e a solução melhor. A solução atual
diz respeito à primeira solução obtida no momento inicial (solução inicial) que vai sendo, posteri-
ormente, atualizada pela solução vizinha. Por sua vez, a solução vizinha é uma solução que resulta
de uma troca de dois elementos feita na solução atual. Por exemplo, sendo 2-4-6 uma solução atual
para sequenciar 3 clientes em determinada rota, uma solução vizinha seria 4-2-6 ou 6-4-2. A solu-
ção melhor diz respeito à melhor solução obtida até ao momento e é atualizada quando existe uma
solução atual com um valor mais baixo de distância da rota (neste caso, porque é um problema de
minimização) do que a solução melhor apresentada até ao momento.
Quando uma solução vizinha apresenta um valor mais baixo de distância da rota do que a
solução atual então esta é atualizada, ou seja, a solução atual passa a ser igual à solução vizinha.
No entanto, existem também situações em que a solução vizinha é "pior" do que a solução atual e
mesmo assim essa solução é inserida na solução atual. Isto acontece porque existe uma probabili-
dade P de aceitação de soluções piores, que é algo que caracteriza esta meta-heurística. A equação
de P encontra-se representada em (4.11).
P = e−
f (sv)− f (sa)
T (4.11)
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Ainda em (4.11), sv e sa dizem respeito aos vetores da solução vizinha e da solução atual,
respetivamente. T é o valor da temperatura que vai decrescendo com o número de iterações, o que
significa que a probabilidade de soluções "piores" que são aceites vai decrescendo à medida que o
algoritmo se aproxima do fim. Neste caso é utilizado um arrefecimento linear do sistema segundo
a expressão (4.12).
T ← T × (1− tc) (4.12)
Neste caso, tc diz respeito à taxa de cooling ou taxa de arrefecimento e o seu valor é definido
antes da execução do algoritmo, assim como também o valor da temperatura inicial o é.
Na figura 4.9, encontra-se o pseudo-código do algoritmo utilizado para a aplicação desta meta-
heurística ao problema em questão.
Figura 4.9: Algoritmo em pseudo-código usado para implementar o Simulated Annealing.
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Tabela 4.1: Solução exemplo do algoritmo SA implementado.
7 5 8 13 3 9
Como já foi referido, os valores da temperatura T e da taxa de arrefecimento tc devem ser
definidos antes da execução do algoritmo e dependem do número de iterações que se pretende que
sejam executadas.
Para gerar a solução inicial, os clientes e o centro de distribuição que os serve são sequenciados
de forma aleatória e inseridos no vetor da solução atual (sa). De seguida é calculada a distância
da rota (da) que passa por todos os elementos do vetor e regressa ao elemento de origem. Estes
valores são guardados como os melhores encontrados até ao momento.
Já no interior do ciclo em que se procuram novas soluções, a troca de clientes é feita esco-
lhendo duas posições aleatórias do vetor solução vizinha (sv) e trocando a posição destes dois
elementos.
4.4.3.2 Apresentação da Solução
No final da execução do algoritmo, são apresentadas a melhor solução encontrada (sm) e a
distância associada a essa solução (dm). O vetor sm tem dimensão igual ao número de clientes
associados ao setor mais um, que diz respeito ao centro de distribuição. Assim, no final do algo-
ritmo o vetor sm apresentará a sequência de clientes a visitar (rota) e, entre eles, incluirá o centro
de distribuição que os serve. Para distinguir os clientes dos centros de distribuição (uma vez que
estão numerados da mesma forma) estipulou-se que o número dos centros no vetor sm corresponde
ao número original somado do número total de clientes.
Por exemplo, considerando que existe um total de 10 clientes (numerados de 0 a 9) dos quais 5
pertencem ao mesmo setor: 3, 5, 7, 8, 9. Considerando também que estes clientes são servidos pelo
centro de distribuição número 3, uma solução admissível que poderia ser obtida pelo algoritmo do
SA está representada na tabela 4.1.
O centro de distribuição encontra-se representado na solução pelo número "13" porque corres-
ponde ao número do centro (3) somado do número de clientes total do problema (10). Assim, pela
simples observação do vetor da solução é possível concluir que, partindo do centro de distribuição
3, o veículo de transporte deve fazer a seguinte sequência de clientes: 3 - 9 - 7 - 5 - 8. Depois do
cliente 8 o veículo regressa novamente ao centro de distribuição.
4.5 AHP - Avaliação das Soluções
Para a avaliação das soluções que vão sendo obtidas foi usado o método AHP. Neste caso,
foi usada uma ferramenta já existente que utiliza o AHP para resolver problemas de decisão.
A ferramenta em questão é o Priority Estimation Tool muitas vezes chamado de PriEsT. Desta
forma, algumas das funcionalidades do PriEsT foram implementadas no algoritmo desenvolvido
e são apresentadas de seguida.
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4.5.1 Leitura dos Dados
Ainda antes da execução do algoritmo é necessário obter a matriz de comparação junto do
agente decisor. Neste caso, esta matriz tem dimensão 6 por 6 isto porque existem 6 critérios de
comparação a aplicar às soluções obtidas. Estes critérios já foram referidos anteriormente sendo
eles os seguintes: Equilíbrio de Clientes, Equilíbrio de Cargas, Desejabilidade, Custo, Compaci-
dade e Equilíbrio de Distância.
No âmbito desta dissertação, considera-se que a matriz de comparação já existe antes mesmo
da execução do algoritmo e, portanto, este apenas lê os dados presentes na matriz e confirma a
consistência do julgamento do agente decisor pelo cálculo do Rácio de Consistência, abordado já
de seguida.
4.5.2 Rácio de Consistência (CR)
Depois de terem sido lidos os valores da matriz de comparação AHP, o primeiro passo é norma-
lizar a matriz. Com a matriz normalizada é possível calcular o eigen value (EV) que corresponde
a dividir a soma das linhas normalizadas por 6, neste caso. Ao EV normalizado também se dá o
nome de vetor de prioridade. Este vetor contém os valores dos pesos relativos a aplicar em cada
um dos 6 critérios.
De seguida é calculado o principal eigen value (PEV) que é igual à soma dos produtos entre
os valores do EV e valores da soma das colunas da matriz de comparação. Obtido o PEV é então
possível obter o índice de consistência (CI) que é dado pela expressão (4.13).
CI = (EV −6)/(6−1) (4.13)
Por fim, para calcular o rácio de consistência (CR) utilizou-se a expressão (4.14). É usado o
valor de 1,24 para o Random Consistency Index (RI) porque é o valor considerado apropriado para





Para que o julgamento seja considerado consistente o valor do CR não pode ultrapassar 10%.
Caso o CR ultrapasse 10% será necessário rever o julgamento do agente decisor e, consequente-
mente, alterar a matriz de comparação AHP.
4.5.3 Avaliação
Para avaliar as soluções que vão sendo obtidas foi criada uma matriz de critérios de solução
(M), ou seja, uma matriz em que são apresentados os valores dos critérios que se pretendem
analisar. Cada linha de M diz respeito a uma solução e apresenta os seis critérios que serão
utilizados para a avaliar.
Cada um dos elementos apresentados da matriz M estão diretamente relacionados com os seis
critérios que se pretendem avaliar, já enunciados, e que são explicados de seguida.
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4.5.3.1 Compacidade
A primeira coluna da matriz M diz respeito aos coeficientes de variação de compacidade (CVc)
de cada uma das N soluções obtidas. Para o cálculo de CVc é necessário, em primeiro lugar, o
valor de compacidade de cada setor (ci). Este valor é obtido dividindo o número total de pontos do
setor i pela distância (Euclidiana) entre o centro de massa do setor (CMi) e o ponto mais distante







A variável si j presente na equação (4.15) diz respeito ao uma variável binária que toma o valor
de 1 se o setor i contém o cliente j ou o valor 0 no caso contrário.
A partir daqui, o coeficiente de variação (CVc) é obtido dividindo o desvio padrão corrigido da
compacidade (s′c) pela média dos valores de compacidade de cada vetor (c¯). A expressão para o





Sendo que, para calcular a média dos valores de compacidade (c¯) por setor utiliza-se a equação








Por sua vez, para o cálculo do desvio padrão corrigido da compacidade (s′c) utiliza-se a expres-









4.5.3.2 Equilíbrio de Cargas
A segunda coluna da matriz M diz respeito ao coeficiente de variação de carga (CVq) apresen-
tado por cada uma das N soluções recolhidas. A ideia é a mesma que foi usada para o caso da
compacidade e, portanto, o CVq diz respeito ao quociente entre o desvio padrão corrigido de carga





Os valores de s′q e de q¯ são obtidos pelas equações presentes em (4.20) e (4.21), respetivamente.
A variável qi diz respeito à carga total do setor i e k representa, com já foi referido, o número total
de setores.
















4.5.3.3 Equilíbrio de Distâncias
De forma a medir o equilíbrio de distâncias entre as rotas formadas no interior dos setores
recorreu-se, novamente, a um coeficiente de variação, neste caso, o coeficiente de variação de





Os valores do desvio padrão corrigido de distâncias (s′d) e da média de distâncias (d¯) das rotas
dos setores são obtidos pelas expressões presentes em (4.23) e (4.24), respetivamente. A variável

















A quarta coluna da matriz M diz respeito ao custo (C) da solução. Este custo diz respeito ao
valor de distância total obtido somado do custo de abertura dos centros, ou seja, corresponde à
soma entre o somatório dos valores de distância (di) de cada setor i com o somatório do custo de











Em que w diz respeito ao número de centros de distribuição abertos.
4.5.3.5 Equilíbrio de Clientes
Outro critério tido em conta diz respeito ao equilíbrio do número de clientes por setor. Para
medir a qualidade das soluções em relação a este critério foi usado o coeficiente de variação do
número de clientes (CVn). Este coeficiente diz respeito ao quociente do desvio padrão corrigido
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do número de clientes (s′n) pelo número médio de clientes (n¯). A expressão usada para o cálculo





Os valores do desvio padrão corrigido do número de clientes (s′n) e da média de clientes (n¯)
por setor são obtidos pelas expressões presentes em (4.27) e (4.28), respetivamente. A variável ni

















Por fim, a sexta e última coluna da matriz M diz respeito à desejabilidade que reflete a vontade
do agente decisor de juntar certos grupos de clientes no mesmo setor. Neste caso, o critério de
desejabilidade (D) é calculado pela expressão (4.29).
D = 1− NE
H
(4.29)
A variável NE diz respeito ao número de clientes que se pretendia que ficassem no mesmo setor
mas que, após a setorização, se verificou que realmente foram colocados em setores diferentes. Por
sua vez, H representa o número máximo de clientes que poderiam ficar fora dos grupos formados
pelo agente decisor (pior caso). A expressão utilizada para o cálculo de H está representada em
(4.30), em que F representa o número total de grupos de clientes (que se pretende juntar) pelo











Para o cálculo de NE é necessário verificar, através do vetor de setores, se os clientes de cada
um dos F grupos formados pelo agente decisor foram realmente alocados aos mesmos setores.
Para cada cliente em que esta condição não se verifica o valor de NE é incrementado.
É considerado que os grupos de clientes são formados pelo agente decisor antes da execução
do algoritmo e, portanto, existe um ficheiro texto com um vetor de desejabilidade de dimensão
igual ao número de clientes existentes no problema a resolver. Estes grupos de clientes devem ser
numerados e clientes que se pretendam inserir no mesmo setor devem apresentar o mesmo número.
Por exemplo, se é pretendido que o cliente 3 e o cliente 6 fiquem no mesmo setor então é necessário
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inserir estes dois clientes no mesmo grupo no vetor de desejabilidade, ou seja, o elemento 3 e o
elemento 6 do vetor de desejabilidade devem tomar o valor 1 (grupo 1, por exemplo).
É também importante referir que, ao contrário dos restantes critérios apresentados, a deseja-
bilidade D é um critério que se pretende maximizar e, portanto, é utilizado 1−D na matriz M de
forma a termos um valor que cujo objetivo seja minimizar.
4.5.3.7 Qualidade das Soluções
A matriz M encontra-se representada na figura 4.10. Nela são apresentados os valores dos
critérios que se pretende analisar.
Figura 4.10: Matriz M com os valores dos critérios para K soluções.
Depois de obtidos todos os critérios para um certo número K de soluções é possível calcular
um valor para cada uma das soluções obtidas (Sv). Este valor está, como é evidente, intimamente
relacionado com o vetor de prioridade obtido anteriormente e, portanto, cada critério será "pesado"
segundo o julgamento feito inicialmente pelo agente decisor.
Em primeiro lugar, a matriz M foi normalizada, ou seja, foi calculada a soma de cada coluna
da matriz e, depois, cada elemento foi dividido pela soma da respetiva coluna. Após esta fase,
cada linha da matriz M normalizada foi multiplicada pelo vetor de prioridade (EV) obtendo-se um
valor pesado de qualidade das soluções.
4.6 Heurísticas de Melhoria
Depois da fase de construção do algoritmo estar concluída foram ainda inseridas algumas
heurísticas de melhoria para a abordagem escolhida. Algumas características importantes destas
heurísticas encontram-se explicadas de seguida.
4.6.1 Número de Clientes por Centro de Distribuição
Muitas vezes o agente decisor pretende que o número de clientes por centro esteja equilibrado
e para garantir este equilíbrio chegou-se à conclusão que seria necessário a introdução de uma
restrição de equilíbrio que atua consoante o julgamento do agente decisor, presente na matriz de
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comparação AHP. Esta restrição R indica o número máximo (limite) de clientes a ser alocado a
cada centro de distribuição aberto, dependendo do número de centros abertos (NCDa), do número
total dos clientes Nclientes e do peso/importância p correspondente ao equilíbrio de cargas, retirado




× (2− p) (4.31)
Assim, se o agente decisor pretender que a solução seja muito equilibrada em relação ao
número de clientes alocados a cada centro de distribuição, o valor de p será próximo de 1. Isto
faz com que o limite de clientes para cada centro de distribuição seja dado aproximadamente por:
R = NclientesNCDa , ou seja, será alocado o mesmo número de clientes a cada centro de distribuição.
4.6.2 Equilíbrio de Cargas
Outro problema que está associado principalmente ao método dos pares (MPA) é o facto de,
como neste algoritmo são escolhidos os pares mais atrativos, pode acontecer de serem apresen-
tados na solução grandes desequilíbrios de carga entre os setores. Em princípio, no método dos
pontos distantes (MPD) este problema não tem muita significância visto que, neste método, os
pontos são alocados alternadamente a cada setor e, portanto, é expectável que as cargas estejam
equilibradas no final do algoritmo.
Assim, foi testada a abordagem, que se encontra explicada de seguida, na tentativa de corrigir
este problema.
4.6.2.1 Explicação da Heurística
Para resolver este problema foi usada uma heurística de melhoria que visa a troca de clientes
entre setores de forma a equilibrar a carga dos mesmos. Em cada iteração deste algoritmo é
verificado qual o setor com menor valor de carga (setor de carga mínima). É depois analisada a
proximidade entre o centro de massa do setor e outros clientes não associados ao setor. Se esta
troca for admissível, ou seja, se o setor tiver capacidade para alocar o cliente em questão, o cliente
é então alocado ao setor e o centro de massa é atualizado.
É necessário também ter em atenção o centro de distribuição que serve o cliente. Se o cliente
for servido por um centro de distribuição diferente do que serve o setor de carga mínima, deve
verificar-se, em primeiro lugar, se o peso/importância atribuída ao equilíbrio das cargas, pelo
agente decisor, é superior à importância atribuída ao equilíbrio do número de clientes por centro de
distribuição. Isto porque, trocar um cliente de um setor servido por um determinado centro para
um outro setor servido por um centro diferente implica alterar a distribuição dos clientes pelos
centros, podendo estar-se a ir contra o julgamento do agente decisor. No entanto, se esta condição
for verificada então deve, em segundo lugar, ter-se em atenção a capacidade de abastecimento do
centro e verificar que esta não é excedida com a alocação do novo cliente.
Na figura 4.11 está representada uma iteração do algoritmo de equilíbrio de cargas. A figura
apresenta um exemplo com três setores de clientes assinalados a cor diferente (verde, vermelho
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e azul). Existem também três pontos representados a preto que dizem respeito aos centros de
massa de cada setor. Considera-se que os pontos estão carregados homogeneamente e, portanto,
o setor a vermelho é o menos carregado de entre os restantes. Na segunda quadrícula da figura
4.11 é visível a escolha de um cliente para o setor de carga mínima que é depois, já na terceira
quadrícula, alocado a esse setor. Para além da alocação, também os centros de massa dos setores
em que houve troca de clientes são atualizados.
Figura 4.11: Representação de uma iteração do algoritmo de equilíbrio de cargas.
4.6.2.2 Critério de Paragem
O algoritmo de equilíbrio de cargas apenas termina quando é atingido o valor de "diferença
de cargas" pretendido, ou seja, quando o valor da diferença entre as cargas do setor mais carre-
gado e do setor menos carregado atingem um determinado valor estipulado antes. Este valor está
diretamente relacionado com o julgamento do agente decisor e corresponde à diferença de carga
máxima (dcarga). Sendo p o peso atribuído ao equilíbrio de cargas, segundo o vetor de priori-
dade, a expressão para o cálculo de dcarga está representada na expressão (4.32). O valor de qtotal
representa a carga total apresentada por todos os clientes do setor.
dcarga = qtotal× (1− p) (4.32)
No entanto, constatou-se que era possível que este critério de paragem nunca fosse atingido
devido à possibilidade de ocorrência de situações em que, por exemplo, dois setores têm carga
muito próxima e são os setores menos carregados. Se, para além disto, forem também setores
próximos um do outro pode acontecer que o algoritmo esteja infinitamente a trocar o mesmo
cliente de um setor para o outro. Por exemplo, considere-se que numa iteração o cliente k é tirado
ao setor i e colocado no setor j, que corresponde ao setor de menor carga para essa iteração, e que
na iteração seguinte o setor i devido à perda de carga associada ao cliente k ficaria a ser o setor
menos carregado. Isto faria com que, muito provavelmente, o setor i fosse de novo buscar o cliente
k ao setor j na iteração seguinte e, a partir daqui, esta transição entre o setor i e o setor j por parte
do cliente k continuaria infinitamente.
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Para diminuir a probabilidade de ocorrência deste acontecimento experimentou-se introduzir
memória no algoritmo e a regra é: os três clientes escolhidos nas últimas três iterações não po-
dem ser escolhidos na iteração atual. Com esta regra pretende-se minimizar a probabilidade de
ocorrência deste problema, no entanto, este pode mesmo assim ocorrer e, portanto, também se
estabeleceu que o critério de paragem, para além do teste de diferença entre cargas, devia incluir
um limite de iterações a serem realizadas pelo algoritmo desta heurística.
4.6.3 Inclusão da Desejabilidade no Cálculo da Atração
A desejabilidade é um critério bastante importante principalmente se no problema a resolver
existir a necessidade de formar grupos de clientes que necessitam de pertencer à mesma rota.
Assim, foi testada a inserção de um parâmetro de desejabilidade na matriz de atração que vai sendo
calculada e atualizada em ambos os métodos (MPA e MPD). Portanto, criou-se um parâmetro
d que toma o valor (peso) correspondente à desejabilidade do vetor de prioridade no caso de se
pretender que cliente i e cliente j fiquem colocados no mesmo setor. Depois adaptou-se a expressão





Em que qi e q j correspondem às cargas dos clientes i e j, respetivamente, e di j diz respeito à
distância entre eles.
Assim, a atração entre clientes que se pretende que sejam integrados na mesma rota ou setor
será beneficiada, dependendo do peso atribuído à desejabilidade por parte do agente decisor.
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Capítulo 5
Discussão dos Resultados
Neste capítulo são apresentados e analisados os resultados obtidos computacionalmente. Estes
resultados dizem respeito a dois algoritmos que foram programados e testados em paralelo. Estes
algoritmos apenas diferem na fase de Setorização, sendo que um deles implementa o método dos
pares (MPA) e o outro utiliza o método dos pontos distantes (MPD), apresentados no capítulo an-
terior. Em primeiro lugar, é feita uma comparação entre os resultados obtidos com esta abordagem
e os que são apresentados no caso de estudo (Barreto et al. (2007)).
5.1 Comparação com os Resultados do Caso de Estudo
No caso de estudo analisado (Barreto et al. (2007)) foi usada uma instância de 50 clientes e
5 possíveis localizações para centros de distribuição. A solução obtida no caso de estudo está
presente na figura 5.1.
Figura 5.1: Solução obtida para as rotas dos setores no caso de estudo (Barreto et al. (2007))
Neste caso apenas é avaliada a distância total das rotas na solução obtida. Como o algoritmo
implementado no âmbito desta dissertação está programado para avaliar um conjunto de critérios
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distintos, optou-se por privilegiar o critério de custo (que diz respeito ao total da distância percor-
rida pelas rotas) na matriz de comparação AHP. Os valores colocados na matriz encontram-se na
figura 5.2 (a quarta linha da matriz corresponde ao custo). Esta escolha de valores para a matriz de
comparação AHP corresponde a atribuir um peso ao custo de 65%, aproximadamente. De seguida
serão apresentadas e discutidas soluções obtidas para os dois métodos de setorização utilizados
(MPA e MPD).
Figura 5.2: Valores colocados na matriz de comparação de modo a beneficiar o custo.
5.1.1 Resultados obtidos com MPA
De modo a dar resposta ao problema do caso de estudo, o algoritmo do MPA foi executado
30 vezes, o que corresponde à obtenção de 30 soluções. Como, neste caso, apenas é considerado
o critério custo, analisou-se a evolução das soluções de custo ao longo do tempo (expresso em
segundos). Para além disso, foi definido que se pretendia abrir apenas dois centros de distribuição,
como no exemplo presente em Barreto et al. (2007). O gráfico da figura 5.3 mostra esta evolução.
É também traçada a reta de regressão linear.
Figura 5.3: Evolução do custo ao longo do tempo, para 30 corridas do algoritmo (MPA).
Pela observação da evolução do custo no tempo, e da respetiva regressão linear, é possível
concluir que existe uma tendência para a diminuição do número de soluções "não-interessantes",
ou seja, ao longo do tempo o algoritmo tende a gerar soluções com custo mais baixo do que
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inicialmente. Isto deve-se, principalmente, à atualização do valor das probabilidades de abertura
dos centros, já referidas anteriormente, pois, no fim de cada corrida do algoritmo este valor é
atualizado consoante a "qualidade" da solução apresentada, ou seja, foi inicialmente estipulado
um valor de orçamento (Martinho (2016)) para as soluções, que diz respeito a um valor abaixo do
qual as soluções devem ser beneficiadas. Este valor, como é evidente, deve ser definido pelo agente
decisor e, para este caso, foi considerada solução "interessante" toda a solução que apresente um
valor para o custo inferior a 610 unidades. Assim, os centros abertos em soluções deste tipo
apresentarão um acréscimo na sua probabilidade de serem escolhidos, beneficiando-se assim a sua
re-escolha em corridas futuras.
Para além disso, é também possível observar que a melhor solução obtida durante as 30 corri-
das do algoritmo foi obtida já perto do fim do mesmo e apresenta um custo de 552,2 unidades. A
solução, ainda sem as rotas, apenas com a apresentação dos clientes divididos em setores encontra-
se presente na figura 5.4. É possível observar na figura a totalidade de clientes representada no
plano xy e os setores correspondentes (a cores diferentes). Também se encontram representados
os centros de distribuição abertos (3 e 4), que neste caso, vão abastecer os clientes.
Figura 5.4: Setores de clientes formados na melhor solução obtida nas 30 corridas pelo MPA.
Depois da setorização, o algoritmo formou rotas no interior dos setores. Estas rotas incluem,
como já foi referido, todos os clientes do setor em questão e o centro de distribuição aberto que
os serve. As rotas formadas pela meta-heurística utilizada (Simulated Annealing) encontram-se
representadas na figura 5.5.
5.1.2 Resultados obtidos com MPD
Procedeu-se de igual modo para o algoritmo que utiliza o método dos pontos distantes (MPD)
para realizar a setorização. Para este caso, a evolução das soluções em função do tempo de execu-
ção do algoritmo encontra-se representada na figura 5.6.
Tal como no caso anterior, o algoritmo mostra tendência para a redução do custo ao longo do
tempo. Observa-se também uma maior propensão para soluções melhores mais perto do final das
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Figura 5.5: Rotas de clientes no interior de cada setor (custo = 552,2).
30 corridas. Na verdade, à medida que o algoritmo vai progredindo, as probabilidades dos centros
associados a soluções melhores são incrementadas o que permite o aparecimento de soluções ainda
melhores, como algumas das que observamos no intervalo de tempo [400, 500] do gráfico da figura
5.6.
Neste caso, a melhor solução obtida pelo algoritmo apresenta um valor de 556,8 unidades para
o custo. De seguida é apresentada a solução após a setorização realizada pelo MPD na figura 5.7.
Na figura 5.7 encontram-se representados os seis setores obtidos, cada um com uma cor di-
ferente. Também estão representados os centros de distribuição (neste caso, centro 1 e 4) que
estão destinados a servir os setores na fase da definição de rotas. Na figura 5.8 encontram-se
representadas as rotas entre os centros de distribuição abertos e os clientes por eles servidos.
É também interessante notar que é possível traçar uma linha que divide a figura 5.8 em duas
partes cada uma das quais com um centro de distribuição aberto e os respetivos setores (neste caso,
3 setores para cada centro). Assim, este é um bom exemplo para demonstrar o impacto da fase
de pre-setorização, explicada no capítulo 4, na solução final, pois está bem patente a divisão entre
clientes alocados ao CD1 e ao CD4.
5.2 Resultados para novas Instâncias
Nesta secção serão comparadas as soluções dos dois métodos (MPA e MPD) com as soluções
obtidas, para cada instância, pela abordagem do caso de estudo. As instâncias utilizadas estão
presentes nos anexos (Barreto (2004)) e os resultados obtidos podem ser observados na tabela 5.1.
Para cada instância foi executado cada um dos algoritmos um determinado número de vezes (Nc).
Na primeira coluna da tabela é apresentado o nome da instância, que contém informação sobre o
número de clientes e localizações possíveis para centros de distribuição (por exemplo, 50x5 diz
respeito a 50 clientes e 5 localizações possíveis para centros de distribuição). Cv é a capacidade
máxima do veículo e O diz respeito ao orçamento abaixo do qual se beneficiam as soluções.
Por sua vez, NCA indica o número de centros de distribuição abertos. É também apresentado o
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Figura 5.6: Evolução do custo ao longo do tempo, para 30 corridas do algoritmo (MPD).
tempo total t(s) que o algoritmo demorou a correr, em segundos, e informação sobre o método
de setorização utilizado (M). Por fim, MS diz respeito à melhor solução obtida pelo algoritmo e
MSCE é a melhor solução obtida pelo método utilizado em Barreto et al. (2007). Nestas soluções
é também considerado o custo de abertura dos centros de distribuição e, portanto, os resultados
dizem respeito à soma das distâncias das rotas pelos custos de abertura dos centros utilizados.
Tabela 5.1: Resultados para várias instâncias.
Instância Cv O NCA Nc t(s) M MS MSCE





































Na tabela 5.2 encontram-se os valores da temperatura (T) e da taxa de arrefecimento (tc) utili-
zados no Simulated Annealing para as soluções apresentadas na tabela 5.1.
Pela observação da tabela 5.1 verifica-se que tanto o método dos pares (MPA) como o método
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Figura 5.7: Setores de clientes formados na melhor solução obtida nas 30 corridas pelo MPD.
dos pontos distantes (MPD) apresentam melhores soluções de custo para problemas de menor
dimensão. Isto fica bem patente se forem observadas as instâncias de Christofides69. Para 50 cli-
entes e 5 centros, ambos os métodos conduzem a soluções satisfatórias, ou seja, soluções melhores
do que aquelas que são apresentadas em Barreto et al. (2007). No entanto, para a instância de 100
clientes e 10 centros os resultados não são tão satisfatórios. Este facto é explicável uma vez que,
no caso destas instâncias, apenas estamos a avaliar o custo envolvido. No entanto, os métodos aqui
abordados estão construídos para fornecer soluções satisfatórias em vários critérios, não apenas
no que diz respeito ao custo. Por exemplo, o MPD no momento de criação dos setores já garante
algum equilíbrio visto que são alocados, aproximadamente, o mesmo número de clientes a cada
setor. No entanto, se o único foco é a minimização do custo esta forma de alocação do MPD pode
ser prejudicial visto que podem existir soluções melhores com setores desequilibrados. No MPA
isto também acontece uma vez que, para formar setores, os clientes são aglomerados em grupos
até que a capacidade do veículo seja esgotada.
Na próxima secção serão apresentados e comparados resultados tendo em conta não apenas
o critério custo, até aqui considerado, mas também os restantes cinco critérios já abordados no
capítulo 4.
5.3 Comparação MPA vs MPD
Nesta secção são analisados os comportamentos dos métodos abordados (MPA e MPD) para os
diferentes critérios a avaliar. Para esta análise é usada a instância Christofides69-50x5, já testada
anteriormente e presente nos anexos desta dissertação. A capacidade do veículo Cv é considerada
constante e igual a 160.
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Figura 5.8: Rotas de clientes no interior de cada setor (custo = 556,8).
5.3.1 Análise de Compacidade
Em primeiro lugar, são analisados os resultados no que diz respeito à compacidade. Este
critério pode ser importante na medida em que pode ser preferível, do ponto de vista do agente
decisor, obter setores com clientes próximos uns dos outros.
Para analisar os resultados tendo em conta principalmente o critério compacidade foi privilegi-
ado este mesmo critério na matriz de comparação AHP (cenário 1), da mesma forma que foi feito
para o custo nas secções anteriores. Na tabela 5.3 são apresentados os valores Sv de 10 soluções
obtidas, para cada um dos métodos de setorização. Estes são valores que se pretendem minimizar e
dizem respeito à soma pesada dos coeficientes de variação (CV) de todos os critérios. No entanto,
neste caso, como se beneficia a compacidade (aproximadamente, 65%) na avaliação das soluções,
os valores dependem bastante do coeficiente de variação de compacidade (CVc). NCA diz respeito
ao número de centros abertos e c¯ é a média dos valores de compacidade de cada setor da solução
(quanto maior este valor mais compactos são os setores, em média).
A melhor solução obtida para estas 10 corridas do método dos pares (MPA) foi de 0,013,
segundo a tabela 5.3. Esta solução encontra-se representada na figura 5.9. Os pontos pretos repre-
sentam os centros de massa (CM) de cada setor. Em redor de cada CM existe uma circunferência
(a tracejado) que passa no ponto mais distante.
Como é evidente, todos os pontos pertencentes a um determinado setor encontram-se no inte-
rior da circunferência a tracejado. Os pontos de cada setor estão representados a cores diferentes
e interligados entre si com a cor do setor.
Por sua vez, na figura 5.10 encontra-se a representação do mesmo tipo de análise feita na figura
5.9 mas, desta vez, para o método dos pontos distantes (MPD). Neste caso o melhor resultado
obtido, nas 10 corridas, foi de 0,0378.
Verifica-se, pela observação das figuras 5.9 e 5.10, que o MPD apresenta uma maior tendência
para a criação de setores equilibrados em termos de compacidade do que o MPA, visto que as
circunferências de centro no CM dos setores e que passam pelo pontos mais distantes dos mesmos
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Tabela 5.2: Valores utilizados no Simulated Annealing.





































têm uma área que difere menos de setor para setor no caso do MPD do que no caso do MPA. A
melhor solução apresentada nas 10 corridas pelo MPA ainda apresenta algumas diferenças signi-
ficativas entre as compacidades de cada setor. Por exemplo, pela simples observação da figura 5.9
constata-se que o setor 2 tem uma compacidade bastante mais elevada do que o setor 7 ou setor 1.
Por outro lado, a solução do MPD apresentada na figura 5.10 apresenta valores de compacidade
mais equilibrados entre setores.
No entanto, pela análise da tabela 5.3 é possível concluir que, em média, os valores de com-
pacidade obtidos pelo MPA são melhores do que os valores apresentados pelo MPD. Isto significa
que, mesmo sabendo que o MPD apresenta setores mais equilibrados em termos de compacidade,
ou seja, tem, em média, um coeficiente de variação de compacidade (CVc) menor do que MPA,
o MPA apresenta setores que são, em média, mais compactos. Este facto pode ser observado na
figura 5.9 onde são mostrados setores muitos compactos (por exemplo, setores 1, 4 e 6) e outros
não tão compactos (por exemplo setores 1 e 7). Ainda assim, de entre estas duas soluções obtidas a
melhor é a da figura 5.10 pois apresenta um valor de compacidade c¯ de 7,16 contra 6,57 da solução
do MPA e, para além disso, apresenta também uma menor variação de compacidade entre setores.
É importante notar que o que se avalia com o coeficiente de variação de compacidade (CVc) na
matriz de soluções (Sv) são as desigualdades apresentadas entre os setores da solução, ou seja, o
importante é o equilíbrio dos setores em termos de compacidade e não a compacidade média das
soluções (c¯).
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Tabela 5.3: Valor de 10 soluções no cenário 1.
N NCA Sv (MPA) c¯ (MPA) Sv (MPD) c¯ (MPD)
1 2 0,0130 6,57 0,1535 4,03
2 2 0,1695 7,67 0,1514 4,05
3 2 0,0372 7,32 0,0408 6,19
4 2 0,1562 7,28 0,0408 6,19
5 2 0,1451 7,19 0,1237 5,39
6 2 0,1150 7,13 0,0225 7,50
7 2 0,1849 7,77 0,1322 4,25
8 2 0,030 7,50 0,1210 4,28
9 2 0,1318 7,23 0,0378 7,16
10 2 0,0175 7,99 0,1761 5,30
média 7,37 5,43
5.3.2 Análise de Cargas
Outro critério que pode ser importante do ponto de vista do agente decisor é o equilíbrio de
cargas entre setores. Na tabela 5.4 encontram-se apresentados resultados de 10 corridas do algo-
ritmo que implementa o MPA para um cenário (considere-se o cenário 2) em que o equilíbrio de
cargas é privilegiado em relação aos restantes critérios (mais uma vez, o peso do critério a avaliar
é de 65%, aproximadamente, em relação aos outros) e para a abertura de 2 centros de distribuição
(NCA = 2). A heurística de melhoria para o equilíbrio de cargas, apresentada no capítulo 4, atua
consoante o peso atribuído a este critério e, portanto, na tabela 5.4 encontram-se apresentados
os valores de cargas de cada setor i no momento que antecede a atuação da heurística (Ci) e no
momento imediatamente a seguir (Ci∗). Sv representa o valor da solução.
Tabela 5.4: Resultados de cargas dos setores para 10 corridas do MPA.
N C1 C2 C3 C4 C5 C6 C7 C1* C2* C3* C4* C5* C6* C7* Sv
1 151 150 125 153 160 38 - 125 124 131 129 132 136 - 0,059
2 156 59 154 123 137 148 - 144 124 125 126 128 130 - 0,096
3 158 107 139 126 43 143 61 112 107 107 106 107 112 126 0,107
4 147 145 117 68 133 108 59 106 107 111 106 126 115 106 0,114
5 159 92 103 124 140 159 - 140 126 139 125 124 123 - 0,102
6 147 120 142 94 88 55 131 126 108 106 111 110 109 107 0,103
7 153 150 120 158 160 36 - 140 127 121 130 138 121 - 0,106
8 158 59 152 123 140 145 - 144 127 124 124 124 134 - 0,104
9 116 59 79 107 117 121 159 103 119 105 102 117 102 110 0,116
10 158 92 82 112 97 121 115 124 110 106 111 108 107 111 0,093
Pela observação da tabela 5.4 é possível concluir que realmente com um peso de aproxima-
damente 65% para o critério de equilíbrio de cargas o algoritmo consegue reduzir bastante as
diferenças de carga entre setores. No entanto, é claro que esta elevada diminuição dos desequi-
líbrios em termos de carga entre setores prejudica os restantes critérios. Por exemplo, o custo é
fortemente prejudicado, pois tendo um peso, neste caso, de aproximadamente 7% a importância
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Figura 5.9: Análise de compacidade de uma solução do MPA.
que é dada às distâncias das rotas é muito reduzida. Para a melhor solução obtida nestas 10 cor-
ridas do algoritmo (Sv = 0,059) nota-se um elevado equilíbrio entre cargas dos setores visto que a
diferença máxima de cargas entre dois setores é de 12. No entanto, o custo associado à rota em
questão é de aproximadamente 830, o que corresponde a um custo bastante elevado em relação
àqueles que foram obtidos na primeira secção.
Na tabela 5.5 encontram-se os valores para o mesmo tipo de análise mas, desta vez, correndo
10 vezes o algoritmo que implementa o método dos pontos distantes (MPD), para 2 centros de
distribuição abertos (NCA = 2). O MPD tem a particularidade de ir alocando clientes alternada-
mente aos setores que são necessários para a solução. Esta particularidade faz com que o MPD
apresente tendência para gerar soluções mais equilibradas em termos de carga mesmo antes da
aplicação da heurística de melhoria, principalmente em situações em que as cargas não diferem
muito de cliente para cliente. Na segunda corrida do algoritmo (N=2) foi obtida a melhor solução
(Sv = 0,056). Curiosamente as cargas dos setores antes da aplicação da heurística de melhoria até
se apresentam algo desequilibradas, principalmente pelo facto de existir um setor (C6) com carga
igual a 76 bastante inferior à carga de outros que apresentam valores próximos de 130 (C4, C5 e
C7). No fim da execução da heurística de melhoria, a diferença de cargas máxima entre as cargas
dos setores foi de 8, o que indica uma variação muito pequena entre cargas de setor para setor.
5.3.3 Análise de Número de Clientes
O número de clientes a servir por determinado centro de distribuição ou até o número de
clientes associados a cada rota podem também ser fatores importantes do ponto de vista do agente
decisor, isto porque, por exemplo, numa determinada rota, as paragens em clientes podem demorar
um certo tempo e se existirem rotas com grande número de clientes e outras com número reduzido
pode acontecer que, por um lado, existirem veículos que não conseguem visitar todos os clientes
em tempo útil e, por outro, existirem veículos que completam a rota num tempo muito curto
desperdiçando-se aqui algum tempo que poderia ser dedicado a outros clientes.
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Figura 5.10: Análise de compacidade de uma solução do MPD.
O número de clientes alocado a cada centro de distribuição não é avaliado na matriz de solu-
ções. Em vez disso, no início do algoritmo, o agente decisor é questionado sobre a importância de
limitar o número de clientes a associar a cada centro. Esse valor (0% - 100%) definido pelo agente
decisor entrará posteriormente na restrição do equilíbrio, já referida e explicada no capítulo 4.
Na tabela 5.6 estão presentes os resultados do funcionamento da restrição do equilíbrio, para
10 corridas do algoritmo que implementa o MPA, fazendo-se variar a importância (I) dada ao
equilíbrio dos centros por parte do agente decisor e o número de centros a serem abertos. O
número de clientes alocados a cada centro de distribuição aparece na coluna correspondente a cada
um deles (CDi). Neste caso, correr o algoritmo que implementa o MPA ou o MPD é indiferente
visto que a alocação de clientes aos centros de distribuição pertence a uma fase de pré-setorização
e que, portanto, ambos os algoritmos implementam esta fase da mesma forma.
Por outro lado, o número de clientes alocados a cada setor pode estar relacionado com o
número de clientes alocados a cada centro de distribuição, isto porque, por exemplo, na primeira
corrida (N=1) registada na tabela 5.6 o número de clientes alocados ao centro de distribuição 3
(CD3) é de apenas quatro clientes. Isto pode afetar o equilíbrio entre clientes por setor visto que,
para este centro de distribuição (CD3) vai existir um setor que contém, no máximo, 4 clientes. No
entanto, em testes anteriores, nomeadamente das tabelas 5.4 e 5.5, foi observado que o número de
setores necessário para resolver o problema, tanto no MPA como no MPD, varia entre 6 e 7, para 2
centros de distribuição abertos. Assim, é de esperar que uma solução, com um número equilibrado
de clientes por setor apresente valores próximos 8 clientes por setor (visto que 50/7 = 7,14 e
50/6 = 8,3). Portanto, dizer que um dos setores vai conter apenas 4 clientes significa criar um
desequilíbrio entre setores, logo à partida.
De modo a evitar este tipo de desequilíbrios, para um cenário (cenário 3) que privilegia o
equilíbrio do número de clientes por setor, foi utilizada uma importância de 80% no equilíbrio de
clientes por centro de distribuição. Na tabela 5.7 encontram-se os resultados, para 10 corridas do
MPA, do número de clientes por setor i (Nsi) e o valor da solução final (Sv), considerando-se, mais
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Tabela 5.5: Resultados de cargas dos setores para 10 corridas do MPD.
N C1 C2 C3 C4 C5 C6 C7 C1* C2* C3* C4* C5* C6* C7* Sv
1 105 145 120 99 106 117 85 108 104 110 111 121 113 110 0,090
2 118 91 107 130 128 74 129 111 108 115 107 110 115 111 0,056
3 145 92 117 152 138 133 - 140 141 126 124 123 123 - 0,125
4 131 115 93 138 163 137 - 124 133 128 123 141 128 - 0,097
5 105 114 110 122 101 98 127 105 114 110 121 115 108 104 0,105
6 103 145 122 99 100 121 87 105 109 114 117 100 112 120 0,117
7 149 100 90 132 154 152 - 138 123 135 129 122 130 - 0,094
8 105 145 120 99 96 112 100 110 116 119 106 108 112 106 0,087
9 139 144 151 119 104 120 - 126 125 137 123 140 126 - 0,105
10 117 116 99 147 124 95 79 116 120 101 114 101 112 113 0,124
uma vez, um peso de 65%, aproximadamente, para o equilíbrio de clientes por setor.
A mesma análise para o MPD não será realizada visto que na setorização do MPD os clientes
são alocados alternadamente aos setores o que faz com que os estes, no final, fiquem equilibrados.
5.3.4 Análise de Rotas
Em muitas situações é também importante garantir um bom equilíbrio de distâncias percorri-
das em cada setor. Isto porque, por exemplo, pode pretender-se que não existam rotas muito longas
devido às longas horas de viagem que os condutores dos veículos teriam de fazer para concluir a
rota em tempo útil. Nos problemas analisados no âmbito desta dissertação não existe informação
sobre o tempo que levaria a percorrer determinada rota nem são diferenciados os caminhos entre
clientes e, portanto, existe um relaxamento do problema neste aspeto. No entanto, numa situa-
ção real, existe a necessidade de analisar caminhos entre clientes e tempo que cada veículo leva
a percorrer determinada rota, de forma a elaborar rotas de clientes que não excedam, em tempo,
as horas de trabalho diárias de um motorista. Isto poderá ser algo a acrescentar posteriormente ao
algoritmo de forma a otimizar a sua aplicação prática na realidade.
Por enquanto, o único limite considerado é a capacidade do veículo (Cv) que não deve exceder
o valor de 160. Assim, cada setor de clientes e, consequentemente, cada rota entre eles e os centros
de distribuição não incluem mais carga do que 160. Cumprindo apenas esta regra, considere-se
que se pretende equilibrar ao máximo as distâncias percorridas nas rotas dos setores. Para isto, é
beneficiado este critério (cenário 4), utilizando novamente a matriz de comparação AHP (uma vez
mais, o critério considerado terá um peso de 65%). Na tabela 5.8 encontram-se representadas as
distâncias percorridas no interior de cada setor i (dsi) e o valor da solução final Sv.
Para as 10 corridas do algoritmo que implementa o MPA a melhor solução é a quinta (N=5)
com um valor da solução Sv de 0,068. As rotas de clientes associadas a esta solução são apresen-
tadas de seguida:
• Rota setor 1: 51 25 13 4 47 18 14
• Rota setor 2: 55 2 16 21 29 20 35 36 3
• Rota setor 3: 55 9 49 15 45 33 39 10 30 34 50
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Tabela 5.6: Resultados da atuação da restrição do equilíbrio ao número de clientes por CD.
N I NCA CD1 CD2 CD3 CD4 CD5
1 10% 2 0 46 4 0 0
2 10% 3 0 22 3 0 25
3 10% 4 0 15 4 9 22
4 10% 5 8 13 2 8 19
5 80% 2 27 0 0 23 0
6 80% 3 15 0 0 16 19
7 80% 4 10 14 0 12 12
8 80% 5 10 12 4 12 12
9 100% 2 25 0 0 0 25
10 100% 5 10 10 10 10 10
• Rota setor 4: 51 24 43 7 23 48 6
• Rota setor 5: 55 8 26 31 28
• Rota setor 6: 51 17 37 44 42 19 40 41
• Rota setor 7: 55 22 1 27 46 12 5 38 11 31
Os valores apresentados de 1 a 50 representam os clientes e os valores acima de 50 dizem
respeito aos centros de distribuição. Neste caso, 51 e 55 dizem respeito ao centro de distribuição 1
e 5, respetivamente. Pela observação da tabela 5.8 verifica-se que os primeiros setores (s1 e s2) de
cada solução tendem a ser, em média, os setores a apresentar valores mais baixos para a distância
da rota que contêm. Este facto já seria esperado uma vez que o primeiro setor é logo criado na
junção dos pares de pontos que, em princípio, dizem respeito aos clientes que mais se atraem
de entre todos os clientes existentes e que, portanto, são clientes próximos um do outro. Assim,
como os primeiros setores são os que começam primeiro a ter pontos associados é mais provável
que sejam também os setores que atingem primeiro o limite de carga estipulado, ficando, após
atingido o limite, impedidos de associar mais clientes. Isto faz com que os clientes mais afastados
do centro de massa de todos os setores tendam a ficar alocados aos últimos setores, uma vez que é
provável que no momento em que é feita a sua alocação os primeiros setores já tenham atingido a
capacidade máxima de carga que podem comportar.
Na tabela 5.9 encontram-se os resultados das rotas para o MPD, ainda para o cenário 4 e para
10 corridas do algoritmo.
Para o caso do MPD, pode-se concluir pela observação da tabela 5.9 que foram obtidas so-
luções muito semelhantes no que diz respeito ao equilíbrio de distâncias das rotas entre setores.
Porém a melhor solução apresentada foi a quarta (N=4) e a sequência de clientes a serem visitados
em cada setor encontra-se representada de seguida:
• Rota setor 1: 51 46 6 23 43 24 14 25 18
• Rota setor 2: 51 37 44 15 45 33 39 10 5 12
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Tabela 5.7: Resultados do equilíbrio de clientes por setores do MPA, cenário 3.
N Ns1 Ns2 Ns3 Ns4 Ns5 Ns6 Ns7 Sv
1 8 9 7 3 8 9 6 0,110
2 8 8 7 7 7 7 6 0,039
3 6 7 10 8 6 4 9 0,105
4 6 3 5 8 8 8 11 0,131
5 6 6 11 11 7 3 6 0,148
6 6 7 10 8 6 4 9 0,104
7 7 8 9 8 3 9 6 0,110
8 9 3 9 8 9 12 - 0,132
9 7 6 8 7 7 8 7 0,039
10 7 7 8 5 7 10 6 0,082
• Rota setor 3: 51 4 13 41 40 19 42 17 47
• Rota setor 4: 54 31 8 26 7 48 27 11 32 1
• Rota setor 5: 54 16 50 21 34 30 9 49 38
• Rota setor 6: 54 22 28 3 36 35 20 29 2
Esta solução para além de ser uma solução com um bom nível de equilíbrio de distâncias
também apresenta uma boa distribuição de clientes pelos diferentes setores uma vez que quatro
dos setores possuem 8 clientes associados e os restantes dois possuem 9.
5.3.5 Análise de Desejabilidade
Existem também situações em que o agente decisor pretende que determinados grupos de
clientes fiquem associados ao mesmo setor, ou seja, que esse grupo de clientes integre a mesma
rota. Por exemplo, pode haver a necessidade de transportar algo de um cliente para um outro
e, portanto, estes clientes estão dependentes um do outro e, consequentemente é preferível que
integrem a mesma rota.
Considere-se um exemplo em que o agente decisor pretende que existam três grupos de clientes
que pertençam à mesma rota. Os grupos são apresentados de seguida:
• Grupo 1: 24, 25, 43.
• Grupo 2: 10, 37, 39.
• Grupo 3: 3, 35, 36.
Para fazer a análise da desejabilidade das soluções do MPA e do MPD, é necessário em pri-
meiro lugar, tal como foi feito para as análises apresentadas anteriormente, privilegiar este critério
na matriz de comparação AHP (mais uma vez, o peso dado à desejabilidade é de 65%). Na tabela
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Tabela 5.8: Resultados das distâncias das rotas do MPA em 10 corridas, para o cenário 4.
N ds1 ds2 ds3 ds4 ds5 ds6 ds7 Sv
1 74,5 89,1 71,0 105,4 42,4 99,75 121,1 0,092
2 78,1 84,6 137,9 113,1 63,4 52,6 73,6 0,111
3 66,9 73,0 66,9 107,3 85,2 65,6 144,8 0,095
4 96,6 31,3 107,9 91,4 131,5 154,6 - 0,121
5 73,0 82,5 125,8 63,4 52,6 116,9 73,5 0,068
6 94,9 33,4 102,4 90,3 150,2 178,5 - 0,131
7 88,9 78,7 94,6 69,4 113,4 131,9 - 0,072
8 31,3 103,4 96,7 97,1 161,1 188,8 - 0,133
9 90,3 71,4 119,6 42,4 112,9 131,6 66,9 0,096
10 76,5 160,5 127,7 104,4 102,1 90,1 - 0,081
5.10 estão presentes os grupos de clientes e a rota à qual estes ficaram alocados em 10 corridas do
algoritmo que implementa o MPA. É também apresentado o valor Sv da solução.
Pela análise da tabela 5.10 conclui-se que, para 10 corridas do MPA, não foi possível obter
uma solução em que todos os clientes de cada grupo fossem alocados a setores comuns. A melhor
solução obtida foi a sétima (N=7), na qual todos os elementos do grupo 3 são realmente inseridos
no mesmo setor, 2 dos elementos do grupo 2 também o são e, por fim, também 2 elementos do
grupo 1 partilham o mesmo setor.
Na tabela 5.11 encontram-se resultados semelhantes desta vez para o MPD. Tal como no MPA,
também no MPD não foi possível obter, nas 10 corridas, uma solução que reunisse todos os ele-
mentos de cada grupo em setores comuns. No entanto, foram obtidas bastantes soluções (N=3,
N=4, N=6, N=7, N=9 e N=10) em que, de entre todos os clientes de todos os grupos, apenas 1 não
fica no mesmo setor ao qual pertencem os restantes clientes do seu grupo.
É também importante referir que poderia ser pretendido, por parte do agente decisor, que
a desejabilidade fosse totalmente cumprida, ou seja, que realmente só fossem interessantes as
soluções em que os elementos do mesmo grupo fossem colocados no mesmo setor. Para este caso,
apenas é necessário alterar o valor do parâmetro d, explicado no final do capítulo 4, para um valor
muito grande (M). Assim a atração entre clientes associados ao mesmo grupo será fortemente
privilegiada e estes serão sempre alocados ao mesmo setor.
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Tabela 5.9: Resultados das distâncias das rotas do MPD em 10 corridas, para o cenário 4.
N ds1 ds2 ds3 ds4 ds5 ds6 ds7 Sv
1 132,9 128,6 89,5 84,4 140,6 119,9 80,4 0,099
2 110,8 95,0 95,3 123,1 107,4 103,6 - 0,102
3 113,2 122,3 96,8 126,6 106,1 73,2 - 0,100
4 97,8 100,0 88,6 97,1 84,8 75,2 - 0,098
5 120,6 79,4 125,4 92,5 88,4 141,9 84,3 0,099
6 104,9 128,9 91,5 99,2 104,9 103,6 - 0,102
7 126,6 102,8 101,1 122,5 85,7 77,1 - 0,100
8 111,4 103,0 108,0 101,4 147,5 134,8 174,6 0,099
9 86,9 123,7 97,6 78,4 79,1 145,8 84,4 0,099
10 124,1 149,8 137,9 80,8 105,6 81,1 - 0,101
Tabela 5.10: Resultados da desejabilidade dos grupos de clientes, para 10 corridas do MPA.
Grupo 1 Grupo 2 Grupo 3
N s24 s25 s43 s10 s37 s39 s3 s35 s36 Sv
1 5 1 5 3 4 3 2 2 6 0,115
2 4 1 4 3 5 3 2 2 3 0,114
3 5 2 5 4 3 4 1 1 4 0114
4 5 1 5 3 4 3 2 2 2 0,079
5 5 2 5 3 4 3 1 1 1 0,078
6 2 2 3 5 1 5 4 4 4 0,078
7 5 1 5 4 4 3 2 2 2 0,077
8 5 1 5 3 4 3 2 2 3 0,114
9 5 1 5 3 2 3 4 4 4 0,079
10 4 1 4 2 3 2 2 5 3 0,152
Tabela 5.11: Resultados da desejabilidade dos grupos de clientes, para 10 corridas do MPD.
Grupo 1 Grupo 2 Grupo 3
N s24 s25 s43 s10 s37 s39 s3 s35 s36 Sv
1 1 1 1 4 2 3 3 3 3 0,123
2 3 2 1 5 4 5 2 2 2 0,183
3 4 2 4 1 1 1 3 3 3 0,066
4 2 2 2 1 1 3 4 4 4 0,064
5 1 1 1 3 2 4 4 4 4 0,124
6 4 2 4 1 1 1 3 3 3 0,066
7 2 2 2 1 1 3 4 4 4 0,063
8 3 2 1 5 4 5 2 2 2 0,183
9 2 2 2 1 1 4 3 3 3 0,064
10 1 1 1 2 2 4 3 3 3 0,064
Capítulo 6
Conclusões e Trabalho Futuro
O capítulo que aqui se inicia tem como principais objetivos a apresentação de conclusões
obtidas durante todo o trabalho realizado no âmbito desta dissertação, desde a fase inicial de
conceção até à fase final de análise de resultados, e uma secção de trabalho futuro.
6.1 Conclusões
O principal objetivo desta dissertação foi a conceção e implementação de abordagens de se-
torização para problemas multi-critério de localização-distribuição. Optou-se por dividir este tipo
de problema em duas partes: uma dedicada à localização de centros de distribuição e uma outra
dedicada à formação de setores de clientes a serem abastecidos por um determinado centro de
distribuição. Para a primeira parte foi concebido apenas um algoritmo cujo objetivo foi, em pri-
meiro lugar, decidir quais as melhores localizações para a abertura dos centros e, depois, decidir
quais os clientes que deveriam ser servidos por cada um desses centros de distribuição escolhidos,
fazendo-se uma pré-setorização de clientes. Pela análise das primeiras soluções da fase de pré-
setorização de clientes, foi concluído que deveria ser aplicada uma restrição ao número de clientes
a serem servidos por cada centro de distribuição visto que foi verificado que um número muito
desequilibrado de clientes por centro poderia interferir na qualidade das soluções para diferentes
critérios.
Em relação à formação de setores, optou-se pelo desenvolvimentos de dois métodos diferentes:
o método dos pares (MPA) e o método dos pontos distantes (MPD). Estes métodos permitiram,
através da integração com o algoritmo dedicado à localização de centros de distribuição, a for-
mação de setores de clientes no interior de cada grupo associado aos centros escolhidos. Depois
da fase de setorização foi aplicada uma meta-heurística (Simulated Annealing) para a criação de
rotas entre clientes e um centro de distribuição, no interior de cada setor formado, de forma a ser
calculado o custo associado a cada rota.
Para fazer a avaliação dos setores criados foram usados 6 critérios: Custo, Compacidade,
Equilíbrio de Cargas, Equilíbrio de Clientes, Equilíbrio de Rotas e Desejabilidade.
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Um dos objetivos foi também a comparação dos resultados obtidos com os resultados apresen-
tados na literatura, nomeadamente no caso de estudo Barreto et al. (2007). Para esta comparação
foi atribuído um maior peso ao critério custo e verificou-se que, tanto para o MPA como para o
MPD, as soluções de custo pioravam à medida que se foi aumentado o tamanho da instância a
avaliar. Assim, para as nove instâncias testadas foi possível obter um melhor valor de custo em
duas. Não é um resultado desanimador visto que, em primeiro lugar, foi possível apresentar boas
soluções para a grande maioria das instâncias num curto espaço de tempo e, em segundo lugar, os
métodos de formação de setores (MPA e MPD) foram concebidos não apenas para avaliação de
setores tendo em conta o custo mas também tendo em conta os 5 critérios restantes.
Verificou-se também que para 6 das 9 instâncias apresentadas, a setorização originária do
MPA produziu melhores soluções do que a do MPD. No entanto, em termos de compacidade foi
concluído que os setores gerados pelo MPD são, por norma, mais equilibrados do que os setores do
MPA. Para além disso, também em termos de equilíbrio de clientes por setor, o MPD apresentou
melhores soluções do que o MPA e as distâncias percorridas pela rota de cada setor, por sua vez,
também tendem a ser mais equilibradas em soluções do MPD.
Na verdade, seria preferível fazer uma comparação de resultados com soluções já obtidas e
apresentadas na literatura, para outras instâncias dos valores dos critérios não comparados e não
apenas entre os métodos aqui abordados, mas, na verdade, esta comparação multi-critério não foi
possível visto que não foram encontrados dados para comparação de alguns critérios utilizados.
Ainda assim, este trabalho pode constituir uma contribuição para futuros trabalhos neste tema uma
vez que apresenta algumas soluções, para os diferentes critérios considerados, que podem servir
de base de comparação para outros trabalhos na área.
6.2 Trabalho Futuro
Para trabalho futuro poderão ser feitas algumas alterações nos algoritmos apresentados. Nesta
dissertação, as localizações de clientes e centros de distribuição foram consideradas no plano
xy, no entanto, para aplicação do algoritmo em problemas reais será necessário a utilização de
mapas e, portanto, a utilização de coordenadas GPS em detrimento das coordenadas xy será uma
das prioridades em termos de otimização para os algoritmos desenvolvidos. Para além disso,
esta integração de mapas vai alterar a forma como são analisados os caminhos entre clientes e
centros de distribuição, isto porque no plano xy todos os caminhos entre pontos são possíveis
sendo apenas necessário traçar uma linha reta entre eles. No entanto em situações reais muitas
vezes existem pontos que até se encontram próximos mas que não possuem um caminho direto
entre eles. Assim, também será necessária uma análise de contiguidade, ou seja, verificar quais os
caminhos existentes entre clientes e qual o seu estado de preservação.
Também seria benéfico para a otimização das soluções geradas pela heurística obter mais
informação sobre o tempo que os veículos de distribuição demoram a percorrer determinado troço
ou a velocidade média apresentada por estes veículos. Estas informações seriam importantes de
forma a averiguar qual o limite máximo de distâncias de rotas que deveriam ser apresentados pelas
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soluções, uma vez que os veículos são conduzidos por motoristas e que estes não podem conduzir
durante muitas horas seguidas e, também, que têm um limite diário de horas de trabalho que deve
ser cumprido.
Para além disso, em relação à procura dos clientes deveria existir, para além do limite de
quantidade já existente, um limite de volume a considerar. Ou seja, a melhor forma seria existirem
dois limites de carga dos veículos: limite de peso e limite de volume. Assim a procura de cada
cliente teria de ser expressa nestes dois tipos e, como é evidente, estes dois limites nunca poderiam
ser ultrapassados, para um determinado veículo.
64 Conclusões e Trabalho Futuro
Anexo A
Instâncias Utilizadas
Dados recolhidos de Barreto (2004)
Para todas as instâncias:
- 1a tabela corresponde aos dados dos clientes;
- 2a tabela corresponde aos dados dos centros de distribuição.
Na primeira linha de cada tabela está presente o nome da instância, seguido do tipo de dados
("Cli" corresponde a clientes e "CA" corresponde a centros de distribuição) e do número de clientes
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