Microinstabilities excited in the foot of a supercritical perpendicular shock wave are investigated. A two-dimensional full particle simulation with periodic boundary conditions in both directions using the physical ion to electron mass ratio is performed as a proxy for the foot region where incoming and specularly reflected ions overlap. The simulation shows that six types of different instabilities are excited in a time period shorter than ion gyroperiod of the reflected ions. The most dominant instability is the modified two-stream instability, which leads to strong parallel electron heating through a so-called two step instability and to ion phase space holes.
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Abstract.
Microinstabilities excited in the foot of a supercritical perpendicular shock wave are investigated. A two-dimensional full particle simulation with periodic boundary conditions in both directions using the physical ion to electron mass ratio is performed as a proxy for the foot region where incoming and specularly reflected ions overlap. The simulation shows that six types of different instabilities are excited in a time period shorter than ion gyroperiod of the reflected ions. The most dominant instability is the modified two-stream instability, which leads to strong parallel electron heating through a so-called two step instability and to ion phase space holes.
Introduction
High Mach number collisionless shocks in space and astrophysical plasmas have been studied extensively observationally, numerically, and theoretically [e.g. Stone and Tsurutani, 1985; Tsurutani and Stone, 1985] , since they are a mine of various kinds of wave activities and mechanisms of particle acceleration and heating. It has been recognized for a long time that a variety of microinstabilities play a crucial role in wave excitation, particle heating, and anomalous dissipation mechanisms in the shock transition region (see, for instance, [Papadopoulos, 1985] and references therein). Indeed, recent full particle simulation studies revealed that a variety of microinstabilities are generated in the foot of low beta supercritical quasi-perpendicular shocks [e.g., Shimada and Hoshino, 2000; Dieckmann et al., 2000; Hoshino and Shimada, 2002; Scholer et al., 2003; Matsukiyo and Scholer, 2003; Shimada and Hoshino, 2004; Scholer and Matsukiyo, 2004; Shimada and Hoshino, 2005; Muschietti and Lembège, in press] . The free energy source of those microinstabilities are the relative drift between incoming electrons and reflected ions and incoming electons and incoming ions, respectively. The presence of reflected ions causes a decrease of the ion bulk velocity in the foot. This implies that the incoming electrons are decelerated so that the zero current condition in the shock normal direction is satisfied.
Consequently, a relative bulk velocity between the electrons and the reflected ions or the electrons and the incoming ions arises. Although a relative bulk velocity between two ion species could drive an ion-ion instability [Forslund and Shonk, 1970; Papadopoulos et al., 1971] , the discussions in the present paper is restricted to electron-ion instabilities.
If the relative bulk velocity between electrons and ions exceeds the electron thermal velocity the Buneman instability [Buneman, 1958] is expected to get excited. The elec-
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tron heating process by counter streaming ion beams in an unmagnetized plasma has been investigated for the first time by Davidson et al. [1970] by using a one-dimensional electrostatic simulation and has been extended to the two-dimensional case by Lampe et al. [1974] . In a magnetized plasma, on the other hand, the electron cyclotron drift instability (ECDI) is generated across the magnetic field [Wong, 1970; Lampe et al., 1972] . While these two instabilities are well distinct in the foot of a quasiperpendicular shock if ω pe /Ω e À 1, they cannot be separated if ω pe /Ω e ∼ 1 as will be seen from the present study. Here ω pe and Ω e denote the electron plasma and the cyclotron frequency, respectively. The modified two-stream isntability (MTSI) is another instability generated in the foot of a quasi-perpendicular shock. This instability occurs even when the bulk velocity is smaller than the electron thermal velocity. The MTSI was initially thought to occur only in the shock ramp [Lashmore-Davies, 1971; Krall and Liewer, 1971; Ott et al., 1972; McBride and Ott, 1972; Lemons and Gary, 1978; Winske et al., 1985; Winske et al., 1987] , while in the 1980's it was recognized that the MTSI can also be generated in the foot of a high Mach number quasi-perpendicular shock [Wu et al., 1983; Wu et al., 1984; Scudder et al., 1986; Gary et al., 1987] .
Since most of the past simulation studies were performed by using a one-dimensional (1-D) full particle code these instabilities are almost independently discussed each from other. However, according to linear instability analysis, some of these instabilities can get excited simultaneously [e.g., Wu et al., 1984] with different propagation angles. For instance the Buneman instability and the ECDI occur even at θ = 90
• , although the MTSI is not unstable at θ = 90
• (θ = wave propagation angle with respect to ambient magnetic teractions is different from that of the MTSI based on electron-incoming ion interactions [Matsukiyo and Scholer, 2003] . Moreover, if a certain instability is strong enough, other instabilities are subsequently excited in a later stage. Some of these may be due to nonlinear processes, while others may be due to a second instability of the so-called two-step instability type in which an instability is excited after a change of the plasma parameters as a result of the first stage instability [Papadopoulos, 1988; Cargill and Papadopoulos, 1988] . The second stage instabilities do not necessarily have the same propagation angles as the corresponding first stage instabilities. Thus in a real system a variety of instabilities may be simultaneously occur with a variety of propagation angles. Therefore, introducing two-dimensionality is essential to understand the realistic evolution of a system.
The purpose of this paper is to investigate competing processes among instabilities studied in the past by utilizing a two dimensional full particle simulation code with periodic boundary conditions. This periodic system is considered as a proxy for the foot region of a perpendicular shock. Two-dimensionality allows a variety of instabilities to be simultaneously present. It will be shown that the most dominant instability in the parameter regime considered here is the MTSI which results in strong electron heating through a two-step instability (section 2). Summary and conclusions are given in section 3.
Two Dimensional Full Particle Simulation
Initial and Boundary Conditions
In order to study instabilities occurring in the foot region of perpendicular shocks it would be highly desirable to perform 2-D particle-in-cell (PIC) simulations of such shocks with high ion to electron mass ratio. A high ion to electron mass ratio is actually needed since the growth time of many instabilities (in units of the inverse ion gyrofrequency) as a proxy a 2-D PIC simulation of the interactions of electrons and two ion beams in a periodic system. This system is supposed to represent part of the foot region of a perpendicular shock where incoming electrons, incoming ions, and specularly reflected ions overlap. We use periodic boundary conditions in both directions. Since we focus on the time period immediately after specular reflection of incoming ions at the shock ramp, the system is composed of three plasma species, i.e., incoming and specularly reflected ions, and incoming electrons. The simulation is performed in the electron rest frame, and the incoming and the reflected ion beams are streaming parallel and antiparallel to the x-direction, while the ambient magnetic field points in the y-direction, i.e., an exactly perpendicular shock geometry is assumed. The electron and ion beams satisfy zero electrical current condition. Waves are allowed to propagate within the x − y plane (Figure 1(a) ). represented in Figure 1(b) . The ion to electron mass ratio is m i /m e = µ = 1836, and the squared ratio of the electron plasma to the cyclotron frequency is τ = ω 2 pe /Ω 2 e = 4.
Using higher values of τ would be highly desirable. However, using both, a realistic ratio of m i /m e and a higher value for τ , is due to computational constrains presently not possible. Here, we should note that while the incoming ion Mach number in the shock frame is [(u i +u r )/v A ]/2 ∼ 5.4, the actual Mach number of the corresponding shock would be somewhat higher since the incoming ions are usually pre-decelerated in the foot.
Simulation Results
Overview of energy time history
First we present in Figure 2 a survey of the time histories of field and particle energies.
In all the panels, the energies are normalized to the initial electron thermal energy. A number of growth phases of the electric and magnetic field components can be recognized (we have omitted the E z component in Figure 2 since its magnitude is negligibly small).
The first growth phase of the E x component, ω pe t < 500, is due to the ECDI (or Buneman instability). The growth of the B y and the B z components corresponds to two MTSIs which are discussed later. The second growth phase of the E x component is also led by the MTSIs, although it is dominated by the ECDI in the earlier stage because of small growth rates of the MTSIs. The E y and the B x components suddenly grow after ω pe t > 1000 (labeled as EAI and WI). This is the result of second stage instabilities as will be discussed later. The first growth phase of the B x component, ω pe t < 600, may be due to an other instability of some sort or a nonlinearity caused by the ECDI. A candidate of the instability is the Weibel instability which is driven by a temperature anisotropy (perpendicular ion beam(s) results in an effective temperature anisotropy).
X -8 MATSUKIYO AND SCHOLER: MICROINSTABILITIES IN PERPENDICULAR SHOCKS
We do not discuss this phenomenon in detail in the present paper, since its saturation level is quite small. Therefore, we show in the appendix that the linear growth rate of the Weibel instability in the foot of astrophysical shocks can be quite large in the high Mach number limit.
The particle energies including both thermal and bulk energies show rather simple time histories. The electrons (reflected ions) illustrate mainly two growth (decline) phases;
one is the gradual phase between 500 < ω pe t < 1200 and another one is the rapid phase between 1200 < ω pe t < 1500. The energy of the incoming ions exhibits, on the other hand, a single declining phase followed by a small growth phase. It can be seen that a part of the reflected ion energy is efficiently transferred to the electrons. To first order the energy budget in the system is balanced between these two components. More precisely bulk energy of the reflected ions is transferred to thermal energy of the electrons; the thermal energy of the reflected ions stays almost unchanged and the bulk energy of the electrons is almost zero (in the electron rest frame used here) throughout the run. On the other hand, part of the bulk energy of the incoming ions is transformed to thermal energy of these ions via phase space trapping. These trapping oscillations may lead to the small growth phase in the energy-time history of the incoming ions seen in Figure 1 .
These features will be discussed in detail in the following subsections. For convenience, the time evolution of the system is divided into three stages according to the time variation of the electron temperature anisotropy (represented by the dashed line in the third panel from top of Figure 2 ). The anisotropy is defined by in which T ⊥ /T k ∼ 1. In stage II (500 < ω pe t < 1200), T ⊥ /T k > 1. The remaining phase (ω pe t > 1200) where T ⊥ /T k < 1 is stage III.
Stage I (ω pe t < 500)
Figure 3(a) shows a power spectrum of the electric field E x component in k x − k y wave vector space at ω pe t = 253.0. Significant wave power can be seen at (k x c/ω pe , k y c/ω pe ) ≈ (6.8, 0). This means that the waves propagate almost perpendicular to the ambient magnetic field. To identify the wave propagation direction (positive or negative x direction) the data are time-integrated along the x−axis at fixed y/(c/ω pe ) = 20 during the interval 0 < ω pe t < 404.8. The ω−k x power spectrum obtained in this way is shown in Figure 3 (b).
Two peaks can be recognized along the line of the reflected ion beam which has a negative slope and originates from the origin. The lower (upper) peak is the result of an interaction between the reflected ion beam and the Bernstein mode of the fundamental (second) harmonics. The wavelength is roughly estimated by putting k x u r ∼ nΩ e (n = 1, 2, ...). This instability is called electron cyclotron drift instability (ECDI). We should like to point out that recently Muschietti and Lembège, [in press ] also identified the ECDI in a 1-D PIC simulation of a perpendicular shock. In the present run the Bernstein waves propagating in the positive x direction are not generated because the electron thermal velocity, v te , is large compared to the incoming ion beam velocity, u i . As mentioned in the previous subsection, during this stage the ECDI is dominant.
2.2.3. Stage II (500 < ω pe t < 1200)
In the second stage, the field properties are somewhat more complicated. The top three panels in Figure 4 show from left to right density profiles of the electrons, of the incoming field profiles of E x , B y , and B z , respectively, and corresponding power spectra in k x − k y space are represented in the bottom three panels at the corresponding time.
In the profiles of the electron density, of the reflected ion density, and of the E x field vertical structures due to the ECDI are seen. This supports our suggestion that the instability is due to an interactions between the electrons and the reflected ions. However, the power in E x is significantly diffuse in k x −k y space (bottom left panel). We will discuss this point later in greater detail.
Another longer wavelength structure can be seen in the B y and the B z components, and in the incoming ion density profiles. The structure propagates nearly perpendicular to the ambient magnetic field, which can be seen from the two peaks close to the k x axis in the B z power spectrum (bottom right panel). This structure is due to the modified two-stream instability (MTSI) based on the electron-incoming ion interaction which was observed in 1-D full particle quasi-perpendicular shock simulations by Scholer et al. [2003] and Scholer and Matsukiyo [2004] . The instability was analyzed in detail by Matsukiyo and
Scholer [2003] , who showed its typical wavelength to be of the order of c/ω pe . Henceforth we will refer to this type of MTSI as MTSI-1. Two other more oblique peaks in the B z power spectrum and corresponding oblique lines in the reflected ion density profile are due to the MTSI based on electron-reflected ion interaction, which we call henceforth MTSI-2.
It should be noted that it is difficult to simultaneously observe these two MTSIs in 1-D shock simulations because the two MTSIs have different propagation angles.
The B y power spectrum contains characteristics similar to both the E x and the B z power spectra, i.e., to peaks corresponding to the ECDI and to the two MTSIs. The reason is that field fluctuations, the MTSIs generate oblique whistler waves which contain fluctuations in all three components of the magnetic field.
Let us address the problem of the diffuse spectrum of the Bernstein waves in more detail.
The most plausible interpretation for its occurrence is nonlinear coupling among waves generated by the ECDI and by the MTSI-1. Figure 5(a) shows the ω − k x power spectrum of the B y field for the period of 607.2 < ω pe t < 1011.9. Three strong peaks indicated by white arrows correspond to the instabilities discussed above. The low frequency peak with positive (negative) k x is due to the MTSI-1 (MTSI-2). The fundamental Bernstein mode is seen near (ω/ω pe , k x c/ω pe ) ≈ (0.6, −6.5). This peak is wide spread in ω − k x space which leads to the diffuse spectrum in k x − k y space in the bottom left panel of Figure 4 .
To clarify the wave-wave interactions through the Bernstein waves a bicoherence analysis has been performed. The bicoherence is defined as the third order correlation between three wave modes [e.g. Dudok de Wit and Krasnosel'skikh, 1995]:
where X, Y, and Z are the Fourier transforms of a given time series, k 1 and k 2 are the wave numbers, the asterisk indicates the complex conjugate, and the bracket denotes ensemble average. The value of b 2 runs from 0 to 1 depending on the strength of the correlation between the wave modes at k 1 , k 2 , and k 1 + k 2 . below the arrow labeled as k 1x ), and that of k 1 + k 2 is again around the Bernstein branch (spectral peak just above the arrow labeled as k 1x + k 2x ). This is why we interpret the broadening of the Bernstein spectrum as being due to the nonlinear interactions between those wave modes. Other unmarked high coherence bands correspond to different types of nonlinear interactions. For instance, the band with k 1 c/ω pe ∼ k 2 c/ω pe ≈ 6.5 is due to a coupling of the fundamental Bernstein mode and its higher harmonics.
In this stage, the electron energy gradually increases as the reflected ion energy decreases (Figure 2 ). The dashed line in the third panel in Figure 2 indicates that perpendicular heating is dominant. The electrons may largely interact with the E x fields of the broad band Bernstein waves.
Stage III (ω pe t > 1200)
As shown in Figure 6 in a still later stage (ω pe t = 2023.9 or Ω i t = 0.55 in units of ion gyro time) the Bernstein waves have been damped leading to perpendicular electron heating as discussed above. On the other hand, the two MTSIs still survive. The density profiles of the incoming and the reflected ions are sustained by the MTSI-1 and the MTSI-2, respectively. It is easily confirmed that the MTSI-2 has a more oblique propagation angle to the magnetic field compared with the MTSI-1. We should note that the B z profile contains both small and large structures corresponding to the MTSI-1 and the MTSI-2, while only the small structure is contained in the E x profile. This is due to the θ dependence of polarization of whistler waves. Polarization of whistler waves is almost electromagnetic for a wide range of θ (MTSI-2), while the electrostatic nature becomes dominant if θ is close to 90
• (MTSI-1). This was also pointed out by Wu et al. [1983] .
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This difference of the polarization affects heating of the two ion species. The response of the ions to the fields is mainly electrostatic, because the ions are almost insensitive to such small amplitude magnetic field fluctuations. Then the MTSI-2 hardly leads to heating of the reflected ions, while the incoming ions are relatively easily heated via the MTSI-1. Indeed, the thermal energy of the incoming ions increases by a factor of 1.9, although that of the reflected ions increases only by a factor of 1.25, which is largely due to the ECDI. The above features are represented in Figure 7 (a) which shows the time variations of temperatures of the two ion species. For both ion species, the temperatures increase along the x direction. Figure 7 (b) exhibits phase space plots of two ion species in v x − x phase space at ω pe t = 2403.3. Well-defined phase space holes are recognized for the incoming ions only.
In this stage, parallel electron heating is remarkable, as can be seen from Figure 2 during the interval 1200 < ω pe t < 1500. One can easily suspect that this is related to the MTSI-2 since the reflected ion energy decreases correspondingly. On the other hand, the decrease of the incoming ion energy is only minor, which means that the MTSI-1 does not contribute much to the electron heating. This is rather different from the previous 1-D shock simulation results by Matsukiyo and Scholer [2003] . According to these authors the main contribution to the parallel electron heating is made by the MTSI-1, since the MTSI-2 is not generated in their 1-D shock simulation. In the next section, we discuss the electron heating process in the context of a two-step instability. MTSI-2 small substructures can be recognized. The electrons seem to be thermalized through interactions with these small scale waves in a shorter time than that given by trapping due to the MTSI-2. In this stage, the E y component is rapidly amplified as seen in Figure 2 and has a broad spectral band width in ω −k y space for 1214.3 < ω pe t < 1416.7 (Figure 8(b) ). Such electrostatic fluctuations are characteristic for electron acoustic waves. (T ⊥ /T k > 1) due to the ECDI arises, the whistler instability (WI) may be generated [Wu et al., 1984] .
Two-step instabilities
Both instabilities, the EAI and the WI, may contribute to parallel electron heating.
However, it is known that a decrease of the electron temperature anisotropy through the WI is very slow and not very significant when the electron beta is low [Devine et al., 1995] . Actually, the parallel electron energy achieved during this stage is much larger than the free energy due to the temperature anisotropy. Therefore we conclude that parallel electron heating is mainly due to the EAI.
Although the electron heating observed here is rather strong (the final temperature is about 5 times larger than the initial value, see Figure 1 ), we could not observe well-defined nonthermal electrons like they have been found by Tanaka and Papadopoulos [1983] . A possible reason is that unlike as in Tanaka and Papadopoulos [1983] , the run time of the present simulation is shorter than the ion gyro time,
in Tanaka and Papadopoulos [1983] , where ω LH denotes the lower-hybrid frequency) and the ions are magnetized. The assumption of unmagnetized ions allows the instability to last without being suppressed by ion gyration.
Summary and Conclusions
We have investigated microinstabilities in the foot of a high Mach number perpendicular shock by means of a 2-D particle-in-cell simulation.
A 2-D simulation was performed in order to show that two-dimensionality is quite essential in terms of excitation of waves and of particle heating. We found that three provides efficient parallel electron heating through the second stage EAI. We found two kinds of two-step instabilities, one is MTSI-2 −→ EAI mentioned above and another one is ECDI −→ WI.
In the present simulation, the ECDI is the fastest growing instability. This is not independent of the fact that an unrealistically small τ (= 4) has been assumed here. If τ À 1, like in most space plasma environments, the Buneman instability is superior to the ECDI, since the maximum growth rate of the Buneman instability (ECDI) is proportional [Buneman, 1958; Dieckmann et al., 2000] . When the Buneman instability grows fast enough and strong electron or ion heating occurs, the ECDI may be suppressed by kinetic effects. Actually Shimada and Hoshino [2004] confirmed in their simulation that effects of the ECDI are weakened as τ increases. This is the reason why only the Buneman instability is observed in the simulation performed by Shimada and Hoshino [2000] , who assumed τ = 400. In that sense it might be reasonable to interpret 58am D R A F T our results by replacing the ECDI by the Buneman instability. In fact we used here τ = 4, resulting in a frequency of the second harmonics of the ECDI close to the upper hybrid frequency. This frequency actually survives in the cold plasma limit and corresponds to the frequency of the Buneman instability.
Let us discuss saturation levels of the three first stage instabilities. When the Mach number is large enough the Buneman instability leads to electron holes (Shimada and Hoshino [2000] ), and in the present simulation we have seen the large electron holes produced by the MTSI-2. If the saturation mechanism is electron trapping, the saturation levels can be roughly estimated by δ ∼ ω τ , where δ and the ω τ denote the linear growth rate and electron trapping frequency, respectively. For the Buneman instability δ ∼ ( √ 3/2)ω pe (m e /2m i )
and ω τ ∼ (ekE/m e ) 1/2 , so that eE/m e c ∼ (3u/4c)ω pe (m e /2m i ) 2/3 , where e is the elementary charge, E electrostatic field amplitude, and ku ∼ ω pe . For the MTSI 
The resulting saturation levels are summarized in Table I . It is easily confirmed that the saturation amplitude of the MTSI(ES) is the smallest because ω pe À Ω e and c À v te in a usual space plasma. Moreover, the saturation amplitude of the MTSI(EM) is the largest if β e < 1, since (v te ω pe /cΩ e ) = √ β e . The MTSI-2 is almost electromagnetic as mentioned in section 2 so that this may be the most dominant when those three instabili- 58am D R A F T
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ties simultaneously exist. However, we should note that the MTSI can not be driven when and Scholer, 2003] , and the Buneman instability may be dominant in that case. In the above discussions the growth rates are obtained by assuming the cold plasma limit, so that the saturation levels are probably upper limits.
Finally, let us consider the influences of the MTSIs on the reformation process of a high Mach number perpendicular shock. In the present study it has been confirmed that two MTSIs get simultaneously excited. If those instabilities are strong enough, not only electron temperature but also ion temperature becomes high in the foot. Thereby, reformation may cease as in the high ion beta shock case or, in other words, reformation time may be rather reduced because of rapid thermalization due to the instabilities. This senario is actually suggested from the simulations by Shimada and Hoshino [2005] in which the ion acoustic instability following the Buneman instability leads to strong ion hating in the foot when M A À 1.
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examples are Nishikawa et al., 2005 Nishikawa et al., , 2003 Wiersma and Achterberg, 2004; Medvedev et al., 2004; Hededal and Nishikawa, 2004; Jaroschek et al., 2004] .
For the simplicity, the following system is supposed. The plasma is composed of magnetized electrons and unmagnetized ions. Only the unmagnetized ions have drift velocity, u i , perpendicular to the ambient magnetic field, B 0 . Waves are allowed to propagate parallel to B 0 . If B 0 is in the y−direction and u i is in the x−direction, the zeroth and the first order quantities are discribed as follows.
where ∇ = (0, ∂/∂y, 0). The following set of equations are solved.
Here, q and m indicate charge and mass, and the subscript j denotes particle species.
Note that u e = 0 and B 0 in the equation of motion for ions is set to zero. We ignored following expression is obtained after some algebra.
The dispersion relation is given as nontrivial solution of the above equation. It is reduced to a biquadratic equation:
pe is assumed. In the limit of no magnetic field (Ω 2 e = 0),
If the subscript i is replaced by e, this becomes same equation as the one originally obtained by Weibel [1959] who postulated temperature anisotropy in the Vlasov-Maxwell system. It should be noted that the above expression is derived from the two fluid system in the zero temperature limit. However, the cold ion beam gives effective temperature anisotropy in the direction of the beam velocity.
In the case of magnetized electrons two solutions are obtained in the leading order. One solution is stable and describes whistler mode waves, while the second solution describes the Weibel instability: at ω pe t = 1000. (b) ω − k y power spactrum of E y field for the period of 910.7 < ω pe t < 1315.5.
