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Sommaire
Comme le montrent les nombreux travaux de recherche dans la communauté
informatique, la gestion de modèles prend une importance grandissante et intervient
dans des domaines aussi divers que la gestion des connaissances, les bases de données,
les ontologies, la qualité de service et le génie logiciel. Les chercheurs dans ces
domaines travaillent beaucoup sur la modélisation et la métarnodélisation. Un défi
fondamental pour la gestion de modèles est la représentation des modèles. Par ailleurs, le
développement des opérations de manipulations de modèles est un autre défi important.
Nous avons étudiés les formalismes les plus connus pour la représentation des
connaissances et la représentation de modèles. Ces formalismes sont utilisés dans les
domaines tels que bases de données, intelligence artificielle, génie logiciel et Web
sémantique. Face aux besoins pour la définition et la manipulation de modèles, cette
étude nous a montré que les formalismes existants ne pouvaient couvrir tous les besoins.
Par exemple, les noyaux réflexifs des sNets, MOF, CDIF, de XML Schema, de
RDF/RDFS/OWL sont limités en pouvoir d’expression et ne permettent donc pas
d’exprimer tous les métamodèles. Les formalismes tels que UML, Entité-Association,
les graphes conceptuels, XML Schema, RDF/RDFS, OWL sont aussi limités en pouvoir
d’expression et ne permettent pas de modéliser toutes les situations du monde réel.
Ces constats nous ont poussés à développer et proposer un nouveau formalisme en
réponse aux besoins de la représentation de modèles et ce à tous les niveaux de
modélisation. Simple, puissant et flexible, ce formalisme est basé sur les réseaux
sémantiques, et inspiré des GCs et des sNets. À partir de ce formalisme, nous avons
développé des opérations de manipulation de modèles. Ce formalisme et ces opérations
constituent un premier pas vers la réalisation d’un système de gestion des modèles.
Notre formalisme a été validé d’une manière théorique en réponse à nos besoins pour la
représentation de modèles. La validation pratique a démontré comment le méta
métamodèle de notre formalisme permettait la mise en oeuvre des différents formalismes
de modélisation. La validation pratique a également démontré comment notre
formalisme permettait la modélisation de situations bien particulières qui peuvent exister
dans le monde réel.
Mots clés: Modélisation, Méta-modélisation, Modèle, Métamodèle, Méta
métamodèle, Représentation de connaissances, Représentation de modèles, Opérations
de manipulation de modèles.
$ummary
Several works of research within the computer science cornrnunity have shown that
model management is becorning increasingly important and is irnphcated in a wide
range of areas such as knowiedge management, databases, ontologies, quality of service,
and software engineering. Researchers within these areas are focusing particularly on
modeling and metamodeling. A fundamental challenge for mode! management is mode!
representation. Another important challenge is developing model operations.
We studied the most popu!ar forrnalisms for knowledge representation and model
representation. These forrnalisms are used most!y in the areas of databases, artificia!
intelligence, software engineering, and sernantic web. This study showed that the
existing forrnalisms do not cover ail of the requirements for defining and manipulating
models. For instance, the reflexive cores of sNets, MOF, CDIF, XML Schema,
RDF/RDFS/OWL are !imited to expression power and thus do not a!low for the
definition of ah metarnodels. Forrnalisms such as UML, Entity-Association, conceptuai
graphs, XML Scherna, RDF/RDFS, and OWL are also himited by expression power and
do flot allow for modeling ofreal hife situations.
These findings pushed us to propose and develop a new forrnalism in response to the
requirernents for reprcsenting models at ah! modeling levels. Simple, powerfu!, and
flexible, this formalism is based on semantic networks and inspires GCs and sNets.
Based on this forrnalism, we also deveioped mode! operations, which, along with the
formahism itseff, constitute a first step towards the implementation of a mode!
management system. Finahly, our fonalism has been validated both theoretical!y, in
response to our requirements for model representation, and practicaily. Practical
validation demonstrated not only how meta-metamode! of our forrnaiism enables the
implementation of different modeling forrna!isms, but aiso the ability of our formahism
to model particular situations that may exist in rea! life.
Keywords: Modeiing, Meta-modeling, Mode!, Metarnodel, Meta-metarnodel,
Knowledge representation, Model representation, Mode! operations.
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Chapitre 1. Introduction
La notion de modèles fait l’objet de discussions depuis l’antiquité’. Cependant, dans
la communauté informatique, l’émergence d’une vision de développement du logiciel
appelé ModeÏ Driven Engineering - Ingénierie Dirigée par les Modèles ou 1DM - a
relancé l’intérêt en mettant l’accent sur les activités de modélisation et de gestion de
modèles. La gestion de modèles traite des mécanismes qui permettent de représenter,
créer, stocker et manipuler les modèles. Elle intervient dans les domaines aussi divers
que le génie logiciel, les bases de données, la qualité de service, les ontologies, et la
gestion des connaissances. Nous allons d’abord faire un survol des domaines mentionnés
ci-haut afin de comprendre le contexte et la portée de notre travail de recherche.
Ingénierie Diri-ée par les Modèles
Dans le domaine du développement de logiciels, la naissance de Modet-Driven
Architecture (MDA) représente l’approche orientée-modèles plutôt que orientée-objets
[104]. Ceci vise le pouvoir d’abstraction, de raffinement et de vues différentes sur des
modèles. Et surtout, il donne la possibilité de concevoir des modèles indépendants des
plates-formes et de l’environnement d’implémentation. Tout récemment, succédant au
MDA, l’approche Ingénierie Dirigée par tes Modèles ([17], [56], [71]) a pour objectif de
définir un cadre pour la génération de code par des transformations successives de
modèles. Cette approche a relancé l’intérêt en insistant sur les activités de modélisation
et de gestion de modèles.
Bases de données
Lors de la réalisation des applications de bases de données ou des applications Web,
plusieurs problèmes tels que l’intégration de schémas, la transformation de schémas,
l’évolution d’un schéma, la traduction de données, etc. impliquent le traitement sur la
structure des données plutôt que sur les données elles-mêmes. Afin de résoudre les
problèmes d’intégration et de traduction de données, l’approche basée sur la gestion des
modèles devient une piste de solution [12]. Les aspects structurel et sémantique de
certaines fonctions telles que la création, la mise-à-jour, la suppression, la copie, la
projection, etc., pour la gestion des modèles sont décrits pour la première fois comme
http ://www.muellerscience.corn/ENGLISI-1/Theconceptofinodel.history.htrn. The Concept of MoUd and
its Triple Histoiy.
2une vue globale dans [1$]. Les défis sont aussi exposés. Un défi fondamental est le
développement d’un mécanisme pour représenter les modèles et pour stocker les
représentations des modèles [18]. À propos des problèmes de l’intégration et de la
transformation des schémas, une théorie de modèles a été proposée pour la gestion des
schémas génériques [3].
Qualité de service
En terme général, la qualité de service désigne la capacité de satisfaire aux exigences
des clients. La gestion de la qualité de service pour une demande d’un usager vise à
décider quand et comment la réponse est délivrée à cet usager dans un délai raisonnable
en respectant le coût ou les exigences donnés. En particulier, dans le domaine de réseaux
et systèmes multimédia, la qualité de service implique l’ensemble des paramètres d’un
système multimédia réparti; cet ensemble de paramètres influe sur la présentation des
données multimédia à l’usager ainsi que sur la satisfaction générale de l’usager envers
l’application [163]. Dépendamment des applications, les paramètres sont liés à
différentes informations et classifiés en plusieurs catégories telles que la performance, la
fiabilité, la sécurité [19] des systèmes ou au niveau du réseau ou encore de l’application
[95]. La qualité de service est évaluée non seulement au niveau de la communication
mais aussi par l’usager qui décrit ses exigences. La gestion de la qualité de service peut
alors être regardée comme une fonctionnalité qui doit être intégrée dans le système
multimédia ([5], [102]). Afin d’assurer un fonctionnement adéquat des applications dans
un environnement complexe tel que les systèmes multimédias répartis, la modélisation
de l’information de gestion devient fondamentale [72].
Ontologies
Dans le domaine des ontologies, le terme «ôntologie» récemment utilisé dans
l’informatique est emprunté du domaine de la philosophie; sa notion est largement
discutée (ex.: [25], [33], [64]). En mettant l’accent sur le développement des ontologies
pour les systèmes d’information, nous acceptons la définition de Borist [20], modifiée de
celle de Gruber [62], qui précise qu’une ontologie est une spécflcation formelle d’une
con ceptuatisation commune. Une ontologie définit de façon formelle un vocabulaire qui
contient des termes pour représenter des concepts dans un domaine et des relations entre
ces concepts. Ce vocabulaire est utilisé par les usagers afin de partager des
connaissances. Voici un exemple d’une ontologie relative à une organisation. Les
3concepts peuvent êtrc «Personne», «Statut», «Organisation», «Département», etc.; la
relation «travailler-dans» peut être définie entre «Personne», «Statut», «Organisation»
pour indiquer qu’une personne (une instance de «Personne») peut travailler dans une
organisation (une instance de «Organisation») avec un ou des statuts (instances de
«Statut») comme directeur, ou secrétaire, chercheur, etc.; «Département» est un sous-
type de «Organisation»; la relation «faire-partie» peut lier «Département» à
«Organisation» pour illustrer qu’un département (une instance de «Département») peut
faire partie d’une organisation. Les bénéfices des ontologies sont multiples: la traduction
de la sémantique entre différents lexiques, la réutilisation des connaissances d’un
domaine à un autre (afin d’éviter la redondance de connaissances), la réduction de
l’ambiguïté sémantique, etc. Cette notion est importante pour plusieurs domaines tels
que les applications Web sémantique [10], la gestion des connaissances, la modélisation
des entreprises ([25], [51]). La représentation et la modélisation des ontologies sont
évidemment les questions primordiales dans ce domaine. Notons également qu’une
ontologie peut évoluer (exemples: la suppression de termes inutilisés, la modification de
la définition d’un terme, le rajout d’un nouveau terme). Il faut donc avoir des opérations
pour la gestion des ontologies.
Gestion des connaissances (dans les entreprises)
La gestion des connaissances est depuis le milieu des armées 90 devenue une
discipline de gestion importante. Un historique nous est présenté dans [7]. En se basant
sur différentes définitions existantes de la gestion des connaissances ([7], [73], [100]), et
également sur la distinction entre les notions de données, d’information, de connaissance
et de sagesse élaborée dans ([9], [100]), nous pouvons définir les termes «connaissance»
et «gestion des connaissances» comme suit
— La connaissance est représentée par des objets et modèles qui visent tous
ensemble à représenter des objets concrets ou abstraits de l’univers du discours
en décrivant divers comportements et propriétés de ces derniers dans un
domaine, identifiables et traitables par les systèmes informatiques.
— La gestion des connaissances consiste à modéliser, acquérir, entreposer et
disséminer la connaissance acquise afin d’exploiter facilement et efficacement la
base dc connaissances existante et de possiblernent produire de nouvelles
connaissances.
4Ainsi, dans un traitement sémantique, les connaissances nécessitent d’abord d’être
modélisées et donc représentées sous forme de modèles. L’intérêt sémantique de la
modélisation prime sur l’intérêt d’opérationnalisation. Ce qui est recherché avant tout,
c’est la compréhension du monde à modéliser et une représentation ou documentation
qui allie précision et souplesse.
La gestion des connaissances est devenue importante dans les entreprises (ex: [66]) et
on y parle souvent de notion de mémoire d’entreprise.
Il existe plusieurs notions de mémoire d’entreprise (ex.:[2], [551, [155]). Dans son
acceptation courante, le terme «mémoire d’entreprise» (ou «mémoire corporative»,
«connaissances corporatives», «connaissances de l’entreprise») désigne l’ensemble des
savoirs et savoir-faire de 1 ‘entreprise tels qite ses processus d ‘affaires, ses procédures,
ses politiqites (‘mission, règlements, normes,) et ses données (ventes, achats, informations
sur les employés, etc.) ([2], [55]). «Mémoire d’organisation» est un terme plus générique
indiquant que cette notion de mémoire peut s’appliquer à une organisation quelconque
(par exemple: une entreprise, un département ou un service au sein de l’entreprise, ou
bien un projet, etc.) [2].
Utiles pour détenniner les connaissances essentielles à capitaliser, plusieurs
topologies des connaissances dans l’entreprise ont été proposées ([2] , [35], [55], [155]).
Ces connaissances peuvent être classifiées en se basant sur divers aspects tels que leur
répartition géographique ou administrative, leur usage, leur traitement, ou l’acquisition
et la diffusion de ces connaissances. Par exemple, selon la répartition géographique ou
administrative, nous avons la mémoire interne et la mémoire externe [2]; la mémoire
métier, la mémoire société, la mémoire de projet et la mémoire individuelle; ou la
mémoire technique, la mémoire organisationnelle, la mémoire de projet. Et selon l’usage
de connaissances, nous avons la mémoire critique et la mémoire stratégique [61]. Dans
les traitements possibles des connaissances, [61] et [63] distinguent les éléments
tangibles (données, procédures, plans, modèles, algorithmes, documents d’analyse ou de
synthèse) et intangibles (capacités, talents professionnels, connaissances privées,
connaissances sur l’histoire de l’entreprise et les contextes de décision, etc.). Lors d’une
opération de capitalisation, les éléments tangibles peuvent être vérifiés pour la
capitalisation (gestion des données techniques, gestion de documents, gestion de
configuration), alors que les éléments intangibles requièrent la formalisation de savoir-
5faire (acquisition et représentation de savoir-faire et de raisonnement sur un tel savoir-
faire). Nous trouvons aussi les connaissances tacites difficiles à formaliser et les
connaissances explicites [103]. Récemment, Gerbé différencie au sein des
connaissances, la partie statique et la partie dynamique [55]. La partie statique concerne
l’aspect structure de la connaisance et définit les concepts de base et les relations
pouvant les associer. Quant à l’aspect dynamique, il concerne l’aspect comportemental
de la connaisance et définit les concepts utilisés pour représenter la dynamique des
objets de connaissances (par exemple la représentation et description des processus
d’affaires dans le cas d’une mémoire d’entreprise). Cette classification aide à sortir des
types d’éléments principaux utiles à la représentation de connaissances et offre donc,
selon nous, une vue conceptuelle claire pour les modélisateurs de connaissances.
La gestion des connaissances dans les entreprises, c’est-à-dire le développement de
mémoires corporatives, pose principalement un problème de quantité, de complexité et
de diversité ([38], [55]). Ceci implique un défi pour la modélisation de ces mémoires et
présente également un défi pour la gestion de modèles s’y appliquant.
Problème et approche
Dans l’aspect de la gestion de modèles dans les domaines présentés précédemment (le
génie logiciel, la gestion de données et métadonnées, la qualité de service, les
ontologies, et la gestion des connaissances), nous constatons un défi commun: la
représentation de modèles et le développement d’opérations pour la manipulation de
modèles. Notre recherche s’inscrit dans le cadre de la gestion des modèles et se
concentre sur les deux axes de recherche suivants: (i) la représentation de modèles, et (ii)
les opérations pour manipuler les modèles. Notre travail repose sur les quatre principaux
objectifs présentés ci-dessous:
(1) Trouver une architecture de modélisation dans laquelle s’inscrire;
(2) Étudier les formalismes existants pour la représentation de connaissances afin de
les utiliser pour la représentation des modèles (y compris la représentation, la
modélisation et la méta-modélisation des connaissances);
(3) Étudier des opérations permettant de manipuler les modèles;
(4) Proposer un formalisme adapté à la gestion de connaissances.
Concernant le premier objectif, la modélisation, la méta-modélisation et l’architecture
6de modélisation seront discutées dans la section 2.2 (page 14).
Plusieurs formalismes peuvent être utilisés pour représenter des modèles, par
exemple: les graphes conceptuels [148], sNets [80], UML (Unified Modeling Language)
(ex.: [109], [110], [113], [114], [141], [142]) et MOF (Meta Object Facility) ([105],
[106], [107], [108]), XIvIL (eXtensible Markup Language) ([165], [16$]) et XML
Scherna ([166], [167], [169], [170], [171], [172]), RDf (Resource description
Frarnework) et RDF Schema ([175], [176], [177], [17$], [179]), et OWL (Web Ontology
Language) ([180], [181], [182], [183]). Cependant, nos études sur les formalismes dans
la section 2.4 (page 25) et le Chapitre 4 (page 43) démontrent que ces formalismes ne
pennettent pas de répondre à tous les besoins essentiels pour la représentation et la
gestion de modêles dans le cadre de la gestion de connaissances. De plus, il est à noter
que l’utilisation d’un ensemble de modèles avec différents formalismes pose souvent des
problèmes de traduction et de pertes d’information lors des échanges entre modèles, bien
que ces modèles soient compatibles.
L’objectif le plus important de cette thèse, l’objectif (4), consiste donc à définir un
nouveau formalisme qui sera susceptible de répondre à tous les besoins de la gestion de
modèles dans le cadre de la gestion de connaissances. Ce formalisme est principalement
basé sur les réseaux sémantiques [146], souhaitant maintenir la flexibilité des réseaux
sémantiques dans l’expression ainsi que la simplicité dans la représentation afin d’en
faciliter la mise en oeuvre. Les types de connaissances à traiter, ainsi que leurs
caractéristiques, varient énormément selon les problèmes concrets à résoudre. Face à
cette situation, l’extensibilité du modèle proposé est primordiale, plus précisément, en ce
qui concerne le méta-métamodèle et le métamodèle proposés.
Concernant le troisième objectif, nous avons fait une revue des opérations nécessaires
permettant la manipulation des modèles (cf la section 2.3, page 17) et nous avons traité
celles correspondant à nos besoins (cf le Chapitre 7, page 194).
Les quatre premiers objectifs sont suffisants pour mener à bien notre recherche dans
le cadre de cette thèse. Notre formalisme proposé et les opérations spécifiées sur
modèles constituent un premier pas vers la réalisation d’un système de gestion des
modèles. L’atteinte du cinquième objectif achèverait la réalisation de ce système:
(5) Développer un prototype du système qui implémente le formalisme proposé.
7Contributions majeures de la thèse
Les contributions majeures de cette thèse sont:
— Nous avons identifié les besoins essentiels concernant la représentation des
métarnodèles et ceux concernant la représentation de modèles de connaissances
du monde réel (cf. Chapitre 3). Du point de vue modélisation, ceci nous permet
de mieux comprendre l’univers à modéliser, d’identifier plus facilement les
éléments pour chaque niveau de modélisation et d’aboutir à une représentation la
plus précise mais aussi la plus souple possible.
— Nous avons proposé un nouveau formalisme qui remplit tous les besoins recensés
pour la gestion de modèles. Nous avons montré que par rapport aux autres
noyaux réflexifs étudiés, seul le noyau réflexif de notre formalisme permet de
définir tous les formalismes de modélisation. Également, en comparaison avec
d’autres foni-ialisrnes disponibles pour la modélisation du monde réel que nous
avons étudiés, notre formalisme permet de représenter d’une manière la plus
fidèle les situations du monde réel, et il est le seul permettant de modéliser les
situations telles que celles décrites dans le Problème 1 (page 34) et le Problème 2
(page 37). Il est à souligner que notre formalisme répond au critère de
l’extensibilité, c’est-à-dire, le méta-métamodèle et le métarnodèle proposés sont
tous extensibles avec la possibilité de définir et d’ajouter de nouveaux éléments
au besoin en se basant sur notre noyau réflexif.
— Nous avons spécifié les opérations nécessaires pour manipuler les modèles dans
notre base de modèles. Ces opérations et notre formalisme constituent une base
solide pour le développement d’un système de gestion de modèles. Ce système
peut fonctionner avec une mise en oeuvre relativement simple au sein d’une base
de données relationnelles
— Quoique nos études de cas se situent plutôt dans la gestion des connaissances,
nos résultats de recherche sont applicables à plusieurs domaines importants tels
que les bases de données, les ontologies, la qualité de service et le génie logiciel.
Organisation de la thèse
Le reste du présent document est structuré comme suit. Le deuxième chapitre expose
les travaux touchant les problèmes liés à nos intérêts de recherche. Il présente l’état de
8l’art concernant les différents formalismes pour la représentation de modèles ainsi que
les opérations de manipulation des modèles. Le troisième chapitre identifie nos besoins
concernant la représentation de modèles ainsi que les opérations sur modèles. Dans le
quatrième chapitre, sont analysés les formalismes de modélisation principaux vis-à-vis
des besoins recensés pour la gestion de modèles. Le coeur dc notre thèse se trouve au
cinquième chapitre portant sur notre proposition. Il définit notre formalisme permettant
la représentation de modèles répartis à tous les niveaux de modélisation. Le sixième
chapitre présente les évaluations théorique et pratique, concernant le pouvoir
d’expression de notre formalisme. Le septième chapitre présente la mise en oeuvre de
notre cadre de modélisation et les opérations sur les modèles relatives à nos besoins.
Finalement, nous concluons sur le travail présenté dans cette thèse en récapitulant les
résultats obtenus, les contributions majeures et leurs perspectives.
Chapitre 2. État de l’art
Le présent chapitre expose l’état de l’art pour la gestion de modèles. Notre étude
porte sur la modélisation (y compris la représentation de modèles) et les opérations sur
les modèles dans le cadre de la gestion des connaissances.
2.1 Terminologies et Notions fondamentales
Cette section présente les terminologies et précise les définitions des notions
fondamentales qui seront utilisées tout au long de cette thèse. Ces terminologies et
notions sont couramment utilisées par les techniques de modélisation; certaines d’elles
peuvent être nommées autrement à travers différents formalismes. Ces définitions
pennettront de clarifier les notions et terminologies utilisées afin de réduire tout
malentendu et ambiguïté. Nous convenons que dans ces définitions, les termes en
italique seront ceux utilisés tout au long de la thèse alors que les parenthèses qui les
suivent peuvent contenir les synonymes généralement utilisés dans d’autres
formalismes.
2.1.1 Modèle
Dans sa thèse [152], Daniel K. Schneider a discuté de la notion de modèle
scientifique pour une approche en sciences sociales. Sclrneider apporte un éclairage pour
ceux qui s’intéressent comme nous à la modélisation dans une perspective de gestion de
connaissances. Il reprend à son compte les trois fonctions (ou caractéristiques) d’un
modèle développé par Stachowiak [153]:
I) Fonction de représentation: un modèle représente un original naturel ou artificiel
que l’on peut décrire comme un ensemble d’éléments et leurs interrelations.
2) Fonction de réduction: un modèle ne représente pas toutes les caractéristiques de
l’original mais uniquement celles qui sont pertinentes au but de la modélisation.
3) Fonction subjectivisante: un modèle n’a pas de relation «naturelle» avec son
original, et son interprétation tient compte du but et de l’usage.
La notion de modèle est l’objet de traitement dans différents domaines, par exemple le
génie logiciel (ex.: [17], [78]), les bases de données (ex.: [18], [143]), la représentation
de connaissances au sein de l’intelligence artificielle (cx.: [145], [148], [158]),
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l’ontologie (ex.: [201, [621), l’aide à la décision (ex.: [52]), etc. La notion de modèle peut
varier dépendamment des. domaines. Dans le domaine de l’aide à la décision (la
recherche opérationnelle), un modèle peut être vu comme un ensemble d’éléments et de
relations entre des éléments, et ces relations expriment plutôt des relations
mathématiques entre variables d’entrées et de sorties. Dans le domaine d’ontologies, un
modèle peut être vu comme un ensemble de termes et relations entre termes. Un modèle
dans le domaine de bases de données peut être un schéma de données. Dans le domaine
de la représentation de connaissances, la notion de modèle est proche de celle de
contexte, visant la contextualisation des connaissances, bien que cette notion de contexte
soit encore discutée ([145] - chapitre 5, [148], [158]). Dans le domaine du génie logiciel,
la notion de modèle est représentée par différents termes, par exemple, space dans [15],
Universe dans sNets [80], SubjectArea dans CDIf, Package dans UML et dans
MOF.
Bien que la notion de modèle puisse être concrétisée différemment selon les
domaines appliqués, nous constatons qu’un modèle est toujours représenté par un
ensemble d’éléments et de relations entre eux. La Définition 1 présente notre définition
de modèle qui perniet, à notre avis, de couvrir tous les types de modèles dont ceux cités
ci-haut, à titre d’exemple.
Définition 1 . IvÏodui1e
Un modèle, étant un codage d’une représentation de quelques aspects de la réalité ou
de l’univers du discours, contient un ensemble d’éléments de cette représentation et
de relations entre ces éléments.
2.1.2 Typage
Le mécanisme de typage nous permet de définir et d’organiser d’une manière
générique les éléments à modéliser. Les types sont définis à partir des propriétés
communes de ces éléments et permettent de regrouper ces derniers en fonction d’une
même sémantique. Les types peuvent aussi être organisés en hiérarchie selon leur
sémantique. Afin de supporter le mécanisme de typage, nous distinguons: (j) type / type
non relationnel / type relationnel, et (ii) instance / occurrence / relation. Ces notions sont
présentées dans notre Définition 2. Parmi les types, nous appelons type abstrait un type
qui n’a pas directement d’instances (Définition 3). Bien entendu, ces notions
il
fondamentales peuvent être nommées autrement dans d’autres formalismes de
modélisation.
Définition 2 : 7je / Instance, 7ype non relationnel / Ocatue,ice; ype relationnet / Retation
Un type représente un ensemble d’éléments ayant les mêmes propriétés. Une
instance d ‘un type représente un élément qui se conforme à la définition du type.
Parmi les types, il convient de distinguer les types relationnels (types de relations;
associations) et les types non relationnels (type d’entités; classe; catégorie). Parmi
les instances, il convient de distinguer les relations — instances des types relationnels
unaires/binaires/n-aires — et les occttrrences (entités) — instances des types non
relationnels (type d’entités).
Dans ce contexte, une occurrence ou un type non relationnel (dit élément non
relationnel) ne peut pas relier directement les éléments tandis qu’une relation ou un
type relationnel (dit élément relationnel) le peut. Une relation n-aire relie n éléments
(n est un entier positif). Nous avons donc les relations unaires (n1), binaires (n=2),
ternaire (n=3), etc. Respectivement, nous avons les types relationnels unaires (n=1),
binaires (n=2), ternaire (n=3), etc.
De7inition 3 : 7ype abstrait
Un type dit abstrait n’a pas directement d’instances. Il sert plutôt à organiser et à
éclaircir sérnantiquernent une hiérarchie de spécialisation de types.
En particulier, pour le typage entre éléments de différents niveaux de modélisation,
nous distinguons: (j) élément / noeud / lien, et (ii) méta-élément / méta-noeud / méta-lien
(Définition 4). Ces notions nous aident à clarifier davantage la nature des concepts dans
une architecture de modélisation. La notion de niveau de modélisation et le rapport entre
les différents niveaux de modélisation sont présentés à la section 2.2 (page 14).
Dfinition 4 : Jlément / iv!éta-élément Noeud / Méta-,ioeiic4 Lien / iV[éta-tien;Are / Méta-arc
Un élément (entité, relation, etc.) défini à un niveau de modélisation est vu comme
instance d’un type défini au niveau méta, le type est appelé méta-élément (méta
entité, métarelation, etc.). Un élément se conforme à un et un seul méta-élément.
Parmi les éléments (instances) définis à un niveau de modélisation, il convient de
distinguer les élément-noeuds (occurrences) et les élément—liens (relations).
Un noeud (tenue abrégé de «élément-noeud»), défini à un niveau de modélisation,
représente une occurrence dont le type non relationnel est défini au niveau méta; ce
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type est dit méta-noeud du premier. Un lien (tenue abrégé de «élément-lien») n-aire,
défini à un niveau de modélisation, représente une relation n-aire reliant n éléments
(n est un entier positif), son type relationnel est défini au niveau méta pour unir n
méta-éléments correspondants et dit méta-lien n-aire du premier. Nous avons donc
les liens / méta-liens unaires (n=1), binaires (n=2), ternaire (n=3), etc. Un arc (tenue
abrégé de «élément-arc») représente un lien binaire et unidirectionnel, liant un
élément source à un élément destination. Son méta-lien, binaire et unidirectionnel,
dit aussi méta-arc, est défini pour unir le méta-élément source au méta-élément
destination (correspondants à l’élément source et à l’élément destination).
Un noeud peut être traité comme instance à un niveau mais comme type à un niveau
inférieur. Par contre, un lien / arc est traité toujours comme instance et n’est jamais
vu comme type. Ceci signifie que tous les éléments qui peuvent être traités comme
méta-éléments (types) à un niveau de modélisation sont des noeuds. Le lecteur
trouvera dans les pages suivantes des exemples de ces notions.
2.1.3 Hiérarchisation entre types
Concernant la hiérarchisation entre types, il existe deux mécanismes, le sous-typage
et l’héritage. Les deux mécanismes permettent à un type d’hériter des propriétés de ses
types parents. Cependant, ils ne se comportent pas nécessairement de la même manière
[185]. Dans le cas du sous-typage, toute instance d’un type peut se comporter comme
instance de n’importe quel type parent. L’héritage est plus général que le sous-typage. Il
vise la réutilisation de la mise en oeuvre (code) et peut ne pas conduire à la préservation
du comportement. Une instance d’un type héritier, prise comme une instance indirecte
d’un type parent, peut se comporter différemment d’une instance directe du type parent.
Ceci peut s’expliquer par deux raisons que voici. Premièrement, dans le mécanisme
d’héritage, une propriété héritée d’un type (classe) parent peut être redéfinie dans un
type héritier. Deuxièmement, par l’héritage, un type héritier n’hérite d’un type parent que
les propriétés héritables, c’est-à-dire qu’il peut hériter uniquement dc certaines propriétés
du type parent.
Les notions de sous-typage et d’héritage sont précisées dans les Définition 5 et
Définition 6. Le rapport de sous-typage ou d’héritage entre types nous permet de
remplacer un type dans un modèle par un sous-type, constituant ainsi un autre modèle.
DéJinition 5 . 7ype relationnel de sous-jpclge
Si un élément B est lié à A par un lien de sous-typage, alors B hérite de toutes les
propriétés (attributs, méthodes, relations, comportements, etc.) de A. Chaque
instance de B peut se comporter comme une instance de A et compte parmi les
instances de A. Également, si B est un type relationnel, les types unis par B peuvent
aussi être unis par A. Le type relationnel de sous-typage est transitif, antisyrnétriquc,
et antiréflexif(cf. la Définition 27, page iv-l, Annexe IV).
Dejinition 6: Tjpe relationnel d’héritu,ge
Si un élément B est lié à A par un lien d’héritage, alors B hérite toutes les propriétés
(attributs, méthodes, relations, etc.) héritables de A, et peut redéfinir une ou des
propriétés héritées. Dans le cas où B est un type relationnel, les types unis par B
peuvent aussi être unis par A. Une instance directe de B est aussi une instance
indirecte de A. Le type relationnel d’héritage est transitif, antiréflexif, et acyclique
(cf. la Définition 27, page iv-l, Annexe IV).
2.1.4 Objet ou valeur
Le monde des valeurs mentionné ici est de nature bien différente de celui des
éléments vus pour les objets. Des objets peuvent changer ou être transformés en fonction
du temps, mais les valeurs demeurent toujours les mêmes.
Différence entre obfets et valettrs
Soient deux personnes Mari e et Jean, et par coïncidence, Mari e et Jean ont le même
nom: «Tremblay». Si les noms sont considérés connue objets, alors «Tremblay» est ttn objet lié à
Marie et à Jean en tant que nom de Marie et celui de Jean (Figure ]-(aj). Si l’on modifie le
nom de Marie, «Tremblay», à «Lévesqts’e», alors le nom de Jean est automatiquement
«Lévesqtte» (Figttre 1-”b». Far contre, si les noms sont vus comme valeurs, alors le fait que le
nom de Mari e est «Tremblay» est indépendant du fait que le nom de Jean est «Tremblay»
(figure 2-(a),). Même si nous inodflons le nom de Mari e, le nom de Jean reste inchangé
(Figure 2-(b)).
Marie : Personne L Marie : Personne L
______________I
chrc: I -. chrc:
«Tremblay» : Nom «Lévesque»: Nom
.,-chrc: ,chrc:
Jean : Personne Jean : Personne
(a) (b)
Figure 1 : Noms considérés comme objets
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Marie: Personne Marie: Personne
Nom = «Tremblay» Nom = «Lévesque»
Jean: Personne Jean: Personne
Nom «Tremblay> Nom = «Tremblay»
(a) (b)
Figure 2 : Noms considérés comme valeurs
2.2 Modèle et Niveaux de modélisation
La modélisation est une activité qui consiste à transfonuer les descriptions
informelles de la réalité en descriptions formelles, appelées modèles, afin de pouvoir
opératiom1aliser les connaissances [1]. La métarnodélisation est une activité qui consiste
à définir le vocabulaire et la grammaire, appelés métamodèle, permettant la réalisation
de modèles2. Pour sa part, la méta-métamodélisation est une activité qui consiste à
définir le vocabulaire et la grammaire, appelé méta-métamodèle, permettant la
réalisation de métarnodèles. Ces trois définitions correspondent aux trois niveaux de
modélisation appelés: Ml, M2 et M3. Le niveau MD est ajouté pour indiquer le monde
réel que l’on cherche à modéliser.
La Figure 3 illustre l’architecture de modélisation à quatre niveaux (M3, M2, Ml, et












Une utilisation al Une utilisation a2
Figure 3 : Architecture à quatre niveaux
2 http:!/\vww.rnetamodel.corn!article.php?story=2002101021353 1 13. Model vs. metamodel vs. meta
metarnodel. October 2002
hap://www.metarnodeLcomlstaticpages/index.php’.’page=2002101023 1056977 What is metamodeling?.
October 2002.
15
Chaque niveau présent dans cette architecture est brièvement décrit ci-après
— M3 (méta-métamodèle) est le niveau le plus abstrait et réflexif dans cette
architecture. Il définit les notions de base permettant la représentation des niveaux
inférieurs ainsi que son niveau propre.
— M2 est le niveau métarnodèle. En utilisant la grammaire spécifiée au niveau M3, ce
niveau définit le langage et la grammaire pour représenter les modèles au niveau
Ml.
— Ml est le niveau modèle. Ce niveau définit les représentations concrètes du monde
réel (modèles) ainsi que les descriptions de ces représentations. Chaque modèle au
niveau Ml respecte la grammaire spécifiée par son métamodèle au niveau M2.
— Mû est le monde réel décrit au niveau Ml. Il s’agit du niveau concret, représentant
une situation réelle et unique dans l’espace et dans le temps. Les éléments de Mû
sont les éléments existants dans le inonde réel que l’on décrit, et ils sont
représentés par des objets au niveau Ml.
On remarque une évolution dans les architectures de modélisation. Si le nombre de
niveaux est inchangé, le rôle des niveaux a été modifié. Pour VODAK [34], IRDS [671,
Telos [101], Modèle unifonne [55], UML1.x, etc., le niveau Mû représentait les
instances, et le monde réel n’était pas pris en compte. La clarification des activités de
modélisation a permis de préciser: (i) seulement les trois derniers niveaux (M3, M2, Ml)
appartiennent au monde de la modélisation tandis que le niveau Mû, présentant le monde
réel, n’en fait pas partie; (ii) ce que l’on appelle couramment les types (classes) et les
instances sont au même niveau Ml ([16], [80]), contrairement à ce qui est souvent perçu.
De plus, afin d’éviter des problèmes dus à la représentation de la nature des concepts
(y compris des modèles), par exemple le problème de l’instanciation double discuté dans
([16], [361, [38]), une architecture de modélisation doit distinguer les notions
suivantes [36]: l’instanciation, la conformité entre éléments, et la conformité entre
modèles. Ces notions sont en effet dc nature très différente, chacune possède son propre
comportement vis-à-vis des contextes dans lesquels elle opère. L’instanciation indique
le rapport «types-instances» entre éléments du niveau Ml. La con/br;nité entre éléments
(de différents niveaux de modélisation) indique le rapport de conformité entre un
élément et son méta-élément. Enfin, la confonniré entre modèles indique le respect











I j Type-objetsÂ I Â
Ml Marie_[_.._.._.i_.._._..._Personne
representé par:
MO Marie, la vraie personne,) unique dans le monde rée!
— —
- lien « instance du type))
—. — lien « élément conforme au méta-élément»
— —
— —* lien « modèle conforme au métamodèle»
Figure 4 : Distinction entre les notions de conformité
Dans cette figure, Marie au niveau Ml représente la vraie personne Marie (au niveau
MD). Marie au niveau Ml est, d’une part, conforme à Obj et dans le contexte global (ce
qui est spécifié par le lien «élément conforme au méta-élément» sur l’axe vertical), et
d’autre part, une instance de Personne dans le contexte local (ce qui est spécifié par le
lien «instance du type» sur l’axe horizontal). La Figure 4 montre aussi sur l’axe vertical
par les liens «modèle conforme au métamodèle» que Ml est conforme sérnantiquernent
au métarnodèle M2, que M2 est conforme sémantiquernent à M3, et que M3 est
conforme sémantiquenient à lui-même.
Notons le principe suivant panni deux niveaux de modélisation consécutifs dans une
architecture de modélisation, le niveau inférieur respecte la grammaire spécifiée par son
niveau supérieur. Autrement dit, le niveau supérieur spécifie le langage et les règles pour
construire les éléments à son niveau directement inférieur. Ceci signifie que
l’appellation des niveaux, dans l’architecture de modélisation, dépend en fait du niveau
où nous nous plaçons. Si nous sommes au niveau modèle (M 1), alors son niveau méta ou
bien métamodèle est M2. Mais si nous nous trouvons au niveau M2 ou M3, le niveau
méta de ce dernier est M3. À comprendre que le nombre des niveaux dans l’architecture
dépend directement de la relation de conformité qui traverse entre les niveaux adjacents
et qui relie les éléments d’un niveau aux éléments du niveau immédiatement supérieur.
Néanmoins, quel est le nombre de niveaux d’abstraction réellement nécessaires pour la
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représentation de connaissances ? Aucune réponse précise n’est possible. L’architecture
de modélisation présentée ci-dessus n’est aujourd’hui qu’un consensus. Certaines autres
questions du domaine font encore l’objet de discussion. Par exemple, quels sont les
critères sémantiques précis pennettant de caractériser la frontière entre les niveaux de
modélisation ? Quels sont les éléments dans chaque niveau de modélisation ? À
remarquer que la réflexivité du niveau le plus haut dans une architecture de modélisation
(c’est-à-dire le niveau M3 dans ce cas) possède des avantages multiples. Elle permet de
limiter le nombre de niveaux d’abstraction. Le niveau réflexif se valide lui-même; les
outils et algorithmes applicables au niveau métamodèle sont donc aussi applicables à ce
niveau [$0]. Ceci facilite l’adaptation aux extensions ou modifications futures.
Dans notre contexte, nous appellerons généralement modèles tous ce que nous
pouvons retrouver dans les différents niveaux de modélisation. Parmi les modèles, nous
distinguons les métamodèles et méta-métamodèles en utilisant les règles [$0 - pages:
195-i 91 suivantes:
— un modèle appartient au M3 s’il est aussi son propre métamodèle;
— un modèle appartient au M2 si son métamodèle est un autre modèle au niveau M3;
— un modèle appartient à Ml si son métamodèle est un autre modèle au niveau M2.
2.3 Opérations sur modèles
Cette partie présente une revue sur les opérations nécessaires pour manipuler les
modèles. Comme l’existence d’une opération dépend du codage et du stockage de
modèles, la liste des opérations présentées dans cette revue n’est pas exhaustive. Cette
liste ne comporte que les opérations qui nous semblaient les plus pertinentes dans les
domaines qui nous concernent: la gestion des connaissances, le génie logiciel, les bases
de données, les ontologies, et également la qualité de service. De plus, comme ta
conception détaillée ainsi que l’implémentation d’une opération sur des modèles
dépendent du codage et du stockage des modèles, notre présentation sur les opérations
reste au niveau de la description sémantique des opérations.
2.3.1 Opérations de base
Nous nommerons les opérations de base en nous référant aux opérations élémentaires
similaires dans la gestion des bases dc données ([14], [18], [90]) et ainsi qu’aux
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opérations de base dans les GCs ([55], [148]). Ce sont les opérations suivantes: la
création; la suppression, la mise-à-jour, l’application de fonction, la copie,
l’énumération, la simplification, la restriction de types, la jointure, l’intersection, et la
différence entre modèles.
Création de modèles
Cette opération vise à créer un nouveau modèle. Ce modèle peut être vide ou contenir
des éléments. Dans [18], on parle de l’opérateur CreateModeÏ permettant de créer une
structure complète de modèles basée sur un «template». Par exemple, CreateModet peut
créer un modèle vide d’un programme constitué par une signature, une partie de
déclarations et une partie de procédures.
Suppression de modèles
Elle consiste à supprimer un modèle dans la base des connaissances. La suppression
d’un modèle implique aussi la suppression d’éléments contenus dans le modèle ([18],
[90]).
Mise-à-jour de modèles
Cette opération permet de mettre à jour l’inforniation sur un modèle. Inspirées de la
fonctionnalité de mise-à-jour dans un système de gestion de base de données, les
activités de mise-à-jour de modèle permettent: d’ajouter de nouveaux éléments au
modèle, de supprimer certains éléments du modèle, ou de modifier des valeurs, etc. La
mise-à-jour se fait en utilisant des opérations de base pour manipuler les objets, leurs
propriétés ainsi que leurs relations [18].
Enumération
Lors du traitement d’un modèle, le parcours des éléments du modèle est parfois
demandé. Alors l’opération d’énumération permet de visiter tous les éléments du modèle
de manière à ce que chaque élément soit visité uniquement une fois [18].
Application de fonction
Cette opération prend un modèle et une fonction comme entrée et applique la fonction
à tous les objets dans le modèle ([14], [18]).
Copie de modèle
Cette opération vise à créer une copie u d’un modèle y. Il s’agit d’une copie profonde
dans le sens que tous les éléments du modèle original sont aussi copiés. Le modèle
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copié tt et le modèle original y sont sérnantiquernent équivalents. Voici quelques
références: l’opération de copie dans les graphes conceptuels [14$], et l’opération de
copie proposée dans ([1$], [90]).
Simplification de modèle
Cette opération vise à simplifier un modèle en supprimant les éléments redondants
sans toutefois perdre d’information, ni modifier la sémantique du modèle. Par exemple,
dans les graphes conceptuels, si deux relations conceptuelles sont identiques, une des
deux relations peut être supprimée ainsi que ses arcs [55].
Restriction de types
Empruntée de la restriction dans les graphes conceptuels ([55], [14$]), cette opération
représente le mécanisme de sous-typage entre types. Un type dans un modèle peut être
remplacé par un sous-type.
Jointure entre modèles
Empruntée à l’opération de jointure dans les graphes conceptuels ([55], [14$]), à celle
d’union entre ensembles dans les mathématiques, et similaire à celle de jointure naturelle
dans les bases de données, l’opération de jointure entre modèle vise à unir deux modèles
sur la base de leurs éléments communs.
Soient m1, m2 deux modèles. Soient e1, e2 deux éléments identiques respectivement de
m1 et m2. Si e1 est identique à e2, alors la jointure de m1 et m2 est le modèle résultant de
l’union de m1 et m2 en supprimant e1 et en reliant les relations de e1 à e2. Une illustration
est présentée dans la Figure 5. Dans cette figure, m3 est le modèle résultant de la jointure







Figure 5: Exemple de jointure entre modèles
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Intersection entre modèles
Cette opération est empruntée de l’opération d’intersection entre ensembles dans les
mathématiques [90]. Elle retourne la partie commune entre deux modèles.
Différence entre modèles
Cette opération consiste à retourner les éléments contenus dans un modèle mais pas
dans un autre modèle ([18], [90]). Soient m1, in2, in3 trois modèles; in3 représente la
différence d’éléments entre in1 et in2 s’il contient uniquement les éléments présents dans
in1 mais non dans in2.
2.3.2 Autres opérations importantes
Nous présentons ici les autres opérations plus complexes telles que la dérivation de
modèles, l’instanciation de modèles, la contraction et l’expansion, la requête, la
correspondance entre modèles, la différence complexe entre modèles, la fusion de
modèles, la transformation et la migration de modèles.
Dérivation de modèles
À partir d’un modèle, le mécanisme de restriction de type nous permet de construire
et de déduire des modèles plus spécifiques tandis que le mécanisme de dérivation de
modèles vise à construire des modèles plus généraux.
La dérivation de modèles est similaire à l’opération de projection décrite dans [181.
Dans [53], la dérivation de modèles est définie grâce à l’opération de projection dans les
GCs. Un exemple est illustré par les Figure 6 et Figure 7 (cf [53]). ode1O (Figure 6)
est un modèle de qualité quantitative pour la livraison de vidéo. Il comprend les trois
dimensions quantitatives : la langue (Language), le débit (FrameRate) et la taille
(Size). Model2 (Figure 7) est un modèle dérivé de ModelO et ne comprend que les
deux dimensions, FrameRate et Size.
QuantitativeModel $ ModelO
LangageValue : * QuantitativeDim: Langage
Value : * QuantitativeDim : FrameRate
Value : * QuantitativeDim : Size
Figure 6: Modèle de qualité quantitative
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QuantitativeModel : ModeI2
Value : * QuantitativeDim FrameRate
Value * QuantitativeDim : Size
Figure 7 Dérivation de modèles
Instanciation de modèles
Comme nous le savons, dans le modèle orienté-objet, si un objet est une instance
d’une classe, cet objet doit se conformer à la définition de la classe et tous les attributs
de l’objet que la classe spécifie doivent avoir des valeurs concrètes. Autrement dit, une
fois qu’une classe est instanciée, tous les types attachés (attributs, relations) sont aussi
instanciés. Pourtant, l’instanciation de modèles ne nécessite pas que tous les types dans
le modèle à instancier soient instanciés. Dans [53], l’instanciation de modèle correspond
à la spécialisation dans les GCs, et elle est définie grâce à l’opération de projection dans
les GCs. Un exemple est illustré par les Figure 7 et Figure $ (cf. [53]).
QuantitativeModel : Req2




Figure 8 : Instanciation de modèles
La Figure $ représente que Req2 est un modèle instancié de Model2. Au lieu d’être
attachée à une valeur non spécifiée dans le modèle Model2, la dimension FrameRate
dans Req2 prend la valeur 30. Pour FrameRate, le concept générique tvalue: *] dans
4odel2 est remplacé par un concept individu [Value:30] dans Req2.
Contraction et Expansion
Les deux opérations sont empruntées des GCs. Dans les GCs ([55], [14$]), la
contraction remplace un graphe correspondant à une définition d’un type par un concept
(ou relation) de ce type, et l’expansion remplace un concept par son graphe de
définition.
Requête
L’opération de requête permet la recherche ainsi que la sélection d’information dans
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la base des modèles. Par exemple: l’opération Select décrite dans [18], la recherche dans
les GCs présentée dans [551, ou la recherche dans le sNets présenté dans [80]. Et le
résultat retourné de cette opération se conforme à la qualification donnée. Les requêtes
peuvent être exprimées par un langage qui peut être similaire à certains langages de
requête comme, par exemple, celui pour XML (Xquery) ou pour l’interrogation de bases
de données relationnelles (SQL) ou objets (OQL).
Correspondance entre modèles (Matching)
Cette opération s’intéresse à la partie similaire entre deux modèles. Elle prend deux
modèles comme entrées et retourne comme sortie une correspondance sémantique dit
«mapping» qui est un modèle indiquant comment les éléments dans les deux modèles en
entrée sont équivalents (en correspondance). La Figure 9 (cf. figure 4 - [14]) décrit un
exemple de ce problème. Mapee est une correspondance représentant la correspondance
respective entre les éléments Emp# et Nom dans Emp avec EmployélD et Nom dans
Employé. Mapee est le modèle résultat de l’opération Match (Emp, Employé).
Ce problème existe dans plusieurs domaines tels que la gestion de données et de
métadonnées, le «data wearhouse», les ontologies, le génie logiciel, etc. Voici quelques
références intéressantes: [13], [18], [42], [43], [44], [76], [86], [87], [90], [91], [931,
[104], [138], [188].
Différence complexe entre modèles
Cette opération vise à effectuer la différence entre deux modèles. Si l’opération de
différence entre modèles, présentée dans la section 2.3.1 (page 17), ne considère pas la
correspondance sémantique entre deux modèles en entrée, l’opération de différence
complexe tient compte de cette considération. Les Figure 9 et Figure 10 décrivent un
scénario simple. Mapee est une correspondance entre deux modèles Emp et Employé
Figure 9 Match(Emp, Employé) = Mapec
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(figure 9). La partie qui existe dans Employé mais non dans Emp comprend les
éléments NomDeFamille et Prénom, ce qui est indiqué dans le résultat obtenu
Dif f (Employé, Mapee) =<Employé2 , Map2> (Figure 10 (cf. figure 5 [14])).
Voici quelques références traitant de ce sujet: [14], [18], [90], [132].
Fusion de modèles
L’opération couvre un problème bien plus large que l’opération de jointure présentée
dans la section 2.3.1 (page 17). Soient A, B deux modèles et Map une correspondance
entre A et B. Alors, l’opération de fusion retourne un modèle résultant de l’union de A et
B selon Map.
Ce problème se présente dans plusieurs domaines d’application comme l’intégration
des bases de données, la fusion et l’intégration des ontologies, le développement des
logiciels, etc. Certaines références sont: [18], [51], [75], [76], [90], [104], [132], [133],
[135], [144], [156].
Transformation de modèles
Cette opération traite de la transformation d’un modèle en un autre modèle, en
appliquant des règles de transformation (mapping), à chacune de ses phases. Ces deux
modèles représentent une même situation mais dans des structures différentes. Si l’on
respecte l’architecture de modélisation (Figure 3) présentée dans la section 2.2 (page 14)
avec un seul méta-métamodèle au niveau M3, on distingue les deux cas suivants:
— Le modèle source et le modèle destination sont représentés dans un même
formalisme. Autrement dit, ils sont basés sur un même métarnodèle. Dans ce cas,
la transformation ne réside qu’au niveau Ml et ne touche pas le niveau M2 dans
l’architecture de modélisation.
— Le modèle source et le modèle destination sont représentés dans des formalismes
Figure 10 Diff(Employé, Mapec) = < Employé2, Mapee2>
24
(métamodèles) différents. Dans ce cas, la transformation réside au niveau Ml ainsi
qu’au niveau M2 dans l’architecture de modélisation. Voir Pexemple 1.
Transfr,nation entre modèles et Liens de transformation entre modèles (exemple 1)
Comme la Figure 1] (page 24) 1 ‘illttstre, la transformation d ‘mi modèle source (Modèle 1)
en un modèle destination (Modèle2, respecte les règles de transjbrmation entre les éléments du
métamodèle source (Métamodèlel, et les éléments du métamodèle destination
(Métamodèle2,) correspondants. Dans ce cas, concernant la représentation de liens entre
modèles, nous pouvons considérer que Modèlel est associé à Modèle2 par un lien
«transjàrmation», et celui-ci est associé à une ott des règles de transformation par des liens
«applique les règles».
Règles de transformation
Figufe 11: Mécanisme de transformations
La transformation est un problème important qui se retrouve dans divers domaines
tels que la gestion de données et de métadonnées et le génie logiciel. Ces références
donnent d’autres informations à propos de cette réalité: [6], [14], [241, [31], [76], [80],
[81], [88], [89], [104], [130], [139], [140], [143], [150], [151], [159], [162].
Migration de modèles
La migration de modèles signifie, pour nous, le mécanisme permettant de faire migrer
dynamiquement les instances d’un type à un autre type en respectant la définition de ce
dernier. Elle est inspirée du mécanisme de définition des types dans les GCs ([55],
[148]). Voici un exemple. Soit PersonneEmployée-Teximus un type dont la
définition exprime que chaque employé (instance de type PersonneEmployée
Teximus) est une personne (instance de type Personne) travaillant pour la compagnie
Teximus. Soit modèlel un modèle représentant que toto est une personne travaillant
pour la compagnie Teximus. toto satisfait donc la définition de






— sem: les règles: — sem: —
Ml Modèlel Modèle2
transformation
PersonneEmployée-Teximus et devient une instance de PersonneEmployée
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Teximus. Soit modèle2 un modèle représentant que toto est une instance de
PersonneEmployée-Teximus. Nous pouvons dire dans ce cas que modèle2 est le
modèle migré du modèle; par la migration de toto du type Personne vers le type
PersonneEmployée-Teximus. La migration de modèles est une sorte de
transformation de modèles basée sur un même métamodèle.
2.4 Formalisme pour la représentation de modèles
Les formalismes de modélisation seront étudiés dans le Chapitre 4.
2.5 Synthèse
La gestion de modèles prend une importance grandissante et notre travail porte sur
deux axes de recherche essentiels dans la gestion de modèles, soient: (i) la représentation
de modèles, et (ii) les opérations pour manipuler les modèles. Nous avons passé en revue
les niveaux de modélisation et également fait une revue des opérations de manipulation
des modèles. Nous présentons dans le prochain chapitre les besoins essentiels pour la
gestion de modèles et puis dans le Chapitre 4 les formalismes de modélisation existants.
Chapitre 3. Besoins
La représentation de modèles est un axe de recherche essentiel dans la gestion des
modèles. Elle est également notre première préoccupation de recherche. Nous
souhaitons représenter tous les modèles répartis sur les trois niveaux de modélisations
(Ml, M2 et M3). Il nous faut identifier les besoins essentiels pour le niveau M2 (afin de
représenter le niveau Ml), et également identifier ceux pour le niveau M3 (pour
représenter les niveaux M2 et M3). Notre besoin d’opérations sur modèles est aussi
présenté.
3.1 Besoins pour M2
Nous avons répertorié les besoins fondamentaux (y compris les notions) que les
métamodèles de niveau M2 devraient supporter pour représenter des
connaissances/modèles au niveau Ml. Certains de ces besoins et notions peuvent être
nommés autrement dans les différents formalismes.
3.1.1 Typage entre éléments
3.1.1.1 Typage entre éléments du niveau Ml
BesoinM2 1: Typage entre éléments du niveau Ml
Pour représenter la structure de connaissances du monde réel sur les deux niveaux
types et instances au niveau Ml (cf. la section 2.2, page 14), un formalisme défini au
niveau M2 doit permettre de représenter au niveau Ml les notions de base suivantes:
— Pour le niveau types: type, type non relationnel, et type relationnel
unaire/binaire/n-aire (cf. la Définition 2, page 11).
— Pour le niveau instances: instance, occurrence, et relation unaire/binaire/n-aire
(cf. la Définition 2, page 11).
3.1.1.2 Typage entre éléments de deux niveaux de modélisation consécutifs
Étant donné que parmi deux niveaux de modélisation consécutifs dans l’architecture
dc modélisation, le niveau inférieur respecte la grammaire spécifiée par son niveau
supérieur, les éléments du niveau inférieur peuvent donc être vus comme des instances
dont leurs types, dits méta-élérnents, sont définis au niveau supérieur.
Tout modèle conforme à notre définition de modèles (cf. la Définition 1, page 10)
27
peut être représenté par des noeuds et des liens binaires (cf la Définition 4, page 11). Un
modèle est représenté par un ensemble d’éléments et de relations entre ces éléments. Un
élément peut être représenté par un noeud ou un lien binaire. Une relation unaire, binaire
ou n-aire qui unit un ensemble d’éléments peut toujours être fondamentalement
représentée par un noeud et un ensemble de liens binaires de telle sorte que ce noeud
puisse via cet ensemble de liens binaires unir l’ensemble d’éléments en question. De
cette façon, parmi deux niveaux de modélisation consécutifs dans l’architecture de
modélisation, (j) les éléments du niveau inférieur peuvent être seulement des noeuds et
des liens binaires et (ii) leurs méta-éléments définis au niveau supérieur peuvent être
seulement des méta-noeuds et des méta-liens binaires. Ceci n’influence pas le pouvoir de
représenter des modèles et penriet en outre de faciliter la mise en oeuvre des
représentations.
Ainsi, concernant le typage entre éléments de deux niveaux de modélisation
consécutifs dans l’architecture de modélisation, un formalisme défini au niveau
supérieur (c’est-à-dire le niveau M3 ou M2) doit supporter au moins les notions
suivantes: élément / méta-élément, noeud / méta-noeud, et lien / méta-lien binaire (cf la
Définition 4, page 11). Ceci est noté par notre BesoinM2 2. À souligner qu’un lien (ou
méta-lien) binaire dans ce contexte associe deux éléments dont un élément peut aussi
être un lien (ou méta-lien). L’exemple 1 (page 24) a illustré ces propos.
BesoinM2 2 Typage entre éléments de deux niveaux de modélisation consécutifs
Pour indiquer les méta-éléments définis à un niveau de modélisation, les notions
suivantes sont nécessaires: méta-élément, méta-noeud, et méta-lien binaire;
également, pour indiquer les éléments à un niveau de modélisation conformes aux
méta-élérnents définis au niveau méta, les notions suivantes sont de même
nécessaires: élément / noeud / lien binaire (cf la Définition 4, page 11).
Un lien (ou méta-lien) binaire peut exister sous toutes les formes. Par exemple, un
lien (méta-lien) entre deux noeuds (rnéta-noeuds). ou entre un noeud (méta-noeud) et
un lien (méta-lien), ou entre deux liens (méta-liens).
3.1.2 Rapport entre niveaux types et instances
Afin de pouvoir se déplacer entre les niveaux types et instances au même niveau Ml
ou aux différents niveaux de modélisation, un formalisme doit remplir le besoin de
«Passage entre niveaux types et instances» (BesoinM2 3). Et le besoin «Distinction entre
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différentes notions de conformité» (BesoinM2 4) permet, quant à lui, d’éviter des
problèmes dus à la représentation de la nature des élérnents/modêles (cf. la section 2.2,
page M).
BesoinM2 3 : Passage entre niveaux types et instances
Un élément peut être traité comme instance à un niveau mais comme type à un autre
niveau.
BesoinM2 4 Distinction entre différentes notions de conformité
Il est nécessaire de distinguer ces notions: l’instanciation «types-instances» entre
éléments du niveau Ml, la conformité entre éléments et méta-éléments, et la
conformité entre modèles et métamodèles.
3.1.3 Classification et Hiérarchisation entre types
La plupart des formalismes de modélisation permettent la hiérarchisation entre types
non relationnels mais non entre types relationnels. Cependant, étant donné qu’un type
relationnel peut avoir ses attributs propres, ses comportements et types relationnels avec
d’autres éléments, alors pour permettre à un type relationnel d’hériter des propriétés
(attributs, comportements, etc.) d’un type plus général, la hiérarchisation entre types
relationnels est aussi importante. Il en est de même pour la hiérarchisation entre types
non relationnels, dans le domaine de la modélisation. Le besoin «Hiérarchisations entre
types» (BesoinM2 5) souligne la nécessité de classer des types non relationnels
(respectivement des types relationnels) en hiérarchie en fonction de leur sémantique
spécialisationlgénéralisation.
BesoinM2 5 : Hiérarchisations entre types
Les types (respectivement les types non relationnels / les types relationnels) sont
organisés en hiérarchie.
Concernant la multi-classification et la connaissance partielle, examinons le problème
de classification des automobiles abordé dans ([55], [41]).
Classification des automobiles (‘exemple 2)
En se basant site le nombre de portes, nous avons trois types. les véhicules 2 portes
(Véhicule-2portes,), les 4 portes (Véhicule-4portes,) Ou les mini-fourgonnettes
(Véhicule
- Van,). En se basant sttr le mode de propulsion, nous avons les véhicules à 2 roues
motrices (Véhicu1e-2R oit à 4 rottes motrices (Véhicule-4RM,,). Eifln, selon l’origine
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des véhictdes, notts pouvons definir trois types. Europe (Véhie-Europe,), Amérique
(Véhie -Améri que) et Asic (Véhicule -Asi e).
Si les véhicules sont classés à partir de ces trois critères (figure 12,), toutes les combinaisons
sont possibles (3*2*3=18 possibilités (‘cf figure 13)). Et si ceprincpe est appliqué pottr les cas
plus complexes dans le sens où le nombre de critères est pltts important, alors le nombre et le
volume de toittes les possibilités peuvent rapidement devenir incontrôlables. De plus, il ne fattt

































Figure 13 Une hiérarchie basée sur les trois critères
Un problème concernant la classification lors de connaissances partielles est aussi posé. Si
nous avons une voiture 4 portes avec 2 roues motrices dont l’origine est inconnue (‘car elle a été
assemblée en Europe à pal-tir des pièces en provenance de 1 ‘Asie), elle est donc classée dans le
type Véhicule -2RM-4portes. Mais qtt ‘adviendra-t-il lorsque nous connaîtrons son
origine?
Une meilleure solution pour ces problèmes est la mttlti—classification ou un mécanisme
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perlnettcznt de faire migrer dynamiquement les instances d ‘tin type â un autre tel que la règle «Si
Ï ‘élément A est taie instance de TypeA avec de nouvelles propriétés, alors A devient ttne
instance de TypeB».
Afin d’éviter l’explosion combinatoire en raison du sous-typage (ou de l’héritage)
multiple comme les exemples de classifier des automobiles, nous avons le besoin
«Multi-classification et Connaissance partielle» suivant:
BesoinM2 6 Multi-classification et Connaissance partielle
Il permet à une instance d’être classée à plusieurs types (multi-classification) ou il
est possible dc faire migrer dynamiquement les instances d’un type à un autre type.
3.1.4 Modèle de rôles
La notion de rôles s’attache à la représentation des aspects temporaires et dynamiques
des objets du monde réel. Nombreux travaux de recherche (exemples: [148], [147],
[131], [77], [184], [60], [29], [145], [154], [34]) traitent cette notion de rôles mais ne
partagent pas toujours une même ontologie ni une même approche. Afin de réduire tout
malentendu et ambiguïté à propos de rôles, la Définition 7 précise les notions de base
utilisées dans notre contexte. L’exemple 3 illustre ces notions.
Dejinition 7: Objet / Rôle, Tjpe d’objets / Tjype de rôles
Le terme objet désigne un objet de l’univers du discours ou dans le monde réel. Les
rôles représentent les aspects temporaires et dynamiques des objets du monde réel
ainsi que de l’univers du discours. Un type d’objets (un type de rôles) représente un
ensemble d’objets (de rôles) ayant les mêmes propriétés telles que les attributs,
relations et comportements.
Personnes et rôles (‘exemple 3)
Une personne, durant son existence, passe par diffe’rents états correspondant à son âge,
suivant I ‘ordre. enfant, adolescent, adulte, personne âgée. Elle pettt aussi passer par d ‘au tres
états comme célibataire, marié, salarié, sansemploi, ou à la retraite. En otttre, elle petit jouer
divers rôles en ce qui a trait aux études et à l’enseignement comme: étutdiant, chargé de cours,
oit professeur. Elle petit également être identifiée par des relations relatives ait travail, ait
recrutement comme: employé oui employeur.
Un rôle employé petit passer par divers états comme employé temporaire, employé
permanent. Un employé permanent peut, par ailleurs, s ‘occuper d’autres rôles comme chef de
projet, chefd ‘équpe.
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Ainsi, les types tels que Personne (représentant l’ensemble de personnes), Enfant
(représentant l’ensemble d’enfants), Adole cent (‘représentant l’ensemble d’adolescents,), etc.
sont des types d’objets alors que les types tels que Etudiant (représentant l’ensemble de rôles
étudiant), cliargéDe Cours (représentant l’ensemble des rôles chargé de cours),
Professeur (représentant l’ensemble des rôles profésseui), etc. sont des types de rôles.
Afin de tenir compte des situations présentées dans l’exemple ci-dessus, le BesoinM2
7 souligne la distinction explicite entre les notions suivantes: objet, rôle, type d’objets, et
type de rôles. Aussi, le BesoinM2 8 répertorie toutes les interactions possibles entre
objets, rôles.
BesoinM2 7: Objets, Rôles, Types d’objets, Types de rôles
Distinction explicite entre ces notions: objet, rôle, type d’objets, et type de rôles.
BesoinM2 8: Rapports entfe objets et rôles / types de rôles
(j) Un objet/rôle peut simultanément jouer des rôles d’un même type ou de types
différents ([34], [60], [77], [184]).
(ii) Différents objets et/ou rôles ne peuvent pas s’occuper simultanément un même
rôle ([29], [34]. [60], [77], [131], [145], [147], [148], [154], [184]).
(iii) Des objets de types différents peuvent jouer un même type de rôles ([154]).
(iv) Un objet peut dynamiquement acquérir ou abandonner des rôles / types de rôles
([34], [60], [77], [131], [154]).
(y) Un type de rôles peut être transféré d’un objet à un autre objet ([154]). Nous
entendons par là qu’un rôle concret, cédé par un objet, pourra être joué par un
autre objet. Il est aussi possible de spécifier un rôle concret sans nommer son
joueur. Par exemple, toutes les caractéristiques d’un poste ouvert peuvent être
spécifiées indépendamment de la personne qui sera engagée pour ce poste.
(vi) Un rôle (ou type de rôles) peut être acquis ou cédé indépendamment d’autres
rôles (ou types de rôles) ([34], [60]). Par exemple, le fait qu’une personne
devient étudiante est indépendant du fait qu’elle devient employée.
(vii) Les types de rôles peuvent dépendre des types relationnels ([29], [148], [154]).
C’est-à-dire, un type de rôles peut toujours s’attacher à un type relationnel, et
un objet doit participer à une relation instanciée de ce type relationnel pour
pouvoir jouer un rôle instancié du type de rôles en question.
(viii) Différents types de rôles peuvent partager des structures ou comportements
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communs. Par exemple, les types de rôles peuvent être organisés en hiérarchie
afin d’hériter des propriétés ([34], [60], [77], [131], [145], [147], [148], [154],
[184]).
(ix) La séquence selon laquelle les types de rôles peuvent être acquis et cédés, peut
représenter la restriction ([34], [131], [154], [184]). Voici un exemple.
Supposons que les personnes peuvent jouer les rôles «employé permanent» et
que seulement les rôles «employé permanent» peuvent jouer les rôles «chef de
projet». Le séquencement des rôles «employé permanent», «chef de projet»
permet de représenter la restriction suivante: un chef de projet doit être un
employé permanent.
(x) L’état d’un objet (il s’agit de la situation de l’objet, représentable par exemple
à travers les propriétés de l’objet) peut être spécifié par rôles ou par types de
rôles. Autrement dit, l’état d’un objet peut varier dépendamment du rôle ou du
type de rôles sous lequel l’objet est examiné ([34], [77], [154], [184]).
(xi) Les propriétés d’un objet peuvent être spécifiées par types de rôles ([34], [60],
[131], [154]). Autrement dit, un attribut ou comportement peut caractériser
divers types de rôles mais être réalisé différemment par ces types. Par exemple,
une personne peut détenir plus d’un numéro de téléphone (exemple: un privé et
deux autres pour ses rôles de types étttdiant et employé).
(xii) L’accès dépend du contexte ([34], [60], [77], [131]). Par exemple, si un objet
est accédé sous un rôle ou un type de rôles, les propriétés propres à d’autres
rôles ou types de rôles de l’objet peuvent être invisibles.
(xiii) Un objet et ses rôles ont des identités distinctes ([34], [184]). Contrairement à
l’approche où un objet et ses rôles partagent une même identité d’objet ([60],
[77], [154]), l’approche où l’objet et ses rôles ont des identités
distinctes possède des avantages multiples. Elle facilite la mise en oeuvre des
critères suivants: le critère (i) (particulièrement dans le cas où un joueur peut
s’occuper de plusieurs rôles d’un même type), le critère (y) (par exemple, le
cas où un rôle peut exister sans être attaché à un joueur concret). Elle permet de
distinguer facilement le nombre de rôles de celui de leurs joueurs. Par exemple,
le dénombrement des passagers, tel qu’abordé dans [184]. Dii au fait qu’une
personne peut être comptée plusieurs fois comme passager (si elle prend
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l’autobus plusieurs fois par semaine), le nombre de personnes, en tant que
passagers, pendant une même semaine, peut être de 1000 alors que le nombre
de passagers, selon le rôle passager, peut être de 4000.
3.1.5 Classification dynamique et Classification statique
Examinons les deux exemples ci-après.
Objets - Tyve statique/dynamique et Classification statigtte/dynamigue (exemple 4)
L ‘exemple 3 apporte la distinction suivante au sujet des objets et types d’objets. Durant son
existence, une occitn-ence de Personne, représentant une personne réelle, reste toijoitrs
comme une instance de type Personne. Dépendamment de son état (énfant, adolescent, aditlte,
personne âgée, célibataire, marié, salarié, sans-emploi, etc.), cette occurrence est aitssi classée
à itn ott des types (Enfant, Adolescent, Adulte, PersonneÂgée, Célibataire,
PersonneMariée, Salarié, PersonneSansEmploi, etc.) pour une période de son
existence. Le type Personne est dit statique. Les types tels qtte Enfant, Adolescent,
Adul te, PersonneÂgée, Célibataire, PersonneMariée, Salarié,
PersonneSansEmpl oi sont dits dynamiques et sous-types dynamiqites dit type Personne.
Supposons qite les personnes saut regrottpées en types selon leurs pays de naissance: les
personnes nées en france (PersonneNéeEnFrance,), les personnes nées ait Canada
(PersonneNéeAu Canada), etc. Étant donné qit ‘une personne a itn seitl pays de naissance
invariable, les types tels que PersonneNéeEnFrance, PersonneNéeAu Canada sont
attssi dits statiques et ils sont des soits-types statiqites de Personne.
Rôles
- Type statigite/dynamiqite et Classification statigute/dynamigtte (exemple 5,.)
Similaire ait cas d’objets et types d’objets, nous retirons de l’exemple 3 la remarque sitivante
sur les rôles et types de rôles. Un rôle employé, durant son existence, fait partie definitivement
dit type de rôles Employé. Toitt en restant lié ait type Employé, ce rôle petit aitssi faire partie
dut type de rôles TempEmp (oit PermEmp), seulement pour la période où il est dans l’état
«employé temporaire» (‘oit «employé permanent»). Par ailleitrs, ce rôle «employé» change de
type quand il change d’état. Par exemple, il change de type TempEmp ait type PermEmp quand
il change d’état «employé temporaire» à l’état «employé permanent». Donc, le type de rôles
Employé est statique alors quce les types de rôles TempEmp, PermEmp sont dynarniqices et
soits-types dynamiques dit type Employé.
Alors, le besoin «Classification dynamique et classification statique» tient compte de
la distinction entre l’espace d’états et l’espace d’objets pour un type d’objets/rôles.
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BesoinM2 9: Classification dynamique et classification statique
Distinction explicite entre la classification dynamique et celle statique. Pour un type
non relationnel (une classe), la classflcation dynamique divise exhaustivement
l’espace d’états de ses instances en sous-espaces disjoints et la cÏasstfication statique
divise exhaustivement l’espace d’objets de ses instances en sous-espaces disjoints
[184].
3.1.6 Contraintes structurelles
Problème 1: C’onimne,it petit—on modéliser ta situation suivaitte ?
Au Ml, SignerContrats représente un type de relations «signer-des-contrats» entre des
pcirticiants. Ce type implique ttn nombre de x types de i-61es fournisseur (Fournisseur,), tin
nombre dey types de i-61es client (Client,), et un nombre de z types de rôles témoin (Témoin)
pour lesqttels: (‘contrainte 1)1 x 3, (‘contrainte 2) 1 y 2, (‘contrainte 3) 1 z 2.
Chaque relation instanciée de SignerContrats va relier les (+y+z,) éléments suivants.
x rôles fournisseur du type Fournisseur, y rôles client du type Client et z rôles témoin dtt
type Témoin. L ‘arité de Si gnerCont rats est variable.
Dephts, (contrainte 4,) dans une relation de type SignerCont rat s, un rôle fournisseur ou
client doit être joué pal- une orgcmisation d’état (OrganisationGouvernement,), oit une
entreprise privée (Entrepri sePri vée,), oit une personne (Personne,). Potcr sa part, le rôle
témoin doit être jotté pal- un i-ôle avocat (Avocat, oit une organisation (Organisation,).
Finalement, ttn rôle avocat doit être joué par ttne personne (Personne,).
Totcte relation de type SignerContrats déci-ite ci-desstts petit être illicstrée par la Figttre
14.
Notts pouvons ajouter des contraintes sttr des participants de SignerContrats. Voici
qztelqutes exemples. (‘contrainte 5,) Parmi les joutettrs des rôles fottrlusseutr dans chaqite instance
de SignerContrats, il y a 1 oit 2 organisations d’état mais ttne personne ait maximutm.
(contrainte 6) Un i-61e foutrnisseitr doit partictper à ait moins itne relation de type
SignerContrats. (‘contrainte 7,) 11 y a de 1 à 2 rôles fournisseur différents particpant
chacttn à une oit des relations de type SignerContrats avec les mêmes participants restants
«x-1) i-61es fournisseur, y i-61es client et z i-61es témoin,). (‘contrainte 8) Une entreprise privée
doit pal-tict,ei- à au moins itne relation de type SignerContrats sotts le i-61e fournisseur.
(contrainte 9,) Il y a ait lnaxinlitm 2 entreprises privées différentes dont chctcitne pam-ticpe à ttne
oit des relations de type SignerContrats sous le i-ôle fournisseitr avec les mêmes i-61es
restants «x-1) rôles foutrnisseur, y rôles client et z rôles témoin) et les mêmes jotteutrs de ces
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rôles. Sjmjlajrenjent, il est possible pour SignerContrats, d’avoir d’autres contraintes de
carclin alité sur des types de rôles et de joueurs restants. Si les mêmes participants ( rôles
fournisseur, y rôles client et rôles témoin,) peuvent signer des contrats ensemble de 2 à 4 fois








x rôles signer-des-contrats y rôles
fournisseur client
Notations:
- participer à —
—
jouet le rôle
un tôle (‘(‘“\ un ensemble (peut un objet fz1_1 un ensemble (peut
‘) être vide) de ràles être vide) d’objets
une personne une entreprise privée une organisation d’état une organisation
Figure 14: Une relation sirner-des-contrats (de type Si-nerContrats)
Évidemment, le pouvoir de représenter des contraintes sur des élérnents/rnodèles est
une exigence pour mieux exprimer la sémantique de ces élémcnts/modèles. Les besoins
«Contraintes de l’arité rnin!max» (BesoinM2 10), «Contraintes de cardinalité totale
min/max pour un type relationnel» (BesoinM2 11), «Contraintes de cardinalité locale
rninlrnax pour un type relationnel» (BesoinM2 12), «Contraintes de l’itération minlmax
pour un type relationnel» (BesoinM2 13) et «Contraintes de cardinalité minlmax pour un
méta-lien» (BesoinM2 14) identifient différents types de contraintes structurelles sur des
types d’objets / types de rôles / types relationnels à capturer. Plusieurs parmi ces types de
contraintes sont relevés dans le Problème I ci-haut. À notre connaissance, aucun des
formalismes actuels de niveau M2 ne distingue ni supporte tous ces besoins rnentioimés
afin de modéliser des situations comme celle présentée dans le Problème 1 (page 34).
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BesoinM2 10: Contraintes de I’arité min/max
D’une façon plus générale, les contraintes de l’arité capturent le nombre
rninimal/maximal des éléments impliqués conjointement dans un événement. Nous
présentons, ci-après, certains types de contraintes de l’arité pouvant exister dans
diverses situations à modéliser:
(i) Contraintes de l’arité min/rnax sur un attribut (A,) pour un type (T). Ceci
capture le nombre rninirnal/maximal de valeurs pour l’attribut A qu’une
instance de type T peut avoir en même temps. Par exemple, les contraintes
suivantes: ïtne personne a un seul nom, une seule date de naissance, mais peut
détenir plusieurs surnoms.
(ii) Contraintes de l ‘arité min/max sur la composition d ‘1m type d’objets (‘T,). Ceci
capture le nombre minirnal/maximal des éléments composants d’un objet de
type T. Par exemple, la contrainte suivante: une fenêtre est composée d’un
châssis et d’ïtne ô cinq vitres.
(iii) Contraintes de l ‘arité min/max sur l ‘occupation d ‘ïm type de rôles (IR6/es,)
pour un type d ‘objets/rôÏes (T). Ceci capture le nombre minimal/rnaximal de
rôles instanciés du type TRôles qu’un objet/rôle (instancié du type I) peut jouer
en même temps. Par exemple, les contraintes suivantes: itne personne peut
s’occuper de moins de trois rôles employé en même temps.
(iv) Contraintes de Ï ‘arité min/max d’un type relationnel (TR,). Ceci capture le
nombre rninirnal/rnaxirnal des éléments pouvant s’unir par une relation
(instancié du type relationnel TR). Par exemple, les contraintes 1, 2, 3 dans le
Problème 1 (page 34).
(y) Contraintes de Ï ‘arité min/max sur l’implication d’un type d ‘objets/rôles (T)
sous un type de rôles (TRôles,) dans un type relatiom’el (TR). Ceci capture le
nombre rninimal/rnaximal d’objets/rôles (instanciés du type T) qui, en tant que
joueurs de certains rôles instanciés du type TRôles, peuvent s’impliquer dans
une relation instanciée du type relationnel TR. Par exemple, la contrainte 5
dans le Problème 1 (page 34).
BesoinM2 11: Contfaintes de cardinalité totale min/max pour un type relationnel
Pour un type d’objets/rôles impliqué dans un type relationnel, ces contraintes
capturent le nombre rninimal/rnaximal des instances de ce type relationnel
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auxquelles une instance de ce type d’objets/rôles peut participer. Par exemple, les
contraintes 6 et $ dans le Problème 1 (page 34).
BesoinM2 12: Contraintes de cardinalité locale min/max pour un type relationnel
Ceci capture le nombre rninimal/maxirnal des relations possibles (instanciées des
types relationnels) par rapport aux éléments impliqués dans une relation. Par
exemple, les contraintes 7 et 9 dans le Problème 1 (page 34).
BesoinM2 13: Contraintes de l’itération min/max pour un type relationnel
Ceci capture le nombre rninimal/maximal de relations instanciées de ce type
relationnel qui existent entre les mêmes participants. Par exemple, la contrainte 10
dans le Problème I (page 34).
BesoinM2 14: Contraintes de cardinalité min/max pour un méta-Jien
Ceci capture le nombre minirnal/maximal des liens possibles (conformes à ce méta
lien défini au niveau méta) par rapport aux éléments impliqués dans un lien. Par
exemple, les contraintes de cardinalité suivantes: un élément est conforme à ïtn et un
settt méta-élérnent; un modèle se conforme à un et un settÏ métarnodèle.
3.1.7 Types relationnels entre types et/ou instances
Problème 2: Types relationnels entre types et/ou instan ces
Reprenons le Problème 1 (page 34). Soient Fourni sseurTeximus un rôle fournisseur
joué par l’entreprise privée Teximus; AvocatPapin toi rôle avocat joué par la personne
Papin; TémoinAvocatPapin tcn rôle témoin joué par AvocatPapin. Examinons par la
suite les situations suivantes.
Situation 1. Les rôles impliqués directement dans les SignerContrats peuvent être
regroupés selon une ou certaines instctnces. Prenons, par exemple, le cas des rôles client. Soit
Fourni sseurTeximus- TmoinAvoca t Papin- Client un type défini par le modèle
suivant. Etant un so1(s-t)pe de Client, le type Fourni sseurTeximus
Témoiii4vocatPapin-Client regroupe totts les rôles client dont chacun doit participer à
au moins une relation instanciée de SiynerContrats pottr laquelle:
Fourni sseurTeximus est le seul rôle fournisseur et TémoinAvocatPapin est le seul
rôle témoin. Une telle relation peïtt être illustrée par la Figure 15 (page 38).
La question est comment peut—on modéliser le rapport entre le type
Fourni sseurTeximus- Témoiii4voca t Papin- Client avec deux instances




, (nomme AvocatPaptn) )(nommée Texîmus) un tole temom






un tôle fournisseur signer-des-contrats un ensemble (peut être vide)
(nommé FournisseurTeximus) de rôles client
Notations: participer à — — jouer le rôle
figure 15 Une relation s;-ner-des-contrats (de type Si-nerContrats) dans la situation 1
Situatio,t 2. Les joueurs des rôles dans les relations de type SignerContrats peuvent
aussi être regroupés selon une ou certcunes instances. Prenons pour exemple le cas des
personnes dans le rôle client. Soit Teximus-Papin-PersonneClient, un type défini par le
modèle suivant: étant un sous-type de Personne, le type Teximus-Papin
PersonneCiient regroupe toutes les personnes qui sont les clients de l’entreprise privée
Teximus sous le témoignage de l’avocat Papin. C’est-à-dire, chacune de ces personnes doit
participer dcins le rôle client à au moins une relation instanciée de SignerContrats où
Teximus est le seul jotteur dans le rôle fournisseur et où la personne Papin est la seule
impliquée comme témoin et en tant qtt ‘avocat. Une telle relation petit être illustrée par la Figure
16 (page 38). La question est continent peut-oit modéliser le rapport entre le type Teximus
Papin-PersonneClient avec cietix instances Teximus et Papin?
une entreprise privée rolefs) avocat
(nommée Teximus)
. b




rôlef s) fournisseur signer-des-contrats rôle(s) client
Notations: participer à
( N un ensemble (peut un objet
— — jouer le râle ‘..._) être vide) de rôles
Figure 16 Une relation sirner-des-contrats (de type SignerContrats) dans la situation 2
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Afin de tenir compte des situations réelles à modéliser, telles que celles présentées
dans le Problème 2, nous avons le besoin «Types relationnels entre types et/ou
instances» (BesoinM2 1 5). Il s’agit de l’extension du besoin «Relation entre catégories
et/ou instances» présenté dans [55].
BesoinM2 15 Types relationnels entre types et/ou instances
Un type relationnel peut être défini entre types, ou entre type(s) et instance(s), ou
entre instances.
3.1.8 Représentation de modèles et de leurs liens
Pour représenter correctement les modèles et mieux les gérer, il est important de
classifier les modèles selon leurs natures. Voici certains types essentiels de modèles:
métamodèle d’un modèle, modèle structurel d’un type relationnel, et modèle de
conditions. La notion de métamodèle d’un modèle a été étudiée dans la section 2.2 (page
14). Nous introduisons ici deux autres notions: modèle structurel d’un type relationnel,
et modèle de conditions
Une structure ou bien un modèle structurel d’un type relationnel spécifie comment ce
type relationnel relie ses éléments. Un type relationnel peut avoir plusieurs modèles
structurels. Ceci peut être expliqué par l’effet de sous-typage ou d’héritage. Les modèles
structurels des types relationnels doivent nécessairement être contextualisés pour mieux
se distinguer entre eux-mêmes ainsi qu’avec des modèles de d’autres natures. Parmi les
structures d’un type relationnel, nous appelons structure initiale une structure attachée à
ce type relationnel par un lien de définition pour déclarer officiellement que cette
structure est un modèle de définition de ce type relationnel.
Les modèles de conditions visent à contextualiser des conditions ou bien hypothèses,
par exemple des préconditions / postconditions dans la représentation des règles
sémantiques au niveau Ml que les éléments à ce niveau doivent observer.
Modèles de conditions (exemple 6)
Soit une règle tut niveau M]. Si une personne (disons x) est admise à un programme de
maîtrise en informatique, alors elle o complété un baccalauréat en i,forînatiqtte ott en
mathématiques. Nous avons donc les dettx expressions stilvantes au niveau Ml: (‘o,) «x est
admise à un programme de maîtrise en injormatiqite»; et (‘b,) «x a complété ttn baccalauréat en
informatique oit en mathématique». Le type IfThenModel (représentant t ‘ensemble de
modèles de conditions au niveau Ml) o pour but de faciliter, au niveau Ml, l’identification,
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parmi nos expressions dans la base de connaissances, lesquelles sont des hypothèses oit existent
sous des hypothèses (cf Définition 8 — page 40,). Étant considérées comme hipothèses au M],
les expressions (‘a} et (b) se trouvent dcms zme ou des modèles coiformes à IfThenModel. Si
nous pouvons trouver une représentcttion de (‘ci) dans nos modèles qui sont au Ml et izon—
conformes à IfThenModel, ott nous pouvons déduire cette représentation en appliquant nos
règles d inférence, alors uniquement sous ces conditions nous pottvons conclure (‘b.
La Définition 8 présente notre distinction entre les notions t hypothèse et fait.
De’/muitton 8 H,yothèse, Jiit
Une hypothèse est la simple formulation d’une proposition, la personne qui l’énonce
ne prend pas de position sur le fait de savoir si ce qu’elle dit est vrai ou faux3. Nous
appelons fait une chose qui existe réellement ou qui est déduite à partir d’autres faits
en appliquant des règles d’inférence.
Le BesoinM2 16 résume les types essentiels de modèles mentionnés qu’un
formalisme doit supporter pour classer les modèles.
BesoinM2 16: Distinction entre modèles de différentes natures
Il est nécessaire d’expliciter différents types de nature pour classer les modèles.
Voici quelques types essentiels: métamodèle d’un modèle; modèle structurel d’un
type relationnel (qui spécifie comment ce type relationnel relie ses éléments);
modèle de conditions (pour contextualiser des conditions ou bien hypothèses).
Concernant la représentation de modèles et de leurs liens, nous avons identifié les
deux autres besoins suivants.
BcsoinM2 17: Liens avec les modèles
Il existe différents types de liens entre les modèles et leurs éléments ou entre
modèles. Exemples: les liens de contenant entre un modèle et ses éléments (pour
indiquer clairement le rapport de type «être défini dans», ou «être contenu dans»,
etc. entre un modèle et ses éléments); les liens d’accès entre modèles (pour réutiliser
dans un modèle des éléments d’un autre modèle); le lien de respect sémantique entre
un modèle et son métarnodèle; et des liens d’autres types (pour représenter
explicitement des opérations entre modèles) comme la jointure, l’intersection, la
différence, l’inférence, la restriction entre modèles.
WikiPédia. http 11fr. wikipedia.orglwiki/Flvpoth°/oC3tYoA8se
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BesoinM2 18: Liens entre modèles au niveau Ml
Il existe différents types de liens entre modèles qui sont nécessaires pour la gestion
de modèles définis au niveau ML Exemples: les liens d’équivalence entre les
modèles (pour indiquer que ces modèles sont équivalents ou bien présentent une
même situation); les liens de transformation d’un modèle d’une structure à une
autre; les liens entre un modèle et ses vues différentes (qui sont correspondantes à
différents niveaux d’abstraction ou à différents points de vue).
3.2 Besoins pour M3
Cette partie élabore les besoins ainsi que les notions essentiels pour un méta
métarnodèle.
3.2.1 Typage entre éléments de deux niveaux de modélisation consécutifs
Comme nous avons expliqué dans la section 3.1.1.2 (page 26), concernant le typage
entre éléments de deux niveaux de modélisation consécutifs, un formalisme défini au
niveau M3 ou M2 doit supporter au moins les notions suivantes: élément / méta-élément,
noeud / rnéta-noeud, et lien / méta-lien binaire (cf. la Définition 4, page 11). Notre
BesoinM3 1 qui note les notions les plus fondamentales qu’un M3 doit supporter est
donc identique au BesoinM2 2 (voir page 27) pour un M2.
BesoinM3 1: Typage entre éléments de deux niveaux de modélisation consécutifs
Le BesoinM3 1 est identique au BesoinM2 2 (voir page 27).
3.2.2 Passage entre niveaux types et instances
BesoinM3 2 : Passage entre niveaux types et instances
Le BesoinM3 2 est identique au BesoinM2 3 (voir page 28).
BesoinM3 3: Distinction entre différentes notions de conformité au niveau méta
Il est nécessaire de distinguer les notions suivantes: la conformité entre éléments et
méta-éléments; et la conformité entre modèles et métamodèles.
3.2.3 Hiérarchisations entre types
Le BesoinM3 4 a pour fin de classer, au niveau méta, les types non relationnels
(méta-nœuds) et les types relationnels (méta-liens) en ordre de
spéci alisationlgénéralisation.
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BesoinM3 4: Hiérarchisations entre types
Ce besoin est identique au BesoinM2 5 (voir page 28).
3.2.4 Contraintes structurelles
Le BesoinM3 5 illustre l’exigence de la représentation des contraintes de cardinalités
faisant partie de la représentation sémantique des méta-liens. Comme nous l’avons
mentionné, les méta-liens peuvent être uniquement binaires. Il n’est pas nécessaire, dans
ce cas, de considérer différents types de contraintes, tout comme pour le cas des types
relationnels au niveau Ml abordé à la section 3.1.6 (page 34).
BesoinM3 5: Contraintes de cardinalité min/max pour un méta-lien
Le BesoinM3 5 est identique au BesoinM2 14 (voir page 37).
3.2.5 Représentation de modèles et de leurs liens
Pour un M3, en ce qui concerne la représentation de modèles (répartis aux niveaux
M2 et M3) et de leurs liens, nous retrouvons les besoins, «Distinction entre modèles de
différentes natures» et «Liens avec les modèles», qui sont également retenues pour M2.
BesoinM3 6: Distinction entre modèles de différentes natures
Le BesoinM3 6 est identique au BesoinM2 16 (voir page 40).
BesoinM3 7: Liens avec les modèles
Le BesoinM3 7 est identique au BesoinM2 17 (voir page 40).
3.3 Besoins’pour opérations sur modèles
Pour le besoin de manipuler les modèles, il nous faut définir différentes opérations.
Les opérations de base visent les fonctionnalités élémentaires pour la gestion de
modèles, et nous traitons toutes celles introduites dans la section 2.3.1 (page 17):
création, suppression, mise-à-jour, énumération, application de fonction, copie,
simplification, restriction de types, jointure, intersection, et différence entre modèles.
Nous traitons aussi certaines opérations plus complexes (instanciation de modèles,
dérivation de modèles, requête sur des modèles, et migration de modèles) parmi celles
introduites aux sections 2.3.2 (page 20). Nous définissons également d’autres opérations
de base (exemple: relaxation de types relationnels, etc.) ainsi que celles plus complexes
(exemple: spécialisation entre modèles). Les opérations à traiter sont détaillées dans le
Chapitre 7 (page 194).
Chapitre 4. Formalismes de modélisation étudiés
Plusieurs formalismes de modélisation sont aujourd’hui disponibles. Nous nous
intéressons, plus particulièrement à ceux qui concernent la représentation de modèles,
utilisés dans les domaines suivants: intelligence artificielle, bases de données, génie
logiciel et Web sémantique.
Dans le domaine de l’intelligence artificielle, la logique est un moyen traditionnel
pour représenter les connaissances et aussi les raisonnements sur les connaissances. Sa
fondation est bien solide. Mais le désavantage du formalisme logique est qu’il est non
structuré. Par contre, les représentations graphiques structurent l’information. Nous nous
sommes intéressés aux représentations graphiques des connaissances. Nous avons les
fonrialismes tels que les réseaux sémantiques ([821, [146], [149]), les graphes
conceptuels (GCs) [148], Classic ([211, [128]).
Dans le cadre de la gestion des connaissances, il y a le modèle uniforme des GCs [55]
pour la modélisation et la métamodélisation des mémoires d’entreprise.
Dans le domaine des bases de données, pour la description des schémas de données, il
y a le modèle relationnel ([32], [161]) et le modèle Entité-Relation Étendu [2$] ou bien
Entité-Association ([32], [84], [161]).
Le formalisme UML est un formalisme représentatif de l’approche Orientée-Objet. Il
est largement utilisé dans le domaine du génie logiciel, et il est aujourd’hui considéré
comme un standard de facto.
Pour l’ingénierie des modèles en particulier, nous avons retenu les formalismes
suivants : le formalisme sNets [$0] basé sur les réseaux sémantiques; CDIF ([68], [69],
[70]) inspiré du modèle Entité-Association; MOF reconnu comme le noyau réflexif pour
UML et comme le standard de facto pour la représentation de métamodèles; et XMl
(XML Metadata Interchange) [126], un format d’échange de modèles basé sur la
sémantique du MOF et sur la syntaxe de XML.
En ce qui a trait aux applications Web, particulièrement au Web sémantique et
ontologies, les formalismes tels que XML / XML Schema, RDF / RDFS, DAML+OIL,
OWL sont en cours de standardisation auprès du W3C. Les documents de spécification
les plus récents de XML / XML Schema sont datés de 2006, et ceux de RDF / RDFS,
OWL sont datés de 2004. OWL est une révision dc DAML+OIL ([8], [30]) incorporant
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des expériences apprises des conceptions et applications de DAML+OIL.
D’autres avant nous ont fait des études ou comparaisons de plusieurs formalismes
parmi ceux nommés ci-dessus. Nous soulignons deux thèses datées de 2000, l’une de
Gerbé [55] et l’autre de Lernesle [$0].
En cherchant à modéliser le côté structurel des connaissances, en réponse aux trois
besoins «Catégorie ou instance», «Classification et connaissance partielles», et
«Relation entre catégories et/ou instances»4, Gerbé [55] a montré que les graphes
conceptuels étaient le meilleur formalisme pour modéliser une mémoire d’entreprise
parmi : le modèle relationnel, le modèle Entité-Relation Étendu (ou bien Entité
Association), Classic, UML (version 1.x) ([142], [141]), et les graphes conceptuels
(GCs). Il a proposé un modèle unifonTie des GCs pour la modélisation et la
métarnodélisation des mémoires d’entreprise.
Pour l’ingénierie des modèles, Lemesle [$01 a analysé les formalismes suivants le
formalisme des réseaux sémantiques, les GCs, XML (version 1.0 datée en 1998), XMl,
MOF (version 1.3), CDIF. Il a indiqué les inconvénients ou lacunes de ces formalismes
concernant la représentation de modèles et de métamodèles, et il a proposé sNets basé
sur les réseaux sémantiques. Nous résumons ci-après les résultats de cette étude.
Le formalisme des réseaux sémantiques «permet la représentation de tout type
d’information tandis que son inconvénient majeur est l’absence de modtdarité et de
structuration de ta sémantique de ces infèrmations» ([$0] — page 37).
Le formalisme des GCs «nous permet donc bien d’exprimer à ta Jbis nos modèles et
teur sémantique (7es métamodètes,.). La difficulté de ce formalisme est qït’il est
surdimensionné par rapport à notre besoin» ([80] — page 41); et des opérations de base
dans les GCs [148] «compliquent ta manipulation de graphes conceptuels pour une
simple représentation de modèles et de métamodèles» ([$0] — page 41).
Quant au formalisme XML, la souplesse et la lisibilité constituent ses avantages.
Cependant, l’aspect «verbeux» du langage entraîne le fait que des fichiers deviennent
rapidement volumineux [$0]. Un autre désavantage de XML est que les données sont
représentées dans un fichier XML sous forme d’un arbre tandis que les modèles et
Ces trois besoins correspondent respectivement à nos besoins «Passage entre niveaux types et instances»
(BesoinM2 3), «Multi-classification et Connaissance partielle» (Besoinlvl2 6) et «Type relationnel entre
Types et/ou Instances» (BesoinM2 15) présentés dans le Chapitre 3.
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métarnodèles sont plus généralement constitués de graphes que d’arbres. Afin de
représenter des graphes dans un document XML, il faut définir des références qui vont
alors à l’encontre de la souplesse et la lisibilité ([$01 — page 47).
XMl (XML Metadata Interchange) [126] est un format d’échange de modèles basé sur
la sémantique du MOF et sur la syntaxe de XML, et il est le support textuel de
représentation des modèles MOF [$0].
Lemesle a fait une comparaison entre les noyaux réflexifs respectivement des trois
formalismes CDIF, MOF (version 1.3) et sNets en fonction des concepts principaux
suivants qu’il a proposés pour un métamodèle réflexif([80]
— section 5.5): entité; méta
entité; modèle; métarnodèle; relation de conformité (basedOn) entre un modèle et son
métarnodèle; relation de conformité (instanceOf) entre une entité et sa méta-entité;
relation «défini dans» (cÏefinedln) entre entités et modèles; et relation «défini dans»
(definedln) entre méta-entités et métamodèles. Dans tous ces formalismes, les seuls
concepts communs trouvés sont les concepts de méta-entité et de métamodèle, et la seule
relation commune trouvée est la relation definedin entre les méta-entités et leur
métamodèle [$0]. La relation instanceOf pour attacher une entité à sa méta-entité «nous
semblant vraiment essentiel pour concevoir un framework de modélisation et de
mnétamodélisation n ‘est présel?te qtte dans les sNets et dans le MOF (‘avec son paquetage
Reflective,)» ([80] — page 187).
Très récemment, de nouvelles versions d’UML et MOF (UML 2.0, UML 2.1.1 et
MOF 2.0) ont été soumises à l’OMG. Par rapport aux versions précédentes, les versions
UML 2.x et MOF 2.0 apportent des points nouveaux et elles suivent MDA.
Ainsi, pour notre analyse de formalismes vis-à-vis des besoins recensés (voir
Chapitre 3) pour la gestion de modèles, nous avons choisi des formalismes utilisés dans
chacun des domaines mentionnés plus haut
— Dans le domaine de l’intelligence artificielle, nous avons retenu les réseaux
sémantiques (RSs) et les graphes conceptuels (GCs). Le modèle uniforme des GCs
[55] et le formalisme sNets [80] basés sur les RSs sont aussi retenus et présentés
dans ce groupe afin de faciliter la compréhension de ces formalismes et de clarifier
notre ligne de présentation.
— Dans le domaine des bases de données, le formalisme Entité-Association
largement utilisé est choisi comme représentant. Comme CDIf est un formalisme
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réflexif inspiré du modèle Entité-Association, nous le présentons dans ce groupe
aussi pour faciliter la compréhension de ces formalismes.
— Dans le domaine du génie logiciel, nous avons choisi UML et MOF (le noyau
réflexif pour UML) comme représentants de l’approche Orienté-Objet.
— Finalement, à propos des applications Web, nous avons retenu XML-XML
Scherna, RDF-RDFS et OWL.
Il existe de nombreux autres formalismes. Notre choix s’est restreint à ceux qui nous
semblaient les plus co;rnus et les plus intéressants dans ces domaines. Le reste du présent
chapitre présente notre étude des formalismes choisis vis-à-vis des besoins recensés pour
la gestion de modèles dans le chapitre précédent. Chacun de ces formalismes est aussi
évalué suivant la liste des besoins essentiels pour le niveau de modélisation
correspondant auquel il est défini. Cette évaluation est présentée partiellement dans ce
chapitre en mettant l’accent sur les besoins non répondus et elle est présentée au complet
dans l’Annexe I. Il est à souligner que, pour chaque formalisme, nous présentons plutôt
ses éléments qui nous permettent de voir comment ce formalisme peut traiter nos
besoins. Respectivement par rapport aux métamodèles et aux méta-métamodèles étudiés,
le métamodèle UML et le méta-métamodèle MOF sont les plus complets (concernant la
réponse à nos besoins) et offrent une plus vaste gamme de fonctionnalités. Dans le cadre
de cette thèse, nos présentations sur UML et MOF sont donc beaucoup plus développées
que celles sur les autres formalismes.
4.1 Réseau Sémantique et sNets
4.1.1 Réseau Sémantique
Un réseau abstrait (un graphe) est une représentation graphique qui se compose de
noeuds et de liens directs entre les noeuds. Le réseau sémantique ([149], [146], [82]) est
tin formalisme utilisé pour représenter des éléments et leurs relations par des graphes en
donnant une sémantique aux noeuds et aux liens. Il s’agit d’un outil qui simule notre
représentation de la mémoire, la façon de représenter l’information en mémoire et la
façon d’accéder à ces informations [80]. Les noeuds sont différents types
d’informatiom tels que les propositions, énoncés, propriétés, etc. L’étiquette associée au
lien indique le type relationnel entre deux noeuds.
La Figure 17 montre un exemple d’un réseau sémantique qui représente: «La
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personne masculine Jean occupe un poste d’employé travaillant pour la compagnie
Teximus». Dans cette figure, nous représentons les noeuds par des symboles différents
vis-à-vis de différents types d’information. Les rectangles représentent les objets, types
ou concepts. Les cercles représentent les propositions associées à ces concepts. Les
termes entre guillemets représentent des valeurs telles que des chaînes de caractères.
Évaluation des réseaux sémantiques
Les réseaux sémantiques permettent la représentation de toutes sortes d’information.
Toutefois, la modularité et la structuration de la sémantique de ces informations sont
absentes [80]. De plus, chaque élément (objet modélisé) est représenté par un noeud. De
ce fait, les réseaux deviennent rapidement très volumineux. Il faut donc introduire aux
réseaux sémantiques certaines relations pour modéliser la structuration sémantique et la
modularité des éléments et standardiser la représentation des noeuds. Il en résulte des
formalismes graphiques plus complexes que les réseaux sémantiques mais bien
standardisés comme Entité-Association, les graphes conceptuels, sNets, etc.
4.1.2 Formalisme des sNets
Ce formalisme est proposé par Lernesle [80]. L’auteur a ajouté la modularité et le
typage au formalisme des réseaux sémantiques mais de telle façon qu’un modèle sNets
puisse toujours être vu comme un réseau sémantique.
La Figure 18 (cf figure 85 - [80]) présente en notation UML le noyau réflexif des
sNets. Et la Figure 19 (cf. figure 64
- [80]) présente en notation sNets une partie du
méta-métamodèle des sNets. Dans sNets, chaque entité (Entity) est représentée par un
noeud, identifié par son nom, et lié par un lien meta à son méta-entité (EntityType) et
par un partOf à son modèle (Universe). Pour la représentation graphique, un noeud se
<Jean»




« Personne» «Employé» «Compagnie»
Figure 17 Exemple d’un réseau sémantique
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divise en deux parties: le nom de l’entité codée par ce noeud est écrit dans la partie
inférieure, et le nom du type de cette entité est écrit dans la partie supérieure. Une
relation (relation directe) entre deux entités est représentée par un lien (lien direct) entre
deux noeuds colTespondants. Un lien entre deux entités doit se conformer à sa
métarelation (RelationType) de même nom qui est définie au niveau méta et qui relie
deux méta-entités correspondantes via les deux liens outGoing et destination (cf.
Figure 19). sNets dispose de l’héritage multiple pour méta-entités, mais ne dispose
d’aucun mécanisme pour la hiérarchisation des métarelations. Si un type X est un sous-
type de y, alors x et Y doivent être conformes à EntityType, et X est relié à Y par un
lien inherits ou Yest relié à xpar un lien subtypes. Dans sNets, le type Universe
a pour but d’organiser l’information, et son sous-type, le type SemanticUniverse, a
pour but d’organiser des méta-entités et métarnodèles. Chaque modèle (Universe) est
en relation sémantique (sem) avec son métarnodèle (SemanticUniverse) (cf. Figure
18). La métarelation transitive extends est définie pour les besoins d’extension des
modèles.
meta sem





Figure 19: Réflexivité du méta-métamodèle de sNets
La figure 20 (cf. figure 58 dans [80]) illustre un métamodèle (M2) défini
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confonnérnent au méta-métamodèle (M3) de sNets, et illustre aussi un modèle (Ml)
défini conformément à ce métamodèle. Le modèle V (Ml) prend le modèle UML pour
métarnodèle, ce qui est exprimé par un lien sémantique sem reliant le modèle V à UML.
Le modèle y représente un lien attribut reliant l’entité Cercle à l’entité rayon.
Cercle et rayon prennent respectivement Classe et Attribut pour leurs méta
entités. Ces deux dernières sont définies dans le modèle UML et conformes à
EntityType. La métarelation attribut est aussi définie dans le modèle uML. Elle est
une entité de type RelationType et relie Classe à Attribut via les deux liens
outGoing et destination.
Figure 20: Exemple d’application des sNets
Évaluation des sNets
Le noyau de sNets proposé dans [$0] ne remplit pas tous nos besoins pour M3. Il
n’autorise pas la représentation de liens entre liens ou entre entités avec liens (cf. le
BesoinM3 1 — «Typage entre éléments de deux niveaux de modélisation consécutifs»). Il
ne considère pas la hiérarchisation entre métarelations (cf le BesoinM3 4
—
«Hiérarchisations entre types»). Il ne considère pas non plus les contraintes de
cardinalité minimale d’une métarelation (cf le BesoinM3 5 — «Contraintes de cardinalité
minlrnax pour un méta-lien»), ce qui implique qu’aucun métarnodèle conforme à ce
noyau ne peut remplir le besoin «Contraintes de cardinalité minlmax pour un méta-lien»
(BesoinM2 14) pour M2 et ne répond donc pas aux besoins pour M2. Concernant la
distinction entre types de modèles, le noyau de sNets ne tient pas compte de notre notion
de modèles structurels ni de celle de modèles de conditions (cf le BesoinM3 6 —
«Distinction entre modèles de différentes natures»). Il ne tient pas compte non plus des
t attribut m etaAttributrayon
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différents liens entre modèles pour la gestion de modèles tels que l’intersection, la
différence, l’inférence, la restriction, etc. (cf. le BesoinM3 7 — «Liens avec les
modèles»). La section 1.2 (Annexe I) présente plus en détail cette évaluation.
4.2 Graphes Conceptuels et Modèle uniforme
4.2.1 Graphes Conceptuels
La théorie des graphes conceptuels (GCs) a été développée par John Sowa [14$]. Elle
constitue une suite aux graphes existentiels de Peirce et aux réseaux sémantiques avec
des caractéristiques adoptées des domaines linguistique et de l’intelligence artificielle.
Elle a été rapidement reconnue comme un formalisme de représentation de
connaissances très puissant et proche de la langue naturelle. Les lecteurs intéressés
peuvent lire [14$], [4], [55] pour avoir une présentation plus complète sur les GCs.
Concept, Relation, Référent, Type de concepts, Type de relations
Dans un GC, les rectangles représentent des concepts (occurrences), les cercles
représentent des relations conceptuelles (relations), et les arcs relient les relations vers
les concepts. Par exemple, la Figure 21 représente les énoncés suivants: Le pays
Canada a potu capitale la ville Ottawa (représenté par ce que le concept
tPays : Canada] est associé au concept [Ville: Ottawa] par la relation (a
Capitale)), et Une personne travaille pour taie compagnie (représenté par ce que le
concept [Personne] est associé au concept [Compagnie] par la relation
(travaille-pour)).
Pays : Canada D apitale Ville: Ottawa
Personne >ciie Compagnie
Figure 21: Exemple de graphes conceptuels
Chaque concept individu représente un objet déterminé; il a un type et un référent.
Par exemple, dans le concept [Pays : Canada], Pays est le type et Canada est un
référent. Mais dans un concept générique, le référent est «blank» ou est omis. Par
exemple, le concept [Personne] est un générique et représente une personne; et dans
[Personne], Personne est le type. Le référent désigne l’objet de l’univers du discours
que ce concept interprète et que le type catégorise. Le référent peut être constitué d’un
GC qui le décrit. Le référent peut également être constitué d’un simple quantificateur
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existentiel (identifié par «E») ou universel (identifié par «V»).
Tous les types de concepts forment une hiérarchie. Cette hiérarchie contient toujours
les deux types primitifs suivants t T appelé le type universel, et I appelé le type absurde.
T est le super-type de tous les autres types et se place donc au sommet de la hiérarchie
des types, et I se place à la base de cette hiérarchie. Il n’existe aucun concept de type I.
Chaque type de concepts a un graphe de définition auquel toutes ses instances doivent se
conformer. La Figure 22 est un exemple de la définition d’un type de concepts dans les
GCs. Cette définition exprime que chaque employé (représenté par un concept de
type PersonneEmployée-Teximus) est une personne qui travaille pour la compagnie
Teximus.
type PersonneEmployée-Teximus (x) is
[Personne: ?x] — (travaille-pour)—* tCompagnie :Teximus]
Figure 22: Graphes conceptuels
— définition de type de concepts
Chaque relation a un type et un nombre entier d’arcs, soit n, pour relier la relation
vers les concepts. Cette relation est appelée relation n-aire. S’il y a plusieurs arcs, ils
sont numérotés. Chaque relation doit aussi se conformer au graphe de définition de son
type. La Figure 23 représente un exemple de définition du type de relation
travaille-pour mentionné dans les Figure 21 et Figure 22. Les types de relations
forment aussi des hiérarchies de l’héritage.
relation travai11epour(*x,*y) ±g
[Personne: ?x] — (Agnt)
— [servir] — (Dest) — [Compagnie: ?y]
Figure 23: Graphes conceptuels
— définition de type de relations
La hiérarchie des types de concept et celle des types de relation forment un treillis des
types grâce au multi-héritage.
Contexte
Un contexte est défini comme un concept dont le référent est un GC emboîté. La
Figure 24 décrit un GC qui contient deux contextes. Ce GC représente la phrase : Jean
pense que Marie veut se marier avec un marin. Le premier contexte représente une
proposition dans la pensée de Jean, le deuxième contexte est emboîté dans le premier et
représente une situation dans le vouloir de Marie. Le lien de coréférence entre
[Personne : Marie] et [Personne] indique que le concept générique [Personnel





Personne : Marie >t
Situation:
Personne ) Marin
Figure 24: GCs — Exemple de contextes
Modèle de rôles dans les GCs
Concernant la notion de rôles, Sowa a distingué dans ([145], [148]) les types naturels5
et les types de rôles. Un type naturel d’entités (d’objets) est basé sur l’essence ou la
nature des entités elles-mêmes. Il existe indépendamment de la façon dont il peut être
décrit ou conceptualisé par un modélisateur. Par ailleurs, un type de rôles caractérise une
entité par certains rôles qu’elle joue dans des relations avec d’autres entités, et il dépend
donc de types relationnels. Sowa a proposé aussi dans [145] les types relationnels pour la
représentation des types de rôles dans les GCs. Cependant, comme Steirnann l’a
remarqué [154], Sowa laisse les types naturels et les types de rôles coexister dans une
même hiérarchie de types, ne faisant aucune différence syntaxique entre le côté des
types naturels et celui des types de rôles. D’ailleurs, Sowa considère que les types de
rôles sont des sous-types des types naturels. Par exemple, les types de rôles «enfant»,
«animal domestique», «quotient», et «nourriture» sont respectivement les sous-types des
types naturels «personne», «animal», «nombre» et «subsistance physique» [147].
Opérations pour manipuler des GCs
Il existe quatre opérations de base pour manipuler les GCs: la copie (copier un GC),
la restriction (remplacer un type dans un graphe par un sous-type de ce premier), la
jointure (joindre deux graphes disposant d’un concept commun) et la simplification
(supprimer des relations dupliquées dans un graphe).
D’autres opérations sont aussi mathématiquement définies pour la recherche des
informations et l’inférence dans les GCs comme la spécialisation entre graphes [148];
Cette notion «type naturel» est équivalente à notre notion «type d’objets»
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la projection d’un graphe dans un autre ([55], [137], [148]); l’opérateur de
correspondance (pour accéder au éléments dans un graphe) ([55], [148]); la recherche
des informations emboîtées dans des contextes [55]; les opérations permettant de
transformer un concept en un contexte et à l’inverse ([47], [48]).
4.2.2 Modèle uniforme des GCs
Afin d’appliquer les GCs au domaine de modélisation et de métamodélisation, ce
modèle proposé par Gerbé [55] spécifie explicitement le langage utilisé pour modéliser
et méta-modéliser les connaissances. Il définit aussi, au moyen de ce langage, le méta
métarnodèle et les métamodèles nécessaires pour la modélisation et la métamodélisation
des connaissances. La figure 25 (cf. figure 3.8 dans [55]) représente une partie de
l’ontologie permettant la représentation des GCs.
La hiérarchie des types de concepts du langage se divise en deux branches: les
éléments externes (ExternalEit) et les éléments internes (InternalEit). Les
éléments externes représentent les objets de l’univers du discours qui peuvent être
référés par les éléments internes. Les éléments internes se regroupent en six types de
base: Referent, Graph, Context, Type, CoreLink, GraphEit. Les référents
(Referent) sont les représentants des objets. Les graphes (Graph) sont les phrases
écrites dans le langage. Les contextes (Context) visent à regrouper les graphes. Les
types (Type) catégorisent les références. Les liens de coréférence (CorefLink) lient les
concepts représentant les mêmes éléments. Les éléments de graphe (Graph Fit) sont




Figure 25 : Hiérarchie des types de concepts du langage
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faut distinguer les graphes de définition (DefinitionGraph) et les graphes de
restrictions (RestrictionGrapli). Les graphes de définition servent à définir les types
de concepts ou de relations. Étant toujours faux, les graphes de restriction visent à
contraindre les définitions des types de concepts.
Avec ce langage, nous pouvons représenter les modèles aux trois niveaux de
modélisation et ainsi que d’autres formalismes comme UML, RDf-RDFS [54]. Voir
[55], [54] pour les descriptions complètes dc cc langage.
Évaluation des GCs et du modèle uniforme des GCs
Non seulement bien reconnus dans le domaine de l’intelligence artificielle, les GCs
sont aussi reconnus comme étant le langage le plus puissant dans le groupes des
langages de modélisation et de métarnodélisation courants ([94], [16], [54]). Les GCs
constituent la base du modèle unifonne proposé pour la modélisation et la
métarnodélisation des connaissances [55]. La théorie des GCs peut être aussi appliquée
pour la gestion des modèles [59].
Cependant, en ce qui concerne la gestion de modèles, les GCs ainsi que le modèle
uniforme des GCs ne traitent pas explicitement des modèles et de leurs relations. C’est-
à-dire qu’ils ne remplissent pas tous les besoins concernés par la représentation de
modèles et de leurs liens pour M3 ni ceux pour M2. De plus, la famille des GCs ne
remplit pas complètement d’autres besoins pour M3 tels que le besoin «Typage entre
éléments de deux niveaux de modélisation consécutifs» (BesoinM3 1), «Distinction
entre différentes notions de conformité au niveau méta» (BesoinM3 3). Quant à la
représentation des connaissances du monde réel en particulier, la famille des GCs ne
permet pas encore de supporter divers besoins pour M2 tels que «Distinction entre
différentes notions de confonnité» (BesoinM2 4), «Classification dynamique et
Classification statique» (BesoinM2 9), «Contraintes de l’anté minlrnax» (BesoinM2 10),
«Contraintes de cardinalité totale min/rnax pour un type relationnel» (BesoinM2 11),
«Contraintes de l’itération min/max pour un type relationnel» (BesoinM2 13), «Liens
entre modèles au niveau Ml» (BesoinM2 1$). Voir les sections 1.3 et 1.4 (Annexe I)
pour plus de détails. En outre, la mise en oeuvre des GCs est difficile. Divers problèmes
complexes sont encore irrésolus. Par exemple, l’interprétation sémantique ([49], [74]);
l’inférence dans les GCs emboîtés complexes contenant des opérations de négation ou
marqueurs génériques ([99], [136]); les projections et le «matching» dans les GC sont
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connus comme NP-complet ([79], [98], [134], [186]). À notre connaissance, il n’existe
pas encore un modèle des GCs répondant à tous nos besoins.
4.3 Entité-Association et CDIf
4.3.1 Entité-Association
Le modèle Entité-Relation Étendu («Extended Entity-Rel ationship Model ») a été
développé par Peter Chen en 1976 [28] puis ensuite étendu grâce aux notions de sous-
typage ([32], [84], [161]). En français, on l’appelle également le modèle Entité-
Association ([26], [97]).
Le métamodèle Entité-Association est défini au niveau M2. Il supporte les notions de
base suivantes:
— Une entité représente un objet de l’univers du discours et elle est associée à ses
attributs. Les entités ayant les nièmes propriétés fonnent l’ensemble des entités
souvent appelé en pratique entité (type non relationnel).
— Une association représente une relation entre plusieurs entités et elle dispose aussi
de ses attributs. Les relations ayant les mêmes propriétés forment l’ensemble des
relations souvent appelé en pratique relation ou association (type relationnel).
La relation de sous-typage entre entités;
— Les contraintes de cardinalité sur des relations entre entités.
Évaluation de Entité-Association suivant les besoins pour M2
Le formalisme Entité-Association, la représentation de connaissances se fait
uniquement au niveau des types et non pas au niveau des instances. Donc il ne supporte
pas plusieurs besoins concernés tels que ceux liés au passage entre niveaux types et
instances. Entité-Association ne supporte pas divers autres besoins. Par exemple, la
famille du modèle Entité-Association ([28], [65]) ne supporte pas parfaitement les
besoins relatifs aux rôles. Entité-Association ne considère pas différents types de
contraintes structurelles retenus par les besoins «Contraintes de l’arité minlmax»
(BcsoinM2 10), «Contraintes de cardinalité totale rnin/rnax pour un type relationnel»
(BesoinM2 11), «Contraintes de l’itération min/rnax pour un type relationnel»
(BesoinM2 13). Comme Entité-Association ne dispose pas de la notion de modèle, il ne
supporte aucun des besoins concernés par la représentation de modèles et de leurs liens.
Voir la section 1.5 (Annexe I) pour l’évaluation complète de Entité-Association.
56
4.3.2 CDIF
Le formalisme CDIF (CASE Data Interchange Format) ([22], [50], [46], [23], [58])
permet l’échange d’informations entre différents outils. Il a été standardisé par ISO
([68], [69], [70]).
La Figure 26 représente l’architecture de modélisation [58] et la Figure 27 représente
le méta-métamodèle (M3) réflexif de CDIF ([22], [50], [46], [58]). Les méta-attributs
(MetaAttribute) représentent des attributs et ils peuvent être affectés aux méta-objets
attribuables (AttributableMetaobj ect). Les méta-objets attribuables se divisent en
deux groupes: les méta-entités (MetaEntity) et les métarelations
(MetaRelationship). Toute métarelation est binaire et associe deux méta-entités. La
métarelation HasSubtype implémente le sous-typage multiple pour les méta-entités et
les métarelations. Les «zones d’intérêt» (Subj ectArea) visent à organiser les
ensembles de métarelations, méta-entités et méta-attributs. Dans CDIF, les métamodèles
construits au moyen du M3 de CDIF ainsi que cc M3 lui-même sont exprimés en
utilisant des notions du modèle Entité-Association ([28]) développées pour CDIf.
Chaque méta-entité est représentée par un rectangle. Chaque métarelation est représentée
par une flèche associant deux méta-entités. Et les cardinalités minimale et maximales sur
la source (respectivement sur la destination) d’une métarelation sont respectivement de
types méta-attributs IJins ource Card, MaxSource Card (respectivement
MinDestCard, MaxDestCard).
Méta-Métamodèle Méta-entité (MetaEntity),
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Figurc 27 : Méta-métamodèle de CDIF
Évaluation de CDIf suivant les besoins pour M3
Comme la famille des GCs, CDIF ne traite pas explicitement des modèles et de leurs
relations. CDIf ne définit pas de liens de conformité entre éléments et méta-éléments.
Concernant la représentation des métarelations (méta-tiens), CDIF autorise des
métarelations binaires entre méta-entités mais ne permet pas de métarelations entre
métarelations ou entre méta-entités avec métarelations (cf. le BesoinM3 1 - «Typage
entre éléments de deux niveaux de modélisation consécutifs»). Voir la section 1.6
(Annexe I) pour l’évaluation complète.
4.4 UML et MOF
4.4.1 UML
UML (Unified Modelling Language) est reconnu comme un standard de facto panni
les formalismes Orienté-Objet. Ses versions précédentes (versions 1 .x), ne supportaient
pas MDA (Model Driven Architecture). De plus, il ne répond pas à certains de nos
besoins pour M2. Par exemple, comme elles traitaient le niveau des classes et celui des
instances de façon indépendante, elles ne supportaient pas les besoins «Distinction entre
différentes notions de conformité» (BesoinM2 4) et «Types relationnels entre types et/ou
instances» (BesoinM2 15). Les nouvelles versions. UML 2.x (UML 2.0 et UML 2.1.1)
5$
apporte des points nouveaux et suit l’approche de métamodélisation supportant MDA.
Voici quelques documents de spécifications de UML 2.x: [109], [110], [111], [112],
[113], [114], [115], [116], [117], [11$], [119], [120], [121].
L’architecture du métarnodèle UML est conçue selon les principes suivants (cf. page
11— [113]):
— La modtdarité (forte cohésion et faible couplage) a pour but de regrouper des
éléments constructeurs («constructs») dans des paquetages et d’organiser les
propriétés dans des méta-classes.
— L ‘organisation en couches (<dayenng») ou bien la séparcttion des niveaux
d’abstraction s’effectue sur deux plans. Premièrement, la structure des paquetages
est organisée en couches afin de séparer les constructeurs de noyau
(«core constructs») du métalangage avec les constructeurs de niveau supérieur qui
les utilisent. Deuxièmement, l’architecture de modélisation (cf. la Figure 3, page
14) est appliquée afin de séparer clairement les choses (surtout relatives à
I ‘instanciati on) traversant des niveaux d’abstraction.
— La partition consiste à organiser des éléments dans un même niveau. Dans le
métarnodèle UML, celle-ci vise à augmenter la cohésion dans les paquetages et à
diminuer le couplage entre paquetages.
— L ‘extensibilité. UML peut être étendu de deux façons: (i) on peut définir un
nouveau dialecte de UML (en utilisant les Profiles pour personnaliser le
langage pour des plateformes (exemples: J2EE/EJB, .NET/COM+) ou domaines
(exemples: télécommunication, finance) particuliers); (ii) on peut spécifier un
nouveau langage relatif à UML (en réutilisant des éléments du paquetage
InfrastructureLibrary et en ajoutant des méta-classes et métarelations
appropriées).
— La réutilisation. Une bibliothèque de métamodèles flexible et à grains fins est
disponible. Ses éléments sont réutilisés pour définir le métarnodèle UML et aussi
réutilisés dans MOF (Meta Object Facility), CWM (Common Warehouse Model),
etc.
Le métamodèle UML 2.x vise à modéliser les structures et les comportements des
connaissances dans le champ du développement de logiciels. Il permet à l’usager de
spécifier des modèles au niveau Ml. La Figure 2$ (cf. figure 7.4 - [113]) présente le
59
rapport sémantique entre UML et MOF, et la Figure 29 (cf. figure 7.8 - [113]) illustre












Figure 28 : MOF et UML aux différents niveaux de modélisation
Afin de voir comment UML 2.x peut répondre à nos besoins, nous présentons
brièvement uniquement les diagrammes de base tels que les diagrammes de classes
(Classe), classificateurs (Classi fier), associations (Association), classes
d’associations (AssociationClas ses), instances (Instance), dépendances
(Dependency), power-types (Powe rType s), espaces de noms (Name space),
paquetages (Package), composants (Component), modèles (Model). Les lecteurs sont
invités à lire les documents ([1 13], [114]) pour une description complète du métamodèle
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Figure 29 : Architecture de modélisation dans UML
Instances
La Figure 30 (cf figure 7.8 - [114]) représente le diagramme des instances dans le
paquetage Kernel.
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Une spécification d’instance (InstanceSpe c if i cation) est un élément
représentant une instance dans un système modélisé. Elle spécifie l’existence d’une
entité dans le système et elle décrit complètement ou partiellement cette entité. Le type
de l’instance dépend du type de sonlses classificateurs un objet (object) pour une
classe, un lien (tink) pour une association, etc. L’entité se conforme à la spécification de
chaque classificateur (Classifier) de la spécification d’instance, et a des
caractéristiqucsstructurelles dont les valeurs sont indiquées par chaque créneau (Slot)
de la spécification d’instance (Figure 31). Une spécification d’instance peut représenter
un instant (snapshot) d’une entité (dans le système modélisé). Donc une entité à
différents instants peut être modélisée par des spécifications d’instance différentes. Une
spécification d’instance peut être liée à plusieurs classificateurs, ce qui montre que la














Figure 30 : Paquetage Kemel- Diagramme des instances




: Integer = 3000fa) Specification
________________________________
d’une instance de String (b) Siots avec des valeurs
enfant mère
Jean: Personne Marie: Personne
(c) Spécification d’instance : deux objets associés par un lien
Figure 31: Spécifications d’instance
Espace de noms
La Figure 32 (cf figure 7.4 - [114]) représente le diagramme de Namespace dans le
paquetage Kernel. Un Namespace représente un espace de nom, un élément nommé
pouvant en détenir d’autres. Un élément nommé peut être détenu par, au maximum, un
espace de nom. Un élément nommé est identifiable suivant son nom dans un espace de
nom. Il est directement dans l’espace de nom ou introduit dans cet espace de nom par
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d’autres mécanismes tels que l’importation ou l’héritage. Namespace est une méta
classe abstraite.
NamedElement ononrorationso
na,no String [O ..l VisibilitYKind
nînibility VisibilityKind ta ..l ]
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Figure 32: Paquetage Kernel- Diagramme de Namespace
Classificateurs, Power-types
La Figure 33 (cf figure 7.9 - [1 14J) représente le diagramme des classificateurs dans
le paquetage Kernel.
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Figure 33 : Paquetage Kernel- Diagramme des classificateurs
Classifier est une méta-classe abstraite représentant l’ensemble des
classificateurs. Un classificateur est une classification des instances, et décrit un
ensemble d’instances ayant des propriétés en commun. Un classificateur est un espace
de noms (Namespace) dont les membres peuvent comprendre des caractéristiques. Par
exemple, une classe peut posséder des opérations et des attributs. Quand l’attribut
isAbstract d’un classificateur prend la valeur trtie, ce classificateur ne fournit pas une
déclaration complète, et peut typiquement ne pas être instanciable. Un classificateur
abstrait est seulement utilisé par d’autres classificateurs, comme par exemple, la
destination dans la relation de généralisation avec ces derniers. La valeur par défaut de
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l’attribut isAbstract est faïse.
Les classificateurs peuvent s’organiser en hiérarchie de généralisation acyclique en se
basant sur la relation de généralisation qui existe entre eux. Une instance d’un
classificateur spécifique est également une instance indirecte de chacun des
classificateurs supérieurs. Un classificateur est également redéfinissable. Un
classificateur est aussi un type. Un type vise à contraindre des valeurs représentées par
un élément typé. UML supporte la notion de «power-type» tant une classe dont les
instances classifient les instances d’une autre classe.
Le contenu du paquetage des «power-types» (PowerTypes) est présenté dans la
Figure 34 (cf. figure 7.18 - [114]). Chaque Generalization est une relation de
généralisation binaire reliant un classificateur (classifier) spécifique à un autre
classificateur plus général. Chaque GeneralizationSet contient un ensemble de
relations de généralisation (Generalization) qui décrit collectivement la manière de
pouvoir diviser un classificateur (disons ClassifieurA) selon un autre classificateur
(disons, ClassifieurB) qui est appelé un «power-type». Les instances de
ClassifieurA qui correspondent à une même instance de ClassifieurB forment
une sous-classe de ClassifieurA. C’est-à-dire les instances d’une classe qui







+powertypeExtent isCovering : Boolean +generalizationSet
isDisjoint: Boolean
Figure 34: Paquetage PowerTjpes
En reprenant l’exemple de «power-types» dans la partition des politiques d’assurance
présenté dans (section 7.3.22 — [114]), la Figure 35 illustre les partitions des politiques
d’assurance (PolitiqueAssurance) selon les deux «power-types»: types de
couverture (Type Polit i que Couverture), et lignes d’assurance (Li gneAs surance).
Selon les types de coctverture, il y a une partition de PolitiqueAssurance en deux
sous-classes : les assurances collectives (Assurancecollective) et les assurances
individuelles (Assurance Individuelle). Pour chaque sous-classe, ses instances
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correspondent à un même type de couverture qui est l’instance du «power-type»
TypePolitiqueCouverture; ces instances sont considérées comme une instance de
ce «power-type». De façon similaire, suivant le «power-type» LigneAssurance, l’on
obtient une autre partition de Polit±queAssurance en sous-classes : les assurances-
vie (As suranceVi e), les assurances-santé (As suranceSant é), les assurances-
accidente (AssuranceAccidente), ou d’autres lignes d’assurance. De plus, les
assurances-accidente (AssuranceAccidente) sont aussi divisibles en sous-classes
telles que les assurances-automobile (AssuranceAutomobile), les assurances
d’équipements (As suranceEquipment), etc.




type de couverture politique offerte







Figure 35 Exemple de «power-types»
Classe, Association, Classe d’associations
La Figure 36 (cf. figure 7.12 - [114]) représente le diagramme des classes dans le
paquetage Kernel.
Une classe (Class) décrit un ensemble d’objets qui partagent les mêmes
caractéristiques et contraintes ainsi que la même sémantique. Une classe est un
classificateur dont les caractéristiques sont des attributs (Property) ou des opérations
(Operation). Un attribut d’une classe représente soit un attribut «classique» (possédé
par la classe), soit une extrémité navigable d’une association binaire. Un objet d’une
classe doit se conformer à cette classe. Ainsi, l’objet doit avoir des valeurs pour chaque
attribut attaché à la classe en respectant les caractéristiques de cet attribut, par exemple,
le type et la multiplicité pour l’attribut en question. Un attribut d’une classe peut être
restreint à avoir une valeur particulière ou une valeur par défaut. Des opérations d’une
classe permettent d’accéder au comportement défini dans cette classe et peuvent être
invoquées sur un objet de la classe. Une invocation d’une opération peut faire changer
les valeurs des attributs de l’objet en question et/ou
peut aussi créer ou supprimer un ou des objets, etc.
[iej [ructuralFeature
{ordered, subsets attribute,











subsets redefinitionConteut) 0.1 *Ioppesite
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0.1 •nestedClassifier
•class {ordered, subsets ownedMember)
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Figure 36: Paquetage Kernel- Diagramme des classes
Une association (Association) spécifie une relation sémantique qui peut exister
entre les instances des types associés. Une association a au moins deux extrémités.
Toutes les extrémités sont représentées par des attributs (Property) dont chacun est
relié au type de l’extrémité en question. Plusieurs extrémités de l’association peuvent
avoir un même type. Pour une association binaire en particulier, l’attribut attaché à une
extrémité navigable de l’association peut être représenté comme étant la propriété de la
classe attachée à l’extrémité opposée. Par exemple, dans la figure 37 (cf les figures
7.59 et 7.60
- [114]), les attributs achat et compte attachés vis-à-vis aux extrémités
navigables opposées de l’extrémité Client dans les associations de Client à Achat et
de Client à Compte sont représentables comme attributs dont Client est propriétaire.
On appelle un lien une instance d’une association qui est un n-uplet (tupte) des valeurs
dont chacune a pour chaque extrémité et est une instance du type de cette extrémité.
Comme pour les classes, la relation de généralisation entre des associations est autorisée.
Client ou bien
. I achat • compte I
achat Achat [*J {ordered, unique) Achat Client Compte
compte Compte [O..5] {unique) I * {ordered, O..5
unique) {unique}
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celles d’autres objets impliqués; elle
isDerived Boolean = false
isReadOnly Boolean taise
isDerivedUnion Beolean = taise
!default String






















Figure 37 : Associations binaires représentées comme attributs
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Les classes d’associations (Associationclass) combinent des caractéristiques des
classes (Class dans le paquetage Kernel) avec celles des associations (Association
dans le paquetage Kernel). Une classe d’associations joue, d’une part, le rôle d’une
association qui relie un ensemble de classes, et d’autre part, le rôle d’une classe ayant
ses propriétés propres, dissociées de toute autre classe. La figure 38 (cf. figure 7.25 -
[1 14]) illustre que Emploi est une classe d’associations entre Personne et Compagnie






Figure 38: Classe d’associations
Dépendance s
La figure 39 (cf. figure 7.15 - [114]) présente le contenu du paquetage des
dépendances. Une dépendance (Dependency) est une relation indiquant que pour la
spécification ou l’implémentation, un élément ou un ensemble d’éléments sources
(client
- client), requiert un autre élément ou un autre ensemble d’éléments
destinations (fournisseur
- supplier).
Un usage (Us age) est une relation de dépendance où le client nécessite de la présence
du fournisseur pour son implémentation complète ou son opération.
Une abstraction (Abstraction) est une relation d’usage qui établit un rapport entre
deux éléments ou ensembles d’éléments qui représentent le même concept aux différents
niveaux d’abstraction ou selon différents points de vue. Les stéréotypes spécifiques pour
Abstraction, prédéfinis dans les profils sont: «derive» (à spécifier que le ou les
éléments clients peuvent être calculés à partir des éléments fournisseurs); «refine» (à
relier des éléments entre différents niveaux sémantiques (par exemple le niveau
d’analyse et le niveau de conception)); et «trace» (à relier des éléments dans différents
modèles mais représentant le même concept).
Une réalisation (Realization) est une relation d’abstraction particulière dans
laquelle le fournisseur représente la spécification et le client représente une
implémentation.




classificateurs (Classifier) qui spécifie que le classificateur source
(substitutingClassif 1er) est conforme à la spécification du classificateur
destination. Autrement dit, les instances du classificateur source peuvent remplacer, au
moment de l’exécution, les instances du classificateur cible lorsque les instances du
classificateur destination sont attendues.
DirectedRelationship PackageabieElement











{subsets client, subsets source]
+contract
{subsets supplier, subsets target)
Figure 39 Paquetage Kernel- Diagramme des dépendances
Modèle de rôles dans UML
UML distingue les rôles statiques et les rôles dynamiques. Les rôles statiques («role
naines») spécifient les fonctions des participants pour une relation donnée. Ils
ressemblent aux rôles dans les modèles Entité-Association. Les rôles dynamiques
spécifient les fonctions des participants dans une collaboration. Une collaboration décrit
les interactions pertinentes entre les instances en identifiant les rôles spécifiques que ces
instances joueront afin d’achever collectivement une fonctionnalité (comportement)
d’un système. D’ailleurs, une collaboration dans UML2.O est une sorte de classificateur,
et peut avoir tout type de descriptions comportementales associées à un classificateur.
Une instance (objet) donnée peut simultanément jouer des rôles dans une ou plusieurs
collaborations différentes. Par ailleurs, une collaboration dans laquelle une instance joue
un ou des rôles peut représenter uniquement les aspects (rôles) de l’instance qui sont
67
appropriés à la collaboration en question. Les rôles dans une collaboration seront
souvent typés par des interfaces. Une interface peut être vue comme une projection des
propriétés observables extérieurement d’un classificateur qui réalise cette interface. Les
instances de différents classificateurs peuvent jouer un même rôle défini par une
interface donnée, et plusieurs interfaces peuvent être réalisées par un même
classificateur. Voir [114] pour plus de détails à ce sujet dans UML.
Paquetage, Composant, Modèle
Le diagramme de Package dans le paquetage Kernel est illustrée dans la Figure 40
(cf. figure 7.14 -[114]).
Nam espace PackageableElement
+package {subsets ownedMember} *
________
Type





Figure 40: Paquetage Kernel- Diagramme de Package
Un Package représente un paquetage qui est un espace de nom et aussi un élément
empaquetable (PackageableFlement). Un paquetage peut contenir d’autres
paquetages. Seulement des éléments empaquetables peuvent être membres d’un
paquetage. Un paquetage peut importer quelques ou tous les membres d’autres
paquetages. Il peut aussi être fusionné avec d’autres paquetages. À chaque membre d’un
paquetage peut être affecté un type de visibilité pour déterminer si ce membre est
accessible ou non de l’extérieur du paquetage.
Une fusion de paquetages (Packageerge) est une relation entre deux paquetages.
Le contenu du paquetage destination est fusionné avec le contenu du paquetage source
en appliquant les règles de spécialisation et de redéfinition indiquées. Tout contenu du
6$
paquetage résultant de la fusion est celui du paquetage source.
Une importation de paquetage (Package Import) est une relation entre deux
paquetages. Elle indique que les éléments importés appartenant au paquetage
destination, sont réutilisables dans le paquetage source inais qu’ils ne sont pas fusionnés
avec les éléments de mêmes noms dans ce dernier.
Pour modéliser les systèmes, UML supporte aussi la notion de composants
(component) et celle de modèles (Model). La Figure 41 (cf figures 8.2, 8.4, et 17.8 -





i subsets client) * I +realizingClasspfierComponent • I Realization Classifier
01 +/realizatjofl 1 (from Kernel)islndirectlylnstantiated : Boolean {subsets ownedElement, {subsets supplier,
I subsets clientDependency) subsets target)




{redefines ownedMember} PackageableElement Model
Component • (from Kernel)
0.1 * viewpoint String
Figure 41: Diagramme de Component, et Paquetage de Model
Component est un sous-type de Class et représente l’ensemble des composants. Un
composant représente une unité modulaire d’un système. Un composant encapsule son
contenu. Toute communication avec l’extérieur se fait grâce aux interfaces que le
composant fournit et requiert. Un composant peut être utilisé comme un type (une
classe). Il peut être réutilisé ou redéfini.
Model est un sous-type de Package et représente l’ensemble des modèles. Un
modèle (Model) est une abstraction d’un système physique. Il est défini comme un
paquetage et il contient un ensemble d’éléments (possiblement hiérarchisés) qui,
ensemble, décrivent le système physique à modéliser. Un modèle peut aussi contenir des
éléments représentant l’environnement du système, y compris les acteurs, et leurs
inten-elations comme les associations et les dépendances. Un système peut être défini par
plusieurs modèles sous différentes perspectives (concepteur, analyste, utilisateur, etc.) et
aux différents niveaux d’ abstraction (analyse, conception, implémentation). Les relations
entre les éléments de différents modèles sont utiles pour tracer le raffinement et les
dépendances entre ces modèles.
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Évaluation de UML suivant les besoins pour M2
Au niveau Ml, l’usager peut définir des éléments qui sont instanciés par des méta
classes non abstraites que le métarnodèle UML fournit, telles que Class,
Association, AssociationClass, Property, InstanceSpecification,
Package, etc. Donc, l’usager peut représenter des classes, des types relationnels ainsi
que des instances; par exemple, le type relationnel entre les classes Personne et




«instanceOf» I «instanceOf» I ,“einstanceOf»
I I
I I / *
Modèle Jean: Personne Personne > Voiture
voiture
âge = 30 âge: lnteger
Figure 42: Définition de classes, reLations, instances au niveau Ml
Cependant, UML2.O ne remplit pas divers besoins pour M2 dont en voici quelques
uns. Dans UML2.O, le rapport de conformité entre éléments et méta-élérnents et celui
entre modèles et métarnodèles ne sont pas distingués (cf. BesoinM2 4 - «Distinction
entre différentes notions de conformité») et ils sont représentés par les liens
instanceOf. Comme divers autres formalismes, UML ne distingue pas la classification
statique de la classification dynamique (cf. BesoinM2 9 - «Classification dynamique et
Classification statique»); il ne distingue pas non plus les différents types de contraintes
structurelles tels que ceux présentés dans les besoins «Contraintes de cardinalité totale
minlmax pour un type relationnel» (BesoinM2 1 1), «Contraintes de l’itération minlmax
pour un type relationnel» (BesoinM2 13). Il existe deux moyens dans UML2.O pouvant
supporter certains cas correspondant au besoin «Types relationnels entre types et/ou
instances» (BesoinM2 15): (i) des valeurs par défaut pour des attributs d’une classe; (ii)
le «power-type». Cependant, ces deux moyens sont inapplicables pour certains cas
comme celui dans le Problème 2 (page 37) où la partition d’un classificateur se fait en
fonction de plusieurs «power-types» combinés, conformément à un type relationnel n-
aires entre le classificateur avec ces «power-types». Concernant la représentation des
modèles et de leurs liens, UML n’explicite pas notre notion de modèles de conditions
(cf le BesoinM2 16 - «Distinction entre modèles de différentes natures»); UML ne
pennet pas de représenter différents types de liens entre modèles comme l’intersection,
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la différence, l’inférence, la restriction (cf. le BesoinM2 17 - «Liens avec les modèles»).
La section 1.7 (Annexe I) présente l’évaluation complète de UML.
4.4.2 MOF
MOF (Meta Object Facility) a pour but de définir un langage de modélisation unique
permettant de représenter des modèles et des métarnodèles. MOF est utilisé pour sa
propre définition ainsi que dans plusieurs technologies standardisées par OMG comme
UML, CWM, XMl (cf. la Figure 2$, page 59). Contrairement aux versions précédentes,
MOF2.0 ([107], [106], [105]) suit MDA. La collaboration entre «UML2.0
Infrastructure» et M0F2.0 vise une meilleure réutilisation et l’intégration des concepts
de modélisation afin de fournir une fondation pour MDA. La figure 43 (cf figure 7.1 ou
bien 14.1
- [105]) montre que MOF importe le paquetage Core de UML et qu’il étend
celui-ci avec des paquetages additionnels. Cette figure montre aussi les rapports entre les
paquetages dans MOF.








MOF fait usage de certains concepts de base (xbui1ding-b1ock concepts») pouvant
71
être réutilisés dans d’autres modèles et métarnodèles. Ces concepts sont répartis dans les
trois paquetages concernant la réflexivité (Reflection), les identificateurs
(Identifiers) et l’extension (Extension).
La Figure 44 (cf. figure 9.1
— [105]) représente le contenu du paquetage Reflection
concernant la réflexivité. La réflexivité vise à étendre un modèle avec la capacité de
s’auto-définir. Ceci permet de manipuler des objets (object) sans connaître au
préalable leurs caractéristiques. Obj ect représente l’ensemble de tous les éléments et
valeurs de données. Obj ect est équivalent à j ava. lang. Obj ect dans Java. La classe
Element est la superclasse de tous les éléments dans MOF et aussi la superclasse de
toutes les instances des éléments de MOF. Tout élément (Element) a une classe
(Class) à son niveau méta, dite méta-classe qui décrit ses propriétés et ses opérations.
L’opération getrvietaClass () de l’élément retourne la méta-classe (class) de celui
ci. Element fusionne et étend Basic: : Element. Tous les éléments qui spécifient
Reflection: : Element (exemples: tous les éléments dans «UML2.0 Infrastructure»)
héritent la réflexivité de celui-ci. Chaque élément étant l’instance de la classe Factory
dans MOF crée des instances des types dans un paquetage (Package) auquel il est








equals(element: Object) : Boolean
I get(property : Property) : Object
Reflection I set(property: Property, value : Object)





A createFromString(dataType : DataType, string : String): Object
convertToString(dataType: DataType, object: Object) : String




Figure 44: Paquetage Reflection
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MOF2.0 définit aussi Reflectivecollection et Reflectivesequence pour





I add(object : Object) : Boolean
«import»
addAII(objects : ReflectiveSequence) : Boolean
________
clearO
I remove(object: Object): Boolean
Common sizef): Integer
(from Logical View) L?
ReflectiveSequence
add(index t Integer, object : Object)
get( index : Integer) t Object
remove(index : Integer) t Object
set(index : Integer, object : Object) t Object
Figure 45 : Paquetage Common
Une collection réflexive (ReflectiveCollection) est une classe réflexive utilisée
pour accéder aux propriétés qui peuvent avoir plusieurs valeurs possibles. Aussi, une
séquence réflexive (Reflectivesequence) est une collection réflexive utilisée pour
accéder aux propriétés ordonnées. Les classes ReflectiveCollection et
Reflectivesequence sont définies dans le paquetage MOF: :Common en vue de
faciliter la réutilisation dans la représentation d’autres capacités de MOF.
Les identificateurs (Identifiers) servent à identifier uniquement les objets de
métamodèles indépendamment des données de modèles qui peuvent être changées. La
Figure 46 (cf. figure 10.1 [105]) représente le paquetage Identifiers. Une étendue
(Extent) est un contexte dans lequel un élément (Element), au sein d’un ensemble
d’éléments, dispose d’un identificateur lui permettant, sans arnbigiiité, de se distinguer
des autres éléments, tout en lui permettant de s’identifier de manière indépendante de ses
données. Un élément peut n’être membre d’aucune étendue, ou membre d’une ou de
plusieurs étendues. Identifiers: :Package étend Basic: :Package avec l’attribut
un qui peut être utilisé comme un identificateur externe pour un paquetage.
Identifiers: : Property étend Basic: : Property avec la capacité de désigner une
propriété lui permettant d’être un identificateur pour l’élément qui le contient.
MOF dispose de la capacité de définir les éléments de métamodèles comme classes
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ayant des propriétés et des opérations. Pourtant, il est parfois nécessaire d’annoter
dynamiquement des éléments de modèles avec l’information additionnelle et peut-être
imprévue. Cette information peut inclure l’information manquante d’un modèle ou des
données exigées par un outil particulier. En vue de répondre à cette nécessité, le
paquetage Extension de MOF propose un mécanisme simple pour associer une
collection de paires nom-valeur aux éléments dc modèles. Le contenu de ce paquetage
est illustré dans la figure 47 (cf figure 11.1 - [105]). Une paire nom-valeur est codée par
une étiquette (Tag). Une étiquette peut être associée à plusieurs éléments et un élément
peut s’associer à plusieurs étiquettes. Cependant un élément ne peut pas avoir plus d’une
étiquette du même nom. D’ailleurs, MOF ne précise pas le mode d’établissement des
étiquettes pour un élément.









Package Property contextURlO : String
uri(object: Element) : String
un : String isID : Boolean element(uri : String) Element









Extension name : String
(from Logical Vie] value : String
Figure 47 : Paquetage Extension
Ces trois paquetages, Reflection, Identifiers et Extension, sont réutilisés
(par le mécanisme de fusion) dans EMOF (Essential MOF), CMOF (Complete MOF) ou
autres métamodèles. EMOF vise à fournir un cadre (framework) pour mettre en
correspondance les modèles MOF et les implémentations telles que XMl (XML
Metadata lnterchange) et JMI (Java Metadata Interchange) pour les métarnodèles
simples. EMOF dispose d’un ensemble minimum d’éléments nécessaires pour modéliser
des systèmes orienté-objets. EMOF fusionne le paquetage Core: : Basic dans UML2.0
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avec les paquetages Common, Reflection, Identifiers, et Extension concernant
les capacités de MOF (cf. la figure 43, page 70). EMOF réutilise sans extension le
paquetage Basic de «UML2,0 Infrastructure» [113] mais y ajoute quelques contraintes.
Quant à CMOF (cf. la Figure 43, page 70), il est construit à partir de EMOF et du
paquetage Core: : Constructs dans «UML2.0 Infrastructure» [113]. EMOF est utilisé
pour définir les métamodèles plutôt simples alors que CMOF est utilisé pour spécifier
les métamodèles plus sophistiqués tels que UML 2.0. Ainsi, nous retrouvons dans MOF
les éléments de UML 2.0 tels que les espaces de noms (Namespasces), classificateurs
(Classifier), classes (Class), types relationnels (Relat ionship), association
(As soc ± at ion), attributs (Property), opérations (Ope ration), commentaires
(Comments), contraintes (Contraints), etc. La sémantique de ces derniers ne change
pas. Par exemple, la Figure 48 (cf. figure 14.2
- [105]) décrit le diagramme de classes
réutilisées de Core: : Constructs dans UML 2.0.
StructuralFeature Relationship Classifier
{subsets feature, memberEnd 4’
classifier union) {ordered, subsets member)
Classifier Association
0.1 {subsets redefinitionCooteot) lattribute 2..* association
ï 0.1 isDerived Booleao =
I {ordered, subsets attribote, OwfledEnd




rsAbstract: Boolean = false 0.1 ownodAttribute subsets feature,
(subsets classifier, subsets ownedMember) 0.1
subsets namespace,












{sobsets redefinitionContext, 0._1 IendType




{ordered, subsets feature, subsets ownedMembor)
Figure 48: CMOF - Classes concrètes réutilisées de Core::Constructs dans UML 2.0
La Figure 49 (cf. figures 13.1 et 13.2 — [105]) décrit le contenu du paquetage
CMOFReflection représentant la capacité de réflexivité de CMOF. CMOFReflection
fusionne les nouvelles opérations dans les classes existantes Obj ect, Extent, et
Factory. De plus il ajoute la classe Link et le type dc données Argument. Link est
une nouvelle classe représentant l’ensemble des instances des Association.
Autrement dit, un lien (Link) représente une instance d’une association
(Association), tout comme un élément (Element) représente une instance d’une
Property
isReadOnly Boolean = faine
isOerivedUnion Boolean = taise
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classe (Class). Une association (Association) dans MOF peut avoir deux extrémités
ou plus, c’est-à-dire qu’elle peut être une association n-aire (cf. Figure 48). Pourtant, au
niveau de l’implémentation, MOF ne traite que des associations binaires. Effectivement,
selon [107], un lien (Link) ne relie que deux objets (obj ect), mais la classe Link n’est
pas un sous-type de la classe Object, c’est-à-dire qu’un lien n’est pas vu comme un
objet. Comme illustré dans la Figure 49, selon ([106], [105]), un lien (Link) ne relie que
deux éléments (Element). Cependant, la classe Link n’est pas un sous-type de la classe
Element, ou bien un lien n’est pas vu comme un élément. Le nouveau type de données
Argument sert à représenter les arguments nommés pour les opérations réflexives et
ouvertes/modifiables (open-ended reflective operations). La valeur d’un argument
(Argument) est un objet (Obj ect), c’est-à-dire qu’elle peut être un élément (Element)
ou une valeur de données.
Object Exception Argument
t;\ objectinError Element name : String
+association elementinError Element value : Object
Link Association description : String
Element
Figure 49: Paquetage CMûFReflection
Et CMOF étend le paquetage Extension en spécifiant le nom de rôles tag pour










invoke(op: Operation, arguments : Argument) : Object
islnstanceOffype(type t Class, includeSubtypes t Boolean): Boolean





createElement(class : Class, arguments t Argument) t Element
createLink(association t Association, firstElement t Element, secondElement t Element) t Link
Extent
CMOFRefIection elementsotType(type t Class, includeSubtypes t Boolean) t Element
(from Logical Vicw) linksOffype(type t Association) t Link
IinkedElements(association t Association, endElement t Element, endlToEnd2Direction t Boolean) t Element
linkExists(association t Association, firstElement t Element, secondElement t Element) t Boolean
Figure 50: Paquetage CMOfExtension
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Évaluation suivant les besoins pour M3
Par rapport aux versions précédentes de MOF (exemple: MOF 1.4 [1081), la version
2.0 apporte plusieurs changements en tenant compte du guide MDA. MOF est le plus
complet parmi les noyaux réflexibles. Pourtant, il ne remplit pas tous les besoins
importants pour M3. Effectivement, MOF supporte différentes notions de base mais il ne
couvre pas toutes les structures possibles pour un lien binaire (cf. le BesoinM3 I -
«Typage entre éléments de deux niveaux de modélisation consécutifs»). MOF
n’explicite pas notre notion de modèles de conditions (cf le BesoinM3 6 - «Distinction
entre modèles de différentes natures»). Il ne fait pas de distinction entre la relation de
conformité d’un élément à un méta-élément et la relation de conformité d’un modèle à
un métamodèle. Finalement, il ne permet pas de représenter différents types de liens
entre modèles comme l’intersection, la différence, l’inférence, la restriction (cf le
BesoinM3 7 - «Liens avec les modèles») pour la gestion de modèles.
4.5 Formalismes utilisés dans le Web
Comme nous lavons expliqué à propos des applications Web (page 43), nous avons
retenu XML-XML Schema, RDF-RDFS et OWL.
4.5.1 XML-XML Schema
XML (Extensible Markup Language) ([165], [168]) est un langage de balisage
(«markup») largement utilisé sur le Web. Il permet la représentation structurée
d’informations dans un format texte où l’information représentée est encadrée par des
balises. En XML, les balises sont redéfinissables. Il est donc possible d’adapter le
vocabulaire de description au domaine spécifique du document. La définition des balises
et leurs relations sont spécifiées dans une DTD (Document Type Description) ou dans
un XML Schema. Concernant la représentation de modèles (schémas), XML Schema est
plus expressif et utile que DTD [173]. Pour ces raisons, nous parlerons de XML Schema
plutôt que de DTDs.
La Figure 51 présente un document XML représentant qu’une personne travaille pour
une compagnie. Les informations sur la personne sont l’identité (id), le nom, le prénom
et l’adresse. Les infonnations sur la compagnie sont l’identité (id), le nom et l’adresse.
Le schéma définissant ce document XML est représenté dans la Figure 52 et nommé
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1. <xstelement name=”Adresse” type=TypeAdresse”/>
2. <xstelement name=”Personne type=”Personne”/>
3. <xstelement name=”nom type=”xs:string”/>
4. <xstattribute name=”id” type=”xs:NMTOKEN”/>
5. <xs t complexType name= TypeAdresse ‘>
6. <xstsequence>
7. <xstelement name=’numero typexststring”/>
8. <1— et ainsi de suite . . .
9. </xstsequence>
10. <xstattribute name=hpays type=”xstNMTOKEN/>
11. </xs t complexType>
12. <xstcomplexType name=’TypeAdresse-Canada”>
13. <xs t complexContent>
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<xs restriction base=”TypeAdresse”>
<xs :attr±bute name=”pays” type=”xs :NMTOKEN”



















34. </xs : complexType>
</xs schema>
Figure 52 XML Schema - Exemple d’un schéma de la Figure 51
XML Schema ([166], [167], [169], [170], [171], [172]) définit le vocabulaire et la
grammaire de XML. Il dispose des notions: schéma (schema), type complexe
(complexType), type simple (simpleType), élément (element), attribut
(attribute), contenu simple (simplecontent) ou complexe (complexContent),
etc. Un type complexe peut avoir des attributs et/ou contenir d’autres éléments. Pour sa
part, un type simple ne peut pas être composé d’autres éléments, ni avoir d’attribut. Les
valeurs des attributs minOccurs et maxOccurs d’un élément (attribut) contraignent le
nombre d’occurrences de cet élément (attribut) dans un type complexe. Un élément ou
attribut peut être typé ou non. Dans le cas où il est typé, il appartient à un type au














attribut doit être de type simple. Une déclaration d’un élément est une association d’un
nom avec une définition de type (simple ou complexe), (optioimellement) une valeur par
défaut, et un ensemble (possiblement vide) de définitions de contraintes d’identité (en
rapport avec l’unicité et le référencement relativement au contenu de plusieurs éléments
et attributs). La déclaration d’un attribut est une association entre un nom et une
définition d’un type simple, complétée d’une information d’occurrences, et
optionnellement d’une valeur par défaut. La portée d’un élément ou attribut déclaré peut
être soit globale soit locale à la définition du type complexe qui le contient. L’attribut
type est utilisé pour identifier le type d’un élément ou attribut. L’attribut f ixed est
utilisé dans la déclaration d’éléments et d’attributs pour affecter les valeurs particulières
(chaînes de caractères) à ces éléments et ces attributs. Par exemple, l’attribut pays du
type TypeAdres se-Canada est toujours Canada comme une valeur fixe (cf la Figure
52, page 7$). L’élément simpleContent indique que le modèle de contenu d’un
nouveau type contient uniquement des chaînes de caractères et aucun élément.
L’élément complexContent signale la restriction ou l’extension du modèle de
contenu d’un type complexe.
XML Scherna supporte aussi les mécanismes pour l’extension (extension) et la
restriction (restriction) des types. Soient A et B deux types. Si A étend (extension)
B, A hérite des éléments et des attributs de B. Si A est plus spécifique (restriction)
que B, A hérite aussi des éléments et des attributs de B mais les valeurs possibles de ces
éléments et de ces attributs pour A sont plus spécifiques que celles pour B. XML Schema
définit les éléments include et import vis-à-vis pour l’extension entre schémas d’un
même «espace de nom cible» (targetNamespace) et celle entre schémas de différents
espaces de nom cibles. Dans ces cas, les éléments définis dans le schéma initial sont
réutilisés sans modification dans le schéma étendu. En outre, le mécanisme redefine
pennet à un schéma de redéfinir la structure de certains types simples/complexes,
groupes, groupes d’attributs définis auparavant dans un autre schéma ayant un même
espace de nom cible que le schéma en question ou n’ayant pas d’espace de nom.
Il est à noter que dans XML Schema, deux choses considérées comme distinctes
peuvent avoir un même nom sans entraîner aucun conflit ([169], [170]). Par exemple,
dans le schéma décrit dans la Figure 52 (page 7$), l’élément Personne (déclaré à la
ligne 2 de la figure) prend pour son type le type complexe Personne (déclaré à la ligne
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19 de la figure).
Il y a plusieurs façons dans XML
— XML Scherna pour représenter une même chose.
Par exemple, le rapport de travaille-pour entre une personne (Personne) et une
compagnie (Compagnie) peut être codé au moins de trois façons différentes : (j)
travaille-pour est un élément dans le contenu du type Personne et prend
Compagnie pour son type (cf. la Figure 51, page 77 et la Figure 52, page 78); ou (ii)
Personne et Compagnie font partie du contenu de travaille-pour; ou (iii)
travaille-pour est un élément de Personne, et Compagnie est un élément de
travaille-pour. Ceci montre d’un part la souplesse de XML — XML Schema mais
signale, d’autre part, l’ambiguïté sémantique dans la représentation des choses, ce qui
rend difficile le traitement sémantique des informations.
Noyau réflexifde XML Schema
Nous trouvons dans ([166], [170], [171]) comment les éléments de XML Schçma
sont définis par les éléments de XML Schema eux-mêmes. C’est-à-dire le schéma XML
Schema du vocabulaire XML Scherna est le métamodèle de lui-même. Dans ce cas,
XML Scherna est pratiquement placé au niveau M2 dans l’architecture de modélisation
et par ailleurs au niveau M3 dans cette architecture. Ceci montre que la séparation des
niveaux de modélisation dans XML Scherna manque de clarté.
La Figure 53 décrit une partie du schéma définissant le vocabulaire XML Schema
([166], [167], [170], [171]). Elle illustre la façon dont sont déclarés les éléments de
niveau supérieur, dits les éléments top-leveÏ. Il s’agit des éléments suivants: element
(xs : element), attribute (xs attribute), complexType (xs complexType), et
simpleType (xs simpleType). Les déclarations de ces éléments sont signalées par
l’élément top-ÏeveÏ element (xs element). Les occurrences des éléments top-tevet
seront définies conformément aux types indiqués par les attributs type dans leurs
déclarations. Il s’agit des types: topLevelElement (xs : topLevelElement),
topLevelAttribute (xs topLevelAttribute), topLevelComplexType
(xs topLevelComplexType),topLevelSimpleType (xs topLevelSimpleType).
Ce sont des types complexes et leurs déclarations sont signalées par l’élément top-teveÏ













id=”attribute”> . . . </xs:element>
<xs t element name=”complexType” type=vxs t topLevelComplexType’
id=”complexType>




<xs t complexType name=”topLevelElement”>
. . . </xs t complexType>
cxs:complexlype name=”topLevelAttribute”>
. . . </xs:complexType>
<xs:complexType name=”topLevelComplexType”>
. . . </xs:complexType>
<xs : complexType name=”topLevelSimpleType”>
. . . </xs t complexType>
</xs t schema>
figure 53: Schéma du vocabulaire XML Schema
4.5.2 RDF-RDFS
RDF (Resource Description Framework) et RDf S (RDf Schema) ([175], [176],
[177], [1781, [179]) sont des langages pour la représentation sémantique d’informations
sur le Web. Ils sont proposés par le W3C comme un cadre général pour la définition de
toutes sortes de métadonnées.
Le modèle RDF définit trois types d’objets : ressources, propriétés, et valeurs. Une
ressource (rdfs:Resource) est un objet décrit par RDF et identifié par son URI
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(Uniforrn Resource Identifier). Une propriété (rdf Property) est un attribut, un
aspect, une caractéristique qui s’applique à une classe de ressources. Une instance d’une
propriété peut être un lien (relation) binaire d’une ressource avec une autre. Les valeurs
sont les valeurs particulières affectées aux propriétés. Une valeur peut être une ressource
ou un littéral. Un littéral est d’un type primitif tel qu’un entier ou une chaîne de
caractères. Une ressource est identifiée par un URI tandis qu’un littéral ne l’est pas.
Une assertion RDF sur une ressource est représentée comme un triplet (ressource,
propriété, valeur) ou bien (stUet, prédicat, objet). Une description RDF est une suite
d’assertions, pouvant être représentée sous forme de graphes ou sous forme de
documents RDF/XML. Dans la représentation graphique, la ressource (stUet) et la valeur
(objet) correspondent aux noeuds du graphe, et la propriété (prédicat) entre la ressource
(st/et) et la valeur (objet) correspond à l’arc reliant le noeud ressource (stUet) au noeud
valeur (objet).
La Figure 54 montre un exemple d’un graphe représentant l’énoncé «Jean est une
personne et son nom est Jean Trembla y». La Figure 55 décrit un document RDF/XML
correspondant à ce graphe. La personne Jean est représentée par la ressource de URI
http://www.exemple.org/test/exRDF#Jean. Cette ressource est associée par
http://www.w3.org/1999/02/22-rdf-syntax-ns#type (rdf:type) à la
ressource http: //www. exemple. org/test/exRDFS*OEersonne
(“&exRDFS;Personne”) comme son type. Elle est aussi associée par
http: //www. exemple. org/test/exRDFS#nom (exRDFS :nom) au littéral «Jean
Tremblay» comme son nom.
http :llwww.exem ple.orgltesUexRDE#Jean













<exRDFS :nom>Jean Tremblay</exRDFS :nom>
</rdf :Descr±ption>
</rdf :RDF>
Figufe 55 : Document RDF/XML correspondant à la Figure 54
RDFS spécifie le vocabulaire et la grammaire de RDF. Les schémas RDf sont eux-
mêmes écrits en RDF en utilisant les balises de l’espace de nom du langage RDFS.
RDFS supporte deux notions primitives suivantes: classes et propriétés. Les
ressources sont divisibles en groupes/classes (rdf s : Class). Une classe est aussi une
ressource identifiée d’une manière unique et elle décrite par des propriétés. La propriété
rdf : type est utilisée pour indiquer qu’une ressource est une instance d’une classe. Et
la propriété rdf s: ±sflefined3y est utilisée pour indiquer qu’une ressource est définie
par une ressource. Une propriété est déclarée comme un type relationnel binaire entre
classes de ressources. Une instance d’une propriété est décrite comme un lien binaire
entre une ressource st(jet avec une ressource objet. Les propriétés rdf s : domain et
rdf s : range restreignent respectivement les domaines d’application et de variation
pour une propriété donnée. Soit une propriété qui a un domaine d’application D et un
domaine de variation R, et soit (d, P, r) une assertion. Alors P est une instance de
rdf : Property; D et R sont des instances de rdf s : Class; et d, r sont respectivement
les instances de D et R. Les rapports de sous-typage entre classes et celui entre propriétés
sont définis respectivement par les propriétés rdf s: subClassOf et
rdts: subPropertyOf.
RDF/RDfS laissent aux applications l’interprétation de certaines déclarations dans
RDFS, par exemple, la déclaration des propriétés pour une classe (partie 5.3
— [175]).
Ceci implique que l’interprétation peut varier d’une application à une autre application
et rend donc plus difficile la construction d’un mécanisme d’inférence pour RDF.
Noyau réflexifde RDf/RDfS
Les éléments de RDF/RDFS sont définis par les éléments de RDF/RDFS eux-mêmes
[179]. Ceci montre donc que, comme dans le cas de XML Scherna, le schéma des
vocabulaires RDF/RDFS est le métarnodèle de lui-même, et la séparation des niveaux de
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modélisation dans RDF/RDFS n’est pas si évidente.
La Figure 56 présente une partie du schéma RDF S des vocabulaires RDF et RDFS.
Cette figure décrit le noyau réflexif de RDf/RDFS avec la définition de ces éléments de
base de RDF/RDFS: rdfs:Resource, rdfs:Class, rdf:Property, rdf:type,
rdf s domain, rdf s : range, rdts: subClassOf, et rdf s t subPropertyOf. Toutes
les classes (y compris rdfs:Resource, rdfs:Class, rdf:Property) sont
conformes à rdf s t Class (cc qui est indiqué par des liens rdf : type). rdf s t Class,
rdf : Property sont sous-types de rdf s t Resource (ce qui est indiqué par des liens
rdfs:subClassOf). Toutes les propriétés (y compris rdf:type, rdfs:domain,
rdfs:range, rdfs:subclassOf, et rdfs:subPropertyOf) sont conformes à
rdf t Property (ce qui est indiqué par des liens rdf t type). La signification et
l’interaction entre ces éléments de base ont été présentées plus haut (dans la présentation
sur RDFS).
4.5.3 OWL
OWL (Ontology Web Language) ([180], [18 1], [182], [183]) standardisé par W3C est
un langage d’ontologie pour le Web. Il est une extension de RDF, et est inspiré de
Figure 56 t Noyau réflexif de RDF/RDFS
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DAML+OIL (présenté dans [8], [30]).
Comme les langages précédemment évoqués, OWL est construit au-dessus de RDf.
Un document OWL est donc composé de triplets RDF, pouvant être écrits dans la
syntaxe RDF de son choix. Au sein d’un document, les triplets RDF non définis dans la
spécification OWL sont ignorés. Contrairement à XML Schema, OWL permet de faire
des raisonnements et des inférences sur l’ontologie. Ainsi, OWL pennet de conclure sur
des faits implicites, alors que XML Schema ne traite que des faits explicites. Un
exemple de déduction de type d’une instance est donné dans la figure 57. Comme la
propriété travaille-pour relie la classe Personne à Organization, et l’individu





</owl t Obj ectProperty>
<owi :Thing rdf t ID=Jean”>
<travaille-pour rdf:resource=”#Teximus/>
</owl : Thing>
Figure 57: OWL — Exemple de déduction de type d’une instance
Il existe trois sortes de OWL: OWL Lite, OWL DL, OWL Full. OWL Lite supporte les
besoins primitifs comme la constitution de taxonomies ou de thesaurus. Il supporte
également les contraintes de cardinalité simples où la valeur de cardinalité doit être O ou
1 afin de simplifier l’implémentation, de faciliter, et d’accélérer la migration des
taxonomies et thesaurus. OWL DL (OWL Description Logic) correspond exactement
aux logiques de description [$5]. Ce langage est expressif, et les procédures d’inférences
sont complètes (complétude computationnelle), et réalisables en un temps fini
(décidabilité). Dans OWL DL, les trois types classes, propriétés et individus doivent être
disjoints mutuellement. OWL Full offre une expressivité maximale, mais sans garantie
quant à la complétude et à la terminaison des procédures d’inférence. Comme dans
RDF/RDFS, une classe dans OWL Full peut être traitée comme une collection
d’individus et également comme un individu. Les relations de ces trois sortes OWL sont
les suivantes:
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— Les ontologies qui sont légales dans OWL Lite sont légales dans OWL DL.
— Les ontologies qui sont légales dans OWL DL sont aussi légales dans OWL Full.
— Les conclusions qui sont valides dans OWL Lite sont valides dans OWL DL.
— Les conclusions qui sont valides dans OWL DL sont aussi valides dans OWL Full.
Une ontologie OWL (owi : Ont ology) est composée de triplets RDF. Elle peut
contenir les éléments suivants: en-têtes optionnels (commentaire, version, importation
d’ontologie), éléments de classe, éléments de propriétés et instances.
Une classe OWL (owi : Class) est soit anonyme, soit désignée par son URI.
owi Thing et owi :Nothing sont deux classes (de type owi Class) prédéfinies dans
OWL. Tout individu est une instance de la classe owi : Thing alors que owi t Nothing
n’a aucune instance. Dans OWL Full, la classe owi t Thing est équivalente à
rdf:Ressource, et owl:Class équivalente à rdf:Class. Pour définir une classe,
OWL supporte entre autres : des opérateurs de relation et de subsomption entre classes
(le sous-typage (rdts: subclassOf); la disjonction (owi t disjointwith),
l’équivalence (owi t equivalentclass)); les opérateurs booléens entre classes
(l’intersection (owi t intersectionof), l’union (owi :unionOf), le complément
(owi t complementof)); l’énumération exhaustive des instances de la classe; et la
restriction (owi t Restriction) sur une propriété d’une classe préexistante
(owi : allValuesFrom, owi : someValuesFrom, owi : hasValue,
owi t cardinality, owi :maxcardinality, owi :minCardinality); etc.
OWL distingue deux sortes de propriétés: les propriétés reliant les individus
(owi : Obj ectProperty) et les propriétés reliant les individus aux types de données
(owi : DatatypeProperty). Les types de données sont ceux de XML Schema tels que
les entiers (integer), les chaînes de caractères (string), etc. Ces deux sortes de
propriétés, owi t Obj ectProperty et owi t Dat atypeProperty, sont bien disjointes
dans OWL Lite et OWL DL. Alors que dans OWL Full, owi t DatatypeProperty est
une sous-classe de owi t Obj ectProperty (c’est-à-dire les valeurs de données font
partie du domaine des individus), et owi : Obj ectProperty est équivalente à
rdf : Property. Pour définir des propriétés, OWL réutilise les éléments de RDFS
comme rdfs:subPropertyOf, rdfs:domain, rdfs:range et en définit d’autres.
En voici quelques-uns. owi t equivalentProperty indique les propriétés
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équivalentes. owi inverseOf exprime que deux propriétés sont inversées: si PI est
inversée de P2, alors il existe P1(x,y si et seulement s’il existe P2(y,x). Une propriété
peut être transitive (owi TransitiveProperty), symétrique
(owi Symmetricproperty), fonctionnelle (owi FunctionalProperty), ou une
propriété fonctionnelle inversée (owi InverseFunctionalproperty). Soit P une
propriété fonctionnelle, si P(x,y et P(x,z), alors y est identique à z. Soit P une propriété
fonctionnelle inversée, et si P(x,z) et P(y,z), alors x est identique à y.
OWL définit aussi les propriétés et les classes pour indiquer la comparaison entre les
individus : individus d’une même identité (owi: sameAs), individus différents d’autres
individus (owi : differentFrom), individus différents deux à deux
(owi :A11D±fferent). OWL définit également des propriétés
(owi : OntologyProperty) et des classes pour la gestion des versions («versionning»)
d’ontologies. Pour une ontologie, owi :versionlnto indique les informations sur la
version en cours; owi : priorversion pointe à la version précédente; la version en
cours est compatible (ou non) avec la version pointée par
owi :backwardCompatibleWith (ou owi : inCompatibleWith).
owl:DeprecatedClass (owl:neprecatedproperty) sert à indiquer qu’une classe
(propriété) pourra ne plus être utilisée dans les versions futures et devra désormais être
remplacée par une autre classe (propriété). Une ontologie peut importer (owi: imports)
une autre ontologie, c’est-à-dire les éléments définis dans l’ontologie importée sont
considérés comme présents et utilisables dans l’ontologie qui l’importe.
Noyau réflexifde OWL
Le schéma du vocabulaire OWL importe le schéma RDFS des vocabulaires
RDF/RDFS [182]. Autrement dit, les éléments du vocabulaire OWL sont définis en
utilisant le noyau de RDF/RDFS. Le noyau réflexif de OWL est donc étendu à partir de
celui de RDF/RDFS que nous avons analysé dans la section 4.5.2 (page 81). La
définition des éléments de base de ce noyau a été illustrée dans la Figure 56 (page 84).
Les éléments de OWL qui jouent le rôle de métaclasses sont conformes à rdf s : Class;
exemples: owl:Ontology, owl:Class, owl:Restriction,
owi : Obj ectProperty, etc. Les éléments de OWL qui jouent le rôle de méta
propriétés sont conformes à rdf : Property; par exemple: owi : disj ointWith,
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owi :equ±valentClass, owi: intersectionOf, owi :allValuesFrom,
owi: sameAs, owi : imports, owi : cardinality, etc.
Évaluation des formalismes XML-XML Schema, RDF-RDFS et O WL
ÉvaLuation suivant les besoins pour M2
Les fonnalismes XML-XML Scherna, RDf-RDFS et OWL sont utilisés dans le
contexte du Web sémantique. XML et XML Schcma sont reconnus pour leur flexibilité
d’expression mais aussi pou;- l’ambiguïté sémantique dans la représentation qui rend le
traitement sémantique des informations difficile. RDF/RDfS et OWL sont des langages
développés explicitement pour la représentation sémantique de l’information sur le Web.
Cependant, ils ne supportent pas tous nos besoins pour M2. Par exemple, ils ne
supportent pas des types relationnels ou des relations autres que binaires (BesoinM2 1 -
«Typage entre éléments du niveau Ml»). Ils ne font pas de distinctions entre les
notions : la conformité entre éléments de différents niveaux de modélisation, la
conformité sémantique entre modèles, et l’instanciation locale «types-instances»
(BesoinM2 4 - «Distinction entre différentes notions de conformité»). Ils ne supportent
aucun modèle de rôles. Ils ne tiennent pas compte du besoin «Classification dynamique
et Classification statique» (BesoinM2 9). Ils ne tiennent pas compte non plus des
différents types de contraintes structurelles. Ils ne répondent pas complètement au
besoin «Types relationnels entre types et/ou instances» (BesoinM2 15). Étant donné que
ces formalismes ne visent pas la représentation ni la gestion de modèles, ils ne précisent
pas les différents types de modèles cités dans le besoin «Distinction entre modèles de
différentes natures» (BesoinM2 16) tels que les notions de métamodèles, modèles
structurels, modèles de conditions; ils ne considèrent pas non plus les différents liens
entre modèles tels que la conformité sémantique entre un modèle et son métarnodèle,
l’intersection, la différence, l’inférence, la restriction (cf. le BesoinM2 17 - «Liens avec
les modèles»), l’équivalence entre modèles, les transformations entre modèles, etc. (cf.
le BesoinM2 18 - «Liens entre modèles au niveau Ml»). Voir les sections 1.9.1, 1.10.1 et
1.11 .1 (Annexe I) pour l’évaluation plus détaillée.
Évaluation des noyaux de XML-XML Scherna, RDF-RDFS et OWL
Ces formalismes XML-XML Scherna, RDF-RDFS et OWL possèdent chacun son
noyau réflexif. Pourtant, ces noyaux ne répondent pas non plus à tous nos besoins pour
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M3. Concernant les notions de base présentées dans le besoin «Typage entre éléments de
deux niveaux de modélisation consécutifs» (BcsoinM3 1), le noyau de XML Schema ne
fait pas explicitement la distinction entre la notion de «,néta-noettds» et celle de «méta
lien» ni entre «noeud» et «lien»; les noyaux de RDF/RDFS/OWL n’autorisent aucune
propriété (c’est-à-dire méta-lien binaire) entre propriétés ou entre propriété avec classe
(rnéta-noeud). Évidemment, en se basant sur les manques cités ci-dessus au sujet de la
représentation des modèles et de leurs liens dans les formalismes XML-XML Schema,
RDF-RDFS et OWL, aucun des besoins «Distinction entre modèles de différentes
natures» (BesoinM3 6) et «Liens avec les modèles» (BesoinM3 7) n’est satisfait
entièrement par les noyaux de ces formalismes. Voir les sections 1.9.2, 1.10.2 et 1.11.2
(Annexe I) pour plus d’explications.
4.6 Synthèse
Nous avons fait une revue des principaux formalismes de l’intelligence artificielle et
de l’industrie pour la représentation de connaissances ainsi que pour la représentation
des modèles. Les formalismes choisis pour l’étude sont: les réseaux sémantiques, les
graphes conceptuels (GCs), le modèle uniforme des GCs, sNets, CDIf, Entité
Association, MOF2.0, UML2.0, XML-XML Schema, RDF/RDFS et OWL. Les points
forts et faibles de chacun des formalismes ont été analysés en tenant compte de nos
besoins (cf. le Chapitre 3, page 26) et aussi de la facilité de l’implémentation. La Table 1
(page 90) présente une synthèse de la comparaison des différents noyaux réflexifs en
réponse aux besoins essentiels pour M3. Et la Table 2 (page 91) présente une synthèse
de la comparaison des différents fornialismes peniiettant de modéliser le monde réel, en
réponse aux besoins essentiels pour M2 concernant la représentation de modèles de
connaissances du monde réel.
BesoinM3 1: Tjpage entre éléments de deux niveaux de modélisation consécutfi
BesoinM3 2 Passce entre niveaux types et instances
BesoinM3 3 Distinction entre dén?ntes notions de co/nnité ail niveau méta
BesoinM3 4 i]iéra,rhisations entre types
BesoinM3 5 : contraintes de cardinalité min/maxpour un méta-lien
Besoin1VI3 6 . Distinction entre modèles de dffèrentes natures
BesoinM3 7
. Liens avec les modèles
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Besoins pour M3 (Besoinli3)Noyaux reflexifs (au M3) — —
1 2 3 4 5 6 7
Réseaux sémantiques (RSs) - - - - - - -
sNets +- + + +- +- +- +-
Graphes conceptuels (GCs) +- + - + - +- +-
Modèle uniforme des GCs +- + - + + +- +-
CDIF +- + - + + - +-
MOF +-+ - + + - +-
XML-XML Schema +- + - + - +- +-
RDF-RDFS +- + - + - +- +-
OWL +- + - + + +- +-
Notations:
remplir le besoin colTespondant;
«+-»: remplir partiellement le besoin cotiespondant et à développer pour le remplir;
ne pas remplir et à développer pour remplir le besoin correspondant
Table 1: Synthèse des formalismes à représenter et à gérer les métamodèles
Besoini\’12 / : 7jpage entre éléments dii niveau Ml
Besoimi2 2 : T)pae entre éléments de deux nn’eaux de modélisation consécutf
Bt’soinÀl2 3 Passae entre nii’eaux types et instances
BesotniU2 4 Distinction entre difn?ntes notions de coi/brmité
Besow7’i2 S Hiérarchisations entre t)pes
Besoinj12 6 : Multi-class7ècation et Connaissance partielle
BesoinM2 7 : Objets, Rôles, Tjpes d’objets, 7ypes de rôles
BesoinA12 8 : Rapports entre objits et rôles / jes de rôles
Besoi,iA12 9 Classftcation djnamique et classification statique
Besotni\12 10 : Contraintes de l’arité min/max
BesoinM2 11 : Contraintes de w’dinalité totale min/max pour iiii t)pe relationnel
BesoinM2 12 : Contraintes de cardi,ialité locale min/,ntixpour un tjpe relationnel
Besoinh 12 13 C’ontraintes de l’itération min/ maxpour un jpe relationnel
Besotm\12 1-l : Contraintes de cardinalité min/maxpour un méta-lien
BesoimI2 15 : Types relcitioniie/s entre jpes et/ou instances
Besouihl2 16 : Distinction entre modèles de d//érentes natures
Besoini\ 12 / 7 : Lieus avec les modèles
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Besoi,ii’i2 / 8 Liens entre modèles an inreau A Ii
Métarnodèle Besoins pour M2 (BesoinM2)
auM2 1 2 3 4 5 6 7 $ 9 10 11 12 13 14 15 16 17 1$
RSs - - - - - - - - -
sNets - +- + - - - +- - - - -
GCs + +- + - + + +- +- - - - - - - +- +- +- -
Modèle
uniforme des + +- + - + + - - - - - + - + +- +- +- -
GCs
Entité-
+- - - +- - +- +- - - - + - + - - - -Association
UML + +- + - + + + + - +- - + - + +- +- +- +
XML-XML + + - + - - - - +- - - - - +- +- +- +-
Schema
RDf-RDFS +- +- + - + + - - - - - - - - +- +- +- +-
OWL -1-- +- + - + + - - - - - + - + +- +- +- +-
Notations:
remplir le besoin correspondant;
remplir partiellement le besoin correspondant et à développer pour le remplir;
ne pas remplir et à développer pour remplir le besoin correspondant
Table 2: Synthèse des formalismes à représenter et gérer les modèles au niveau Ml
Cette analyse a montré qu’aucun de ces formalismes ne répond à tous les besoins
correspondants à son ou ses niveaux de modélisation et également qu’il existe des
besoins dont chacun n’est pas complètement rempli par aucun de ces formalismes.
Comme aucun des formalismes pour la modélisation du monde réel étudiés ne remplit
pas tous les besoins concernant les contraintes structurelles (cf. les BesoinM2 10,
BesoinM2 11, BesoinM2 12, BesoinM2 13 et BesoinM2 14), aucun de ces formalismes
ne pennet de modéliser les situations telles que celle décrite dans le Problème 1 (page
34). Aucun de ces formalismes ne permet non plus de modéliser les situations telles que
celle décrite dans le Problème 2 (page 37). Ces constats nous ont poussés à développer
et proposer un nouveau formalisme permettant de répondre à nos besoins de
représentation des modèles répartis à tous les trois niveaux de modélisation (MI, M2, et
M3). Les chapitres qui suivent présentent notre proposition.
Chapitre 5. Méta-métamodèle et Métamodèle
pour la gestion de modèles
Comme nous l’avons mentionné, notre architecture de modélisation est conforme à
celle à quatre niveaux (MO, Ml, M2 et M3) étudiée à la section 2.2 (page 14). Notre
architecture permet de distinguer clairement les différentes notions de conformité selon
les niveaux de modélisation et également de bien séparer les éléments de différents
niveaux de modélisation. Ceci est illustré par la Figure 5$. Les liens de type instOf
représentent l’instanciation entre les types et les instances au niveau Ml. Les liens de
type Mmeta représentent le rapport de conformité entre les éléments au niveau M2/M3 et
les méta-élérnents au niveau M3, alors que les liens de type meta représentent celui
entre les éléments au niveau Ml et les méta-élérnents au niveau M2. Les liens de type
Msem représentent le rapport de conformité entre les modèles au niveau M2 et le niveau
M3 ainsi que celui entre le niveau M3 et lui-même, alors que les liens de type meta






— M3 // MMetaAr] \\
A / A/ I
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M2 Objeut O•• nstOf ObjStaticType
sem:
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__ _ _ _ _
-— —
___ ______
Marie, la vraie personne,
MO unique dans le monde réel
Figure 58 Notre architecture de modélisation
La Figure 58 présente également en partie notre «ftamework» proposé pour la gestion
des modèles. Ce «framework» se base sur celui dans notre travail de spécification d’un
métamodèle pour la gestion des connaissances ([36], [38], [39], [41]). Nous définissons
dans notre «framework», aux niveaux méta-métamodèle (M3) et métamodèle (M2), tous
les éléments nécessaires ainsi que leurs interactions. Ces éléments représentent le
vocabulaire et la grammaire au moyen desquels les utilisateurs pourront spécifier leurs
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modèles au niveau M2 et/ou au Ml.
Par la suite, nous présentons nos méta-métamodèle et métamodèle pour la gestion de
modèles. Nous commençons par le principe de la représentation dans notre formalisme.
5.1 Représentation basée sur les noeuds et les arcs
Comme pour les réseaux sémantiques, la représentation de notre formalisme est basée
sur les noeuds et les arcs dont les notions ont été précisées par la Définition 4 (page 11).
La Notation 1 présente nos notations graphiques pour les noeuds et les arcs.
Notation 1. I’\’olations pour les na’uds et les arcs
Un noeud est représenté graphiquement par un rectangle alors qu’un arc est
représenté graphiquement par une flèche pointillée, allant de l’élément source à
l’élément destination (Figure 59).
Unnoeud: Unarc: ————>
Figure 59 Notations graphiques pour les noeuds et les arcs
Soient A un élément, MetaA le méta-élément de A. A s’écrit parfois sous la fonne
«MetaA : A» qui indique que l’élément A est conforme au méta-élément MetaA.
Un arc est un lien binaire et unidirectionnel (cf. la Définition 4, page li). Nous
pouvons donc représenter tout modèle conforme à notre définition de modèles (cf. la
Définition 1, page 10) par des noeuds et des arcs, tout comme expliqué dans la section
3.1.1.2 (page 26), par des noeuds et des liens binaires (cf. la Définition 4, page il). Un
modèle est représenté par un ensemble d’éléments et de relations entre ces éléments. Un
élément est représenté par un noeud ou un arc. Une relation unaire, binaire ou n-aire est
fondamentalement représentée par un noeud et un ensemble d’arcs. Évidemment, le fait
de choisir des éléments pour notre formalisme qui soient des noeuds et des arcs
n’influence pas le pouvoir d’expression (concernant la représentation de modèles) de ce
formalisme. Ce choix simplifie en outre la mise en oeuvre des représentations.
5.2 Méta-métamodèle
Le méta-métamodèle (M3) fournit le langage et la grammaire pour décrire les
formalismes de modéLisation. Notre M3 est inspiré de celui des GCs et des sNets.
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5.2.1 Éléments de base
Les éléments de base du niveau M3 sont: MElement, MNode, MArc, MMetaElement,
MMetaNode, MMetaArc, MsubType, Mmeta, Msrce, et Mdest. La signification dc ces
éléments ainsi que leurs interactions sont détaillées ci-dessous.
MElement, MNode, MArc
MElement, MNode, MArc sont des types abstraits (cf la Définition 3, page 11).
MElement est à la racine de la hiérarchie de tous les méta-élérnents définis au niveau
M3. Cette hiérarchie se divise en deux branches: l’une pour tous les méta-nœuds de M3
dont MNode est à la racine, et l’autre pour tous les méta-arcs de M3 dont rvurc est à la
racine. Chaque élément défini au niveau méta (c’est-à-dire au niveau M2 ou M3) est vu
comme noeud ou un arc qui est conforme à un et un seul méta-élément de M3. Ce
premier est attaché par un arc de type Mmeta (représentant le lien de conformité) à ce
méta-élément.
MMetaElement, MMetaNode, MMetaAîc
Comme un méta-élérnent est aussi un élément au niveau méta, il doit être conforme à
un méta-élément de M3. Pour cette raison, MMetaElement représente l’ensemble de
tous les méta-éléments. Ces méta-éléments, exceptés ceux conformes à MMetaElement,
sont classifiés en deux groupes : les méta-noeuds (MMetaNode), et les méta-arcs
(MMetaArc). Chaque élément considéré comme un méta-nœud (ou un méta-arc) doit
être conforme à MMetaNode (ou à MMetaArc).
Puisque les méta-éléments sont aussi des noeuds, les éléments MMetaElement,
MMetaNode, MMetaArc sont des méta-nœuds et sont donc sous-types de MMetaNode.
Msrce, Mdest
Les rnéta-arcs Msrce et Mdest permettent de spécifier les sources et les destinations
des méta-arcs. Un méta-arc unit deux méta-élérnents via un arc de type Msrce et un arc
de type Mdest. Quelques exemples sont illustrés dans les Figure 60 et Figure 61.
Puisqu’il est le super-type de tous les méta-arcs de M3, la structure du méta-arc MArc
devrait être la plus générale que possible. Comme l’illustre la Figure 60, le méta-arc
MArc (rectangle) lie le méta-élément MElement à MElement lui-même via un arc de
type Msrce et un arc de type Mdest (flèches pointillées). Cette structure de MArc
exprime par ailleurs qu’un méta-arc peut être défini pour relier deux méta-éléments où
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un méta-élément peut être un méta-noeud ou un méta-arc. De cette façon, un arc peut
exister sous toutes les formes: un arc entre deux éléments où un élément peut être un









Figure 60: Structure initiale de A’L4rc
La Figure 61 illustre une structure de instOf, un rnéta-arc qui est défini au niveau
M2 pour représenter le type d’instanciation entre les objets (Obj et) et les types
statiques d’objets (Obj StaticType). Dans cette figure, le méta-arc instOf (rectangle)
lie Objet à ObjStaticType via un arc de type Msrce et un arc de type Mdest
(flèches pointillées).
Représentation simplifiée
Msrce: Mdest: instOfM2 Object — — —
—
— — —
— H_ObjStaticType [Object ObjStaticType
Figure 61: Structure d’un méta-arc de M2
MsubType
MsubType sert à classifier les méta-élérnents. Il implémente la relation de sous-
typage entre méta-élérnents où le sous-typage multiple est permis. Cependant, un méta
noeud (ou un méta-arc) ne peut être un sous-type d’un rnéta-arc (ou d’un méta-noeud) (cf.
la Règle 2, Annexe IV). L’effet de la relation de sous-typage (cf ta Définition 5, page
13, et la Règle 1, Annexe IV) nous permet, en particulier, de déduire de nouvelles
structures pour un méta-arc à partir de sa structure initiale, en remplaçant l’élément
source ou destination dans cette structure par un de ses inférieurs (sous-types)
Mm eta
Les arcs de type Mmeta représentent les relations de conformité qui associent les
éléments au niveau méta à leurs méta-éléments, soit du même niveau M3 ou du niveau
M2 au M3 dans l’architecture de modélisation. Dans le deuxième cas, ces liens jouent le
rôle de transition entre les niveaux M2 et M3.
Un élément (noeud ou arc) au niveau M3 ou M2 a un et un seul méta-élément
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(respectivement méta-noeud ou rnéta-arc) auquel il est rattaché, une fois défini, par un
arc de type Mmeta. Les arcs de type Mmeta permettent alors d’indiquer la nature de
chaque élément représenté au niveau M3 ou M2.
De plus, la règle existentielle entre un noeud (ou un arc entre deux éléments) et son
méta-noeud (ou son méta-arc entre deux méta-éléments correspondants) doit être
respectée (cf. la Règle 3, Annexe IV). La Figure 62 illustre un exemple du cas.
M3 MMetaNode MMetaModell
Mmeta :\ Mmeta Mmeta : /
I /
M2 c’assF M2UmI
Figure 62: Rapport existentiel entre un arc et son méta-arc
Dans cette figure, au niveau M3, le méta-arc Mdef In (rectangle) lie MMetaNode à
MMetamodel via un arc de type Msrce et un arc de type Mdest (flèches pointillées).
Ceci spécifie que les méta-noeuds (MMetaNode) sont définis dans les métamodèles
(MMetamodel). Afin de représenter que le méta-noeud Class est défini dans le
métamodèle M2Um1, l’arc qui associe Class à M2Um1 est de type Mdef In et est
confonne au méta-arc Mdef In défini entre deux méta-élérnents correspondants
MMetaNode et MMetamodel. L’arc de type Mdef In de Class à M2Um1 que la Figure
62 spécifie peut être représenté plus simplement comme à la Figure 63.
ou bien
I MUefIn I I Mdefln IM2 MMetaNode : Class — — — — MMetaModel : M2UmI Class M2UmI
Figure 63 : Version simplifiée de la Figufe 62
5.2.2 Autres éléments
Nous présentons maintenant les autres éléments du méta-métamodèle qui sont
nécessaires pour définir les éléments de M2. Ces éléments sont regroupés en fonction de
leur utilité.
5.2.2.1 Nommage d’éléments
Les éléments MLabel, Mname permettent le nommage d’éléments (Figure 64). Un
libellé (PiLabel) peut nommer (Mname) au maximum un MElement, et un MElement
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peut être nommé par au maximum un MLabel. Les MElement nommés peuvent être
identifiés par leurs noms. La Figure 65 illustre comment nommer un élément. Le libellé
«Object» est attaché par un arc de type Nname à un méta-nœud sans nom; ce dernier est
donc appelé le rnéta-nœud Obj ect.
Représentation simplifiée
Msrce : Mdest: MnameMLabeI_j——
— — —
•j_Mname jE. — —
— —H_MElement MLabeIÏ
_________
Figure 64: Structure initiale de Mname (sans contraintes de cardinalité)
Mmota Mname Mmeta
MMetaNode E. — — —
—
— —
— —H_‘Object’_j—— — — — MLabel





— -_Object MMetaNode : Object
Figure 65 : Nommage d’un élément
MNamedNode est un méta-élément abstrait représentant l’ensemble des MNode
nommés. Il est subdivisé en: MLabelledlnteger, P1Boo1ean, MMetaElement,
MModel, MRule, MUser, MList et MRet.
5.2.2.2 Interprétation d’éléments
MValue, MLanguage, Mdepend, MvalueOf permettent le multilinguisme dans la
représentation des interprétations des MNamedNode.
Au niveau méta, MLanguage et MVa lue sont utilisés pour représenter respectivement
les langues et les valeurs de l’univers du discours qui servent à représenter les
interprétations des éléments. Ces langues et ces valeurs sont spécifiées et attachées par
les arcs de type MdependlMvalueOf.
Nous représentons le langage universel par «u», le français par «fr», l’anglais par
«en», etc. Un élément peut être interprété différemment, dépendamment des langues.
L’interprétation d’un élément en langage universel exprime que cette interprétation est
identique pour toutes les langues. La Figure 66 illustre un exemple d’interprétations
d’éléments. Obj ect (de M2) est interprété en anglais comme «Object» et en français
comme «Objet» (ce qui est indiqué par des arcs de type PidependIr1va1ueOt).





MValue: ‘Object’ MValue : ‘Objet’









Figure 67: Structures initiales de Mdepenc.4 MvalueOf(sans contraintes de cardinalités)
5.2.2.3 Contraintes de cardinalité sur méta-arcs
MLabelledlnteger, Mintetval
MLabelledlnteger permet de représenter les entiers étiquetés. Un entier étiqueté
est interprété comme un entier. Par exemple, étant conforme à MLabelledlnteger,
l’élément Mname-cardNin représente un entier étiqueté qui vaut une valeur de O. Le
rnéta-arc Minterval (Figure 6$) penriet de former des intervalles fenriés dont les
bornes inférieures et celles supérieures sont des entiers étiquetés
(MLabelledlnteger). Ceci est utile à la représentation des contraintes de cardinalités
sur les rnéta-arcs.







Figure 68: Structure initiale de Mintewal (sans contraintes de cardinalités)
Mcard
Le méta-arc Ncard sert à spécifier les contraintes de cardinalité sur les sources et
destinations des méta-arcs. Une structure d’un rnéta-arc spécifie comment ce méta-arc
relie ces éléments. Pour cette structure, il existe fréquemment, sur la source ou bien sur
la destination du méta-arc, des contraintes de cardinalité minimale/maximale qui
précisent le nombre d’instances de ce méta-arc dans lesquelles un élément peut être
impliqué (cf la Règle 4, Annexe IV). Ce nombre d’instances doit appartenir à un
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intervalle, soit [a..b]; c’est-à-dire la cardinalité minimale (respectivement maximale)
correspondante est de valeur o (respectivement b). Les contraintes de cardinalité dans ce
cas peuvent être exprimées comme l’intervalle [a..b]. Cet intervalle est attaché à l’arc
source ou destination correspondant du rnéta-arc en question par un arc de type Mcard.
L’exemple ci-après illustre comment spécifier les contraintes de cardinalités pour un
rnéta-arc.
Exemple de spécification de contraintes de cardinalité pour un méta—arc
Le méta-arc à l’étude est Mname. Un libellé (MLabel) peut nominer (Mname, ait maximum
un MElement, et un MElement peut être nommé par au maximum un MLabel. Les
contraintes de cardinalités sur la sottrce et celles sur la destination de Mname sont identiques:
[0.. 1]. Dans ce cas, notts pouvons considérer qtte l’arc source et l’arc destination de Mname
sont attachés au même intervalle. Comme l’illustre la figure 69, sur la source et la destination
de Mname, les cardinalités minimale et niciximale de valeurs 0 et 1 sont représentées
respectivement par deux entiers étiquetés, Mname
- cardMin et Mname - cardMax. Ces deux
cardinalités s ‘attachent par un arc de type Minterval pour former l’intervalle IMname -
cardMin. Mname - cardMax]. En remplaçant Mname - cardMin et Mname - cardMax par
leurs valeurs efjéctives, étant respectivement O et 1 (‘en langue universel «u»), cet intervalle
devient [0.1].









MvalueOf: — — ,..
-‘
— MvalueOf:
MVaIue: ‘o’f Mlanguage:’u’ MVaIue: ‘J’
Figure 69: Contraintes de cardinalité potir Mname (dans la structure initiale de Minime)
La structure plus restrictive de Mname permet de spécifier qu’un MNamedNode doit être
nonmué. Ainsi, clans cette structure, les carclinalités minimale et mciximale sttr la source de
Mname sont de la même valeur]. Si nous considérons qtte ces cardinalités ont totjouws la même
valeur que Mname
- cardMax, elles peuvent être représentées par Mname
- cardMax comme
l’illustre la figure 70. Dans ce cas, si la valeur de Mname - cardMax est modfiée à une
nouvelle valeta-, soit 2, les cardinalités minimale et maximale en question auront
automatiquement Ici valeur 2. Mais si nous considérons qu ‘elles sont indépendantes I ‘une de
l’autre et qite chacune détient son pi-api-e libellé, alors la mise-à-jouir d ‘une de ces cardinailtés















Figure 70: Contraintes de cardinalité sur la source de Mname (dans une autre structure)
Nous énonçons ci-dessous les règles de notations pour les méta-arcs.
[Votation 2: J\Totations pour les mIta-arcs avec leurs contraintes de cardinalité
Dans le cas où la cardinalité minimale (ou maximale) sur la source ou destination
pour un rnéta-arc (c’est-à-dire sur un arc de type Msrce/Mdest pour un méta-arc)
n’est pas indiquée, la valeur pour cette cardinalité minimale (ou maximale) est
respectivement O (ou *). Le symbole «*» désigne un nombre entier de valeur infinie.
Dans les illustrations, les contraintes de cardinalités pour un rnéta-arc s’écrivent sur
l’arc de type Msrce/Mdest auquel elles sont attachées.
Afin de simplifier la représentation graphique d’un rnéta-arc, un méta-arc qui sert à
unir un méta-élérnent source à un méta-élément destination peut être représenté par
une flèche, en ligne solide, du méta-élérnent source au méta-élément destination. Si
le méta-arc est représenté d’une manière simplifiée par une flèche en ligne solide,
les contraintes (sur la source ou destination) s’écriront sur l’extrémité
correspondante (source ou destination) de la flèche. La notation retenue est
semblable à celle de UML pour en faciliter la lecture. Comme l’illustre la Figure 71,
une instance de X peut être associée par des arcs de type R avec de c à d instances de
y, et une instance de y peut être associée par des arcs de type R avec de a à b
instances de X.
OuL3ienïja..b R c..d>
Figure 71: Notations graphiques pour les méta-arcs
Ci-après nous présentons quelques exemples des structures de méta-arcs avec des
contraintes de cardinalités. Les structures de Mcard illustrées dans la Figure 72
spécifient qu’un arc de type Msrce (respectivent un Mdest) peut être associé à un
intervalle au maximum. La structure de Mname illustrée dans la Figure 73-(a) est une
représentation simplifiée de celle dans la Figure 69 (page 99). La structure plus
restrictive de Mname illustrée dans la Figure 73-(b) permet de spécifier qu’un
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MNamedNode doit être nommé. Les structures de Mdepend, MvalueOf et leurs
contraintes, ililustrées par la figure 74 permettent de spécifier, pour une langue donnée,
qu’un élément nommé a une seule interprétation.
Ou bien:
Msrce :; [0..”] Mdest s; [0.1] o.. Mcard 0..1
ce f- H Mintervali Msrce Minterval
Msrce :; [0..*] Mdest s; [0.1] o..” Mcard 0.1Mdest_f- >ff-- —_Minterval Mdest > Minterval
Figure 72: Structures de Mcard
Représentation simplifiée
(a)






Figure 73 : Méta-arc Mname




Md:pend f- J—>]_MvalueOf 5--H MValue Mdepend
Mdest:; [Q*]
MLanguage
Figure 74: Structures initiales de Mdepend Mva]ueOf
5.2.2.4 Type relationnel binaire et bidirectionnel
Comme les méta-arcs sont des types relationnels binaires et unidirectionnels, le méta
arc Minverse offre un moyen permettant de représenter les types relationnels binaires
et bidirectionnels entre méta-éléments. Le méta-arc Minverse est défini pour lier deux
rnéta-arcs constituant un type relationnel binaire et bidirectionnel (Figure 75).
____________
Msrce :; Ou bien : Minverse
MMetaAr] Minverse \j/ ••
MMetaArc
Figure 75 : Structure initiale de Min verse
Par exemple, étant binaire et bidirectionnel, le type relationnel «spécialisation-




et MsuperType qui sont l’inverse l’un de l’autie (c’est-à-dire que le méta-arc
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MsuperType est l’inverse du rnéta-arc MsubType, et le méta-arc NsubType est
l’inverse du méta-arc MsuperType). Un arc de type MsubType entre deux méta
éléments, soit de A à B, spécifie que A est un sous-type de B. Cet arc implique un arc de
type MsuperType de B à A (cc qui spécifie que B est un super-type de A). Vice-versa, un
arc de type MsuperType de B à A implique également un arc de type MsubType de A à
B. Ce type de comportement de Minverse est régi par la Règle 22 (Annexe IV).
5.2.2.5 Représentation de modèles et de leurs liens
MModel, MMetaModel, MStructure, MlffhenModel, Msem, MdefAs
MModel permet la contextualisation des éléments au niveau méta. Parmi les modèles
(MModel) aux niveaux M2 et M3, nous distinguons les métamodèles (MMetaModel), les
structures (MStructure), et les modèles de conditions (MlfThenModel).
MMetaModel représente l’ensemble des métamodèles. Les éléments dans un modèle
ont leurs méta-éléments spécifiés dans un métamodèle auquel ce modèle est conforme
(cf. la Règle 18, Annexe IV). Un modèle se conforme à un et un seul métamodèle. Msem
(Figure 76) met en oeuvre la relation de conformité entre les modèles au niveau méta et
leurs métarnodèles.
ou bien:
Msrce 10*] Mdest:; [1.11 0.. Msem 1..1MModeI_j— Msem H_MMetaModel MModeI >fitaModeI
Figure 76: Structure initiale de Msem
Le type MStructure a pour but de contextualiser les structures des méta-arcs. Le
rnéta-arc MdefAs pci-il-Let de représenter les liens de definition entre les méta-arcs et
leurs structures initiales (Figure 77). Un rnéta-arc peut être défini par (MdefAs) une ou
plusieurs structures (Mstructure) dites structures initiales et une structure peut
représenter la définition d’un seul méta-arc. Dans le cas où un méta-arc n’a aucune
structure initiale propre à lui, sa définition est déduite de la ou les structures initiales de
son ou ses super-types. Les Règle 16 et Règle 17 (Annexe IV) définissent ce
comportement.
ou bien:
I Msrce:; [0.1] I I Mdest:; tO..9 I 0.1 MUefAs 0.. IMMetaArc MdefAs j_MStructure MMetaArc MStructure
Figure 77: Structure initiale de MdefAs
La Figure 78 illustre la façon dont un rnéta-arc est défini. Elle décrit la définition du
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type d’instanciation (instof) entre les objets (objet) et les types statiques d’objets
(Obj StaticType). Le méta-arc instOf de M2 se conforme à MMetaArc et est
rattaché à sa structure initiale Structure-instOf. Cette structure permet à un objet




MMetaNode : Object o instOf 1] MMetaNode : ObjStaticType
Figure 7$ : Définition d’un méta-arc de M2
Inspiré du rôle des modèles de conditions que l’exemple 6 (page 39) a illustré,
MlfThenModel sert à contextualiser des préconditions et postconditions dans la
représentation des règles sémantiques des métamodèles. L’élément MIf ThenMode 1 est
présenté plus en détail à la section 5.2.2.6 (page 105).
Nous présentons maintenant les autres méta-arcs qui penuettent de gérer les modèles
(au niveau méta) et leur contenu.
Mdeffn, Mcontain, Mextend
Un élément est défini (Mdef In) dans un et un seul modèle (Figure 79-(a)). Et un
modèle peut contenir (Mcontain) plusieurs éléments (Figure 79-(b)). Si un élément est
défini dans un modèle, ce dernier contient le premier. Autrement dit, le méta-arc
Mcontain inverse le méta-arc Mdef In, ce qui est indiqué par un arc de type Minverse
de Mcontain à Mdef In (Figure 80).
Représentation simplifiée
(a) I Msrce:; toi i I Mdest:; Clii I O.. MUefin 1.1 IMElement [.- jMdefln[ j_MModel MElement MModel
(b) I Msrce t0..] I . I Mdest jO..9 I O.. Mcontain O.. iMModel -?contain E- j_MElement MModel MElement
Figure 79: (a) - Structure initiale de Mdeffn; (b) - Structure initiale de Mcontain
I Minverse : IMcontain_b ÏMdefIn
Figure $0: Mcontain, Mdeffn
Concernant l’extension entre modèles, un modèle peut étendre (Mextend) d’autres
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modèles et plusieurs modèles peuvent étendre un même modèle (Figure $1). Si un
modèle (mi) étend un autre modèle (m2), tous les éléments de m2 sont considérés comme
faisant partie de mj (cf. la Règle 14, Annexe IV). C’est pour cette raison qu’un élément
est défini dans un et un seul modèle (cf. la Figure 79-(a)) mais qu’il peut être contenu
dans plusieurs modèles (cf la Figure 79-(b)).
ou bien:
I Msrce [0*1 I I Mdest:; t0..J I 0.. Mextend 0..MModeI_b -_Mextend_jE.
—j_MModeI MModeI ‘ MModeI
Figure 81: Structure initiale de Mextend
Les méta-arcs Mdef In, Mcontain, et Mextend sont antiréflexifs et acycliques (cf
les Règle 6 et Règle 7, Annexe IV). Également, le méta-arc Mdef In est restreint par les
Règle 9, Règle 11 et Règle 12 (Annexe IV), et Mcontain est restreint par les Règle 10,
Règle 11 et Règle 12 (Annexe IV).
Mjoin, Mdiff, Mintersection, Mresult, Minfer, Mrestrict
Ces méta-arcs pennettent de représenter d’une manière explicite, au niveau méta, des
opérations entre modèles telles que celles mentionnées dans le besoin «Liens avec les
modèles» (BesoinM3 7).
Les méta-arcs Mj 0m, Mdif f, Mintersect ion visent respectivement à représenter
les opérations jointure, di/j&ence, et intersection entre modèles. Ces méta-arcs sont les
sous-types de MmodelOp, le type abstrait utilisé pour regrouper les rnéta-arcs
représentant les opérations binaires entre les modèles et une telle opération retourne un
et un seul modèle comme résultat. Les modèles résultants de ces opérations sont
indiqués par des arcs de type Mre suit. Par le sous-typage, les structures de Mj 0m,
Mdif f, Mintersection, Mresuit sont donc déduites des structures de MmodeiOp et
Mre suit illustrées dans la Figure 82.





I Q•* MmodelOp 0..





Mdest :; [1.1] I 1_.1
MModeI MModeI
Figure 82: Structures initiales de MmodelOp, Mresult
Les opérations jointure, di/j&ence, et intersection entre modèles sont spécifiées en
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détail à la section 7.2.1 (page 200). À noter que les méta-arcs Njoin et
Mintersection qui implémentent les opérations jointure et intersection sont
symétriques (cf la Règle 21, Annexe IV).
Les rnéta-arcs Minfer (cf. la figure 83-ta)) et Mrestrict (cf. la Figure 83-(b))
visent respectivement les opérations l’inférence et la restriction entre modèles.
Représentation simplifiée
(a) Msrce 2; [0..*]
. Mdest:; t0..] 0.. Minfer 0..MModeI_j-
-EjE. _[ModeI I MModel 4MModeI I
(b) Msrce :; [0*] Mdest [0*) 0..* Mrestrict 0..MModeI_j- trictjE- H_MModeI MMoTj MModel
Figure 83: Structures initiales de Minfer, Mrestrict
Le fait qu’un modèle soit relié par un arc de type Minfer (cf. la Figure 83-(a)) à un
autre indique que le dernier est inféré du premier par les règles d’inférence, y compris
lTeffet de sous-typage. Par exemple, à partir de la structure de Minfer (MModel
—
Minfer
— MNodel) décrite dans la Figure 83-(a), nous pouvons appliquer la règle de
restriction de type (la Règle 1, Annexe IV) pour inférer d’autres structures dont
(MStructure — Minfer — MModel), (MModel
— Minfer — MStructure),
(MStructure — Minfer — MStructure), etc. La règle de respect de contrainte de
cardinalité (la Règle 8, Annexe IV) est présente même si les contraintes de cardinalité
relatives à une structure (inférée d’une autre structure par la règle de restriction de type)
ne sont pas captées.
Le fait qu’un modèle soit relié par un arc de type Mrestrict à un autre modèle
spécifie que le premier est plus restreint/spécifique que le dernier. Par exemple, la
structure du méta-arc Mname illustrée dans la Figure 73-(b) (page 101) est plus
restreinte/spécifique que celle dans la figure 73-ta) (page 101). La spécialisation entre
les modèles au niveau méta est présentée en détail à la section 7.2.2.1 (page 202). Le
rnéta-arc Mrestrict est transitif et acyclique (cf les Règle 5 et Règle 7, Annexe IV).
5.2.2.6 Représentation de règles
MRule, MIfThenModeI, MRef, MEveryRef, Mif, Mthen
Ces types visent la représentation des règles sémantiques dc métarnodèles. Une règle
(MRule) est attachée à sa partie de préconditions (MlfThenModel) et à sa partie de
postconditions (MlfThenModel) respectivement par des arcs de type Mif/Mthen
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(Figure 84). Pour le traitement des variables dans les règles, nous avons défini les méta
éléments MRef et MEveryRef. MRef correspond à l’interprétation du quantificateur
existentiel () alors que MEveryRef colTespond à celle du quantificateur universel (V).
Une variable peut être remplacée par un élément concret dépendamment des cas





MRule MlffhenModel Mif O..*
____________
— —
— MRuIe > MlfthenModel
Msrce [O..] — dest:; [1*] 0... Mthen
figure 84: Structures initiales de Mi4 Mthen
Exemple de représentcition de règles sémantiques
Afin de spécifier que pottr tout méta-noettd, toits ses sous-types ne sont que des méta-nœttds,
nous avons établi la règle suivante.- si (‘i,) x est un méta-nœud, et y est tin sous-type de x, alors














Figure 85 : Règle sur les sous-types des méta-nœuds
Dans cette figure, I ‘élément Régi eSou s TypeDeMe ft af’Jode (représentant la règle est
associé par ttn arc de type Mif à Régi eSousTypeDeMetaNode-Modèlelf, tin modèle de
conditions contextitalisani la partie de pré—conditions: l’expression «f Cet élément est aussi
associé pal- un al-c de type Mthen à RègieSousTypeDeMetaNode-ModèleThen, un
modèle de conditions contextualisant la pal-tic de post-conditions: l’expression (ii,).
Le modèle Rêgi eSous TypeDeMe t aNode -Modêl aIL exprime l’expression «L
L ‘élément x représente une vai-iable désignant n ‘importe quel méta—nœttd. L ‘élément x est
déclaré comme conforme à EveryRef, ce qui est indiqué pal- un arc de type Mmeta de x à
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EveryRef. Le fait qt’e x désigne un niéta-nœud est indiqué par tm arc de type Mmeta de x à
MMetaNode. L ‘élément y représente tme variable désignant n ‘importe quel soits-type de x. y
est clone décïctré comme conforme à EveryRef, ce qui est indiqué par ttn arc de type Mmeta
de y à EveryRef. Le fut que y désigne un sous-type de x est indiqué par un arc de type
MsubType de y à x.
Le modèle RègleSousTypeDeMetaNode- ModèleThen exprime l’expression (‘it,). Le
fait que y désigne tin méta-nœud est indiqtté par un arc de type Mmeta dey à MMetaNode.
La Règle 20 (Annexe IV) illustre la combinaison des modèles de conditions présents
dans la partie de préconditions/postconditions d’une règle. À titre d’exemple, soit
RègleA une règle qui n’a aucun arc de type Mif et qui est attachée par des arcs de type
Mthen aux deux modèles de conditions ModellfThen1 et ModellfThen2 (figure $6).
Alors, la RègleA est interprétée comme (ModellfThen1 ou ModellfThen2). On peut
voir ainsi que la combinaison (ModellfThen; ou ModellfThen2) est toujours vrai.
r Mmeta:
MRuIe J Modellffhenl : IÉ.____j_MlffhenModel







Figure 86 : Règle avec plusieurs modèles de post-conditions alternatifs
MfulfiI, Mwhere
Mfulf il s’utilise pour indiquer des règles que les méta-éléments doivent vérifier
(Figure 87). Par exemple, comme l’illustre la Figure $8, le méta-arc MsubType doit
vérifier la règle RèglesousTypeneMetaNode. Il est donc associé à cette règle par un
arc de type Mfulfil.
Représentation simplifiée:
Msrce [0.9 Mdest t; 10.1 0..* Mfulfil 0..taEIement
— J_MRuIe MMetaElementl MRuIe
Figure $7 : Structure initiale de MfuJfiI
Ms ubType — —
— RègleSousTypeDeMetaNode
Figure 88 : Exemple de MfuIfiJ
De plus, à l’aide du méta-arc Mwhere, il est possible de représenter les cas où une
règle peut aussi être personnalisée en remplaçant d’abord, une ou des variables dans cette
Modellffhen2:
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règle par des éléments concrets, puis être appliquée à une situation. Par exemple, comme
le montre la Figure $9, l’élément MNode doit vérifier la règle spécifiant que tous les
sous-types de MNode sont des rnéta-nœuds. Remplacer x par MNode, la règle
RègleSousTypeDeMetaNode (cf. la figure $5, page 106) exprime que tous les sous-
types de MNode sont des méta-nœuds. Donc, dans la Figure 89, MNode est associé par un
arc de type Mfulf il à la règle RègleSousTypeneMetaNode où (ce qui est indiqué
par un arc de type Mwhere) MNode est attribué à la variable x (ce qui est indiqué par un






Figure 89: Exemple de Mfiulfil, MassignedTo, Mwhere
La Figure 90 montre la structure de Mwliere. En remplaçant lé méta-arc Mass±gn
dans cette structure par ses sous-types (c’est-à-dire par MassignedTo, Mvalueln,
MnoValueln), nous obtenons d’autres structures de Mwhere.
ou bien:
Msrce :; [0*] Mdest :; [0..*] . . 0.. Mwhere 0..MfuIïJ— Mwhere_JE H Massign Mfulfil Massign
Figure 90: Structure initiale de Mwhere
La sémantique de Mwhere est spécifiée comme suit. Soit r1 un arc de type Mfultil
qui attache un élément (soit eA) à une règle (soit Règles); soit r2 un Massign
(précisément, un arc de type Mass±gnèdTo / Pivalueln / MnoValueln) qui contraint
des éléments attribuables à une variable (soit variablex) contenue dans RègleB. Un
arc de type Mwhere de r1 à r2 spécifie que l’élément eA doit remplir la règle RègleB où
la variable variableX est contrainte par les éléments indiqués par r2. La Règle 19
(Annexe IV) concernant l’attribution d’éléments à une variable s’applique.
Massign, MassignedTo, Mvalueln, MnoValueln, MList, MListOfDiffEle, MmemberOf
Le méta-arc Massign est abstrait. Il regroupe les méta-arcs MassignedTo,
Pivalueln et MnoValueln qui, relativement au traitement des variables, représentent
des fonctions d’affectation d’éléments concrets à des variables. Un arc de type
MassignedTo associant un élément (MElement) à une variable spécifie que cette
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variable est remplacée par cet élément. Un arc de type Mvalueln associant une variable
à une liste (MList) spécifie que dans ce contexte, seulement les membres de cette liste
sont les éléments attribuables à cette variable. Un arc de type MnoValueln d’une
variable à une liste spécifie qu’aucun membre de cette liste n’est attribuable à cette
variable.
Concernant la spécification des listes, un MList représente au niveau méta une liste
d’éléments. Plus spécifique, un MListOfDiffEle représente une liste dont les
membres sont distincts deux à deux. Le rnéta-arc MmemberOf permet de représenter
qu’un élément identifié (MNamedNode) est membre d’une liste (MList).
5.2.2.7 Négation logique
Le méta-arc Mnot implémente la négation logique, symétrique (cf. la Règle 21,
Annexe IV) mais antiréflexive (cf. la Règle 6, Annexe IV), entre les méta-arcs (Figure
91). Si deux rnéta-arcs sont reliés par un arc de type Mnot, alors l’un est la négation de
l’autre et vice-versa. Par exemple, MnoValueln est la négation logique de Mvalueln et







Figure 91: Structure initiale de Mnot
5.2.2.8 Représentation d’usagers
Pour la gestion administrative de la base de modèles, nous avons introduit la notion
d’utilisateur et d’interactions avec les objets de connaissances. Pour cette fin, le méta
noeud MUser représente les utilisateurs (aux niveaux M3 et/ou M2) qui créent, dans le
système, des objets de connaissances. Le méta-arc Mcreate permet d’indiquer qu’un
élément (MElement) est créé par un utilisateur (Muser) dans la base de connaissance
(figure 92). Par exemple, la Figure 93 montre qu’au niveau M2, c’est l’utilisateur
admin qui crée l’élément Obj ect. Un utilisateur peut créer plusieurs éléments mais un
élément ne peut être créé que par un seul utilisateur.
ou bien:
I Msrce [0.1] I I Mdest :; (0..] I 0..1 Mcreate 0..MUserj— -jMcreatejE. jMElement MUser ) MElement
Figure 92: Structure initiale de Mcreate
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Mcreate
M2 MUser: admin > MMetaNode : Objectj
Figure 93 Création d’éléments
5.2.2.9 Autres utilités
Nous définissons d’autres éléments dans le but de supporter d’autres fonctionnalités
telles que la comparaison entre les éléments, la représentation de termes équivalents et la
représentation de types abstraits.
Comparaison entre éléments
Le rnéta-arc abstrait Mcompare est à la racine de la hiérarchie des rnéta-arcs qui
implémentent les opérateurs des opérations de comparaison entre deux éléments au
niveau méta. Il est subdivisé en: M= (égal), rvf! = (inégal, ou différent) et MforValues.
Le rnéta-arc MforValues est abstrait et regroupe: M> (supérieur), M< (inférieur), M<=
(inférieur ou égal) et M>= (supérieur ou égal). M== est un sous-type de M= et vise à
représenter l’identité. Ainsi, un arc de type M== entre un élément e1 et un élément e2
indique que e1 et e2 désignent le même élément.
Nous pouvons faire toutes les comparaisons (c’est-à-dire les comparaisons: M=. M! =,
M>, M<, M<=, M>=) entre deux entiers (MLabelledlnteger). Cependant, seulement la
comparaison d’égalité (M=) et celle de différence (M! =) sont autorisées pour tous les
éléments (MElement). Il est à noter que les méta-arcs M= et M = sont symétriques (cf. la
Règle 21, Annexe 1V).
Représentation de termes équivalents
Un arc de type Meqv entre deux MNode exprime que ces derniers représentent des
termes équivalents. Ceci permet de faire la correspondance entre les termes équivalents
de différents modèles, aidant ainsi à l’intégration de ces modèles.
Représentation de types abstraits
MBoolean a seulement deux instances prédéfinies, MTrue et PiFalse, représentant
respectivement les valeurs logiques étiquetées: MTrue pour vrai, et PiFai se pour faux.
MTrue et PiFalse sont interprétées respectivement comme «1» et «0» en langage
universel, comme «truc» et «false» en anglais et comme «vrai» et «faux» en français.
Le méta-arc MisAbst (Figure 94) permet d’indiquer qu’un méta-élément est abstrait
ou non (cf la Définition 3, page 11). Par défaut, un méta-élément est non abstrait. Un
méta-élérnent lié à PiTrue par un arc de type MisAbst sera un méta-élément abstrait.
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ou bien:
Msrce [0.9 Mdest:; [0.1] 0.. MisAbst 0._1MMetaElement[_
-Abst E- HMBoo taEIement MBoolean
Figufe 94: Structure initiale de MisAbst
5.2.3 Réflexivité
Cette section vise à montrer que notre méta-métamodèle se définit lui-même.
5.2.3.1 Le coeur réflexif de notre méta-métamodèle
Nous avons décrit dans la section 5.2.1 (page 94) la signification ainsi que le rôle des
éléments de base du niveau M3 : MElement, MNode, MArc, MMetaElement,
MMetaNode, MMetaArc, MsubType, Mmeta, Msrce, et Mdest. Comme l’a montré la
section 5.2.2 (page 96), ces éléments de base permettent de définir les autres éléments du
niveau M3 ainsi que les éléments du niveau M2. Ces éléments de base forment le coeur
réflexif de notre méta-métamodèle. Nous expliquons ci-après comment ces éléments de
base se définissent eux-mêmes.
Liens de conformité entre les éléments de base
Étant donné que chaque méta-noeud ou méta-arc doit être conforme à MMetaNode ou
MMetaArc respectivement, MNode et ses sous-types (y compris MMetaElement,
MMetaNode, et MMetaArc) se conforment à MMetaNode, alors que Mrc et ses sous-
types (y compris Msrce, Mdest, Mmeta, MsubType) se conforment à MMetaArc. Si le
méta-élément MElement n’est ni un rnéta-noeud ni un méta-arc, il se conforme donc à
MMetaElement. Les liens de conformité entre les éléments de base de M3 sont













Mmeta : Mmeta :1 Mmeta
Msrce_F Mdest MsubType
Figure 95 : Les éléments de base - le coeur de notre méta-métamodèle
H2
Structures des méta-arcs de base: MArc, Msrce, Mdest, MsubTvpe, Mmeta
Comme nous l’avons présenté dans la section 5.2.1 (page 94), le rnéta-arc rc lie le
méta-élément MElement à MElement lui-même via un arc de type Msrce et un arc de
type Mdest (cf. la Figure 60, page 95).
Alsne, i\idest
Comme nous l’avons décrit, les éléments Msrce et Mdest permettent de spécifier les
sources et les destinations des méta-arcs. Suivant la règle d’existence entre un arc et son
méta-arc, un arc d’un élément source à un élément destination peut exister si et
seulement si son méta-arc est prédéfini pour relier le méta-élément source au méta
élément destination correspondant. Similairement à la situation décrite dans la Figure 62
(page 96), dans la structure du rnéta-arc vrc (cf la Figure 60, page 95), l’arc de type
Msrce Ou Mdest de MElement à r’v-rc peut exister si et seulement si le méta-arc
Msrce ou Mdest est prédéfini pour relier MMetaElement à MMetaArc. Ceci est illustré
par la figure 96.














Msrce t Mdest t
_____________
Figure 96: Rapport existentiel entre un arc de type Msrce /Mdestet son méta-arc
Puisque MMetaElement représente l’ensemble de tous les méta-éléments, les
structures de Msrce/Mdest dans lesquelles les méta-arcs Msrce/Mdest sont définis
pour relier MMetaElement à MMetaArc (cf. la Figure 96) nous permettent de définir
tous les types de méta-arcs: un méta-arc entre deux méta-éléments où un méta-élément
peut être un méta-noeud ou méta-arc. Ceci signifie également que nous pouvons définir
tous les types d’arcs un arc entre deux noeuds, entre deux arcs ou entre un noeud et un
arc. Le pouvoir d’expression du formalisme augmente alors considérablement. C’est
pour cette raison que les structures de Msrce/Mdest sont celles indiquées à la figure 97.
Ces structures spécifient la définition de tous les méta-arcs: un MMetaArc unit deux
MMetaElement via un arc de type Msrce et un arc de type Mdest. Cette définition
permet d’expliquer aussi comment la direction d’un arc/méta-arc est établie. Tous les














Figure 97 : Structures initiales de !tlsrce, Mdest (sans contraintes de cardinatités)
i\Iiwb7Dpe
MsubType implémente la relation de sous-typage entre les méta-éléments. Afin que
les arcs de type MsubType puissent exister entre les méta-élérnents, le méta-arc
MsubType doit être défini pour relier l’élément MMetaElement à MMetaElement lui-







MMetaElement ::: MsubTyf] MMetaElemen!]
Mdest:
Figure 98: Structure initiale de Msub Type (sans contraintes de cardinalités)
Comme MMetaNode et MMetaArc sont des sous-types de MMetaElement, la
structure initiale de MsubType (Figure 98) autorise l’existence d’arcs de type MsubType
entre les MMetaElement, y compris les MMetaNode et les tMetaArc. En principe, un
MMetaNode (respectivement un MMetaArc) ne peut cependant pas être associé à un
NMetaArc (respectivement un MMetaNode) par un arc de type MsubType (cf. la Règle
2, Annexe IV). Puisque le type relationnel de sous-typage entre est transitif, antiréflexif
et acyclique (cf la Définition 27, page iv-l, Annexe 1V), le méta-arc MsubType remplit
les Règle 5, Règle 6 et Règle 7 (Annexe IV).
‘VImeta
Comme les arcs de type Mmeta associent les éléments au niveau méta à leurs méta
éléments, le rnéta-arc Mmeta associe l’élément MElement à MMetaElement via un arc
de type Msrce et un arc de type Mdest (Figure 99-(a)). Puisqu’un noeud ou un arc doit
être conforme respectivement à un méta-noeud ou à un rnéta-arc (cf. la Règle 3, Annexe
IV), un MNode ou un MArc doit être associé respectivement à un MMetaNode ou à un
MMetaArc par un arc de type Mmeta. Ceci peut être spécifié par les structures plus
restrictives de Mmeta (illustrées dans les Figure 99-(b) et Figure 99-(c)) qcii sont
déduites de sa structure initiale (illustrée dans la Figure 99-(a)).
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Représentation simplifiée
(a) I Msrce I I Mdest :1 Mmeta IMElement_-
— —
— —>1 Mmeta —
— —]_MMetaElement MElement MMetaElement




—-j_MMetaNode MNode j MMetaNode
(c) Msrce Mdest MmetaMAj—____)jMmetaj MMetaArcj MArc )jMMetaArcj
Figure 99: Structures de Mmeta (sans contraintes de cardinalités) -
(a) Structure initiale; - (b),(c) Structures plus restrictives
Réflexivité du noyau constitué des éléments de base de notre méta-métamodèle
Les liens de conformité entre les éléments de base et les structures des rnéta-arcs de
base, que nous venons de décrire, mettent en évidence que chacun de ces éléments de
base est défini en se basant sur ces éléments eux-mêmes, conformément à la sémantique
et à la définition de ces éléments. Ceci signifie que le noyau constitué de ces éléments de
base, dit aussi le coeur de notre méta-métamodêle, est réflexif.
5.2.3.2 Réflexivité de notre méta-métamodèle
Le noyau constitué des éléments de base abordés ci-dessus permet d’expliquer la
façon dont sont définis les éléments (noeuds, arcs, méta-noeuds, rnéta-arcs) au niveau
méta au sein de notre formalisme. Une illustration se trouve dans l’exemple 7.
Définition d’ttii niéta—arc (exemple 7)






MMetaNode H MMeaArc FN1-f MdestlE F!!S!C!MetaNode





Figure 100: Définition d’un méta-arc
Dans cette figure, le méta-arc Msem lie le méta-noeud MModel au méta-nœud MMetaModel
via mi arc de type Msrce et un ai-c de type Mdest. MModel et MMetaModel sont conformes
à MMetaNode. Msem est conforme à MMetaArc. L’arc de type Msrce entre MModel et
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Msem est conforme sénlantiquement ait méta—circ Msrce entre deux inéta—éléinents
correspondcints, MMetaNode et MMetaArc. De même, l’arc de type Mdest entre
MMetaModel et Msem est coifàrine sémcmtiquement au méta-arc Mdest entre dettx inéta
éléments correspondants, MMe t aNode et MMe t aArc.
Notre méta-métamodèle est composé du noyau mentionné précédemment auquel
s’ajoutent les éléments du niveau M3 présentés dans la section 5.2.2 (page 96). Chacun
de ces éléments est défini en se basant sur ce noyau, tel que démontré par l’exemple 7.
Les éléments ajoutés permettent d’enrichir le pouvoir d’expression du méta
métarnodèle, et d’exprimer ainsi davantage la sémantique des éléments au niveau méta
au sein de notre formalisme (y compris ceux du méta-métamodèle). À titre d’exemple, le
rnéta-arc Msem est défini pour représenter les liens de conformité entre les modèles au
niveau méta et leurs métamodèles. Et, comme illustré à la Figure 100, la structure de
Msem nous permet de relier NotreM3 (l’élément conforme à MMetaModel et
contextualisant notre méta-métamodèle) à lui-même par un arc de type Msem, pour
indiquer que notre méta-métarnodèle (NotreM3) est le métamodèle de lui-même.
Nous pouvons conclure ainsi que notre méta-métarnodèle se définit lui-même.
5.2.4 Diagramme d’associations complet de M3
Les Figure II-1 (Annexe II) et Figure II-2 (Annexe II) illustrent respectivement la
hiérarchie de spécialisation des méta-nœuds et celle des méta-arc de notre méta
métarnodèle. Le diagramme d’associations entre tous les éléments de notre M3 est
illustré dans la Figure II-3 (Annexe II). Les contraintes de cardinalité y sont également
indiquées. Les règles sémantiques applicables à M3 sont présentées dans l’Annexe IV.
5.3 Métamodèle
Le métamodèle du niveau M2 se conforme au méta-métamodèle présenté dans le
chapitre précédent. Le métarnodèle (M2) représente le vocabulaire et la grammaire au
moyen desquels les usagers pourront spécifier leurs modèles (de connaissances) au
niveau Ml.
Les éléments définis au niveau Ml seront des instances se conformant aux méta
éléments définis dans ce métamodèle. En fonction de leurs sémantiques, les types (c’est-
à-dire les méta-élérnents) de M2 fonnent une hiérarchie de spécialisation où Element
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est au sommet. Element est similaire au type MElement de M3. Element est conforme
à MMetaElement. Il est le super-type de tous les types définis dans M2 et représente
donc l’ensemble de tous les éléments appartenant au niveau Ml. Cet ensemble est
subdivisé en deux groupes: les noeuds (Node), et les arcs (Arc). Node et Arc sont les
deux types à la racine respectivement de la hiérarchie de tous les méta-noeuds de M2
(figure III-l, page iii-1, Annexe III) et celle de tous les rnéta-arcs de M2 (Figure III-2,
page iii-6, Annexe III). Element, Node, Arc sont des types abstraits. Les méta-noeuds
se conforment à MMetaNode. Les rnéta-arcs se conforment à MMetaArc.
Nous aborderons maintenant les éléments (les méta-nœuds et les méta-arcs)
principaux de M2 ainsi que leurs interactions. Ces éléments sont présentés en fonction
de leur utilité, par exemple pour: représenter la conforrriité entre éléments et méta
éléments, nommer des éléments, interpréter des éléments, représenter les types et les
instances de Ml, représenter des modèles et leurs liens, ou représenter des règles, etc.
Cette présentation-ci met plutôt l’accent sur les raisons d’être de ces éléments et de leurs
interactions. Les spécifications supplémentaires du métamodèle se trouvent dans
l’Annexe III.
5.3.1 Liens de conformités entre les éléments de Ml et les méta-éléments de M2
Si le méta-arc Mmeta représente l’ensemble des liens de conformité entre les
éléments de niveau M2/M3 et leurs méta-éléments de M3, le rnéta-arc meta représente
l’ensemble des liens de conformité entre les éléments de Ml et leurs méta-éléments de
M2 (Figure 101).
O.. meta 1..1(a) Element > MMetaElement
(b) o.. meta 1..1 o.. meta 1..1Node >1 MMetaNode Arc > MMetaArc
Figure 101: Méta-arc meta - (a) Stfucture initiale ; (b) Structures plus restrictives
Chaque élément (noeud. arc) de Ml est conforme à un et un seul méta-élément (méta
noeud, méta-arc) de M2. Il est attaché à ce méta-élément par un lien de conformité de
type meta.
5.3.2 Nommage d’éléments
D’une manière similaire à M2/M3, les éléments Label et name permettent le
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nommage d’éléments de niveau Ml. Un libellé (Label) peut nommer (name) au
maximum un élément (Element) et un élément peut être nommé par au maximum un
libellé (Figure 102-(a)). De façon plus restrictive, chaque noeud nommé (NamedNode)
doit être lié à son libellé (Figure I 02-(b)).
(a) 0.1 name o..i (bi 1..1 name o..i iLabel ‘ Element ‘ ‘ Label >jNamedNode
Figure 102: Méta-arc naine— fa) Structure initiale ; (b) Structure plus restrictive
5.3.3 Interprétation d’éléments
Similaires aux éléments MValue, MLanguage, Mdepend, MvalueOf de M3
appliqués aux niveaux M3 et M2, les éléments Value, Language, depend, valueOf
de M2 (Figure 103) pennettent le multilinguisme dans la représentation des




Figure 103 : Structures initiales de depend valueOf
5.3.4 Représentation de types et instances de Ml
Les méta-nœuds abstraits Type et Typelnstance ont pour but de catégoriser les
éléments au niveau Ml suivant deux niveaux: les types (Type), et les instances de types
(Typelnstance). Type est subdivisé en deux sous-types: Attribute,
RolePlayerType. Et Type Instance est subdivisé en: Attrlnst, RolePlayer.
Les Attribute représentent les attributs servant à caractériser des Type. Les
Attrlnst représentent les instances d’attributs, ou bien les valeurs d’attributs, servant à
caractériser des Typelnstance/Type. Les méta-noeuds abstraits RolePlayer et
RolePlayerType représentent respectivement l’ensemble de joueurs de rôles et celui
de types de joueurs de rôles. Les joueurs de rôles (RolePlayer) sont divisés en
groupes: les objets (Object), les rôles (Role), les relations (Relation), et les
contextes de relations (Context). Respectivement, les types de joueurs de rôles
Ils
(RoleplayerType) sont divisés en groupes: les types statiques/dynamiques d’objets
(obi Type / QbjStaticType / obI DynType), les types statiques/dynamiqucs de rôles
(RoleType / RoleStaticType / RolenynType), les types de relations
(RelationType) et les structures de types de relations (Structure).
Dans le reste de la présente section, nous présentons plus en détail la signification de
ces éléments ainsi que leurs comportements.
5.3.4.1 Objets et types d’objets
Object, ObjType/ObjStaticType/ObjDynType
Un obj ect représente un objet de l’univers du discours ou dans le monde réel;
exemples: la personne Anna, un pays, un dragon, etc.
Un type d’objet désigne un ensemble d’objets possédant les mêmes propriétés
(attributs, relations et comportement). Donc, le type abstrait Obj Type représente
l’ensemble des types d’objets. Celui-ci est subdivisé en deux: (a) les types statiques
d’objets et (b) les types dynamiques d’objets. Sous-types de Obj Type, les rnéta-nœuds
ObjStaticType et ObjDynType distinguent ces ensembles (a) et (b). La Définition 9
permet d’expliciter la nature statique ou dynamique d’un type.
Déjinition 9 : Tjpe statiqiie/ djwamiqzie
Un type est dit statiqt’e si chaque élément déclaré de ce type demeure, tout au long
de son existence, comme une instance de ce type. Par contre, un type est dit
dynamique si: un élément n’étant pas de ce type peut migrer vers ce type et/ou si un
élément de ce type peut ne plus rester comme une instance de ce type.
instOf
instOf (Figure 104) permet de représenter les liens dinstanciation entre les objets et
les types d’objets. Un objet peut être une instance de plusieurs types d’objets.
O..” instOf 1..
Object 1 ObjType
Figure 104: Structure initiale de instOfpour les objets et les types d’objets
Exemple d ‘objets et leurs types d’objets
Comme l’illustre la Figure 105, / ‘élément Jean (‘de Ml) désignant la personne Jean prend
d’un côté Object (‘de M2) pour son métct-élément (ce qui est indiqué par un arc de type meta
de Jean ô Object et peut être représenté simplement sous Jôrme «Object : Jean»,) et d’un
autre côté Personne (‘de Ml) polo- son type d’objets (ce qtti est indiqué par un arc de type
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instOf de Jean à Personne]. Personne est un type statique d’objets (ce qui est indiqué
par tin ai-c de type meta de Personne à ObjStaticType, et petit être représenté
simplement sozisjàrine «ObjStaticType : Personne)?]. Également, lefctit que l’objet Jean
soit taie instance de Personne petit être représenté cl’tu?e manière simplifiée sous la forme
«Object : Jean Personne».
instOf
M2 L9?ject A ObjStaticType Représentation simplifiée:
meta I meta : I
— meta : I —
- instOf:







__ _ __ __ _ __ __ _ __ _ _
ou bien: Object : Jean : Personne
Figure 105 : Un objet et son type d’objets
D’une même façon, conune l’illustre la figure 106, afin de représenter que Jean est adulte et
marié, l’élément Jean est vu comme taie instcmce de deux types dynamiques d’objets Adul te
et PersonneMariée auxquels il est relié pal- des arcs de type instOf. Ceci peut être
exprimé simplement sous forme «Object : Jean : Adulte» et «Object Jean
PersonneMari ée».
instOf: Ou bien
Object : Jean_L -_ObjStaticType : Personne Object : Jean : Personne
instOf: inst0f_ObjDynType_: Adulte Object : Jean : Adulte
ObjDynType: PersonneMariée Object : Jean : PersonneMariée
Figure 106: Multi-classification
À noter la Notation 3 pour la représentation simplifiée des liens d’instanciation
(instOf) entre les instances et les types deMi.
Notation 3 : .T’-oiatwn pour les liens d’mstandatio,i cuti? les instances et les opes de Ail
Soient TypeA un type défini au niveau Ml, A une instance de type TypeA. A s’écrit
parfois sous la forme «A TypeA> qui indique que l’élément A (de Ml) est une
instance conforme au type TypeA (de Ml).
compose, composeType
Un Object (respectivement ObjType) peut être composé de d’autres Object
(respectivement Obj Type), ce qui est indiqué par des arcs de type compose
(respectivement composeType) (Figure 107). À souligner qu’à chaque instant, un objet
peut avoir plusieurs composants mais qu’il peut être composant d’au plus un objet. Le
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méta-arc compose est antiréflexif et acyclique (cf les Règle 6 et Règle 7, Annexe IV).
ObjType composeType O..>j ObjType Object
O..* compose J
Figure 107: Structures initiales de compose Type, compose
5.3.4.2 Rôles et types de rôles
Role, RoleType / Role StaticType / RoleDynType
Ces types ainsi que Obj DynType permettent de représenter les aspects temporaires,
dynamiques des objets du monde réel. Voir l’exemple 3 (page 30).
Un Role représente un rôle qu’un RolePlayer peut jouer. Un RoleType représente
un type de rôles. Sirnilairement au cas de types d’objets, un type statique (dynamique)
de rôles est conforme à RolestaticType (RoleDynType). RoleStaticType et
RolenynType sont des sous-types de RoleType.
instOf
Ce méta-arc (Figure 108) permet aussi de représenter les liens d’instanciation entre les
rôles et les types de rôles. Un rôle peut être une instance de plusieurs types de rôles.
O.. instOf 1..
Role >J RoleType
Figure 108: Structure initiale de instOfpour les rôles et les types de rôles
playedByType, playedBy
Le méta-arc played3yType (Figure 109) vise à indiquer des types de joueurs de
rôles (RolePlayerType) pour un type de rôles (RoleType).
I O..’ playedByType o..RolePlayerType RoleType
Figure 109: Structure initiale de playedBvlype
Le méta-arc playedBy sert à indiquer le joueur d’un rôle.
La première structure de played3y (Figure l10-(l)) permet à des arcs de type
played3y d’associer des rôles (Role) à des joueurs de rôles (RolePlayer). Un joueur
de rôles peut jouer plusieurs rôles en même temps. Par contre, un rôle peut être joué à
chaque moment par un joueur de rôles au maximum. Puisqu’un rôle est vu aussi comme
un joueur de rôle et qu’un rôle ne peut être le joueur de lui-même, le méta-arc playedBy
est donc antiréflexif et acyclique (cf. les Règle 6 et Règle 7, Annexe IV).
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(1) I O..1 playedBy O..’ (2) I O..1 playedBy O..*RolePlayer Role RolePlay]< RoleType
Figure 110 : Structures initiales de playedBy
La deuxième structure de playedBy (Figure l1O-(2)) est une extension de la
première. Elle permet à des arcs de type playedBy d’associer des types de rôles
(RoleType) à des joueurs de rôles (RolePlayer). Le fait qu’un type de rôles soit
associé par un arc de type playedBy à un joueur de rôles constitue une représentation
simplifiée du fait que le dernier est le joueur unique pour tous les rôles instanciés du
type de rôles en question.
Exemple de rôles et de leurs joueurs de i-61es
Lct figure 111 représente qtte la personne Jean occttpe deux rôles «employé» représentés
par EmpcAIvll24 et EmpHEC124. Ceci est indiqué par des ai-es de type playedBy de
EmpCAM124 et de EmpHEC124 à Jean.
Role: EmpHECI24: Employé F—’ _L9!Ject : Jean: Personne
Role: EmpCAMI24: Employé — playedBy:
Figure 111: Rôles et Joueurs de rôles
Si un Raie (respectivement un RoleType) s’implique dans une relation (Relation)
ou dans un type de relations (RelationType), alors il représente le rôle
(respectivement le type de rôles) qu’un RolePlayer (respectivement un
RolePlayerType) attaché à ce premier joue dans la relation oti dans le type de
relations en question. Ceci aide à la distinction explicite des participants surtout dans
une relation (Relation) ou un type de relations (RelationType) n-aires. Ce sujet est
analysé plus loin dans la section suivante portant sur la représentation de relations et de
types de relations.
5.3.4.3 Relations et types de relations
RelationType, Relation
Un RelationType représente un type de relations (type relationnel) entre les
éléments de Ml. Au niveau Ml, une Relation représente au niveau des instances une
relation instanciée d’un type de relations de Ml. Chaque relation est classée en rapport à
son modèle structurel tel que le nombre d’éléments qu’elle relie. Une relation peut être
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unaire, binaire ou ternaire, etc.
Un RelationType est défini par sa ou ses structures de définition. Une Relation,
un RelationType et un arc visent tous à lier des éléments mais il existe une différence
de nature entre eux. Puisque Relation et RelationType sont des méta-noeuds
conformes à MMetaNode, une Relation ou un RelationType est dc nature un noeud
donc est confonne à un rnéta-nœud. Par contre, un arc représente une liaison entre deux
noeuds, entre deux arcs ou entre un noeud et un arc. Il se conforme à un méta-arc
conforme à MMetaArc. La Notation 4 présente nos notations graphiques pour les
relations et les types de relations de Ml.
T%Jotation 4. i\Totatio,is ,grap/Jiqitespoz/r relations et opes de relations deMi
Afin de faciliter graphiquement la distinction avec des noeuds d’autres types, une
relation (Relation) ou un type de relations (RelationType) peut être représenté
par un rectangle donc les coins sont arrondis. Par exemple, le type de relations
travailler dans l’exemple 8 (page 122), la relation jean-travailler de type
travailler dans l’exemple 12 (page 128).
relArcTvpe/ actType/objTvpe
relArcType sert à indiquer des Type qui participent à un RelationType (figure
112). Dans un RelationType. un participant étant un Type pourrait être spécifié, par
exemple, comme (i) un acteur de l’action (c’est-à-dire qu’il exercera l’action) ou (ii) un
objet de l’action (c’est-à-dire qu’il subira l’action). Sous-types de relArcType, les
rnéta-arcs actType et obj Type visent respectivement à expliciter les cas (i) et (ii).
O..’ relArcType O..”Type RelationType
Figure 112: Structure initiale de relArcType
Type de relations. travctiller (exemple 8)
La figure 113 montre une structure du type de relations travailler. Dans cette
structure, travailler implique um setti type d’objets Personne cii tant que l’ctctettr de




ObjStaticType : Personne_H >Qitioniype travaillerD
Figure 113 : Une structure du tYpe de relations travailler
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actAsType
Un typc de rôles peut avoir différents types de joueurs de rôles dépendamment des
structures du type de relations dans lesquelles il s’implique. Le rnéta-arc actAsType
pennet de spécifier les types de joueurs de rôles (RolePlayerType) pour un type dc
rôles (RoleType) s’impliquant dans une structure d’un type de relations. Voir l’exemple
suivant.
pe de relations: gérer (‘exemple 9)
La figure 114 montre une structure du type de relations gérer entre des gestionnaires et
des organisations. Dans ce type de relations, le type statique de rôles «gestionnaire»
(Gestionnaire,) est impliqué comme Ï ‘acteur de l’action (ce qui est indiqué par tm arc, soit
arc1, de type actType de Gestionnaire à gérer,), et le type statique d’objets
«organisation» (Organisation) est impliqué comme l’objet de l’action (ce qui est indiqué
par un arc de type obj Type de Organisation à gérer,). De plus, (‘j,) le type de rôles
Gestionnaire est joué par PermEmp, le type de rôles «employé permanent» (‘ce qtti est
inciqué par un arc, soit arc7, de type actAsType de PermEmp à arc,); (ii) le type de rôles
PermEmp est joué par Personne, le type de personnes (ce qui est indiqtté par un arc, soit
arc3, de type actAsType de Personne à arc2,).
RoleStaticType Gestionnaire ionType géreLT!. ObjStaticType : Organisation
actAsType: E —
— actAsType — — -] ObjStaticType : Perso]
RoleDynType: PermEmp1
Figure 114: Une structure du type de relations gérer
Afin de représenter le cas tel que (j) dans l’exemple 9 (cf. Figure 114), nous avons la
structure suivante de actAsType: le méta-arc actAsType peut unir RolePlayerType
à relArcType (Figure 115). Veuillez prendre note de la Règle 24 (Annexe IV).
O.. actAsType O..(1) RoIePIayerT relArclype
Image plus complète:




Figure 115 : Une structure initiale de actAsTpe
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Pour représenter le cas tel que (ii) dans l’exemple 9 (cf Figure 114), nous avons une
autre structure de actAsType: le rnéta-arc actAsType peut unir RolePlayerType à
actAsType (Figure 116). Veuillez prendre note de la Règle 25 (Annexe IV).
(2) O.. actAsType O..RolePlayerType Ï >1 actAslype
Image plus complète:
(a1 I O.. actAsType O.. bl I O.. actAsType O..”
‘




Figure 116 Une autre structure initiale de actAs Type
Les lecteurs peuvent se référer à la section 111.3.15 (page iii-13) de l’Annexe III pour
plus dc détails sur la sémantique de chacune de ces structures dc actAsType. Il est à
souligner que dans une structure d’un type de relations, s’il existe un type de rôles dont
les types de joueurs (RolePlayerType) ne sont pas indiqués, ces types de joueurs
seront par défaut attachés à cc type de rôles par des arcs de type playedByType.
actAs
Pour une structure d’un type de relations, le méta-arc actAs permet d’indiquer les
joueurs de rôles (RolePlayer) ou les types de joueurs de rôles (RolePlayerType)
qui, sous un type de rôles, sont impliqués dans toutes les relations instanciécs du type de
relations selon la structure en question. Voir l’exemple ci-après.
Joueurs de rôles fixes pour types de rôles dans tin type de relations (exemple JQ)
Examinons le scénario suivant concernant le type de relations gérer décrit dans l’exemple
9 (page 123). Dans les relations de type gérer, l’élément Organisation-EmpJean
désigne l’ensemble de toutes les organisations gérées par le rôle EmpJean setd dans le sens que
chacune de ces organisations participe à une ou des relations de type gérer dans lesqtielles les
rôles «gestionnaire» ne sont occtlpés qtte par EmpJean, tin rôle «employé permanent»,
Gestionnaire
- EmpJean désigne l’ensemble des rôles ((gestionnaire» (Ce s t i onnai re,)
jottésjixement pal- EmpJean. Comment peut-on modéliser le type de relation gérer entre les
pam-ticl13ants Gestionnaire -EmpJean, Emplean et organisation -EmpJean?
La Figure 117 présente une modélisation de ce scénario. Étant donné qu’une organisation
petit ne pas appartenir pendant toute soit existence au type Organisation-Emplean,
Organisation-Emplean est un sous-type dynamique de Organisation et est comfornte
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à ObjDynType. Supposons qtt’un rôle «gestionnaire», une fois déclaré comme une instance du
type Gestionnaire -EmpJean, reste connne taie instcmce permanente de ce type.
Gestionnaire-EmpJean est tin soustvpe statique de Gestionnaire et est coiforine à
Roi eSta ti cType. Aloiw Gestionnaire -Emplean (respectivement Organisation
-
Emplean) hérite de son parent Gestionnaire (respectivement Organisation, le type de
relcitions gérer mais avec des contraintes aclditionnelles. A ce type de relations, l’élément
Organisation
- EmpJean est relié par un arc de type obj Type (‘comme Ï ‘objet de / ‘action)
alors que Gestionnaire-Emplean est relié par un arc de type act Type (comme l’actettr
de l’action,). À cet l’arc de type act Type de Gestionnaire -Emplean à gérer, le ,‘ôle
Emplean est relié par im arc de type actAs, ce qtti permet de représenter qtte les rôles
«gestionnaire» de type Gestionnaire -Emplean dans une relation de type gérer sont
occupés pal’ Emplean seul.
RoleStaticType : Gestionnaire-EmpJean
\ actType
actAs : — —
r -‘S,. objType: I -Role : EmrJean : PermEmp eIationType gere,).-————]ObjDynType : Organisation-EmpJean
Figure 117 : Joueurs d’un type de rôles participant directement à un type de relations
Afin de représenter les arcs de type actAs tels que celui illustré dans la Figure 117
(exemple 10) concernant la spécification des joueurs de rôles fixes pour un type de rôles
qui est un participant direct d’un type de relations, il faut avoir une structure de actAs
comme celle-ci: le rnéta-arc actAs peut unir RolePlayer à relArcType (Figure 118-
(1)). Étendue de cette structure, la structure suivante de actAs permet d’indiquer des
types de joueurs de rôles fixes pour un type de rôles qui est un participant direct d’un
type de relations: le méta-arc actAs peut unir RolePlayerType à relArcType












Figure 118: Deux structures initiales de actAs
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La description plus détaillée sur la sémantique de ces deux structures de actAs se
trouve dans la section 111.3.16 (page iii-16) de l’Annexe III.
Étudions l’exemple suivant.
Joueurs de rôles fixes potcr les types de rôles impliqués dans tin type de relations (exemple 11)
Voici un atctre scénario concernant le type de relations gérer décrit dans l’exemple 9 (‘page
123). Dans les relations de type gérer, le type statique de rôles Gestionnaire-Jean
désigne l’ensemble des rôles «gestionnaire» (Gestionnaire,) joués par les rôles «employé
permanent» dans le groupe PermEmp-Jean; le type dynamique de rôles PermEmp-Jean
désigne l’ensemble des rôles «employé permanent» (PermEmp,) joués par la seule personne
Jean, le type dynamique d’objets Organisation-Jean désigne l’ensemble de toittes les
ol-ganisations (Organisation,) gérées par la settie personne Jean dcms le sens qtte chacune
de ces organisations participe â une ou des relations de type gérer dans lesquelles les rôles
«employé permanent» impliqués sous les rôles «gestionnaire» ne sont occupés que par Jean
Comment peut-on modéliser le type de relation gérer entre les participants Gestionnaire -
Jean, PermEmp-Iean, Jean et Organisation-Jean?
La figure 119 montre une représentation dit scénario en question. Dans cette figttre, au type
de relations gérer, l’élément Organisation - Jean est relié par un arc de type obj Type
(connue l’objet de l’action) alors qtte Gestionnaire-Jean est i-etié par un ai-c de type
act Type (comme l’actew- de l’action). À cet ai-c de type act Type de Gestionnaire-
Jean â gérer, le pe de i-ôles PermEmp-Jean est i-elié pal- un ai-c de pe actAsType
(pour spécifier dans ce cas qtte les rôles «gestionnaire» de type Gestionnaire-Jean ne
sont joués que pa les rôles «employé permanent» de type PermEmp
- Jean) À cet arc de type
actAsType, Jean est relié par un ai-c de type actAs (pour spécifier dans ce cas que les
rôles «employé permanent» de pe PermEmp
- Je an sont joués setilement par Jean).
RoleStaticType : Gestionnaire-Jean_FaEte>@tjonType_•\
actAs: I \objType.Object Jean: Personne - actAsType:
ObjDynType : Organisation-Jean
RoleDynType : PermEmp-Jean
Figure 119 : Joueurs d’un type de rôies impliqué dans un type de relations
En vue de représenter les arcs de type actAs tels que celui illustré dans la Figure 119
(exemple 11), correspondant à la structure de actAsType illustrée dans la Figure 116
(page 124), les structures de actAs illustrées dans la figure 120 penuettent de spécifier
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des joueurs de rôles (Roleplayer) particuliers oti des types de joueurs de rôles
(RolePlayerType) qui sont fixés pour un type de rôles (RoleType) impliqué dans le
cadre d’une structure d’un type de relations. C’est-à-dire que le rnéta-arc actAs peut
unir RolePlayer ou RolePlayerType à actAsType. Veuillez prendre note de la
Règle 27 (Annexe IV). La sémantique de actAs dans ces deux structures est décrite de
façon détaillée à la section 111.3.16 (page iii-16) de l’Annexe III.








Figure 120 : Deux autres structures initiales de actAs
instOf
Les liens d’instanciation entre les relations et les types de relations sont représentés
par des arcs de type instOf (Figure 121). Voir l’exemple de définition de relations
(exemple 12) en bas.
0..’ instOf 1..
Relation >J RelationType
Figure 121: Structure initiale de instOfpour les relations et les types de relations
relArc/act/obj pour la représentation de relations
Le rnéta-arc relArc permet de représenter des arcs qui indiquent des participants
fixes à une relation (Relation) de niveau Ml. Sous-types de relArc, les méta-arcs
act et obj visent respectivement à expliciter des participants pris comme acteurs de
l’action et des participants pris comme objets de l’action. Les structures de relArc sont
illustrées par la Figure 122. Chacune de ces structures est étudiée ci-après.
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i O.. relArc O..” 2 O.. relArc O..t ) Typeinstance > Relation f ) Type > Relation
Figufe 122: Structures initiales de reL4rc pour la représentation des relations
La structure de relArc illustrée dans la Figure 122-(1) permet à des relArc
d’indiquer des instances (Typelnstance) impliquées dans une relation (Relation).
Uexernple suivant montre une application de cette structure et illustre comment une
relation est définie.
Définition d’une relation (exemple 12)
La figure 123 exprime / ‘énoncé «ta personne Jean travaille». Dans cette figitre, Ï ‘élément
Jean est relié par ttn arc de type act à l’élément jean- travailler. Les éléments Jean et
jean - travailler représentent respectivement la personne Jean et ttne relation de type
travailler. Ceci est indiqité par des arcs de type instOf. La structure Structure-
travailler contextttalise une structure dit type de relations travailler (cf l’exemple 8,
page 122). Ce que Context-jean contextttalise est une «instance» de ce qite Structure-















Figure 123 : Exemple de définition d’une relation
La structure de relArc illustrée dans la Figure 122-(2) permet à des relArc de
relier des types (Type) à des relations (Relation). Le fait qu’un type soit rattaché par
un arc de type relArc (respectivement act ou obj) à une relation est interprété comme
une représentation simplifiée du fait que chaque instance de ce type soit rattachée par un
arc de type relArc (respectivement act ou obj) à cette relation. Cette structure, d’une
part, enrichit le pouvoir de l’expression de notre formalisme et d’autre part, nous offre
un moyen de représenter plus simplement et efficacement certains cas de relations à
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modéliser. L’exemple ci-après (exemple 15) en présente une illustration. Dans l’aspect
de la modélisation de situations du monde réel, l’exemple 48 (page iii-17, Annexe III)
nous donne plus de justifications sur l’avantage du fait qu’un type puisse s’engager dans
une relation.
Type d’objets participant à une relation (exemple 13)
Continuons Ï’exeizple sur le type de relations travailler. Le Jàit que tes personnes
travaillent ensemble est interprété comme le Jéit que celles—ci particlpellt ensemble à ttne
relation de type travailler. Soit PersonneGroupel un type dynamique d’objets
représentant un groupe de personnes.
Le fait qite toutes les personnes dans le groupe PersonneGroupel travaillent ensemble
soit représenté par le fait qtte chaqtte instance de type PersonneGroupel est attctchée par un
arc de type act à une relation (soit personneGroupel-travailler) de type
travailler. Ceci est représenté simplement par le fait qtte PersonneGroupel est relié à
personneGroupel
- travaillerpar un arc de type act, tel que l’illustre la Figure 124.
ObjDynType: PersonneGroupel f_-!’iLiation : personneGroupe1-travaiIIer
Figurè 124 : Type participant à une relation
relArc/act/obj pour la représentation de types de relations
Afin de satisfaire à notre besoin «Types relationnels entre types et/ou instances»
(page 39), la Figure 125 illustre d’autres structures de relArc permettant de représenter
des arcs qui indiquent des participants fixes à un type de relations (RelationType) de
Ml. Sous-types de relArc, les méta-arcs act et obi permettent d’expliciter
respectivement des participants pris pour des acteurs de l’action et des participants pris
pour des objets de l’action.
3 O.. relArc O.. 4 O.. relArc O..Typeinstance > RelationType ( ) Type RelationType
Figure 125 Structures initiales de relArc pour la représentation de types de relations
La Figure 125-(3) spécifie que des relArc peuvent lier des instances
(Type Instance) à un type de relations (RelationType). Le fait qu’une instance soit
attachée par un arc de type relArc (respectivement act ou obj) à un type de relations
signifie que cette première est rattachée par un arc de type relArc (respectivement act
ou obj) à chaque relation instanciée de ce type de relations.
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Instance participant à un type de relations (exemple 14)
Continuons l’exemple sttr le type de relations gérer décrit dans l’exemple 9 (page 123).
Supposons que l’élément 180 désigne l’organisation 150 et que le type statique de rôles
Ge s t i onna i reDe180 désigne / ‘ensemble des rôles «gestionnaire» (Gestionnaire) qui
gèrent l’organisation 180 seul dans le sens qtte chacttn de ces rôles «gestionnaires» participe à
une ott des relations de type gérer où 180 est la seule organisation. Le type de relations
gérer entre les participants GestionnaireDelSO et 180 peut être modélisé tel qtt’illttstré
pctr la Figure 126. Dans cette figure, att type• de relations gérer, le type
GestionnaireDelSo est relié par un arc de type act Type (“connue l’acteur de l’action)
alors qtte l’élément 180 est relié par un arc de type obj (‘connne l’objet de l’action).
RoleStaticType : GestionnaireDelSO FtLY_eIatjonType : géreE- Object: $ Organisation
Figure 126: Exemple de type relationnel entre une instance et un type
La structure de relArc illustrée dans la Figure 125-(4) (page 129) est inspirée de
celle de la Figure 122-(2) (page 128). Elle permet à des relArc d’indiquer des types
(Type) impliqués entièrement dans un type de relations (RelationType). Le fait qu’un
type soit rattaché par un arc de type relArc (respectivement act ou obj) à un type de
relations est interprété comme si chacune des instances de ce premier est rattachée par
un arc de type relArc (respectivement act ou obi) à ce type de relations. Ceci signifie
également que toutes les instances de ce premier sont rattachées par des arcs de type
relArc (respectivement act ou obj) à chacune des relations instanciées de ce type de
relations. Évidemment, cette structure nous offre un moyen de représenter plus
simplement et efficacement certains cas de types de relations à modéliser. Ceci est
démontré par l’exemple suivant.
Type d ‘ob/ets participant entièrement à un type de relations (‘exemple 15,)
Examinons le scénario suivant concernant le type de relations travailler présenté dans
l’exemple 8 (page 122,). Supposons que toto, tata, tutu, et Jean représentent les personnes
(Personne) et sont toutes les instances d ‘ttn type dynamique d’objets PersonneGroupel
représentant un groupe de personnes travaillant ensemble (cf l’exemple 13, page 129,).
PersonneGroupe2 désigne le type des personnes parmi lesqtcelles une ou plusieurs peuvent
travailler ensemble avec toittes les personnes dans le grottpe PersonneGroupel. Comment
peut-on modéliser PersonneGroupe2?
Vu qtt ‘une personne peut ne pas appartenir durant toute son existence au type
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PersonneGroupe2, celtil-ci est clone un sous-type dynamique de Personne et il est
conforme c’i ObjDynType. PersonneGroupe2 hérite de son parent Personne le type de
relations travailler. De fiiçon plus restreinte, la structure du type de relations
travailler auqttel PersonneGroupel et PersonneGroupe2 s’engagent engendre les
relations selon le schéma suivctnt. À chacune de ces relations, toutes les instances de
PersonneGroupel (et petit-être avec une ou plusieurs instances de PersonneGroupe2,)
participent ensemble connue des acteurs de ï ‘action. Lci structure peut être modélisée telle
qu’illustrée par la figure 127. À l’élément travailler, l’élément PersonneGroupe2 est
relié par un arc de type act Type et PersonneGroupel est relié par un arc de type act.
ObjDynType: PersonneGroupe2_Fat.Ee_ >ÇReIationTe : travailler)
ObjDynlype: PersonneGroupel H act:
figure 127 Type impliqué entièrement dans un type de relations
5.3.4.4 Représentation de caractéristiques de tvpes/instances
Attribute, Attrlnst, chrcTvpe, chrc, isKey, dataOfïype
Ces éléments permettent de spécifier les caractéristiques des types et instances de
types de niveau Ml.
Les attributs (At tribut e) symbolisent la connaissance représentant des
caractéristiques des types (Type). Un attribut peut être caractérisé comme simple ou
composé selon son modèle structurel, comme attribut clé ou ordinaire, et aussi comme
multiple, unique, obligatoire ou optionnel, dépendamment des types qu’il caractérise
(Définition 10).
Déjiittion / O Caractéristiques des attnt)i/ts
Un attribut est dit simple s’il n’a pas d’attributs, autrement dit, s’il est atomique. Par
contre, un attribut est dit composé, s’il est constitué par d’autres attributs vus comme
ses composants. Également, nous avons des instances d’un attribut simple et celles
d’un composé.
Soient T un type à caractériser et A un attribut. A est dit un attribut clé pour T si la
valeur de cet attribut A pour une instance de type T est différente de celle pour une
autre instance de type T. Sinon A est dit un attribut ordinaire pour T.
Les contraintes de l’arité minimale/maximale de A pour T nous permet aussi de
représenter d’autres caractéristiques de l’attribut A. Par exemple:
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— A est dit multiple pour T si une instance de T peut avoir plusieurs valeurs en
même temps pour son attribut A. L’arité maximale de A pour T doit être
supérieure ou égale à la minimale et d’une valeur supérieure à 1.
— A est dit unique pour T si chaque instance de T a une et une seule valeur pour
l’attribut A à chaque moment. Les arités minimale et maximale de A pour T doit
être de valeur 1.
— A est dit obligatoire pour T si chaque instance de T a au moins une valeur pour
l’attribut A à chaque moment. L’arité minimale de A pour T doit être inférieure
ou égale à la maximale et d’une valeur supérieure à 0. Alors, si un attribut est
unique pour un type, il est aussi obligatoire pour ce dernier.
— A est dit optionnel pour T si une instance de T peut n’avoir aucune valeur pour
l’attribut A. L’arité minimale de A pour T doit être de valeur O et la maximale doit
être d’une valeur supérieure à 0.
Le méta-arc chrcType permet d’attacher des attributs à des types (Figure 128).
Comme un attribut composé est constitué par des attributs, ces derniers peuvent être
regardés comme les attributs du premier. Ceci explique pourquoi nous spécifions que
Attribute est aussi un sous-type de Type afin que Attribute puisse être relié à lui-
même par chrcType. Le rnéta-arc isKey permet de désigner les attributs clés ou
ordinaires pour un type. Sa structure (Figure 129) perniet de couvrir les situations où un
attribut est un attribut clé pour un type mais un attribut ordinaire pour un autre type. Si
un arc de type chrcType qui attache un attribut A à un type T est relié par un arc de type
isKey à True (l’instance prédéfinie de Boolean et représentant la valeur logique vrai
(cf. la section 111.2.7, page iii-3, Annexe III)), alors A est un attribut clé de T. Les autres
caractéristiques d’un attribut (multiple, unique, obligatoire ou optionnel) sont spécifiées
sous la forme de contraintes de l’arité (cf. la Définition 10). La section 5.3.4.6 (page
135) donnera plus de détails sur la représentation de ce type de contraintes.
0.. chrcType 0..
Attribute > Type
Figure 128: Structure initiale de chrc Type
0.. isKey 0.1 I
chrcType Boolean
Figure 129: Structure initiale de isKey
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Un attribut peut aussi être attaché à un type de données primitives, par exemple à
string pour des chaînes de caractères, à Integer pour des entiers, etc. Ceci est
indiqué par un arc de type dataOf Type (cf Figure 130).
O.. dataOffype O..1 IAttribute DataType
Figure 130: Structure initiale de data0fType
Les Attrlnst (Figure 131) représentent les instances d’attributs (ou bien les valeurs
d’attributs). chrc permet d’attacher des instances d’attributs à des instances à
caractériser (Figure 132-(1)). Le fait qu’une instance d’un attribut caractérise (chrc) un
type (Figure 132-(2)) spécifie que cette première est partagée par toutes les instances de
ce type comme la valeur de l’attribut en question.
I O.. instOf 1..liLAttnIt >1 Attribute
Figure 131: Structure initiale de instOfpour les instances d’attributs et les attributs
j O..” chrc O.. 2 O.. chrc Q••*Attrlnst Typeinstance ( ) Attrlnst Type
Figure 132: Structures initiales de chrc
L’exemple suivant (exemple 16) illustre comment spécifier des types et des instances
avec leurs attributs. Il illustre également le comportement de valueof/depend dans la
représentation des interprétations d’éléments. L’exemple 52 (page iii-24) et l’exemple 53
(page iii-28) dans l’Annexe III expliquent plus en détail comment notre métamodèle
pen’net la spécification d’attributs pour les types/instances de niveau Ml.
Types et instances avec leurs attributs (exemple 16)
Soit la situation suivante. Lhi passeport permet d ‘identfier une personne comme citoyen d ‘un
pays. Un passeport (Passeport,) u un et un seul numéro d ‘identification (IdTJuméro,) et doit
comporter le nom de son titulaire (NomTi tuf). Tel qu’illustré par ici figure 133, le type
Passeport est carcictérisé par deux cittributs, IdNuméro, NomTitul (ce qui est indiqué par
des arcs de type chrc Type,). IdNuméro est l’attribut clé de Passeport (ce qui est indiqué
par un cire de type isKey), ce qui signfie que deux Passeport dUférents ont deux
IdNuméro difiérents.
Lci figure 133 illustre aussi comment une instance de Passeport est definie avec ses
attributs. L ‘élément Pca2005 représente un passeport (ce qui est indiqtté par un arc de type
instOf entre Pca2005Jean et Passeport) dont le numéro d’identification est
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«cAI23456» et le nom dit tititiaire est «Levesque Jean». Il est caractérisé par deux instances
d’attributs (‘Attrlnst) qui sont représentés par les éléments Pca2005-IdNuméro et
Jean-NomTitul (ce qtti est indiqué par des cires de type chrc) et qui prennent
respectivement IdNuméro et NomTi tul pour leurs types (ce qui est indiqué par des arcs de
type instOf,). Les éléments Pca2OO5-IdNumro et Jean -NomTitul sont inteiprétés en
langage universel respectivement comme «CA]23456» et tcLevesque Jean». La figure 134








H_Aftribute : NomiitulI instOf: A I
_______________________
Language :
LYue : ‘Levesque Jean’ ïnstOf: instOf:I
I value0f: - depend: I
I
I chrc: I
Object: Pca2005Jean Attrlnst : Jean-NomTitul
chrc :
H__Attrlnst: Pca2005-IdNuméro
j Value: ‘CA123456’[_ deend:
__ ___ __ ___
valueOf:
Language : ‘u’
Figure 133: Objet et ses valeurs attributs
Object: Pca2005Jepn : PasseDort
ldNuméro f key) = ‘CAl 23456’ (u)
NomTitul = ‘Levesque Jean’ (u)
Figure 134: Représentation simplifiée de l’objet Pca2005Jean
5.3.4.5 Instanciation de types de Ml
Comme nous avons présenté, le méta-arc instOf implémente la relation
d’instanciation au niveau Ml. Il permet d’indiquer respectivement pour un Attrlnst,
Object, Role, Relation son ou ses types Attribute, ObjType, RoleType,
RelationType. Il est important de noter que si un type de Ml est instancié, tous ses
attributs doivent aussi être instanciés et que ses instances doivent se conformer à sa
structure de définition. Il est à noter qu’un type de Ml peut être spécifié comme abstrait
ou non, ce qui est indiqué par des arcs de type isAbst (cf. la Figure 135, et la section




Figure 135: Structure initiale de isAbst
5.3.4.6 Représentation de contraintes structurelles
Labelledlnteget, interval
Similaires aux types MLabelledlnteger et Minterval de M3, le méta-nœud
Labelledlnteger permet de représenter les entiers étiquetés et le rnéta-arc interval
permet de former des intervalles fermés dont les bornes inférieures et supérieures sont




Figure 136: Structure initiale de intewal
arity, totalCard, localCard, iterate
Ces méta-arcs permettent de représenter au niveau Ml les types de contraintes
structurelles suivants
BesoinÀ’12 70 . Contraintes de l’arité min/max
Besowi\12 7/ Co,itraintes de cardinalité totale min/maxpolir un relationnel
Besoim\12 12 : contraintes de cardinalité locale min/maxpolir lui type relatlOnnel
BesoinI12 13 Contraintes de l’itératio,i min/maxpour un type relation,iel
Nous présentons maintenant ces méta-arcs en mettant l’accent sur le principe
permettant de spécifier les contraintes strctcturelles. Ce principe est le même que celui
permettant de spécifier les contraintes de cardinalité sur méta-arcs que nous avons vu
dans la section 5.2.2.3 (page 98). Les informations complémentaires à ce sujet se
trouvent dans la section 4 (page iii-7) de l’Annexe III.
arity
Le type arity vise à représenter toutes les sortes de contraintes de l’arité, énumérées
dans le BesoinM2 10 - «Contraintes de t’arité rninlrnax» (page 36). Les structures de
arity sont montrées dans la Figure 137. Celles illustrées respectivement aux Figure
137-(1),(2),(3) permettent respectivement de supporter les besoins suivants: (1)
BesoinM2 10-(i)
- «Contraintes de l’arité rnin/max sur un attribut pour un type»; (2)
BesoinM2 l0-(ii)
- «Contraintes de l’arité rninlmax sur la composition d’un type
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d’objets»; et (3) BesoinM2 10-(iii) - «Contraintes de l’arité minlrnax sur l’occupation
d’un type de rôles». Les structures de arity illustrées aux Figure l37-(4),(5),(6)
penhiettent de remplir le BesoinM2 l0-(iv) - «Contraintes de l’arité minlmax d’un type
relationnel». Et celle à la Figure 137-(7) penhiet de combler le BesoinM2 10-tv) -
«Contraintes de l’arité minlmax sur l’implication d’un type d’objets/rôles sous un type
de rôles dans un type relationnel». Pour de plus amples explications, voir les
spécifications des types relArcType, actType, obj Type, actAsType (cf. la section
5.3.4.3, page 121), played3yType (cf. la section 5.3.4.2, page 120), composeType (cf
la section 5.3.4.1, page 11$) et chrcType (cf la section 5.3.4.4, page 131).
14I O.. arity 0.1 I
‘ ‘ relArcType interval
ip 0.. arity 0.1
‘ ‘ chrcType > interval
‘5’ 0.. arity 0..1 I
‘ actType interval
‘2’ 0..’ arity O..1 IcomposeType interval
‘6’ I O..’ arity 0..1
‘
‘ objTf] > interval
(3 0.. arity 0..1playedByType interval
7 0..” arity 0..1) actAsType interval
Figure 137: Structures de arity
Étant donné que chrcType, composeType, actAsType, playedByType, et
relArcType sont les sous-types directs de f orType, et que actType et obj Type sont
les sous-types directs de relArcType, les structures de arity illustrées dans la Figure
137 sont obtenues par le sous-typage (cf la Règle 1, Annexe IV) de la structure de
arity suivante: le méta-arc arity est défini pour relier f orType à interval avec les
cardinalités source et les cardinalités destination 0.. 1 (Figure 13$).
0.. arity 0.11forType interval
Figure 138: Structure initiale de arity
L’exemple suivant montre comment spécifier des contraintes de l’arité.
Spécification des contraintes de Ï ‘arité min/max sur la composition d ‘un type d ‘obiets
La figure 139 illustre comment seront definies les contraintes de I ‘arité sur / ‘arc de type
composeType de Vitre (‘représentant le type de vitres,) l Fenêtre (‘représentant le type
d’objets fenêtres). L ‘ctrité maximale sur cet arc est de valeur 5 tandis que l’arité minimale prend
la vddeur 1. Ceci spécifie qit ‘il y a d’une à 5 vitres ati incixinuim qtti peuvent être composantes
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d’une fenêtre.






I Labelledinteger : Fenêtre-composeType-Vitre-arity-cardMin_. depend:




Figure 139 : Exemple de définition des contraintes de l’arité
La figure 139 petIt être représentée plus simplement comme dans la figure 140. Les arités
minimale/maximale sur l’arc de type compose Type de Châssis (représentant le type de
cliêssis) à Fenêtre ne sont pas spécifiées et elles prennent donc les valeurs [1..]]. Ceci
indique qtt il y o toujours un et tin seul chêssis parmi les composctnts d’une fenêtre. La Notation
5 présente notre notation liée aux contraintes de ï ‘arité.
I composeType:I ObjStaticType: Fenêtr H ObjStaticType Châssis
composeType t; f1..5]
H_ObjStaticType : Vitre
Figure 140 t Version simplifiée de la Figure 139
Notation 5: i\.’otationspoxr les coniraài/es de l’antI mtnmia/e/ma.vmia/e
Dans les illustrations, si l’arité minimale (ou maximale) sur un arc de type
chrcType, ou composeType, played3yType, relArcType, actType,
obj Type, actAsType n’est pas explicitement spécifiée ou affichée, la valeur pour
cette arité est 1 (ou *). Les arités minimale et maximale s’écrivent entre deux
crochets ([..]), en italique et sur l’arc auquel elles sont attachées. Ces dernières sont
séparées par les points-virgules avec les autres contraintes imposées sur l’arc en
question s’il en existe.
totalCard
Le type totalCard permet de spécifier les contraintes de cardinalités totales
abordées dans le BesoinM2 Il - «Contraintes de cardinalité totale minlmax pour un type
relationnel» (page 36). totalcard est défini pour relier chacun des types relArcType
et actAsType à interval avec les cardinalités source O. .‘‘ et les cardinalités
destination 0.1 (Figure 141). En remplaçant relArcType dans la Figure 141-(1) par les
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sous-types actType et obj Type, nous obtenons deux autres structures de totalCard.
Voir aussi les spécifications des types relArcType, actType, obj Type et
actAsType (cf. la section 5.3.4.3, page 121).
j O.. totalCard O..1 2 O.. totalCard O..1f ) relArcType >] interval ( ) actAsType interval
Figure 141: Structures initiales de totalCard
Les contraintes de cardinalité totale sont spécifiées d’une façon similaire à celles de
Parité. Voir l’exemple 42 (page iii-9, Annexe III) pour plus de détail.
J’Jotation 6: \‘otations polir les contraintes de carcÏinalité totale minimale/maximale
Dans les illustrations, si la cardinalité totale minimale (ou maximale) sur un arc de
type relArcType, ou actType, obj Type, actAsType n’est pas explicitement
spécifiée ou affichée, cette cardinalité prendra la valeur O (ou *). Les cardinalités
totales minimale et maximale s’écrivent entre deux crochets ([..]), en souligné et sur
l’arc auquel elles sont attachées. Ces dernières sont séparées par les points-virgules
avec les autres contraintes imposées sur l’arc en question s’il en existe.
IocalCard
Le type localCard sert à spécifier les contraintes de cardinalités locales présentées
dans le BesoinM2 12 - «Contraintes de cardinalité locale minlmax pour un type
relationnel» (page 37). localcard est défini pour relier chacun des types relArcType
et actAsType à interval avec les cardinalités source O.. * et les cardinalités
destination O..1 (Figure 142). En remplaçant relArcType par les sous-types actType
et obj Type, nous obtenons deux autres structures de localcard. Voir plus loin les
spécifications des types relArcType, actType, obj Type et actAsType (cf. la
section 5.3.4.3, page 121).
j O..” IocalCard O..1
. 2 O..” IocalCard O..1relArcType > interv] ( ) actAsType interval
Figure 142: Structures initiales de localCard
Les contraintes de cardinalité locale sont spécifiées d’une façon similaire à celles de
l’arité. Voir l’exemple 43 (page iii-9, Annexe III) pour l’illustration.
[‘Jotadon 7: i\’otattons polir les contraintes de cardinulité locale minimule/rnaximale
Dans les illustrations, si la cardinalité locale minimale (ou maximale) sur un arc de
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type relArcType, actType, obj Type. actAsType n’est pas explicitement
spécifiée ou affichée, celle-ci prendra la valeur 0 (ou *). Les cardinalités locales
minimale et maximale s’écrivent entre deux crochets ([..]) et sur l’arc auquel elles
sont attachées. Ces dernières sont séparées par les points-virgules avec les autres
contraintes imposées sur l’arc en question s’il en existe.
iterate
Ce rnéta-arc (figure 143) permet de spécifier les contraintes de l’itération pour un
type de relations (cf. BesoinM2 13 - «Contraintes de l’itération min/max pour un type
relationnel», page 37). Ces contraintes capturent le nombre d’instances de ce type de
relations dont les participants dans une instance sont également ceux dans une autre.
O.. iterate O..J
RelationType] >j interval
Figure 143: Structure initiale de iterate
De même, les contraintes de l’itération pour un type de relations sont spécifiées d’une
façon similaire à celles de l’arité. Voir l’exemple 44 (page iii-10, Annexe III) pour la
démonstration. Les notations pour les contraintes de l’itération pour un type de relations
sont présentées dans la Notation 8.
Notation 8: Notations polir les cout,’aintes de l’tération minimale! maxL’naie pour mi jpe de relations
Dans les illustrations, si le nombre de l’itération minimal (ou maximal) pour un type
de relations n’est pas explicitement spécifié ou affiché, la valeur pour ce nombre est
1 (ou *). Les nombres de l’itération minimal et maximal pour un type de relations
s’écrivent entre deux crochets ([rnin..max]) et suivant le nom du type de relations en
question.
Ci-après est un exemple d’une situation avec différents types de contraintes
structurelles. Voir aussi l’exemple 20 (page 165) et plusieurs autres exemples présentés
dans l’Annexe III tels que l’exemple 45 (page iii-l I), l’exemple 46 (page iii-11),
l’exemple 47 (page iii-14), l’exemple 49 (page iii-20), l’exemple 50 (page iii-22) et
l’exemple 51 (page iii-23).
Spécification du type de relations travailler (‘exemple 17)
La Figure 144 montre taie structure dit type de relations travailler avec des contraintes
relatives à ce type.
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actType t; [1..7]; [QJ; 1O..20]ObjStaticType Personne elationType : travailler [1
Figure 144: Une structure du type de relations travailler
Dans cette structure, travailler implique un seul type d’objets Personne en tant
qu’acteur de l’action travailler. Les contraintes (‘implicites et explicites) de l’arité et de
cardinalités (‘totales et locales) sur l’arc de type act Type de Personne â travailler sont
interprétées comme suit:
(1) Il y a d ‘une à 7 personnes ait maximum pouvant travailler ensemble, c ‘est—â—dire celles—
ci peuvent s ‘associer ensemble à ime relation de type travailler. Ceci est indiqué
pal- les contraintes notées comme [1.. 7J sttr l’arc de type actType de Personne à
travailler.
(2) Une pci-sonne (Personne) peut tic participer à aucune, ou participer à une ou
pltisieui-s relations de type travailler, ce qtti est indiqué pal- les contraintes notées
comme [0..*] sut- l’al-c de type actType de Personne à travailler.
(3) On pettt trouver ait maximum vingt personnes pouvant chactme s ‘associer à une relation
de type travailler avec un même groupe de personnes, ce quti est indiqtté pal- les
contraintes notées comme [0.20] sur l’arc de type actType de Personne à
travailler.
Les contraintes de l’itération pour travailler spécifient:
(4) Une relation de type travailler peut se répéter plusieurs fois. Ainsi, les mêmes
personnes peuvent participer pu isieurs Jbis ensemble à lune relation de type
travailler. Ceci est indiqué pal- les contraintes notées comme [].*j stilvant le nom
dit type travailler.
5.3.4.7 Hiérarchisation entre les types : le sous-typage et l’héritage
subType implémente la relation de sous-typage entre des types de Ml autres que les
modèles alors que inherit implémente l’héritage. Les Obj Type, les RoleType, les
RelationType, et les Attribute peuvent respectivement être organisés en hiérarchie
de spécialisation (ou d’héritage) selon les liens de type subType (ou inlierit) qui
existent entre eux. En tenant compte de la nature différente entre les types statiques et
dynamiques (cf. la Définition 9, page 11$), il est à noter qu’un objstaticType
(respectivement RoleStaticType) ne peut être un sous-type d’un ObjDynType
(respectivement RolenynType). Tel que démontré à la section 2.1.3 (page 12), le type
relationnel d’héritage (inlierit) est plus général que celui de sous-typage (subType)
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dans le sens que, le fait qu’un type A est relié à un type B par un lien de sous-typage
signifie aussi que A est implicitement relié à B par un lien d’héritage. Les structures de
subType sont donc déduites de celles de inherit (Figure 145) en remplaçant





(1) . (2) o.. inherit 0..ObjStaticType J ObjDynType ObjType
inherit
(3) 0.. I \j/ 0.. (4) o ..“ inherit 0..
RoleStaticType RoleDynType RoleType
inherit inherit(5) o..* (6) * 0..*
RelationType Attribute
Figure 145: Structures de inherit
En ce qui concerne la spécialisation entre les types de relations, chaque structure
initiale d’un type de relations est plus spécifique que celles du ou des parents dc cc type.
La spécialisation entre les structures de types de relations est expliquée plus en détail à
la section 7.2.2.1 (page 208) du Chapitre 7 (page 194). La section 111.3.27 (page iii-29,
Annexe III) présente différents exemples de sous-typage entre des types
statiques/dynarniques d’objets, entre des types statiques/dynarniques d’objets, entre des
types de relations ou entre des attributs.
Concernant l’effet de l’héritage, un type enfant peut hériter d’un type parent
seulement les attributs et les types de relations héritables. Dans notre contexte, nous
déterminons si un attribut (ou un type de relations) d’un type parent est héritable ou non
(cf la Définition 25, page iii-2, Annexe III) pour un type enfant, dépendamment des
visibilités des éléments impliqués, et en suivant la Définition 25 (page iii-2, Annexe III).
Voir dans la section 5.3.5 (page 141) notre solution concernant la spécification de la
visibilité pour les éléments de Ml.
5.3.5 Spécification de la visibilité pour les éléments
Les valeurs de visibilité (visibility) sont inspirées de celles dans UML: publique
(+), protégé (#) et caché (-). Nous considérons la visibilité d’un élément dans un modèle
(cf la Définition 23, page iii-2, Annexe III) et celle d’un attribut pour un type caractérisé
(cf. la Définition 24, page iii-2, Annexe HI).
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Le rnéta-arc v±sib a pour but de spécifier la visibilité d’un élément (figure 146).
I O.. visib O..1 2 O.. visib O..1Type Visibility ( ) Typeinstance )] Visibility
3) O..’ visib O..1 -
chrcType Visibility
Figure 146: Structures initiales de visib
Comme un élément (type ou instance) est défini dans un et un seul modèle, la
structure de vis±b illustrée dans la f igure 146-(l) (respectivement Figure 146-(2))
permet à visib d’attacher une visibilité à un type (respectivement une instance), soit x,
dans le modèle dans lequel x est défini. Quant à la structure de visib illustrée dans la
Figure 146-(3), elle vise à spécifier la visibilité d’un attribut pour un type de Ml. Cette
structure permet de combler les cas où un attribut peut avoir différentes
visibilités dépendamment des types caractérisés par l’attribut. Voici un exemple.
Visibilité d’un attribut potir tin type (‘exemple 18)
La Figure 147 spécifie que le numéro téléphonique (NuméroTel) d’une personne
(Personne) est privé alors que celtti d’un rêle employé (Employé,) est publique.
chrcType : . chrcTypeObjStaticType : Personne_fr___i__jAttribute_:_Numerolelt——r—-of_RoleStaticType : Employe_j
visib: vsib:
Visibility :private Visibility : public
Représentation simplifiée: ObjStaticType : Personne
- NuméroTel
Figure 147 : Attributs avec leurs visibilités
5.3.6 Représentation de modèles et de leurs liens
Model, sem
Model permet la contextualisation des connaissances au niveau Ml. Un modèle doit
se confonner àun et un seul métamodèle (cf. la Règle 1$, Annexe 1V). Le rnéta-arc sem
(figure 148) implémente cette relation de conformité entre les modèles de niveau Ml





Figure 148: Structure initiale de sem
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Parmi les modèles (Nodel) au niveau Ml, nous distinguons: les structures
(Structure) pour les types de relations, les contextes (Context) pour les relations, les
cycles d’états (obj Cycle) pour les types d’objets, les cycles d’états (Rolecycle) pour
les types de rôles et les modèles de conditions (llThenModel).
Structure, Contcxt, defAs
Le méta-nœud Structure permet de contextualiser les structures des types de
relations au niveau Ml. Une structure d’un type de relations définit comment ce type
associe ses participants. Chaque structure dite initiale d’un type de relations
(RelationType) lui sera reliée par un arc de type defAs (Figure 149).
o..i defAs O..ttbonType1 Structure
Figure 149: Structure initiale de defAs
Le méta-nœud Cent ext vise à contextualiser les modèles des relations au niveau
Ml. Pour une relation instanciée d’un type de relations selon une structure de ce type de
relations, le modèle de cette relation indique comment cette relation associe ses
participants. Context permet donc de distinguer explicitement ce type de modèles avec
d’autres types de modèles au Ml telles que Structure, IfThenModel, Obj Cycle,
RoleCycle.
De plus, Structure est un sous-type de RolePlayerType, et Context est celui de
RolePlayer. Ainsi, une Structure (Context) compte pour un RolePlayerType
(RolePlayer). Ceci autorise des Context et des Structure à s’impliquer dans des
Relation ou dans des RelationType.
ObjCycle, RoleCycle, cycleOf, startOf, prevOf et endOf
Les méta-nœuds Obj Cycle et RoleCycle permettent respectivement de
contextualiser les cycles d’états pour les types d’objets et ceux pour les types de rôles.
Un cycle d’états pour un type d’objet (ou pour un type de rôles) spécifie les passages
entre les états sur la base de certains critères qu’un objet (ou un rôle) de ce type peut
passer durant son existence. Ci-après, un exemple de ce cas.
Cycle de vie de personnes (‘exemple 19)
Lct figttre 150 illustre le cycle de vie Cycle - Vie de personnes (ce qui est indiqué par / ‘cire
de type cycleOf du modèle Cycle-Vie au type Personne,). En basant sur l’êge d’une
144
personne, une personne petit commencer par I ‘état eifant (ce qui est indiqué par l’arc de type
startOf du type Enfant à cycle-Vie,). Pttis, elle petit passer de l’état enj’ant à l’état
adolescent (ce qui est indiqué pctr l’arc de type prevOf dit type Enfant au type
Adolescent). Ensuite, elle petit passer de l’état adolescent à l’état adulte (ce qui est indiqicé
par l’arc de type prevOf du type Adolescent au type Adulte). finalement, elle peut
passer de l’état adulte à l’état «personne égée» (ce qtu est indiqué par / ‘arc de t’vpe prevOf duc
type Adul te ciii type PersonneÂgée).
I cycleOf: t meta : IPersonne





—- —AdOlescentF — — —Adulte —— —‘t- — PersonneÂgée
I prevOf: prevOf: prevOf:





Figure 150: Cycle de vie d’une personne
Dans un cycle d’états pour un type d’objets/rôles (soit T, les types représentant les
états de T dans ce cycle sont considérés comme des sous-types dynamiques, disjoints et
complets de T. Autrement dit, chaque instance de T peut, selon de son état, être classifiée
de façon dynamique sous ces sous-types mais elle ne peut pas être classifiée à un instant
donné sous plus d’un de ces sous-types.
La Figure 151 illustre les structures des méta-arcs cycleOf, startOf, prevOf et
endOf qui permettent de spécifier les cycles d’états pour les types d’objets/rôles.
(la . O..* cycleOf 1..1 lb O..* cycleOf 1..1fàCycle ObjType t ) RoleCycle RoleType
(2a) . 1..1 startOf O.. t2b) 1..1 startOf O..”j ObjOynType ObjCycle RoleDynType RoleCycle
(3a) ObjDynType jl..l endOf O..>j ObjCycle (3b) RoleDynType 1.1 endOf O>j RoleCyclej
(4a) prevOf (4b) prevOf
O..” \ffO..” o..*I \f/O..
ObjDynlype RoleDynlype
Figure 151: Structures initiales de cycIeOI startOÇprevOfet endOf
Dans l’Annexe III, la section 9 (page iii-34, Annexe III) illustre plus précisément
comment spécifier les cycles d’états et leur intégration avec des exemples concrets.
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IfThenModel
Le méta-nœud IfThenModel sert à contextualiser des préconditions et des
postconditions dans la représentation des règles définies au niveau Ml. La
représentation de règles de niveau Ml sera présentée plus en détail à la section 5.3.7
(page 147).
Nous présentons ci-dessous, les autres méta-arcs qui visent aussi à gérer les modèles
au niveau Ml ainsi que leur contenu.
defin, contain, extend, import
Les structures de ces méta-arcs sont illustrées à la Figure 152. Similaires
respectivement aux éléments tdef In, IJcontain de M3, les éléments def In, contain
visent à représenter les liens de contenant entre un modèle de Ml et ses éléments.
Similaire à Mextend de M3, l’élément extend de M2 implémente l’extension entre les
modèles de Ml. Quant à lui, import implémente l’importation d’éléments publiques
entre les modèles deMi. Son comportement est décrit par la Règle 32 (Annexe 1V).
Q* defln 1.1 O.. extend O..*IElement ) Model Model Model
O.. contain O.. O.. import O..Modef > Elemen] Mod& Model
Minverse:
containf_ defin
Figure 152: Structures initiales de defin, con tain, extend, import
Les informations plus détaillées sur ces méta-arcs se trouvent dans les sections de
111.3.35 (page iii-40) à 111.3.38 (page iii-41) de l’Annexe III.
modelOp, join, diff, intersection, resuit, infer, restrict, instModelOf, transform, semAs
Sous-types de modelopArc, ces méta-arcs (Figure 153) ont pour but de représenter
certaines opérations entre modèles de Ml. Les méta-arcs modelOp, join, dif f,
intersection, resuit, infer et restrict de M2 implémentent respectivement les
mêmes fonctions que les méta-arcs MmodelOp, Mjoin, Mdif f, Mintersection,
Mresult, Minfer et Mrestrict de M3 mais applicables au niveau Ml. Les méta-arcs
instModelOf, transform et semAs, quant à eux, concernent des fonctions plutôt
applicables aux modèles de niveau Ml qu’aux modèles au niveau méta. instModelOf
vise à représenter l’opération d’instanciation de modèles abordée dans la section 2.3.2
146
(page 21). Cette opération est expliquée en détail à la section 7.2.2.2 (page 211). Entre
modè’es de Ml, les arcs de type transform représente les liens de transformation alors
que ceux de type semAs représente les liens d’équivalence.




Model Model transform O..)1 Model
O.. infer O.. O.. semAs O..Model Model Model Model
Figure 153 : Méta-arcs modelOp, resuit, infer, restrict, instModelOiÇ transform, semAs
Les informations plus détaillées sur ces méta-arcs se trouvent dans la section 111.3.32
(page iii-39) et les sections de 111.3.39 (page iii-41) à 111.3.44 (page iii-42) de l’Annexe
11!.
viewO f
Le méta-arc v±ewOf (Figure 154) vise à indiquer des modèles considérés comme des
vues (views) différentes, correspondants à différents niveaux d’abstraction ou à
différents points de vue pour un élément (qui peut désigner un modèle (cf Figure 154-
(1)), un type d’objets (cf. la Figure 154-(2)), ou un objet (cf. la Figure 154-(3)). La
sémantique et le comportement de viewOf sont spécifiés plus en détail à la section
111.3.45 (page iii-42, Annexe III).
O..’ viewOf O.. IModel Model
(2) Model viewOf O..>j ObjType (3) Model
O..* viewOf
°•>IObject
Figure 154: Structures initiales de viewûf
inheritModel
inheritModel (Figure 155) implémente la relation d’héritage entre modèles deMi.
Par cette relation d’héritage, un modèle enfant peut réutiliser les éléments non cachés
d’un modèle parent, et en outre, il peut hériter de ce modèle parent les attributs et types
de relations héritables (cf. la Règle 31, Annexe IV). Voir les Définition 23 (page iii-2),
Définition 24 (page iii-2) et Définition 25 (page iii-2) pour l’effet de la visibilité




Figure 155: Strticture initiale de inheritModel
5.3.7 Représentation de règles
Rule, IfThenModel, Ref EveiyRef, if, then
Similaires respectivement aux éléments MRule, MlfThenModel, Mit et Mthen de
M3, les éléments Rule, IfThenModei, if, et then de M2 (figure 156) s’utilisent pour
structurer les règles sémantiques qui contraignent les types/instance de niveau Ml. Et
similaires respectivement aux éléments MRet et MEveryRef de M3, les éléments Ref et
EveryRef de M2 permettent le traitement des variables dans les règles de niveau Ml.
La Règle 19 (Annexe IV) sur l’attribution d’éléments à une variable, et la Règle 20
(Annexe IV) sur la combinaison des modèles de préconditions (respectivement de




Figure 156: Structures initiales de 14 then
fulfil
Similairement au rôle du méta-arc Mfuif ii dc niveau M3, le rnéta-arc fuit ii de
niveau M2 s’utilise pour spécifier les contextes d’application des règles au Ml. Nous
considérons les structures de fuit ii suivantes
(1) fuit ii peut indiquer pour un type de joueurs de rôles (RoiePlayerType) les
règles à remplir (Figure 157-(l)).
(2) fuit ii peut indiquer des règles spécifiant les critères afin qu’une instance d’un
type puisse passer d’un type d’états à un autre type d’états (Figure 157-(2)). La
Règle 33 (Annexe IV) est à noter. L’exemple 35 (page 186) illustre son application.
(3) fuif ii peut indiquer des règles spécifiant les ci-itères appliqués à l’occupation d’un
type de rôles pour un type de joueurs de rôles (Figure 1 57-(3)). Ceci est précisé par
la Règle 34 (Annexe IV).
(4) fuit il peut indiquer des règles à appliquer lors de la transformation entre modèles







3 OJ fulfil O.. 4 O.. fulfil O..( ) playedByType Rule I f ) transform Rule
Figure 157: Structures initiales de fulfil
Voir la section 111.3.48 (page iii-44, Annexe III) pour divers exemples d’applications.
where, assign, assignedTo, valueln, noValueln, List, ListOfDifŒle, memberOf
Similaire à Mwhere de M3, le rnéta-arc where de M2 penhiet de représenter les cas
oi une règle peut être personnalisée en remplaçant d’abord une ou des variables dans
cette règle par des éléments concrets, puis être appliquée à une situation. D’une manière
similaire aux éléments Massign, NassignedTo, Mvalueln, MnoValueln, MList,
MListOfDiffEle et MmemberOf de M3, les éléments assin, assignedTo,
valueln, noValueln, List, ListOfD±ffEle et memberOf de M2 supportent, au
niveau Ml, le traitement des variables et des listes, nécessaire à la représentation des
règles définies au niveau Ml. Les structures initiales de where, assign, assignedTo,
valueln, noValueln et memberof sont illustrées à la Figure 158. La sémantique et le
comportement de ces méta-éléments sont décrits en détail aux sections 111.3.49 (page iii-
45), 111.3.50 (page iii-45) et 111.3.51 (page iii-45) de l’Annexe III.
O.. where O.. O.. valuein O..fulfil >jassign Ref List
o.. assignedro O..” I I Mnot: IElement Ref noValuein_L
— — —
valuein
O.. memberOf O..*INamedNode List
Figure 158 : Méta-arcs where, ass;gnedTo, valueln, no Valueln, memberOf
5.3.8 Représentation de contraintes
Relativement à la représentation de contraintes, notre métamodèle supporte la
représentation de contraintes structurelles et la représentation de règles. Nous
considérons la représentation d’autres types de contraintes nécessaires à la
représentation de connaissances. Par exemple:
(I) L’opérateur de la négation logique entre les types de relations est implémenté par
le rnéta-arc not.
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(2) Le méta-arc subset est défini pour représenter les contraintes de sous-ensemble
ou bien de dépendance d’inclusion.
(3) Le rnéta-arc xor sert à mettre en oeuvre l’opérateur «ou exclusif» («xor» en
anglais) logique au niveau Ml.
Les structures des méta-arcs subset et flot illustrées dans la Figure 159 sont faciles
à comprendre. Leurs exemples d’applications sont présentés dans les sections de
l’évaluation t section 6.2.2.8 (page 179) et section 6.2.2.15 (page 190).
subset flot
o..*I 1,o..* o..1I \jlO..1
relArcType RelationType
Figufe 159: Structures initiales de not, subset
Nous expliquons ci-après la raison d’être des structures de xor illustrées dans la
Figure 160.
(1) XOt (2) XOt (3) xor (4) XOt (5) xor0*1 \l,0.* 0..1I \j/0..l 0..I \1,0 çj,0.. 0..*I 0..*
IfthenModel RelationType relArcType actAsType playedEyType
Figure 160 : Structures initiales de xor
L’opérateur «ou exclusif» logique retourne truc si et seulement si une seule des
conditions (c’est-à-dire un seul des opérandes) est évaluée vraie. Au niveau Ml, afin de
distinguer plus facilement les conditions (ou bien hypothèses) et les faits (cf. la
Définition 8, page 40, et l’exemple 6, page 39), les IfThenModel sont à contextualiser
des conditions, et les modèles non conformes à I fThenMode 1 sont à contextualiser des
faits. Nous définissons alors une structure de xor entre IfThenModel (Figure 160-(1))
et la Règle 37 (Annexe IV) exprime la sémantique de la structure. La structure de xor
illustrée dans la Figure 160-(2) sert à représenter la contrainte d’exclusivité entre les
types de relations (cf. la Définition 11, page 181) et la Règle 38 (Annexe IV) est à
retenir. Les autres structures de xor illustrées dans les Figure I 60-(3),(4),(5) servent
respectivement à représenter la contrainte d’exclusion sur les types de relations (cf. la
Définition 13, page 183), celle sur les types de rôles (cf. la Définition 14, page 183) et la
contrainte d’exclusivité pour un type sur des types de rôles (cf. la Définition 12, page
181), vis-à-vis des trois règles sémantiques retenues, Règle 39, Règle 40 et Règle 41
(Annexe IV). Les illustrations d’utilisation de ces structures de xor sont présentées dans
les sections de l’évaluation: section 6.2.2.9 (page 180) et section 6.2.2.10 (page 183).
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5.3.9 Représentation d’usagers
Pour représenter au niveau Ml les utilisateurs et leurs interactions avec les objets de
connaissances, notre métarnodèle dispose des éléments User et create, similaires à
MUser et Mcreate de M3. Nous pouvons donc spécifier quel élément (Element) est
créé par quel utilisateur (User) (Figure 161).
0.1 create 0..
User j Element
Figure 161: Structure initiale de create
5.3.10 Autres éléments
Nous définissons également les éléments dans le but de supporter d’autres
fonctionnalités telles que la comparaison entre les éléments, la représentation de termes
équivalents et la représentation d’opérations mathématiques.
Comparaison entre éléments
D’une manière similaire aux méta-arcs Mcompare, M=, M==, M!=, MforValues, M>,
M<, M<=, M>= de M3, les rnéta-arcs compare, =, ==, !=, forValues, >, <, <=, >= de
M2 pennettent de supporter, au niveau Ml, différents types de comparaison entre les
éléments (Figure 162). Voir la section 111.3.56 (page iii-47, Annexe III) pour plus de






Figure 162: Structures initiales de compare, forValues, >, < <, >, ,
Représentation de termes équivalents
Afin d’indiquer des termes équivalents ou de faire la correspondance entre les






Figure 163: Structure initiale de eqv
Opérations mathématiques
Les méta-arcs +, -, *, / sont définis pour coder respectivement les opérateurs des
opérations mathématiques «+» de l’addition, «-» de la soustraction, «*» de la
multiplication et «/» de la division. Une telle opération prend deux valeurs
(LabelledValue) comme entrées et elle retourne une valeur comme résultat, ce qui est
indiqué par des arcs de type resultval. Les rnéta-arcs +, -, *, / sont les sous-types de
math, ce qui permet de déduire, par le sous-typage, les structures de +, -, *, /,






Figure 164: Structures initiales de math, resuitVal
5.4 Synthèse
Compte tenu des besoins présentés dans le deuxième chapitre concernant la
représentation de modèles répartis à tous les niveaux de modélisation, nous avons
présenté dans ce chapitre, tous les éléments du méta-métamodèle (M3), et du
métamodèle (M2) de notre formalisme ainsi que leurs interactions. Le méta-métamodèle
se définit lui-même et il est extensible. Au moyen de ce méta-métamodèle, nous
définissons, au niveau M2, un métamodèle en réponse à tous nos besoins concernant la
modélisation du monde réel. L’évaluation du pouvoir d’expression de notre formalisme
est présentée dans le prochain chapitre.
Chapitre 6. Évaluation du pouvoir d’expression
Ce présent chapitre porte sur l’évaluation du pouvoir d’expression de notre
formalisme. Plus spécifiquement, nous aborderons les questions de: (i) l’évaluation de
notre méta-métamodèle concernant la représentation des métamodèles, et (ii)
l’évaluation de notre métamodèle concernant la représentation de modèles de
connaissances.
6.1 Évaluation du méta-métamodèle
Cette section présente l’évaluation de notre méta-métamodèle (M3) au niveau
théorique et pratique. L’évaluation théorique a pour finalité de montrer que M3 répond à
tous les besoins essentiels identifiés à la section 3.2 (page 41). L’évaluation pratique
consiste, pour sa part, à apporter des illustrations de mise en oeuvre de M3 dans la
représentation de métamodèles de types différents au niveau M2. Il est important de
noter que M3 est extensible. En se basant sur le noyau de M3, il est possible de définir et
d’ajouter de nouveaux éléments, si besoin est.
6.1.1 Évaluation théorique
Beioi,i;’I3 Ï : T)page eiïtre é/émeiits de deHx Iltl’eU//X fie modélisation COilSéiWti/S
Oui. Notre M3 supporte toutes les définitions de base qui sont nécessaires au niveau
M3: méta-élérnent / élément; rnéta-nœud / noeud; méta-arc / arc (méta-lien / lien binaire).
Comme nous l’avons mentionné, la représentation de toute chose à modéliser repose
fondamentalement sur les noeuds et les arcs (cf. la section 5.1, page 93): un modèle est
représenté par un ensemble d’éléments et de relations entre ces éléments; un élément est
représenté par un noeud ou un arc; une relation unaire, binaire ou n-aire qui unit un
ensemble d’éléments peut être représentée par un noeud et un ensemble d’arcs. Étant
donné qu’un arc code un lien binaire, unidirectionnel et qu’un méta-arc code un méta
lien binaire, unidirectionnel, nous prouvons ci-dessous que notre M3 permet également
de représenter des méta-liens et des liens, binaires et bidirectionnels.
Un lien binaire et bidirectionnel entre deux éléments (dont chacun est un noeud ou
arc), soit e1 et e1, est formé par un arc de e1 à e2 et par un autre arc dc e2 à e2 où les
deux méta-arcs de ces deux arcs sont inverses l’un de l’autre et ils forment le méta-lien
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du lien binaire et bidirectionnel en question. Voici quelques exemples de méta-liens
binaires et bidirectionnels dans notre M3. Les méta-arcs M> et M< forment un type de
comparaison «supérieur-inférieur» qui est un méta-lien binaire et bidirectionnel, entre
deux valeurs. Les rnéta-arcs M<= et M>= forment un type de comparaison «inférieur ou
égal — supérieur ou égal» entre deux valeurs, et ce type est aussi un méta-lien binaire et
bidirectionnel.
Besoinivf3 2 . Passage entn’ inveait y/3es et instances
Oui. Dans notre formalisme, un méta-nœud est traité comme une instance de
MMetaNode et comme un type de noeuds conformes à ce méta-noeud; un rnéta-arc est
traité comme une instance de MMetaArc et comme un type d’arcs conformes à ce méta
arc.
BesoinIVf3 3 : Distinction entre c%fJi’rentes notions de coi/oÏmité au niveau méta
Oui. Mmeta implémente le rapport de conformité, au niveau méta, entre éléments et
méta-éléments (c’est-à-dire le rapport de confonriité entre les éléments au niveau M2 et
les méta-éléments au niveau M3 et celui entre les éléments au niveau M3). Alors que
Msem implémente le rapport de conformité, au niveau méta, entre les modèles et les
métamodèles (c’est-à-dire le rapport de conformité entre les modèles au niveau M2 et
M3 et celui entre M3 et lui-même).
BesoinIvf3 4 . Hiéïzirchisations entre types
Oui. Notre M3 permet le sous-typage multiple entre les méta-éléments, y compris les
méta-noeuds (étant des types non relationnels) et les méta-arcs (étant des types
relationnels). Ce type de sous-typage est implémenté par MsubType.
Besoinly[3 5 contraintes de cardinalité min/maxpour un méta-lien
Oui. Dans notre formalisme, les contraintes de cardinalité maximale/minimale sur la
source et sur la destination pour un rnéta-arc (c’est-à-dire un méta-lien) sont spécifiées
par des arcs de type Mcard.
BesoinM3 6 t Distinction entre modèles de d//érentes natures
Oui. Notre M3 permet de distinguer, parmi les modèles (MModel) aux niveaux M2 et
M3, les métamodèles (MMetaModel), les structures (MStructure) et les modèles de
conditions (MI f ThenMode 1).
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BesoinIvÏ3 7 Liens avec les modèles
Otti. Notre M3 supporte les types essentiels de liens avec les modèles. ridef In,
Mcontain penriettent de représenter des liens de contenant entre un modèle et ses
éléments. Le méta-arc Mextend représente l’extension de modèles. Le méta-arc Msem
sert à représenter le lien de conformité entre un modèle et un métamodèle. Les méta-arcs
Mj cm, Mdif f, et Mintersection permettent de représenter les opérations de jointure,
de différence et d’intersection entre modèles; Mresult pour indiquer des modèles
résultant de ces opérations; Minfer pour spécifier qu’un modèle infère un autre modèle;
Mrestrict pour spécifier qu’un modèle est plus restrictif qu’un autre modèle. De plus,
notre M2 définit d’autres types de relations relatives aux modèles. Par exemple, MdefAs
permet de relier un rnéta-arc à une structure de définition propre à ce méta-arc; Mif et
Mthen permettent d’indiquer respectivement pour une règle (MRule), le ou les modèles
de préconditions (MlfThenModel) et le ou les modèles de postconditions
(MlfThenModel).
6.1.2 Évaluation pratique
Nous avons montré que notre M3 répondait à tous les besoins. Ce M3 permet de
représenter des métamodèles de types différents au niveau M2. Pour illustrer cette
capacité, nous allons voir comment notre M3 met en oeuvre la famille de métamodèles
sNets, la famille de formalismes orienté-objet et la famille de métamodèles
RDF/RDFSIOWL, pour représenter le monde réel. À noter que dans les figures
d’illustrations, les liens traversant deux niveaux adjacents sont des liens de conformité
entre les éléments et les méta-éléments ainsi que ceux entre les modèles et les
métamodèles.
Notre M3 et sNets
Notre M3 permet d’implémenter tous les métamodèles de la famille des métamodèles
sNets. Dans cette famille, les méta-entités se conforment à notre élément MMetaNode,
les méta-liens se conforment à notre élément MMetaArc, et les univers sémantiques se
conforment à notre élément MMetaModel. La Figure 165 montre un exemple de la
représentation de Marie dans sNets dont on trouve les éléments nécessaires au niveau
M2. Dans cette figure, Marie définie dans le modèle UnModèleMlsNets au niveau Ml
est conforme à sNetsObject dans le contexte global. Marie est également une
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instance de Personne dans le contexte local (ce qui est spécifié par un lien
d’instanciation sNetstype sur l’axe horizontal). L’élément Personne est conforme à
sNetsClass. Dans la famille des métamodèles sNets, sNetsObject et sNetsClass
sont deux méta-entités qui représentent respectivement l’ensemble de tous les objets et
celui de tous les types d’objets; ils sont donc conformes à MMetaNode. Le méta-lien
sNetstype entre sNetsObject et sNetsClass est confonne à MMetaArc.
Représentant un univers sémantique dans sNets, M2sNet est conforme à MMetaModel
(ce qui est indiqué par un arc de type Mmeta), et le contenu dc M2sNet est conforme au
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Figure 165. Marie et sNets
Notre M3 et les formalismes orienté-objet
Notre M3 permet aussi d’implémenter les formalismes orienté-objet, par exemple
UML. Les métaclasses UML sont conformes à notre élément MMetaNode, les
associations entre ces métaclasses sont conformes à notre élément MMetaArc et les
packages, dans le métamodèle UML, sont conformes à notre élément MMetaModel.
La Figure 166 décrit partiellement le diagramme de classes dans le package
Core:.Constructs du métamodèle UML [113]. Dans ce diagramme, les métaclasses







conformes à MMetaNode, et elles représentent respectivement l’ensemble des
classificateurs, des classes, des types relationnels, des associations, des attributs, et des
opérations au niveau Ml. Association est un sous-type de Classifier et de
Relationship; Class est un sous-type de Classifier (ce qui est indiqué par des
arcs de type MsubType). Le rnéta-arc memberEnd est une association entre
Association et Property. Ceci spécifie qu’une Association détient au moins
deux Property comme ses extrémités (AssociationEnd) et qu’un Property peut
être une extrémité d’une seule Association. Le rnéta-arc attribute est une
association entre Classifier et Property, ce qui spécifie qu’un Classifier peut
prendre plusieurs Property pour ses attributs et qu’un Property peut être un attribut
d’au plus un Classifier. Le méta-arc ownedAttribute est une association entre
Class et Property. Ceci spécifie qu’une Class peut posséder plusieurs Property
comme ses attributs propres et qu’un Property peut être un attribut d’au plus une
Class. Le rnéta-arc ownedOperation est une association entre Class et Operation.
Ceci indique qu’une Class peut posséder plusieurs operation comme ses






Figure 166. Diagramme de classes selon le package Core::Constructs de UML2.O
La Figure 167 illustre la représentation de Marie dans UML, un exemple de
représentation des choses du monde réel. Dans cette figure, Marie, définie dans le
modèle UnNodèleUmi au niveau Ml, est conforme à Instance dans le contexte
global. Elle est aussi une instance de Personne dans le contexte local (ce qui est
spécifié par un lien d’instanciation («snapshot») de type classifier sur l’axe

















Figure 167. Marie et UML
Notre M3 et RDF/RDFS/OWL
Notrc M3 permet également de représenter les formalismes utilisés dans le contexte
du web sémantique, par exemple RDF/RDFS/OWL. Dans la famille de métamodèle
RDF/RDFS/OWL, les éléments conformes à notre élément MMetaNode sont les
métaclasses de ressources, par exemple: XS: schema / rdf : RDF / owi : Ont ology;
xs:element; rdfs:Class / owl:Classe; rdf:resource / owl:Thing;
rdf:Property / owl:Objectproperty / owl:DatatypeProperty; etc. Les
éléments conformes à notre élément MMetaArc sont les méta-propriétés, par exemple:
rdf :type; rdf s: subClassOf / owi : subclassof; rdf s: subPropertyof;
rdf s: domain; rdf s: range; owi : onProperty; owi :hasValue; owi : imports
owi : priorvers ion; etc. Également, les éléments conformes à notre élément
MMetaModel sont les schémas, les espaces de noms, les ontologies qui contiennent la
définition des vocabulaires XML / RDF / RDFS / OWL, par exemple: xmlns :xs;
xmlns : rdf s; xmlns : rdf; xmlns : owi.
La représentation de Marie dans RDF/RDF$/OWL est illustrée par la Figure 16$.
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représentent respectivement l’ensemble des instances et des classes. Ils sont donc


















Dans cette figure, Marie, définie dans une ontologie Uneontologie au niveau Ml, est
conforme à owiThing dans le contexte global. Elle est en outre une instance de
Personne dans le contexte local (ce qui est spécifié par un lien d’instanciation de type
rdfstype sur l’axe horizontal). L’élément Personne est conforme à owlClass. Les
éléments owiThing et owlclass représentent respectivement l’ensemble des individus
et celui des classes; ils sont donc conformes à MMetaNode. Le méta-lien rdfstype
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Figure 168. Marie et RDF/RDFS/OWL
6.2 Évaluation du métamodèle
L’évaluation de notre M2 est effectuée en deux étapes. La première étape vise à
démontrer que notre M2 répond à tous nos besoins pour M2 (section 3.1) concernant la
représentation des modèles de données et de connaissances au niveau Ml. Afin
d’illustrer le pouvoir d’expression de notre M2, la deuxième étape présente la façon dont
nous pouvons modéliser au moyen de notre M2 différentes situations possibles, par
exemple celles décrites dans les Problème 1 (page 34) et Problème 2 (page 37). Nous
avons vu grâce aux exemples décrits dans ces deux problèmes qu’il était impossible de
les modéliser par le biais des formalismes étudiés dans notre revue de littérature (cf. le
Chapitre 4, page 43). Cette deuxième étape porte également sur la définition et la
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modélisation des besoins concernant les contraintes.
Il est à souligner que notre M2 est extensible, c’est-à-dire que dc nouveaux éléments,
définis en se basant sur notre M3, peuvent être ajoutés et intégrés au présent M2.
6.2.1 Évaluation théorique
6.2.1.1 Typage entre éléments
BesoinA42 1 Tjjage entre éléments du inneau Mi
Oui. Notre M2 supporte toutes les notions de base nécessaires pour représenter au Ml
le niveau de types et celui d’instances. Au Ml, panni les types (Type), nous
distinguons les attributs (Attribute); les types d’objets (Obj Type); les types de rôles
(RoleType); les types de relations (RelationType) (c’est-à-dire les types relationnels
au Ml); et les structures de types de relations (Structure). Parmi les instances des
types (Typelnstance), nous distinguons les instances d’attributs (Attrlnst); les
objets (Obi ect); les rôles (Role); les relations (Relation) (c’est-à-dire les relations
instanciés des types relationnels au Ml); et les contextes de relations (Context). Il est à
souligner qu’au Ml, un type de relations (RelationType) ou une relation (Relation)
peut unir des types (Type) et/ou des instances (Typelnstance), ce qui signifie que
notre M2 pennet de représenter tous les types de relations ainsi que les relations pouvant
exister dans le monde réel.
Besoinr’v12 2 . ‘]/3age entre élémenis de deux nil’etn/x de modélisation consécut/J
Oui. Comme pour le BesoinM3 I pour M3 (cf. la section 6.1.1, page 152).
6.2.1.2 Passage entre les niveaux des types et des instances
BesoinlVI2 3 : Passage entre niveaux types et instances
Otti. Comme nous l’avons mentionné dans notre formalisme, un élément peut être
traité comme une instance à un niveau et comme type à un autre niveau. Dans le cadre
des niveaux M2 et Ml en particulier, tout élément (c’est-à-dire noeud ou arc) de Ml est
traité comme l’instance d’un méta-élérnent (rnéta-noeud ou rnéta-arc) de M2. De plus,
parmi les éléments de Ml, nous distinguons les types (Type) et les instances
(Typelnstance). Une instance (Typelnstance) est traitée également comme une
instance d’un type au niveau Ml (Type).
BesoinVI2 4 Distinction entre dtérentes notions de coforenité
Oui. La Figure 58 (page 92) a illustré différentes notions de conformité supportées
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par notre formalisme. instOf implémente l’instanciation entre les types et les
instances au niveau Ml. Mmeta implémente au niveau méta le rapport de conformité
entre les éléments et les méta-éléments (le rapport de conformité entre les éléments au
niveau M2 et les méta-élérnents au niveau M3 et celui entre les éléments au niveau M3).
Pour sa part, meta implémente le rapport de conformité entre les éléments au niveau Ml
et les méta-éléments au niveau M2. Quant à lui, rsem implémente au niveau méta le
rapport de conformité entre les modèles et les métamodèles (le rapport de conformité
entre les modèles au niveau M2 et notre M3 et celui entre notre M3 et lui-même) alors
que meta implémente celui entre les modèles de Ml et M2.
6.2.1.3 Classification et Hiérarchisation entre les types
Besot,iAt2 S . Hte’rarcljjsatjo,is entre types
Oui. Les types de Ml peuvent être organisés en hiérarchie. En effet, notre M2
autorise le sous-typage multiple (subType) ainsi que l’héritage multiple (inherit) au
niveau Ml, entre les types d’objets (objType), entre les types de rôles (RoleType),
entre les types de relations (RelationType), et entre les attributs (Attribute). La
section 111.3.27 (page iii-29, Annexe III) a présenté différents exemples de hiérarchie
entre les types de Ml. Dans notre formalisme, un modèle représentant une structure
(Structure) est considéré, par ailleurs, comme un type deMi. Les structures peuvent
aussi être organisées en hiérarchie selon le rapport de spécialisation (restrict) ou
d’héritage (inheritModel) qui existent entre elles.
Besoin\ 12 6 . Àii/lti-c/ai:/ication et C’on,iaissa,ice partielle
Oïti. Notre M2 permet la multi—classification. Du point de vue de l’usager, la multi
classification est un support à la connaissance partielle. Du point de vue du système, la
connaissance partielle est supportée comme suit: seuls les éléments qui correspondent à
l’information connue peuvent être créés, et avec l’ajout de l’information supplémentaire,
le système peut migrer dynamiquement un élément instancié d’un type vers des types
plus spécialisés. Reprenons l’exemple du problème sur la classification en cas de
connaissances partielles posé dans Pexemple 2 (page 2$). Prenons le cas où il n’y a
aucun support de multi-classification. Si nous avons une voiture à 4 portes, 2 roues
motrices, dont l’origine est inconnue (assemblée en Europe à partir de pièces provenant
d’Asie), elle est classée dans le type Véhicule-2RM-4portes. Mais lorsque son
origine est connue (soit l’Asie), elle est migrée vers le type Véhicule-Asie-2RM-
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4portes. Pourtant, grâce au support de multi-classification, si son origine est inconnue,
une voiture à 4 portes et 2 roues motrices est simplement classée dans les types
Véh±cule-4portes et Véh±cule-2RM, et lorsque son origine est connue, soit l’Asie,
cette voiture est de plus classée dans le type Véhicule-Asie.
6.2.1.4 Modèle de rôles
Besoi,i1v12 7: O/?jetJ RôYes, Tjpes d’objets, Tjpes de rôles
Otti. Notre M2 définit les méta-éléments Object, Role, ObjStatiqueType,
ObjDynType, RoleStatiqueType, et RoleDynType afin d’expliciter au niveau Ml
les objets, les rôles, les types statiques d’objets, les types dynamiques d’objets, les types
statiques de rôles, et les types dynamiques de rôles.
Besoi,iM2 8 . Rapports entre otjets et rôles / jpes de rôles
Oui. Les critères répertoriés pour ce besoin sont satisfaits. Par la suite, nous vérifions,
en détail, la réponse de notre formalisme à chacun de ces critères. À noter qu’un joueur
de rôles peut être un objet, un rôle, une relation ou un contexte.
— (i) Un joueur de rôles peut simultanément occuper des rôles d’un même type ou de
types différents.
— (ii) Un rôle est joué par un seul joueur à un instant donné.
— (iii) Différents types de joueurs de rôles peuvent jouer un même type de rôles,
autrement dit, des instances (étant des joueurs de rôles) de types différents peuvent
jouer un même type de rôles.
— (iv) Un joueur de rôles peut dynamiquement acquérir ou abandonner des rôles.
Lorsqu’un joueur de rôles acquiert un rôle et devient le joueur de ce rôle, l’élément
représentant ce rôle est rattaché à l’élément représentant ce joueur par un arc de type
playedBy. Si un joueur abandonne un rôle, il est possible que l’arc de type
playedBy entre eux soit supprimé. Une autre solution possible dans ce cas est
l’utilisation d’un marqueur de temps pour indiquer la période où ce joueur occupe le
rôle en question. Un rôle peut exister sans être attaché à un joueur particulier; et
évidemment, un rôle cédé par un joueur pourra être acquis par un autre joueur. Ceci
permet de satisfaire au critère (y) ci-dessous.
— (y) Un type de rôles peut être transféré d’un joueur de rôles à un autre joueur.
— (vi) Un rôle (ou type de rôles) peut être acquis ou cédé, indépendamment d’autres
rôles (ou types de rôles).
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— (vii) Les types de rôles peuvent dépendre des types relationnels. Dans notre contexte,
un type de rôles peut toujours s’attacher à un type de relations, et un joueur de rôles
doit participer à une relation instanciée de ce type de relations pour pouvoir jouer un
rôle instancié du type de rôles en question.
— (viii) Différents types de rôles peuvent partager des structures ou des comportements
communs. Ceci est supporté par le sous-typage et l’héritage entre les types de rôles.
Notre M2 autorise le sous-typage multiple et l’héritage multiple entre les types de
rôles. Il permet aussi d’expliciter qu’un type de rôles est statique ou dynamique.
— (ix) La séquence d’acquisition ou de cession des types de rôles peut représenter la
restriction. Supposons qu’un type de rôles TR1 puisse être occupé directement par un
type de rôles TR2 (ce qui est indiqué par un arc de type playedEyType de TR1 à
TR2), et que TR2 puisse être occupé directement par un type de joueurs soit T (ce qui
est indiqué par arc de type played3yType de TR2 à T), et que TR1 ne peut pas être
occupé directement par T (ce qui est indiqué par le fait qu’il n’existe aucun arc de
type playedByType associant TR1 à T). Dans ce cas, une instance de T ne peut
jouer qu’un rôle de type TR1 sous rôles de type TR2, c’est-à-dire que ce rôle est
acquis directement par un rôle de type TR2 occupé directement par l’instance de T en
question.
— (x) L’état d’un joueur de rôles peut varier dépendamment du rôle ou du type de rôles
sous lequel le joueur est adressé. Une relation peut aussi avoir des propriétés
représentant partiellement l’état de ses participants.
— (xi) Comme un type de rôles peut avoir des propriétés, les propriétés d’un joueur de
rôles peuvent être spécifiées par ses rôles des types de rôles correspondants.
— (xii) L’accès dépend du contexte. Si un joueur est accédé sous un rôle ou un type de
rôles, les propriétés propres aux autres rôles ou types de rôles du joueur sont cachés.
Notre M2 permet aussi de spécifier la visibilité d’un attribut pour un type ou celle
d’un élément dans un modèle, et il dispose de moyens pour contrôler l’accès entre
les types ainsi qu’entre les modèles.
— (xiii) Un joueur de rôles et ses rôles ont des identités distinctes.
6.2.1.5 Classification statique et classification dynamique
BesoinIvI2 9 . Ctass/ication djnamique et clair/icatioii statique
Oui. Comme nous l’avons présenté ci-haut, notre M2 permet de distinguer
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explicitement les types statiques d’objets (respectivement de rôles) et les types
dynamiques d’objets (respectivement de rôles) par leurs méta-éléments
ObjStat±queType (respectivement RoleStatiqueType) et ObjuynType
(respectivement RolenynType). Ceci permet de spécifier si un type d’objets (de rôles)
est un sous-type statique ou dynamique d’un autre type d’objets (de rôles), offrant ainsi
un support permettant de répondre au besoin «Classification dynamique et Classification
statique».
6.2.1.6 Contraintes structurelles
Besoini\12 10 Contraintes de l’antI min/max
Oui. Les contraintes dans ce groupe sont spécifiées par des arcs de type arity, tout
en respectant les structures de arity.
Besoin\Ï2 1 / . contraintes de cardinalité totale min/maxpour un jpe relationnel
Oui. Les contraintes dans ce groupe sont spécifiées par des arcs de type totalcard,
toùt en respectant les structures de totalCard.
BesoinM2 12 : Contmintes de cardinalité locale min/ maxpour un type relationnel
Oui. Les contraintes dans ce groupe sont spécifiées par des arcs de type localCard,
tout en respectant les structures de localCard.
Besoiniv[2 13 : (‘ontraintes de litération min/maxpour im type relationnel
Oui. Les contraintes dans ce groupe sont spécifiées par des arcs de type iterate,
tout en respectant les structures de iterate.
BesoinM2 14 : Contraintes de cardinalité min/max polir un mIta-lien
Otti. Concernant les métamodêles définis par notre méta-métarnodèles, les contraintes
de cardinalité rnaximale/minirnale sur la source et sur la destination pour un méta-arc
(c’est-à-dire un type relationnel au niveau méta) sont spécifiées par des arcs de type
Mcard. Pour illustration, l’exemple 20 (page 165) dans la partie de l’évaluation pratique
démontrera comment notre M2 permet de modéliser la situation du Problème 1 (page
34).
6.2.1.7 Types relationnels entre types et/ou instances
BesoinM2 15 : Tjpes relationnels entre types et/ou instances
Oui. Notre M2 pennet de représenter des types relationnels entre les types etlou les
instances. Une illustration a été présentée dans l’exemple 14 (page 130). Les illustrations
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plus complexes, concernant la modélisation des situations décrites dans le Problème 2
(page 37), seront présentées dans l’exemple 21 (page 166) et l’exemple 22 (page 167)
dans la partie portant sur notre évaluation pratique.
6.2.1.8 Représentation de modèles et de leurs liens
BesoinAI2 16 . Distintiion entre modèles de dt/7lrentes natures
Oui. La nature d’un modèle au niveau Ml est explicitée par son méta-élément au
niveau M2. De cette façon, notre M2 penriet de distinguer, parmi les modèles au niveau
Ml (Model), les structures (Structure), les contextes (Context), les modèles d’états
(Obj Cycle, RoleCycle respectivement pour les types d’objets et pour les types de
rôles), et les modèles de conditions (IfThenModel). Aussi, les modèles au niveau M2
(MMetaModel) sont les métamodèles des modèles au niveau Ml (Model).
Besoini\12 1 7 : Liens aiec les modèles
Oui. Notre M2 définit différents rnéta-arcs pour représenter les types essentiels de
liens avec les modèles. Par exemple, def In, contain servent à représenter des liens de
contenant entre un modèle et ses éléments. Le rnéta-arc extend sert à l’extension de
modèles. sem sert à représenter le lien de conformité entre un modèle au Ml et son
métarnodèle au M2. j oin, dif f, et intersection visent respectivement les
opérations de jointure, de différence, et d’intersection entre modèles; et result pour
indiquer des modèles résultant de ces opérations. infer a pour but de spécifier qu’un
modèle infère un autre modèle; et restrict pour spécifier qu’un modèle est plus
restrictif qu’m autre modèle. De plus, ce M2 dispose de méta-arcs pour représenter
d’autres rapports relatifs à des modèles au niveau Ml. Par exemple, import et
inheritModel représentent aussi les moyens permettant la réutilisation d’éléments
dans un modèle de l’extérieur; defAs est à relier un type de relations à une structure de
définition propre à ce type; cycleOf permet de relier un modèle d’états au type d’objets
ou de rôles correspondant; if et then pemn-iettent d’indiquer respectivement une règle
(Rule) le ou les modèles de préconditions (IfThenModel) et le ou les modèles de
postconditions (I f ThenMode 1).
Besoini\I2 18
. Liens entre modèles au niveau lvii
Otti. Notre M2 dispose également des rnéta-arcs pour représenter les liens entre
modèles mentionnés pour ce besoin. Effectivement, semAs a pour représenter les liens
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d’équivalence entre les modèles; viewOf pour d’indiquer les modèles représentant des
vues différentes pour un modèle (respectivement un type d’objets, un objet); transform
pour les liens de transformation entre les modèles et fuif il pour les liens qui indiquent
les règles appliquées lors d’une transfonriation entre deux modèles.
6.2.2 Évaluation pratique
Modélisation des situations présentées dans les problèmes 1 et 2
L’exemple suivant démontre comment notre M2 permet de modéliser la situation du
problème 1 (page 34).
Représentation de la situation dans le problème] (page 34) (exemple 20)
La structure du type de relations SignerContrats pettt être modélisée comme dans la
figure 169. Fournisseur, Client et Témoin peuvent être vus comme des types statiques
de rôles et être impliqués comme les acteurs dans le type de relations Si gnerContrat s, ce
qui est indiqué par les arcs de type act Type (‘disons respectivement les arcs arc1, arc2 et
ac7,).
RoleStaticType: Fournisseur
actType t; [7.3]; [i; [1..2J
H_ObjStaticType : OrganisationGouvernementI actAslype t; [7..2] I
H ObjStaticType : EntreprisePrivée IactAsType:; fO..*]; [jJ; [O..2] I
I I I
K
— ObjStaticType : Personne I actAslype :;fO.’J
I actAsType :; (0.. 1] I I
I I I I
actAsType [0..] I actAsType :;
CRelationType : SignerContrats [2..4DE-
— H_RoleStaticType : ClientactType :; (1..2]
actType :; (1.2] a.tsJY _Jo_L — — —
— ObjStaticlype : Organisation
I actAsType t; f0..J
lE —v-—— — — RoleStaticType : Avocat
actAsType:;(0..*]
RoleStaticType : Témoin ObjStaticlype : Personne
Figure 169: Structure du type de relations Sig-nerContrats
Donc, la (‘contrainte 1) est notée comme []..3J sur l’arc arc1 (qtti est de type act Type et
relie Fournisseur à Si gnerContrat s,). La (contrainte 2) est notée comme []..2J sttr l’arc
arc2 (étant de type act Type et associant Client à SignerContrats,). Et la (contrainte
3,) est notée comme [1.27 sur l’arc arc3 (étant de type actType et associant Témoin à
SignerContrats,).
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Ensuite, la (contrainte 4) est représentée comme suit: chacun des types
Organisa t i onGouvernement, En trepri sePri vée, Personne et chacun des arcs
arc1, arc2 sont reliés par tin arc de type actAsType, avec les contraintes de / ‘arité notées
comme [0.. “J chacun des types Avocat, Organisation est rattaché à l’arc arc3 par un
arc de type actAsType, avec les contraintes de l’arité notées comme [0.. J, et le type
Personne est rattaché à l’arc de type actAsType entre Avocat et arc3 par un arc de type
actAsType, avec les contraintes de l’arité notées comme [0.. *1.
Pttis, la (contrainte 5) est codée comme stcit: à l’arc arc1, respectivement,
OrganisationGouvernement est relié par un arc de type actAsType, avec les
contraintes de l’arité notées comme [1..2J, Personne est relié par un arc de type
actAsType, avec les contraintes de l’arité notées comme [0..]], EntreprisePrivée est
relié par un arc de type actAsType avec les contraintes de. 1 ‘arité notées donc comme [0.. “‘J.
Sttr l’arc arc1, les (‘contrainte 6) et (‘contrainte 7,) sont notées comme [L*]; [1..2]. Les
(‘contrainte 8) et (‘contrainte 9,) sont codées comme [1..*]; [0.2] sur l’arc de type actAsType
de EntreprisePrivée à l’arc arc1.
finalement, la (contrainte 10) sttr le nombre de 1 ‘itération de Si gnerCont rats est notée
comme [2..4J suivant le nom du type SignerContrats.
Les exemple 21 et exemple 22 ci-dessous présentent des illustrations plus complexes
concernant la modélisation des situations décrites dans le problème 2 (page 37).
Représentation de la situation 1 dans le problème 2 (‘page 37) (‘exemple 2])
Cette situation concerne la modélisation du type Fourni s seurTeximus
TémoinAvoca t Papin- Client en rapport Si gnerCon tra t s avec
FournisseurTeximus (une instance de Fournisseur) et Témoiii4vocatPapin (‘une
instance de Témoin,).
Étant donné qu ‘un rôle client petit ne pas appartenir pendant toute son existence att type
Fourni sseurTeximus- TémoinAvoca tPapin- Client, ce dernier est donc un type
dynamique de rôles, conférnie è RoleDynType. Fourni sseurTeximus
TémoinAvocatPapin-Client hérite de son parent Client le type de relations
Si gnerContrat s. Mais pltts restrictivement, à ce type de relations,
FournisseurTeximus-TémoinAvocatPapin-Client est relié par un arc de type
act Type cilors que chacune de ces instances Fourni sseurTeximus et
TémoinAvocatPapin est reliée par un arc de type act. Ceci petit être modélisé comme dans
la figtire 170 oti encore la figure 171. La structtcre de SignerContrats dans cette figure
doit respecter les contraintes attachées à ses structures mères dont la structure initiale de
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SignerContrats est décrite dans le problème 1 (‘page 34,) et illustrée dans la figure 169
(page 165). Dans cette première strttctztre, Teximus s ‘implique en tant que le joueur de
fournisseurTeximus, Papin en tant que celui de AvocatPapin, et AvocatPapin en
tant que celui de TémoinAvocatPapin.
RoleDynType: FournisseurTeximus-TémoinAvocatPapin-Client RoleStaticType: Fournisseur
subType : actlype
RoleStaticType : Client (iationType SignerContrats [2Zi’j instOf:
act:’ act:
instOf: I
RoleStaticType : Témoi} — — —
— Role : TémoinAvocatPapin Role: FournisseurTeximus
Figure 170: Représentation de la situation 1 dans le problème 2
RoleDynType : FournisseurTeximus-TémoinAvocatPapin-Client
subType : I actType
RoleStaticType : Client eIationType : SignerContrats [2..4
act: : act:
Role TémoinAvocatPain : Témoin Role: FournisseurTeximus : Fournisseur
Figure 171 : Version simplifiée de la Figure 170
Représentation de la situation 2 dans le problème 2 (page 37,) (exemple 22)
Cette situation concerne la modélisation dtt type Teximus-Papin-PersonneClient en
respectant la structure suivante (S,) de signerContrats: chaque instance de Teximus
Papin-PersonneClient doit participer salis tin rôle «client» à au moins une relation de
type SignerContrats où Teximus (taie instance de EntreprisePrivée,) est le settl
sous un rôle «fournisseur» et où la personne Papin (tme instance de Personne,) est le setti
jottetir, en tant cyu ‘avocat, sous rôles de «témoin». Une représentation de la situation est
illttstrée par la figure 172 et expliquée en détcul pal- ce qtti sttit.
Soit Teximus-Papin-Client, im sous-type de Client représentant l’ensemble de tous
les rôles client que les instances de Teximus-Papin-PersonneClient jouent dans les
relations de type SignerContrats qui sont conformes à la structure S. Dans la structure S,
Teximus-Papin-Client est relié à SignerContrats par un arc de type actType
auquel Teximus-Papin-PersonneClient est i-attaché pal- un ai-c de type actAsType
avec les contraintes de cai-dinalité totcde notées comme Comme un rôle «client» petit ne
pas appartenir durant toute son existence au type Teximus
- Papin






Figure 172: Représentation de la situation 2 dans le problème 2
Dans les reÏcttions de type SignerContrats con/brmes è la structure S, Teximus
s ‘implique comme le seul jouettr sotis i-61e «Jbttnusseur», et Papin s ‘implique comme le seul
jottetir sous rôles «témoin», en tant qu’avocat. C’est-è-dire, dans ces relations. (j,) Teximus
joue un ensemble de i-61es «fournisseur»; et (ii,) Papin jolie tUt ensemble de rôles «avocat» qui
jouent un ensemble de rôles «témoin».
L ‘ensemble des i-61es «fournisseur» mentionné dans (i,) petit avoir plusieurs membres et est
donc représenté par un type soit Fourni sseur-Teximus, un sous-type de Fournisseur.
L ‘ensemble tics rôles «avocat» mentionné dans (ii,) petit attssi avoir phtsiettrs membres et est
représenté pal- un type soit Avoca t - Papin, tilt sous-type de Avoca t. Également, l’ensemble
des rôles «témoin» mentionné clans (ii) petit avoir pitisietirs membres et est représenté par tut
type soit TémoinAvocat -Papin, un sotis-type de Témoin. Etant donné qtt ‘ttn rôle
fotcrnisseur petit ne pas appartenir totit att long de son existence ait type Fournisseur
Teximus, ce dernier est tilt pe dpnamiqtie de rôles, comforme è Roi eflynType. Pottr tille
l-aisomt similaire, TémoinAvocat -Papin et Avocat -Papin sont des types dynamiques de
l-61es, conforntes è Roi eDyn Type. Dalle, comme ce que l-eprésente la figtu-e 172, dans la
structure S:
le féit (i,) petit être codé comme stut: Fournisseur-Teximus est relié è
SignerContrats pal- un ai-c (arc) de type actType, avec les contm-aimttes de
cardinulité totale notées comme []/,‘ et Teximus est associé è arc1 par tm cil-c de type
actAs;
tilt sotis-type dynamique de Client et est colfol-lne è Roi eDyn Type.
- -
subType: I - -









actAs :_ — — —
Object: Paiin : Personne
RoleDynType TémoinAvocat-Papin J
subType :1




actType t; j LE — —
— H_Object : Teximus : EntrerrisePrivée
RoleStaticType : Témoin




— le fait (ii) pettt être codé comme suit: TémoinAvocat-Papin est relié à
SignerContrats par tin arc (arc) de type act Type, avec les contraintes de
cardinalité totale i?otées comme fj,7; Avocat -Papin est relié â arc par un arc
(arcJ de type act Type, avec les contraintes de cai-dinalité totale notées comme fj7; et
Papin est associé à arckpar un arc de type actAs.
Modélisation des situations suivant les besoins concernant les contraintes
Toute représentation de connaissances nécessite la représentation de contraintes.
Nous avons montré dans la section 6.2.1.6 (page 163) que notre M2 permet de
représenter toutes sortes de contraintes spécifiant le nombre d’instances d’un modèle
structurel. De plus, nous montrons dans cette section, comment notre M2 permet de
représenter les contraintes dont la plupart ont été uti]isées pour valider le pouvoir
d’expression du modèle uniforme des graphes conceptue]s (cf. section 5.1.3 — [55]).
6.2.2.1 Contrainte de non nullité
L’attribut pour lequel cette contrainte est spécifiée ne peut pas prendre la valeur nulle
(il doit être toujours renseigné). Notre formalisme n’autorise pas la valeur nulle. Si un
attribut est spécifié comme obligatoire pour un type (cf. la Définition 10, page 131), la
valeur concrète de cet attribut, pour une instance du type en question, doit être toujours
renseignée. Par contre, si un attribut est spécifié comme optionnel pour un type (cf. la
Définition 10, page 131), une instance de ce type peut être ajoutée ou créée même si elle
n’a pas l’attribut en question (autrement dit, même si l’attribut en question n’est pas
renseigné). Par exemple, la contrainte suivante: le numéro d’identification d’un passeport
doit être obligatoirement renseigné. Ceci signifie qu’un passeport ne peut pas être ajouté
ou créé sans que son numéro d’identification ne soit défini. Donc, l’attribut représentant
les numéros d’identification des passeports est un attribut obligatoire pour le type de
passeports (cf. la Définition 10, page 131).
6.2.2.2 Contrainte d’implication
Une contrainte d’implication est représentée par une règle de format «Si ... alors ...».
Voir l’exemple 23.
Représentation d’une règle au niveau M] (exemple 23)
Représentons la règle mentionnée clans 1 ‘exemple 6 (page 39): 51 une personne est admise à
tut progrannne de inctîtrise en informatique, alors elle a complété un baccalauréat en
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iiJàrmatique ott en mathématiqtte. Cette règle (disons Règi eAdmi sMScIn peut être
inteiprétée entièrement comme sttit. si (i) une personne (x) est admise à un programme de
maîtrise en informatique, alors (ii,) x a complété ttn baccalauréat en informatique ou (iii) x a
complété un baccalauréat en mathématique. Dans cette règle, I ‘expression «) représente la
partie de pré-conditions, et les “ii) et (ut, représentent celle de post-conditions. Tel qu ‘illttstré
dans la Figttre 1 73-(’4) (page Ï 70), 1 ‘élément Règi eAdmi sMSclnf (‘représentant la règle,) est
donc associé par un arc de type if à RègleAdmisMSclnf-Modèlelf, un modèle de
conditions contextualisant l’expression (o. Cet élément est aussi associé par des arcs de type
then à RègleAdmisMSclnf-ModèleThenl et RègleAdmisMSclnf-ModêleThen2,
clettx modèles de conditions contextualisant respectivement les expressions (‘ii,) et (‘iii,). Nous
expliqitons ci-dessous la mise en oeuvre du contenit des modèles RègleAdmisMSclnf
Modèlelf, RègleAdmisMSclnf-ModèleThenl, et RègleAdmisMSclnf
Modèl eThen2.
ObjStaticType__PersonneFtiYEe_(ReIationType_:_êtreAdmis [1..*j b!T?!ObjStaticType : ProgEtude








i IfrhriMdI : RègleAdmisMSclnf-Modèlelf:
EveryRef:x Ref:y EveryRef:z
then:
Object : x : Personne7_aEt eIation : y : êtreAdmi)E LH_Object t z t MScInf
IfThenModel t RègeAdmisMScInf-ModèIeThen1
Ref:u [Ref:v
Object : x Personne FatL ‘eIaton_$ u t comoIéte f-L_]_Object : V: Baclnf
IffhenModel : RègleAdmisMSclnf-ModèleThen2:
Ref:s Ref:t
act: obi:Object : x Personne [— — — eIation : s : comIeteE — — H Object t BacMpth
Figure 173: Exemple de contrainte d’implication
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Soient deux types statiqttes d ‘objets, Personne et ProgEt ude, qui représentent
i-especdveinent l’ensemble des personnes et celui des progi-alnmes d ‘études. La structure
illustrée dans ici figure 1 73-(1) (page 1 70) sert à spécifier qu ‘taie personne (Personne,) petit
être admise (f treAdmi s à tin programme d ‘études (ProgEt u de). Celle dans la figure 1 73-
(2) (page 170) sert à spécifier qit ‘une personne petit compléter (compléter] ttn programme
d’études. Soit trois tpes statiques d’objets, MScInf, Baclnf, et EacMath, qui représentent
respectivement I ‘ensemble de pi-ogrammes de maîtrise en infài-ntatique, celui de baccalauréat en
inrniatiqtte, et cehti de baccalauréat en lnathélnatiqtte. Ces trois types sont donc des sous—
types de ProgEtude (la figure 173-(3,), page 170,). Ils peuvent hériter de ProgEtude les
types de relations f treAdmis (‘cf la figure 173-(1], page 170) et compléter (‘cf la figtue
1 73-(2], page 170]. Les Figttre 1 73-(1), (2], (3,) (page 1 70] aident à mieux comprendre ce que
représente la Figutre 1 73-(%,) (page 1 70).
L ‘expression (j) pettt être codée comme le modèle RègleAdmisMSclnf-Modèlelf (cf
la figttre I 73-(4), page 1 70). L ‘élément x représente ttne variable désignant n ‘importe qttelle
personne (Personne] qtti est admise (étreAdmis,) à tut programme de maîtrise en
informatique (MScInf,.). L ‘élément x est donc déclaré conforme à EveryRef, ce qui est
indiqué par tut ai-c de type meta de x à EveryRef ott plus simplement pal- la formule
«EveryRef: x». Ce qtte x désigne comme taie personne (un objet instancié de Personne)
est codé d’iut façon simpflfiée par laforniude «Object : x. Personne». Soit z taie variable
cÏésigncini n ‘importe quel progranune de maîtl-ise en infbrmaticjute attqttel la personne x est
admise. L ‘élément z est aloi-s déclai-é conforme à EveryRef, ce qui est indiqtcé par tin circ de
type meta de z à EveryRef oit simplement par la formule «EveryRef: z». Le fait que z
désigne tin programme de mczîtrise en iifàrmatiq tic (‘tilt objet iitstaltcié de MScInf,) est codé
d ‘unjèçon simpflfiée pal- la formule «Obj ect : z : MScInf». La personne x et le programme
z sont reliés par tine relation de type f treAdmi s. Cette relation est désignée pal- une variable
soit y. Ceci est codé par les foi-mules «Relation. y.. f treAdmis» et «Ref: y» et pai le
.fait que x et z sont associés à cette m-dation (‘e ‘est-à-dire à y] respectivement pai utit ai-c de type
act et tut arc de type obj.
L ‘expression (ii,) pettt êtie codée comme le modèle RègleAdmisMSclnf-ModèleThenl
(cf la figtti-e 1 73-(4,), page 1 70). L ‘élément y est déclaré comme taie variable coifoi-me à Ref
(ce qtti est indiqué par ici foi-initie «Ref : V)?) et désignant tin programme de baccalcuttréat cii
informatique que Ici pet-soulte x a complété (ce qtti est indiqué pal- la formule «Obj ect : z:
Baclnf»,). La pci-sonne x et lepi-ogramme y sont ieliés par tiite relation de type compléter.
Cette i-dation est désignée pal- une variable soit u. Ceci est indiqué: par les formules
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«Relation: u: compléter» et «Ref: u», et par ce qite x, y sont associés à u
respectivement par un arc de type act et ttn arc de type obj.
D ‘une manière similaire, l’expression (iii,) petct être codée comme le modèle
RègleAdmisMSclnf-ModêleThen2 (‘cf la figure 173-(4), page 170). La variable t
désigne un programme de baccalauréat en math ématiqtte qtte la personne x a complété (ce qui
est indiqué par les formules «Ref: t» et «Object: z
.“
BacInf»,. La variable s désigne une
relation de type compléter entre la personne x et le programme t. Ceci est indiqué par les
formules «Relation: s: compléter» et «Ref: s» et par lefait que x et t sont associés à
s respectivement par un arc de type act et un arc de type obj.
Le pouvoir de représentation de règle peut aider à combler divers types de contraintes
présentés plus loin tels que la contrainte de clé unique, d’appartenance à un domaine, de
dépendance fol?ctionn elle, etc.
6.2.2.3 Contrainte de clé unique
Les instances d’un type peuvent être distinguées grâce aux valeurs d’un attribut clé du
type. Dans notre formalisme, des arcs de type ±sKey permettent d’indiquer les attributs
clés pour les types.
Par exemple, vérifions la contrainte suivante. Le numéro d’identification d’un
passeport est unique. Autrement dit, les passeports se distinguent grâce à leurs numéros
d’identification. La Figure 133 (page 134) dans l’exemple 16 (page 133) a illustré
comment spécifier que le type Passeport (représentant le type de passeports) possède
Iruméro (l’attribut représentant les numéros d’identification pour les passeports)
comme son attribut clé. Il est à noter que la contrainte est équivalente à la règle suivante:
si deux passeports sont distincts, alors leurs numéros d’identification sont différents.
6.2.2.4 Contrainte d’appartenance à un domaine
Une contrainte d’appartenance à un domaine pour un attribut (type) vise à déterminer
l’ensemble de toutes les valeurs (instances) possibles pour cet attribut (type). Ceci peut
être supporté par des modèles de définition de l’attribut (type). Des règles aident
également à déterminer l’ensemble des valeurs (instances) possibles pour un attribut
(type). Voir l’exemple 24. Il est aussi possible de recenser les valeurs (instances)
possibles pour un attribut (type). Voir l’exemple 25.
Contrainte d’appartenance à un domaine (‘exemple 24)
Soit la définition suivante qui détermine le domaine du type d’ages de personnes: (‘ci,) l’âge
d’une personne est un nombre supérieur oti égal à O et il?férieur ou égal à 130, et (b) toits les
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nombres dans l’intervalle [0..]30J appartiennent à l’ensemble d’âges de personnes. Supposons
qtte l’âge d ‘une personne soit vit comme une caractéristique de la personne et qtt ‘il soit
modélisé comme étant instancié de l’attribut ÂyePersonne. Soit Nombre un attribut
représentant l’ensemble des nitméros; âgeMinPers sonne et âgeMaxPerssonne deux
entiers étiquetés désignant l’âge minimal et / ‘âge maximal d’une personne et prenant les valeurs
O et 130. Nous présentons Ici définition dtt domaine de ÂgePersonne suivant les contraintes
(â,) et (b,).
La contrainte (a) spécifie que l’ensemble des ÂgePersonne est un sous-ensemble de celtti
des nombres dans l’intervalle [0.. 130J: (O pour toute instance x de ÂgePersonne, alors 00 x
désigne un nombre, (iii,) la valeitr de x est sttpérieure oit égale à O et iiférieure ott égale à 130.
Ceci peut être représenté par la règle Règi eÂgePersonne illustrée dans la figure 174.
Deux modèles, RègleÂgePersonne-Modèlelf et RègleÂgePersonne-ModèleThen,
con textitalisent respectivement pour cette règle la partie de pré-conditions (ce qtti est indiqué
par un arc de type if,) et celle de post-conditions (ce qui est indiqué par un arc de type then,).
Rule: RègleÂgePersonne FL lffhenModel : RègleÂgePersonne-Modèleif:




Labelledinteger: âgeMinPersonne Labelledinteger : âgeMaxPersonne
Value:_OF9_>dePefld depend:(_!i°H Value: ‘13O’
Language: ‘u’ Language: ‘u’
Figure 174: Contrainte d’appartenance à un domaine
Le modèle Règi eÂgePersonne -Modèl elf exprime l’expression (‘t,) par les formules
«EveryRef.’ x» et «Attrlnst: x. ÂgePersonne». Le modèle RègleÂgePersonne
ModèleTlien exprime les expressions (ii) et (iii,). Dans ce modèle, l’expression (iO est
représentée par la formttle «Attrlnst x. Nombre»; et l’expression (iii,) est représentée
comme suit la valeur de x est supérieure oit égale à celle de âgeMinPersonne (ce qui est
indiqué par un arc de type > = de x à âgeMinPers sonne,) et inférieure oit égale à celle de
âgeMinPerssonne (ce qui est indiqué par un arc de type <= de x à âgeMaxPerssonne,).
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Le modèle Règ-leÂgePersonne-ModèleThen pettt être représenté dans une version
simplUiée telle qu’illustrée dans la figure 1 75.
Figure 175 : Version simplifiée du modèle RègleÂgePersonne-Modèlelf
La contrainte (‘b,) spécifie que l’ensemble des nombres dans l’intervalle [0.. 130J est tu? sotts
ensemble de celui des ÂgePersonne: (t,) pour tout nombre x, (ii,) la valeur de x est supérieure
oit égale à O et imférieure ou égale à 130, alors (iii,) x devient ttne instance de ÂgePersonne.






EveryRef : x Attrlnst : x : Nombre j
> :1 :1
!i
Labelledinteger : âgeMinPersonne (Value : ‘O’ (u)) Labelledlnteger : âgeMaxPersonne (Value ‘130’(u))
lffhenModel : RègleÂgePersonneO2-ModèleThen
Attrlnst : x : AgePerspnne
Figure 176: Contrainte d’appartenance à un domaine
Pour cette règle, RègleÂgePersonneo2-Modèlelf et RègleÂgePersonneo2-
ModèleThen représentent respectivement les modèles de pré-conditions et de post-conditions.
Le modèle Règi eÂgePersonne 02 -Modêl elf exprime les expressions (i,) et (ii,).
L’expression (t,) peutt être codée par les formules «EveryRef: x» et «Attrlnst: X:
Nombre». L ‘expression nt,) peut être codée comme sttit: la valeur de x est sttpériettre ou égale à
celle de âgeMinPersonne, et inférieure oit égale à celle de âgeMinPersonne. Le modèle
Règi eÂgePersonne 02 -Modèle Then exprime l’expression (‘iii,) simplement par la formule
«Attrlnst: x : ÂgePersonne».
Contrainte d’appartenance à un domaine lister les instances d’un type (exemple 25)
Représentons par exemple, toto, tata, tutu, et Jean, toutes les instances de
PersonneGroupel (cf l’exemple 48, page iii-17, Annexe HI,). Alors (a) toto, tata, tutu,
lfThenModel : RègleÂgePersonne-ModèleThen
Attrlnst : x : Nombre
> 1 :1
Labelledinteger: âgeMinPersonne (Value: ‘O’ (u)) Labelledinteger: âgeMaxPersonne (Value : ‘130’ (u))
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et Jean sont les instances de PersonneGroupel, et (‘b,) PersonneGroupel n’a pas
d’instance atttre que toto, tata, tutu, et Jean. L’expression (‘a, est exprimée par les
assertions qite toto, tata, tutu, et Jean sont les instances de Pers onneGroupel. Quant
à l’expression (b,, elle peut être exprimée par la règle Règi ePersonneGroupel illustrée
dans la figure 177. si x désigne n’importe qitelle instance de PersonneGroupel, x doit être
un des membres de ListePersonneGroupel, ttne liste dont tous les membres sont toto,
tata, tutuet Jean..
Rule: RèglePersonneGroupel_F’L_ IfthenModel : RèglePersonneGroupel-Modèleif:
then:: EveryRef: x Object: x : PersonneGroupel
y




Object : toto Object : tata Object : tutu Object: Jean
Figure 177: Contrainte d’appartenance à un domaine - lister les instances d’un type
6.2.2.5 Contrainte de restriction de domaine
Une contrainte de restriction de domaine vise à déterminer l’ensemble des valeurs
(instances) possibles pour un attribut (type). C’est un cas particulier de contrainte
d’appartenance à un domaine (cf. la section 6.2.2.4, page 172). Voir l’exemple 26.
Contrainte de restriction de domaine (‘exemple 26)
Continuons l’exemple 24 (‘page 172). Soit la contrainte stdvante: potcr toute personne âgée,
son âge est supérieur ott égal à 60 ans. Rappelons qtte Personne est le type représentant
l’ensemble de totttes les personnes, que PersonneÂgée est le type de personnes âgées, et que
ÂgePersonne est l’attribut représentant le type d ‘âges de personnes qui caractérise
Personne. La contrainte peut être représentée par la règle RègleÂgePersonneÂgée dans
la figure 178 avec 1 ‘inteiprétation suivante:. (O pour tout x ttne personne âgée et (it,)pottr tout y
l’âge de x, alors (iiO la valeur de y est supérieure ou égale à 60.
Le modèle de pré-conditions Rêgi eÂgePersonneÂgée -Modèl elf de la règle exprime
les expressions (O et (‘ii,). L’expression (t,) est représentée par les formules «EveryRef: x»,
«Object. x. Personne», et par un arc de type instOf de x à PersonneÂgée.
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L’expression (‘ii,) est représentée par les Jbrmtdes «EveryRef: y» et «Attrlnst :
ÂgePersonne», et par un arc de type chrc de y à x. Le modèle de post-conditions
Règi eÂgePersonneÂgée -Modèl eThen tic la règle exprime l’expression (iii,) comme suit:
la valettr de y est supérieure ott égaie à celle tic âgeMinPersonneÂgée (ce qui est indiqué
par un arc de type >= dc y à âgeMinPersonneÂgée,). Et âgeMinPersonneÂgée
représente un entier étiqueté désignant l’âge minimal d’une personne âgée et prend la valeur 60.
Ru le: RègleÂgePersonneÂgée_F-’!—] IffhenModel : RègleÂgePersonneÂgée-Modèleif:
EveryRef:x Ref:y
then :1






Attrlnst: y : AgePersonne
>:
Labelledinteger: âgeMinPersonneÂgée (Value : ‘60 (u))
Figure 178: Contrainte de restriction de domaine
6.2.2.6 Contrainte de dépendance fonctionnelle
Soit R un type de relations entre deux types x et . Dans le cadre d’une structure de R,
il y a une dépendance fonctionnelle X R > si pour toute paire t et t, instances de
R, nous avons: t1 [xi = t [X] = t [Y] = t [Y]. Autrement dit, X détermine Y si toute
instance de X correspond à une et une seule instance de Y [57].
Nous avons donc la définition étendue suivante pour le cas d’un type de relations n-
aire. Soit R un type de relations entre les types X1, x2, ..., x et Y. Disons X un ensemble
de types, X = {x1, X2,
... Xm}. Dans le cadre d’une structure de R, il y a une dépendance
fonctionnelle X R >Y si pour toute paire t et t, instances de R, nous avons: t [X] =
t [XI (c’est-à-dire pour chaque k=1, 2, ..., rn: t [XkJ = t [Xj) ‘‘ t1 [Y] = t [Y]
Autrement dit, l’ensemble X des types X1, X2, ..., et Xm détermine Y si toute instance de X
correspond à une et une seule instance de Y.
Notre formalisme permet d’exprimer cette contrainte de dépendance fonctionnelle par
le fait que dans la structure de R, la cardinalité locale minimale et maximale pour Y
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prennent la valeur 1. Voir l’exemple 27.
Contrainte de dépendance fonctionnelle (‘exemple 27)
Étudions l’exemple suivant. Une/ôis embauchée par taie organisation, une personne y jouera
un rôle «employé» attqttel correspond un profil d ‘employé. Notts pouvons dire qtte chaque profil
d’employé (ProfilEmployé) appartient à (‘appartenir-à,) un seul rôle employé
(Empl oyé), ce qui peut être représenté par une structure illustrée dans ta figure 179.
Employé et ProfilEmployé représentent l’ensemble des employés et des profils
d’employés, appartenir-à représente le type de relations d’appcirtenance entre les profils
d’employé (ProfilEmployé,) et les rôles employé (Employé). Dans cette structure de
appartenir - à:
— ProfilEmployé est l’acteur de l’action (ce qtti est indiqtté par tin arc de type
a c t Type,);
— Employé est l’objet de l’action (ce qtti est indiqtté par un arc de type obj Type,);
— tin ProfilEmpl oyé particte à des relcttions de type appartenir-à avec tin seul
Employé (ce qui est indiqué par ce qute les cardinalités locales minimale et maximale pour
Employé dont la valeur est 1, notées comme [1..]] sur l’arc de type obj Type de
Employé à appartenir-à).
ObjStaticType : ProfilEmployé Fa.EtLz .?.(,eIationType appartenira)E- -bjjH_RoleStaticType : Employé
Figure 179: Contrainte de dépendance fonctionnelle
6.2.2.7 Contrainte de dépendance fonctionnelle inter-relations
Soit s un ensemble non vide de types de relations, s (R1, R2, ..., R); pour chaque
k=l, 2,
...,
p, Rk un type de relations entre deux types X et Y. Il y a une dépendance
fonctionnelle inter-relations X S > Y si ‘V’ R1 e S, R e S, nous avons: t, instance
de R1, et V t1, instances de R1, t [X] = t [X] =‘ t [Y] = t [Y]. Autrement dit, pour
toute paire R1 et R1 dans s, lorsque l’instance de X dans une instance de R1 est égale à
celle dans une instance de R1, les instances correspondantes de Y sont égales [57].
La définition suivante est étendue pour le cas de types de relations n-aires. Soit s un
ensemble non vide de types de relations, s = (R1, R2, ..., R); et pour chaque k=1, 2,
p, Rk un type de relations entre les types X1, X2, ..., x1, et Y. Disons X un ensemble de
types, X = {x1, X2, ..., x}. Il y a une dépendance fonctionnelle inter relations X S >
si V R e s, V R] e s, nous avons : ‘V’ t, instance de R1, et V t, instances de R1,
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t1 [xi = t [X] (c’est-à-dire pour chaque k=l, 2, ..., m: t1 [Xl = t [XJ)
t [Y] =t [Y]. Autrement dit, pour toute paire R. et R dans s, lorsque l’instance de X
(c’est-à-dire l’ensemble des éléments: l’instance de x1, celle de X2, ..., et celle de Xm)
dans une instance de R1 est égale à celle dans une instance de R1, les instances
correspondantes de Y sont égales.
Il est à noter qu’une instance de x peut participer à une instance de R1 (ou R2) mais
peut ne participer à aucune instance de R (ou R).
L’exemple 28 présente un exemple du cas.
Contrainte de dépendance fonctionnelle in ter-relations (exemple 28)
Soit une contrainte de dépendance fonctionnelle inter-relations représentée par la règle
suivante: si fi) tin rôle employé dirige tin département et travaille dans un département, alors (ii,)
ces cieux départements doivent être le même. Autrement dit, un rôle employé ne peut pcts diriger
un ciépctrtement et travailler cicins un autre département. Évidement dans ce cas, un rôle
«employé» peut diriger tin département mctis ne travailler dans aucun département, OU il pettt
travaille,- clans un département mais ne diriger aucun département. La règle (‘disons
RègleEmployéOl) représentant Ici contrainte petit être codée telle qu ‘illustrée dans la Figure
18O-(3.
(1)
LRolestaticType : Employé [_i .elationType :travaiHerdansf.b!T!?!ObjStaticType Dépt




EveryRef:x EveryRef:y EveryRef:z Ref:uI jRef:v
act: - - obi: -
then
Role : x : Emplove f-
—
—
elation t u : dIrIge»
—
— —_Object: y : Dept
Role: x : Employé fa.EtL elation_t y t travailler-dans> L]_Object : z: Dépt
lffhenModel : RègleEmployéol-ModèleThen:
=
Figure $ Contrainte de dépendance fonctionnelle inter-re’ations
Dans cette figure, l’élément RègleEmployéOl est associé par un ai-c de type if et par un
ai-c de type then respectivement à RèglesmployéOl -Modèlelf et à
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Règi eEmpl oyé 01 - Modèle Then, deux modèles de conditions con textualisant
respectivement les expressions (‘x) et (ii,). Notts expliquons ci-dessous la mise en oeuvre du
contenu des modèles RègleEmployéol-Modèlelf et RègleEmployéol
Modèl eThen.
Soit Employé, tin type statique de rôles qui représente 1 ‘ensemble de rôles «employé»; et
Dépt, un type statiqtte d ‘objets qtti représente l’ensemble des départements. La structure
illustrée dans la Figure ]80-(J) a potir but de spécifier qit ‘un rôle «employé» (Employé,) peut
travailler clans (travailler-dans) un département (Dépt,). Et celle dans la Figure 180-(2,)
o pour but de spécfler qtt ‘un rôle «employé» peut diriger (diriger) un département. Ces
structures permettent d’expliquer des modèles de relations dans la Figure ]80-(3f
Selon le modèle RègleEmployéol -Modèlelf (éf la Figure 180-(3» qui exprime
I ‘expression if), I ‘élément x représente une variable désignant n ‘importe quel rôle employé
(Employé), et les éléments y et z représentent dettx variables désignant chacune n ‘importe
quel département de telle sorte qtte.
— (‘il) le rôle employé x dirige le département y (ce qui est indiqué par une relation
(‘désignée par une variable soit u,) de type diriger entre x et y,);
—
(j.?,) le rôle employé x travaille dans le département z (ce quti est indiqué par une relation
(désignée par une variable soit y) de type travailler-dans entre x et z).
L ‘expression (if) appliquée à ce cas est intemprétée par le fait qute y et z sont les mêmes. Ceci
est indiqué par tin arc de type == de y et z, comme représenté par le modèle
RègleEmployéol -ModèleThen (cf la Figutre ]80-(3».
6.2.2.8 Contrainte de dépendance d’inclusion
Soient R1, R2 deux types de relations. Soient T1, T2 deux types liés respectivement à
R1 et à R2. Il y a une dépendance d’inclusion de T2 à T1 lorsque tout élément qui participe
à une relation de type R2 en tant qu’instance de T2 avec un ensemble d’éléments (E doit
participer à une relation de type R1 en tant qù’instance de T1 avec ce même ensemble
d’éléments (E). Autrement dit, pour le même ensemble d’éléments (E), l’ensemble des
éléments dont chacun participe à une relation de type R2 en tant qu’instance de T2 avec E,
est un sous-ensemble de l’ensemble des éléments dont chacun participe à une relation de
type R1 en tant qu’instance de T1 avec E. Dans notre formalisme, les arcs de type subset
penriettent de spécifier les contraintes de sous-ensemble ou de dépendance d’inclusion
(cf. la Règle 36, Annexe IV). Voir l’exemple 29.
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Contrainte de dépendance d’inclttsion (exemple 29)
Examinons la situation suivcinte. Une structttre (s2) de travailler-dans, telle
qu’illustrée dans ici Figttre ]80-(]), spécfie qu ‘tin rôle «employé» (Employé) peut travailler
dans (travailler—dans,) un département (Dépt). Une strttctttre (S2,) de diriger, telle
qtt ‘illustrée dans ici figure 180-(2,), spécifie qu ‘tin rôle «employé» petit diriger (diriger) un
département. Soit la contrainte de dépendance d’inclusion stuvante. tin rôle «employé» ne dirige
qtte ies départements dans lesqttels il travaille. Cette contrainte petit être représentée par la
règle stilvante: si un rôle employé dirige un département, aloi-s il doit travailler dans ce
département. Cette règle (RègleEmployéo2,) pettt être modélisée comme dans la Figtcre 18]
avec cette inteiprétation: pour tout x tin rôle employé et pour tout y ttn département, s’il existe
u ttne relation de type diriger de x à y, aloi-s il existe y une relation de type travailler-
dans de x à y. Far ailleurs, la contrainte peut être spécflée simplement comme dans la Figure
182. L ‘ai-c de type obj Type de Dépt à diriger (‘dans S2) est relié par un arc de type
subset à l’ai-c de type obj Type de Dépt à travailler-dans (dans 52).
Ru le: RègleEmployéO2
I ‘if:
then : ltThenModel : RègleEmployéO2-Modèlelf:
I EveryRef:x EveryRef:y jRef:u
Role : x : EmDloyé Fact.elation_: u : diripeLH Object : y: Dépt
IfthenModel : RègleEmployéO2-ModèleThen:
Ref: v Role : x : Emrlové FatL «elation_: y : travaiIIer-danÉ
-—]_Object : y: Dépt
Figure 181: Contrainte de dépendance d’inclusion sous forme d’une règle
RoleStaticType : Employé FaT e_elationType_: travaiIlerdans}!J!!.HObjStaticType: Dépt
subset
RoleStaticType : Employé _>(‘\eIationType : dirige—_LObjStaticType: Dépti
Figure 182: Contrainte de dépendance d’inclusion
6.2.2.9 Contrainte d’exclusivité
Dans notre formalisme, une contrainte d’exclusivité (cf. la Définition 11) ou celle sur
les types de rôles (cf. la Définition 12) peut être représentée par l’utilisation de
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l’opérateur xor. L’exemple 30 et l’exemple 31 en présentent deux illustrations.
D7inition ii: Contrainte d’exc/usipité
Soit deux types de relations R1, R2 dont chacun est défini entre un ensemble de types,
x= {x1, x2, ..., x}.
Une contrainte d’exclusivité entre R et R2 s’exprime comme suit : t1, instance de
R1, et V t2. instance de R2 t [X] t2 [X] (c’est-à-dire il existe un k: I k n,
t1 [Xv] t2 [XkJ ).
Autrement dit, V t1, instance de R1, l’ensemble des instances t [X]
= { t1 [Xi],
t1 [X2], ..., t1 [X] } ne participent à aucune relation de type R2; et réciproquement,
V t2, instance de R2, l’ensemble des instances t2 [XI = {t2 [X1] , t2 [X2] , ..., t2 [X] }
ne participent à aucune relation de type R1.
Dtfinition 11? : Contrainte d’exïliisit’itépour mi tjpe sur des jes de rôles
Soit n types de rôles TR1, TR2, ..., TR; et T un type de joueurs commun pour les
types de rôles TR1, TR2, ..., TR. Une contrainte d’exclusivité pour T sur TR1, TR2,
TR exprime que si une instance de T joue un ou des rôles instanciés d’un parn’Ii
les types TR1, TR2, ..., TR, elle ne joue aucun rôle instancié d’un autre type parmi
ces derniers types. Comme un type de rôles peut s’engager à des types de relations,
la contrainte en question signifie aussi que: si une instance de T s’implique dans une
relation sous un rôle instancié d’un parmi les types TR1, TR2, ..., TR, elle ne
s’implique dans aucune relation sous un rôle instancié d’un autre type parmi ces
derniers.
Con train te d’exclusivité (exemple 30)
Soit la contrainte suivante à représenter: un rôle lecteur (Lecteur) ne pettt pas à la fois
réserver (réserver,) et emprunter (emprunter) le même livre (Livre). La contrainte peut
être exprimée telle qtt’illustrée dans la figure 123. Les cieux types de relations réserver et
emprunter sont liés par un arc de type xor. Cette contrainte petit également être exprimée en
appliquant la structure de xor entre les modèles de conditions, tel que représentée à la Figure
184. Dans cette figure, dettx modèles de conditions, Modèlel et Modèle2, sont associés par
un arc de type xor ce qtti exprime la clatise (Modèlel xor Modè1e2, et est contextualisé
par Modèl elxorModèl e2, tin modèle désigné par im élément coiforme à Mode 1 et non à
IfThenModel. C’est-à-dire, la classe (Modèle 1 xor Modèle2,,) est évaluée à vrai.
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Autrement dit on a soit Modèlel soit Modèle2 vrai. Le Modèlel exprime l’expression (‘id:
pour tottt x tin rôle lecteur, pottr tottt y un livre, x réserve y (ce qui est indiqué pcxr une relation
de type réserver entre x et y,). Le Modèlel exprime l’expression (ii: x emprunte y (ce qui
est indiqué par une relation de type emprunter entre x et y). Alors la clause (Modèlel xor
Modèl e2) pettt être inteiprétée comme suit. pour tout x un rôle lecteur, pour lotit y un livre,
soit (x réserve y,) soit (x emprunte y,). Ceci inteiprète donc bien la contrainte à repéésen ter.
actType: objType:RoleStaticType : Lecteur
— — —




RoleStaticType: Lecteur_Fatj eIationType : emprun objType H_ObjStaticType : Livre




Role : x : Lecteur tat -(Jeiation : u: réserver)
---j_Object : y: Livre
xor : I
IffhenModel : Modèle2:
Ref: v Role : X: Lecteur «eIation_: V: emprun
‘H_Object : y: Livre
Figure 184: Contrainte d’exclusivité sous forme d’une règle
Contrainte d’exclusivité pour un type sur types de rôles (‘exemple 31)
Soit la contrainte d’exclusivité suivcmte pour un type sur types de rôles une personne
(Personne,) ne peut pas jouer à la fois un rôle «avocat» (Avocat, et un rôle «procureur»
(Procureur), même si ce n’est pas dans le même procès. Cette contrainte signifie atissi qtt’ttne
personne qui participe à taie relation en tant qu ‘avoccit (ott en tant que procureur, ne petit
particloer à aucune relation en tant que procureur (oti en tcmt qui ‘avocat,). La contrainte petit
être exprimée telle qu’illustrée à la figure 185. L ‘arc de type playedByType de Avocat à
Personne et cehti de Procureur à Personne sont associés par tin arc de type xor. Voir










Figure 185: Contrainte d’exclusivité pour un type sur types de rôles
6.2.2.10 Contrainte d’exclusion
Dans notre formalisme, une contrainte d’exclusion sur les types de relations (cf. la
Définition 13) ou celle sur les types de rôles (cf. la Définition 14) est représentée par
l’utilisation de l’opérateur xor. Voir l’exemple 32 et l’exemple 33.
D’/inition 13 ontraiiite d’exctusiou sut types de relations
Soit n types de relations R1, R2, ..., R, et un type T commun impliqué dans R1, R2,
R. Une contrainte d’exclusion pour T sur R1, R2,
..., R, dans les structures de R1,
R2,
..., R exprime que : si une instance de T participe à une ou des relations
instanciées d’un parmi les types de relations
,
R2, ..., R, elle ne participe à aucune
relation instanciée d’un autre type parmi ces derniers.
De7inition 14 : o,it,ziinte d’exclusion sur types de rêles
— Soit deux types dc rôles TR1 et TR2; et Tun type de joueurs commun pour les types
dc rôles TR1 et TR2 impliqués dans un type de relations R. Une contrainte
d’exclusion pour T sur TR1 et TR2 dans une structure de R exprime que: si une
instance de T s’implique dans une relation de type R sous un rôle instancié d’un
parmi les types TR1 et TR2, elle ne s’implique pas dans cette relation sous rôle
instancié d’un autre type panrii ces derniers.
— Soit deux types de rôles TR1 et TR2; et T un type de joueurs commun pour les types
de rôles TR1 et TR2 impliqués respectivement dans des types de relations R1 et R2.
Une contrainte d’exclusion pour T sur TR1 et TR2, respectivement dans les
structures des types de relations R1 et R2, exprime que: si une instance de T joue un
ou des rôles de type TR1 (ou TR2) dans une relation de type R1 (ou R2), elle ne
s’implique dans aucune relation de type R2 (ou R1), sous rôles de type TR2 (ou TR1).
Contrainte d’exclusion sur les t’pes de relcitions (exemple 32,)
La figure 186 illustre une représentation de la contrainte d’exclusion sttr les types de
relcitions. un rôle employé (Employé,) ne petit pas simultanément diriger (diriger) une
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organisation gouvernementale (Organisa t i onGouvernemen t,) et travailler dans
(travailler
- dans) une entreprise privée (En t repri sePri vée,). Dans cette figure, l’arc
de type act Type de Employé à diriger et celui de Employé à travailler-dans sont
associés par un arc de type xor.
RoleStaticType Employé F .e_(RelationType 2 diriger) i!?!’H ObjStaticType : OrganisationGouvernement
xor:
RoleStaticType : Employé — — .(elationType travailler-dansE obi P° H ObjStaticType : EntreprisePrivéeactTypo:
Figure 186 : Contrainte d’exclusion sur les types de relations
Contrainte d’exclusion pour un pe sur types de rôles (exemple 33,)
Soit la contrainte d’exclusion suivante pour tin type stcr types de rôles: une personne
(Personne) ne petit pas jouer à la fois tin rôle avocat (Avocat,) et tin rôle procuiretir
(Procureur) dans le même procès (Procès,). Dans ce cas, il est à sotdigner qu’une personne
pettt jouer à la fbis un rôle «avocat» (Avocat,) et tin rôle «procuretir» (Procureur), tel






RoleStaticType: Procureur j- —
Figure 187: Personne et les rôles
Alors, la contrainte petit être exprimée comme en témoigne la figure 188.






“ (RelationType : ParticiPeràj
‘ xor:
ObjStaticType : Personne




Figure 188: Contrainte d’exclusion sur les types de rôles
Cette figure décrit taie strticttire de participer-à, un type de relations qui implique les
types de rôles Avocat et Procureur comme dettx acteurs de l’action (ce qtn est indiqué par
des arcs de type act Type) et qtu impliqtte le type d’objets Procès comme l’objet de l’action
(ce qui est indiqué par un arc de type obi Type,). Dans cette structure de participer-à, les
types de rôles Avocat et Procureur sont jotiés par le type Personne, ce qui est indquié
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par des arcs de type actAsType. Ces dettx cires de type actAsType sont associés par un arc
de type xor, ce qui exprime la contrainte d’exclusion à représenter.
6.2.2.11 Contrainte de contexte
Une contrainte de contexte représente une dépendance fonctionnelle entre deux
modèles. Voir l’exemple 34.
Contrainte de contexte (‘exemple 34,)
Soit la contrainte de contexte suivante. si (‘t,) un rôle employé travaille dans un département
appartenant à une organisation, alors (‘ii,) ce rôle travaille pour un rôle employeur joué par cette
organisation. La contrainte peut être représentée par la règle RègleContexteEmpl oyé
(voir la Figure 189).
Rule: RègleContexteEmployé
I I jf
then :1 lffhenModel : RègleContexteEmployé-Modèlelf:
EveryRef:x EveryRef:y EveryRef:z Ref:u Ref:v
Role : x: Employé tat elation: u : travpilIer-dan _Object : y: Dét
Object : y: Dépt FatL





I playedBy: I . -Role :s : Employeur _Object : z: Organisation
Role : X: EmpIoye}a.Et_ .Q?elation_: t : travailler-our)É .LJ_Role : s : Employeur
Figure 189: Contrainte de contexte
Le modèle R ègl e Con t ext eEmpl oyé - ModèleIf représente la partie de pré-conditions
de la règle. Il exprime l’expression (‘1,) comme suit. pour tout rôle employé x, pour tout
département y, et pour toute organisation z de telle soi-te qtte ces conditions soient satisfrzites:
— (‘il,) le rôle employé x travaille dans (travailler-dans, le département y. Ceci est
indiqué par une relation (‘désignée par une variable soit u,) de type travai 11 er - dans
entre x et y.
— (i2) le département y appartient à (appartenir-à,) l’organisation z. Ceci est indiqué
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par une relation (‘désignée par une variable soit y) de type appartenir-à entre y et z.
Le modèle RègleContexteEmployé-ModèleThen représente la partie de post
conditions de la règle. Il exprime 1 ‘expression (ii,) par les conditions suivantes:
— (ii]) il existe s tin rôle employeur joué par l’organisation z. Ceci est indiqué par un arc
de type playedByde s à z.
— (ii2) le rôle employé x travaille pour (travailler-pour,) le rôle employeur s. Ceci
est indiqué par une relation (‘désignée par une variable soit y) de type travailler-
pour entre x et s.
6.2.2.12 Contrainte de migration
Toute contrainte de migration est liée à l’évolution des données et au mécanisme
permettant de faire migrer dynamiquement un élément instancié directement d’un type
vers des types plus représentatifs/pertinents, tout en respectant la définition de ces
derniers.
Une contrainte de migration est donc exprimée par les modèles de définition des
types impliqués. Par exemple, le modèle illustré à la Figure 170 (page 167) ou bien à la
Figure 171 (page 167) (cf. l’exemple 21, page 166) exprime la définition du type
FournisseurTeximus-TémoinAvocatPapin-Client. Ce type est un sous-type de
Client. Il regroupe tous les rôles client dont chacun doit participer à au moins une
relation instanciée de SignerContrats où FournisseurTeximus est le seul rôle
•Jbïtrnisseïtr et où TémoinAvocatPapin est le seul rôle témoin (cf. la situation 1 du
Problème 2, page 37).
De plus, le pouvoir de représenter les cycles d’états pour les types d’objets (ou de
rôles) permet d’exprimer l’ordre de l’évolution. Par exemple, un adolescent
(Adolescent) devient adulte (Adulte) et non l’inverse (ce qui est indiqué par un arc
de type prevOf de Adolescent à Adulte, tel qu’illustré à la Figure 150 (page 144) de
l’exemple 19 (page 143)).
Également, des critères s’appliquant au changement d’états d’un type peuvent être
exprimés. L’exemple 35 présente un exemple du cas.
Contrainte de migration
— critère de transition entre les t.’pes (exemple 35,)
Soit le critère suivant: «une personne adolescente (Adolescent) devient adulte (Adul te)
à l’âge de 18» ou bien «toute personne passe dit groupe d’adolescents au grotipe d’adttltes
lorsque qu ‘elle atteint l’âge de 18 ans». Ceci petit être illustré tel que dans la figure 190. Le
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passage d’une instance dit type dynamique Adolescent vers Adulte est activé suivant la
règle RègleAdolescentversAdulte (ce qui est indiqué par ttn arc de type fulLil qui
associe â RêgleAdolescentVersAdulte l’arc de type prevOf de Adolescent à
Adulte). La règle RègleAdolescentVersAdulte spécifie qtte: (il) pottr toute personne
(désignée par x), si (‘i2,) elle est dit groupe d ‘adolescents et (i3) son âge (‘désignée par y,) atteint










Object: X: Personne Attrlnst : y : ApePersonne
instOf:
ObjDynType : AdoIescent




Object: x : Personne [- )J ObjDynType : Adulte
Figure 190: Contrainte de migration — critère de transition entre les types
La partie de pré-conditions de la règle RêgleAdolescentVersAdulte est
contextutalisée par le modèle Règl eAdol es cent VersAdul t e -Modèl elf. Dans ce
modèle: l’expression (il) est inteiprétée par les formules «EveryRef: x» et «Obj ect:
Personne»; l’expression (i2) par un arc de type instOf de x à Adolescent; l’expression
(i3,) par les formules «Ref: y» et «Attrlnst: y: ÂgePersonne» et par tin arc de type =
de y à âgeMinAdul te, et âgeMinAdui te représente utn entier étiqtteté qtti désigne / ‘âge
minimal pour un adutite et prend la valeur 18.
Le modèle Régi eAdoi escen t VersAdui t e -Modèl eThen contextttalise la partie de
post-conditions de la règle, et inteiprète l’expression (ii,) par un arc de type instOf de x à
Adul te. Évidemment, une fois que la personne x est vite comme une instance de Adul te, elle
n ‘appartient plus ait type Adolescent.
6.2.2.13 Contrainte de couverture
Une contrainte dc couverture exprirnc le fait que les sous-types représentent toutes les
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alternatives pour le type parent dans le sens que l’ensemble des instances du type parent
est l’union des ensembles des instances de ses sous-types. Par exemple, un rôle employé
doit être un rôle «employé temporaire» ou «employé permanent».
Notre formalisme permet d’exprimer une contrainte de couverture sous forme d’une
règle «Si ... alors ...» dont la partie pré-condition (ou post-condition) peut être la
combinaison de type «ou» logique des modèles de conditions. Voir l’exemple 36.
Concernant les cycles d’états pour les types d’objets (ou de rôles) en particulier, les
sous-types dynamiques d’un type parent qui forment un cycle d’états pour ce type parent
peuvent donc être vus comme toutes les alternatives pour ce dernier. Alors le pouvoir de
représenter des cycles d’états pour les types d’objets (ou de rôles) avec notre formalisme
représente également une possibilité pour exprimer des contraintes de couverture. Voir
la section 9 (page iii-34, Annexe III) pour plus de détails et d’illustrations.
Contrainte de couverture (exemple 36)
Soit la contrainte de couverture suivante un i-61e employé doit être un rôle «employé
tentporaire» ou «entplové permanent». Cette contrainte peut être représenté par une règle telle
que Règle Couvert ureEmpl oyé dans la figure 191, avec / ‘intelprétation suivante: (t) pottr
lotit x tut rôle employé (Employé), (iij) x doit être un rôle «employé temporaire» (TempEmp,)
oti (iii) x doit être un rôle «employé permanent» (PermEmp,).
Figure 191: Contrainte de couverture
L ‘élément RègleCouvertureEmployé (représentant ici règle en question) est donc
cissocié pal- un ai-c de type if à RègleCouvertureEmployé-Modèlelf, tilt modèle de
conditions con textualisant / ‘expression (i,. Cet élément est ctussi associé par des arcs de type
then à RègleAdmisMSclnf-ModèleThenl et RègleAdmisMSclnf-ModèleThen2,
ltThenModel : RègleCouvertureEmployé-ModèleThen2:
instOf:
Role : x: Employé j- RoleDynType : PermEmp
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deux modèles de conditions con textualisant respectivement les expressions (ii et (iii,). Nous
expliquons ci-dessous Ici mise en oeuvre dtt contenu des modèles RègleAdmisMSclnf
Modèlelf, RègleAdmisMSclnf-ModèleThenl et RègleAdmisMSclnf
Modèl eThen2.
Le modèle RègleCouvertureEmployé-Modèlelf contextualise la partie de pré-
conditions de la règle RègleCouvertureEmployé et exprime l’expression (I,) par les
formules «EveryRef: x» et «Role: x: Employé». RègleCouvertureEmployé est
donc associé à ce modèle par un arc de type if.
Le modèle Règi eCouvertureEmpl oyé -Modèl eTheni exprime l’expression (ii,) par
tin arc de type instOf de x à TempEmp. Et le modèle RègleCouvert ureEmpl oyé
ModèleThen2 exprime l’expression (iii,) par un arc de type instOf de x à PermEmp. Ces
deux modèles représentent, dans la règle RègieCouvertureEmployé, les modèles depost
conditions alternatifs. RègleCouvertureEmpl oyé est donc associé à ces deux modèles par
des arcs de type then..
6.2.2.14 Contrainte de disjonction
Une contrainte de disjonction entre les types exprime le fait que ces types sont
disjoints, en ce sens qu’aucun élément n’est à la fois une instance de deux parmi ces
types. La contrainte peut être représentée sous fonne d’une règle. L’exemple 37 présente
une illustration. En particulier, les sous-types d’un type parent qui forment un cycle
d’états pour ce type parent sont considérés comme des sous-types dynamiques, disjoints
et complets du type parent. Donc le pouvoir de représenter des cycles d’états pour des
types d’objets (ou de rôles) signifie également un moyen dans notre formalisme pour
exprimer des contraintes de disjonction. Voir la section 9 (page iii-34, Annexe III) pour
plus de détails.
Contrainte de disjonction (exemple 37)
Soit la contrainte de disjonction suivante: le type de rôles «employé temporaire» et celtci de
«employé permnamtemtt» sont disjoints. Cette contrainte petit être exprimée par la règle
Règl eDi sj onct i onEmpl oyé, illustrée à la figure 192. Cette règle se traduit comnmne suit:
(il) pour tout x un rôle «employé temporaire» (TempEmp,) et (z2,) pour tout y un rôle toemnpioyé
pem-nuanent» (PermEmp.), (ii x et y ne doivent pas représenter le même élément.
Le modèle RègleDisjonctionEmployé-Modèlelf comttextttalise la partie de pré-
conditions de la règle Règi eDi sj onc t i onEmpi oyé (ce qui est indiqué par un arc de type
if,). Ce modèle exprime l’expression (il) par les fàrmntdes «EveryRef: x» et «Roi e:
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TempEmp», et l’expression (12) pctr les Jèrnudes «EveryRef: y» et «Roi e y: PermEmp».
Le modèle RègleCouvertureEmpioyé-ModèleThen contextualise la partie de post
conditions de la règle Règi eDisjonctionEmpi oyé (ce qui est indiqué pal- un arc de type
then,. II représente l’expression (ii) par un arc de type I = de x è y.
Rule : RègleDisjonctionEmployé j— IfthenModel : RègleDisjonctionEmployé-Modèlelf:
EveryRef: x EveryRef:
then :
Role : x : TemPEmP Role : y: PermEmp
lfthenModel : RègleDisjonctionEmployé-ModèleThen:
>jj
Figure 192: Contrainte de disjonction
6.2.2.15 Contrainte d’implication d’informations négatives
Une contrainte d’implication d’informations négatives est liée à la représentation de
phrases sous forme négative. Sa représentation avec notre formalisme se fait par
l’utilisation de l’opérateur flot. Un exemple du cas est présenté dans l’exemple 38.
Contrainte d’implication d’infèrmations négatives (exemple 38)
Représentons pcir exemple la contrainte suivante: aucune salle de réunion ne se situe au
9ème étage. Soient les suppositions suivantes: SaileRéunion et Étage sont dets’x types
statiques cl ‘objets qui représentent respectivement / ‘ensemble de salles de réunion et cehti des
étages. La strttctttre illustrée è la figure 193-(1) spécifie qtt ‘une salle de réunion
(SaileRéunion,) se situe è (se-situer-à,) un étage (Étage,). La figure 193-(2) spécfle
que le type de relations ne-pas-se-situer-à exprime la négation de se-situer-à.
La contrainte est éqtdvalente è la règle «Tottte salle de réunion ne se sittte pas cité
étage». Elle petit étre repi-ésentée par la règle Régi eSaileRéuni on, illustrée è la Figure
]93—(3,) avec cette inteiprétation: (1,) pour tout x une salle de réunion, (ii,) x ne se sittte pcts au
9eme étage. Dans cette règle, le modèle de pi-é-conditions Régi eSai i eRéuni on -Modèi elf
exprime l’expression (1,) pal- les formules «EveryRef: x» et «Object:
SalieRéunion». Soit 9èÉtage un objet représentant le 9” étage. Le modèle de post
conditions Règi eSal 1 eRéuni on -Modèi e Then représente l’expression (‘II,) par le fait qtt ‘il
existe une relation (désignée par urne variable soit y) de type ne-pas-se-situer-à entre X
et 9èÉtage.
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(1) ObjStaticType : : se-s -à ‘Jl’.HObjStaticType : Étage
2 flot:) (ieiationiype : ne-pas-se-situer)_ >(eIationType : sesItuera)
(3) Rule : RègleSalleRéunion igiienrvioiei : RègleSalleRéunion-Modèleif:
EveryRef: x Object: X: SalleRéunion
6.3 Synthèse
L’évaluation de notre formalisme, présentée dans ce chapitre, a démontré sa
flexibilité et sa puissance dans la représentation de modèles. Le méta-métamodèle de
notre formalisme se définit lui-même, il est extensible et remplit entièrement les besoins
formulés pour un M3. Il permet donc de définir tous les types de métamodèles au niveau
M2. Au moyen de ce méta-métarnodèle, notre métarnodèle est défini et remplit tous les
besoins nécessaires pour la représentation de modèles dc connaissances du monde réel.
Du côté des fonctionnalités concernant la représentation de modèles, notre
formalisme dispose d’autres supports intéressants. Par exemple, il permet le
multilinguisme dans la représentation des interprétations des éléments. Il intègre la
représentation de règles sémantiques contraignant des éléments modélisés. Il prend en
compte aussi la représentation des utilisateurs et de leurs interactions avec les objets de
connaissances, ce qui joue un rôle important pour la gestion administrative de la base de
modèles.
Nous présentons ci-dessous deux tableaux regroupant les évaluations des formalismes
étudiés et de notre formalisme en réponse aux besoins essentiels pour la gestion de
modèles.
BesoimW3 1 : T)page entre éléments de deux nti’ea,tx de moc/é/imtto,i CO)lSéCHti/S
Besom1\’13 2 . Passige entre nii’eaux tjes et instances
BesoinlVi3 3 : Distinction entre dt/7érentes notions de co.s’foinité au ;ni’eau me’ta
BesoinM3 4 . Riérarcliisattous entre types
Figure 193: Contrainte d’implication d’informations négatives
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Besoi,iI’13 5 Contrai,ites de cardinalité niin/maxpour un méta-lie;i
Besoini13 6 . Distinction entre »iodè/es de dfrérentes natures
Bsoim 13 7 : Liens arec les modèles
,
Besoins pour M3 (Besoinli3)Noyaux reflexifs (au M3) — —
1 2 3 4 5 6 7
NotreM3 + + + + + + +
Réseaux sémantiques (RSs) - - - - - - -
sNets +- + + +- +- +- +-
Graphes conceptuels (GCs) +- + - + - +- +-
Modèle uniforme des GCs +- + - + + +- +-
CDIF +- + - + + -+-
MOF +- + - + + -+-
XML-XML Schema +- + - + - +- +-
RDF-RDFS +- + - + - +- +-
OWL +- + - + + +- +-
Notations:
remplir le besoin correspondant;
«+-»: remplir partiellement le besoin correspondant et à développer pour le remplir;
ne pas remplir et à développer pour remplir le besoin correspondant
Table 3: Notre M3 versus les M3 étudiés pour représenter et gérer les métarnodèles
BesoinM2 Ï
. Tjpage entre éléments du linceul \i J
Besoini\’12 2 : 7Dpae entre éléments de deux niveaux de modélisation consécuti7i
BesoiniVf2 3 . Passqge entre niveaux types et instances
BesoinM2 4
. Distinction entn’ dfférentes notions de coq/ornitté
Besoin’12 5 : Riérarcijisations entre
BesoinA’f2 6 : I’Julti-classJication et Connaissance partielle
Besotm\’f2 7. Objets, Rôles, 7pes d’objets, Tjpes de rôles
I3esoin12 8 : Rapports entre oljets et rôles / opes de rôles
BesoinM2 9 Classification dj’namique et classijication statique
Besozni\i2 10 : Contraintes de l’arité mm/max
13 esoiltl 12 1 J Contraintes de carcÏinalité totale mi,i/maxpour un type relationnel
BesoinÀ12 12 : Contraintes de cardinalité locale min/maxpour un Ôpe relationnel
Besoinli2 13 : Contraintes de l’itération ,mn/max pour un tape relationnel
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BesoinA12 / 4 : Contraintes de cardinalité ,mn/max pour un méta-lien
BesoiuA’12 15 Tjpes retationne/ entre )pes et/ou instances
Besotm’i2 16 : Distinction entre modèles de cÏ//è’rentes natures
BesoinM2 17 Liens ai)ec les modèles
Besozn\ 12 /8 Liens entre modèles cm nii’eau ;W1
Métamodèle Besoins pour M2 (Besoinli2)
auM2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
NotreM2 + + + + + + + + + + + + + + + + + +
RSs - - - - - - - -
sNets + + - - - +- - - - -
GCs + + + + + + + - - - - +- +- +- -
Modèle
unifonne des + +- + - + + - - - - - + - + +- +- +- -
GCs
Entité-
- - - + + - - - + - + - - -Association
UML + +-+ - + + + + - - + - + +-+-+- +
XML-XML + + - + - - - - - - - - + + + +
S cherna
RDF-RDFS +- +- + - + + - - - - - - - - +- +- +- +-
OWL +- +- + - + + - - - - - + - + +- +- +- +-
Notatioits:
remplir le besoin correspondant;
remplir partiellement le besoin correspondant et à développer pour le remplir;
t ne pas remplir et à développer pour remplir le besoin correspondant
Table 4: Notre M2 versus les M2 étudiés pour représenter et gérer tes modèles au niveau Ml
Chapitre 7. Mise en oeuvre du cadre de modélisation
Nous traitons, dans ce chapitre, les deux problèmes suivants: (i) le stockage de
modèles et (ii) la spécification d’opérations de manipulation de modèles, qui se sont
révélés comme des problèmes fondamentaux de la mise en oeuvre de notre formalisme
pour un système de gestion de modèles. Nous présentons également notre prototype en
cours de développement pour le système mentionné.
7.1 Stockage de modèles
Notre solution au problème de stockage de modèle consiste à emmagasiner les
modèles de représentation de connaissances au sein d’une base de données
relationnelles. Ce choix ne constitue qu’un essai de solution qui se veut la plus simple
possible.
Forme Tbar
La possibilité de coder uniformément les éléments dans un formalisme peut simplifier
la mise en oeuvre de ce dernier. Donc nous avons choisi de mettre en oeuvre les éléments
(c’est-à-dire les noeuds et arcs) de notre formalisme de la même manière. Pour ce faire,
nous avons introduit la notion de Tbar. Un Tbar permet de coder un noeud ou un arc. Un
Tbar met en relation trois éléments et peut être noté comme un 3-uplet de forme (source,
metaArc, destination), indiquant que l’élément source est associé à l’élément destination
par un arc de type rnetaArc. La Figure 194 illustre la notation et la représentation des
noeuds et des arcs en Tbar.
________ ___________
instOf


















Figure 194: Exemple 1 de noeuds et arcs en Tbar
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Sur la première ligne de cette figure, nous avons à gauche la notation pour l’énoncé
«Marie est une personne» et à droite la mise en oeuvre sous la forme de Ibar: (Marie,
instOf, Personne). Sur la deuxième ligne, il s’agit de la représentation de l’arc Li
entre Marie et Personne. La mise en oeuvre sous la fonne de Tbar, (Li, meta,
instOf), montre que Li est de nature instOf. Les troisième et quatrième lignes
présentent respectivement la mise en oeuvre des deux noeuds Marie et Personne de
niveau Ml. Marie est de nature objet: (Marie, meta, Object). Personne est de
nature type statique d’objets: (Personne, meta, Obj StaticType).
Chaque élément aux extrémités d’un Tbar peut lui-même être représenté par un Tbar
et ainsi de suite. Explorons par exemple, l’extrémité instOf des Tbar de la Figure 194.
La première ligne à la Figure 195 présente que instOf est un noeud défini au niveau M2
et est de nature type d’arcs: (instOf, Mmeta, MMetaArc). La deuxième ligne présente
que MMetaArc est de nature MmetaNode. La dernière ligne indique que MMetaNode est
de nature MMetaNode, autrement dit que MMetaNode se conforme à lui-même. Le
pouvoir de représenter un élément à une extrémité d’un Ibar par un Tbar nous permet
ainsi de passer d’un élément à son méta-lérnent. Ce passage s’arrête lorsque l’élément




ou bien: I Mmeta : I




Mmetaou bien: I Mmeta: I





ou bien: I Mmeta: I
MMetaNode MMetaNode b >1 MMetaNode MMetaNode MMetaNode
Notation Forme Tbar
Figure 195 : Exemple 2 de noeuds et arcs en Tbar
Stockage de modèles au sein d’une base de données relationnelles
Nous venons de montrer comment les éléments (noeuds et arcs) dans notre
formalisme peuvent être codés de la même manière par des Tbar. Par ailleurs, un
élément peut être nommé et identifié par son libellé. Les éléments qui peuvent être
libellés peuvent être entreposés dans une même table appelée Tbar, telle qu’illustrée à la
Figure 196. Pour faciliter la compréhension, nous doirnons, entre parenthèses, le label
correspondant à chaque référence.
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idTbar TbarLabel srce metaArc Dest
1 MMetaNode nuil 88(Mmeta) 1(MMetaNode)
2 MMetaArc nuil 88(Mmeta) 1 (MMetaNode)
3 MMetaArc nuil 88(Mmeta) 1(MMetaNode)
23 NotreM3 nuil 88(Mmeta) 1(MMetaNode)
88 Mmeta nuil 88(Mmeta) 2(MMetaArc)
612 NotreM2 nuli 88(Mmeta) 12(MMetaModel)
613 61 2(NotreM2) 105(Msem) 42(NotreM3)
643 ObjStaticType nuli 88(Mmeta) 640(ObjType)
643 (ObjStaticType) 76(MsubType) 640(ObjType)
794 Structure-instOf nuli 88(Mmeta) 1 1(Mstructure)
795 instOf nuli 88(Mmeta) 2(MMetaArc)
796 795(instOf) 1 25(Mdefln) 61 2(NotreM2)
797 795 (instOfj 140(MdefAs) 794(Structure-instOf)
798 690(Object) 85(Msrce) 795(instOl)
799 640(ObjType) 86(Mdest) 795(instOl)
800 798(null) 12 5(Mdeftn) 794(Structure-instOf)
801 799(null) 125(Mdefln) 794(Structure-instOf)
1897 ModèleMi nuli 744(meta) 634(Model)
1898 1897(ModèleM 1) 758(sem) 6 12(NotreM2)
1899 Nom nuil 744(meta) 655(Attribute)
1900 1899(Nom) 1 176(defln) 1897(ModèleM 1)
1901 Personne nuil 744(meta) 643(ObjStaticType)
1902 190 i(Personne) 1 176(defln) 1897(ModèleMl)
1903 1 899(Nom) 995(chrcType) 1901 (Personne)
2018 Marie nuil 744(meta) 690(Object)
2019 2018(Marie) 1176(defln) 1897(ModèleMl)
2020 Li 2018(Marie) 795(insOf) 1901(Personne)
2021 Nom-Marie nuli 744(meta) 685(Attrlnst)
2022 202 1(Nom-Marie) 1 176(deftn) 1897(ModèleM 1)
2023 2021(Nom-Marie) 795(insOf) 1899(Nom)
2024 202 1(Nom-Marie) 1 134(clirc) 20 18(Marie)
Figure 196 Table Tbar pour le codage d’éléments libellés
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Dans la table Tbar, chaque ligne indique qu’un élément (e) est enregistré comme un
5-uplet de forme (idTbar, TbarLabet, source, metaArc, destination) dans lequel: la
relation entre sottrce, metaArc et destination signifie le Tbar (source, ,netaArc,
destination) correspondant à l’élément e; TbarLabel désigne le libellé de ce Tbar ou
bien de l’élément e; et idTbar désigne le numéro de référence attribué par le système à
ce Tbar ou bien à cet élément e. Ce principe permet de coder dans la même table Tbar
les modèles répartis à tous les niveaux de modélisation. Un exemple de codage des
éléments de niveau M3 est montré dans la Figure 196. La ligne Ï de la table Tbar
déclare que 1 est la référence utilisée par le système pour l’élément libellé MMetaNode
qui désigne l’élément réflexif de notre M3, attaché à lui-même par un arc instancié du
type de référence 88 (Mmeta); la ligne 2 montre que l’élément de référence I
(MMetaNode) est attaché à l’élément de référence 23 (NotreM3) par un arc instancié du
type de référence 125 (Mdefln), indiquant que l’élément libellé MMetaNode est défini
dans le méta-métamodèle NotreM3; etc. Un exemple de codage des éléments de niveau
M2 est églament présenté dans la Figure 196. La ligne 612 déclare que l’élément de
référence 612 (NotreM2) désignant un métarnodèle est attaché à l’élément de référence
12 (MMetaModel) par un arc instancié du type de référence 88 (Mmeta); la ligne 613
montre que cet élément (NotreM2) est attaché à l’élément de référence 42 (NotreM3)
par un arc instancié du type de référence 105 (Msem), exprimant que ce métamodèle est
conforme au méta-métarnodèle de NotreM3. Les lignes 795 et 796 indiquent que
l’élément de référence 795 (instof) est un méta-arc et est défini dans le métamodèle
NotreM2. La ligne 797 indique que l’élément de référence 794 (Structure-instOf)
représente une structure de instof. Les lignes 798, 799, $00 et $01 présentent que dans
la structure Structure-instOf, les éléments Objet et Obj Type sont respectivement
associés à instOf par un arc de type risrce et un autre de type Mdest. La Figure 196
(page 196) illustre aussi le codage des éléments de niveau Ml. Les lignes 1897 et 1898
déclarent que l’élément de référence 1897 (ModèleMi) désigne un modèle conforme à
son métarnodèle NotreM2. Les lignes 1901, 1902 et 1903 indiquent que l’élément de
référence 1901 (Personne), désignant l’ensemble des personnes, est de nature type
statique d’objets (obi StaticType), qu’il est défini dans le modèle ModèleMi et
caractérisé par l’attribut Nom. Et les lignes de 201$ à 2024 codent que l’élément de
référence 2018 (Marie) est de nature objet (ObI ect), qu’il est défini dans ModèleMi,
19$
qu’il représente une personne dont le nom est désigné par Nom-Marie, une instance
d’attribut. La Figure 197 (pagel 98) illustre en notation graphique (par des noeuds et arcs)
une partie du contenu de la figure 196 (page 196).
NotreM3 MMetaNode
M3 I Mmeta:I
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Figure 197 Illustration graphique d’une partie de la Figure 196
Les éléments de nature valeurs (vus comme valeurs à représenter les interprétations
des éléments libellés) sont traités différemment des éléments libellés (vus pour les
objets), tel qu’illustré dans la section 2.1.4 (page 13): les objets peuvent changer ou être
transfonnés en fonction du temps alors que les valeurs restent inchangées. Donc, les
valeurs d’éléments libellés peuvent être stockées dans une table appelée Value. Dans
cette table, chaque ligne est enregistrée comme un 4-uplet de forme (idValue, idTbar,
lang, value) dans lequel: value désigne l’interprétation en langue lang de l’élément de
réféi-ence idTbar (stocké dans la table Tbar), et idVaÏue désigne la référence utilisée par
le système pour cette value dans la table Vaitte. La figure 198 illustre cette table Valtie.
Dans cette figure, la ligue 1 indique que l’élément MMetaNode (de référence 1 dans la
table Tbar) est interprété comme «MMetaNode» en langue universelle (u). Les ligues
$30 et $31 spécifient que l’élément Personne (de référence 1901 dans la table Tbar) est
interprété comme «personne» en français (fr) et comme «person» en anglais (en). La
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ligne 832 spécifie que l’élément Nom-Marie (de référence 2021 dans la table Tbar, et
désignant le nom de Marie) est interprété comme «Levesque» dans toutes les langues
(langue universelle u).
idValue idTbar lang Value
1 1(MMetaNode) u MMetaNode
830 1901(Personne) fr personne
831 1901(Personne) en person
832 2021(Nom-Marie) u Levesque
Figure 198 Table Value pour le stockage de valeurs d’éléments
Ainsi, la base de données peut comporter seulement deux tables, Tbar et Value, pour
le codage des éléments libellés et pour le stockage de valeurs d’éléments libellés comme
illustrées dans les Figure 196 (page 196) et Figure 198 (page 199).
7.2 Opérations sur les modèles
La manipulation des modèles est une facette aussi importante que l’expression quand
vient le temps de définir des formalismes de modélisation. Il est donc important de
montrer comment notre système de modélisationlmétarnodélisation se prête à réaliser les
opérations importantes pour la manipulation des modèles répartis à tous les niveaux de
modélisation.
Les opérations de manipulation de modèles peuvent se classifier en deux groupes: les
opérations de base et les opérations avancées.
Les opérations de base concernent les fonctionnalités élémentaires pour la gestion de
modèles. Nous pouvons compter les opérations de base suivantes (cf la section 2.3.1,
page 17, et la section 3.3, page 42):
— Les opérations indispensables pour l’acquisition de modèles: la création, la
suppression, la modification (mise-à-jour, simplification), et la copie de modèles;
— Les opérations aidant à réduire le besoin de parcourir les éléments du modèle, lors
du traitement de ce dernier: l’énumération de modèles, l’application de fonction;
— Les opérations permettant de déduire de nouveaux modèles à partir d’un modèle
par le mécanisme de sous-typage: la restriction de types, la relaxation de types
relationnels;
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— Les opérations ensemblistes: la jointure, l’intersection, et la différence entre les
modèles.
Les opérations avancées touchent les aspects plus complexes dans le traitement de
modèles, tels que présentés aux sections 2.3.2 (page 20) et 3.3 (page 42): l’instanciation
de modèles, la dérivation de modèles, la spécialisation entre les modèles, la contraction
et l’expansion, la requête, la correspondance entre les modèles, la différence complexe
entre les modèles, la fusion de modèles, la transformation et la migration de modèles.
Dans la suite de ce chapitre, nous allons décrire ces opérations de base listées ci-haut
ainsi que certaines de ces opérations avancées qui touchent nos besoins, et montrer leur
mise en oeuvre avec notre système de rnodélisationlrnétamodélisation.
7.2.1 Opérations de base
Création de modèles
L’opération CréationModèle(M) vise à créer le modèle Mqui est valide dans la base
de modèles. Chaque élément contient sa sémantique et devient valide s’il respecte les
contraintes qui lui sont rattachées. Alors la création d’un modèle peut impliquer la
création d’autres éléments et nécessite automatiquement une étape de validation du
modèle. Un modèle est valide si tous les éléments concernés sont valides. La base des
connaissances ne contient que des éléments valides.
Le comportement de l’opération de création de modèles, créationModèle(M), peut
donc être interprété comme suit, en utilisant d’autres opérations de base.
Opération CréationModèle (M) {
II Si M est un modèle valide, M est inséré dans la base de connaissances
si estModèleValide (M) alors retourne InsertionModèle (M)
Opération estModèleValide (M) {
// Retourne Oui si tous les éléments de M sont valides, et retourne Non sinon
pour chaque noeud, arc e de M faire
si négation(estÉlémentValide(e)) alors retourne Non;
retourne Oui;
Opération estÉlémentValide(e) {
/* Retourne Oui si l’élément e se conforme à son méta-élément et si e respecte les
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contraintes concernées, sinon retourne Non */
Opération Insert ionModèle (M) {
1* Insérer le modèle M dans la base de connaissances. Seulement de nouveaux
éléments (noeuds, arcs) seront insérés. Puis retourner le modèle M *1
L’insertion d’éléments à la base de connaissances se font par d’autres opérations de
base, par exemple:
— InsertionÉlément (e): cette opération vise à ajouter à la base de connaissances
un nouvel élément valide e.
— InsertionÉléments (E): cette opération vise à ajouter à la base de
connaissances les nouveaux éléments valides de l’ensemble E. L’opération
Insert ionÉlément (e) est effectuée pour chaque élément e de E.
Suppression de modèles
L’opération SuppressionModê1e(M consiste à supprimer le modèle M dans la base
des connaissances. Dans un modèle, il peut exister des éléments définis dans ce modèle
ainsi que des éléments réutilisés de d’autres modèles. Alors, lorsqu’un un modèle (M) est
à supprimer, l’élément M (représentant le modèle M et les arcs de cet élément sont à
supprimer), ainsi que les éléments (noeuds, arcs) définis dans le modèle M et leurs arcs
sont également à supprimer. La suppression d’un élément peut impliquer l’invalidité de
d’autres éléments. Les éléments invalides peuvent aussi être à supprimer.
Le comportement de SuppressionModèle(M) peut donc être interprété comme suit:
Opération SuppressionNodêle (M) {
// Suppression l’ensemble E des éléments contenus dans M
E TousElements (M) ; // {e e est un noeud ou arc contenu dans M1}
varM SuppressionÉlémentsDansModèle (E, M);
II Suppression de l’élément M dans la base de connaissances
retourne SuppressionÉlément (M); 7/ SuppressionÉlément (varM)
Voici la spécification de certaines opérations de base appelées lors de l’exécution de
l’opération de suppression de modèles:
—SuppressionÉlément (e): cette opération vise à supprimer l’élément e dans la
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base de connaissances. Lorsqu’un un élément (e) est supprimé, les arcs de cet
élément sont aussi supprimés. La suppression d’un élément peut impliquer
l’invalidité d’autres éléments. Les éléments invalides peuvent être à supprimer.
— SuppressionÉléments (E): cette opération vise à supprimer les éléments de
l’ensemble E présents dans la base de connaissances. suppressionÉlément (e)
est appliquée pour chaque élément e de E.
— SuppressionÉlémentDansModèle (e,M): cette opération consiste à retourner
le modèle M après la suppression de l’élément e dans M dans la base de
connaissances. II existe deux scénarios que voici:
a) Si e est défini dans le modèle M, l’opération SuppressionÉlément (e) est
appelée pour supprimer l’élément e dans la base de connaissances.
b) Si e est défini dans un autre modèle que M, les groupes d’éléments suivants
sont à supprimer: (i) les arcs de e définis dans M, (ii) les arcs entre e et M, et
(iii) les éléments devenus invalides par la suppression des éléments dans les
groupes (i) et (ii).
— SuppressionÉlémentsDansriodèle (E,M): cette opération consiste à retourner
le modèle M dans la base de connaissances après avoir supprimé les éléments de
l’ensemble E présents dans M. SuppressionÉlémentDansModèle(e,M)
s’effectue pour chaque élément e de E.
Mise-à-jour des modèles
Quelques opérations de base concernent la mise-à-jour des modèles dans la base de
connaissances. Certaines de ces opérations ont été spécifiées ci-haut.
- Ajout d’éléments à la base de connaissances: Insert ionÉlément (e),
InsertionÉléments (E).
—AjoutÉlément (e,M): cette opération vise à ajouter le nouvel élément valide e
au modèle M. Il s’agit d’associer e à l’élément M par un arc de type défini-dans (e est
défini dans le modèle M ou par un arc de type contenu-dans (le modèle M contient
e). Si M existe dans la base de connaissances, l’ajout de e au modèle M peut
impliquer l’insertion de nouveaux éléments à la base de connaissances. Par
exemple, l’insertion de e si e est un nouvel élément à créer, l’insertion des arcs
entre e et M.
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— Aj outÉléments (E, M): cette opération vise à ajouter les nouveaux éléments
valides de l’ensemble E au modèle M. L’opération AjoutÉlément (e,M) peut
s’appliquer à chaque élément e de E.
— Suppression d’éléments: suppressionÉ1émentsDansodè1e (E, M),
SuppressionÉlémentDansModèle (e,M), SuppressionÉléments (E),
SuppressionÉlément (e),etc.
— Modification de valeurs et de libellés: les mises à jour des libellés, les mises à jour
des interprétations d’éléments (y compris les mises à jour des valeurs d’attributs
d’éléments).
Enum é ration
L’opération d’énumération, Énumération (M, P) retourne la liste P des éléments du
modèle M. Cette liste indique l’ordre de ces éléments à visiter de manière à ce que
chaque élément soit visité une seule fois. Nous pouvons appliquer les algorithmes de
parcours en profondeur ou en largeur6 qui sont très connus dans la théorie de graphes.
Application de fonction
L’opération ApplicationFonction(f, M) permet d’appliquer la fonction f à tous
les noeuds du modèle M.
Copie de modèle
Nous spécifions les opérations suivantes concernant la copie de modèles:
— CopieRéfNœud ( V, U, e): cette opération retourne le modèle u après avoir copié
la référence du noeud e du modèle V à u. Le noeud e dans V et sa copie dans u ont
le même libellé ou la même référence. Aucun nouveau noeud n’est créé. Dans ce
cas, l’opération Aj outÉlément (e, u) peut être appliquée.
— CopieNœud (V, U, e, e’): cette opération retourne le modèle u après avoir copié
le noeud e du modèle y à u. Le noeud e dans V et sa copie (dont le libellé est
désigné par e’) dans u sont libellés différemment. Le nouveau noeud e’ est créé.
— CopieArc (V, U, e): cette opération retourne le modèle u après avoir copié l’arc e
du modèle y à u. L’arc e (entre deux éléments) dans y et sa copie e’ (entre deux
éléments copiés correspondants), défini dans u, sont deux arcs de même type mais
6 http://fr.wikipedia.org/wiki/A1gorithrne de parcours_en larueur;
http://fr.wikipedia.org/wiki/Aluorithme de parcours en profondeur
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de références différentes.
— Copie (V, U): cette opération consiste à copier les éléments du modèle V dans le
modèle u puis elle retourne u. L’opération CopieRéfNœud f V, U, e) est
appliquée pour chaque noeud e contenu dans V. CopieArc (V, U, e) est appliquée
pour chaque arc e dans y. Si le modèle u à l’entrée de Copie (V, U) est vide, alors
le modèle u, après l’exécution de Copie (V, U) est le modèle copié du modèle V.
— Copie (V, U, Ev, Eu): cette opération se comporte comme Copie (V, U) excepté
que Eu désigne la liste des libellés des noeuds qui représentent dans U les copies
correspondantes des noeuds de y présents dans la liste Ev. L’opération
CopieRéfNœud t V, U, e) s’exécute pour chaque noeud e dans V toutefois absent
de la liste Ev. CopieNœud (V, U, e, e’) s’exécute pour chaque noeud e dans V et
présent dans la liste Ev, e’ désigne le libellé correspondant dans la liste Eu pour la
copie de e. Et CopieArc (V, U, e) s’exécute pour chaque arc e dans V.
Par exemple, dans le cas où V=’Structure-instOf’, U=’Structure
instOf2’, Ev=(Object,ObjType) et Eu=(Role,RoleType): l’exécution de
Copie (V, U, Ev, Eu) permet de créer le modèle Structure-instOf 2, une autre
structure de instof, copié de Structure-instOf. Toutefois, dans
Structure-instOf 2, les éléments Object et ObjType sont respectivement
remplacés par Role et RoleType. La Figure 199 illustre ces deux modèles
Structure-instOf et Structure-instOf2.
Structure-instOf Structure-instOf2
‘ï’ , ‘ï’ Ii’
I I I I
Mdefln : I MdefAs I I Mdefin : MUefin :1 MUefAs: I ‘, Mdefln
Role F—]———instOf——H RoleType
Msrce Mdest: Msrce 2 Mdest:
Figure 199 : Copie de modèles
Simplification de modèle
L’opération Simplification (M) consiste à supprimer les éléments
dupliqués/redondants dans le modèle M, sans perdre d’infonnation ni modifier la
sémantique de M. Cette opération peut faire appel aux trois opérations primitives
(illustrées dans la Table 5, page 205) par l’ordre-ci: (i) Jointurelnterne (M), (ii)
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SuppArcsRédondants (M), et (iii) SuppArcsDéduits (M).
— Jointure Interne (M): cette opération de jointure interne de modèle retourne le
modèle M après avoir supprimé dans M les éléments dupliqués. Si deux noeuds (ou
deux arcs) e1 et e2 dans M ont un même identifiant (c’est-à-dire un même libellé ou
bien une même référence), ils sont considérés comme identiques. De ce fait, si l’un
des deux est supprimé, par exemple e1, les arcs de e1 sont reliés à e2 plutôt que
d’être reliés à e1.
— SuppArcsRédondants (M): cette opération retourne le modèle M après avoir
supprimé les arcs identiques et redondants dans M. Dans M, s’il existe deux arcs r1
et r2 identiques (cf. la Règle 23, Annexe IV) dont les références sont différentes, et
que la suppression de l’un des deux, par exemple de r1, ne modifie pas la
sémantique de M, alors r1 peut être supprimé en appelant
SuppressionÉlément (r1, M). L’utilisateur peut intervenir dans cette phase pour
déterminer si un arc est à supprimer ou non.
— SuppArcsfléduits (M): cette opération retourne le modèle M après avoir
supprimé dans M les arcs qui peuvent être déduits à partir de d’autres connaissances
en appliquant les règles concernées. Dans l’exemple pour SuppArcsDéduits (M)
illustré dans la Table 5 (page 205), comme Adulte est un sous-type de Personne
et qu’il peut hériter des attributs de Personne (par la règle de sous-typage), l’arc
de type chrcType de l’attribut Nom à Adulte devient inutile et peut donc être
supprimé.
Modèle à l’entrée Modèle à la sortie
j Marie Personne Matie Personne
—Jointurelnterne (M)
—
_Jean L_personne j Jean -‘ instOf:
instOf:
SuppArcsRédondants (M) Marie Personnel Marie Personne]




I IchrcType: J j Adulte
Table 5 : Opérations primitives relatives à la simplification de modèles
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Restriction de types / Relaxation de types relationnels
Nous spécifions ces deux opérations de restriction de types:
—RestrictionType (V, U, t1, t2): cette opération consiste à remplacer un type t1
dans le modèle vpar un sous-type t2 de t1 pour en résulter un nouveau modèle U.
Alors, cette opération peut être mise en oeuvre par l’opération
CopiefV, U,Ev,Eu)oùEv=(t1) etEu=(t2).
— RestrictionTypes (V, U, Ev, Eu): cette opération est une extension de
RestrictionType (V, U, t1, t2) OÙ Ev désigne la liste des types dans V à être
remplacés par les sous-types correspondants dans la liste Eu pour en résulter le
modèle u. Cette opération peut être implémentée par Copie (V, U, Ev, Eu).
Le mécanisme de restriction de types vise à remplacer dans un modèle un type par un
type plus spécifique, permettant ainsi l’émergence d’un nouveau modèle plus spécifique.
Pour sa part, le mécanisme de relaxation de types relationnels vise à remplacer un type
relationnel par un type plus général, permettant ainsi l’émergence d’un nouveau modèle
plus général. Donc, la restriction de types est un cas simple de la spécialisation entre
modèles, et la relaxation de types relationnels est un cas simple de la dérivation de
modèles. La spécialisation entre modèles et la dérivation de modèles sont spécifiées en
détail dans la section 7.2.2.1 (page 208).
Jointure /Intersection/Différence entre modèles
L’opération de jointure entre modèles, JointureModèles (M1, M2), retourne le
modèle qui est le résultat de l’union des deux modèles M1 et M2 en se basant sur les
éléments communs de M1 et M2. Cette opération peut faire appel à l’opération de copie de
modèles (Copie (V, U)) ainsi qu’à celle de jointure interne de modèle
(Jointure Interne (M)). Elle peut être définie comme suit:
Opération JointureModèles(M1,M2) {
M3 un modèle vide;
varM3 = Copie (M1, M3) ; II copier les éléments du modèle M1 dans le modèle M3
varM3 : = Copie (M2, M3) ; /1 copier les éléments du modèle M2 dans le modèle M3
// simplifier le modèle M3 obtenu en appliquant l’opération de jointure interne de M3
retourne Jointurelnterne(M3)
L’opération d’intersection entre modèles, IntersectionModèles (M1, M2), retourne
le modèle qui contient tous et seulement les éléments présents à la fois dans les deux
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modèles M1 et M2.
Opération IntersectionModèles(M11M2) {
M3 un modèle vide;
// copier tous les éléments présents à la fois dans les deux modèles M1 et M2
pour chaque (élément e de M1 et de M2) faire
varM3 := copieÉlément(M11M31e) ; //CopieÉlément(M11varM31e);
retourne M3; //varM3
L’opération de différence entre modèles, DifférenceModèles (M11M2) , retourne le
modèle qui contient seulement les éléments présents dans le modèle M1 mais non dans
M2.
Opération DifférenceModèles (M11M2) {
M3 : un modèle vide;
// copier tous les éléments présents dans le modèle M1 mais non dans M2
pour chaque (élément e de M1 mais pas de M2) faire
varM3 CopieÉlément(M11M31e);
retourne M3;
Il est à souligner que dans notre formalisme, les rapports entre M1, M2 et M3 dans les
opérations JointureModèles(M11M2,M3), IntersectionModèles(M1,M2,M3) et
DifférenceModèles (M1,M2,M3) sont représentés par des arcs de type Mjoin, Pidif f,
Mintersection et Mresult si M1, M2 et M3 appartiennent au niveau méta. Ils sont
toutefois représentés par des arcs de type join, dif f, intersection et result si M1,
M2 et M3 appartiennent au niveau Ml. Par exemple, la Figure 200 montre un exemple de
jointure entre modèles au niveau Ml: le modèle Mz est le modèle résultant de l’union des
deux modèles Mx et My.
Mx:








I instOf: IJean [————— Personne
___ ______ _
Figure 200 : Exemple de jointure entre modèles de niveau Ml
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7.2.2 Opérations avancées
Cette section est réservée pour les opérations traitant les problèmes suivants: la
dérivation de modèles, la spécialisation entre modèles, l’instanciation de modèles, la
migration de modèles, et la requête sur des modèles.
7.2.2.1 Dérivation de modèles / Spécialisation entre modèles
Si le mécanisme de dérivation de modèles vise à construire des modèles plus
généraux, celui de spécialisation entre modèles vise à construire des modèles plus
spécifiques. Dans notre formalisme, au niveau méta (ou au niveau Ml), si un modèle Mx
est dit dérivé d’un modèle My, c’est-à-dire si My est plus restreint/spéciflqtte que Mx, My
peut être attaché à Mx par un arc de type Mrestr±ct (ou de type restrict).
La spécialisation entre modèles au niveau méta est précisée par la Définition 15, sur
la base des Définition 16 et Définition 17. La spécialisation entre modèles au niveau Ml
est aussi précisée parla Définition 15 mais sur la base des Définition 16 et Définition 18.
DJmnition 15 : Spétaltsation entre modèles
Soient m1, m2 deux modèles. m1 est dit plus restreint/spécifique que in2, s’il existe un
sous-modèle in3 de in1 de sorte que m3 soit identique à m (cf. la Définition 16, page
208) excepté qu’une ou plusieurs structures dans in2 sont restreintes à celles plus
spécifiques dans in3 (cf les Définition 17 et Définition 1 8).
La Définition 16 spécifie le rapport entre modèles identiques ainsi que le rapport de
sous-modèle entre modèles.
De’ftmtton 16 : A’iodèles identiques / Sous-modèle d’un modèle
Soient in1, in2 deux modèles. in1 et in2 sont dits identiques s’ils ont un même contenu
en terme que in1 contient tous les éléments de in2 et que in2 contient tous les éléments
de in1. in1 est dit un sous-modèle de in2 si in2 contient tous les éléments de in1.
Il est important de respecter les Règle 9, Règle 10 et Règle 11 (Annexe IV) sur la
présence d’un lien ou d’un type relationnel dans un modèle.
La Définition 17 précise la spécialisation entre structures de méta-arcs. Par exemple,
illustrées dans la Figure 102 (page 117), la structure (b) du méta-arc name est plus
restreinte/spécifique que la structure (a).
Dé/inition 1 7 Spécialisation entre sÏ17/ctures de mIta-ares
Soient
,
R2 des rnéta-arcs. Soit s1 une structure dc R1 entre A1, 2; et soit S2 une
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structure de R2 entre B1, B2. Supposons que les éléments A1, A2 et B1, B2 sont
regroupés en paire en fonction de leurs arcs à R1 et à R2 : (Ai, B1), (A2, 52).
s1 est dite plus restreinte ou bien plus spécifique que 5, si S et 2 respectent l’un
des deux scénarios suivants:
— Dans le premier scénario, les conditions suivantes doivent être satisfaites.
(la) R1 et R2 sont identiques;
(lb) A et B sont identiques pour chaque i=l, 2;
tic) pour chaque i=I, 2 : (lc) les contraintes de cardinalités sur A doivent être les
mêmes ou plus restreintes que celles sur B;
(ld) il existe un indice i égal à 1 ou 2 pour que (ld) les contraintes de cardinalités
sur A doivent être plus restreintes que celles sur B.
— Suivant le deuxième scénario, les conditions suivantes doivent être satisfaites:
(2a) R1 et R2 sont identiques, ou R1 est un sous-type de R2;
(2h) l’élément Ai doit être soit Bi soit un sous-type de B, et de même pour A2 et B2;
(2e) R1 est un sous-type de R2, ou il existe un indice i égal à 1 ou 2 pour que
l’élément A soit un sous-type de B;
(2d) en principe, pour chaque i=1, 2, (2d1) les contraintes de cardinalités sur A
doivent être les mêmes ou plus restreintes que celles sur B.
Les conditions (lc), (1d), et (2d) peuvent également s’exprimer comme suit. Soient
cardMinA, cardMaxA les cardinalités minimale et maximale de A, et cardMinB,
cardMaxB celles de B. La condition (lc) ou bien (2d) spécifient que
«cardMinA cardMinB et cardMaxA cardMaxB». Et (1d) spécifie que
[cardMinA.. cardMaxA] est un sous-intervalle de [cardMinB1.. cardMaxB] (soit
«cardMinA cardMinB et cardMaxA < cardMaxB», soit
«cardMinA < cardMinB et cardMaxA cardMaxB»).
La Définition 18 porte sur la spécialisation entre structures de types de relations.
Cette définition tient compte des diverses caractéristiques structurelles des types de
relations de niveau Ml, par exemple, la participation possible des instances à un type de
relations, les divers types de contraintes structurelles possibles sur les types de relations.
À titre d’exemple, la structure de signercontrats dans la Figure 169 (page 165) est
plus générale que celles dans les Figure 170 (page 167) et Figure 172 (page 16$).
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D/2;ittion 18 Splew/isation entre stnictnres de jpes de relations
Soient R1, R2 deux types de relations; s1 une structure de R1 entre Aj, ..., et S2
celle de R2 entre B1, ..., B. Supposons que les éléments A1, ..., A11 et Bj, ..., B sont
regroupés en paire en fonction de leurs arcs à R1 et à R2. (A1, B1), ..., (Ai, si), ..., (A11,
s1 est dite plus restreinte ou plus spécifique que 52 si les conditions suivantes
sont remplies
(ï) si un élément soit B est un type impliqué entièrement dans R2 selon S2, alors les
éléments A et B doivent être les mêmes et (c’est-à-dire B) doit être aussi impliqué
entièrement dans R1 selon s1;
(ii) si un élément soit Bi est une instance impliquée de manière fixe dans R2 selon 52,
alors les éléments A1 et B doivent être les mêmes et Ai (c’est-à-dire Bj) doit être aussi
impliquée de manière fixe dans R1 selon s;
(iii) en plus, s1 et 52 suivent l’un des deux scénarios suivants:
— Dans le premier scénario, ces conditions doivent être satisfaites:
(la) R1 et R2 sont identiques;
(lb) A et B’ sont identiques pour chaque i=l, 2, ..., n;
(le) pour chaque i=l, 2, ..., n: les contraintes de cardinalités sur A doivent être
les mêmes ou plus restreintes que celles sur
(ld) il existe un indice ï de [I, n] tel que (ld) les contraintes de cardinalités sur
A sont plus restreintes que celles sur Bf.
— Suivant le deuxième scénario, ces conditions doivent être satisfaites:
(2a) R1 et R2 sont identiques ou R1 est un sous-type de 2;
(2h) pour chaque i=l, ..., n: l’élément A1 doit être soit B, soit un sous-type de
B, soit une instance de B;
(2e) R1 est un sous-type de R2 ou il existe un indice j de [1..n] tel que l’élément
A soit un sous-type de B’ ou soit une instance de 1;
(2d) Obligatoirement, pour chaque i=1, 2, ..., n: les contraintes de cardinalités
sur A doivent être les mêmes ou plus restreintes que celles sur B.
Les conditions (le), (ld), et (2d) peuvent aussi s’exprimer comme suit. Pour les
contraintes de cardinalité d’une même sorte (c’est-à-dire celles qui sont indiquées
par des arcs d’un même type dans le groupe de card), soient cardMinA1,
cardMaxA1 les cardinalités minimale et maximale de A, et cardMinB1, cardMaxB1
211
celles de i. La condition (lc) ou bien (2d) spécifient que
«cardMinA cardMinB et cardMaxA cardMaxB». Et (ld) spécifie que
[cardMiiizxj.. card1axA1] est un sous-intervalle de [cardMi nBj.. cardMaxE] (soit
«cardMi nA cardMinB et cardMax4 < cardMax3» soit
«cardMi nA1 < cardMi nE et cardMaxA cardMaxBi»).
7.2.2.2 Instanciation de modèles
L’opération d’instanciation de modèles (cf. la section 2.3.2, page 21),
estlnstModèle (M1,M2), consiste à déterminer si le modèle M1 est une instance du
modèle M2. Si c’est le cas, dans notre formalisme, M1 peut être relié à M2 par un arc de
type instModelOf. Les modèles à traiter ici, M et M2, appartiennent au niveau Ml.
Comme au niveau Ml, un modèle peut être un contexte (de nature Context), ou une
structure (de nature structure), etc., dans le cas où le modèle M1 est instancié de M2,
l’opération estlnstModèle (M1,M2) peut déterminer précisément, selon le cas, si le
modèle M1 est un contexte ou une structure et une instance directe ou indirecte de M2.
Cette opération peut être mise en oeuvre en basant sur les définitions présentées ci-
dessous.
La Définition 19 définit le rapport d’instanciation entre un contexte (de nature
Context) et une structure (de nature Structure) correspondante (de niveau Ml). La
Figure 201 (page 212) montre un exemple. Le contexte Contexte-marie contextualise
le modèle de la relation marie-travailler de type travailler. Il est une instance
de la structure Structure-travailler du type de relations travailler, et il est
attaché à Structure-travailler par un arc de type instModelOf.
De7inition 19 Rapport d’Jns/anctatton entre un LOfltevte et une structure (‘de mvt’auf iI 1)
Soient R un type de relations; s une structure de R entre Aj, ..., et C un contexte
d’une relation InsR entre si,
...,
s. À noter que le fait qu’un type (T s’implique
entièrement dans une relation (respectivement type de relations) est interprété
comme le fait que chaque instance de T s’implique dans la relation (respectivement
le type de relations) en question. Supposons que les éléments
, ...,
zx et Bi, ...,
sont regroupés en paire en fonction de leurs arcs à R selon s et à InstR selon C:
(A1, Bi), ..., (,, B), ..., (An, Bu).
c est dit une instance directe de s si les conditions suivantes sont satisfaites:
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ta) InstR est une instance de ;
(b) Pour chaque i=l, ...,n:
— Si A est une instance impliquée dans R selon s, alors les éléments A1 et B1
doivent être les mêmes et 3 (c’est-à-dire ix1) doit aussi être impliquée dans
InstR (selon C);
— Si A est type impliqué entièrement dans R selon s (cTest-à-dire que chaque
instance de A s’implique dans R selon s), alors les éléments ix et .B doivent
être les mêmes et B (c’est-à-dire A) doit être aussi impliqué dans InstR
(selon c;
— Si A1 est un type (impliqué non entièrement dans R selon s), alors B doit
être une instance de A;
(e) Et l’existence du modèle cde InstR ne viole aucune contrainte sur R.
Un contexte d’une relation est dit une instance indirecte d’une structure (s) d’un
type de relations s’il est directement instancié d’une structure plus spécifique que s
(cf la Définition 18, page 210).
Un contexte (c est dit une instance d’une structure (s) si son contenu est conforme
à celui de s en ce sens que c n’est composé que des contextes de relations dont
chacun constitue une instance d’une structure d’un type de relations dans s.
Structure : Structure-travailler:
actType:
ObjStaticType : Personne )(lationType : travaifle)
instModelOf:1 instOf: instOf
Context : Contexte-marie: I
Object: Marie_ —- — ?(ReIation: marie-travaillerD
Figure 201: Instanciation de modèles
La Définition 20 définit le rapport d’instanciation entre structures (de niveau Ml).
Dans ce cas, une instance d’une structure demeure une structure. Par exemple, la
structure du type de relations gérer illustrée par la f igure 126 (page 130) est instanciée
de celle à la Figure 114 (page 123); la structure de SignerContrats illustrée par la
figure 170 (page 167) est instanciée de celle à la Figure 169 (page 165). Clairement, une
structure qui est une instance d’une autre structure est aussi une structure plus spécifique
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que cette dernière.
I)e’/iintwn 20 Rapport d’msta,ieiatto,i e)ltfl? .ÇtïYfitiires d’un mIme t)be de relations (de nireau Ml)
Soient R un type de relations; s1 une structure de R entre A1, ..., A; et s2 celle de R
entre B,
...,
B. Le fait qu’un type (T) s’implique entièrement dans un type dc
relations est interprété comme le fait que chaque instance de T s’implique dans le
type de relations en question. Supposons que les éléments A1, ..., A et i, ..., B sont
regroupés en paire en fonction de leurs arcs à R selon S1 et à R selon s2: (A1, Bj),
(Ai, B1), ..., (An, Bu).
s1 est dite une instance directe de 2 si les conditions suivantes sont satisfaites:
(a) Pour chaque i=l,
..., n:
— Si B est une instance impliquée dans R selon 52, alors les éléments A et B
doivent être les mêmes et 3 (c’est-à-dire A) doit être aussi impliquée de
façon fixe dans R selon s1;
— Si s- est un type impliqué entièrement dans R selon 2 (chaque instance de
B s’implique dans R selon s2), alors les éléments A et B doivent être les
mêmes et B (c’est-à-dire A) doit être aussi impliqué entièrement dans R
selon s1;
— Si B est un type (impliqué non entièrement dans R selon s2), alors A doit
être soit B, soit un sous-type de B, soit une instance de B;
(b) Il existe un indice i de [1 ..n] tel que l’élément A est une instance de B;
(e) Les contraintes sur R sont toujours respectées.
Une structure d’un type de relations est dite une instance indirecte d’une autre
structure (s) de ce type de relations si elle est directement instanciée d’une structure
plus spécifique que s (cf. la Définition 18, page 210).
Une structure (s1) est dite une instance d’une autre structure (52) si s est identique
à S2 excepté qu’au moins une structure (s) dans 52 a été restreinte à une ou des
instances (de s) dans s. Voir aussi la Définition 19 (page 211).
En se basant sur ces Définition 19 et Définition 20, la Définition 21 spécifie le
rapport d’instanciation entre modèles (de niveau Ml).
De7intttoiï 21 Rapport d’instanciation entre modèles (de nLveau Mi)
Un modèle (m1) est dit une instance d’un autre modèle (m2) si m1 est identique à m2
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excepté qu’au moins une structure (s) dans m2 a été restreinte à une ou des instances
(de s) dans m1.
7.2.2.3 Migration de modèles
La migration de modèles est un mécanisme qui consiste à faire migrer
dynamiquement les instances (objets/rôles) directes d’un type vers des types plus
représentatifs/pertinents en respectant la définition dc ces derniers (Définition 22). Tel
que démontré dans la section 6.2.2.12 (page 186), notre formalisme permet de
représenter les contraintes de migration. Cette section sur la migration de modèles
souligne donc le côté opérationnel de ces contraintes.
Définition 22
. Rapport de mgration entre modèles (de nii’ean \i 1)
Un modèle (m1) est dit le modèle migré d’un autre modèle (m2) si m1 (le contenu) est
identique à m2 excepté que les instances directes des types dans m2 sont migrés vers
des types plus représentattfs/pertinents dans m1 (en terme que les instances en
question, suivant leurs états actuels, devraient être classées aux derniers types
qu’aux premiers types), en respectant la définition des types impliqués.
L’opération de migration de modèles, MigrationModèle (M), retourne le modèle
migré (Mmig du modèle M après avoir migré les objects et les rôles de M vers les types
plus pertinents. Le fonctionnement de cette opération peut être décrit comme suit:
Opération MigrationModèle (M) {
Mmig un modèle vide;
varMmig: = Copie (M,Mmig) ;/lcopier les éléments du modèle Mau modèle Mmig
E : = {e e représente un objet ou rôle contenu dans M};
pour chaque (élément e de E) faire
Il modifier Mmig en fonction de migrer e vers des types plus pertinents
varMmig = MigrationElement (Mmig, e)
}; Il pour
retourne Mmig;
L’opération MigrationElement (M, e) consiste à migrer l’élément e contenu dans
M vers des types plus pertinents, mettre à jour M conformément à la migration de e, puis
retourner M comme le modèle résultant de cette migration. Le fonctionnement de
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MigrationElement (M, e) peut être décrit en basant sur de d’autres opérations comme
suit:
Opération MigrationElement (M, e) {
/* Types (e): retourner l’ensemble des types auxquels e est relié par des liens
d’instanciation *7
varT1 :=Types(e);
/* TypesAbandonnés (e): retourner l’ensemble des types dans varT1
abandonnés par e, c’est-à-dire les types qui ne seront plus un type direct de e une
fois que e est migré vers de d’autres types plus pertinents *7
varT2 :=TypesAbandonnés(e)
7* EstMigréVersTypes (e, varT2): retourner l’ensemble des types plus
pertinents qui deviennent des types directs de e et vers lesquels l’élément e est
migré des types dans varT2 */
varT3 :=EstMigréVersTypes(e,varT2)
7* MigrerElementDeTypesVersTypes (M, e, varT2, varT3):
— supprimer dans le modèle M les arcs représentant les liens d’instanciation entre
e et les types dans l’ensemble varT2,
— ajouter dans le modèle M les arcs représentant les liens d’instanciation entre e et
les types dans l’ensemble varT3
— finalement, retourner le modèle M après les mises à jour effectuées ci-dessus *7
retourne MigrerElementDeTypesVersTypes (M, e, varT2, varT3)
7.2.2.4 Requête
Cette section porte sur notre solution permettant la recherche ou la sélection
d’information (sur un modèle ou un objet, un type, etc.) dans la base de modèles.
Comme nous avons présenté dans la section 7.1 (page 194), la base de modèles est
une base de données relationnelle qui comporte seulement deux tables, Tbar et Value,
respectivement pour le codage des éléments libellés (cf. la Figure 196, page 196) et pour
le stockage de valeurs d’éléments libellés (cf. la Figure 19$, page 199). Pour cette
solution de stockage de modèles, toute requête dans notre base de modèles peut être
formulée au moyen d’un langage d’interrogation des bases de données relationnelles
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(SQL) supporté par un système de gestion de bases de données disponible tel que
MySQL, SQL Server, etc. À titre d’exemple, nous présentons ci-après la mise en oeuvre
en SQL Server de quelques requêtes fondamentales:
— L’opération Code(id) consiste à retourner le libellé d’un élément dont le Id est
désigné par id:
“SELECT TbarLabel FROM Tbar WHERE idTbar =“ + id;
— L’opération Id(label) consiste à retourner le Id d’un élément dont le libellé est
désigné par label:
“SELECT idTbar FROM Tbar WHERE TbarLabel =“ + label;
— L’opération CodeMétaÉlement(Ïabel) consiste à retourner le libellé du méta
élément d’un élément donné où le libellé de cet élément est désigné par label:
“SELECT TbLTbarLabel AS rnetaEleCode FROM Tbar AS Tbl INNER JOIN
Tbar As Tb2 ON Tbl.idTbar=Tb2.dest AND Tb2.TbarLabel “ + label;
— Soit e un élément dont le Id est désigné par idDest, soit ma un méta-arc dont le Id
est désigné par idlietaAi-c, l’opération IdÉlementssrce(idMetaArc, idDest)
consiste à retourner les Id de tous les éléments qui sont reliés à un élément e par
des arcs de type ma:
“SELECT Tbl.idTbar FROM Tbar AS Tbl INNER JOIN Tbar AS Tb2 ON
Tbl.idTbar=Tb2.dest AND Tb2.metaArc=” + idlietaArc +“ AJi Tb2.dest=” +
idDest +“ ORDER BY I T’;
D ‘une façon similaire, l’opération I dÉ 1 ement sDe s t (idlietaArc, idSrce) est
défini pour trouver les Id de tous les éléments auxquels un élément e’ (dont le Id
est désigné par idSrce) par des arcs de type ma (dont le Id est désigné par
icllietaArc).
— etc.
Voici un exemple d’application des opérations de requêtes définies ci-dessous.
IdÉlementssrce(Id(’defln’), Id(’ORG Model’)) retourne tous les Id des éléments
directement définis dans le modèle libellé ‘ORG Model’ de niveau Ml (ces éléments
sont reliés à ce modèles par des arcs de type detln).
Nous présentons maintenant les solutions permettant à l’usager de spécifier ses
requêtes dans notre base de modèles, ne connaissant ni la structure de cette base de
modèles ni la mise en oeuvre de notre formalisme.
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Une solution possible consiste à définir un langage de requête générique, associé à
notre formalisme mais indépendant de la mise en oeuvre de ce dernier. Ce langage peut
être similaire à celui que Lernesle a présenté dans [$0] pour les recherches dans un
modèle ou métamodèle sNets. Dans le cas où notre base de modèles est implémentée
comme une base de données relationnelle, toute requête formulée dans le langage de
requête en question, lors de son exécution, devrait être traduite (par un l’outil) en
langage d’interrogation de la base de données relationnelle supporté par le système de
gestion de bases de données qui gère notre base de modèles.
Une autre solution bien simple et supportée par notre formalisme, c’est de formuler
une requête sous forme d’une règle. L’opération de requête, Requête (Reg) retourne le
résultat après avoir effectué la requête Reg (sous forme d’une règle) dans la base de
modèles.
Comme nous l’avons démontré dans les deux chapitres précédents (cf. la section
5.2.2.6, page 105, la section 5.3.7, page 147, et la section 6.2.2, page 165), notre
formalisme permet de représenter les règles sémantiques réparties à tous les niveaux de
modélisation pour contraindre les éléments représentés dans notre formalisme.
Lorsqu’une règle est effectuée en tant qu’une requête (Reg), la règle est interprétée
d’une façon un peu particulière. La partie de pré-conditions (PreCond) de Reg exprime
les contraintes de la requête alors que la partie de post-conditions (Postcond) exprime
les informations à retourner comme le résultat de cette requête. Ainsi, la partie PreCond
de Reg peut contenir uniquement des variables déclarées dans la parties PostCond et le
résultat retourné après l’exécution de Requête (Reg) est constitué par les éléments
concrets qui peuvent remplacer les variables en question de telle sorte que chaque
substitution de ces variables par les éléments concrets permette de vérifier les critères
exprimés par la partie de pré-condition. La Figure 202 illustre un exemple de formuler
une requête sous forme d’une règle: chercher tout élément (x) qui est le méta-élément de
Obj ect («x: Olij ect»). La Figure 203 présente une autre requête plus complexe (cf.
l’exemple 34, page 1$5) qui consiste à chercher tous les rôles «employés» (x) et les
personnes (z) de telle sorte que ces personnes («Obj ect : z: Personne») s’occupent de
ces rôles «employés» («Roi e : X: Empi oyé») et que ces rôles («Roie t X: Empioyé»)
travaillent dans les départements («Obj ect : y: Dépt») appartenant à l’organisation
UNICEF («Obj ect : UNICEF: Organisation»).
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Ru le:_RequêteMétaÉlement_F’!-._ lffhenModel : RequêteMétaÉlément-Modèlelf:
then j EveryRef : x [ x : Object
lffhenModel : RequêteMétaÉlément-ModèleThen: jxj
Figure 202 : Un exemple de requête sur le méta-élément de Object
e: RequêteEmployé]
I f
then ltThenModel : RequêteEmployé-Modèlelf:
EveryRef: x EveryRef: EveryRef: z Ref: uj Rel’ : vj
I I playedBy: II Role : X: Employe f- f_Object z: Personne
Role : x : EmrIyj_aEt_ .eIation: u : travailler-dans} L-j_ObJect: y: DéDt
act: obj:
Object: y: Dert [- — — .CReIatIon y : alDartenir-a)4 — — —J_Object: UNICEF: Organisation
IffhenModel : RequteEmployé-ModêleThen: ï
Figure 203 : Un autre exemple de requête
7.3 Prototype
Cette section présente le prototype implémentant notre formalisme pour la gestion de
modèles.
Dans le cadre du stage de mes études de maîtrise, nous avons proposé un formalisme
pour la représentation des connaissances statiques de l’entreprise et aussi mis en oeuvre
un prototype de validation ([41]). Nous fait évoluer notre formalisme dans le cadre de
nos travaux de recherche de doctorat sur la gestion de modèles pour la gestion de
connaissances et nous avons continué à travailler sur ce prototype.
Le prototype a été développé en langage JScript, exécuté par un navigateur Internet,
interfacé avec une base de données relationnelle SQL Server ([38], [39], [41]). Ce
prototype accepte à l’entrée des données représentées sous forme de document XML en
vérifiant une partie des contraintes attachées aux données chargées. Dans ce prototype,
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les modèles de représentation de connaissances sont stockés au sein d’une base de
données relationnelle, comme présenté dans la section 7.1 (page 194). Le prototype
permet également d’observer des types/objets entreposés au sein d’une base de données
relationnelle (cf. la Figure 204, page 219, et la Figure 205, page 220).
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Figure 204 Visualisation textuelle des types
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Figure 205 Visualisation textuelle des objets
Nous présentons ci-dessous l’architecture (Figure 206) dans lequel s’intègre ce
prototype (contrôleur de BD de modèles) présenté ci-dessus. Le composant central du
prototype, l’interpréteur/validateur de modèles, consiste à interpréter et à valider un
modèle. Il communique (lire/écrire) avec la base de modèles via le contrôleur de la base
de modèles. 11 fait appel à des opérations sur les modèles, ainsi qu’à des outils qui
pennettent d’éditer des modèles, d’éditer des règles de contrôle (pour la validation
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syntaxique et sémantique de modèles) et de visualiser des modèles. Le fonctionnement
de l’interpréteur/validateur de modèles suit les comportements des éléments du méta
métamodèle et ceux du métamodèle de notre formalisme que nous avons spécifiés dans
le Chapitre 5 (page 92). La sémantique et le comportement pour chacune des opérations
nécessaires pour notre besoin de manipulation de modèles sont précisés dans la section
7.2 (page 199).
Outils
(- Éditeur de modèles
- Éditeur de règles de contrôle
- Visualisation de modèles)
I Opérations sur modèles
[—d





En résumé, les objectifs principaux de notre prototype sont les suivants:
1. Opéraliser le méta-métarnodèle et le métamodèle proposés, autrement dit
développer l’interpréteur/validateur de modèles. La sémantique de chaque modèle
doit être respectée et la correction des modèles à charger dans la base de
connaissances (la base de modèles) doit être vérifiée; les mécanismes supportés par
notre formalisme tels que le sous-typage / l’héritage entre types, la multi
classification, etc. doivent être mis en marche.
2. Implémenter les opérations que nous avons spécifiées dans la section 7.2 (page
199) afin de répondre à nos besoins de manipuler et de gérer des modèles.
3. Développer des outils pour l’édition de modèles, la visualisation graphique des
modèles, l’édition de règles de contrôle.
Nous sommes en voie de compléter le développement du prototype et remplir ses
objectifs principaux.
InterpréteurNalidateur de modèles J
Figure 206 Architecture d’un prototype de système de gestion de modèles
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7.4 Synthèse
Nous avons montré dans ce chapitre que notre formalisme est implémentable. Le
problème crucial de sa mise en oeuvre repose sur le stockage de modèles. Notre solution
proposée est assez simple. Nous avons montré comment les éléments dans notre
formalisme peuvent être codés de la même manière et comment les modèles (et leurs
éléments) représentés dans notre formalisme peuvent être codés et stockés dans une base
de données relationnelle. Nous avons également spécifié les opérations nécessaires pour
nos besoins de manipulation des modèles présentés dans notre formalisme. Nous avons
aussi montré la mise en oeuvre de ces opérations avec notre système de
modélisationlrnétarnodélisation.
Chapitre 8. Conclusion et travaux futurs
La gestion de modèles prend une importance grandissante et suscite de nombreux
travaux de recherche dans divers domaines comme la gestion des connaissances, la
gestion de métadonnées, les ontologies, la qualité de service et le génie logiciel. Le défi
commun, dans ce contexte, repose sur la représentation de modèles (répartis à tous les
niveaux de modélisation) et sur le développement d’opérations pour la manipulation de
modèles. Notre recherche s’inscrit dans le cadre de la gestion des modèles et porte sur
ces deux axes dc recherche importants: (i) la représentation de modèles et (ii) les
opérations permettant de manipuler les modèles.
Au sujet de la représentation de modèles, nous avons identifié les besoins essentiels
concernant la représentation des métamodèles et ceux concernant la représentation de
modèles de connaissances du monde réel (cf le Chapitre 3, page 26). Ces besoins nous
permettent de mieux comprendre la complexité du inonde à modéliser, d’identifier plus
facilement les éléments pour chaque niveau de modélisation, et d’aboutir à une
représentation la plus précise mais aussi la plus souple possible.
Plusieurs formalismes de modélisation peuvent être utilisés pour la représentation des
modèles. Nos études sur ces formalismes (cf. la section 2.4, page 25, et le Chapitre 4,
page 43) ont démontré qu’aucun ne répond complètement à tous les besoins recensés
pour la gestion de modèles. De plus, l’unifonnité dans la représentation de modèles est
une exigence considérable. Ceci nous permet d’éviter l’utilisation d’un ensemble de
modèles avec différents formalismes, et, lors des échanges entre les modèles, avec tous
les problèmes de traduction et de pertes d’information.
C’est pourquoi nous avons spécifié un nouveau formalisme (cf. le Chapitre 5, page
92) pennettant le développement d’un système de gestion des modèles. Ce formalisme
est notamment basé sur les réseaux sémantiques permettant la flexibilité dans
l’expression ainsi que la simplicité dans la représentation, facilitant ainsi la facilité de
mise en oeuvre.
Notre formalisme remplit tous les besoins recensés pour la gestion de modèles (cf. la
section 6.1.1, page 152, et la section 6.2.1, page 159). Nous avons montré que par
rapport aux noyaux réflexifs d’autres formalismes étudiés (cf la section 6.1, page 152, et
le Chapitre 4, page 43), le noyau réflexif de notre formalisme est le seul pennettant de
224
définir tous lcs formalismes de modélisation. Également, en comparaison avec d’autres
formalismes disponibles pour la modélisation du monde réel que nous avons étudiés (cf.
la section 6.2.2, page 165, et le Chapitre 4, page 43), notre formalisme permet de
représenter, d’une manière la plus fidèle, les situations du monde réel. Il est aussi le seul
à permettre de modéliser les situations telles que celles décrites dans le Problème 1
(page 34) et le Problème 2 (page 37).
Il est à souligner que notre formalisme permet l’extensibilité. Plus précisément, le
méta-métarnodèle et le métamodèle proposés sont tous extensibles. Ils offrent la
possibilité de définir et d’ajouter de nouveaux éléments au besoin, en se basant sur notre
noyau réflexif
Concernant les opérations sur modèles, nous avons spécifié les opérations nécessaires
permettant la manipulation des modèles dans notre base de modèles (cf. la section 7.2,
page 199). Ces opérations et notre formalisme constituent une base solide pour le
développement d’un système de gestion de modèles. Le système peut fonctionner avec
une mise en oeuvre relativement simple au sein d’une base de données relationnelle (cf.
le Chapitre 7, page 194).
Ainsi, notre travail de recherche dans le cadre de cette thèse a atteint les quatre
objectifs que nous avons présentés dans l’introduction. Également, nous avons
implémenté notre formalisme et commencé le développement d’un prototype d’un
système de gestion des modèles qui met en oeuvre ce formalisme (cf. la section 7.3, page
218). Cette réalisation complémentaire va atteindre l’objectif (5) mentionné dans
l’introduction.
Travaux futurs
Comme nous l’avons mentionné dans la section 7.3 (page 218), il nous reste à
compléter le développement de notre outil de validation (pour le méta-métamodèle et le
métamodèle) et combler ses objectifs principaux.
Le métamodèle présenté dans cette thèse n’est pas complet. Perfectionner ce
métamodèle fait aussi partie de nos plans futurs. Plus précisément, ce métamodèle
pourrait être étendu afin de supporter d’autres fonctionnalités, par exemple, pour
représenter la transformation entre modèles basés sur différents métamodèles.
Quant à la manipulation de modèles, certains sujets n’ont pas encore pu être
approfondis tels que la correspondance entre modèles, la fusion de modèles, la
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transformation de modèles basés sur différents métamodèles. C’est d’ailleurs pour cette
raison que nous souhaitons également spécifier puis implémenter des opérations
concernant ces sujets en tenant compte de résultats dc travaux de recherche d’autres
auteurs sur ces sujets (exemples: [43], [76], [$0], [$6], [$8], [90], [104], [132], [133],
[138], [139], [143], [150], [156], [162]).
Pour ten-niner nous voulons souligner que le fonrialisme présenté dans cette thèse est
le seul, à notre connaissance, qui comble tous les besoins essentiels de la gestion de
modèles répartis à tous les niveaux de modélisation. Ce fonnalisme est non seulement
flexible, simple et naturel à concevoir, il est aussi facile à mettre en oeuvre. Nous
espérons que nos travaux de recherche apporteront des contributions utiles à la
réalisation d’un système de gestion des modèles, particulièrement dans le cadre de la
gestion de connaissances mais également dans divers autres domaines importants dont
les bases de données, les ontologies, la qualité de service et le génie logiciel.
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rAnnexe I. Evaluation des formalismes étudiés
Cette annexe présente nos évaluations des formalismes étudiés en fonctions des
besoins (cf les Table I-1 et Table I-2) que nous avons recensés pour la gestion de
modèles (cf le Chapitre 3, page 26). Les formalismes choisis sont: Réseau sémantique,
sNets, Graphes conceptuels, Modèle uniforme des GCs, Entité-Association, CDIF,
UML, MOF, XML-XML Schema, RDF-RDFS et OWL.
Besoinr\’13 J t 7pae entre éléments de deux niveaux de modélisation consécuti/
Besoin’i3 2 t Passage entni niveaux t;pes et instances
Besoinii3 3 : Distinction entre dt/fi’rentes notions de coi/bimité ait niveau méta
BesoinM3 4 f iiéran’/isations entve t3pes
Besoi,iM3 S . Contraintes de cardmahté miui/maxpour un méta-/ien
BesoinA’13 6 : Distinctio,i entre modèles de d/fè’rentes natures
BesoinIYÏ3 7 : Liens a’ec les modèles
Table I-1: Liste des besoins essentiels 0Uf M3
BesonilV[2 1 . 7page entre éléments dit niveau M 1
BesoinIvÏ2 2 t T)ptle entre éléments de cieux mt’eaux de modélisation consécutifi
Besoi,iM2 3 : Passage entre niveaux ypes et instances
Besoin’i2 4 : Distinction entre di/)è’n’ntes notions de co/’ftn7mté
BesoinM2 5 . bIié,7nhtsations entre
BesoinM2 6 iiutlti-classz/ication et Connaissance partielle
BesoinM2 7: O/jets, Rôles, Tj’pes d’objets, 7bes de rôles
BesoinM2 8 : Rappoïls entre o/?]ets et rôles / ypes de rôles
Besoinivf2 9 : Classification cfynamique et classification statique
BesoinM2 10 : Contraintes de l’a,ité min/max
Besoim’I2 11 : C’ontraintes de cardinalité totale min/maxpour mi Ôpe relationnel
BesoinM2 12 t Contraintes de cardinalité locale min/max pour un pe relationnel
BesoiuiA12 13 : Co,itrcuintes de l’itération min/maxpour un tape relationnel
B esoinM2 14 . Contraintes de cardinalité imn/maxpour mi méta-lien
BesoinM2 15 . T)pes relationnels entre jpes et/ou instances
BesoinlYI2 16 : Distinction entre modèles de dflérentes natures
Besoi,iIVI2 1 7 . Liens avec les modèles
Besoi,iM2 18 . Liens entre modèles ait inveau Ml
Table I-2: Liste des besoins essentiels pour M2
i-2
Notations dans tes tables d ‘évaluatio,t:
remplir le besoin correspondant;
«+-» : remplir partiellement le besoin correspondant et à développer pour le remplir;
ne pas remplir et à développer pour remplir le besoin correspondant
1.1 Réseau sémantique
Les réseaux sémantiques permettent la représentation de toute sorte d’information
mais il manque la modularité et la structuration de la sémantique de ces informations
[80]. Ainsi, les réseaux sémantiques ne répondent à aucun besoin compris dans notre
liste des besoins essentiels pour la gestion de modèles. À noter que dans les réseaux
sémantiques, seuls les liens binaires sont permis.
1.2 sNets
L2.l Évaluation suivant les besoins pour M3 (cf Table I-Z, page i-l)
BesoinM3 Méta-métamodèle des sNets [80]
sNets supporte les entités (noeuds), méta-entités (méta-noeuds), relations (liens)
1 -f_ binaires, métarelations (méta-liens) binaires mais non les relations (liens)
entre relations ou entre entités avec relations.
2 ± sNets permet le passage entre niveaux types et instances.
Chaque entité (ou modèle) s’attache à sa méta-entité (son métamodèle) par un
3 +
lien de conformité de type meta (sem)
sNets permet l’héritage multiple entre méta-entités mais non la hiérarchisation
4 +-
entre metarelations.
sNets penuet de représenter les contraintes de cardinalité maximale d’une.
5 +-
métarelation mais non celle de cardinahté minimale.
6 +- Absence des notions: modèles structurels, modèles de conditions.
sNets permet la représentation de deux métarelations inversées, la relation
sémantique (sem) entre un modèle et son métamodèle et l’extension
7 + (extends) entre modèles. Il ne dispose pas de différents types de liens (la
jointure, l’intersection, la différence, l’inférence, la restriction) entre modèles
pour la gestion de modèles.
Table I-3: Évaluation du méta-métamodèle des sNets suivant les besoins pour M3
1.2.2 Évaluation suivant les besoinspour M2 (cf Table I-2, page i-l)
Puisque le noyau des sNets supporte les BesoinM3 1 et BesoinM3 5, tous deux
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partiellement, aucun métamodèle confonne à ce noyau ne peut répondre entièrement au
besoin «Typage entre éléments de deux niveaux de modélisation consécutifs»
(BesoinM2 2) ni au besoin «Contraintes de cardinalité rnin/max pour un méta-lien»
(BesoinM2 14) pour M2. Ainsi, aucun métamodèle conforme à ce noyau ne répond à
tous les besoins pour M2.
1.3 Graphes conceptuels
1.3.1 Évaluation suivant les besoins pour M2 (cf Table I-2 page i-1)
BesoinM2 Graphes conceptuels (GCs)
Les GCs supportent les notions «type» et «instance d’un type». Ils distinguent
1 + les types de concepts (types non relationnels) et les types de relations (types
relationnels), aussi les concepts (occurrences) et les relations (relations).
Concernant le support de nos notions de «noeuds» et «liens binaires»: présence
2 +- de relations (liens) entre concepts (noeuds); mais absence de relations entre
relations ou entre relations avec concepts.
Les GCs permettent de traiter un élément comme un type à un niveau et
3 +
comme une instance à un autre niveau [55].
Les GCs ne prennent pas en compte différentes notions de conformité et ne
définissent pas explicitement de liens de conformité.
5 ± Les types non relationnels et les relationnels sont organisés en hiérarchie.
6 ± Les GCs autorisent la multi-classification et la connaissance partielle [55].
Sowa a distingué ([145], [148]) les types naturels (équivalente à notre notion
«type d’objets») et les types de rôles mais : les types naturels et types de rôles
7 +- coexistent dans une même hiérarchie de types; aucune différence syntaxique
entre le côté des types naturels et celui des types de rôles; les types de rôles
sont considérés comme des sous-types des types naturels.
Des critères identifiés, seuls les critères (ii), (vii) et (viii) sont répondus. Un
rôle est joué par un seul joueur à chaque moment (critère (ii)). Les types de
8
rôles peuvent dépendre des relations (critère (vii)). Différents types de rôles
peuvent partager des structures ou comportements communs (critère (viii)).
9 - Absence de la distinction entre les classifications dynamique et statique.
10 - Aucun de ces cinq besoins n’est considéré dans les GCs. Concernant les
I I





existentiel (identifié par «e») et universel (identifié par «V»), ne permettant
14 - pas de modéliser les situations comme celle du Problème 1 (page 34).
i-4
Les GCs permettent de représenter seulement certains types relationnels entre
15 +. types et/ou instances [55] mais ne permettent pas encore de représenter ceux
présentés par le Problème 2 (page 37).
16 Les GCs disposent de la notion de contexte (comme des graphes emboîtés)
17 Ztz_ mais ne traitent pas explicitement des modèles et de leurs relations.
18 -
Table I-4: Évaluation des Graphes conceptuels suivant les besoins pour M2
1.3.2 Évaluation suivant les besoins pour M3 (cf Table I-l, page i-l)
BesoinM3 Graphes conceptuels (GCs)
1 +- Comme pour le BesoinM2 2 pour M2.
2 ± Comme pour le BesoinM2 3 pour M2.
3 - Comme pour le BesoinM2 4 pour M2.
4 ± Comme pour le BesoinM2 5 pour M2.
5 - Comme pour le BesoinM2 14 pour M2.
6 +- Comme pour le BesoinM2 16 pour M2.
7 +- Comme pour le BesoinM2 17 pour M2.
Table I-5 : Évaluation des Graphes conceptuels (GCs) suivant les besoins pour M3
1.4 Modèle uniforme
L 4.1 Évaluation suivant les besoins pour M2 (cf Table I-2 page i-1)
BesoinM2 Modèle uniforme des GCs
I +
2 +- Comme dans le cas des GCs, pour les mêmes raisons.
3 +
Un concept (occurrence) est associé à son type par la relation (lien) type.
4 -
Mais absence de la notion de conformité entre modèles et métamodèles.
5 ± Les types non relationnels et les relationnels sont organisés en hiérarchie.
6 ± La multi-classification et la connaissance partielle sont supportées [55].
7 - Comme le modèle uniforme des GCs ne tient pas compte de la notion de rôle
- (dans notre contexte), ces besoins relatifs à râles n’y sont pas applicables.
9 - Comme dans le cas des GCs, pour les mêmes raisons.
J O
- Le modèle uniforme des GCs permet, parmi ces besoins, de représenter les
1 1 contraintes de cardinalité retenues plutôt par les BesoinM2 12 et BesoinM2
1 +
13
14. Donc il ne permet pas de modéliser les situations comme celle du
14 Problème I (page 34).
15 +- Comme dans le cas des GCs, pour les mêmes raisons.
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16 +.. Le modèle uniforme des GCs dispose des types pour représenter explicitement
17
les contextes ainsi que différents types de graphes (les graphes de définition,
les graphes de restrictions) mais ne traite pas explicitement des modèles et de
18
- leurs relations.
Table I-6: Évaluation du Modèle uniforme des GCs suivant les besoins pour M2
1.4.2 Évaluation suivant les besoinspour M3 (cf Table I-l, page i-V
BesoinM3 Modèle uniforme des GCs
1 +- Comme pour le BesoinM2 2 pour M2.
2 ± Comme pour le BesoinM2 3 pour M2.
3 - Comme pour le BesoinM2 4 pour M2.
4 + Comme pour le BesoinM2 5 pour M2.
5 ± Comme pour le BesoinM2 14 pour M2.
6 +- Comme pour le BesoinM2 16 pour M2.
7 +- Comme pour le BesoinM2 17 pour M2.
Table I-7 : Évaluation du Modèle uniforme des GCs suivant les besoins pour M3
1.5 Entité-Association
- Évaluation suivant les besoins pour M2 (cf. Table I-2, page i-1)
BesoinM2 Entité-Association
La représentation de connaissances se fait uniquement au niveau des types et
1 non au niveau des instances. Donc les besoins BesoinM2 3, BesoinM2 4,
BesoinM2 6 et BesoinM2 15 ne sont pas applicables.
Pour la notion de «méta-lien binaire», dans le métamodèle Entité-Association:
2 - présence de métarelations (méta1iens) entre méta-entités (méta-nœttds) mais
non entre métarelations ou entre méta-entités avec métarelations.
Non applicable.
5 +- Absence de la hiérarchisation entre types relationiiels.
6 - Non applicable.
7 Dans la famille de ce modèle ([28], [65]), les rôles n’ont pas de propriétés
propres à lui [154] comme ceux dans notre contexte. Alors aucun de ces
8 besoins n’est complètement rempli.
9 - Entité-Association ne considère pas ce besoin.
10
- Entité-Association permet, parmi ces besoins, de représenter seulement les
1 1 contraintes de cardinalité retenues par les BesoinM2 12 et BesoinM2 14. Donc
17 ±
I
Entité-Association ne permet pas de modéliser les situations comme celle dans
14 le Problème I (page 34).
i-6
15 - Non applicctble.
16
- Le formalisme Entité-Association ne supporte pas la notion de modèle, donc
17
- ces besoins n’y sont pas appliqués.
18
Table I-8 Évaluation de Entité-Association suivant les besoins pour M2
1.6 CDIF - Évaluation suivant les besoins pour M3 (cf. Table I-f, page i-1)
BesoinM3 CDIF
Pour la notion de inéta-lien binaire, CDTF permet les métarelations (méta
1 +- liens) binaires entre méta-entités (méta-nœuds) mais non les métarelations
entre métarelations, ou entre méta-entités avec métarelations.
2 +
CDIF ne définit pas explicitement de liens de confonriité entre les objets
3
- (entités, relations, attributs,
...) et les méta-objets (méta-entités,
métarelations, méta-attributs,
...) ni entre modèles et métamodèles.
4 ± Le sous-typage multiple pour les méta-entités et les métarelations
5 +
CDW dispose de la notion de « zones d’intérêt » (Subj ectArea) pour
organiser les éléments mais ne dispose d’aucune métarelation entre
6
- Subj ectArea. Donc, aucun moyen pour distinguer les modèles de
différentes natures comme modèles, métamodèles, modèles structtirels,
modèles de conditions.
Aucune métarelation entre Subj ectArea, aucun moyen pour expliciter le
lien de conformité entre un modèle et son métamodèle, ni pour représenter les
liens entre les « zones d’intérêt » (Subj ectArea).
Si la métarelation IsUsedln (relie CollectableMetaObject à
Subj ectArea) signifie que les méta-objets collectables
(CollectableMetaobj ect) sont utilisés dans des « zones d’intérêt »,
alors quel lien représente dans quelle « zone d’intérêt» les méta-objets
collectables sont définis ? ou manque-t-il dans CDW la métarelation pour
indiquer qu’un méta-objet collectable est défini dans une « zone d’intérêt»?
Mais si la métarelation IsUsedln signifie la métarelation de définition,
alors elle représente aussi qu’un méta-objet collectable peut être défini dans
plusieurs « zones d’intérêt ». Donc dans quelle « zone d’intérêt » ce méta
objet collectable est-il défini pour la première fois?
Table I-9 Évaluation de CDIF suivant les besoins pour M3
1.7 UML - Évaluation de UML selon nos besoins pour M2 (cf. Table I-2, page i-1)
BesoinM2 UML
I +
Tel qu’expliqué dans l’évaluation du MOF selon le BesoinM3 I (cf. la section
1.8, page i-8), MOF ne supporte pas entièrement notre notion de «lien
2 binaire»: MOF permet les liens entre noeuds mais non entre liens ni entre liens
avec noeuds. Donc dans le métamodèle UML défini par MOF, il n’existe aucun
lien entre liens ou entre liens avec noeztds.
3 ± UML permet le passage entre niveaux types et instances.
La relation de conformité (instanceOf) entre éléments et méta-éléments est
distinguée avec l’instanciation locale entre instances et types au Ml, mais est
identifiée identique à celle entre modèles et métamodèles (cf la Figure 28,
page 59, et la Figure 29, page 59).
5 +
6 +
7 + UML distingue les rôles statiques et dynamiques. Avec les caractéristiques du
modèle de rôles dans UML2.x, nous pouvons considérer que UML2.x répond
s +
aux deux besoins.
UML n’explicite pas la différence entre les classifications statique et
9
- dynamique et les représente par un même type de généralisation entre
classificateurs (classes).
Il est possible de spécifier les agrégations avec des contraintes de cardinalité.
10 +- Ainsi le cas «Contraintes de l’arité min!max sur la composition d’un type
d’objets» du BesoinM2 10 peut être supporté.
1 1 UML permet, parmi ces besoins, de représenter seulement les contraintes de
12
cardinalité retenues par les BesoinM2 12 et BesoinM2 14. Donc UML ne
14
permet pas de modéliser les situations comme celle du Problème I (page 34).
Dans UML2.0, les relations sont définies au niveau des classes et applicables
au niveau des instances. Nous trouvons deux moyens permettant de supporter
le besoin «Types relationnels entre types et/ou instances» : (j) des valeurs par
15 +- défaut pour des attributs d’une classe; (ii) le power-type (PowerTypes).
L’usager peut spécifier des valeurs concrètes à certains attributs d’une classe
lors du raffinement de celle-ci. Cependant, uniquement des relations binaires
sont représentables comme attributs d’une classe. Avec l’application des
i-7
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power-types, une classe est divisible en sous-classes plus spécifiques, chaque
partition correspond à un power-type. Cependant, ce mécanisme ne convient
pas lorsque chaque partition d’une classe se fait pour divers power-types
combinés, tels que le cas décrit dans le Problème 2 (page 37), où une relation
n-aires est présente.
Concernant la modularité, UML supporte plusieurs notions comme les
16 +
paquetages (Package), les composants (Component) et les modèles
(Mode 1), sans toutefois expliciter la notion de modèles structurels et celle de
modèles de conditions.
UML permet de représenter différents types de liens identifiés pour répondre à
ce besoin. Par exemples, les liens de contenant entre un paquetage (modèle) et
ses éléments; les liens d’accès (import et merge) entre paquetages pour la
réutilisation des éléments et pour l’extension des paquetages. Cependant, dans
17 +- UML. il faut clarifier la relation sémantique entre modèles et métarnodèles qui
n’est pas proprement identique à la relation instanceOt entre un élément et
son méta-élérnent. Aussi, UML ne permet pas de représenter d’autres types de
liens entre modèles cités dans le BesoinM2 17 comme la jointure,
l’intersection, la différence, l’inférence, la restriction.
Concernant le développement de logiciels, UML considère plusieurs types de
liens entre paquetages (modèles) au niveau Ml, pouvant signifier les types de
$ + liens listés dans ce besoin. Exemples: la dépendance «trace» (le rapport
d’équivalence entre modèles); la dépendance «refine» (le rapport entre un
modèle et ses vues différentes); la dépendance de réalisation entre la
spécification et une implémentation (peut signifier une transformation).
Table I-10 : Évaluation de UML suivant les besoins pour M2
1.8 MOF - Évaluation suivant les besoins pour M3 (cf. Table I-1, page i-1)
BesoinM3 MOF
MOF supporte différentes notions retenues par ce besoin mais non
entièrement la notion de «lien binaire». En fait, MOF dans [107] définit un
+
lien entre deux objets mais un lien n’est pas vu comme un objet (noeud); MOF
dans ([106], [105]) définit un lien entre deux éléments mais un lien n’est pas
vu comme un élément (noeud). Alors, MOF ne couvre pas toutes les structures
possibles pour un lien.
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2 ± MOF permet le passage entre niveaux types et instance.
MOF2.O ne fait pas de distinction entre la relation de confonnité d’un
élément à un méta-élément et la relation de conformité d’un modèle à un
3 -
métamodèle, les représentant par la même relation instanceOf (cf. la
Figure 28, page 59, et la Figure 29, page 59).
4 +
5 +
Concernant la modularité, MOF soutient le mécanisme de paquetages avec la
notion de paquetages (Package). Aucun moyen n’est disponible pour
6
- distinguer explicitement différentes notions identifiées pour ce besoin, par
exemple: métamodèle d’un modèle; modèle structttrel d’un type relationnel;
modèle de conditions.
M0f2.O supporte différents types de liens identifiés pour ce besoin;
exemples: liens de contenant entre un paquetage (modèle) et ses éléments;
liens d’extension des paquetages comme Package Import (avec les mots-
+
clés import, access), et PackageMerge (avec le mot-clé merge).
Cependant, il faudrait clarifier dans MOF2.O la relation sémantique entre
modèles et métamodèles. En outre, MOF ne permet pas de représenter
différents types de liens entre modèles comme la jointure, l’intersection, la
différence, l’inférence, la restriction.
Table I-11: Évaluation de MOF suivant les besoins pour M3
1.9 XML-XML Schema
L9.l Évaluation suivant les besoinspour M2 (cf Table I-2, page i-1)
BesoinM2 XML-XML Schema
XML Schema supporte la notion de type et celle d’instance, mais ne considère
i +. pas la distinction de nature entre les notions «type non relationnel» et «type
relcitionnel» ni celle entre «occurrence» et «relation».
2 + Mêmes raisons que dans le cas du BesoinM2 1 pour M2.
3 ± XML Schema permet ce besoin.
Le type d’un élément ou attribut est toujours indiqué par l’attribut type.
Cependant, XML Schema n’explicite pas le rapport de conformité entre un
4 -
élément (ou attribut) (déclaré dans un schéma XML Schema) et une instance
de l’élément (ou attribut) en question (déclarée dans un document XML
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conforme au schéma en question). Par exemple, dans la Figure 52 (page 78), à
la ligne 1, le rapport de typage entre l’élément nommé Adresse et
TypeAdresse, indiqué par l’attribut type, n’est pas comme celui entre
l’élément Adresse avec xs element, ni comme celui entre Adresse
avec ses instances (occurrences) déclarées aux lignes 7 et 13 dans la Figure 51
(page 77).
Les types peuvent être organisés en hiérarchie grâce aux mécanismes
5 +
d’extension (extension) et de restriction (restriction) de types.
6 - La multi-classification n’est pas autorisée dans XML Schema.
Non applicable. XML Schema ne considère aucun modèle de rôles.
8 -
9 - Ce besoin n’est pas pris en compte.
XML Schema permet de spécifier le nombre d’occurrences d’un élément (ou
attribut) dans un type complexe, s’appliquant à certains types de contraintes
10 + présentés dans ce BesoinM2 10 tels que «Contraintes de l’arité min!max sur







Le seul moyen permettant de répondre à ce besoin dans XML Schema est
l’utilisation de l’attribut f ixed dans la déclaration d’éléments et attributs.
Pourtant, comme l’attribut f ixed est de type string (le type représentant
15 +_ l’ensemble de chaînes de caractères), l’utilisation de f ixed dans la
déclaration d’éléments est applicable plutôt aux éléments de types simples
mais non aux éléments de types complexes. Donc, il n’est pas évident de
modéliser les situations telles que celles du Problème 2 (page 37).
XML Schema supporte la notion de modèles au moyen des notions de
16 +_ schémas et espaces de noms. Par contre, il ne considère pas les notions de
métarnodèles, modèles structurels, modèles de conditions.
XML Schema dispose de l’extension (include/import) de schémas, non
des différents types de liens entre modèles cités pour ce besoin. Exemples: la
17 +- . . .
conformite semantique entre modèles et metamodeles, l’intersection, la
différence, l’inférence et la restriction entre modèles.
i—1 1
XML Schema permet la redéfinition (redefine) de schémas mais ne tient
18 + pas compte de différents types de liens entre modèles cités pour ce besoin tels
que l’équivalence et la transformation entre modèles.
Table I-12 : Évaluation de XML-XML Schema suivant les besoins pour M2
1.9.2 Évaluation du noyau de XML Schema selon les besoins pour M3 (c1 Table I-l, page i-1)
BesoinM3 Noyau de XML Schema
1 +- Comme pour le BesoinM2 2 pour M2.
2 + Comme pour le BesoinM2 3 pour M2.
3 - Comme pour le BesoinM2 4 pour M2.
4 + Comme pour le BesoinM2 5 pour M2.
5 - Comme pour le BesoinM2 14 pour M2.
6 +- Comme pour le BesoinM2 16 pour M2.
7 +- Comme pour le BesoinM2 17 pour M2.
Table I-13: Évaluation du noyau de XML Schema suivant les besoins pour M3
1.10 RDF-RDFS
1.10.1 Évaluation suivant les besoinspour M2 (cf Table I-2, page i-1)
BesoinM2 RDF-RDFS
RDF/RDFS ne supportent pas les propriétés qui sont les types relationnels
1 autres que binaires entre classes, ni les relations (instances des propriétés)
autres que binaires, ni les attributs pour les types relationnels et relations.
Absence de propriétés qui sont les méta-liens binaires entre propriétés ou entre
2 classes (niéta-nœuds) avec propriétés. Absence de liens binaires (instances des
propriétés) entre liens ou entre ressources (noeuds) avec liens.
3 ± RDF/RDf S permettent le passage entre niveaux types et instance.
RDF/RDFS représentent les liens de conformité entre types et instances par
4 - rdf type mais ne prend pas en compte la notion de conformité entre
modèles et métamodèles.
5 + Support du sous-typage multiple entre classe et celui entre propriétés.
6 + RDF/RDFS autorisent la multi-classification.
Non applicable. RDF/RDf S ne considèrent aucun modèle de rôles.
8 -
9 - RDF/RDFS ne considèrent pas ce besoin.
10 -
Contrnintcs structurdflcs: RDf/RDFS nc sut,portcnt niinun ft’nn cm c.nntrnntnJ t.
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retenu par les besoins de ce groupe, ne permettent donc pas de modéliser les
situations telles que celle du Problème 1 (page 34).
Les cas de types relationnels binaires et sans attributs entre types et instances
sont représentables dans RDF/RDFS mais leur interprétation sémantique n’est
pas bien précisée. Voir l’exemple 39.
Pour la notion de modèles, RDF/RDFS fournissent les notions de schémas
(rdf : RDF) et espaces de noms mais ne considèrent pas les notions de
métamodèles, modèles structurels, modèles de conditions.
Concernant ce besoin, RDF/RDFS permettent de représenter les liens d’accès
entre espaces de noms. Cependant ils ne considèrent pas les différents types de
liens entre modèles tels que le respect sémantique entre modèles et
métamodèles, l’intersection, la différence, l’inférence et la restriction.
RDF/RDf S disposent des relations (rdf s: isDefinedBy,
rdf s: seeAlso) pour relier une ressource à une autre (qui peut être un
schéma) qui donnent des informations supplémentaires sur la première mais ne
considèrent pas différents types de liens entre modèles mentionnés dans ce
besoin, par exemple l’équivalence et la transformation entre modèles.
RDf/RDfS
- Types relationnels entre types et/ou instances (‘exemple 39)
Lci figure I-J montre que PersonneEmployée - Teximus est une sous-classe de
Personne, reliée par travaille -pour à une compagnie (étant également une
orgcmisation,) particulière, Teximus. La présence de travaille -pour ici (à la ligne 14
dctns la Figure I-1) est considérée comme instance de ici propriété travai 11e -pour déclarée
à la ligne 6 dans la figure I-1. Soit Mari e tille instance de PersonneEmpl oyée - Teximus,
est-ce qtte l’on pettt déduire que Marie sera associée à Teximus par un lien travaille-
pour ? Ceci n ‘est pas précisé dans RDf/RDfS. Et si la classe Personne est prédefinie
conime le domaine d’application de travaille-pour, alors, en priiicioe, l’élément
PersonneEmpl oyée - Teximus (étant sous-classe de Personne) sera vu comme instance






















Figure I1: RDF/RDFS - Exemple de type relationnel entre types et/ou instances
1.10.2 Évaluation du noyau de RDf/RDfS selon les besoins pour M3 (cf Table I-1, page i-l)
BesoinM3 Noyau de RDF/RDFS
1 +- Comme pour le BesoinM2 2 pour M2.
2 ± Comme pour le BesoinM2 3 pour M2.
3 - Comme pour le BesoinM2 4 pour M2.
4 ± Comme pour le BesoinM2 5 pour M2.
5 - Comme pour le BesoiiiM2 14 pour M2.
6 +- Comme pour le BesoinM2 16 pour M2.
7 +- Comme pour le BesoinM2 17 pour M2.
Table I-15 : Évaluation du noyau de RDF/RIFS suivant les besoins pour M3
1.11 OWL
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Concernant les types de contraintes recensés par ces besoins, OWL ne tient
compte que des contraintes de cardinalité retenues par les besoins BesoinM2
12 et BesoinM2 14. OWL ne permet donc pas modéliser les situations comme
celle du Problème 1 (page 34).
OWL règle uniquement les cas de types relationnels binaires et sans attributs
entre types et instances. Ceci se fait grâce au mécanisme permettant de
spécifier que toutes les instances d’un type ont une même valeur particulière
pour une propriété (cf. l’exemple 40).
Comme RDf/RDFS, OWL ne remplit que partiellement chacun de ces trois
besoins.
Concernant la représentation de modèles et de leurs liens, en plus des supports
mis en place par RDF/RDfS (cf. la section 4.5.2, page $1), OWL dispose
d’autres supports: (j) la notion d’ontologie; (ii) les propriétés portant sur la
mise en colTespondance des éléments (classes, propriétés, individus) pour
faciliter la fusion des ontologies; et (iii) les propriétés portant sur la gestion
des versions d’ontologies pour faciliter la maintenance des ontologies.
Toutefois, comme RDf/RDFS, OWL ne dispose pas de notions de
métamodèles, modèles structurels, modèles de conditions (BesoinM2 16);
OWL ne dispose pas non plus de certains types relationnels entre modèles
(schémas, ontologies, espaces de noms) qui sont importants pour l’aspect de
modélisation et gestion de modèles, par exemple, le rapport de respect
sémantique entre un modèle et son métamodèle, l’intersection, la différence,
l’inférence, la restriction (BesoinM2 17), le rapport de transformation entre
modèles et l’équivalence entre modèles (BesoinM2 18).
OWL
- Types relationnels entre types et/oti instances (e.ïeniple 40)
La figttre I-2 illustre la définition qite les personnes employées de Teximus (7es instances
dit type PersonneEmployée-Teximus,) sont les personnes (les instances de Personne,)
dont chacune travaille pottr (travaille-pour,) la compagnie (étant également une
organisatioli) Teximus.
OWL ne considère pas ce besoin.











<Organization rdf : ID=”Tex±mus”/>














— Exemple de type relationnel entre types et/ou instances
1.11.2 Évaluation du noyau de OWL en fonction des besoinspour M3 (cf Table I-Z, page i-1)
BesoinM3 Noyau de OWL
1 +- Mêmes raisons que dans le cas du noyau de RDF/RDfS.
2 ± Comme pour le BesoinM2 3 pour M2.
3 - Comme pour le BesoinM2 4 pour M2.
4 ± Comme pour le BesoinM2 5 pour M2.
5 + Les contraintes de cardinalités sont représentées dans OWL.
6 +- Comme pour le BesoinM2 16 pour M2.
7 +- Comme pour le BesoinM2 17 pour M2.
Table I-17 : Évaluation du noyau de OWL suivant les besoins pour M3
Annexe II. Diagramme d’associations complet de
notre meta-metamodele
Note: Les types en italique sont abstraits.
Ils servent à clarifier la classification
Figure II-1: Méta-nœuds au niveau M3 : MNode et ses sous-types
Note:
Les types en italique sont abstraits.
Ils servent à clarifier la classification
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Figure II-3 Diagrammes d’associations entre méta-éléments de M3
rAnnexe III. Eléments de notre métamodèle
Cette annexe présente la définition de chacun des méta-élérnents définis dans notre
rnétamodèle(M2) avec divers exemples de leurs applications.
111.1 Element
Element est conforme à MMetaElement. Il est un type abstrait, le super-type de
tous les autres types de M2, et est subdivisé en deux: Node, Arc.
Figure III-1: Hiérarchie des méta-nœuds au niveau M2 : Node et ses sous-types
11L2.1 Node
Node est un méta-nœud abstrait, le super-type de tous les autres rnéta-nœuds de M2.
Node et ses sous-types se conforment à MMetaNode. Node est subdivisé en: Label,
Value, Language, et NamedNode.
111.2.2 Label
Label représente l’ensemble des libellés à nommer les éléments de niveau Ml.
111.2.3 Value, Language
Language et Value représentent vis-à-vis l’ensemble de langues et celui de valeurs
111.2 Méta-nœuds définis au M2
Note: Les types en italique sont abstraits.
Ils servent â clarifier la classification
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de l’univers du discours qui servent à représenter les interprétations des éléments de Ml.
Nous traitons les langages comme des valeurs, c’est-à-dire, un Language et un
MLanguage qui représentent un même langage peuvent être représentés par une même
valeur, ce qui simplifiera l’interprétation des éléments. Le langage universel est
représenté par «u», le français par «fr», l’anglais par «en», etc.
111.2.4 NamedNode
NamedNode est un type abstrait. Il représente l’ensemble des noeuds libellés. Les
NamedNode sont traités comme objets. Namedode est subdivisé en ces types-ci: User,
Visibility, Boolean, DataType, LabelledValue, Type, Typelnstance,
Model, Rule, List, et Ref.
111.2.5 User
Un User présente un utilisateur dans le système.
111.2.6 Visibility
Un vis ibility représente une valeur de visibilité d’éléments: publique (+), protégé
(#) et caché (-).
Dejinition 23 : Portée d’éléments
Soit E un élément défini dans un modèle M. La portée de E dépend de la valeur de la
visibilité comme suit:
- public (publique): E est accessible de M et des modèles pouvant accéder à M.
- protected (protégée): E est accessible de M et de tous les modèles inclus dans M
ainsi que tous les descendants de M.
- private (privée): E est accessible de M et des modèles inclus dans M.
De7inition 24 Portée d’attributs pour un type
Soit T un type défini dans un modèle ; et soit A un attribut pour un type T. La
portée de A pour T dépend de la valeur de la visibilité comme suit:
- private (privée): A n’est accessible que depuis T.
- protected (protégée): A est accessible depuis T et depuis les types dérivés de T.
- public (publique): A est accessible dc partout du moment que T est accessible.
Dejinution 25 : iype de relations hérutable; Attribut héritable
Soit R un type de relations dont les éléments à unir sont (E1, E>, ..., En); soit E un
élément héritier de E> par l’héritage et défini dans un modèle M. R devient héritable
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pour E (c’est-à-dire une nouvelle structure de R avec les éléments (E, E2, ..., E) à
unir est déduite et accessible de M) si et seulement si R n’est pas caché et si tous les
éléments E2, ..., et E sont accessibles de M. Ce principe est tour à tour appliqué pour
chaque élément héritier de E1, E2, ..., E. pour déduire des structures possibles de R.
Un attribut d’un type est héritable si pour ce type cet attribut n’est pas caché (c’est-à
dire si l’attribut est publique ou protégé pour ce type).
111.2.7 Boolean
Boolean a seulement deux instances prédéfinies, True et False, représentant
respectivement les valeurs logiques étiquetées: True pour le vrai, et False pour le
faux. True est interprétée comme «1» en langage universel, «truc>) en anglais, et «vrai»
en français; et False est interprétée comme «O> en langage universel, «false» en
anglais, et «faux» en français.
111.2.8 LabelledValue
Labelledvalue est abstrait et au sommet de la hiérarchie des types qui permettent
de représenter des valeurs normalisées et étiquetées. Par exemple, la valeur «Papin» est
le nom de toto et celui de tutu qui sont normalisés comme noms de personnes et
étiquetés respectivement par nom-de-toto et nom-de-tutu.
LabelledValue est le super-type de Labelledlnteger etAttrlnst.
111.2.9 Labelledfnteger
Labelledlnteger représente l’ensemble des entiers étiquetés de Ml. Un
Labelledlnteger est interprété comme un entier. Par exemple, l’élément CardNinl
représente un entier étiqueté (conforme à Labelledlnteger) qui vaut valeur 1.
111.2.10 Data Type
DataType représente des types de données primitives comme ceux dans les langages
de programmation. Par exemple, string pour des chaînes de caractères, Integer pour
des entiers, Float pour des nombres réels, etc.
111.2.11 Type, Tjpelnstance
Type est abstrait et représente l’ensemble des types de Ml. Il est subdivisé en:
Attribute et RolePlayerType.
Typelnstance est abstrait et représente l’ensemble des éléments de Ml qui sont
considérés comme les instances des types de Ml. Typelnstance est subdivisé en:
Attrlnst et RolePlayer.
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Une instance de type, c’est-à-dire une Typelnstance, n’est pas prise pour
représenter un ensemble d’éléments. Les Typelnstance sont prises plutôt pour décrire
et représenter des objets et choses de l’univers du discours ou dans le monde réel.
111.2.12 Attribute, Attrlnst
Attribute représente l’ensemble des attributs pour caractériser des Type de Ml.
Attrlnst représente l’ensemble des instances des Attribute, c’est-à-dire les
instances d’attributs, ou bien les valeurs d’attributs, pour caractériser des instances
(Typelnstance) ou types d’instances (Type).
111.2.13 RolePlayex, RolePlaverlype
RolePlayer représente l’ensemble des instances de types (Typelnstance) qui
peuvent jouer des rôles et dits joueurs de rôles. RolePlayer est abstrait et subdivisé en:
Object, Role, Relation, et Context.
RolePlayerType représente l’ensemble de types de joueurs de rôles.
RolePlayerType est abstrait et subdivisé en: Obj Type, RoleType, RelationType,
et Structure.
111.2.14 Object ObjType, ObjStaticType, Ob/Dyn Type
Un Obj ect représente un objet de l’univers du discours ou dans le monde réel.
Obj Type est un méta-nœud abstrait et représente l’ensemble des types d’objets.
Sous-types de Obj Type, Obj StaticType et ObjDynType représentent vis-à-vis
l’ensemble des types statiques d’objets et l’ensemble des types dynamiques d’objets.
111.2.15 Role, RoleTjpe, RoleStatic Type, RoleDyn Type
Un Role représente un rôle ou bien une position qu’un RolePlayer peut jouer. Un
RoleType représente un type de rôles ou bien de positions.
RoleType est un type abstrait et représentent l’ensemble des types de rôles.
RoleType est subdivisé en deux: RoleStaticType pour les types statiques de rôles;
et RoleDynType pour les types dynamiques de rôles.
11L2. 16 Relation, Relation Type
Un RelationType représente un type de relations (type relationnel) entre éléments
deMi. Une Relation représente une relation instanciée d’un type de relations deMi.
111.2.17 Model
odel représente l’ensemble des modèles au niveau Ml. Model est le super-type des
types-ci: Structure, Context, Obj Cycle, RoleCycle, et IfThenNodel.
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IIL2.18 Structure, Context
Structure représente l’ensemble de structures des types de relations au niveau Ml.
Context représente l’ensemble des modèles des relations au niveau Ml. Ces
modèles sont vus comme instances des structures des types de relations au Ml mais ne
sont pas des structures.
Structure est un sous-type de RolePlayerType, et Context est celui de
RolePlayer: un Structure (Context) est compté pour un RolePlayerType
(RolePlayer), et peut s’impliquer dans des Relation! RelationType.
1112.19 ObjCycle, RoleCycle
Obj Cycle (Rolecycle) représente l’ensemble de cycles d’états pour les types
d’objets (pour les types de rôles).
111.2.20 llThenModel
IfThenModel représente l’ensemble des modèles de conditions dans la
représentation de règles définies au niveau Ml.
111.221 RuJe
Rule représente l’ensemble des règles nécessaires définies au Ml qu’un élément doit
observer.
111.2.22 List, ListOlDifffile
Un List représente au Ml une liste d’éléments. Plus spécifique, une
ListOtDiffEle représente au Ml une liste d’éléments distincts deux à deux.
111.2.23 Re4 EveryRef
Ref et EveryRef de M2 visent à représenter les variables dans les règles définies au
niveau Ml. Ref correspond à l’interprétation du quantificateur existentiel (s).
EveryRef correspond à celle du quantificateur universel (V). La Règle 19 (Annexe IV)
sur l’attribution d’éléments à une variable est à noter.
111.3 Méta-liens définis au M2
La Figure III-2 illustre la hiérarchie des rnéta-arcs dans notre M2.
111.3.1 Arc
Arc est un type abstrait et est le super-type de tous les autres méta-arcs de M2. Un
Arc représente au Ml un arc en général entre deux éléments et est le représentant de

































1. Liens de conformités du niveau Ml au niveau M2
11L32 comply
comply est abstrait et regroupe les liens de conformité entre les éléments de niveau
M2 et leurs instances de niveau Ml. comply est représenté par meta et sem.
111.3.3 meta
meta représente l’ensemble des liens de conformité entre les éléments de Ml et leurs
méta-éléments de M2. Chaque élément (noeud, arc) de Ml est conforme à un et un seul
méta-élément (respectivement méta-noeud, rnéta-arc) de M2, et est attaché à ce dernier
par un lien de conformité de type meta. La Règle 3 (Annexe IV) est à respecter.
111.3.4 sein
sem représente l’ensemble des liens de conformité entre les modèles au Ml et leurs
métamodèles au M2. Un modèle (Mode 1) se conforme (sem) à un et un seul métamodèle
(MMetamodel). La Règle 18 (Annexe IV) est à noter.
2. Nommage d’éléments
11L3.5 naine
name représente l’ensemble des liens à spécifier les noms des éléments de Ml. Un
libellé (Label) peut nommer (name) au maximum un élément (Element), et un
élément peut être nommé par au maximum un libellé. Plus restrictivernent, chaque noeud
nommé (NamedNode) doit s’attacher à son libellé.
3. Interprétation d’éléments
111.3.6 depenc, ualueOf
depend et valueof penTiettent de spécifier les interprétations des éléments de Ml
selon différentes langues telles que le français, l’anglais, etc.
Le fait qu’une valeur est attachée par un arc de type valueOt à un arc de type
depend liant un élément à une langue (cf. la Figure 103, page 117), montre que
l’élément en question est attaché à des valeurs interprétées conformément à la langue.
4. Représentation de contraintes structurelles
111.3.7 interval
interval (cf la Figure 136, page 135) permet de former au Ml les intervalles
fermés dont les bornes inférieures et celles supérieures sont des entiers.
111.3.8 card
card regroupe les méta-arcs permettant de représenter au niveau Ml divers types de
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contraintes structurelles listés dans les besoins de BesoinM2 10 (page 36) à BesoinM2
13 (page 37). card est abstrait et subdivisé en: arity, totalcard, localCard,
iterate. Chacun de ces rnéta-arcs est restreint par les Règle 4 et Règle 8 (Annexe IV).
111.3.9 arity
arity représente l’ensemble des liens spécifiant les contraintes dc l’arité (cf le
BesoinM2 10 - «Contraintes de l’arité rnin!rnax», page 36). arity est défini pour relier
f orType à interval avec les cardinalités source 0. . et les cardinalités destination
0..1 (cf la Figure 138, page 136).
Spécification de contraintes de I ‘arité (exemple 4])
La Figure III-3 illustre comment sont definies les contraintes de / ‘arité sur / ‘arc de type
act Type de Personne (‘représentant le type de personnes) à travailler (‘représentant le
type de relations travailler,). L ‘arité maximale sur cet arc est de valeur 7 tandis que celle
minimale prend la valeur 1. Ceci spécjfle qit ‘il peut avoir d ‘toi à sept personnes ait maximum
qui peuvent travcn lier ensemble (‘coimne dans un groupe,). La figure III-3 peut être représentée
plus simplement comme dctns la Figttre 1H—4. Voir la Notation 5 (‘page 137) pottr notre notation




arity: I ILabelledinteger : travailler-actType-Personne-arity-cardMin_j...a depend
interval Language’u’
Labelledinteger : travailler-actType-Personne-arity-cardMax[-i( depend:
value0f:
Value: ‘7’
Figufe III-3 : Exemple de définir les contraintes de l’arité
actType :;f1..7J
Personne >(ii’iiier
Figure III-4 : Version simplifiée de la Figure III-3
111.3.10 totalC’ard
totalCard représente l’ensemble des liens spécifiant les contraintes de cardinalités
totales (cf le BesoinM2 11 - «Contraintes de cardinalité totale min!rnax pour un type
relationnel», page 36). totalcard est défini pour relier chacun des types relArcType
et actAsType à intervai avec les cardinalités source 0. .‘ et les cardinalités
destination 0.1 (cf la Figure 141, page 138).
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Spécification de contraintes de cardinalité totale (exemple 42)
La figure III-5 illustre la définition des contraiittes de la cardinalité totale sur l’arc de type
act Type de Personne à travailler. La cardinalité totale minimale sttr cet arc est de
valeur O et celle maximale prend la valeur i,finie. Ceci signifie qtc ‘une personne peut ne
participer à aucune, ou participer à ttne ou à plusieurs relations de type travailler. La
figure III-6 présente la version plus simple de la figure III-5. Voir la Notation 6 (page 138) sur
cardinalités totales minimale et maximale.
I actlype IPersonne travailler Value: 9]
I I valueOf:
totalCard Labelledinteger : travailler-actType-Personne-totalCard-cardMin_
interval: Language ‘u’
Labelledlnteger : travailler-actType-Personne-totalCard-cardMax__( deend:
valueOf:
Value:
Figure III-5 : Exemple de définir les contraintes de cardinalité totale
actType :; [QJ
Personne >‘ilIer
Figure III-6 : Version simplifiée de la Figure III-5
111.3.71 IocalC’ard
localCard représente l’ensemble des liens spécifiant les contraintes de cardinalités
locales (cf le BesoinM2 12 - «Contraintes de cardinalité locale minlmax pour un type
relationnel», page 37). localCard est défini pour relier chacun des types relArcType
et actAsType à interval avec les cardinalités source 0J1’ et les cardinalités
destination 0.1 (cf. la Figure 142, page 138).
Spécification de contraintes de cardinalité locale (exemple 43)
La figure III-7 démontre commuent sont définies les contraintes de la cardinalité locale sttr
l’arc de type act Type de Personne à travailler. La cardinafité locale minimale sur cet
arc prend lct valeur O alors qte celle maximale prend la valeur 20. Ceci spécifie qtc ‘il peut avoir
au maximum vingt personnes dont chacune s ‘associe ensemble à une relation de type
travailler avec un même groupe de personnes. Autrement dit, il est possible d’avoir au
maximum vingt personnes dont chacune peut travailler ensemble avec un même groupe de
personnes. La figitre III-8 illustre la version simplifiée de la figure III-7. Voir la Notation 7






IocalCard: Labelledlnteger : travailler-actType-Personne-localCard-cardMin depend:
intorval:
Language ‘u’
Labelledlnteger : travailler-actType-Personne-localCard-cardMax__ dePend
valueOf:
ZaIue : ‘20’
Figure III-7: Exemple de définir les contraintes de cardinalité locale
actType :; 10..201
Personne >(ir
Figure III-8: Version simplifiée de ta Figure III-7
111.3.72 iterate
iterate représente l’ensemble des liens spécifiant les contraintes de l’itération pour
un type de relations (cf le BesoinM2 13 - «Contraintes de l’itération minlrnax pour un
type relationnel», page 37). iterate est défini pour relier RelationType à
interval avec les cardinalités source 0. .‘ et les cardinalités destination 0.. 1 (cf la
Figure 143, page 139).
Spécification de contraintes de I ‘itération pour un type de relations (exemple 44)
La figure III-9 montre un exemple de comment spécifier des contraintes de / itération pour
1(11 type de relations. Pour le type de relations travailler, les mimêmes personnes peuvent
pc1rticper ensemble è une relation de type travailler plusieurs fois. Alors le izombre de
1 ‘itération minimale prend la valeur 1 et ceÏtti maximal prend ta valeur infinie. Ceci est
représenté pltts simplement comme dans la figure III-10. Voir la Notation 8 (page 139) sur












Value : ‘‘ f Language’u’ Value : ‘‘
Figure III-9: Exemple de définir les contraintes de l’itération
actType:
Personne f — — — — -ravailler_[1
Figure III-10 : Version simplifiée de la Figure III-9
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5. Spécification de relations et de types de relations
11L3.13 forRel
forRel est abstrait et est le super-type des méta-arcs qui permettent d’indiquer les
participants d’une relation (Relation) ou d’un type de relations (RelationType) de
niveau Ml. forRel est subdivisé en: relArcType, actAsType, actAs, et relArc.
11L3.14 relArcTvpe, actType, objType
Des Type qui peuvent s’engager directement à un type de relations (RelationType)
sont donc reliés à ce dernier par des relArcType (cf. la Figure 112, page 122).
actType et obj Type sont les sous-types de relArcType. Dans un type de relations
TR, un participant direct spécifié comme un acteur de l’action (resp. comme un objet de
l’action) est associé à TR par un arc de type actType (resp. de type obj Type).
Spécification du type de relations travailler (exemple 45)
La Figure III-1] (‘oui bien Figure III-12, illustre une structure dit type de relations
travailler avec les contraintes relatives à ce ti.’pe déjà décrites dans tes exemple 41 (page
iii-8), exemple 42 (page iii-9,), exemple 43 (page iii-9,), et exemple 44 (page iii-10). I7oir attssi les




Figure III-11: Une structure du type de relations travailler
actType:;f1..7];fQ.,j;IO..2O]ObjStaticType : Personnj_ {ionType : travailler
Figure III-12 Version simplifiée de la Figure III-11
La figttre III-13 montre une autre structure du type de relations travailler avec des
contraintes relatives à ce pe. Dans cette structure, le type de rôles employé (Employé, est
engagé connue l’acteur de l’action travailler.
actType :; (1..7]; tL]; 10.10]
RoleStaticlype: Employé_ ‘itionType : travailler [1..*D
Figure III-13 : Une autre structure du type de relations travailler
Spécification du type de relcutions travailler-pour (exemple 46)
travailler-pour est un type de relations de Personne à Organisation et/ou à
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Personne tout comme dii type de rôles Employé ait type de rôles Employeur. Nous
pouvons représenter des énoncés tels que «la personne toto (‘comme l’employé,) travaille pour
la personne fortin (‘éomme / ‘employeur,)», «les personnes toto, tata, tutu (comme les
employés) travaillent ensemble pour la compagnie Teximus (‘comme Ï ‘employeur)».
La Figure III-14 présente une structure dtt type de relations travailler-pour dans
lequel dettx types statiques de rôles, Employé et Employeur, s ‘impliquent respectivement
comme l’acteur et l’objet de l’action. Voir ciussi les Notation 5 (page 137), Notation 6 (page
138), Notation 7 (page 138,), et Notation 8 (page 139,).
RoleStaticlype: Employé .
“ actType s; [1.*J; [î.]; 10.1]
s’
(RelationType : travailler-
objlype s; fl..2J; [jj
RoleStaticType: Employeur
Figure III-14: Une structure du type de relations travailler-pour
Les contraintes (implicites et explicites) de 1 ‘arité et de cardinalités (totales et locales, sur
l’arc de type act Type et celles sur l’arc de type olij Type de travailler-pour sont
inteiprétées comme suit:
(1) Il y a un ou plusieurs employés qtti travaillent en même temps pour de i à 2 employeurs.
Autrement dit, les participants ensemble à itize relation de type travailler-pour
peuvent être : (la) au moins un employé (ce qtd est indiqtté pctr les contraintes de Parité
notées comme [1.. ‘J sur l’arc de type actType de Employé à travailler-
pour,); et (lb) de 1 à 2 employeurs (ce qtti est indiqué par les contraintes de l’arité
notées comme [l..2] sur l’arc de type obj Type de Employeur à travailler-
pour).
(2) Chaque employé doit participer à ait moins ttne ,-elcttion de type travailler-pour,
ce qui est indiqité par les contrctintes de cardinalité totale notées comme [1..*J sur l’ai-c
de type act Type de Employé è travailler-pour.
(3) Un employé ne pettt pas particter à nouveau à une relation de type travailler-
pour avec les mêmes partictants avec qtti il s ‘est associé à ttne relation de type
travailler-pour, ce qtti est indiqué par les contraintes de cardinalité locale notées
comme [Ou sur l’ai-c de tipe act Type de Employé à travailler-pour
(4,) Chaque employeur doit partictnei- à ait moins une relation de type travailler-
pour, ce qui est indiqité par les contraintes de cardinafité totale notées comme [L*]
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sztr l’arc de type obj Type de Employeurà travailler-pour.
Le nombre de / ‘itération minimal (‘respectivement maximal) pour travailler—pour n ‘est
pas affiché, et prend donc la valeur I (‘respectivement *,) Ceci spécifie cette contrainte:
(5) Une relation de type travailler-pourpeut se répéter les mêmes participants.
Fotu ce t’pe de relations travailler-pour, il peut exister d’autres contraintes à
représenter concernant divers éléments tels que des types de joueurs de rôles qtti puissent
s ‘occttper des rôles employé, employeurs, etc. Pour vo ir comment les contraintes de ce genre
peuvent s ‘exprimer dans notre formalisme, voir les spécifications de actAsType (‘section
111.3.15) etplayedByType (section 111.3.21).
111.3.15 actAs Type
Structure 1 (cf. la figure 115, page 123): actAsType peut unir RolePlayerType à
relArcType. Ceci permet de, spécifier des types de joueurs de rôles
(RolePlayerType) pour un type de rôles (RoleType) étant un participant direct d’un
type de relations. La Règle 24 (Annexe 1V) est à noter.
La sémantique de actAsType dans cette structure:
Soient RoleTypeA un type de rôles, RolePiayerTypes un type de joueurs de rôles,
et Pela tionTypeX un type de relations. Dans une structure de Reiationrypex,
soient arc1 un relArcType (c’est-à-dire un arc de type relArcType (ou actType ou
obj Type)) associant RoleTypeA à RelationTypeX; et arc2 un actAsType associant
RoiePiayerTypes à arc1. Donc, dans le type de relations RelationTypeX,
RolePlayerTypeB s’implique comme le type de joueurs de rôles pour le type de rôles
RoieTypeA. Autrement dit, un ou des joueurs de type Roi ePlayerTypeR peuvent
participer à une relation de type RelationTypeX sous rôles de type RoleTypeA. Les
contraintes qui concernent le type de relations RelationTypeX et qui sont attachées
aux arcs arc1, arc2 ainsi que les contraintes qui concernent RoieTypeA et/ou
Roi ePi ayerTypeB doivent être respectées. Les contraintes de l’arité et de cardinalité
totale/locale sur un arc de type actAsType, c’est-à-dire sur arc2 dans ce cas, sont
interprétées comme ci-après:
— L’arité minimale (maximale) indique le nombre minimal (maximal) des joueurs de
type Roi ePi ayerTypes qui peuvent, sous rôles de type RoleTypeA, s’impliquer
ensemble dans une relation de type RelationTypeX.
— La cardinalité totale minimale (maximale) indique le nombre minimal (maximal)
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de relations de type RelationTypeX dans lesquelles un joueur de type
RolePlayerTypeB peut impliquer sous un ou des rôles de type RoleTypeA.
— La cardinalité locale minimale (maximale) indique le nombre minimal (maximal)
de joueurs de type RolePlayerTypeB dont chacun, sous un rôle de type
RoleTypeA, peut impliquer dans une relation de type RelationTypeX avec un
même groupe de participants restants (y compris des rôles et des joueurs de rôles).
Structure 2 (cf. la Figure 116, page 124): actAsType peut unir RolePlayerType à
actAsType. Ceci permet de spécifier des types de joueurs de rôles (RolePlayerType)
pour un type de rôles (RoleType) impliqué dans le cadre d’une structure d’un type de
relations. La Règle 25 (Annexe 1V) est à noter.
La sémantique de actAsType dans cette structure:
Soient RoleTypel un type de rôles, Roi ePlayerTypeJ un type de joueurs de rôles,
et RelationTypeX un type de relations. Supposons que dans une structure de
RelationTypeX, arc1 représente un actAsType qui associe un actAsType (ou un
relArcType) à RoleTypel, et arc, représente un actAsType qui associe
RolePlayerTypel à arc1. Alors, dans le type de relations RelationTypeX,
Roi ePlayerTypel s’implique comme le type de joueurs de rôles pour le type de rôles
RoleTypel. Autrement dit, un ou des joueurs de type RoleplayerTypeJ peuvent
s’impliquer dans une relation de type Relation TypeX sous rôles de type RoleTypel.
Il faut respecter les contraintes qui concernent le type de relations Relation TypeX et
qui sont attachées aux arcs arc1, arcj ainsi que les contraintes qui concernent
RoleTypel et/ou RolePlayerTypel. Les contraintes de l’arité et de cardinalité
totale/locale sur un arc de type actAsType, c’est-à-dire sur arcj dans ce cas, sont
interprétées d’une façon similaire à celles sur arc2 que nous avons spécifiées dans la
présentation sur laStrutcture ide actAsType (cf la Figure 115, page 123).
Un exemple d’utilisation de actAsType se trouve dans l’exemple 47.
Types de joueurs de rôles pour types de rôles dans un type de relations (exemple 47)
Reprenons l’exemple sur le type de relations travailler décrit dans l’exemple 45 (‘page
iii-II). La figure III-13 (page iii-11) a illustré taie structure de travailler où le type de
rôles employé (Employé,) est engagé pour I ‘acteur de / ‘action travailler. La figure III-15
montre une image plus complète de cette structure avec quelques contraintes ajoutées sur le type
de relations travailler.
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actType [1.7]; [îJ; 10.10]
RoleStaticType: EmpIoyé -elationType : travailler
actAslype :; (1..7J; [0..3]
ObjStaticType: Personne
Figure III-15 : Types de rôles et leurs types de joueurs dans un type de relations
Les contraintes sur l’arc de type act Type de Employé à travailler sont inteiprétées
comme suit:
(1) Il y a cl ‘un à sept rôles employés (Employé) pouvant travaille,- ensemble en même
temps, c’est-à-dire participer ensemble à ttne relation de type travailler. Ceci est
indiqué par les contraintes de 1 ‘cu-ité notées comme [1.. 7J sur l’arc de type act Type de
Employéà travailler.
(2) Chaqite employé doit par icioei- à au moins une relation de type travailler, ce qui
est indiqué par les conti-aintes de cai-dinalités totales notées comme [1*] sur I ‘ai-c de
typeactTypedeEmployéà travailler.
(‘3,) Il y a au maximum dix rôles employé dont chacun petit s ‘associei- à une relation de type
travailler avec les mêmes participants restants (‘e ‘est-à-dire les mêmes rôles
employé ainsi que leurs joueurs restants qtti sont impliqués ensemble dans une i-dation
de type travailler). Ceci est indiqué pal- les contraintes de cardinalités locales
notées comme [0.10] sttr l’ai-c de type act Type de Employé à travailler.
Selon cette structure de travailler, une pci-sonne (Personne,) s ‘implique dans taie
relation de type travailler sotts le rôle employé. Les contraintes sur l’ai-c de type
actAsType de Personne à l’ai-c de type actType (de Employé à travailler) (cf
figure III-15,) sont intem-prétées comme sitit:
(‘4) Les am-ités minimale et maximale stu- cet ai-c de type actAsType sont .J-espectivement
de valeta-s 1 et 7, et elles sont notées comme [1.. 7j. Ceci spécifie que dans chaque
relation de type travailler, il y a d’une à sept personnes s’impliquant ensemble en
tant qui ‘employés.
(‘5,) Les cai-dinalités totales minimale et maximale stti- cet ai-c de type actAsType ne sont
pas affichées et sont donc de valezti- [0..*]. Ceci spécifie qui ‘tcne personne petit ne
pai-ticter à aucune, oupam-ticpei- à une oit plusieurs relations de type travailler en
tant qic ‘employés.
(6) Les cardinalités locales minimale et maximale sur cet ai-c de type actAsType sont
notées commue [0.3]. Ceci repi-ésente qu’il existe ait maximum ti-ois pci-sonnes dont
chacune, en tant qu’employé, peitt pai-ticpei- à une relation de type travailler avec
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un même groupe de par icipants restcznts.
Les contraintes de Ï ‘itération pour travailler spécifient:
(7) Une relation de type travailler peut se répéter plusieurs fois. C’est-à-dire, les
memes employés peuvent participer ensemble plusieurs fois à taie relation de type
travailler. Ceci est indiqué par les contraintes notées comme [1..*] suivant le nom
dccc type travailler.
111.3.16 actAs
Structure 1 (cf. la Figure I 18-(1), page 125): actAs peut unir RolePlayer à
relArcType. Ceci permet d’indiquer des joueurs de rôles fixes pour un type de rôles
qui est un participant direct d’un type de relations.
Structure 2 (cf. la Figure 11$-(2), page 125): actAs peut unir RolePlayerType à
relArcType. Ceci permet d’indiquer des types de joueurs de rôles fixes pour un type de
rôles qui est un participant direct d’un type de relations.
La Règle 26 (Annexe IV) est à noter.
La sémantique de ces structures I et 2 de actAs:
Soient RoleTypeA un type de rôles, et RelationTypeX un type de relations. Dans
une structure de RelationTypeX, soit arc, un relArcType (c’est-à-dire un arc de
type relArcType (ou actType ou objType)) associant RoleTypeA à
RelationTypeX. Un arc de type actAs d’un joueur de rôles à arc, (cf Figure 118-(1))
représente que ce joueur de rôles participe à toute relation de type RelationTypeX
sous rôles de type RoleTypeA. Un arc de type actAs d’un type de joueurs de rôles à
arc1 (cf. Figure 11 8-(2)) représente que toutes les instances de ce type de joueurs de
rôles participent à chaque relation de type RelationTypeX sous rôles de type
RoleTypeA. Clairement, les contraintes relatives au type de relations RelationTypeX
doivent être satisfaites.
Structure 3 (cf la Figure 120-(3), page 127): actAs peut unir RolePlayer à
actAsType. Ceci permet d’indiquer des joueurs de rôles fixés pour un type de rôles
impliqué dans le cadre d’une structure d’un type de relations.
Structure 4 (cf. la Figure 120-(4), page 127): actAs peut unir RolePlayerType à
actAsType. Ceci permet d’indiquer des joueurs de rôles fixés pour un type de rôles
impliqué dans le cadre d’une structure d’un type de relations.
La Règle 27 (Annexe IV) est à noter.
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La sémantique de ces structures 3 et 4 de actAs:
Soit RelationTypeX un type de relations. Soit RoleTypel un type dc rôles
impliqué dans RelationTypeX selon une structure de RelationTypeX, ce qui est
indiqué par arc3, un arc dc type actAsType. Un arc de type actAs d’un joueur de rôles
(RoleplayerE) à l’arc arc représente que ce joueur de rôles RolePlayerE
s’implique dans chaque relation de type RelationTypeX sous rôles de type
RoleTypeJ (ce qui correspond à la sémantique de actAs dans la structure illustrée
dans la Figure 120-(3) ou bien Figure 120-(3a),(3b)). Un arc de type actAs d’un type de
joueurs de rôles (RoleTypeE) à l’arc arc3 représente que toutes les instances de type
RoleTypeE s’impliquent dans chaque relation de type RelationTypeX sous rôles de
type RoleTypeJ (ce qui correspond à la sémantique de actAs dans la structure illustrée
dans la Figure 120-(4) ou bien Figure 120-(4a),(4b)). Évidemment, d’autres contraintes
relatives au type de relations RelationTypeX doivent être respectées.
11L3.17 relArc, net, obj
relArc représente l’ensemble des arcs pour indiquer des participants fixes à une
relation (Relation) ou à un type de relations (RelationType) de Ml. Sous-types de
relArc, les méta-arcs act et obj visent respectivement à expliciter des participants
pris pour acteurs de l’action et des participants pris pour objets de l’action.
relArc/act/obj pour la représentation de relations
Strticture I (cf. la Figure 122-(1), page 128): relArc peut unir Typelnstance à
Relation pour indiquer des instances (Typelnstance) impliquées dans une relation.
Structure 2 (cf la Figure 122-(2), page 128): relArc peut unir Type à Relation
pour indiquer des types impliqués dans une relation. Le fait qu’un type est rattaché par
un arc de type relArc (respectivement act ou obj) à une relation représente que toutes
les instances de ce type s’impliquent directement dans cette relation.
Type d’objets participant à une relation (exemple 48)
Retournons au type de relations travailler étudié dans l’exemple 45 (nage iii-1]). Le
fctit que les personnes travaillent ensemble est inteiprété que celles-ci participent ensemble à
une relation de type travailler. Soient toto, tata, tutu, Jean, et Marie les éléments
représentant les personnes (figure III-16). Soit que toto, tata, tutu, et Jean sont totttes
les instances de PersonneGroupel, celui-ci est un type dynamique d ‘objets représentant un
groupe de personnes travaillant ensemble.
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L.. H Object : Marie
Figure III-16: Exemple d’objets
Conunent petit-on donc modélise,- les relations de type travailler dans les scénarios (‘ci,)
et (b,) suivants ? (‘cx,) Les pci-sonnes toto, tata, tutu, Jean travaillent ensemble plusieurs
fois, soit najéis. (b,) toto, tata, tut u, Jean travaillent aussi ensemble plusieurs fois avec la
personne Marie, soit nbfois.
Étudions le scénario (ci,). Le scénario (ci) signifie qui ‘a liett n féis le fait «les personnes
toto, tata, tutu, Jean travaillent ensemble». Ce fait est représenté comme «toto, tata,
tutu, et Jean sont i-eliés par des ai-es de type act tille relation de type travailler»; par
exemple, (‘ai) «toto, tata, tutu, et Jean sont reliés à personneGroupel -
travailler1 par des act» (‘figure III-17), la i-elationpersonneGroupel
travailler1 est illusti-éeplzts en détail dans la figure III-18.
act: 4Object : toto —
— —






Figure III-17 : Modèle structurel de personneGroupe1-travaffler
Structure-travailler:




Object : toto_j—_EL_ Relation: personneroupeitravaiiiei)
act_..—-- .7 7
Object:tata
Object : tutu [ct:_
Object: Jean
Figure III-18: Exemple d’une relation de type travailler
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Donc, le scénario (‘ci) est représenté par n relations comme personneGroupel -
travailler1 clans (‘ai), c’est-à-dire chacune d’elles est instanciée du t’pe travailler et
à celle-ci les éléments toto, tata, tutu, Jean sont reliés par des arcs de type act. Étant
donné qtie toto, tata, tutu, et Jean sont toutes les il?stances de PersonneGroupel, Ici
structure de relArc de Type à Relation permet d’inteipréter (‘à]) comme (‘a2)
«PersonneGroupel est relié à personneGroupel -travailler1 par un arc de type
act» (‘Figure III-] 9,), autrement dit, (ai) et (a2,) représentent au fond une même chose. Donc, le
scénario (a) est représenté par a relations comme personneGroupel - travailler1 dans
(ai) ou bien dans (a2). D ‘ailleurs, la représentation de (a2) (cf Figure III-i 9) est visiblement
plus simple qtte celle de (ai) (cf figttre III-i ). Alors, ii est mieux de modéliser le scénario “à,)
par na relations comme personneGroupel -travailler1 dans (a2) que dans (ai). Il est à
noter que ceci est possible seulement si relArc peut relier Type à Relation , ou bien si
notre inétamodèle atitorise à un type de s ‘engager à irne relation.
ObjDynType:_PersonneGroupel_ —)(‘\eIation : personneGroupe1-travaiIIe
Figure III-19: Équiva]ent de la Figure III-17
— Type participant à une relation
La structure de relArc de Type à Relation prouve également son avantage dans la
représentation du scénario (b,). Ce scénario s’agit qtt ‘ci lieti nbfois lejéit «les personnes toto,
tata, tutu, Jean, et Marie travaillent ensemble». Il est représenté donc par 1b relations
comme personneGroupe2-travailler1 dans (‘bi) «toto, tata, tutu, Jean, et
Marie sont reliés à personneGroupe2 -travailler1 par des arcs de type act» (Figure
III-20,); c’est-à-dire ces relations sont de type travailler et à chacune d’elles les éléments
toto, tata, tutu, Jean, et Marie sont reliés par des arcs de type act.
act: ,—




I —— — — -Object:tata_‘







Object : Jean Vact: .—
I
J Object: MarieJ
Figure III-20: Modèle structurel de personneGroupe2-travailler
Comme nous avons analysé dans le scénario (ci), les situations telles que (ai) et (a2,
représentent en fait une même chose, ce qtli implique que (‘bi) représelite la nlêine chose qte
(l2) «PersonneGroupel et Marie sont reliés à personneGroupe2-travailler1 par
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des arcs de type act» (figure III-2]). Alors, le scénario (b) est représenté par nh relations
comme personneGroupe2-travailler1 dans (bi) ou bien dans (b2). De plus, la
représentation de (b2) (‘cf figure III-21) est bien pitis simple qtte celle de (b]) (‘cf figure III-







Figure III-21: Équivalent de la Figure III-20
— Type participant à une relation
relArc/act/obj pour la représentation de types de relations
Structure 3 (cf. la Figure 125-(3), page 129): relArc peut unir Typelnstance à
RelationType. Ceci permet d’indiquer des instances particulières impliquées dans un
type de relations. Le fait qu’une instance est attachée par un arc de type relArc
(respectivement act ou obj) à un type de relations signifie que cette première est
rattachée par un arc de type relArc (respectivement act ou obj) à chaque relation
instanciée de ce type de relations.
Structure 4 (cf. la Figure 125-(4), page 129): relArc peut unir Type à
RelationType. Ceci permet d’indiquer des types impliqués entièrement dans une
relation. Le fait qu’un type est rattaché par un arc de type relArc (respectivement act
ou obj) à une relation représente que toutes les instances de ce premier sont rattachées
par des arcs de type relArc (respectivement act ou obj) à chacune des relations
instanciées de ce type de relations.
Rôle participant à un type de relations (exemple 49)
Continuons à examiner le type de relations travailler-pour dans l’exemple 46 (page
iii-II). Soit EmployeurTeximus l’élément désignant le rôle employetu (Employeur,) de la
compagnie ott 1 ‘organisation Teximus. Employé
- Empl oye urTeximus désigne le groupe de
tous les rôles employé (Employé) qui travaillent pour EmployeurTeximus seul dans le sens
que chacun de ces rôles enuployéparticte à taie ou des relations de type travailler-pour
où EmployeurTeximus est le settl employeur. Comment petit-on modéliser le type
Empl oyé -Empi oyeurTeximus?
Étant dominé qtt ‘toi rôle employé peut ne pas appartenir pendant toute son existence au type
Employé-EmployeurTeximus, Employé-EmployeurTeximus est un sous-type de
Employé et est conforme à Rol eDyn Type. Chaque instance de Empl oyé
EmployeurTeximus doit participer (comme tin acteur de l’action) à une relation de type
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travailler-pour avec le seul rôle employeur EmployeurTeximus (comme l’objet de
l’action,). À noter qtte cette relation peut impliquer pli isieurs instances de Employé —
EmployeurTeximus. En appliquant la structttre de relArc qui unit Typelnstance à
RelationType, ceci pettt être spécifié à nivectu des types par la strttcture de travailler -
pour comme sttit (figure III-22). Employé -Empl oyeurTeximus hérite de son parent
Employé le type de relations travailler-pour. Et plus restrictivement, à ce type de
relations, l’élément Employé-EmployeurTeximus est relié par ttn arc de type act Type
alors que EmployeurTeximus est relié par un arc de type obj. Cette structure doit
respecter les contraintes attachées à ses structures mères dont la structure initiale de
travailler-pour (cf figure III-14, pctge iii-12].
RoleDynlype : Employé-EmployeurTeximus




Figure III-22 : Type relationnel entre instance et type
6. Méta-arcs pour la spécification de types et instances de types de Ml
11L3.18 forType
f orType est abstrait et regroupe les méta-arcs relatifs à la spécification des types de
ML f orType est subdivisé en: relArcType, actAsType, played3yType,
composeType et chrcType.
11L3.19 forlnst
forlnst est abstrait et regroupe les méta-arcs relatifs aux Typelnstance et
correspondants aux méta-arcs composeType, playedEyType et clircType. f orlnst
est subdivisé en: compose, playedBy et chrc.
111.3.20 compose Zvpe, compose
composeType peut unir ObjType à ObjType lui-même (cf. la Figure 107, page
120) pour spécifier la composition des types d’objets. Les arcs de type composeType
associent les types d’objets composants aux types d’objets composés correspondants.
compose peut unir Object à Object lui-même (cf. la Figure 107, page 120) pour
représenter la composition des objets. Les arcs de type compose associent les objets
composants aux objets composés correspondants. À chaque moment, un objet peut avoir
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plusieurs composants mais être composant d’au plus un objet. Le méta-arc compose est
antiréflexif et acyclique (cf les Règle 6 et Règle 7, Annexe IV).
11L3.21 playedBylype
played3yType (cf. la Figure 109, page 120) représente l’ensemble des arcs servant
à indiquer des types de joueurs de rôles (RolePlayerType) pour un type de rôles.
Occupation de types de rôles (éxemple 50)
La figure III-23 spécifie que les personnes (Personnej peuvent jouer des rôles employé
(Employé) et employeur (Employeur) avec les contraintes présentées ci-après.
playedByType fO..2J
RoleStaticlype : Employé F- ObjStaticType : Personne
— —
— p)ayedByType :; 10.7]
RoleStaticType : Employeur
Figure III-23: Occupation de types de rôles
L ‘occupation de rôles employé pour des personnes est représenté par un arc de type
pi ayedByType de Employé à Personne. Une personne peut s ‘occuper cii même temps
deux rôles employé ciii maximum. Ceci est indiqué par les contraintes de I ‘arité notées [0. .2] sur
l’arc de type playedByType de Employé à Personne.
L ‘occupation de rôles employeur poutr des personnes est représenté par un arc de type
playedEyType de Employeur à Personne. Une personne petit jouer ou non un rôle
employeur. Et elle ne pettt pas s ‘occuper plus d ‘un rôle employeur en même temps. Ceci est
représenté par les contraintes de 1 ‘arité notées conune [0..]] sur l’arc de type playedByType
de Employeur à Personne.
111.3.22 playedBy
Structure 1 (cf. la Figure 1Ï0-(1), page 121): playedBy peut unir Role à
RolePlayer. Un rôle est associé à son joueur de rôles par un arc de type playedBy.
Un joueur de rôles peut jouer plusieurs rôles en même temps. Par contre, un rôle peut
être chargé à chaque moment par un joueur de rôles au maximum. Le méta-arc
played3y est antiréflexif et acyclique (cf les Règle 6 et Règle 7, Annexe IV).
Strttcture 2 (cf la Figure I lO-(2), page 121): playedBy peut unir RoleType à
RolePlayer. Si un type de rôles TR est associé par un arc de type playedBy à un
joueur de rôles JR, alors IR est le joueur unique pour tous les rôles de type TR.
111.3.23 chrclype, isKey
chrcType représente l’ensemble des arcs qui associent des attributs à des types de
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Ml (cf. la Figure 12$, page 132). chrcType est antiréflexif(cf. la Règle 6, Annexe IV).
Une instance d’un type peut ne pas avoir, ou peut avoir un ou plusieurs attributs d’un
même type. Ceci est spécifié par les contraintes d’arités sur des attributs pour des types à
caractériser (cf. la Définition 10, page 131). Si l’arité minimale ou maximale pour arc de
type chrcType n’est pas indiquée, la valeur pour cette anté est 1.
isKey (cf. la Figure 129, page 132) unit chrcType à Boolean afin de désigner les
attribctts clés ou ordinaires pour un type (cf. la Définition 10, page 13 1). Si un arc de
type chrcType qui attache un attribut A à un type T est relié par un arc de type isKey à
True, alors A est un attribut clé de T. Un attribut peut être un attribut clé pour un type
mais un attribut ordinaire pour un autre type.
Spécification des attributs pour un type (exemple 5])
Soit qu ‘tcne personne (Personne) est caractérisée pctr les attributs suivants un settl nom
(Nom), un settl prénom (Prénom,); aucun, un ou plusieurs surnoms (Surnom,); une seule date
de naissance (DateDeNaissance,) constituée de jour (Jour,), mois (Mois) et année
(Année). Lci figure III-24 illustre la représentation de Personne, un type statique d’objets.
Les attributs Nom, Prénom, Surnom, DateDeNaissance, Jour, Mois, et Année sont
attachés à leur inéta-élément Attribute par des arcs de type meta. L’attribut
DateDeNaissance est constitué des trois attributs simples Jour Mois, et Année qui lui
sont reliés, connue ses attributs uniques, par des arcs de type chrcType. Nom, Prénom et
DateDeNaissance sont reliés par des arcs de type chrcType à Personne comme les
attribttts uniques de Personne, alors que Surnom est relié à Personne, connue tin attribut




I I I I I
meta:1
y IrQ*7 I I






I chrcType : It_DateDeNaissance.____r.]Jour I I
LHMois
Année
Figure III-24: Spécifier des attributs pour un type
Voici tin autre exemple. Supposons qu’ut,! passeport (Passeport) est caractérisé non
seulement par son mnunéro cl ‘identification (IdNuméro,.) de type «attribtit clé», mais encore par
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d’autres attributs tels que le nom de son tittilcure (NomTi tul), le nom du pays livrant, etc. ‘cf
l’exemple 52, page iii-24). La figure III-25 illustre la caractérisation du type Passeport avec
les deux attributs IdNuméro et NomTi tul.
[9StaticType : Passepoj Lf-_]Aftribute: ldNuméroï
I isKey:chrclype:
-
I Boolean : True
Attribute : NomIitul
Figure III-25 t Attributs clés pour un type
Ces types Personne et Passeport avec leurs attributs peuvent être visualisés d’une
manière simplifiée comme dans la figure III-2 6. Cette figure montre aussi la représentation
simplifiée d’autres types statiqutes/dynamiqtces d ‘objets/rôles, ou types de relations tels que les
types Retraité, Employé, PermEmp, et travailler-pour. Un employé (Employé,) est
caractérisé par son numéro d ‘employés (IdEmp,) de type ((attribut clé», et son salaire
(Salaire,). Lhit’e,) retraitéfr,) (Retraité) bénéficie de sa pension de retraite (Pension,).
Une relation de type travailler-pour est caractérisée par dettx dates. date de débttt
(DateDéliut,.) et date de fin (DateFin).
















Figure III-26: Représentation simplifiée de types avec leurs attributs
Strt,cture 1 (cf. la Figure 132-(l), page 133): chrc peut unir Attrlnst à
Typelnstance. Des instances d’attributs ou bien valeurs d’attributs sont attachées à
des instances à caractériser par des arcs de type chrc. Une instance peut avoir plusieurs
valeurs d’attributs, et une valeur d’attributs peut caractériser plusieurs instances.
Instances d’un type avec leurs valeurs d’attributs (exemple 52)
Étudions la situation suivante. Un passeport permet d ‘identifier taie personne comme citoyen








(Passeport) a tin et un set’l nmnéro d’identification (IdNuméro,), et doit comporter le nom
de son titulaire (NomTi t ul). Soient les critères suivants à considérer (‘t) deux Passeport
différents ont dettx IdNuméro différents; (ii) les NomTi tul des Passeport d’une même
pet-sonne doivent les mêmes, et certains dossiers administratf.- sur une personne conservent les
iifài-mations sur le ou les Passeport (telles que les IdNuméro, les NomTi tul, etc.) de
cette personne. Comment les attributs tels que Idt’ïuméro, NomTi tul ctinsi que leurs
instal?ces seront modélisés ?
Afin de satisfaire le critère (f), le type IdNuméro sera modélisé comme un attribut clé dtt
type Passeport. Tel qu’illustre la figure 111-2 7, le type Passeport est caractérisé par deux
attributs, IdNuméro, NomTi tul (ce qui est indiqué par des ai-es de type chrcType,).
IdNuméro est l’attribut clé de Passport (ce qtd est indiqué par un ai-c de type isKey,).
Pour la même raison expliquée dans Ici section 2.1.4 (page 13), afin de modéliser les
instances d ‘attributs (At trIns t,), il y a seulement deux solutions. Les At trIns t sont traitées
soit connue valeurs étiquetées dans la première solution et soit comme valeurs dans la deuxième.
a) P,i-emièi-e solution: les Attrlnst sont traitées comme valeurs étiquetées. C’est-à-dire,
pour les instances d ‘tut même attribut, ceutx considérées connue identiques sont étiqutetées
identiquement; par contre, ceuix considérées comme différentes sont étiquetées différemment.














Value: ‘Levesque Jean’ F— instOf:1 instOf:II valueOf : depend: tI
I chrc: I
Object: Pca2005Jean -




__ __ __ __ __ __
valueOf:
Language : ‘u’
Figure III-27: Objet Pca2005Jean et son type Passeport
Dans cette figttre, t ‘élément Pca2 005 représente un passeport (ce qua est indiqué par un arc
de type instOf de Pca2005Jean à Passeport) dont le numéro d’identification est
«CA]23456» et le nom dut tittilaire est «Levesqute Jean». Il est caractérisé par deuux instances
cl ‘attributs (At trIns t,) qtd sont représentés par les éléments Pca2 005- IdNuméro et
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Jean -NomTi tul (ce qui est indiqué par des arcs de type chrc) et qui prennent
respectivement IdNuméro et NomTi tul pour lettrs types (ce qui est indiqué par des arcs de
type instOf). Les éléments Pca2005-IdNuméro et Jean-NomTitul sont inteiprétés en
langage universel respectivemnelit comme «cA123456» et «Levesque Jean». La figure III-28
présente une représentation simplifiée de Pca200SJean.
_______________________
Language : ‘u’
Value : ‘Levesque Jean’ ‘j’
valueOf :
Object: Pca2005Jean : Passepor_UE.j Attrlnst :Jean-NomTitul NomTitul
chrc:
1_Attrlnst: Pca2005-ldNuméro : IdNuméro tkev)
Figure III-28: Représentation simplifiée de Pca2005Jean
Sttpposons que dettx passeports Pca2005Jean (NomTitul = ‘Levesque Jean’ (‘ii);
IdNuméro =‘CA123456’ (‘u» et Pfr2005Jean (Nomritul ‘Levesque Jean’ (tt),
IdNuméro =‘FR123456’ (u,)) sont à la personne Jean. Alors les NomTitul des
Pca2005Iean et Pfr2005Jean sont toijours identiques, et peuvent être représentés par une
même instance d’attributs: Jean -NomTi tul. Comme l’illustre la Figttre III-29,
Pfr2 005Jean est caractérisé par deux instances d’attributs (At trIns t,), Pfr2 005-
IdNuméro et Jean -NomTi tul, instanciées respectivement de IdNuméro et de NomTi tul.
L ‘élément Pfr2005-IdNuméro est inteiprété en langage universel comme «FR123456».
Object: Pfr2005Jean : Passeport— H__Attrlnst : Jepn-NomTitul NomTitul
chrc: Attrlnst: Pfr2005-IdNuméro: IdNuméro (kev)
[yue:
‘FR1234&1_ dePend:




Figure III-29: Représentation simplifiée de Pfr2005Jean
Soit Pfr2006Toto un passeport de la personne Toto avec les iiformations suivantes:
Pfr2006Toto (NomTitul = Levesque Jean’ (u,), IdNuméro ‘FR123490’ (ti,)). Comme
Jean et Toto sont cieux personnes chfféren tes, le fait qtte les NomTi t ul de leurs passeports ont
une même valeur ‘Levesqtie Jean’ est une coïncidence. Alors le NomTi tul des passeports de
Jean et celui de Toto sont considém-és comme deux instances d’attributs (‘Attrlnst) diffe’rentes
et sont donc étiqttetés différemment. Comme l’illustre la Figure III-30, Pfr2006Toto est
cciractérisé par cieux instcmces ci ‘attributs (A t trIns t), Pfr2 006— IdNuméro (une instance
de IdNuméro,) et Toto-NomTitul (ttne instance de NomTitul). Les éléments Pfr2006-
IdNuméra et Toto-NomTi tul sont intemprétés en Ïcmgage universel respectivement comme
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«FR123490» et «Levesque Jean».
_______________________
Language : ‘u’
Value: ‘Levesque Jean’ F — — —
valueOf
Object: Pfr2006Toto : Passeport Attrlnst : Toto-NomTitul : NomTitul
chrc:





Figufe III-30: Représentation simplifiée de Pfr2006Toto
b) Deuxième solution: les AttrInst sont traitées comme valettrs. L ‘inconvénient de cette
solution se réside dans le support du critère (ii,) dans cet exemple. À chaque Jèis que le
IdNuméro (‘ou le NomTi t ul, etc.) cl ‘im passeport est mis t) jour à une nouvelle valeur, nous
devons mettre à jotir également à cette valeur le IdNuméro (àu le NomTi tul, etc.) de ce
passeport dans les dossiers concernés pour que ces insformations soient identiques. Phts le
nombre de mises à jottr de ce genre augmente, plus l’inconvénient se manifeste. Visiblement, la
prenuère solution présentée ci—haut corrige cet inconvénient.
Ainsi, nous modélisons les instances d’attributs (AttrInst, comme valeurs étiquetées.
Les éléments Pca2005Jean, Pfr2005Jean et Pfr2006Toto décrits ci-haut peuvent
être représentés d’ttne manière simplifiée conune dans la figure III-3]. Similairement, Jean
clans la Figure III-3 2 représente une personne concrète avec ses attributs en suivant la structure
de son type Personne étudiée dans l’exemple 5] (page iii-23).
Object: Pca2005Jean : Passeport Object: Pfr2005Jean: Passeport
IdNuméro (key) = ‘CA123456’ (u) ldNuméro (key) ‘FR123456’ (u)
NomTitul = ‘Levesque Jean’ (u) NomTitul = ‘Levesque Jean’ (u)
Object: Pfr2006Toto : Passeport
ldNuméro (key) ‘FR123490’ (u)
NomTitul = ‘Levesque Jean’ (u)
Figure III-31: Représentation simplifiée de Pca2005Jean
Object : Jean: Personne
Nom = ‘Levesque’ (u)
Prénom = ‘Jean’ (u)
Surnom = ‘le grand’; ‘le juste’ (fr)
DateDeNaissance = ‘11611976’ (u)
Jour = 1(u)
Mois = 6 (u)
Année 1976 (u)
Figure III-32: Représentation simplifiée de l’objetJean
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Strttcture 2 (cf la Figure 132-(2), page 133): chrc peut unir Attrlnst à Type.
Si une instance I d’un attribut A est liée par un arc de type chrc à un type T, toutes
les instances dc T partagent i comme la valeur pour l’attribut A. Un type peut avoir
plusieurs instances d’attributs. Une instance d’attributs peut caractériser plusieurs types.
Concrétiser des attributs d ‘tin type au nivecut M] (‘exemple 53)
La figure III-33 illustre la concrétisation d’attributs d’un type de M]. Dans cette figitre,
PorteFenêtre représente l’ensemble de toutes les portes de fenêtres. Une porte de fenêtres
(PorteFenêtre,) est caractérisée par la couleur (Couleur), la largeur (Largeur,) et la
hauteur (Hauteur,), ce qtti est indiqué par des arcs de type chrcType reliant Couleur,
Largeur, et Hauteur à Port eFenftre. PorteFenftre-GroupeA est un sous-type de
PorteFenêtre (ce quti est indiqué par ttn arc de type subType en ettx,) et représente tin
ensemble de totites les portes fenêtres d’une même dimension, la hauteur (PFGroupeA—
Hauteur) soit 1m64 et la largeur (PFGroupeA-Largeur,) soit 2mb. Cette figure petit être
simplifiée comme la figure III-34.





— H Attribute : Hauteurt I
I 1 instOf: II Value: ‘1m64’I Language : u’ II
-- A instOf: II vaIueOf:-... I I
I ‘ depend:
I
chrc: IObjStaticlype : PorteFenêtre-GroupeA
—
— H_Attrlnst: PFGroupeA-Hauteur 1
tH Attrlnst: PFGroupeA-Largeur]
valueOf: — — — — — depend:
Value: ‘2mW’ f Language: ‘u’











Figure III-34: Représentation simplifiée de la Figure III-33
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111.3.25 dataOlTjpe
dataOfType (cf. la Figure 130, page 133) représente l’ensemble des arcs à indiquer
les types de données primitives (DataType) pour les attributs (Attribute). Un attribut
peut être attaché à un seul type de données primitives. Si un attribut A est attaché à un
type de données primitives TD, la valeur d’une instance de type A va être vu comme
instance de type 2D. Par exemple, Nom est un attribut attaché au type de données
primitives String, la valeur d’une instance de type Nom est donc vue comme une
chaîne de caractères telle que «Anna Trembley», «Papin», «Levcsquc», etc.
111.3.26 isAbst
isAbst (cf la Figure 135, page 135) représente l’ensemble des arcs à indiquer au
niveau Ml les types abstraits et les types non abstraits. Par défaut, un type (Type) est
non abstrait. Un type relié à True par un arc de type isAbst sera un type abstrait.
7. Hiérarchisation entre types de Ml
111.3.27 subljpe, inherit
subType implémente la relation de sous-typage multiple alors que inherit
implémente l’héritage multiple entre les types de Ml autres que les modèles: entre les
Qbj Type, entre les RoleType, entre les RelationType, et entre les Attribute. Voir
aussi la section 5.3.4.7 (page 140) pour les spécifications sur subType et inherit. Les
rnéta-arcs subType et inherit doivent remplir les Règle 5, Règle 6 et Règle 7
(Annexe IV). Concernant l’effet de sous-typage au niveau Ml, les Règle 1, Règle 8,
Règle 16, et Règle 28 (Annexe IV) sont appliquées. Pour l’effet de l’héritage, d’autres
règles sont retenues t Règle 1, Règle 8, Règle 16, et Règle 29 (Annexe IV).
Ci-après sont des exemples de sous-typage entre des types de Ml.
Classification de types d’objets (exemple 54,)
Reprenons Ï ‘exemple de classification des vélucules (‘cf l’exemple 2, page 28). Les véhicules
(Véhicule) sont classés statiquement en types en fonction de divers critères. Par exemple,
selon le nombre de portes, ily a les types-ci: les véhicules 2 portes (Véhicule-2portes,);
les 4 portes (Véhicule-4portes,); ott les mini-fottrgonnettes (Véhicule-Van,). En
!ènction dit mode de propulsion, nous avons ces deux types les véhicttles à 2 rottes motrices
(Véhicule-2RM,) oit à 4 mites motrices (Véhicule-4RY. En basant sur l’origine des
véhicules, noits avons trois autres suivants: les véhicttles d’Europe (Véhicule-Europe,);
cettx d’Amérique (Véhi cule-Améri que,); et ceux d’Asie (Véhicule-Asie,). Fouir chacun
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des types listés (‘cf la figure 12, page 29), il est à remarquer que si un véhicule est qttaflfié pour
appartenir au type en question, alors durant tottt att long de son existence, ce véhicule
appartient toiUoztrs à ce dernier. Ceci signifie que ces types sont tous de nature de types
statiques d’objets. Ces types petivent être modélisés dans notre formalisme comme ce qtce la
figure 111-3 5 présente.
ObjStaticType Véhicule ObjStaticType : Véhicule ObjStaticType : Véhicule
I subTypo I subType : I subType





I ObjStaticType : Véhicule-4portes IobistatcType Véhicule-Amérj ObjStaticType Véhicule-4RM
ObjStaticType Véhicule-Van ObjStaticType Véhicule-Asie
Figure III-35 Différentes hiérarchies statique de véhicules basées sur les trois critères
Les véhicttles peuvent attssi être classés dynctmiquement cii types en fonction de leurs états.
Fa,- exemple, à chaque moment, un véluctile est dctns 1 ‘état en marche ou en panne,
respectivement à son appartenance temporairement att type de véhicules en marche
(Véhicule-enMarche,) ou au type de véhicttles en panne (Véhicule-enPannef Donc,
tes types Véhicule-enMarche et Véhicule-enPanne sont de nature de types
dynamiques d ‘objets, et sont des sous-types dynamiques de Véhi cule. Ceci est modélisé dans




ObjDynType Véhicule-enMarche ObjDynType : Véhicule-enPanne
Figure III-36 Une hiérarchie dynamique de véhicules basée sur l’état de véhicules
La Figure III-3 7 présente um exemple de sous-typage multiple. L ‘ensemble de tous les
vélucules 2 portes, à 2 routes motrices et d’Amérique est représenté par ttn type statique d’objets,
Véhicule-Amérique-2RM-2portes, qta est sous-type des types Véhicule
Améri que, Véhicule-2RM, et Véhicule-2portes. Voici un autre exemple. L’ensemble
de tous les véhicttles 2 portes, à 2 roues motrices, d’Amérique et en marche est représenté par
un type dynamique d’objets, Véhicule -Améri que - 2RM- 2port es - enMarche, qui est
sotts-type des types Véhicule-Amérique, Véhicule-2RTV1 Véhicule-2portes, et
Véhicule-enMarche. Le type Véhicule-Amérique-2RM-2portes-enMarche peut
attssi être spécifié comme sotts-type de Véhicule-Amérique-2RM-2portes et de





Figure III-37: Sous-typage multiple
— Type statique
Véhicule-Amérique-2RM-2portes Véhicule-enMarche Ï
subType: -_ .. subType:
L ObjDynType :
Figufe III-38: Sous-typage multiple
— Type dynamique
Classification de types de rôles (exemple 55)
Par exemple, les rôles «employé» (Employé,) sont divisés en catégories telles que tes rôles




eDynType : TempEmf] L RoleDynType : PermEmp L
Figure III-39 : Hiérarchie dynamique de rôles
IJotation 9: \Ttt plp les liens de sous-Ypage
Un lien de sous-typage entre deux types, soit de A à B, peut être représenté
simplement par une flèche de spécialisation (comme dans UML) de A à B. Dans les
représentations graphiques, afin de distinguer plus clairement la classification
statique et la classification dynamique des types d’objets (respectivement de rôles),
un lien de sous-typage entre un type dynamique d’objets (respectivement de rôles) et
un type d’objets (respectivement de rôles), soit de A à B, peut être représenté par une
flèche de spécialisation de A à B, en pointillé.
Par exemple, les hiérarchies de spécialisations des véhicules dans les Figure III-37,
Figure III-3$, et Figure III-39 peuvent être illustrées respectivement comme dans les
Figure III-40, Figure III-41 et Figure III-42.
L Véhicule-Amérique I hicuIe-2RM j f VéhicuIe-2portj
LobistaticType : VéhicuIe-Amérique-2RM-2po






Figure III-41: Représentation simplifiée de la Figure III-38
RoleStaticType Employé
r——J———1
RoleDynlype : TempEmp RoleDynType : Perm Emp
Figure III-42: Représentation simplifiée de la Figure III-39
Classification de types de relations (‘exemple 56)
La situation présentée ici porte sur la classification de types de relations présentant des
activités de mouvement. Les actions stcr le déplacement (se-déplacer,) peuvent être classées
en différents types, par exemple: marcher (marcher,), se déplacer dans l’air (se - déplacer -
dans-air), etc. Quant cmx actions de voler (voler), ils’agit d’une combinaison des actions
de se déplacer dans l’air (se-déplacer-dans-air) et de se soutenir dans l’air (se-
soutenir-dans-air,). Comme l’illustre la figure III-43, le type de relations se-
déplacer est super-type de différents autres types de relations dont marcher, se-
déplacer-dans-air, voler. Le type de relations voler est sous-type des types de





subType:’ subType: 1’ se-déplacer se-soutenir-dans-air




Figure III-43 : Exemple d’une hiérarchie de types de relations
Classification d ‘cittributs (‘exemple 57)
Supposons qtt ‘tin attribut représentant une adresse en général (Adresse,) est composé des
attributs suivants: le numéro (Numéro,), le nom de la rue (NomRue,f le nom de la ville
(NomVille), le nom du province tNomProvince), le nom du pays (NomPays,), et le code
postal (CodePostal). Par exemple, l’adi-esse de la personne Anna, soit «4685, Edouard
Mon tpetit, Montréal, Québec, Canada, H3 WIP6», est codée comme suit: Numéro = 4685;
NomRue = EcÏottard-Montpetit; NomVille = Montréal; NomProvince Qitébe; NomPays
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= Canada, et CodePostal H3WJP6.
Supposons qu’un attribut représentant l’adresse d’un appartement (AdresseAppt,) est
composé des attributs suivants: numéro (Numéro,), nom de Ï ‘appartement (NomAppt), nom de
la rite (NomRue), nom de la ville (NomVille,), nom dut province (NomProvince,), nom dit
pays (NomPays,), et code postal (CodePostal). Par exemple, l’adresse de Papin, soit «4283,
appariement 2, Edoutard-Monipetit, Montréal, Québec, Canada, H3 WÏP6», est codée comme
sitit: Numéro = 4283; NomAppt = 2, NomRue = Edouard-Montpetit; NomVille
Montréal; NomProvince = Qitébec; NomPays = Canada; et CodePostal = H3WIP6.
Remarquons que Ï ‘adresse d ‘tin appartement est une adresse en général mais ajoutée dtt nom
de l’appartement. Donc, l’attribut AdresseAppt est un sous-type de l’attribut Adresse, et
ces deux types peuvent être modélisés comme ce que la Figure III-44 présente.
Aftribute : Adresse_j( ChtCTYPetH Attribute : Numéro




— H Attribute : Nom Province
L





Attribute : AdresseAppt H Attribute : Nom,J]
Figure III-44: Exemple de spécialisation entre attributs
8. Spécification de la visibilité d’éLéments de Ml
111.3.28 visib
Structttre J (cf. la figure 146-(1), page 142): visib peut unir Type à Visibility.
Structttre 2 (cf. la figure 146-(2), page 142): visib peut unir Typelnstance à
Vis±b±1±ty.
La sémantique de ces deux structures: Le fait qu’un type (respectivement une
instance) x est attaché(e) à une visibilité y spécifie que y représente la visibilité de x
dans le modèle dans lequel x est défini(e).
Structure 3 (cf. la Figure 146-(3), page 142): visib peut unir chrcType à
Visibility. Le fait qu’un arc de type clircType d’un attribut (Attribute) A à Un
type (Type) T soit relié par un arc de type visili à une visibilité (visibility) y
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représente que y est la visibilité de l’attribut A pour le type T. Un attribut peut avoir
différentes visibilités : une visibilité est propre pour un type que l’attribut caractérise.
9. Représentation de cycles d’états
111.3.29 forCycle, cyc]e04 startûl prevO4 endOf
forCycle est abstrait et regroupe les rnéta-arcs servant à spécifier des cycles d’états
(c’est-à-dire les obj Cycle et les RoleCycle). forcycle est représenté par les méta
arcs suivants: cycleOf, startOf, prevOf, et endOf.
cycleof (cf. la Figure 151-(la),(lb), page 144) représente l’ensemble des arcs à
attacher les cycles d’états aux types d’objets ou de rôles correspondants.
Un cycle d’états (Obj Cycle) est défini pour un et un seul type d’objets (Obj Type)
auquel il est rattaché par un arc de type cycleof. Un cycle d’états (RoleCycle) est
défini pour un et un seul type de rôles (RoleType) auquel ce premier est rattaché par un
arc de type cycleof. Plusieurs obj cycle (respectivement RoleCycle) peuvent être
rattachés par des arcs de type cycleOf à un même Obj Type (respectivement
RoleType). Les objoynType (RoleDynType) dans un Obj Cycle (RoleCycle) pour
un Obj Type (RoleType) représentent les types d’états que ce dernier peut passer
suivant l’ordre de ces types d’états spécifié par le Obj Cycle (RoleCycle) en question.
startOf (respectivement endOf) représente l’ensemble des arcs à indiquer des états
initiaux (respectivement finaux) dans les Obj Cycle ou RoleCycle. Un Obj DynType
(RolenynType) initial d’un objcycle (RoleCycle) est attaché à ce ObjCycle
(RoleCycle) par un arc de type startOf (cf. la Figure 151-(2a),(2b), page 144).
Sirnilairement, un ObjDynType (RolenynType) final d’un ObjCycle (RoleCycle)
est attaché à ce Obj Cycle (RoleCycle) par un arc de type endOf (cf. la Figure 151-
(3a),(3b), page 144). Un Objcycle (Rolecycle) a un et un seul ObjDynType
(RolenynType) initial, mais peut n’avoir aucun, avoir un ou plusieurs Obj DynType
(RoleDynType) finaux. Nous avons la Notation 10.
Notation 10: I\io/ations grp/]iques pour un pe c/)!namrqlfe iuitial/flnat
Dans la représentation simplifiée d’un cycle d’états, le type d’états initial est
remarqué par une flèche de forme «> », et un final par «— ».
prevOf (cf la Figure 151-(4a),(4b), page 144) représente l’ensemble des arcs pour
spécifier l’ordre de transition entre les types d’états dans un cycle d’états. Dans un
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Obj Cycle (RoleCycle), si un Qbj DynType (RolenynType) est lié par un arc de type
prevOf à un autre ObjDynType (RoleDynType), alors le premier est un prédécesseur
du dernier ou bien le dernier est un successeur du premier. Un ObjflynType
(RoleDynType) peut avoir plusieurs successeurs ou prédécesseurs. Autrement dit, selon
un Obj Cycle (RoleCycle), et dépendamment du contexte, un Obj Type (RoleType)
peut passer à un panui des ObjDynType (RoleDynType) possibles immédiatement
après son Obj DynType (RoleDynType) actuel.
Les types dynamiques ObjDynType (RoleDynType) appartenant à un ObjCycle
(RoleCycle) pour un Obj Type (RoleType) sont considérés comme des sous-types
dynamiques, disjoints et complets du Obj Type (RoleType) en question. Autrement dit,
chaque instance du Obj Type (RoleType) en question peut, en fonction de son état, être
classifiée dynamiquement à ces sous-types; et en aucun moment, elle ne peut pas être
classifiée dynamiquement à plus d’un de ces sous-types.
Modélisation de cycles d’états polir types d’ob/ets (exemple 58,
Une personne, durant son existence, petit passer par différents états comme e,’fant,
ctdolescent, adulte, célibataire, mariée, ou salarié, au chômage, en retraite, etc. Ces états se
relient selon de différents cycles dont le cycle de vie, celui d’état civil, ou celui d’état d’emploi.
Selon le cycle de vie Cycle - vie d ‘une personne, une vraie personne (représentée par une
instance de Personne,), correspondeinent cl son état enfctnt, adolescent, adttlte, ou personne
cîgée, peut aussi être classée dynamiquement dans im des groupes Enfant, Adolescent,
Adul te, PersonneÂgée.. La Figttre 150 (‘page 144) de l’exemple 19 (page 143) a illustré
comment ce cycle de vie est spécflé. La Figure III-45 présente sa représentation simplifiée.
ObjStaticType: Personne
cycleOf Î biCycle: Cycle-Vie:
prevOf





ObjDynType: PersonneAgee[E____] ObjDynlype : Adulte
Figure III-45 : Version simplifiée de la Figure 150 (page 144)
De même, la Figure III-46 décrit te cycle d’état civil Cycle-ÉtatCivil pour
Personne. Une personne à l’état célibataire, marié, veuf ou divorcé petit être classée aux
types Célibataire, PersonneMariée, PersonneVeuve, et PersonneDivorcée
correspondants, et elle change entre ces états ou bien entre ces types selon l’ordre de transition
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— — ] ObjDynlype: PersonneMariée
_‘-;-;‘ I
ijprevOf — —
— prevOf: prevOf I prevOf:
ObjDynType : PersonneDivorcée tobiDynType: PersonneVeuve
Figure III-46: Cycle d’états civils d’une personne
À propos dit cycle d ‘emploi, une personne commence plutôt avec tin état de ne jamais avoir
travaillé. Une Jàis qu ‘elle travaille et a son salaire, elle sera clans l’état salarié. D ‘ici, elle pettt
ensuite devenir sans—emploi ou bien ait chômage, ott rester comme salariée j’itsqu ‘à sa retraite.
Une personne sans—emploi pettt trouver im travail à un moment donné et redevenir salariée, ou
elle petit devenir en retraite. Il p cm donc un cycle de transition entre deux états salarié et sans—
cntploi, ce qui implique durant la période de son premier état salarié à sa retraite, une personne
petit passer à plusieurs reprises par l’état sans-emploi et/ott encore par I ‘état salarié. La Figure
III-47 présente taie modéflscttion de ce cycle d ‘emploi (Cycle - Ét a tEmpl oi) avec les
transitions entre les quatre étctts suivants: personne jamais travaillée
(Personnelamai s Travaillée,), salarié (Sa 1 an é,), personne sans-emploi
(PersonneSansEmploi), et retraité (Retraité).
ObjStaticType Personne
cycleOf Î Obj Cycle : Cycle-ÉtatEmploi:
prevOf:
-.ObjDynType : PersonneJamaisTravaillee
— — — —> ObjDynType : Salarie
—-
,îprevOf: — — — prevOf :1 prevOf:
________________——
_______________________
ObjDynType : Retraité j_v-9 ObjoynType : PersonneSansEmp]
Figure III-47 : Cycle d’états d’emploi Cycle-ÉtatEmploi
Concrétisons ici plus autour de l’état sans-emploi d ‘une personne. Supposons qtte nous
avons la politique suivante. Une personne salariée, timme Jùis en état sctns-emploi, bénéficiera
cl ‘abord tille prestcition de chômage dam?s taie période. Elle pettt terminer cette période en
retournant à 1 ‘état sdilarié (‘lorsqu’elle retrouve toi enmplot) oit en devenant retraitée. Sinon, elle
pctssera ensuite par la période où elle n ‘a pas de prestations de chômage. Aussi, elle petit
terminer cette période en retournant à 1 ‘état salarié ou en devenant retraitée. Ainsi, le cycle de
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sctns-emploi pour ttne personne de / ‘état sans-emploi (PersonneSansEmpi oi) peut être
représenté par une séquence: prestataire de chômage (Prestatairechômage,, et puis non
bénéficiaire de prestations de chômage (‘NonPrestatairechômagef Ce cycle pettt être
représenté pcir Cycle - PersonneSansEmpl 01 qui est modélisé comme dans la figure III-
48 et est considéré comme un cycle d’états pour le type dvnctinique PersonneSansEmploi.
Le contenu de la politique en question petit être modélisé comme ce qu ‘illustre la figure III—49.
ObjDynlype : PersonneSansEmploi
cycleOf: ObjCycle : Cycle-PersonneSansEmploi
LotjDyI1Type PrestataireChômage [Y-9--j ObjDynType: NonPrestataireChômage
Figure III-48: Cycle d’états du type dynamique PersonneSansEmploi
ObjStaticType : Personne
cycleOf : ObjCycle: CycleEtendu-ÉtatEmploi:
prevOf: prevOf:
ObjDynType : PersonneJamaisTravaiIlée____f2DynType : Salarié
— —
— prevOf:I I prevOf: IprevOf:__— I I
______________________
— — — — — —
— ObjDynType: PrestataireChômage
ObjDynType : Retraité prevOf: prevOf:
prevOf:
-ObjDynType : NonPrestataireChômage
Figure III-49: Intégration de Cyc]e-ÉtatEmploi et de Cycle-PersonneSansEmploi
Les cycles Cycle-Vie, Cycle-ÉtatCivil, Cycle-ÉtatEmploi, et Cycle-
Pers onneSansEmpl oi ont respectivement les types dynamiques initiaux suivants. En fan t,
Célibataire, PersonnelamaisTravaillée, Prestatairec’hômage. Voir aussi la
Notation 10 (page 34. Parmi ces quatre cycles, les trois premiers n ‘ont pas de types
dynamiques finaux tandis que le dernier en o dettx (PrestataireChômage et
NonPres ta taire c’hômage,). PersonneJamai sTrava iii ée représente aussi le type
dynamique initial dans le cycle c’ycEtendu-ÉtatEmploi décrit dans la Figure III-49.
Modélisation de cycles d’états pottr types de rôles (‘exemple 59,)
Voici qiielqttes exemples de cycles d’états pour types de rôles. Un rôle employé dans im
établissement, durant son existence, petit passer par divers états selon tin cycle composé des
états suivants: employé temporaire, employé permanent. Un rôle professeur dans une université,
durant son existence, pettt passer pctr divers états suivant un ai are cycle composé des états
suivants: professeur adjoint, professeur invité, professeur agrégé, etprofessettr titulaire.
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La figttre III-50 illustre une représentation dit cycle d ‘états Cycle
- Employé pour le type
statique de rôles employé dans un établissement. Un rôle employé (Employé,), durant son
existence, pettt passer par ces dettx états. employé temporaire (TempEmp) et employé
permanent (PermEmp,).
RoleStaticType: Employé
cycle0f: RoleCycle : Cycle-Employé:
I prevOfRoleoynType : TempEmp.————RoDynType: PermEmp
Figure III-50: Cycle d’états d’employé Cycle-ÉtatEmployé
La Définition 26 spécifie le procédé pour intégrer deux cycles d’états, et souligne
également le rôle qu’un ObjDynType (RolenynType) initial et/ou final dans un cycle
d’états joue dans l’intégration des cycles d’états. Par exemple, en suivant ce procédé, le
cycle étendu d’emploi CycEtendu-ÉtatEmplol spécifié dans la Figure III-49 (page
iii-37) résulte de l’intégration des cycles d’états cycle-ÉtatEmploi (cf. la Figure III-
47, page iii-36) et Cycle-PersonneSansEmploi (cf la Figure III-48, page iii-37).
Définition 26 : hitgration de deux yc/es d’états
Soit Tdyn un type dynamique dans un cycle d’états Cyc. Soit Tdyn ayant un cycle
d’états Cyc- Tdyn dans lequel I représente le type dynamique initial, et dans lequel
F1, ..., F. représentent le(s) finaux. Alors, l’intégration de C’yc-Tdyn dans Cyc
deviendra un cycle d’états identique à Cyc excepté les conditions suivantes qui
doivent être satisfaites:
— Tdyn sera supprimé,
— Les types dynamiques dans c’yc-Tdyn seront intégrés dans Cyc de sorte que les
arcs de type prevOf initialement dans Cyc- Tdyn soient toujours maintenus.
— Chaque prédécesseur de Tdyn devient un prédécesseur de i par un arc de type
prevOf.
— Chaque successeur de Tdyn devient un successeur dc chacun des F1, ..., F1, par
des arcs de type prevof.
10. Instanciation de types de niveau Ml
111.3.30 inst
L’instanciation d’un type de niveau Ml est faite à chaque fois qu’un nouvel élément
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est déclaré au Ml comme une instance du premier. inst est un méta-arc abstrait et
désigne différents types de liens d’instanciations localement appliqués entre les
instances (Typelnstance) et les types (Type) deMi. inst est représenté par instOf
et instMode 10f.
Lorsqu’un type de Ml est instancié, tous ses attributs doivent aussi être instanciés, et
chaque instance du type en question doit se conformer à la structure de définition de ce
type. La Règle 30 (Annexe IV) est à respecter.
111.3.31 instûf
Structure 1 (cf. la Figure 104, page 118): instOf peut unir Obj ect à Obj Type.
Structure 2 (cf. la Figure 108, page 120): instof peut unir Role à RoleType.
Structure 3 (cf. la figure 121, page 127): instof peut unir Relation à
RelationType.
La sémantique de ces trois structures: Les liens d’instanciations qui associent les
objets/rôles/relations à leurs types d’objets/rôles/relations correspondants au niveau Ml
sont représentés par des arcs de type instOf. La multi-classification est permise.
Structure 4 (cf. la Figure 131, page 133): instOf peut unir Attrlnst à
Attribute pour représenter les liens d’instanciations entre les attributs et leurs
instances. Une instance d’attribut (Attrlnst) est une instance directe d’un et d’un seul
attribut (Attribute) et est attachée à ce dernier par un arc de type instOf.
111.3.32 instModelOf -
instModel0f (cf. la Figure 152, page 145) représente l’ensemble des liens
d’instanciation entre modèles de niveau Mi. Le rapport d’instanciation entre modèles est
spécifié par les Définition 19 (page 211), Définition 20 (page 213) et Définition 21 (page
213). Puisqu’une relation peut avoir plusieurs types de relations et aussi qu’une structure
peut avoir plusieurs structures mères, entre modèles dc niveau Ml, un modèle (qui peut
être un contexte ou une structure) peut se conformer à plusieurs modèles.
Une instance d’une structure est aussi une instance des structures plus générales que
la structure en question et qu’une structure instanciée d’une structure est aussi une
structure fi//e de la dernière, alors le rapport dinstanciation entre modèles est transitif.
Ce rapport est aussi antiréflexif et acyclique. C’est-à-dire instModelOf doit remplir les
Règle 5, Règle 6 et Règle 7 (Annexe IV).
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11. Modèles et Leurs liens
111.3.33 modeL4rc
modelArc est abstrait et représente au Ml l’ensemble de liens pouvant exister entre
des modèles eux-mêmes et aussi entre des modèles et leurs éléments.
modelArc est subdivisé en: sem, instModelof, defAs, def In, contain,
extend, import, modelOpArc, modelOp, join, dif f, intersection, resuit,
infer, restrict, transform, semAs, viewOf, et inheritModel.
111.3.34 defAs
Chaque structure dite initiale d’un type de relations (RelationType) sera reliée à ce
type par un lien de definition de type defAs. Un type de relations (RelationType)
peut être défini par (defAs) une ou plusieurs structures (Structure) initiales, et une
structure peut représenter la définition d’un seul type dc relations (cf la Figure 149,
page 143).
Si un type de relations n’a aucune structure initiale propre à lui, sa définition est
déduite de la ou les structures initiales de son ou ses super-types. La structure de
définition explicite d’un type de relations doit être plus spécifique que celles de ses
super-types (cf. la Règle 17, Annexe IV).
Définition d ‘une structure d ‘tin type de relations (‘exemple 60)
La figure III-5] illustre le rapport de cÏfinition entre le type de relation travailler et
Structure-travailler, une des structures de travailler, travailler et




actType 2; ff..7]; [.J; [0.20]ObjStaticType : Personne[_ >IationType travailler
Figure III-51: Définition d’une structure du type de relations travailler
111.3.35 deffn
def In est défini pour unir Element à Mode 1 afin d’indiquer au Ml quel élément est
défini dans quel modèle. Un élément est défini dans un et un seul modèle mais plusieurs
éléments peuvent être définis dans un même modèle. Si un élément n’est pas spécifié
explicitement dans quel modèle il est défini, par défaut, cet élément prendra son niveau
iii-41
Ml comme le modèle dans lequel il est défini.
Si un élément est défini dans un modèle, le dernier contient le premier. def In est
restreint par les Règle 6, Règle 9, Règle 11 et Règle 12 (Annexe IV).
Les éléments définis dans un modèle sont généralement invisibles de l’extérieur. Au
niveau Ml, les arcs de types def In, extend, import, infer, restrict, et
inheritModel entre modèles sont les moyens permettant la réutilisation d’éléments
entre modèles (cf. la Règle 13, Annexe IV).
111.3.36 con tain
contain est défini pour unir Model à Element afin de représenter des liens
d’appartenance entre un contenant et son contenu. Au niveau Ml, un modèle peut
contenir plusieurs éléments et un élément peut appartenir à plusieurs modèles.
contain inverse defln et est relié à defln par un arc de type Minverse (cf. la
Règle 22, Annexe IV). contain est antiréflexif et acyclique (cf. les Règle 6 et Règle 7,
Annexe IV), et aussi restreint par les Règle 10, Règle 11 et Règle 12 (Annexe IV).
111.3.37 extend
extend implémente l’extension de modèles au Ml. Si un modèle m1 est relié par un
arc de type extend à un autre modèle m2, tous les éléments dans m2 sont considérés
comme être dans m1 (cf. la Règle 14, Annexe IV).
extend est acyclique (cf. la Règle 7, Annexe IV).
111.3.38 import
import est défini pour unir Model à Model et implémente l’importation d’éléments
publiques entre modèles. La Règle 32 (Annexe IV) décrit la sémantique de import.
Voir la Définition 23 (page iii-2) pour l’effet de la visibilité d’éléments (y compris de
modèles) sur l’accès entre modèles.
111.3.39 modelûpArc
modelopArc est abstrait et regroupe les méta-arcs permettant la représentation des
opérations entre modèles au Ml. modelopArc est subdivisé en: instModelOf,
modelop, resuit, infer, restrict, transform, et semAs.
111.3.40 modelOp, join, dif4 intersection, resoit
modelûp est abstrait et regroupe les opérations binaires entre modèles au Ml dont
chacune retourne un et un seul modèle comme résultat (ce qui est indiqué par des arcs de
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type resuit). modelop est subdivisé en: join, diif, intersection.
join, intersection et dif f servent à représenter respectivement au niveau Ml
l’opération de jointure entre deux modèles, l’opération d’intersection entre modèles et
l’opération de différence d’éléments entre modèles (cf. la section 2.3.1, page 17).
join et intersection sont symétriques (cf la Règle 21, Annexe IV).
111.3.41 infer
Au Ml, le fait qu’un modèle m1 est relié par un arc de type infer à un autre modèle
m2 représente que m2 est inféré de m1 en appliquant nos règles d’inférence, y compris les
règles de sous-typage (cf. les Règle 28 et Règle 1, Annexe IV).
111.3.42 restrict
Au Ml, le fait qu’un modèle m1 est relié par un arc de type restrict à un autre
modèle m2 spécifie que m1 est plus restreint/spécifique que in2 (cf la Définition 16, page
20$, la Définition 18, page 210, et la Définition 15, page 20$). Entre les structures en
particulier, restrict peut se comporter comme les liens de sous-typage. Une structure
hérite tous les attributs et types de relations de toutes les structures auxquelles elle est
reliée par des arcs de type restrict (cf la Règle 28, Annexe IV). restrict est
transitif, antiréflexif, et acyclique (cf les Règle 5, Règle 6 et Règle 7 (Annexe IV)).
Exempte: Soient s1 la structure du type de relations travailler-pour présentée
dans Figure III-14 (page iii-12), et s2 celle dans la Figure III-22 (page iii-21). Comme 2
est plus spécifique que s1, 52 sera reliée à s par un arc de type restrict.
111.3.43 transform
transform est défini pour unir Model à Model et représente l’ensemble des arcs
exprimant le rapport de transformation entre modèles au Ml.
111.3.44 semAs
semAs est défini pour unir Model à Model et représente l’ensemble des arcs
exprimant le rapport d’équivalence entre modèles de Ml. Soient in1 et in2 deux modèles
représentant une même chose, in1 et m2 peuvent donc s’unir explicitement par un arc de
type semAs.
111.3.45 viewûf
Structure 1 (cf la Figure 154-(1), page 146): viewof peut unir Model à Model pour
représenter le rapport de vues différentes entre modèles.
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Si des modèles sont rattachés par des arcs de type viewOf à un modèle, ils sont
interprétés comme des vues (aspects) différentes sur l’axe horizontal pour le dernier. Par
exemple, un modèle désignant un système physique peut avoir plusieurs modèles
représentant des aspects différents du système tels que le modèle de structure, le modèle
de fonctionnement, etc.
Si un ensemble de modèles, soient m1, m2, ..., et m forment une chaîne selon des arcs
de type viewOf entre eux de telle sorte que par des arcs de type viewOf, m2 soit relié à
m1, m3 soit relié à m2, et ainsi de suite, m soit relié à m1, alors les modèles m2, ..., et mfl
sont interprétés comme des vues différentes sur l’axe vertical pour m1 au cours du
raffinement de m1. Par exemple, vis-à-vis à des étapes de son raffinement, un modèle
désignant un système physique peut avoir plusieurs vues telles que le modèle (à l’étape)
d’analyse, le modèle (à l’étape) de conception, etc.
Strttctttre 2 (cf. la Figure 154-(2), page 146): viewOf peut unir Model à Obj Type.
Strttctttre 3 (cf. la Figure 154-(3), page 146): viewof peut unir Mode 1 à Obj ect.
La sémantique de ces structures 2 et 3
La structure 2 (resp. structure 3) de viewOf pennet à viewOf d’indiquer des modèles
représentant des vues différentes pour un type d’objets (resp. un objet). Nous pouvons
aussi distinguer les vues différentes sur l’axe horizontal et celles sur l’axe vertical pour le
dernier.
Des modèles rattachés par des arcs de type viewOf à un type d’objets (resp. un objet)
sont interprétés comme des vues dtffe’rentes sur l’axe horizontal pour le dernier. Par
exemple, un type de voitures (resp. une voiture) peut aussi avoir plusieurs modèles qui
représentent respectivement sa structure, son fonctionnement, etc.
Si un type d’objets (respectivement un objet), soit E, et un ensemble de modèles,
soient m1, m2, ..., et m, forment une chaîne selon des arcs de type viewof entre eux de
telle sorte que par des arcs de type viewOf, m1 soit relié à E, m2 soit relié à m1, m3 soit
relié à in2, ..., et in,, soit relié à m,,1, alors les modèles m1, ..., et m sont interprétés
comme des vues différentes sur l’axe vertical pour E au cours du raffinement de E.
Le méta-arc viewof est antiréflexif et acyclique (cf. Règle 6 et Règle 7, Annexe IV).
111.3.46 inheritModel
inheritModel est défini pour unir Model à Model. inheritModel implémente la
relation d’héritage entre modèles de Ml et permet également de classifier ces modèles.
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La Règle 31 (Annexe IV) présente le comportement de inheritModel. Voir les
Définition 23 (page iii-2), Définition 24 (page iii-2), et Définition 25 (page iii-2) pour
l’effet de la visibilité d’éléments (y compris de modèles) sur le comportement de
l’héritage entre éléments.
12. Spécification de règles
111.3.47 cond, il; then
cond est abstrait et regroupe les ± t et les then qui permettent de structurer les règles
de niveau Ml. Au niveau Ml, une règle (Rule) est attachée à sa partie de préconditions
(IfThenModel) et à sa partie de postconditions (ItThenModel) respectivement par des
arcs de type it/then (cf. la Figure 156, page 147). Similaire au cas de représentation
des règles définies au niveau méta, la Règle 20 (Annexe IV) est à noter.
111.3.48 fulfil
Structttre 1 (cf. la Figure 157-(l), page 148): fuif ±1 peut unir RolePlayerType à
Ru le.
Règles contraignant tin type de loueurs de rôles (exemple 6])
Une strtictttre dtt type de relations travailler entre Personne est illustrée dans la
figure III-11 (page iii-]]) et décrite dans l ‘exemple 45 (page iii-1 1). Cette structure et le type
de relations travailler peuvent étre reliés par des arcs de type fulfil à une règle. Cette
règle spécifie que les personnes travaillant ensemble sont les personnes distinctes, et elle peut
étre codée comme stdt: s’il existe cieux cires (de type act,) qui associent respectivement deux
variables soient x et y représentant des personnes (‘instances de Personne,) à une relation de
type travailler, alors il y a un arc de type ! = entre x et y (‘e ‘est-à-dire x et y représeittent
detix personnes djéren tes,).
Structure 2 (cf. la Figure 157-(2), page 148): fuif il peut unir preOf à Rule. Son
comportement est décrit par la Règle 33 (Annexe IV).
Règles de transition entre types d’états pour un type cl ‘ob/ets/rôles (‘exemple 62)
Prenons pour l’exemple le cycle d’état civil pour le type Personne illustré dans la Figure
III-46 (page iii-36) et décrit dans l’exemple 58 (page iii-35,). L ‘arc de type prevOf qui associe
Célibataire à PersonneMariéepettt étre relié par un arc de type fulLil à une règle.
Cette règle spécifie qtt ‘ttne personne (Personne) changerci de l’état célibataire
(Célibataire) à l’état marié (PersonneMariée,) quand elle se marie avec une autre
personne.
Structure 3 (cf la Figure 157-(3), page 148): fulf±l peut unir playedByType à
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Rule. Son comportement est décrit par la Règle 34 (Annexe IV).
Règles relatives à Ï ‘occupation d’un type de rôles pour un type de Jott cuirs de rôles (‘exemple 63)
Retournons à la figure III-23 (‘page iii-22,) décrite dans / ‘exemple 50 (page iii-22,), / ‘arc de
type played3yType de Employé à Personne petit être relié par un arc de type fulfil à
une règle. Et cette dernière spécfle qtt ‘une personne (Personne) s ‘occttpe d ‘utn rôle employé
(Employé,) quand la personne a signé um contrat d ‘emploi (avec un oit des employeurs,)
correspondant à ce rôle.
Structure 4 (cf la Figure 157-(4), page 148): fulf il peut unir transform à Rule.
fulf il peut indiquer des règles à appliquer lors de la transformation entre modèles.
Son comportement est décrit par la Règle 35 (Annexe IV).
111.3.49 assin, assinedTo, valueln, no Valueln
assign est abstrait et regroupe les rnéta-arcs assignedTo, valueln, et
noValueln qui implémentent au niveau Ml les fonctions d’affectation d’éléments
concrets à des variables (cf la Figure 15$, page 148).
Un arc de type assignedTo d’un élément à une variable représente que cet élément
est attribué à cette variable selon le cas d’application.
Un arc de type valueln d’une variable à une liste spécifie que dans ce contexte,
seulement les membres de cette liste sont des éléments attribuables à cette variable.
noValueln est la négation logique de value In et vice-versa, value In est la négation
logique de noValueln. Un arc de type noValueln d’une variable à une liste spécifie
qu’aucun membre de cette liste n’est attribuable à cette variable.
111.3.50 memberûf
memberOf représente l’ensemble des arcs à indiquer les éléments membres pour une
liste (cf la Figure 15$, page 14$).
Comme une liste récursive n’est pas autorisée, le méta-arc memberof est à la fois
antiréflexif (cf la Règle 6, Annexe IV) et antisyrnétrique (cf la Règle 15, Annexe IV).
111.3.51 where
where est défini pour unir full il à assign (cf. la Figure 15$, page 14$). D’autres
structures de where sont déduites de cette structure de définition initiale en remplaçant
le méta-arc assign par ses sous-types.
Soit r1 un arc de type full il associant un élément (soit eA) à une règle (soit
RègleE). Soit r2 un ass±gn (précisément, un arc conforme à un type dans le groupe
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assign) contraignant des éléments attribuables à une variable (soit variab1ex
présente dans RègleB. Un arc de type where de r1 à r2 spécifie que l’élément eA doit
remplir la règle RêgleB où la variable variablex est contrainte par les éléments
indiqués par r2. À noter que deux éléments différents ne peuvent pas à la fois être
attribués à une variable (la Règle 19, Annexe IV).
13. Représentation de contraintes
111.3.52 not
not implémente la négation logique, symétrique (cf. la Règle 21, Annexe IV) mais
antiréflexive (cf. la Règle 6, Annexe IV), entre des types de relations (Figure 159).
Si deux types de relations sont reliés par un arc de type flot, alors l’un est la négation
logique de l’autre et réciproquement.
111.3.53 subset
subset représente l’ensemble des arcs pour spécifier les contraintes de sous-
ensemble ou bien de dépendance d’inclusion. Un arc de type subset associe deux arcs
de type relArcType. La Règle 36 (Annexe IV) définit le comportement de subset.
111.3.54 xor
Strttctttre 1 (cf. la Figure 160-(1), page 149): xor peut unir IfThenModel à
IfThenModel pour implémenter au Ml l’opérateur «ou exclusif» («xor» en anglais)
logique. La Règle 37 (Annexe IV) exprime la sémantique de cette structure.
Structure 2 (cf. la Figure 160-(2), page 149): xor peut unir RelationType à
RelationType pour représenter la contrainte d’exclusivité entre types de relations
(Définition 11, page 181). La Règle 38 (Annexe IV) est à retenir.
Structure 3 (cf. la Figure 160-(3), page 149): xor peut unir relArcType à
relArcType pour représenter la contrainte d’exclusion sur types de relations
(Définition 13, page 183). La Règle 39 (Annexe IV) est à retenir.
Structure 4 (cf. la Figure 160-(4), page 149): xor peut unir actAsType à
actAsType pour représenter la côntrainte d’exclusivité sur types de rôles (Définition 14,
page 183). La Règle 40 (Annexe IV) est à retenir.
Structure 5 (cf la Figure 160-(5), page 149): xor peut unir playedByType à
played3yType pour représenter la contrainte d’exclusivité pour un type sur des types




Un arc de type create d’un utilisateur (User) à un élément (Element) représente
que dans notre base de connaissance, cet élément est créé par cet utilisateur (cf. la Figure
161, page 150). Un utilisateur peut créer plusieurs éléments mais un élément peut être
créé par un utilisateur au maximum.
15. Autres utilités
11L3.56 compare, , , ! forValues,>, Ç <, >
compare est abstrait et à la racine de la hiérarchie des méta-arcs qui implémentent
les opérateurs des opérations de comparaison entre deux éléments de Ml. compare est
subdivisé en : = (égal), = (inégal, ou différent), et forValues. forValues est abstrait
et regroupe: > (supérieur), < (inférieur), <= (inférieur ou égal) et >= (supérieur ou égal).
== est un sous-type de =, et vise à représenter l’identité. C’est-à-dire qu’un arc de type
== entre un élément e1 et un élément e2 indique que e1 et e2 désignent le même élément..
Toutes les comparaisons (=, =, >, <, <=, >=) entre deux entiers
(Labelledlnteger) sont permises. Seulement la comparaison d’égalité (=) et celle de
différence (!=) sont autorisées pour tous les éléments (Element).
Les rnéta-arcs et sont symétriques (cf. la Règle 21, Annexe IV).
111.3.57 equ
Un arc de type eqv entre deux noeuds signifie que ces derniers représentent des
termes équivalents (cf. la Figure 163, page 151).
111.3.58 math, +, -, , /, resuit Val
math est abstrait et regroupe les rnéta-arcs +, -‘ *, / qui codent vis-à-vis les
opérateurs des opérations mathématiques : « + » de l’addition, « - » de la soustraction,
« * » de la multiplication, et «I » de la division. Une telle opération prend deux valeurs
comme entrées et retourne une valeur comme le résultat, ce qui est indiqué par des arcs
de type resultval. Par le sous-typage, les structures dc +, -, *, /, resultVal sont
déduites des structures de math et resultval illustrées dans la Figure 164 (page 151).
Les méta-arcs + et * sont symétriques (cf. la Règle 21, Annexe IV).
Annexe IV. Règles sémantiques
Cette annexe présente les règles sémantiques à noter dans notre méta-métamodèle
(M3) et celles dans notre métamodèle (M2). Ces règles visent à restreindre des méta
éléments, surtout des méta-arcs. Elles nous aident à manifester davantage la sémantique
de ces méta-éléments, et à mieux comprendre le comportement de notre M3/M2.
Re/es séma?#%Tttes cornrngîzes arns iotrefbrinakme
Règle 1: Rest,ciion de jpe
Dans un modèle, un type peut être remplacé par un sous-type pour en résulter un autre
modèle.
Règle 2 : Sous-jpae entre ,néta-étéme,its
Un méta-noeud (rnéta-arc) ne peut pas être sous-type d’un méta-arc (méta-nœud).
RègÏe 3 : Rapport existentiel entre un noeud (an) et son méta-noend (mIta-art)
Un noeud (respectivement arc d’un élément source à un élément destination) peut exister si
et seulement si son méta-noeud (respectivement méta-arc à relier le méta-élément source au
méta-élément destination correspondants) est défini auparavant au niveau méta.
Règle 4 : Règle de cardinalité
Pour les contraintes des cardinalités minimale et maximale d’une même sorte pour un type
(par exemple, sur la source ou la destination d’un méta-arc), la cardinalité correspondante au
niveau instances du type en question doit être toujours supérieure ou égale à la minimale, et
inférieure ou égale à la maximale.
D’/inition 27: Réflexivité, antiréflexivité, transitivité, ymét1e, antiymétne, p?vpnété ayclique dtn pe
relationnel binaire
Soient R un type relationnel binaire, X le domaine d’application de R, et Y celui de variation.
Nous notons une instance de R entre deux éléments, soient x et y, sous la forme xRy. Donc
pour tous x, y si xRy, alors x et y sont instanciés respectivement de X et Y. Voici les règles
définissant les propriétés réflexivité, antiréflexivité, transitivité, symétrie, antisymétrie,
acyclique pour R:
réflexive: si xRx pour tout x une instance de X;
— antiréflexive: il n’existe aucune instance de X soit x de telle sorte que xRx;
— transitive: pour tous x, y, z, si xRyet yRz alors xRz;
— symétrique: pour tous x, y, si xRy alors yRx;
— antisymétrique: pour tous x, y, si xRy et yRx alors x et y sont identiques;
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— acyclique: il n’existe aucun cycle d’éléments, soit (x1, ..., x11, x1), de telle sorte que
x1Rx1, et que xRxH pour tout il, ..., n.
Rgle 5 : Méta-arc transitif
Soit R un méta-arc transitif. S’il y a un arc de type R entre deux éléments, soit de e1 à e2, et
un autre arc de type R de e2 à e3, alors e1 sera relié à e2 aussi par un arc de type R (cf la
Définition 27, page iv-1).
Règle 6 : MIta-arc anttnf/iexif
Soit R un méta-arc antiréflexif Il n’existe aucun élément qui ne relie pas à lui-même par un
arc de type R (cf. la Définition 27, page iv-1).
Règle 7 . MIta-arc ayclique
Soit R un méta-arc acyclique. Il n’existe donc aucun cycle d’éléments, soit (e1, ..., e11, e11+i),
de telle sorte que e+1 soit lié à e1 par un arc de type R, et que e soit lié à e+1 par un arc de
type R pour tout i=l, ..., n (cf. la Définition 27, page iv-1).
Règle 8 : Re.itect de contraintes de cardinatité
Comme une instance d’un type est considérée aussi comme celle de n’importe quel super-
type du type en question, alors à chaque fois un nouvel élément est déclaré, nous devons
assurer que celui-ci respecte toujours les contraintes de cardinalité qui le touchent en suivant
la Règle 4 (page iv-1).
Règle 9 Règte de défini-dans relative aux jpes relationnels
Soient M un modèle, R un type relationnel, et S une structure initiale de R. Si R est défini
dans ii alors s est considérée comme être définie dans M.
Règte 70 : Règle de contenu-dans relative aux !y,bes relationnels
Soient y un modèle, R un type relationnel, et S une structure initiale de R. Si R est contenu
dans M, alors S est considérée comme être contenue dans M.
Kèle 11 Règle de de7ini-dans/ contenu-dans relative aux liens
Soient Mun modèle, 1 un lien entre les éléments e1, ..., e11. Si 1 est défini ou contenu dans
M, alors les éléments e, ..., e11 sont considérés comme être contenus dans M.
Règle 72 Règle de défini-dans! contenu-dans entre modèles
Soient m1, m2 deux modèles. Si m1 est défini ou contenu dans m2, alors m1 peut accéder à
tous les éléments de m2.
Rèfie 13
. Accèspour réutilisation d’éléments entre modèles
Si un modèle soit m1 peut accéder à un autre soit in2 pour pouvoir dans in1 réutiliser des
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éléments dans m2, nous pouvons aussi dans m1 réutiliser des éléments qui sont définis dans
d’autres modèles mais visibles pour des modèles accédant à in2.
Règle 14 : Règle d’extension entre modèles
Soient in1, m deux modèles. Si in1 étend in2, alors in1 contiendra tous les éléments de in2.
Règle 15 Méta-arc antiymétrique
Soit R un méta-arc antisymétrique. S’il y a un arc de type R entre deux éléments, soit de e1
à e2, et un autre arc de type R de e2 à e1, alors e1 et e2 seront un même élément (ce qui sera
exprimé par un lien d’égalité entre e1 et e2) (cf la Définition 27, page iv-l).
Règle 16 : St,7tcture de définition d’un jpe relationnel
Soient R un type relationnel, et S une structure de R. S est dite une structure de definition de
R (i) si S est la structure initiale de R, ou (ii) si s est déduite à partir d’une ou des structures
initiales d’un ou des super-types de R.
Règle 17 : Rapport entre structures de dejinition
Chaque structure de définition d’un type relationnel doit être plus spécifique que toutes les
structures de définition de tous ses super-types.
Règle 18 . Rapport entre un modèle et son métamodèle
Soient in1, in2 deux modèles. Si in1 est le métamodèle de in2, c’est-à-dire in2 est relié à mi par
un lien de conformité entre modèles et métamodèles, alors chaque élément défini dans in2 a
son méta-élément appartenant à in1.
Rgk 19
. Règle d’attribution d’éléments â une variable
Deux éléments différents ne peuvent pas simultanément être attribués à une variable.
Deux variables peuvent être remplacées par un même élément concret. Mais elles ne le
peuvent pas si elles sont déclarées comme membres d’une liste d’éléments distincts deux à
deux.
Règle 20 Règle sur la combinaison des modèles de préposconditions dans itne règle
Si une règle est liée à plusieurs modèles de conditions comme préconditions
(respectivement postconditions), alors sa partie de préconditions (respectivement de
postconditions) est la combinaison de type «ou» logique des modèles de conditions présents
dans cette partie.
Si une règle n’est liée à aucun modèle de conditions comme préconditions (c’est-à-dire
qu’elle n’a pas la partie de préconditions), alors ce que la partie de postconditions représente
doit être un fait ou bien être toujours vrai (cf la Définition 8, page 38).
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Règ/e 27: Mêta-arc ymétnque
Soit R un méta-arc symétrique. S’il y a un arc de type R entre deux éléments, soit de e1 à e2,
alors e2 est aussi relié à e1 par un arc de type R (cf. la Définition 27, page iv-1).
Rè1Ïe 22 : Méta-an Mmverse
Soit R1, R2 deux méta-arcs, et soit qu’il y ait un arc de type Minverse de R2 à R1 (c’est-à
dire R2 inverse R1). S’il y a un arc de type R1 entre deux éléments, soit de e1 à e2, alors e2
est aussi relié à e1 par un arc de type R2.
Règle 23
. Arcs identiques
Soient deux arcs, r1 reliant e1 à e2, et r2 reliant e ‘1 à e ‘2 r, et r2 sont considérés comme





Règles co,itr%rna,# a’s rnéta./l6,,e,tts &
Règle 24 : Meta-lien actAsTjpe en rapport avec relArcTjpe
S’il existe un actAsType qui relie un type de joueurs de rôles à un relArcType (ou
actType, obj Type), alors cc dernier associe un type de rôles à un type de relations.
Règle 25 : Meta-lien acL/lsTjpe en rapport avec lui-même
Dans le cadre d’une structure d’un type de relations, s’il existe un actAsType qui relie un
type de joueurs de rôles à un autre actAsType, alors ce dernier associe un actAsType
(ou un relArcType) à un type de rôles.
Règle 26 : lvieta-lten actAs en rapport at’ec ret4rcTjpe
S’il existe un actAs qui relie un joueur de rôles ou un type de joueurs de rôles à un
relArcType (ou actType, obi Type), alors ce dernier associe un type de rôles à un
type de relations.
Rgle 27 : lyteta-lien acL4s cii rapport avec actAsTjpe
Dans le cadre d’une structure d’un type de relations, s’il existe un actAs qui relie un
joueur de rôles ou un type de joueurs de rôles à un actAsType, alors ce dernier associe un
actAsType (ou un relArcType) à un type de rôles.
Règle 22 . Règle du sous-typage au Ml
Soient T1 et T2 deux types au Ml. Si T1 hérite de T2 par le sous-typage, T1 hérite de T2
toutes les propriétés (attributs, méthodes, relations, comportements, etc.).
Règle 29 : Règle de t’hécitage au Ml
Soient T1 et T2 deux types au Ml. Si T1 hérite de T2 par l’héritage, T1 hérite de T2 les
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attributs héritables et les types de relations héritables (cf Définition 25, page iii-2).
Règle 30 : Instanciatton ait M 1 en tenant compte la visibilité d’éléments
Soit x une instance de type T définie dans un modèle li. Si x est une relation (lien), alors T
et les éléments liés à x doivent être tous accessibles de M. Si x n’est pas une relation
(occurrence), alors T doit être accessible de M.
Règle 31 Rtipport de i’léntage entre modèles au Ml
Soient in1 et in2 deux modèles au Ml. Si in1 est relié à in2 par un arc de type
±nherityodel, les éléments non cachés (publiques ou protégés) dans in2 sont
réutilisables dans in1, et en outre in1 hérite de in2 les attributs héritables (publiques ou
protégés) et les types de relations héritables (cf la Définition 25, page iii-2).
Rgle 32
. Règle dimportation (import)
Soient in1 et in2 deux modèles au Ml. Si in1 est relié à in2 par un arc de type import. les
éléments publiques dans in2 sont réutilisables dans in1.
Règle 33 : Ans de Éypefiilfil entn’ des Ride et des arcs de gbepreuOf
Soit x un arc de type prevOf qui associe un type (soit T1) à un autre type (soit T2) et qui
est défini dans un cycle d’états pour un type soit T3. T1 et T2 sont donc deux sous-types
dynamiques de T3. Si x est associé à un ensemble de règles par des arcs de type fuif il,
alors une instance de type T3 qui est à l’état de type T1 passera à l’état de type T2 si elle
remplit l’ensemble de règles en question.
Règle 34 Arcs de jpeJiifll entre des Riile et des an de type plajedBy7ype
Soit x un arc de type playedEyType qui associe un type de rôles (soit T1) à un type de
joueurs de rôles (soit T2). Si x est associé à un ensemble de règles par des arcs de type
fuit il, alors une instance de type T2 qui s’occupe d’un rôle de type T1 doit satisfaire
l’ensemble de règles en question.
Règle 35 : .4rcs de ype]iilfll entre des Riile et des arcs de je tra1lJjn7n
Soit x un arc de type transform qui associe un modèle (soit in1) à un autre modèle (soit
in2). Si x est associé à un ensemble de règles par des arcs de type fuif ii, alors la
transformation de in1 en in2 respecte l’ensemble de règles en question.
Règle 36 : Méta-arc subset
Soient R1, R2 deux types de relations. Soient T1, T2 deux types impliqués respectivement à
R1 et à R2 de telle sorte que T1 soit associé à R1 par l’arc arc1 un reiArcType et que T2
soit associé à R2 par l’arc arc2 un relArcType. Le fait que arc2 est associé à arc1 par
un arc de type subset est interprété comme suit: tout élément qui participe à une relation
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de type R2 en tant qu’instance de T2 avec un ensemble d’éléments (disons E) doit participer
à une relation de type R1 en tant qu’instances de T1 avec l’ensemble d’éléments en question
(c’est-à-dire avec E).
Rèle 37: Arc de Éype xor entre deux modèles de conditions
Un arc de type xor entre deux IfThenModel est interprété que la combinaison de type
«ou exclusif» logique des deux IfThenModel en question est évaluée à vraie si et
seulement si ce qu’un seul de ces deux IfThenModel représente est vrai.
Règle 38: An de pe xor entre deux jpes de relations
S’il existe un arc de type xor entre deux types de relations (R1 et R2), alors chacun des R1 et
R2 est défini entre un même ensemble de types, X {X1, X2, ..., x}, et il existe une
contrainte d’exclusivité entre R1 et R2 (cf la Définition li, page 179).
Rè,le 39: Arc de e xor entre deux airr de ybe relAirTjpe
S’il existe un arc (arc1) de type xor entre deux arcs (arc2 et arc3) de type
relArcType, alors les deux arcs arc2 et arc3 doivent associer un même type soit T
respectivement à deux types de relations, soit R1, R2, respectivement dans une structure (soit
S1) de R1 et dans une autre (soit S2) de R2, et il existe une contrainte d’exclusion pour T sur
les types de relations R,, R2 respectivement dans les structures S, et 52 (cf. la Définition 13,
page 181).
Règle 40: Air de type xor entre deux arcs de y,be actAsTjpe
S’il existe un arc (arc1) de type xor entre deux arcs (arc2 et arc3) de type acAsType,
alors les deux arcs arc2 et arc3 doivent associer un même type soit T respectivement à
deux types de rôles soient TR1 et TR2, et il existe une contrainte d’exclusion pour T sur les
types de rôles TR1 et TR2 dans des types de relations (cf. la Définition 14, page 181).
Règle 11: Arc de type xor entre deux arcs de ypeplqyedy7)pe
S’il existe un arc (arc1) de type xor entre deux arcs (arc2 et arc3) de type
playedByType, alors les deux arcs arc2 et arc3 doivent associer un même type soit T
respectivement à deux types de rôles soient TR1 et TR2, et il existe une contrainte
d’exclusivité pour T sur les types de rôles TR1 et TR2 (cf. la Définition 12, page 179).
Annexe V. Stockage de modèles
Stockage d’éléments répartis à tous les niveaux de modélisation (exemple 64)
idTbar TbarLabel Srce metaArc dest
1 MMetaNode Nuli 88(Mmeta) 1 (MMetaNode)
2 1 (MMetaNode) 1 25(Mdefln) 23(NotreM3)
3 MMetaMc Nuli 88(Mmeta) 1 (MMetaNode)
612 NotreM2 Nuil 88(Mmeta) 12(MMetaModel)
613 61 2(NotreM2) 1 05(Msem) 42(NotreM3)
643 ObjStaticType Nuil 88(Mmeta) 64OtObjType)
643(ObjStaticType) 76(MsubType) 64OtObjType)
794 Structure-instOf Nuli 88(Mmeta) 1 1(Mstructure)
795 instOf Nuli 88(Mmeta) 3(MMetaArc)
796 795(instOf) 1 25(Mdefln) 61 2(NotreM2)
797 795(instOfj 1 40(MdefAs) 794(Structure-instOf)
798 690(Object) 85(Msrce) 795(instOf)
799 640(ObjType) 86(Mdest) 795(instOf)
800 798(null) 1 25(Mdefln) 794(Structure-instOf)
801 799(null) 125(Mdefln) 794(Structure-
1897 ModèleMi Nuli 744(meta) 634(Model)
1898 1 897(ModèleM 1) 758(sem) 61 2(NotreM2)
1899 Nom Nuil 744(meta) 655(Attribute)
1900 1899(Nom) 1 176(defln) 1897(ModèleMl)
1901 Personne Nuil 744(meta) 643(ObjStaticType)
1902 1901(Personne) 1 176(defln) 1897(ModèleMl)
1903 1899(Nom) 995(chrcType) 1901(Personne)
2018 Marie Nuli 744(meta) 690(Object)
2019 2018(Marie) 1176(delln) 1897(ModèleMl)
2020 Li 2018(Marie) 795(insOf) 1901(Personne)
2021 Nom-Marie Nuli 744(meta) 685(Attrlnst)
2022 202 1(Nom-Made) 1 176(defln) 1897(ModèleMl)
2023 202 1(Nom-Marie) 795(insOf) 1899(Nom)
2024 202 1(Nom-Marie) 1 134(chrc) 2018(Made)
Figui V-1: Table Tbar pour le codage d’éléments (cf. la Figure V-3)
idValue idTbar lang Value
830 1901 (Personne) fr Personne
831 1901 (Personne) en Person
832 2021 (Nom-Marie) u Levesque
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Figure V-3 : Illustration graphique d’une pattie de la Figure V-1 et de la Figure V-2
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