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Abstract
The paper presents methods for the approximation of velocity components per-
pendicular to control-volume faces using local boundary value problems (BVPs).
The computed cell-face velocity components depend on the local balance of con-
vective and viscous forces, given by the grid Péclet number. The local BVP also
includes the effects of the rotational behavior and the pressure gradient affecting
the fluid flow across the interface of the control volume. The inclusion of these
latter effects in the local BVP gives an accurate approximation of the velocity
components. The method is free of numerical oscillations and introduces no or
very little numerical dissipation into the system.
Keywords: finite-volume method, incompressible Navier-Stokes equations,
convective terms, cell-face velocities
1. Introduction
In this paper we focus on the spatial discretization of the incompressible Navier-
Stokes equations where the conservation laws are integrated over a disjoint set
of control volumes. The semi-discrete system of equations requires velocity
components to be approximated at the interface of the control volumes, par-
ticularly in the discrete convective terms. Commonly used methods for the
approximation of these cell-face velocity components are the central and the
upwind scheme. The central scheme approximates the velocity components by
averaging the neighboring grid velocity components. The upwind scheme gives
an approximation of the velocity components depending on the direction of the
flow. Both methods have their trade-offs. The central scheme does not add
any non-physical dissipation to the system, but may suffer from spurious oscil-
lations, particularly at higher Reynolds numbers [1, 2]. On the other hand, the
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upwind scheme yields good stability properties [3], but adds significant numeri-
cal dissipation to the system. An analysis of the energy-conservation properties
of the two schemes can be found in [4]. Moreover, the above two methods for ap-
proximation of cell-face velocities are the limit case methods for the momentum
equations, i.e., the central scheme results from the no-flow situation, whereas
the upwind scheme corresponds to inviscid convection dominated flow.
An accurate approximation of the cell-face velocities should take into account
the balance of the convective and viscous forces acting on the fluid. This issue
can be tackled by the exponential/hybrid scheme described in [5, 6], which
gives an approximation of the cell-face velocities as a weighted average of the
central and the upwind scheme, with the weight function depending on the
Péclet number (ratio of the convective and viscous forces).
Apart from the convective and viscous forces, the cell-face velocities are also
affected by the pressure gradient and the effect of rotational behavior (quan-
titatively given by the gradient of the transverse flux or the cross-flux) of the
fluid flow. In this paper we present methods for the computation of cell-face
velocities using reduced momentum equations subject to suitable boundary con-
ditions, reducing the problem to a local boundary value problem (BVP). This
ensures that the computed cell-face velocities depend not only on the local bal-
ance of convective and viscous forces, but also on the pressure gradient and the
gradient of the cross-flux. We aim to have an approximation method for cell-face
velocities, which is accurate, free of numerical oscillations and introduces no or
very little numerical dissipation to the system, without any significant increase
in the computational cost.
The paper is organized as follows: In section 2 the finite-volume method
is briefly described, giving a mathematical formulation for the computation of
cell-face velocity components. In section 3, we derive an integral representation
for the cell-face velocities by solving local BVPs. Sections 4 and 5 give the
details about the closure of the model and iterative computation of the cell-face
velocities. The numerical results for the local BVP methods are discussed in
section 6 and conclusions are drawn in section 7.
2. Finite volume discretization
We consider the two-dimensional incompressible Navier-Stokes equations in
primitive variable formulation, i.e.,
∇ · u = 0, (1a)
∂u
∂t
+∇ · (uu) = −∇p+ 1
Re
∇2u, (1b)
where u = u(x, y, t)ex + v(x, y, t)ey, p and Re represent the velocity field, the
pressure and the Reynolds number of the flow, respectively. The above system















Figure 1: Control volumes for the spatial discretization of the momentum equations.
on a uniform staggered grid [7], as shown in figure 1. The semi-discrete incom-
pressible Navier-Stokes equations can be written as
Du = r1(t), (2a)
Ωu̇(t) = −N(u) + 1
Re
Lu(t)−Gp(t) + r2(t), (2b)
where u̇ = ∂u/∂t and D, N, L and G represent the discrete divergence, the
non-linear convection, the viscous term and the gradient operator, respectively.
The vector r1 gives the boundary conditions for the continuity equation (1a)
and r2 contains the boundary conditions for the momentum equations (1b).
The diagonal matrix Ω = diag(Ωu,Ωv) contains the volume/area of the u- and
v-control volumes shown in figure 1. For the control volume Ωui+1/2,j , the u-
















where (uv)i+1/2,j+1/2 = ui+1/2,j+1/2vi+1/2,j+1/2 and ui,j is the numerical ap-
proximation of the velocity component u(xi, yj). Similarly, for the v-control
volume Ωvi,j+1/2, the discrete convective operator (N















In order to compute (Nu(u))i+1/2,j we need the velocity components ui+1,j ,
ui+1/2,j+1/2 and vi+1/2,j+1/2, the rest can be computed in a similar manner.
3
These velocity components are not defined on the grid structure used for the
discretization, and hence need to be approximated using neighboring grid ve-
locities.
We begin with the approximation of the velocity component ui+1,j , the ap-
proximation of the other cell-face velocity components is described in section 4.









ui+1/2,j , if ui+1/2,j > 0 ∧ ui+3/2,j > 0,
ui+3/2,j , if ui+1/2,j < 0 ∧ ui+3/2,j < 0,
1
2 (ui+1/2,j + ui+3/2,j), if ui+1/2,jui+3/2,j ≤ 0.
We compute the velocity component ui+1,j by solving the momentum equation
locally, such that the computed cell-face velocity component depends on the
local Péclet number and source terms like the pressure gradient and the cross-
flux gradient. Consider the steady u-momentum equation, i.e.,




Restricting the solution of the above equation to the domain x ∈ (xi+1/2, xi+3/2),
y = yj , gives us the local BVP
(u2 − εux)x = −px − (uv − εuy)y, ε = 1/Re, (5a)
u(xi+1/2, yj) = ui+1/2,j , u(xi+3/2, yj) = ui+3/2,j . (5b)
Figure 2 shows the domain and the boundary conditions involved in the com-
















Figure 3: The piecewise linear pressure profile over the domain of the local BVP.
3. Integral representation of cell-face velocities
In this section we focus on the computation of ui+1,j from the local two-point
BVP (5). Equation (5a) is a non-linear, inhomogeneous partial differential equa-
tion, which does not allow for exact representation of the solution. To simplify
the problem, the non-linear term (u2)x is linearized as Uux where U is an ap-
proximation of the velocity component ui+1,j . Moreover, we assume that the
gradient of the cross-flux (uv−εvy)y is constant over the interval (xi+1/2, xi+3/2).
We denote it by Cui+1,j . As a consequence of the staggered grid configuration,
the discrete pressure profile is defined piecewise over (xi+1/2, xi+3/2), y = yj .
Further, we assume that the pressure p is piecewise linear over the domain of in-
terest, making the pressure gradient px piecewise constant, as shown in figure 3.
With the above assumptions, equation (5a) reduces to a linear, inhomogeneous,
quasi-one-dimensional ordinary differential equation, given by
(Uu− εux)x = −px − Cui+1,j , xi+1/2 < x < xi+3/2, y = yj . (6)
In the following derivation we suppress the y-dependence of the local BVP,
u(xi) := u(xi, yj), and introduce the following variables,
a := U/ε, P := a∆x ,
where ∆x = xi+3/2 − xi+1/2 and P is the grid Péclet number. Thus equation
(6) can be rewritten as,
(u′ − au)′ = 1
ε
(p′ + Cui+1,j), (7)
where (.)′ := (.)x. Since the pressure is assumed to be piecewise linear, we get





∆x (pi+1,j − pi,j), xi+1/2 ≤ x ≤ xi+1,
(δxp)i+3/2,j =
1
∆x (pi+2,j − pi+1,j), xi+1 < x ≤ xi+3/2.
Integrating equation (7) we get












where k1 is the integration constant. Note that we integrated equation (7) from
xi+1 to x ∈ (xi+1/2, xi+3/2), as the pressure gradient p′ has a jump at x = xi+1.
Integrating equation (8) using the integrating factor formulation, u′ − au =





















We define the normalized coordinate σ on the interval [xi+1/2, xi+3/2], given by




Using equation (9) and the normalized coordinate σ we get
u(σ) = ePσui+1/2,j +
1
ε



































Invoking the right boundary condition u(xi+3/2) = ui+3/2,j we get





















eP − 1 .
The integral representation u(σ) can be expressed as a sum of three parts, i.e.,
u(σ) = uh(σ) + up(σ) + uc(σ), (11a)




















W (P ) := (eP + 1)−1,
be a weight function, satisfying 0 ≤ W (P ) ≤ 1 and W (P ) + W (−P ) = 1. In
order to compute ui+1,j , we set σ =
1
2 . Thus, u
h( 12 ) can be expressed as the
weighted average of ui+1/2,j and ui+3/2,j :
uh( 12 ) = W (−P/2)ui+1/2,j +W (P/2)ui+3/2,j . (12)
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P 2(eP + 1)
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and I2(1;P ), u






























P (eP + 1)
.
From the expressions (12), (13) and (14), we get that the velocity component
ui+1,j is given
ui+1,j = u
h( 12 ) + u
p( 12 ) + u
c( 12 ). (15)
Depending on the terms in the right-hand side of equation (7) we get three possi-
ble methods for computing ui+1,j , viz., the homogeneous 1-D local BVP method,
the inhomogeneous 1-D local BVP method and the 2-D local BVP method, spec-
ified below.
3.1. Homogeneous 1-D local BVP method
If we ignore the pressure gradient and the gradient of the cross-flux, then solving
the homogeneous equation
(u′ − au)′ = 0, (16)
gives the cell-face velocity component ui+1,j as a weighted average of ui+1/2,j
and ui+3/2,j as in equation (12). This is the homogeneous 1-D local BVP method.
Figure 4 shows the dependence of the function W on the Péclet number P .
7








Figure 4: Functions W = W (P/2) and W = W (−P/2).
Note that for P = 0, W (P/2) = W (−P/2) = 1/2, thus we get that ui+1,j is the
arithmetic average of ui+1/2,j and ui+3/2,j as in the central scheme. For P > 10
(or P < −10) we have W (−P/2) ≈ 1 (or W (P/2) ≈ 1), resulting in the upwind
scheme. The homogeneous part can be expressed as a weighted average of the
upwind and the central scheme:
uh( 12 ) = (1− 2W (|P |/2))uupwind + 2W (|P |/2)ucentral. (17)
3.2. Inhomogeneous 1-D local BVP method
The inclusion of the pressure gradient results in the inhomogeneous differential
equation,
(u′ − au)′ = −p′, (18)
in which case the cell-face velocity component is expressed as ui+1,j = u
h( 12 ) +
up( 12 ). The contribution of the discrete pressure gradients (δxp)i+1/2,j and
(δxp)i+3/2,j to the component u
p is controlled by the function Γ2. Figure 5
gives the dependence of Γ2(P/2) on the Péclet number. It can be seen that
for P = 0, (δxp)i+1/2,j and (δxp)i+3/2,j have equal contribution. However
as the Péclet number (P > 0) increases, we get that Γ2(−P/2) → 2/P and
Γ2(P/2)→ 4/P 2, as P →∞, making the upwind pressure gradient (δxp)i+1/2,j
more dominant.
3.3. 2-D local BVP method
Finally, including both the pressure gradient and cross-flux gradient and solving
differential equation (7), results in the cell-face velocity component given by















Figure 5: Function Γ2 = Γ2(P/2).
and contains the factor Γ3(P/2) depending on the Péclet number. Figure 6
shows the variation in the values of Γ3(P/2) with the change of Péclet number.
It can be observed that Γ3(P/2) attains its maximum for P = 0 and then
asymptotically goes to 0 as |P | → ∞.
Approximation of the gradient of the cross-flux
In order to compute the term uc(1/2) given by equation (14), we need the cross-
flux gradient Cui+1,j . C
u





are approximations of the gradient (uv − εuy)y at (xi+1/2, yj) and (xi+3/2, yj),











ui+1/2,j+1 − 2ui+1/2,j + ui+1/2,j−1
)
.
The gradient Cui+3/2,j can be computed similarly. Analogous to the homoge-
neous 1-D local BVP method, we compute Cui+1,j as the weighted average:
Cui+1,j = W (−P/2)Cui+1/2,j +W (P/2)Cui+3/2,j .
4. Closure of the model
In the previous section, we presented integral representations for approximating
the cell-face velocity component ui+1,j . To compute the discrete convective op-
erator (Nu(u))i+1/2,j we also need ui+1/2,j+1/2 and vi+1/2,j+1/2. These velocity
9









Figure 6: Function Γ3 = Γ3(P/2).
components are also computed using local BVPs, as shown in figure 7. For com-
puting both ui+1/2,j+1/2 and vi+1/2,j+1/2, we make use of the homogeneous 1-D
local BVP method discussed in section 3. The velocity component ui+1/2,j+1/2
is computed from the local boundary value problem :
V uy − εuyy = 0, yj ≤ y ≤ yj+1, x = xi+1/2, (19a)
u(xi+1/2, yj) = ui+1/2,j , u(xi+1/2, yj+1) = ui+1/2,j+1, (19b)
where V is an estimate for vi+1/2,j+1/2. Likewise for vi+1/2,j+1/2, we use the
following local BVP :
Uvx − εvxx = 0, xi ≤ x ≤ xi+1, y = yj+1/2, (20a)
v(xi, yj+1/2) = vi,j+1/2, v(xi+1, yj+1/2) = vi+1,j+1/2, (20b)
with U being an estimate for ui+1/2,j+1/2. Note that equation (19a) is the
linearized form of the equation
(uv)y − εuyy = 0,
which is the cross-flux gradient in the x-momentum equation. Similarly, equa-
tion (20a) is the linearized form of,
(uv)x − εvxx = 0,
















(b) Velocity component vi+1/2,j+1/2.
Figure 7: Computation of other cell-face velocity components.
All the methods described so far are analogously applied for discretization
of the convective term (Nv(u)
)
i,j+1/2




, we need the velocity components vi,j+1,
ui+1/2,j+1/2 and vi+1/2,j+1/2. The velocity component vi,j+1 is computed using
the local BVP
(v′ − bv)′ = 1
ε
(p′ + Cvi,j+1), x = xi, yj+1/2 ≤ y ≤ yj+3/2,
v(xi, yj+1/2) = vi,j+1/2, v(xi, yj+3/2) = vi,j+3/2,
where (.)′ := (.)y and b := V/ε, with V being an estimate for vi,j+1. Solving the
local BVP, as discussed in section 3, we can formulate vi,j+1 as a sum of v
h( 12 ),
vp( 12 ) and v
c( 12 ). Similarly as C
u
i+1,j , the discrete cross-flux gradient C
v
i,j+1 is
computed as the weighted average
Cvi,j+1 = W (−P v/2)Cvi,j+1/2 +W (P v/2)Cvi,j+3/2,
where the Péclet number P v is defined as P v := V∆y/ε.
5. Iterative computation of the cell-face velocities
The discussion so far gave details about the derivation of an integral represen-
tation of the cell-face velocity components by solving a linearized local BVP.
However, the local BVPs that we intend to solve are non-linear. To account for
this non-linearity, the cell-face velocities are computed iteratively. Algorithm 1
gives the details of the iteration procedure.
For the iterative computation of ui+1,j , we begin by making an estimate for
U in the linearization of equation (5). Corresponding to this estimate we obtain
the Péclet number given by P = U∆x/ε, which is used to compute the velocity
11
component using one of the three methods described in the previous section. The
computed cell-face velocity component is used to update the estimate U and the
Péclet number and the procedure is repeated until the computed values converge
to a given tolerance. The velocity components ui+1/2,j+1/2, vi+1/2,j+1/2 and
vi,j+1 are computed iteratively in a similar manner.
Initialization: Set uh = 12 (ui+1/2,j + ui+3/2,j), u
p = 0 and uc = 0
ui+1,j = u
h + up + uc
Set TOL as allowed maximum tolerance for convergence
Set error > TOL
while error ≥ TOL do
uoldi+1,j = ui+1,j
P := 1εui+1,j∆x
Compute uh, up and uc from (12), (13) and (14), respectively
ui+1,j = u




Algorithm 1: Iteration to compute the cell-face velocity component ui+1,j .
6. Numerical results
We now compare the local BVP methods with the central and upwind schemes
for the following test cases: the Taylor-Green vortex problem and the standard
lid-driven square cavity flow.
6.1. Taylor-Green vortex
The Taylor-Green vortex in two dimensions admits an exact solution to the
incompressible Navier-Stokes equations, given by
u(x, y, t) = − sin(πx) cos(πy)e−2π2t/Re, (21a)
v(x, y, t) = cos(πx) sin(πy)e−2π
2t/Re, (21b)





The domain on which we define the solution is the square [ 14 , 2
1
4 ] × [ 14 , 2 14 ]
with periodic boundary conditions. We use the second-order accurate, energy-
conserving implicit Gauss method (described in [8]) with a fixed time step (∆t =
10−1) for Re = 105, on a coarse 20× 20 grid. The simulation is run from t = 0
to t = 100, i.e., 1000 time steps. Table 1 shows the L∞-norm of the global
12















Figure 8: Temporal behavior of the discrete kinetic energy for the Taylor-Green vortex at
Re = 105.
discretization error (||eu||∞ = ||unumerical−uexact||∞) for Re = 105 on a 20× 20
grid at times t = 20 and t = 100, where uexact is the exact velocity component
computed over the grid using equation (21a). At time t = 20, the numerical
solution obtained using the central scheme does not exhibit oscillations, and is
significantly more accurate than the solutions of the upwind and homogeneous
1-D local BVP method. The central scheme and the inhomogeneous 1-D and
2-D local BVP methods appear to produce practically identical results at t = 20.
However, at t = 100, the central scheme gives an oscillating solution, which
severely affects the accuracy.
Figure 8 shows the dissipation of the discrete kinetic energy for all the meth-
ods applied to the Taylor-Green vortex flow. As expected, the upwind discretiza-
tion shows the highest dissipation of kinetic energy. For a coarse grid and high
Re (high Péclet numbers), the homogeneous 1-D local BVP method has a higher
contribution from the upwind part uupwind compared to the central part ucentral,
cf. equation (17). Consequently, the homogeneous 1-D local BVP method has
similar dissipation of energy as the upwind scheme. The inhomogeneous 1-D and
2-D local BVP methods exhibit the same dissipation of the kinetic energy as the
central scheme, until the latter breaks down (at about t = 55). The inclusion
of the source term in the local BVP appears to nullify the effect of numerical
dissipation from the homogeneous part. Although the central scheme results in
a symmetry-preserving discretization, which is energy-conserving [9], the pres-
ence of oscillations in its numerical solution results in non-physical dissipation
of energy, as observed in figure 8.
Next,we investigate the convergence of spatial errors over a family of uniform
grids ranging from 5 × 5 to 320 × 320 for Re = 100. For this case we use
13
Method ||eu||∞ (t = 20) ||eu||∞ (t = 100)
Central 1.2419× 10−5 1.8592
Upwind 8.2078× 10−1 8.8509× 10−1
Homogeneous 1-D local BVP 8.2073× 10−1 8.8505× 10−1
Inhomogeneous 1-D local BVP 1.2419× 10−5 1.3759× 10−4
2-D local BVP 1.2419× 10−5 1.3759× 10−4
Table 1: Absolute errors (||eu||∞) for the Taylor-Green vortex problem, for Re = 105 on a
20× 20 grid, for t = 20 and t = 100.
the fourth-order, four-stage explicit Runge-Kutta method, just as in [10], to
ensure that at sufficiently small time step the temporal errors are negligible
compared to the spatial errors. Figure 9 shows the convergence of the errors
( ||unum − uexact||∞) for Re = 100 over a family of uniform grids, for a fixed
time step ∆t = 10−3. It can be observed that the upwind discretization of
the convective terms results in a first-order accurate scheme. The homogeneous
1-D local BVP method has a dominant upwind (uupwind) contribution for coarser
grids (due to higher Péclet numbers), hence exhibits first-order accuracy there.
However, for finer grids (decreasing Péclet numbers), the central part (ucentral)
becomes dominant, leading to second-order convergence. The inclusion of the
source terms in the local BVP improves the accuracy of the computed numerical
solution significantly, resulting in the same error behavior (same order and same
magnitude) as that of the central scheme.
6.2. Lid-driven cavity flow
This internal flow problem is very well suited for studying the effect of including
the cross-flux term in the computation of cell-face velocity components due to
the strong two-dimensionality of the flow. We investigate the lid-driven cavity
flow for the case Re = 100, and use the results obtained by Ghia, Ghia and
Shin [11] as reference solutions. We apply a pair of fairly coarse grids, viz.,
8 × 8 and 16 × 16 for the Re = 100 case. Figures 10 and 11 show the plots of
the horizontal velocity component u along the vertical center line of the cavity
on the two grids. We compare the velocity profiles obtained using the central
scheme, the upwind scheme and the three methods described in section 3. The
upwind method yields the least accurate results, as observed from figures 10 and
11. For the 8 × 8 grid, we have higher Péclet numbers, thus the homogeneous
1-D local BVP method behaves much like the upwind method. The inclusion
of the discrete pressure gradient in the inhomogeneous 1-D local BVP method
enhances the accuracy of the homogeneous 1-D local BVP method and gives










































Figure 9: Convergence of the spatial errors for Taylor-Green problem for Re = 100 and t = 20,
over a family of grids (5× (2i, 2i), i = 0, 1, 2, 3, 4, 5, 6 ).
and figure 11. The 2-D local BVP method performs the best of the considered
methods, primarily due to the strong two-dimensionality of the flow.
Over coarse grids the inclusion of the source terms in the local BVP for the
approximation of the cell-face velocity components results in higher accuracy
than the central scheme. Further, we observe that the inclusion of the source
terms appears to cancel the dissipative effects arising from the upwind part of
the homogeneous part of the cell-face velocity component.
7. Conclusion
In this paper we present methods for computing the cell-face velocity compo-
nents involved in the discrete convective terms of the incompressible Navier-
Stokes equations, using local BVPs. The cell-face velocities are computed by
iteratively solving the nonlinear, local BVPs. Depending on the terms in the
right-hand side of the local BVP we get three different methods, namely, the
homogeneous 1-D local BVP method, the inhomogeneous 1-D local BVP method
and the 2-D local BVP method. The homogeneous 1-D local BVP method pro-
vides an estimate for the cell-face velocity as a weighted average of the neigh-
boring values depending on the Péclet number. In the limiting case P → 0, it
becomes identical to the central scheme and for |P | → ∞ it reduces to the up-
wind scheme. The order of accuracy of the computed numerical solutions using
the homogeneous 1-D local BVP method varies from first-order to second-order
depending on the grid Péclet numbers.
In the inhomogeneous 1-D local BVP method we include the effect of the
pressure gradient, where it is assumed that the pressure is piecewise linear. As
an enhancement of the inhomogeneous 1-D local BVP method we have the 2-D
15












Homogeneous 1-D local BVP






Figure 10: Horizontal velocity component along the vertical center line of the cavity for
Re = 100 on a uniform 8× 8 grid.
local BVP method where we include both the pressure gradient and the cross-
flux gradient. Unlike the homogeneous 1-D local BVP method, the inclusion of
the source terms results in second-order accurate numerical solutions for all test
cases considered. As observed for the case of the Taylor-Green problem, both
the inhomogeneous 1-D local BVP method and the 2-D local BVP method ex-
hibit perfect kinetic energy dissipation. The central scheme, which suffers from
spurious oscillations, fails at higher Péclet numbers. The local BVP methods
do not exhibit oscillations, which can be credited to the presence of the upwind
component in the homogeneous part of the cell-face velocities.
For incompressible flows, the numerical scheme is energy conserving if the
discrete convective operator is skew-symmetric, which happens only if the cell-
face velocities are computed by central averaging. For the local BVP methods,
the discrete convective operator is not skew-symmetric, thus the work done by
the convective forces is formally not zero. Nevertheless, the inhomogeneous 1-D
local BVP method and the 2-D local BVP method do not show any dissipative
behavior.
Of the three local BVP methods, the 2-D local BVP method is to be preferred
as it results in a more accurate approximation.
16
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Figure 11: Horizontal velocity component along the vertical center line of the cavity for
Re = 100 on a uniform 16× 16 grid.
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