Let m(n) be the minimum positive integer k so that the Shuffle-Exchange network with k stages, N = 2 n inputs and N outputs is rearrangeable. Beneš conjectured that m(n) = 2n ? 1. The best bounds known so far are 2n ? 1 m(n) 3n ? 4. In this paper, we verify Beneš conjecture for n = 4, and use this result to show that m(n) 3n ? 5. The n = 4 case is considerably more complex than the n = 3 case, which have been done in the literature. We believe that hidden in our proof there is some general technique that would help improve the bound further.
Introduction
Shuffle-Exchange networks (SE networks for short) were initially proposed by Stone (1971, [1] ) to be an efficient interconnecting architecture for parallel processors. Various applications benefit from this interconnecting pattern such as FFT, matrix transposition, polynomial evaluation, : : : A k-stage SE network with parameter n, denoted by (SE n ) k , is a network with N = 2 n inputs and N outputs, consisting of k SE stages, where each SE stage includes a perfect shuffle pattern (see [1] ) followed by an array of N 2 2 2 crossbars. A typical drawing of a 7-stage SE network with n = 4 (i.e. (SE 4 ) 7 ) is shown in Figure 1 .
A standard question to be addressed on any multistage interconnection network (MIN) is that if the network is rearrangeable. An N-input N-output MIN is rearrangeable if and only if any one to one mapping from the inputs to the outputs is routable by the network. Universality is another term that is often used synonymously with rearrangeability. In the context of SE networks, a long standing question was that how many SE stages are necessary and sufficient for a SE network to be rearrangeable. In fact, it is not entirely clear that increasing the number of stages would increase the rearrangeability of a SE network. There has been a very slow progress toward answering this question. For convenience, let us use m(n) to denote the minimum positive integer so that (SE n ) m(n) is rearrangeable. The algorithm discussed by Stone (1971, [1]) showed that m(n) n 2 , thus m(n) is well defined. Beneš conjectured in 1975 [2] that 2n ? 1 SE stages is necessary and sufficient to route all N! perfect matchings from the inputs to the outputs, i.e. m(n) = 2n ? 1. Parker (1980,[3] ) showed that n + 1 m(n) 3n, where the lower bound was obtained by a counting argument, and the upper bound by group calculations plus the rearrangeability of the Beneš network [4] . Wu and Feng (1981, [5] ) gave an explicit algorithm to route all matchings, proving m(n) 3n ? 1. Huang and Tripathi (1986, [6] ) improved the bound to m(n) 3n ?3. Raghavendra and Varma (1987, [7] ) verified the conjecture for N = 8. They used that result to show m(n) 3n ? 4 [8] . They also specified a permutation Computer Science Department, University of Minnesota, Minneapolis, MN 55455, USA. E-mail: fhngo,dzdg@cs.umn.edu. Support in part by the National Science Foundation under grant CCR-9530306.
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Notice that when x agrees with A, we can insert x into any position between the columns of A to get a balanced matrix. It is also easy to see that (SE n ) m (m > n) is rearrangeable if and only if for every two given balanced matrices A N n and B N n there exists an N (m ? n)
balanced matrix M such that the matrix A; M; B] is balanced. Here the rows of A are binary representations of the inputs and the corresponding rows of B are binary representations of the matched outputs.
Main Results
To illustrate the idea and introduce notations needed for the main theorem (m(4) = 7), we first reproduce a known result (see [9, 7] ) using the new method. Proof. We use the same approach as that of Raghavendra and Varma [7] , namely from first principles. However, the method is different and more intuitive. Figure 2 shows a typical drawing of a 5-stage SE network for N = 8. For convenience, the network can be redrawn and the switches can be labeled as shown in Figure 3 . In the figure, the inputs and outputs have been from the inputs f0; 4; 2; 6; 1; 5; 3; 7g to the outputs f0; 1; 2; 3; 4; 5; 6; 7g, we first construct a 4 4, 2-regular multi-bipartite graph G( ) = (I; O; E) whose bipartitions are I = O = f0; 1; 2; 3g.
I and O correspond to the set of input and output switches respectively. We shall refer to G( ) as G if is clear from the context. (i; j) 2 E iff (x) = y for some x 2 I i and y 2 O j , introducing multiple edges if necessary. We now need some notations. Suppose we have colored the edges of G with colors in C = f0; 1; 2; 3g. For each c 2 C, let L(c) (R(c)) be the multi-set of the vertices in I (O) which are incident to an edge colored c. For each subset S C, let L(S) = S c2S L(c) and R(S) = S c2S R(c), where the union is multiset union. For each e 2 E, let l(e) (r(e)) denote the vertex in I (O) incident to e. Similarly, for any subset A E, let L(A) = fl(e) j e 2 Ag and R(A) = fr(e) j e 2 Ag.
To this end, we observe from Figure 3 that the realizability of the matching is equivalent to the existence of a coloring of G with colors in C such that (P 1 ) For each c 2 C, L(c) has a representative from each of f0; 1g and f2; 3g. (P 2 ) L(f0; 1g) = L(f2; 3g) = f0; 1; 2; 3g. In other words, L(f0; 1g) and L(f2; 3g) have distinct elements.
(P 0 1 ) For each c 2 C, R(c) has a representative from each of f0; 1g and f2; 3g.
(P 0 2 ) R(f0; 2g) = R(f1; 3g) = f0; 1; 2; 3g. In other words, R(f0; 2g) and R(f1; 3g) have distinct elements.
Note that these conditions imply that each color appears exactly twice. The conditions are chosen so that the two edges colored c 2 f0; 1; 2; 3g can be routed through middle switch M c .
We will not state and prove the correctness of any routing algorithm based on the coloring here, as it is straightforward.
We now describe a procedure to properly color all 4 4 2-regular multi-bipartite graphs G as follows. Along the way, we shall also prove that our procedure works.
Phase 1.
As G is 2 regular and multi-bipartite, it is the union of even cycles. G thus can be decomposed into two 4 4 perfect matchings by taking alternate edges on each cycle. Let the matchings be M 1 and M 2 (whose vertex sets are the same as G.)
Phase 2. From each M i (i = 1; 2), construct a 2 2 2-regular bipartite graph G i by combining within each bipartition of M i the pairs of vertices f0; 1g and f2; 3g. Figure 4 illustrates the results of our first two phases. Obviously, L(E(G i )) = R(E(G i )) = f0; 1; 2; 3g, for i = 1; 2.
Here and henceforth the L and R functions are applied in the context of the original graph G. We call the graphs G 1 and G 2 the basic components of G. Since the basic components are 2 2 2-regular bipartite graphs, they can only be either a 4-cycle or a union of two 2-cycles. A basic component is said to be of type 1 if it is a 4-cycle and of type 2 otherwise. In Figure 4 , G 1 is of type 1 and G 2 is of type 2.
Phase 3.
As each coloring of G 1 and G 2 induces uniquely a coloring of G, we are to color G 1 and G 2 so that the coloring satisfy conditions P i and P 0 i , 1 i 2. We call an edge whose color is c 2 C a c-edge. Consider two cases:
Case 1 Both G 1 and G 2 are of type 1. In this case we color the graphs as shown in Figure 5a .
It is easy to see that the coloring satisfies all prescribed conditions. The basic idea is that as we have used each color exactly twice, to enforce P 1 and P 0 1 we need to make sure that if there is a c-edge going from f0; 1g to f0; 1g, then the other c-edge must go from f2; 3g to f2; 3g in either basic components, and similarly if a c-edge going from f0; 1g to f2; 3g then the other c-edge must go from f2; 3g to f0; 1g. To enforce P 2 and P 0 2 , on the left side (the I side) we separate each color pair f0; 1g (i.e. L(0) \ L(1) = ;) and f2; 3g (i.e. L(2) \ L(3) = ;), while on the right (the O side) we separate the pairs f0; 2g (R(0) \ R(2) = ;) and f1; 3g (R(1) \ R(3) = ;). Secondly, we use the idea to derive a more elaborate proof for the case where N = 16.
Firstly, we redraw the network as shown in Figure 6 , so that it is easier to derive the conditions similar to the P i and P 0 i . Given any perfect matching from the inputs to the outputs, we first construct the 8 8 2-regular multi-bipartite graph G in a similar way as the G in Lemma 3.1.
The bipartitions of G are I = O = f0; : : : ; 7g, and (i; j) 2 E(G) if for some x 2 f0; : : : ; 15g we have x 2 I i and (x) 2 O j . From Figure 6 , the following proposition is easy to see. We reuse all notations introduced in the proof of Lemma 3.1. Again, as a valid coloring induces a routing algorithm in a straightforward way, we shall not describe the algorithm here. type 2 corresponds to two 2 cycles. We are now ready to color the basic components so that the (uniquely) induced coloring on G is valid.
As we have seen in the proof of Lemma 3.1, the number of type-2 basic components can roughly be thought of as the degree of flexibility in finding a valid coloring for G. When there is no type-2 basic component, we color the edges of G ij as shown in Figure 8 . The coloring clearly satisfies conditions P i and P 0 j (0 i 3, 1 j 3).
The rest of the cases are considered in Lemmas 3.6, 3.7, and 3.8 with the help of Lemma 3.5 and Proposition 3.3. The basic idea is that as these cases involve at least one type-2 component, Lemma 3.5 allows us to color the other three basic components using certain set of 6 colors, without worrying about coloring the last basic component. Proposition 3.3 helps simplify case analysis. Roughly, the graphs Gs could be partitioned into "equivalent" classes, where graphs from each of the class can be obtained from one another by applying a sequence of operations described in Proposition 3.3. Firstly, we claim that by coloring each 2-cycle of G 22 with 0 and 1, properties P i (0 i 3), and P 0 1 hold, no matter which edge in each 2 cycle gets which color. Indeed, P 1 , and P 0 1 hold trivially. Let e 1 and e 2 be two edges in any 2-cycle of G 22 , then P 2 holds because L(fe 1 ; e 2 g) has either a representative from each of f0; 1g and f2; 3g or f4; 5g and f6; 7g. Since we have assumed that P 3 was not violated, before the new colors 0 and 1 arrives, L(f4; 5; 6; 7g) = f0; 1; : : : ; 7g and L(f2; 3g) f0; 1; : : : ; 7g. In fact, L(f2; 3g) has 4 distinct members since P 2 was not violated. Thus, as G is 2-regular L(f0; 1g) = f0; 1; : : : ; 7g ? L(f2; 3g), no matter how we assign 0 and 1 to the edges of G 22 . Hence, P 3 holds.
Notice that R(4) and R(5) each has a representative from each of f0; 1; 2; 3g and f4; 5; 6; 7g. We claim that R(f4; 5g) has a representative from each of f0; 1g, f2; 3g, f4; 5g, and f6; 7g. Assume for contradiction, without loss of generality, that R(f4; 5g)\f0; 1g = ;. Let's look at the 4 edges whose right end points are 2 or 3. Two of them are colored 4 and 5 as R(f4; 5g)\f0; 1g = ;. The third one is one of the 2 edges in a 2-cycle of G 22 . The fourth edge must have had a color from f2; 6; 3; 7g, say 2 or 6. Moreover, of the four edges whose right end points are 0 or 1, one of them is the other edge in the 2-cycle of G 22 , one of them must have been colored 6 or 2 because P 0 2 was not violated, the last two have to get colors 3 and 7 as P 0 1 holds for 3 and 7. However, this makes P 0 2 invalid for the color pair f3; 7g. Contradiction! Now, we try to switch colors in each 2-cycle of G 22 if necessary to achieve P 0 2 . Let e 1 , and e 2 be the two edges at the 2-cycle whose right end points are in f0; 1; 2; 3g. By construction, R(fe 1 ; e 2 g) has a representative from each of f0; 1g and f2; 3g. Assign colors 0 and 1 to e 1 and e 2 so that R(f0; 4g) has a representative from each of f0; 1g and f2; 3g. Notice that this implies R(f1; 5g) has a representative from each of f0; 1g and f2; 3g, too. Figure 9 . The idea is to fix the coloring of G 11 by two colors f0; 4g as shown in the figure, then switch the assigned pair of colors at each 2-cycle if necessary to form a valid coloring of G.
Obviously, properties P 1 , P 0 i (1 i 3) hold. We now do the switching on each 2-cycle of G 12 so that jf0; 1g \ L(f0; 2g)j is either 0 or 2, and that jf4; 5g \ L(f0; 2g)j is either 0 or 2. This is certainly possible. Notice that this implies jf0; 1g \ L(f4; 6g)j and jf4; 5g \ L(f4; 6g)j are also either 0 or 2. Secondly, we do the switching on each 2-cycle of G 21 and G 22 so that jf0; 1g\L(f0; 2g)j+jf0; 1g\L(f1; 3g)j = 2 and jf4; 5g\L(f0; 2g)j+jf4; 5g\L(f1; 3g)j = 2. Intuitively, we want to "separate" the left end points of the edges having colors in f0; 2g from the left end points of edges having colors in f1; 3g, in order to maintain properties P 2 . The same assertion holds for the pairs f4; 6g and f3; 5g. Lastly, P 3 is assured by the fact that G i1 and G i2
have edges which form an 8 8 matching, for each i = 1; 2. [8] , however the proof was rather long. We straightforwardly extend Theorem 3.1 in [9] to obtain a much shorter proof. Step 1 Repeatedly apply Lemma 2.3 to construct vectors fu 1 ; : : : ; u n?k g such that for i = 1; : : : ; n? k, u i agrees with a i+1 ; : : : ; a n ; u 1 ; : : : ; u i?1 ] and u i?1 ; : : : ; u 1 ; b n ; : : : ; b i+1 ]. Let U = u 1 ; : : : ; u n?k ] and U R = u n?k ; : : : ; u 1 ], then after this step both A; U] and U R ; B] are balanced.
Step 2 We want to construct vectors x 1 ; : : : ; x k?1 such that if we let X = x 1 ; : : : ; x k?1 ], then A; U; X] and X; U R ; B] are both balanced. Notice that as U is an N (n ? k) balanced matrix, each row of U occurs exactly 2 k times, and so do the rows of U R in the same positions. Hence, the rows of U and U R can be partitioned into 2 n?k classes of 2 k identical row vectors in each partition. For v be any column of U or U R , let v (i) be the subvector of v with entries in the i th partition, where 0 i 2 n?k ? 1 Step 3 Now we define an N (n ?k) matrix W from U such that A; W; X; U R ; B] is balanced.
Define W as follows (all arithmetics are done over F 2 ).
We are left to show that A; W; X; U R ; B] is balanced. The balancedness of X; U R ; B] has already been established, so we only need to show that A; W; X; U R ] is balanced. We do this by considering the following types of submatrices:
(a) Submatrices of the form a i ; : : : ; a n ; w 1 ; : : : ; w i?1 ] where 2 i n ? k + 1.
We apply Lemma 2.5 and use the fact that a i ; : : : ; a n ; u 1 ; : : : ; u i?1 ] is balanced. a i ; : : : ; a n ; w 1 ; : : : ; w i?1 ] can be obtained from a i ; : : : ; a n ; u 1 ; : : : ; u i?1 ] by an invertible linear transformation with the invert map preserves the a j (i j n) and
w j 1 j n?k 2 w j + w n?i?k n?k 2 + 1 j n ? k ? 1 w n?k + a n j = n ? k (b) Submatrices of the form a i ; : : : ; a n ; w 1 ; : : : ; w n?k ; x 1 ; : : : ; x k+i?n?1 ] where n ? k + 2 i n. Similarly, in this case we use Lemma 2.5 and the balancedness of the matrix a i ; : : : ; a n ; u 1 ; : : : ; u n?k ; x 1 ; : : : ; x k+i?n?1 ] (c) Submatrices of the form w i ; : : : ; w n?k ; x 1 ; : : : ; x k?1 ; u n?k ; : : : ; u n?k?i+1 ] where 1 i n ? k. Here we use the fact that a n ; u 1 ; : : : ; u n?k ; x 1 ; : : : ; x k?1 ] is balanced. Proof. This is immediate from Theorem 3.4 and Lemma 3.9.
Proof of Lemma 3.7
In this section we shall present a proof of Lemma 3.7 and also set up most of the basic techniques and notations needed for the proof of Lemma 3.8, which is more complicated. In the proof of this Lemma and the next, we assume that G 22 is of type-2. Without loss of generality, we also assume that the 2-cycles of G 12 go horizontally, i.e. one goes from 0123 to 0123, and the other from 4567 to 4567, applying operation 4 of Proposition 3.3 if necessary.
The basic idea behind the proofs of these Lemmas is to start from a coloring of G 11 , G 12 , and G 21 using 6 colors f0; 4; 2; 6; 1; 5g which does not violate P 1 and P 0 i (i = 1; 2; 3), and then modify this coloring so that none of the properties in Proposition 3.2 is violated. The Lemmas then hold as a consequence of Lemma 3.5.
In the course of modifying the original coloring, we shall need 5 basic color transformations: Figure 10 shows a coloring of a graph G and the four associated CIVs. Note that the coloring shown is a valid one. It is immaterial if the CIVs are row vectors or column vectors, so we will adopt the convention that in the figures we use column vectors, and in the texts we use row vectors. Moreover, the order of the color pair in each component of a CIV is not important. In the figure, we have specifically chosen the order so that it is easier to see the validity of the coloring.
Corresponding to a coloring of G, there are 4 CIVs. We shall use v 1 and v 2 to denote the CIVs corresponding to the subsets f0; 1; 2; 3g and f4; 5; 6; 7g of I, respectively. Similarly, u 1 and u 2 are the CIVs corresponding to the subsets f0; 1; 2; 3g and f4; 5; 6; 7g of O, respectively.
The following definitions relate the CIVs to the conditions P i and P 0 i . Figure  11 , which clearly does not violate P 1 and P 0 i (i = 1; 2; 3). Moreover, applying both A(0; 6) and A(2; 4) would yield another coloring where P 1 and P 0 i are not violated. After the tentative coloring introduced in Figure 11 , and after applying a sequence of the first 3 operations in Proposition 3.3, the possible CIVs are the union of two sets: Here, the 's stand for the colors of the edges of a 2-cycle of G 21 , which are to be determined.
In each CIV, one gets colored 1 and the other gets 5. Obviously, the choice of 5 and 1 on one CIV will affect another. Specifically, the choice of 5 and 1 on one of the CIVs v i will affect one of the u j , but not the other v i . Similarly, the 's correspond to colors of G 22 , which we are not concerned about, as we shall apply Lemma 3.5. Strictly speaking, each F i consists of four classes of CIVs. However, we shall not differentiate between individual CIV and its class as this is immaterial.
We shall also extend the notion of a condition P i or P 0 i being respected by a CIV to a class of CIV. A class of CIV respects P i or P 0 Lastly, when v 2 = 0 6 2 4 , we apply A(0; 6) and A(2; 4) and return to the previous case.
Case 2. It is not the case that the two type-1 components are G i1 and G i2 for any i 2 f1; 2g.
Without loss of generality, we assume G 11 and G 21 are of type-1. We start from the coloring shown in Figure 12 , which clearly does not violate P 1 and P 0 i (i = 1; 2; 3). is to be determined. This case introduces a new technique which will be used in later cases and the proof of Lemma 3.8. Let us first take a look at Figure 13 . The graph shown represents all graphs considered in this case. The two dashed edges at the upper half is a 2-cycle of G 12 , and the other two dashed edges are from the other 2-cycle. The end points of the dashed edges go to the 's, but we don't know which edge goes to which . Basically, we consider 3 sub-cases represented sequentially by 3 drawings from left to right.
In the first sub-case, we fix the end points (in the square boxes) of a dashed edge in the upper half, letting all other dashed edges go freely. The second dashed edge in the upper half has only one choice to go, of course. The doubly headed arrow specifies that we could exchange colors 0 and 4 of those two dashed edges so that v 2 looks as shown. It is straightforward to check that in this sub-case v 1 and v 2 respect the P i and u 1 and u 2 respect the P 0 i .
In the second sub-case, we fix the end points of a dashed edge in the lower half. Assign colors to all edges as shown. The doubly headed arrow on the side means that no matter which dashed edge goes to which , we still have v 1 respecting the P i .
The last drawing considers the only sub-case left. The figure is self-explaining. Before proceeding to the proof of case (2e), we need another proposition, which is very useful later on in the proof of Lemma 3.8. The last drawing in Figure 18 is an example of such a situation. In this drawing, j = 2, c = 2 and c 0 = 1. Proof. Firstly, assume c = 2. Clearly, just as in the proof of Lemma 3.5, we can assign 3 and 7 to edges of the 2-cycle going from v j to u j so that v j respects the P i and u j respects the P 0 where fc; c 0 ; c 1 ; c 2 ; c 3 ; c 4 g = f0; 4; 2; 6; 1; 5g = f0; 1; 2; 4; 5; 6g because v j respects P 1 . As cc 0 is the only component that does not respect P 3 (i.e. c = 2 and c 0 are in f0; 1; 2; 3g), c 2 c 3 are representatives of f0; 1; 2; 3g and f4; 5; 6; 7g. Thus, c 1 ; c 4 2 f4; 5; 6g. In fact, as v j respects P 2 , c 1 2 f4; 5g, c 0 2 f0; 1g and thus 6 2 fc 2 ; c 3 ; c 4 g. Now, assign 7 to e 0 and 3 to the other edge of the 2-cycle that goes from v j to u j . We claim that after exchanging colors (7 and 2) of e and e 0 , we have a valid coloring of G. Indeed, the CIVs v j and u j are not affected. u j respects P 0 i after the first assignment of 7 and 3, and keeps respecting P 0 i as we have just exchanged colors of edges having the same right end point. We only need to be concerned about v j after this exchange. There are two cases for v j before the exchange: The reader can easily check that v j does respect P i after the exchange of 2 and 7.
The case where c = 6 is done similarly. The only difference is that e gets 3 this time.
Remark 4.5. This proposition will prove to be very useful in the proof of Lemma 3.8. It could be stated in a much more general fashion, however we did not do so because we will need only this instance of the proposition, and because the general statement would be too notationally heavy, thus hard to grasp. we apply Proposition 4.4. Otherwise, the 2-cycle going from v 1 to u 2 could be colored with 3 and 7 properly, as in Lemma 3.5. The other 2-cycle has edges going from the blacken vertices at u 1 to the of v 2 . We assign 7 to the edge whose right end point is the second component of u 1 and 3 to the other edge. There are two cases after this assignment, depending on what v 2 ends up being. If v 2 ends up to be v 2 = 12 74 36 05 , then we apply LU (1; 7) . Obviously, u 1 still respects the P 0 i , and v 2 respects all the P i now. If v 2 becomes v 2 = 12 34 76 05 , then we apply LU(1; 7) and LL(0; 2) to get the same result. In these two situations, the relative positions of 4 and 5 are not important.
Lastly, note that we have used 6 colors f0; 1; 2; 3; 4; 5g in the first sub-case, leaving f6; 7g. 
Proof of Lemma 3.8
We assume that the 2-cycles of G 22 go horizontally, i.e. one goes from 0123 to 0123, and the other from 4567 to 4567, applying operation 4 of Proposition 3.3 if necessary. We start from the coloring shown in Figure 20 , whose CIV v j respect P 1 and u j respect P 0 i (i = 1; 2; 3, j = 1; 2). Moreover, applying both A(0; 2) and A(4; 6) would yield another coloring where P 1 , and P 0 Notice that for all i = 1; 2; 3, the vectors in F 1 respect P i , F 2 respect P i after applying A(1; 5), F 3 respect P i after applying A(2; 6), and F 4 respect P i after applying A(0; 4). Hence, if v 1 and v 2 belong to the same F i then we are done. We could thus also assume u 1 As we have seen, the CIVs are useful in classifying how each subset of vertices f0; 1; 2; 3g and f4; 5; 6; 7g of I and O are connected to the others. There is another way to classify the "shape" of these connecting patterns. Ignoring the edges of G 22 , each subset f0; 1; 2; 3g and f4; 5; 6; 7g of I and O are connected to three horizontal edges (i.e. edges connecting v j and u j ) and three diagonal edges (i.e. edges connecting v j and u j ). The connecting patterns to each of these vertex subsets can be classified based on the relative end points of the horizontal and diagonal edges, up to the application of the first 3 operations of Proposition 3.3. Figure 21 shows all possible shapes of u 1 . In the figure, the thicken edges represent edges that go from u 1 to v 1 (horizontally). The other three edges go from u 1 to v 2 (diagonally). It is straightforward to check that there are only 5 possible shapes as shown, up to applying the first three operations of Proposition 3.3. For example, if u 1 = 50 2 4 16 , then it is of shape 1. While, 0 12 54 6 is of shape 3, and 0 16 54 2 is of shape 2. Similarly, Figure 22 shows all possible shape of u 2 . These are just mirror images of the shapes of u 1 . We have tentatively label the edges in the shapes shown. Clearly, some ambiguity exists with the labels of two horizontal or diagonal edges which share the same end point. However, as we shall see later, these ambiguities are not important when we refer to these labels.
Because 14 and 16 are not in u 1 , u 1 can only be of shape 3 or 5, because given the way we construct and color G 11 and G 12 , the even-numbered edges can not share an end point. Similarly, as not both 52 and 0 are in u 2 and 2 = 2 u 2 , u 2 can only be of shape 3 or 5. For, if u 2 is of shape 1 or 4, then either h 1 was colored 2 which makes 2 2 u 2 , or h 1 was colored 0 and thus both 52 and 0 are in u 2 . If u 2 is of shape 2, then h 2 must have been colored 5, which makes 2 2 u 2 (2 is the color of h 1 or h 3 .) Now, we describe a way to recolor the 6 edges of G in G 11 , G 12 , and G 21 . The idea is to use color 1, 2 and 5 to color the horizontal edges, and 0,4,6 to color the diagonal edges. The reader might find it useful sketching several figures while we are discussing the coloring.
Let's start by coloring the edges connected to u 1 . When u 1 is of shape 3, we assign 2 to h 1 , and f5; 1g to fh 2 ; h 3 g. What we mean by this is that one of fh 2 ; h 3 g will get 1 and the other will get 5, but which edge actually gets which color is to be decided later. h 1 , h 2 and h 3 are connected to the first two components of v 1 (vertices 0 and 1), because v 1 2 F 1 . If some vertex j 2 f0; 1g is incident to two of these h i (i = 1; 2; 3), j must be incident to some h i where i 2 f2; 3g. Assign 5 to h i , 1 to the edge in fh 2 ; h 3 g ? fh i g. Clearly, this way we get a (partially colored) v 1 respecting the P i . Now we have to assign 0, 4, and 6 to the diagonal edges connected to u 1 . Assign 0 to the edge d i that was originally colored where fc 1 ; c 2 ; c 3 g = f1; 2; 5g are to be precisely determined when we color the horizontal edges connected to u 2 . The case where u 1 is of shape 5 is done in exactly the same way. Secondly, we need to color the edges connected to u 2 . When u 2 is of shape 3, we assign 1 to the edge h i that was originally colored 2. Clearly, i 6 = 3 because 2 = 2 u 2 . which clearly respects the P j . The diagonal edges of u 2 can be assigned 0,4 and 6 in much the same way. d 1 or d 2 will get 6, the other two get 0 or 4 which could be exchanged to ensure v 1 respects the P j . If 16 2 u 1 , then apply LU(1; 6), then LL(0; 2) and UL(4; 6). Hence, we could now assume that u 1 is in shape 3 or 5.
If 52 2 u 2 , then applying LL(2; 5), UU(0; 2) and LU(4; 6) would do. it is not hard to show that u 2 is of shape 2 or 3.
To summarize, we are left with the cases where u 1 is of shape 3 or 5, and u 2 is of shape 2 or 3. We will consider these 4 possible sub-cases in turn.
Firstly, suppose u 1 is of shape 3 and u 2 is of shape 3. We will color the horizontal edges with 0,2 and 4, the diagonal edges with 1, 5 and 6. rest of the edges are from G 12 . As we are considering the case where v 2 2 F 3 , u 1 2 F 2 , and u 2 2 F 3 , there are 6 degrees of flexibility for the 1 and 5 to move within either the first two components or the last two components of the associated CIVs. This corresponds precisely to moving the end points of the dashed edges, within the first two components or the last two components of their CIVs.
In reality, there are totally 2 6 = 64 cases. In Figure 23 , we consider only three cases where the end points of the dashed edges in the boxes are fixed. The doubly headed arrows indicate that no matter if this end point is at one head or the other, this coloring is still good. Occasionally, we have to explain why when we move the end point of the dashed edge to the other head of the arrow, the coloring is still OK. The explanations are given right on the figure itself, and they are self-explaining.
The CIVs v 1 and v 2 have been put next to the colorings for the ease of referencing which edge gets which color, and checking if the coloring is a valid one. Note that we only color the edges not in G 22 as usual.
(3b) v 1 = 10 2 54 6 , v 2 2 F 3 u 1 2 F 3 , and u 2 2 F 2 . Figure 24 shows our solution to this case. . Now that all cases 1,2, and 3 have been proven, we can assume that u 1 and u 2 are also representatives of F 3 and F 4 . Otherwise, we flip G vertically and apply one of the previous cases. This case is surprisingly simple. There are 2 sub-cases depending on which of u 1 and u 2 comes from which of F 3 and F 4 . Figure 31 shows the solution to both the sub-cases.
Discussions
In this paper, we have verified that the 7-stage SE network for n = 4 is rearrangeable. This result and an extension of another formulation were used to show that 3n ? 5 SE stages are sufficient for the rearrangeability of the SE network with 2 n inputs and 2 n outputs. It was conjectured that 2n ?1 SE stages are necessary and sufficient for the SE network to be rearrangeable. However, there has been very slow progress on proving the conjecture. Although the proof of the main theorem is tedious and fairly tricky, there are several tricks that are used very often. Some of the them were general enough to be put as lemmas and propositions. We were not able to genearlize the others, which are interesting in their own right. The proof, in some sense, also "shows" why this conjecture is so difficult. There is no particular technique that could be used throughout, we need different tricks to solve different subcases. That is not to say there is no nice proof of the main theorem or the conjecture, we just were not able to see the "right" formulation, yet. In particular, any connection of our proof to the formulation of Linial and Tarsi should be helpful, beside the fact that the binary representation of our colors are precisely the row vectors of the matrix M to be constructed in Linial and Tarsi's formulation.
We hope that our work, besides improving the bound, contributes to the effort of attacking this difficult problem. We believe that an algebraic formulation of the proof would yield better upper bound for m(n).
