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ABSTRACT
RR Lyrae stars may be the best practical tracers of Galactic halo (sub-)structure and kinematics. The
PanSTARRS1 (PS1) 3pi survey offers multi-band, multi-epoch, precise photometry across much of the sky, but
a robust identification of RR Lyrae stars in this data set poses a challenge, given PS1’s sparse, asynchronous
multi-band light curves (. 12 epochs in each of five bands, taken over a 4.5-year period). We present a novel
template fitting technique that uses well-defined and physically motivated multi-band light curves of RR Lyrae
stars, and demonstrate that we get accurate period estimates, precise to 2 sec in > 80% of cases. We augment
these light curve fits with other features from photometric time-series and provide them to progressively more
detailed machine-learned classification models. From these models we are able to select the widest (3/4 of the
sky) and deepest (reaching 120 kpc) sample of RR Lyrae stars to date. The PS1 sample of ∼ 45, 000 RRab
stars is pure (90%), and complete (80% at 80 kpc) at high galactic latitudes. It also provides distances precise
to 3%, measured with newly derived period-luminosity relations for optical/near-infrared PS1 bands. With
the addition of proper motions from Gaia and radial velocity measurements from multi-object spectroscopic
surveys, we expect the PS1 sample of RR Lyrae stars to become the premier source for studying the structure,
kinematics, and the gravitational potential of the Galactic halo. The techniques presented in this study should
translate well to other sparse, multi-band data sets, such as those produced by the Dark Energy Survey and the
upcoming Large Synoptic Survey Telescope Galactic plane sub-survey.
Keywords: methods: data analysis, statistical — catalogs — surveys — stars: variables: RR Lyrae — Galaxy:
halo
1. INTRODUCTION
Studies of the Galactic halo can help constrain the for-
mation history of the Milky Way and the galaxy forma-
tion process in general. For example, in a recent theoreti-
cal study, Hargis et al. (2014) suggested there may be be-
tween 300 to 700 low luminosity (< 103 L) dwarf satel-
lite galaxies orbiting the Milky Way within 300 kpc of the
Sun. However, the census of such low luminosity galax-
ies is currently complete only within ∼ 45 kpc of the Sun
(Table 3 of Koposov et al. 2008), and only at high galactic
latitudes (|b| > 25◦). A deeper, wider, and more complete
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census of Milky Way dwarfs would be extremely valuable,
as it would allow us to test our assumptions about ΛCDM
cosmology and galaxy formation, by comparing the observed
distribution and properties of discovered dwarfs against those
present in state-of-the-art hydrodynamic simulations, such as
the APOSTLE (Sawala et al. 2016) and FIRE/Gizmo simu-
lation suites (Hopkins et al. 2014).
The Galactic halo also contains remnants of accreted satel-
lites (i.e., dwarf galaxies and globular clusters) that were dis-
rupted by tidal forces and stretched into stellar tidal streams
and clouds (e.g., Ibata et al. 2001; Belokurov et al. 2007;
Sesar et al. 2015; Bernard et al. 2016). Stellar streams are
especially interesting because their orbits are sensitive to the
properties of the Galactic potential (e.g., its shape and total
mass of the Milky Way) and thus can be used to constrain
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it over the range of distances spanned by the streams (e.g.,
Koposov et al. 2010; Newberg et al. 2010; Sesar et al. 2013;
Belokurov et al. 2014). For example, the total mass of the
Milky Way is currently uncertain at a factor of two, and its
more precise measurement using stellar streams may help
resolve (or further aggravate) some apparent issues in the
theory of galaxy formation, such as the so-called “Too-Big-
To-Fail” problem (Boylan-Kolchin et al. 2011; Wang et al.
2012). A more precise measurement of the total mass re-
quires detailed modeling of stellar streams, such as the Sagit-
tarius stream, as well as precise 3D kinematics and positions
of stars in distant streams (Price-Whelan et al. 2014). While
the Gaia mission (Perryman et al. 2001) can and will deliver
precise proper motions of halo stars, in most cases Gaia’s
parallax estimates will only be marginal beyond a few kilo-
parsec. Studies focusing on the 6D phase space structure
of the Galactic halo will need to rely on tracers with pre-
cise (spectro-)photometric distances for the foreseeable fu-
ture, making “standard candles” such as RR Lyrae stars enor-
mously valuable.
To measure the total mass of the Milky Way and find the
faintest dwarf satellites, we need to trace the spatial and kine-
matic structure and substructure (i.e., stellar streams) of the
Galactic halo over the greatest possible distances and with
the highest possible precision in distance and velocity, and
the best tracers1 for this task are RR Lyrae stars.
RR Lyrae stars are old (age > 10 Gyr), metal-poor
([Fe/H] < −0.5 dex), pulsating horizontal branch stars with
periodically variable light curves (periods ranging from 0.2 to
0.9 days; Smith 2004). They are bright stars (MV = 0.6±0.1
mag) with distinct light curves which makes them easy to
identify with time-domain imaging surveys, even to large dis-
tances (5-120 kpc for surveys with a 14 < V < 21 magni-
tude range; e.g., Sesar et al. 2010). These properties, and the
fact that almost every Milky Way dwarf satellite galaxy has at
least one RR Lyrae star (including the faintest one, Segue 1;
Simon et al. 2011), open up the exciting possibility of locat-
ing very low-luminosity Milky Way dwarf satellites by using
distant RR Lyrae stars, as first proposed by Sesar et al. (2014)
(also see Baker & Willman 2015).
RR Lyrae stars are also precise standard candles (i.e., their
intrinsic brightness is well-determined). While distances to
RR Lyrae stars can be measured with 3% uncertainty using
optical data (Section 3.3), thanks to a tight period-luminosity
relation in the near-infrared, distances to RR Lyrae stars can
be measured with 2% or better precision using, for example,
K-band observations (Braga et al. 2015; Beaton et al. 2016).
Having precise distances is crucial for measuring tangential
velocities2 and thus the Galactic potential, as the uncertainty
in tangential velocity increases proportionally with the un-
certainty in distance.
As made evident by several existing catalogs of Milky Way
1 Tracers are objects whose distribution reflects the distribution of the
majority of stars (hopefully, in the least biased way).
2 Radial velocities of RR Lyrae stars are straightforward to measure
(Sesar 2012).
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Figure 1. Multi-epoch PS1 grizy photometry (i.e., light curves) of
a faint RR Lyrae star. Note that the observations in different bands
are not synchronous, and that the light curves are sparsely covered
in time: for this object, there are a total of 45 observations over 4
years, which spans about 3000 typical RR Lyrae periods.
halo RR Lyrae stars (e.g., Vivas et al. 2001; Miceli et al.
2008; Keller et al. 2008; Sesar et al. 2010, 2013; Drake et al.
2013; Abbas et al. 2014), selection of RR Lyrae stars has be-
come an almost routine procedure, as long as one has access
to∼ 40 or more observations per star in a single photometric
bandpass. While very useful for many Galactic studies, the
above catalogs are not ideal: they are either deep with lim-
ited sky coverage (e.g., the SDSS Stripe 82 catalog covers
100 deg2 and is complete up to 110 kpc, Sesar et al. 2010),
or have wide coverage but are not very deep (e.g., the CRTS
catalog covers 20,000 deg2 and is complete up to 30 kpc,
Drake et al. 2013). In addition, none of the above catalogs
cover the Galactic plane, and thus cannot support studies of
the old (> 10 Gyr) Galactic disk. Currently the only existing
imaging survey that has the potential to overcome all of the
above drawbacks, and provide a deep and wide-area catalog
of RR Lyrae stars in the northern skies (Dec > −30◦), is the
Pan-STARRS1 (PS1) 3pi survey.
Even though the PS1 3pi survey holds a great potential for
Galactic studies due to its depth and sky coverage, it is a
challenging data set for selection of RR Lyrae stars due to its
sparse temporal coverage, cadence, and asynchronous multi-
band observations (see Figure 1). As we described in our
previous work (Hernitschek et al. 2016), we overcame these
challenges by characterizing time-series of PS1 sources using
three statistics: a χ2-based variability indicator, a variability
amplitude (in the rP1-band) ωr, and a variability time-scale
τ , where the latter two were obtained by fitting a damped
random walk model to observed PS1 multi-band structure
functions (see Section 3.2 of Hernitschek et al. 2016). When
applied to the second internal PS1 data release (PV2), our ap-
proach yielded a candidate sample of ∼ 150, 000 RR Lyrae
stars covering three quarters of the sky and reaching up to
120 kpc from the Sun.
Building on the work by Hernitschek et al. (2016), in this
paper we use the final PS1 data release (PV3) to significantly
increase the completeness and purity of the PS1 sample of
RR Lyrae stars. Compared to Hernitschek et al. (2016), we
achieve higher completeness and purity by 1) having more
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observation epochs per object (72 in PV3 vs. 55 in PV2), 2)
by excising fewer and thereby retaining more of these ob-
servations (using a machine-learning algorithm that more ef-
ficiently identifies bad photometric data), 3) by building a
more detailed machine-learned model of RR Lyrae stars in
data space, and 4) by developing and running CPU-intensive
multi-band light curve fitting on PS1 time-series, thereby di-
rectly determining the RR Lyrae periods. The purer samples
of RR Lyrae stars that this work delivers are especially im-
portant for studies of the Galactic halo (e.g., when searching
for low-luminosity dwarf satellites), as stars incorrectly iden-
tified as RR Lyrae stars may cause appearance of spurious
halo substructures (Sesar et al. 2010).
2. DATA: PS1 3pi LIGHT CURVES
From an observational point of view, RR Lyrae stars are A-
F type stars with distinct, periodically variable light curves.
In the following sections, we describe data that capture these
properties of RR Lyrae stars.
Pan-STARRS1 (Kaiser et al. 2010, PS1) is a wide-field
optical/near-IR survey telescope system located at Haleakala¯
Observatory on the island of Maui in Hawai‘i. The largest
survey undertaken by the telescope, the PS1 3pi survey
(Chambers 2011), has observed the entire sky north of dec-
lination −30◦ in five filter bands (Stubbs et al. 2010; Tonry
et al. 2012), reaching 5σ single epoch depths of about 22.0,
22.0, 21.9, 21.0 and 19.8 magnitudes in gP1, rP1, iP1, zP1,
and yP1 bands, respectively. The uncertainty in photometric
calibration of the survey is. 0.01 mag (Schlafly et al. 2012),
and the astrometric precision of single-epoch detections is 10
milliarcsec (Magnier et al. 2008).
The PS1 3pi survey aimed to observe each position in two
pairs of exposures per filter per year, where the observations
within each so-called transit-time-interval pair were taken ∼
25 minutes apart and in the same band. Thus, the survey
should have obtained about 16 observations in each band (for
a total of 80), but due to bad weather and telescope downtime,
fewer epochs were observed (∼ 70 on average).
Unlike Hernitschek et al. (2016, see their Section 2.2), we
do not use bit-flags or other ad hoc procedures to exclude
detections that may appear as non-astrophysical photometric
outliers in PS1 time-series data (e.g., badly calibrated data,
blended objects, etc.). We define a non-astrophysical pho-
tometric outlier as a photometric measurement that deviates
by more than 2.5σ from its “expected” value, where σ is the
total photometric uncertainty of that detection. Instead, to
identify and remove non-astrophysical photometric outliers,
we employ a machine-learned model that uses other proper-
ties associated with a detection (e.g., its position on the chip,
level of agreement with a Point-Spread-Function model, see-
ing, etc.) to predict whether a detection will be a 2.5σ outlier
or not (Sesar et al., in prep.).
Validation tests have shown that our machine-learned out-
lier model identifies 80% of all true 2.5σ outliers, and only
misclassifies one good observation for every true 2.5σ out-
lier. For comparison, the outlier rejection approach adopted
by Hernitschek et al. (2016) identifies almost all of the 2.5σ
outliers, but it misclassifies eight good observations for every
true 2.5σ outlier.
After removing photometric outliers from PV3 time-series
(using our machine-learned outlier model), the average num-
ber of observations per object is 67 (out of the initial 72
observations). If we would have used the outlier rejection
method of Hernitschek et al. (2016), the number of observa-
tions per object would have decreased to ∼ 30.
To select objects with enough epochs for multi-band light
curve fitting (Section 3.2), and signal-to-noise ratios appro-
priate for variability studies, we require that PS1 light curves
have (after outlier rejection):
• at least two epochs in gP1, rP1, and iP1 bands, and at
least a total of two epochs in the “red” bands” (zP1 and
yP1).
• a total of at least 23 epochs,
• and an uncertainty-weighted mean magnitude of 15 <
〈m〉 < 21.5 in at least one of the PS1 gP1, rP1, iP1
bands.
Dereddened optical colors are useful as they provide a
rough estimate of the spectral type, and could help with the
identification of RR Lyrae stars (which are A-F type stars).
Thus, we correct observed PS1 magnitudes for extinction us-
ing the extinction coefficients of Schlafly & Finkbeiner 2011
(see their Table 6) and the Schlafly et al. 2014 dust map
and calculate 〈g〉 − 〈r〉, 〈r〉 − 〈i〉, 〈i〉 − 〈z〉, 〈z〉 − 〈y〉, and
〈g〉 − 〈i〉 colors, where 〈〉 indicates an uncertainty-weighted
mean magnitude. If for some reason an object is not observed
in a particular PS1 band, the value of the color involving that
band is reset to 9999.99.
To extract variability information from multi-band PS1
light curves, we calculate the variability indicator χˆ2 (Equa-
tion 1 of Hernitschek et al. 2016), and fit a damped random
walk model to PS1 multi-band structure functions. From the
best-fit damped random walk model we measure the variabil-
ity amplitude ωr (in the rP1-band), and the variability time-
scale τ (see Sections 3.1 to 3.3 of Hernitschek et al. 2016).
As Hernitschek et al. (2016) have shown, these three param-
eters are very useful for separating different types of variable
sources (e.g., quasars and RR Lyrae stars).
3. LIGHT CURVE AND PERIOD FITTING
In this Section we describe several approaches to fitting the
multi-band light curves, which will result in a period deter-
mination and a fit to the phased light curve.
3.1. Multi-band Periodogram
A more detailed separation of variables can be obtained by
studying the properties of phased (i.e., period-folded) light
curves, such as the amplitude and shape (Richards et al. 2011;
Dubath et al. 2011; Elorrieta et al. 2016). However, light
curve folding requires an assumed or known period.
To measure the period of variability of a PS1 light curve,
we use the multi-band periodogram of VanderPlas & Ivezic´
(2015) as implemented in gatspy, an open-source Python
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package for general astronomical time-series analysis3 (Van-
derplas 2015). Briefly, the algorithm of VanderPlas & Ivezic´
(2015) models the phased light curves in each band as an ar-
bitrary truncated Fourier series, with the period and option-
ally the phase, shared across all bands.
Since the phase offsets between RR Lyrae griz light curves
are smaller than 1% (Sesar et al. 2010), we adopt the Vander-
Plas & Ivezic´ (2015) shared-phase model when calculating
the multi-band periodogram (i.e., we set gatspy parame-
ters Nbase = 1 and Nband = 0; see Section 5 of VanderPlas
& Ivezic´ 2015 for details). Furthermore, since RR Lyrae stars
have periods between 0.2 and 0.9 days, we limit the period
search to the same range.
To test the accuracy of the VanderPlas & Ivezic´ (2015)
period-finding algorithm on PS1 data, we use gatspy to
calculate multi-band periodograms for 440 RR Lyrae stars
previously studied by Sesar et al. (2010), but with the PS1
data at hand. From each periodogram, we select the period
associated with the highest periodogram peak. We consid-
ered the periods measured by Sesar et al. (2010) from more
densely sampled Sloan Digital Sky Survey (SDSS; York et al.
2000) Stripe 82 observations to be “true” periods (see Sec-
tion 2 of Sesar et al. 2010 for details on SDSS Stripe 82).
We define a period to be accurately measured if the selected
multi-band periodogram peak is within 2 sec of the true pe-
riod.
We find that the VanderPlas & Ivezic´ (2015) period-finding
algorithm accurately identifies the true period for 53% of RR
Lyrae stars observed by PS1 (37% if the accuracy of 1 sec is
required). Changing the gatspy Nbase and Nband parame-
ters did not significantly improve this result.
Using a mathematical, not physical, multi-band light curve
model is one of the reasons why the VanderPlas & Ivezic´
(2015) period-finding algorithm fails to identify the true pe-
riod for half of the RR Lyrae stars observed by PS1. When
the light curves are sparse, there is no guarantee that the re-
sulting best-fit multi-band model will be physical. If the light
curve model is not constrained by external information on the
physics of the problem at hand, inaccurate, or not robust, pe-
riod estimates may result.
An example of a best-fit, but non-physical (mathematical)
multi-band model is shown in Figure 2. The g − r color
predicted by the best-fit model does not change as a function
of phase (i.e., the difference between the green and red line),
while in reality, it is well known that RR Lyrae stars have
bluer g − r color when they are brightest (e.g., Sesar et al.
2010). Furthermore, the model predicts i − z ∼ 0.2 mag,
while in reality i − z ∼ 0 mag. Due to a combination of
a non-physical multi-band model and sparse PS1 data, the
VanderPlas & Ivezic´ (2015) algorithm is unable to accurately
measure the pulsation period of that particular star.
Since the VanderPlas & Ivezic´ (2015) algorithm fails to ac-
curately measure the period for almost half of the RR Lyrae
stars with the PS1 data at hand, we cannot use it to phase the
light curves. However, we still calculate and use the multi-
3 http://www.astroML.org/gatspy/
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Figure 2. An unsuccessful attempt to accurately measure the pe-
riod of the RR Lyrae star from Figure 1, using the multi-band pe-
riodogram of VanderPlas & Ivezic´ (2015). Even though the best-fit
multi-band model (sine curves) agrees with the phased PS1 light
curves (symbols with errorbars) in the minimum χ2 sense, the pe-
riod inferred by this modeling approach is incorrect. This happens
because the algorithm permits light curve models that are not phys-
ical: the model’s colors do not change as a function of phase.
band periodogram in this work in the subsequent classifica-
tion, as it improves the selection of RR Lyrae stars (see Sec-
tion 4.5 below).
3.2. Multi-band Light Curve Fitting and Periods
We now show that it is possible to accurately measure pe-
riods of RR Lyrae stars observed by PS1, by using a more
realistic and physically constrained multi-band light curve
model.
In principle, such a model could be obtained by extracting
theoretical griz light curves from pulsation models, such as
those created by Marconi et al. (2006). However, a compar-
ison of theoretical (Marconi et al. 2006) and empirical (i.e.,
observed) SDSS ugriz light curves by Sesar et al. (2010, see
their Figure 8) has shown differences between the two light
curve sets that cannot be explained by observational uncer-
tainties. Due to these differences, we are reluctant to use
theoretical multi-band models of RR Lyrae stars when mea-
suring periods.
Instead of using theoretical multi-band models, we adopt
a set of 483 empirical griz models. These models consist
of griz light curve templates that were fitted by Sesar et al.
(2010) to observed griz light curves of 483 RR Lyrae stars
in SDSS Stripe 82. The curves in Figure 3 illustrate one of
the 483 empirical multi-band models. The set contains 379
type ab multi-band templates, corresponding to RR Lyrae
stars pulsating in the fundamental model (RRab stars), and
104 type c multi-band templates, corresponding to RR Lyrae
stars pulsating in the first overtone (RRc stars).
We define the k-th empirical multi-band model, which is a
function of the pulsation phase φ as:
g(φ) = FAgTg(φ) + g0 − r0 + r′ (1)
r(φ) = FArTr(φ) + r
′
i(φ) = FAiTi(φ) + i0 − r0 + r′
z(φ) = FAzTz(φ) + z0 − r0 + r′,
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Figure 3. Phased PS1 light curves of the object shown in Figure 1,
folded using the best-fit period measured from multi-band template
fitting of PS1 data (see Section 3.2 for details). The best-fit multi-
band template (g, r, i, z&y) is overplotted. Even though this star is
very faint (r ∼ 20.5 mag) and its light curve is sparsely sampled
in PS1 (a total of 45 observations across 3000 periods), the period
of ∼ 0.51 days measured using multi-band template fitting agrees
within 2 sec with the value measured by Sesar et al. (2010) from
more densely sampled SDSS Stripe 82 data.
where Tm(φ) is the best-fit template light curve, Am is the
(known and fixed) amplitude of this template, and m0 is the
(known and fixed) best-fit magnitude at peak brightness (i.e.,
at φ = 0) in the m = g, r, i, z band of the k-th RR Lyrae star
in SDSS Stripe 82 (see Table 2 of Sesar et al. 2010 for values
ofAm andm0). Note that the free parameter r′ acts as a zero-
point offset in our model, since the griz light curves have
been normalized by subtracting r0 from each light curve. The
free parameter F allows the amplitudes of model griz light
curves to vary by up to 20% from their original values (which
are listed in Table 2 of Sesar et al. 2010).
Qualitative inspection of phased PS1 z and y band light
curves has shown that the two are roughly similar within pho-
tometric uncertainties. Therefore, we (can) treat all y-band
observations as z-band observations in the remainder of the
analysis.
Assuming a period of P days and a phase offset φ0, we
calculate the phase of each PS1 observation epoch as
φ(t | P, φ0) = (t− 2400000) moduloP
P
+ φ0, (2)
where the time of observation t is in units of heliocentric
Julian days, and −0.5 ≤ φ0 < 0.5. The purpose of the phase
offset φ0 is to make sure the maximum light of the best-fit
multi-band template occurs at φ = 0. Note that the phase of
an observation needs to be in the 0 ≤ φ < 1 range. If it is
outside of that range, one should add or subtract 1.
To find the best-fit values of F , r′, φ0, and P parameters
for a given multi-band template, k, we minimize a χ2-like
statistic calculated as
χ2k =
∑
m=g,r,i,z
Nm,obs∑
n=1
(
mm,n −mk
(
φ(tm,n | P, φ0) | F, r′
)
σm,n
)2
,
(3)
where tm,n, mm,n, and σm,n are the time, magnitude, and
the photometric uncertainty of the n-th observation in the
m = g, r, i, z band (e.g., tg,1, g1, σg,1). The best-fit parame-
ters (period, phase offset, etc.) are measured using the Differ-
ential Evolution algorithm of Storn & Price (1997) as imple-
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Figure 4. The symbols show best-fit periods and associated χ2 val-
ues obtained by fitting each of the 483 multi-band templates to PS1
light curves of a faint non-RR Lyrae object (open grey points), and
the same faint RR Lyrae star shown in Figures 1 to 3 (red points).
The vertical dashed line shows the RR Lyrae star’s true period mea-
sured by Sesar et al. (2010) from SDSS Stripe 82 data. For this
RR Lyrae star, the period associated with the best-fit template (i.e.,
the template with the smallest χ2 value) is consistent within 2 sec
with the star’s true period, indicating a successful period recovery.
Note the classification power of the template fitting χ2 statistic, as
it clearly separates the RR Lyrae star from the non-RR Lyrae object,
even though both objects have similarly sampled PS1 light curves
and signal-to-noise ratios.
mented in scipy, an open-source Python package for scien-
tific computing4 (Oliphant 2007; Millman & Aivazis 2011).
We perform multi-band light curve fitting in two runs. In
the first run, we fit every multi-band template to a PS1 multi-
band time-series, and for each template record the best-fit
χ2 and model parameter values. When fitting a type ab
multi-band template, we constrain the minimization to pe-
riods ranging from 0.4 to 0.9 days. The minimization is con-
strained to periods ranging from 0.2 to 0.5 days when fit-
ting a type c multi-band template. The above period ranges
are typical of type ab (RRab) and type c (RRc) RR Lyrae
stars pulsating in the fundamental or the first-overtone mode,
respectively. For illustration, Figure 4 shows the 483 best-
fit χ2k and period values, one for each template light curve,
measured for a faint RR Lyrae star and a faint non-RR Lyrae
object. Clearly, there is a global minimum for the RR Lyrae
light curve among the χ2k values.
In a second round of light curve fitting, we fit only type
ab or type c templates, depending on the type of the best-fit
template (i.e., the template with the lowest χ2 value) found
during the first run. This time, the period range is restricted
to ±2 minutes around the period associated with the best-fit
template from the first run. At the end of the second fitting
iteration, we save only the best-fit χ2 and model parameter
values associated with the best-fit template (of the second
run).
The result of applying this procedure to the PS1 lightcurves
of 440 RR Lyrae stars in SDSS Stripe 82 is illustrated in
Figure 5. Our multi-band template fitting method accurately
measures periods for 85% of RR Lyrae stars (87% of RRab
and 74% of RRc stars), a 32% improvement in period recov-
ery over the VanderPlas & Ivezic´ (2015) algorithm. Within
4 http://www.scipy.org
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Figure 5. Accuracy, precision and robustness of the RR Lyrae period
estimates obtained using our multi-band light curve template fitting
of PS1 light curves. The top panel compares periods measured from
Stripe 82 data (by Sesar et al. 2010) with those measured from PS1
data using multi-band template fitting. The dashed lines show the 1-
day beat frequency aliases. The bottom panel quantifies the period
recovery: the period is accurately recovered (i.e., within 2 sec) for
87% of RRab and 74% of RRc stars.
1 sec, the period is recovered for 73% of RR Lyrae stars (a
36% improvement versus the VanderPlas & Ivezic´ 2015 algo-
rithm). If the period fitting returns a discrepant value, this can
predominately be attributed to 1-day beat frequency aliasing
(see Figure 5).
When fitting multiband templates to PS1 lightcurves of
440 RR Lyrae stars in SDSS Stripe 82, there is a possibil-
ity that some Stripe 82 RR Lyrae stars will be best fit with
their own multiband templates (recall that multiband tem-
plates were constructed from observed SDSS light curves
of individual Stripe 82 RR Lyrae stars). This “self-fitting”
can be considered as a form of overfitting5 which, if it hap-
pens frequently, may inflate our estimate of the accuracy of
period recovery. However, only 6 out of 440 Stripe 82 RR
Lyrae stars are fit with their own multiband templates, indi-
cating that self-fitting does not happen frequently and that
it does not significantly inflate our estimate of the accuracy
of period recovery. The lack of self-fitting implies that many
multi-band templates are quite similar to each other, and sug-
gests that there is a potential for a computational speedup by
removing redundant multi-band templates from the set.
As Figure 4 illustrates, the multi-band light curve fitting
also provides useful information for separating RR Lyrae
stars and non-RR Lyrae objects. For example, the average
and best-fit χ2 values measured for the RR Lyrae star are
vastly lower than the corresponding values measured for the
non-RR Lyrae object, even though both objects have PS1
light curves of similar signal-to-noise ratio and sampling.
This result is not unexpected, since χ2 measures the statisti-
cal agreement between the (observed) phased PS1 light curve
and a best-fit empirical multi-band light curve model of an
RR Lyrae star, and thus quantifies how “RR Lyrae-like” an
object is.
In order to further characterize how RR Lyrae-like a PS1
multi-band light curve is, we measure additional properties
of phased PS1 light curves, such as the entropy of the phased
light curve, the Stetson (1996) J index, as well as∼ 20 other
properties (called features in machine learning), and describe
them in more detail in Appendix A.
3.3. Resulting RR Lyrae Distance Precision
Along with measuring an accurate period (87% of the time
for RRab stars), an important aspect of multi-band light curve
fitting is also the increased precision in estimating the star’s
average flux (or magnitude). As RR Lyrae stars follow a
tight period-absolute magnitude-metallicity (PLZ) relation,
we show that PS1 data constrain distances of RR Lyrae stars
with a 3% precision, even if the metallicity of an RR Lyrae
star is unknown.
Theoretical and empirical studies (e.g., Catelan et al. 2004;
Marconi et al. 2015; Sollima et al. 2006; Braga et al. 2015)
have shown that the absolute magnitudes of RR Lyrae stars
can be modeled as
M = α log10(P/Pref) +β([Fe/H]− [Fe/H]ref) +Mref + ,
(4)
where P is the period of pulsation, Mref is the abso-
lute magnitude at some reference period Pref and metal-
licity [Fe/H]ref (here chosen to be Pref = 0.6 days and
[Fe/H]ref = −1.5 dex), and α and β describe the dependence
of the absolute magnitude on period and metallicity, respec-
tively. The  is a standard normal random variable with mean
0 and standard deviation σM, that models the intrinsic scatter
in the absolute magnitude convolved with unaccounted mea-
surement uncertainties.
To constrain the PLZ relations for RRab stars in PS1 band-
passes, we use a probabilistic approach described in detail
in Appendix B, where the data include metallicities and dis-
tance moduli of PS1 RR Lyrae stars in five Galactic glob-
ular clusters. The end product of this approach is a joint
posterior distribution of all model parameters. To describe
the marginal posterior distributions of individual model pa-
rameters, we measure the median, the difference between the
84th percentile and the median, and the difference between
the median and the 16th percentile of each marginal posterior
distribution (for a Gaussian distribution, these differences are
equal to ±1 standard deviation). We report these values in
Table 1.
5 Because the correct period is more likely to be found for a star when its
own template is used.
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Table 1. PLZ Relations for PS1 bandpasses
Band α β Mref σM
(mag dex−1) (mag dex−1) (mag) (mag)
gP1 −1.7± 0.3 0.08± 0.03 0.69± 0.01(rnd)± 0.03(sys) 0.07± 0.01
rP1 −1.6± 0.1 0.09± 0.02 0.51± 0.01(rnd)± 0.03(sys) 0.06± 0.01
iP1 −1.77± 0.08 0.08± 0.02 0.46± 0.01(rnd)± 0.03(sys) 0.05± 0.01
zaP1 −2.2± 0.2 0.06± 0.02 0.46± 0.01(rnd)± 0.03(sys) 0.05± 0.01
aThe PLZ relation for the zP1 band was derived using zP1 and yP1 band observations, since
a qualitative inspection of phased PS1 z and y band light curves has shown that the two are
roughly similar within photometric uncertainties.
Overall, the PLZ relations behave as expected: as the band-
pass moves to redder wavelengths, the dependence on the pe-
riod increases (i.e., the α parameter becomes more negative),
the dependence on the metallicity (i.e., the β parameter) and
the scatter σM decrease, and the reference absolute magni-
tude becomes brighter. Similar trends were also observed in
previous theoretical and observational studies (e.g., Marconi
et al. 2015; Braga et al. 2015). Since the PLZ relation for the
iP1 band is most tightly constrained and has low metallicity
dependence, we use it hereafter when measuring distances.
The metallicity information is not available for the vast ma-
jority of stars in PS1. To estimate the uncertainty in absolute
iP1 magnitudes when the metallicity is unknown, we assume
that RR Lyrae stars are drawn from the halo metallicity dis-
tribution function, represented with a Gaussian distribution
centered on −1.5 dex and with a standard deviation of 0.3
dex (Ivezic´ et al. 2008). The resulting uncertainty in MiP1 is
then σMiP1 = 0.06(rnd) ± 0.03(sys) mag, and the expres-
sion for MiP1 simplifies to
MiP1 = −1.77 log10(P/0.6) + 0.46. (5)
To calculate distance moduli of PS1 RR Lyrae stars, we use
flux-averaged iP1-band magnitude and Equation 5. For the
uncertainty in distance modulus, we adopt σDM = σMiP1 =
0.06(rnd) ± 0.03(sys) mag. This corresponds to a distance
precision of ∼ 3%, as long as dust extinction is not an im-
portant issue.
To validate Equation 5, we compute median distance mod-
uli for three dwarf spheroidal galaxies, using the PS1 data
for their RR Lyrae stars. We find DM = 19.51 ± 0.03
mag for Draco, DM = 19.67 ± 0.03 mag for Sextans, and
DM = 19.17 ± 0.03 mag for Ursa Minor, where the un-
certainty in distance moduli is dominated by the systematic
uncertainty in absolute magnitude. The values for Draco and
Sextans agree well with the literature values of 19.40± 0.17
and 19.67 ± 0.1 (Bonanos et al. 2004; Lee et al. 2009), re-
spectively. The DM = 19.11 ± 0.03 mag we measure for
Ursa Minor agrees with the 19.18 ± 0.12 mag measurement
of Mighell & Burke (1999), but disagrees with the 19.4±0.1
mag value measured by Carrera et al. (2002). The rms scatter
of distance moduli of RR Lyrae stars in these dwarf galaxies
is σDM ≈ 0.05 mag. This scatter empirically verifies the in-
trinsic scatter of σM = 0.05 mag we measured when fitting
the PLZ relation in the iP1 band.
3.4. WISE Data
Quasars (QSOs) are one of the biggest sources of contam-
ination when selecting RR Lyrae stars, especially at faint
magnitudes (i.e., as the probed volume of the Universe in-
creases). They overlap with RR Lyrae stars in g − r and
redder optical colors (e.g., Figure 4 of Sesar et al. 2007),
and may look as variable as RR Lyrae stars when observed
in sparse datasets (such as PS1, Figure 3 of Hernitschek
et al. 2016). Because most QSOs have a hot dust torus,
they show an excess of radiation in the mid-infrared part of
the spectrum, and have the WISE (Wright et al. 2010) mid-
infrared color W12 = W1 −W2 > 0.5 mag (Figure 2 of
Nikutta et al. 2014). RR Lyrae stars, on the other hand, have
W12 ∼ 0 mag.
To better separate QSOs and RR Lyrae stars, we supple-
ment PS1 data with the W12 color provided by the all-sky
WISE mission by matching PS1 and WISE positions using
a 1′′ radius. If a PS1 object does not have a WISE W1 or
W2 measurement, or those measurements have uncertainties
greater than 0.3 mag (i.e., the WISE detection is less than 5σ
above the background), we reset its W12 color to 9999.99
(this happens for about 50% of objects). We also calculate
the 〈i〉 −W1 color, and set its value to 9999.99 if one of its
magnitudes is missing.
4. RR LYRAE IDENTIFICATION
We wish to build a model that returns the probability of an
object to be an RR Lyrae star, given the data from Section 2
and the light curve fits from Section 3. We will address this
problem with a supervised machine learning approach, where
we use a training set (labeled or classified objects and their
data) to infer a function that determines the class of unlabeled
objects from their data. Since we have a reliable training
set (see Section 4.1), supervised learning techniques (Sec-
tion 4.2) represent a natural choice for building a classifica-
tion model for a selection of RR Lyrae stars. The light curve
fitting and its χ2 value (Section 3.2) play a crucial role in this
process.
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4.1. Training Set
To “learn” how to classify objects, supervised algorithms
need to be trained using a subset of the data in which each
object is labeled, i.e. their class is known in advance.
Our main training set consists of 1.9 million PS1 objects
located in the SDSS Stripe 82 region (310◦ > RA < 59◦,
|Dec| < 1.25◦) that are brighter than 21.5 mag, have at least
23 observations (Section 2), and are at least 24′ (2 tidal radii;
Harris 1996 (2010 edition)) away from the center of globular
cluster NGC 7089. To label the objects in the training set, we
match them to Sesar et al. (2010) and Su¨veges et al. (2012)
catalogs of RR Lyrae stars. If the position of an RR Lyrae
star in one of these two catalogs matches the position of the
closest PS1 object within 1′′, we label the PS1 object as an
“RR Lyrae” (class 1; there are 462 such matches, and only
3 RR Lyrae stars do not have a PS1 match). The remaining
PS1 objects are labeled as “non-RR Lyrae” (class 0). Out of
465 matched RR Lyrae stars, we know that 364 are of type
ab (RRab) and 98 are of type c (RRc).
Since the SDSS Stripe 82 observations are slightly deeper
and have 6 times more epochs than PS1 observations, we
consider the Sesar et al. (2010) and Su¨veges et al. (2012)
RR Lyrae catalogs to be 100% pure and complete up to the
adopted faint PS1 magnitude limit (and likely beyond). Con-
sequently, we consider the labels of PS1 objects in SDSS
Stripe 82 as the “ground truth” when measuring the efficiency
of our selection method (i.e., the selection completeness and
purity).
In SDSS Stripe 82, the majority of previously identified
RR Lyrae stars are located within ∼ 30 kpc of the Sun (400
stars or 83% of the sample, see Figure 10 of Sesar et al.
2010), and are thus fairly bright (rP1 < 18.5). This distri-
bution is the result of Galactic structure, and is not a selec-
tion effect. To enhance the training set with fainter, and thus
more distant RR Lyrae stars, we use RR Lyrae stars in the
Draco dwarf spheroidal galaxy, located at a heliocentric dis-
tance of ∼ 80 kpc (Kinemuchi et al. 2008). If the position
of an RR Lyrae star in the Kinemuchi et al. (2008) catalog
matches the position of the closest PS1 object (with at least
23 observations) within 1′′, we label the PS1 object as a “RR
Lyrae” (there are 261 such matches, and 5 RR Lyrae stars do
not have a PS1 match). Out of 261 matched RR Lyrae stars,
205 are of type ab (RRab), 30 are of type c (RRc), and 25 are
d-type RR Lyrae stars (RRd) that pulsate simultaneously in
the fundamental mode and first overtone.
4.2. Supervised Learning
To build this classification model we use XGBoost6 (Chen
& Guestrin 2016), an open-source implementation of the gra-
dient tree boosting supervised machine learning technique
(Friedman 2001).
We use gradient tree boosting because the technique pro-
duces a prediction model in the form of an ensemble of deci-
sion trees, and because tree-based models are robust to unin-
6 https://github.com/dmlc/xgboost
formative features7 (Hastie et al. 2009; Richards et al. 2011;
Dubath et al. 2011). This fact supports the usage of a large
number of features when building the classification model,
even when some of them may not be useful. By permitting
the classification algorithm to consider even seemingly unin-
formative features, we allow it to consider potential correla-
tions between data that may improve the classification in the
end.
Given the resilience of gradient tree boosting to uninfor-
mative features, and the improvement in classification that
additional features may bring, the best approach seems to be
to train the classifier using the full set of features. However,
this is impractical for the data set at hand. While calculat-
ing mean optical colors, low-level variability statistics (Sec-
tion 2), and the multi-band periodogram takes less than a sec-
ond per object, multi-band light curve fitting takes ∼ 30 min
per object. Given that our training set contains about 1.9 mil-
lion objects, calculating all these features for all objects in
the training set would be computationally prohibitive.
Instead of training a single classifier using the full set of
features, we build three progressively more detailed clas-
sifiers using progressively smaller, but purer training sets
(purer in the sense that the fraction of RR Lyrae stars in the
training set increases). We describe these classifiers in Sec-
tions 4.4 to 4.6, but first give an overview of how a classifier
is trained in Section 4.3
4.3. Overview of Classifier Training
In brief, the steps in training a classifier are to:
1. Select training objects and input features.
2. Tune XGBoost hyperparameters and train the classi-
fier.
3. Measure the classification performance with a purity
vs. completeness curve.
While the first step is fairly self-explanatory, the remaining
steps require further explanation.
The gradient tree boosting technique produces a prediction
model in the form of an ensemble of decision trees. The num-
ber of trees in the ensemble, the maximum depth of a tree, the
fraction of features that are considered when constructing a
tree, and many other parameters that affect the manner in
which the trees are grown and pruned, can be controlled via
parameters8 exposed by the XGBoost package. By properly
tuning these model hyperparameters, we can ensure that the
classification produced by the model is not sub-optimal (e.g.,
not overfitted).
Before tuning the hyperparameters, we select input fea-
tures, and shuffle and split the training set into two equal-
sized sets which we call development and evaluation sets.
7 In machine learning, a feature is an individual measurable property of
a phenomenon being observed (e.g., period of variability, color, light curve
amplitude, etc.).
8 See https://xgboost.readthedocs.io/en/latest/
/parameter.html for the full list.
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Figure 6. The power of the multi-band light curve fitting in the
classification of RR Lyrae stars. The figure shows purity vs. com-
pleteness curves produced by progressively more detailed classifiers
described in Sections 4.4 to 4.6. The ideal classifier should ap-
proach the top right corner of the diagram. The square and star
symbols show the purity and completeness of the classification with
the adopted choice of scores returned by the first and second classi-
fier (score1 > 0.01 and score2 > 0.13, respectively). The initial
completeness is 99% due to initial data quality cuts (Section 2). Us-
ing the final classifier, we can select samples of RR Lyrae stars that
are, for example, 90% complete and 90% pure.
We use stratified splitting, i.e., we make sure that the ratio of
RR Lyrae and non-RR Lyrae objects is equal in both sets.
To find the optimal hyperparameters, we use the
GridSearchCV function in the scikit-learn open-
source package for machine learning9 (Pedregosa et al.
2011). GridSearchCV selects test values of hyperparame-
ters from a grid, and then measures the performance of the
classification model (for the given hyperparameters) using
ten-fold stratified cross-validation on the development set.
In detail, the development set is split into ten subsets (us-
ing stratified splitting, see above), the model is trained on
nine subsets, and the probability of being an RR Lyrae star10
(hereafter, the classification score11) is obtained from the
trained model for objects in the tenth (i.e., withheld) sub-
set. The performance of the classification is evaluated on
the withheld set using some metric (see Sections 4.4 to 4.6
for details), and the whole procedure is repeated nine more
times, each time with a different withheld set. The average
of the ten performance evaluations is stored, and the set of
hyperparameters with the best average performance is used
when training the classifier (step 3).
To verify whether the choice of the development set sig-
nificantly affects the tuning of hyperparameters, we evalu-
ate the performance of the tuned model on the evaluation set
(which was not used by GridSearchCV during hyperpa-
rameter optimization), and then repeat the tuning process, but
this time we use the evaluation set for tuning and the devel-
opment set for evaluation. We find that the tuning procedure
returns similar values of hyperparameters, regardless of the
9 http://scikit-learn.org
10 Computed as the mean predicted class probabilities of the trees in the
forest. Given a single tree, the probability that an object is of the RR Lyrae
class (according to that tree) is equal to the fraction of training samples of
the RR Lyrae class in the leaf in which the object ends up.
11 In this work, we use three classifiers and label their scores as scorej,
where j = 1, 2, 3.
choice of the development set, indicating that the tuning of
hyperparameters is not significantly biased by our choice of
the development set.
Once the hyperparameters are tuned and the classifier is
trained, we evaluate the performance of the classification us-
ing a purity vs. completeness curve (see Figure 6 for exam-
ples). To measure this curve, we use the classification scores
of objects in the Stripe 82 part of the training set (see Sec-
tion 4.1 for details on this set). The classification scores
of these objects were calculated using the ten-fold cross-
validation on the full (Stripe 82 and Draco) training set. For
any threshold on the score and knowing the true class of each
object in SDSS Stripe 82, we obtain the fraction of recovered
RR Lyrae stars (completeness), and the fraction of RR Lyrae
stars in the selected sample (purity).
4.4. First Classification Step: Optical/IR Colors and
Variability
To train the first classifier, we use the full training set of
1.9 million objects (Section 4.1), and adopt their variability
statistics, as well as average PS1 and WISE colors, as input
features for the classifier (for a total of 10 features, see Sec-
tions 2 and 3.4 for details); we do not use the light curve
fitting of Section 3. When tuning the classifier, we select the
values of hyperparameters that maximize the area under the
purity vs. completeness curve. The black dotted line in Fig-
ure 6 characterizes the performance of the trained classifier.
Our first classification outperforms the one obtained by
Hernitschek et al. (2016) for all choices of sample purity
and completeness (i.e., for all thresholds on the classifica-
tion score). This is attributable perhaps foremost to a sub-
stantially greater number of observations per object in our
dataset (67 vs. 35 in Hernitschek et al. 2016). The hyperpa-
rameter tuning, and use of a different machine learning algo-
rithm (XGBoost vs. scikit-learn Random Forest) may
also contribute to better performance.
Using a cut on the classification score of score1 > 0.01
(score1), we are able to reduce the number of objects under
consideration by more than three orders of magnitude (from
about 1.9 million to ∼ 1500), while losing only 2% of RR
Lyrae stars. However, the purity of the selected sample is still
unacceptably low (only 34%). In order to improve the purity
of the selected sample we need to train the classifier using ad-
ditional features, such as the multi-band periodogram (Sec-
tion 3.1).
4.5. Second Classification Step: Multi-band Periodogram
For 1568 objects that pass the first classification cut
(score1 > 0.01) we calculate multi-band periodograms and
extract top 20 periods from each periodogram. Along with
the periods, we also extract the power of each period (i.e.,
the height of the periodogram at that period).
As Figure 7 illustrates, the multi-band periodogram con-
tains useful information for separating RR Lyrae stars from
non-RR Lyrae objects. In principle, we could improve the
purity of the selection by simply keeping all objects with
power0 > 0.4, without a loss of completeness. On the other
hand, we may achieve even better classification if we provide
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Figure 7. This plot shows that the multi-band periodogram contains
useful information for separating RR Lyrae stars (solid circles) from
non-RR Lyrae objects (open circles). Even though some true RR
Lyrae stars may have low score1 values (i.e., are not recognized
by the first classifier as likely RR Lyrae stars), the power of the
top period clearly separates them from non-RR Lyrae objects (e.g.,
power0 & 0.4).
the entire set of periods and their powers to XGBoost, and
let the algorithm decide which features to use.
To improve the classification of RR Lyrae stars, we create
a new feature set by combining 10 features used by the first
classifier, with the top 20 periods and their powers obtained
from the multi-band periodogram (for a total of 50 features).
As the training set, we use ∼ 1500 objects remaining from
the initial training set after the score1 > 0.01 cut. When tun-
ing hyperparameters, we adopt values that optimize the area
under the purity vs. completeness curve. The blue dashed
line in Figure 6 characterizes the performance of the second
classifier.
We find that the addition of multi-band periodogram data
improves the selection of RR Lyrae stars, as evidenced by
higher sample purity at a given completeness (blue dashed
line in Figure 6). For example, at 90% completeness, adding
multi-band periodogram data increases the purity of the se-
lected sample by 15% (with respect to the purity delivered by
the first classifier, black dotted line).
4.6. Final Classification Step: Multi-band Light Curve
Fitting
Given the information in hand, a nearly optimal classifi-
cation may be obtained by also including features extracted
from phased multi-band light curves (Section 3.2 and Ap-
pendix A), but first, we need to fit multi-band light curves to
objects under consideration.
Since multi-band light curve fitting is computationally
quite expensive (∼ 30 min per CPU and per object), we
only do it for 910 training objects that have score2 > 0.13,
where score2 is the classification score produced by the sec-
ond classifier. According to Figure 6, this selection cut re-
turns a sample with 66% purity and 95% completeness. By
using this cut, we avoid fitting objects that are not likely to be
RR Lyrae stars (i.e., we do not waste CPU time), but at the
same time, do not reject many true RR Lyrae stars (i.e., the
completeness decreases by 2% due to this cut, with respect to
the 97% completeness obtained after the score1 > 0.01 cut).
In principle, we could have reached the same sample purity
using a cut on the first classification score (score1), but the
decrease in completeness would have been much greater (a
6% decrease).
In Sections 4.4 and 4.5, we have trained classifiers using
non-RR Lyrae objects (class 0) and RR Lyrae stars (class 1),
that is, we have performed binary classifications. The reason
for this two-step procedure was practical. In order to make
the multi-band template fitting computationally feasible, we
had to reduce the number of objects under consideration to
a manageable level (by increasing the purity of the selected
sample), while retaining as many true RR Lyrae stars as pos-
sible (i.e., by keeping the selection completeness as high as
possible). Doing this required only knowing whether an ob-
ject is likely an RR Lyrae star or not. By using cuts on score1
and score2 (binary) classification scores, we were able to re-
duce the number of objects from about 1.9 million to 900,
while retaining 95% of RR Lyrae stars.
We now take a further step, determining whether an object
is a non-RR Lyrae object (class 0), a type ab (class 1), or
a type c or d RR Lyrae star (class 2) through a multiclass
classification.
To train the final (multiclass) classifier, we use 910 train-
ing objects that have score2 > 0.13 (and of course, score1 >
0.01). Of these 910 objects, 541 are RRab stars, and 144 are
RRc or RRd stars (based on Sesar et al. 2010 and Kinemuchi
et al. 2008 classifications). The remaining 225 objects are
non-RR Lyrae objects. The feature set consists of 50 fea-
tures employed by the second classifier, and 20 features ex-
tracted from phased multi-band light curves (Appendix A).
Since we are training a multiclass classifier, when tuning hy-
perparameters we adopt values that minimize the logistic (or
cross-entropy) loss (Bishop 2006). The thick red line in Fig-
ure 6 characterizes the purity and completeness of the selec-
tion as a function of the threshold on score3,ab + score3,c,
where score3,ab and score3,c are RRab and RRc classifica-
tion scores, respectively.
5. VERIFICATION AND ANALYSIS OF THE RR LYRAE
SELECTION AT HIGH GALACTIC LATITUDES
The purity vs. completeness curve obtained using the full
classifier (the thick red line in Figure 6) shows that we can
select samples of RR Lyrae stars that are 90% complete and
90% pure; we deem this a gratifying and impressive success.
However, it is important to keep in mind that the purity and
completeness shown in Figure 6 are integrated over RRab
and RRc stars, and over a range of distances (or magnitudes;
roughly, 5 to 120 kpc, 14.5 < 〈r〉/mag < 21). Since we
have reasons to expect variations in purity and completeness
as a function of type and distance (e.g., because the classi-
fication becomes more uncertain as objects get fainter and
light curves become noisier), and because the knowledge of
such variations is important for studies of Galactic structure
(e.g., when measuring the stellar number density profile), be-
low we present a more detailed analysis of the selection of
RR Lyrae stars at high galactic latitudes (|b| > 15◦).
5.1. Purity and Completeness in Detail
PS1 RR LYRAE STARS 11
0.0 0.2 0.4 0.6 0.8 1.0
score3,ab
0.0
0.2
0.4
0.6
0.8
1.0
R
R
ab
p
u
ri
ty
/c
om
p
le
te
n
es
s
Purity at r = 20 mag
Completeness at r = 20 mag
Figure 8. The expected purity and completeness for faint RRab stars,
shown as a function of the threshold on the RRab classification
score, score3,ab. The initial purity is 38% due to the score2 > 0.13
requirement (Section 4.6). A threshold of 0.8 (i.e., score3,ab > 0.8,
vertical dotted line) returns an RRab sample that is 91% pure and
77% complete at ∼ 80 kpc (〈r〉 ∼ 20 mag),
The solid line in Figure 8 shows the purity of the RRab
selection at the faint end (at ∼ 80 kpc or r ∼ 20 mag),
given a threshold on score3,ab. To make this curve, we
use 80 labeled objects from the SDSS Stripe 82 training set
with 19.7 < 〈r〉 < 20.3 and score2 > 0.13, and calculate
the fraction of true RRab stars in selected samples (given a
threshold on score3,ab).
Table 2. Expected RRab selection purity and complete-
ness at ∼ 80 kpc (〈r〉 ∼ 20 mag)
Threshold on score3,ab Purity Completeness
0.00 0.38 0.91
0.05 0.37 0.90
0.10 0.39 0.89
0.15 0.44 0.89
0.20 0.47 0.88
0.25 0.50 0.88
0.30 0.54 0.87
0.35 0.55 0.87
0.40 0.56 0.87
0.45 0.61 0.87
0.50 0.65 0.86
0.55 0.72 0.86
0.60 0.76 0.86
0.65 0.78 0.84
0.70 0.81 0.82
0.75 0.90 0.80
0.80 0.91 0.77
0.85 0.98 0.74
0.90 1.00 0.71
0.95 1.00 0.55
Table 2 continued
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Figure 9. The expected purity and completeness of selected samples
of bright RRab stars, as a function of the threshold on the RRab
classification score, score3,ab. A threshold of 0.8 (vertical dotted
line) returns an RRab sample that is 97% pure and 92% complete
within ∼ 40 kpc (〈r〉 . 18.5 mag).
Table 2 (continued)
Threshold on score3,ab Purity Completeness
NOTE—A machine readable version of this table with
a 0.01 step in threshold, is available in the electronic
edition of the Journal.
To quantify the completeness of the RRab selection at the
faint end, we use 242 RRab stars from the Draco dSph train-
ing set (see Section 4.1) that have score2 > 0.13. The dashed
line in Figure 8 shows the completeness of the selection (i.e.,
the fraction of recovered RRab stars) as a function of the
threshold on score3,ab. This completeness includes all losses
due to initial data quality cuts, and classification cuts (i.e.,
score1 > 0.01 and score2 > 0.13). For convenience, we
tabulate the purity and completeness in Table 2.
Above, we have used the Stripe 82 sample to measure the
purity, and the Draco sample to measure the completeness.
We did so because the S82 sample covers a large area and
thus contains a more representative sample of contaminants
that we may expect to encounter elsewhere on the sky. The
Draco sample was used because it contains more faint (r ∼
20 mag) RR Lyrae stars than the Stripe 82 sample, and thus
the estimate of the completeness has a lower Poisson noise.
Given the sparseness and the multi-band nature of PS1
data, it is remarkable that our selection method can deliver
samples of RRab stars that are∼ 90% pure and∼ 80% com-
plete (e.g., for score3,ab > 0.8), even at distances as far as
∼ 80 kpc from the Sun. This raises hope for even better
performance at the bright end.
To measure the purity and completeness at the bright end,
we select objects from the SDSS Stripe 82 training set with
score2 > 0.13 and 〈r〉 < 18.5 mag (i.e., within ∼ 40 kpc
from the Sun). We use the 〈r〉 = 18.5 mag brightness cut
because the vast majority of halo RR Lyrae stars are located
within that magnitude range (Sesar et al. 2010). The relevant
curves are plotted in Figure 9 and tabulated in Table 3.
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Table 3. Expected RRab selection purity and complete-
ness within ∼ 40 kpc (〈r〉 < 18.5 mag)
Threshold on score3,ab Purity Completeness
0.00 0.66 1.00
0.05 0.85 0.99
0.10 0.89 0.98
0.15 0.91 0.98
0.20 0.92 0.98
0.25 0.93 0.98
0.30 0.93 0.98
0.35 0.94 0.98
0.40 0.94 0.98
0.45 0.94 0.98
0.50 0.95 0.97
0.55 0.96 0.97
0.60 0.96 0.96
0.65 0.97 0.95
0.70 0.97 0.95
0.75 0.97 0.92
0.80 0.97 0.92
0.85 0.97 0.89
0.90 0.97 0.88
0.95 0.98 0.80
NOTE—A machine readable version of this table with
a 0.01 step in threshold, is available in the electronic
edition of the Journal.
Finally, the purity and completeness curves characterizing
the selection of bright RRc stars are shown in Figure 10 and
tabulated in Table 4. Figure 10 shows that the selection of
pure and complete samples of RRc stars is more challeng-
ing, both due to the lower amplitude of the pulsation and to
the contamination by contact binaries with similar sinusoidal
light curves. Nonetheless, it is still possible to produce sam-
ples that are over 80% complete and pure within ∼ 40 kpc
from the Sun. We do not discuss RRc stars further as they
are less numerous than RRab stars (by a factor of three), and
thus are of lesser importance for Galactic studies.
Table 4. Expected RRc selection purity and complete-
ness within ∼ 40 kpc (〈r〉 < 18.5 mag)
Threshold on score3,c Purity Completeness
0.00 0.48 0.96
0.05 0.61 0.93
0.10 0.74 0.92
0.15 0.78 0.89
0.20 0.81 0.89
Table 4 continued
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Figure 10. The expected purity and completeness of selected sam-
ples of bright RRc stars, as a function of the threshold on the RRc
classification score, score3,c. In comparison with RRab stars (Fig-
ure 9), the selection of pure and complete samples of RRc stars is
more challenging.
Table 4 (continued)
Threshold on score3,c Purity Completeness
0.25 0.81 0.89
0.30 0.83 0.88
0.35 0.85 0.86
0.40 0.86 0.86
0.45 0.86 0.83
0.50 0.88 0.82
0.55 0.90 0.79
0.60 0.90 0.78
0.65 0.90 0.78
0.70 0.91 0.77
0.75 0.93 0.75
0.80 0.92 0.70
0.85 0.95 0.66
0.90 0.94 0.57
0.95 0.91 0.35
NOTE—A machine readable version of this table with
a 0.01 step in threshold, is available in the electronic
edition of the Journal.
5.2. RRab Selection Function
Given a position on the sky and the flux-averaged r-band
magnitude of an RR Lyrae star, what is the probability of se-
lecting that star using the PS1 data at hand? Characterizing
this selection function is of obvious importance for studies of
the Galactic structure, especially when modeling the number
density distribution of stars (e.g., Bovy et al. 2012; Xue et al.
2015). In this Section we restrict ourselves to characterizing
the selection function of RRab stars at high galactic latitudes
(|b| > 20◦), because i) they are three times more numerous
than RRc stars, and ii) at a given purity, they can be recov-
ered at a much higher rate than RRc stars (compare Figure 9
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Figure 11. The RRab selection function, or the completeness of the
selection of RRab stars at high galactic latitudes (|b| > 20◦), as
a function of the flux-averaged r-band magnitude (not corrected
for interstellar matter extinction). The red curve shows the ratio of
the number of selected (nsel, score3,ab > 0.8) and all RRab stars
from the SDSS Stripe 82 training set (nall), in 0.5 mag wide bins.
The shaded region shows the standard deviation of the bin height,√
nsel(1− nsel/nall)/nall, computed based on the binomial dis-
tribution. For comparison, the star symbol shows the fraction of
recovered RRab stars in the Draco dSph (see Figure 8). The thick
yellow line shows the best-fit logistic curve (Equation 7, L = 0.91,
k = 4.1, x0 = 20.57 mag), and the thin blue lines illustrate the
uncertainty of the fit (see Section 5.2 for details).
vs. Figure 10). Characterizing the selection function at low
galactic latitudes would require an appropriate training set
(Stripe 82 and Draco are both located at |b| > 20◦).
We assume that the selection function S depends only on
the flux-averaged r-band magnitude of an RRab star (not cor-
rected for interstellar extinction), and not on its position (i.e.,
S(rF)). This is a reasonable assumption given the uniformity
of dust extinction away from the Galactic plane, and the uni-
formity of PS1 multi-epoch coverage. The selection function
will also depend on the threshold imposed on the final classi-
fication score, score3,ab. For the sake of simplicity we only
consider the case when score3,ab > 0.8, as this selection cut
returns a sample that is appropriate for many studies (90%
purity and 80% completeness, even at the faint end; see Sec-
tion 5.1). By assuming spatial independence, we can now
use the SDSS Stripe 82 and Draco training sets to determine
the PS1 3pi selection function of RRab stars at high galactic
latitudes. The result is illustrated in Figure 11.
We find that the RRab selection function is approximately
constant at ∼ 90% for rF . 20 mag, after which it steeply
drops to zero at rF ∼ 21.5 mag. To characterize the selection
function, we construct a simple probabilistic model.
There are 577 RRab stars in our training set (in SDSS
Stripe 82 and Draco), of which 483 pass the score3,ab > 0.8
selection cut. With each RRab star we associate a (rF,n, sn)
pair of values, where sn = 1 if the star is selected, other-
wise sn = 0 (rF,n is the star’s extincted flux-averaged r-band
magnitude). We denote the full data set of 577 pairs of values
as dn = {rF,n, sn}.
The likelihood of this data set is given by
p (dn|L, k, x0) =
577∏
n=1
p (sn|S (rF,n|L, k, x0)) , (6)
where p (sn|S (rF,n|L, k, x0)) is the Bernoulli probability
mass function with success probability given by the selection
function, S (rF,n|L, k, x0).
To model the selection function, we use the logistic curve
S(rF,n|L, k, x0) = L
1 + exp(−k(rF,n − x0)) , (7)
where L is the curve’s maximum value, k is the steepness of
the curve, and x0 is the magnitude at which the completeness
drops to 50%.
The probability of this model given data dn is then
p(L, k, x0|dn) = p(dn|L, k, x0)p(L, k, x0), (8)
where p(L, k, x0) is the prior probability of model param-
eters. We impose uniform priors such that 0.4 ≤ S(rF <
18.5) ≤ 1.0 (i.e., completeness within 40 kpc is between
40% and 100%) and S(rF > 22) = 0.
We explore the probability of various model parameters us-
ing the Goodman & Weare (2010) Affine Invariant Markov
chain Monte Carlo (MCMC) ensemble sampler, as imple-
mented in the emcee package12 (v2.2.1, Foreman-Mackey
et al. 2013). The most probable model of the selection func-
tion (yellow curve) is shown in Figure 11, with the best-
fit logistic curve (Equation 7) being L = 0.91, k = 4.1,
x0 = 20.57 mag. To illustrate the uncertainty in the model,
we also plot the curves associated with 200 randomly se-
lected models from the posterior distribution (thin blue lines).
6. PS1 CATALOG OF RR LYRAE STARS
We have applied the above multi-step selection procedure
to about 500 million PS1 objects that pass PS1 data quality
cuts (Section 2), and have calculated final RRab and RRc
classification scores (score3,ab, and score3,c) for 240,000
objects. We report their positions, distances, PS1 photome-
try, and classification scores in Table 5. A total of∼ 400, 000
CPU hours of super-computing time was used to process all
of the data and calculate the final classification scores. Below
we illustrate some properties of this sample and leave a more
detailed analysis of the distribution of RR Lyrae stars in the
Galactic halo for future studies.
To illustrate the coverage of the PS1 catalog of RR Lyrae
stars, we have selected a sample of∼ 45, 000 highly probable
RRab stars (score3,ab > 0.8, expected purity of 90% and
completeness of ∼ 80% at 80 kpc), and have plotted their
angular distribution in Figure 12.
The leading arm of the Sagittarius tidal stream (Ibata et al.
2001) and four Milky Way satellite galaxies are most easily
discernible features in Figure 12. However, another notable
feature is an almost complete absence of high probability
RRab stars (i.e., those that have score3,ab > 0.8) in regions
with high ISM extinction (e.g., E(B − V ) > 1). Improperly
dereddened photometry is the most likely reason for this lack
of high probability RRab stars at low galactic latitudes.
Briefly, when dereddening photometry, we assume that all
sources are located behind the dust layer. At low galactic
latitudes this may not always be true, as sources may be em-
bedded in the dust layer. After dereddening, the photometry
12 http://dan.iel.fm/emcee/current/
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Figure 12. Distribution of ∼ 45, 000 highly probable RRab stars (score3,ab > 0.8, expected purity of 90% and completeness of ∼ 80% at 80
kpc), shown in Mollweide projection of Galactic coordinates. A contour plot of the reddening-based E(B−V ) dust map (Schlafly et al. 2014)
is overlayed, as well as the positions of four Milky Way dwarf satellite galaxies. The locations of the leading and trailing arms of the Sagittarius
tidal stream are also indicated.
of such sources will be overcorrected for extinction, and their
optical PS1 colors will be shifted blueward from their dust-
free values. In addition, improperly dereddened light curves
will not be well-fit by multiband templates (Section 3.2). As
a result of these effects, true RR Lyrae stars may look like
non-RR Lyrae objects, and may end up with low score3,ab
values.
The lack of high probability RRab stars at low galactic lati-
tudes also demonstrates the resilience of the classifier to con-
tamination. Due to the increase in stellar number density, and
the fact that some fraction of star will be incorrectly tagged
as RR Lyrae stars, one would naively expect for the density
of objects tagged as RR Lyrae stars to increase towards the
Galactic plane. However, no such increase is observed in
Figure 12. The features extracted during multiband template
fitting are most likely responsible for this resilience, as even a
significant increase in the number of contaminants is not suf-
ficient to produce objects that match multiband light curve
characteristics of RR Lyrae stars.
And finally, to illustrate the efficiency of the final mul-
ticlass classifier (Section 4.6) at separating RRab and RRc
stars, we show their distribution in the period vs. rP1-band
amplitude diagram (Figure 13).
7. DISCUSSION AND SUMMARY
In this paper, we have explored with what fidelity RR Lyrae
stars can be identified in multi-epoch, asynchronous multi-
band photometric data. We have done this for the specific
case of the PS1 3pi light curves which are very sparse; . 12
epochs per band over 3000 typical RR Lyrae pulsation peri-
ods (i.e., 4 years). To identify RR Lyrae stars, we have em-
ployed, in particular, the fitting (and period phasing) of very
specific empirical RR Lyrae light curves, and have utilized
supervised machine-learning tools. While we have applied
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Figure 13. The distribution of highly likely RRab (red; score3,ab >
0.8) and RRc stars (blue; score3,c > 0.55) in the period vs. rP1-
band amplitude diagram. Note the well-defined Oosterhoff I locus
of RRab stars (Oosterhoff 1939; Catelan 2009), and the less popu-
lated Oosterhof II locus shifted to longer periods (along the lines of
constant amplitude). The apparent clumps of RRc stars are likely
caused by period aliasing (e.g., the 1-day beat frequency alias, see
the top panel of Figure 5).
our selection only to this specific data set, many of the ap-
proaches described here will be applicable to other sparse,
asynchronous multi-band data sets, such as those produced
by the Dark Energy Survey (DES; Dark Energy Survey Col-
laboration et al. 2016) and the Large Synoptic Survey Tele-
scope (LSST; Ivezic et al. 2008). For example, for its Galac-
tic plane sub-survey, LSST is currently planning to obtain
12 observations over 4 years in each of its ugrizy band-
passes (i.e., 30 observations per band over 10 years; Zˇ. Ivezic´,
priv. comm.), making its data set very similar to the one pro-
duced by the PS1 3pi survey. Compared to PS1, however,
LSST will go deeper by at least 2 mag in izy bands, allowing
us to select RR Lyrae stars and study old stellar populations
close to the Galactic plane, even at the far side of the Galaxy.
We demonstrated that we can precisely and accurately
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measure the periods (to within 2 seconds) for the vast major-
ity of RR Lyrae within PS1 3pi, extending to distance mod-
uli of ∼ 20, or ∼ 100 kpc. The high precision of the pe-
riod determination may seem surprising at face-value, but is
owed to the long time-baseline: a 2s/period difference causes
a cumulative light curve shift of 90 minutes across 3000 pul-
sation periods. Accurate periods are crucial for calculating
the phase of spectroscopic observations, and for transforming
the observed radial velocity to the center-of-mass velocity
needed for kinematic studies (Sesar 2012). The ephemerides
(i.e., periods and phase offsets) provided by our catalog can
thus be readily used to turn RR Lyrae stars observed by cur-
rent (e.g., SDSS-IV/TDSS; Ruan et al. 2016) and upcom-
ing multi-object spectroscopic (MOS) surveys (e.g., Gaia,
WEAVE, DESI; Perryman et al. 2001; Dalton et al. 2014;
Levi et al. 2013) into precise kinematic tracers of the halo
structure and substructure (i.e., stellar streams). With a den-
sity of 1 deg−1, PS1 RR Lyrae stars represent a unique “pig-
gyback” project for MOS surveys, with a potentially high
impact and certainly low cost (∼ 1 target per MOS field).
Using these light curve fits as one (crucial) feature in a su-
pervised classification of RR Lyrae, we showed that we can
– at least at high Galactic latitudes – construct a sample of
∼ 45, 000 RRab stars that has 90% purity and 80% com-
pleteness, even at 80 kpc from the Sun. In comparison with
previous catalogs, our sample is deeper than the SDSS Stripe
82 sample of Sesar et al. (2010), while covering more of the
sky than the CRTS sample of Drake et al. (2013). The PS1
3pi data and the classification presented here even allow for a
quite reliable separation of RRab and RRc type of RR Lyrae
stars, as shown by the period-amplitude diagram (Figure 13)
All this opens up many avenues in exploring the Galactic
halo. With its second data release (DR2) expected in April
2018, Gaia astrometric mission will provide unprecedented
proper motions for PS1 RR Lyrae stars brighter than V ∼ 20
mag, but no competitive distance information (beyond a few
kpc). Having precise distances is crucial for measuring tan-
gential velocities13, and thus the Galactic potential, as the un-
certainty in tangential velocity increases proportionally with
the uncertainty in distance. Therefore, it is particularly re-
markable that, using PS1 data and a period-absolute magni-
tude relation, we can measure distances to RR Lyrae stars
with a precision of ∼ 3%, even for stars at 100 kpc from the
Sun.
An important avenue to explore with the resulting RR
Lyrae catalog is the question of RR Lyrae at low-latitudes
(covered by PS1). These objects open up the possibility to
explore the oldest portion of the Galactic disk. At low lat-
itudes, the selection function of the sample will, however,
be considerably more complicated, warranting careful test-
ing and characterization beyond the scope of this paper.
Table 5. PS1 Catalog of RR Lyrae Stars
R.A. Decl. scorea3,ab score
a
3,c DM
b Period φc0 A
′
g . . .A
′,d
z g
′ . . . z′,e Tg . . .T fz gF . . . z
g
F E(B-V)
h
180.39736 -0.23480 0.57 0.02 15.44 0.671302 -0.40301 0.22 . . . 0.11 15.96 . . . 15.77 100 . . . 100 16.09 . . . 15.82 0.020
179.98457 -0.00105 0.99 0.00 15.90 0.471807 -0.18385 1.32 . . . 0.68 15.72 . . . 16.12 120 . . . 113 16.75 . . . 16.58 0.012
aFinal RRab and RRc classification scores.
b Distance modulus calculated using the flux-averaged iP1-band magnitude and Equation 5. The uncertainty in distance modulus is 0.06(rnd) ± 0.03(sys) mag for
RRab stars. This distance modulus may be biased and more uncertain for RRc stars.
c Phase offset (see Equation 2).
dBest-fit amplitude (e.g., A′g = FAg ; see Equation 1).
eBest-fit magnitude at φ = 0, corrected for dust extinction using extinction coefficients of Schlafly & Finkbeiner (2011) and the dust map of Schlafly et al. (2014)
(e.g., g′ = g0 − r0 + r′); see Equation 1).
fBest-fit template ID number (see Section 3.1 and Table 2 of Sesar et al. 2010).
g Flux-averaged magnitude, corrected for dust extinction using extinction coefficients of Schlafly & Finkbeiner (2011) and the dust map of Schlafly et al. (2014).
hReddening adopted from the Schlafly et al. (2014) dust map.
NOTE—A machine readable version of this table will become available on Nov 1 2017 in the electronic edition of the Journal. A portion is shown here for guidance
regarding its form and content. For collaborations on projects and earlier access to the PS1 catalog of RR Lyrae stars, please contact the first author.
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APPENDIX
A. FEATURES EXTRACTED FROM PHASED MULTI-BAND LIGHT CURVES
In this Section, we describe features extracted from phased multi-band light curves.
• rrab: This flag has a value of 1 if the best-fit template is of type ab, and 0 otherwise.
• period: the best-fit period associated with the best-fit template (i.e., the multi-band template with the smallest χ2 value).
• χ2 and χ2dof : goodness-of-fit χ2 and χ2 per degree of freedom associated with the best-fit template.
• Lmax and Lmax,dof : To calculate these two values, we sort χ2 and χ2dof values (measured during the first fitting run) into
1 sec-wide bins in period (e.g., see Figure 3), and for each bin calculate L(bin) =
∑
exp(−χ2/2) and Ldof(bin) =∑
exp(−χ2dof/2), where the sum goes over all χ2 and χ2dof in a bin. Then, Lmax = max(L(bin)) and Lmax,dof =
max(Ldof(bin)).
• Stetson J index: We phase a PS1 multi-band light curve using its best-fit period, and calculate normalized residuals
δ(phase) = (mn − m(phase(tn, period, φ))/σmn , where mn and σmn are the magnitude and uncertainty of the n-th
observation in the m = g, r, i, z band, and m(phase(tn, period, φ)) is the magnitude predicted by the best-fit model at the
phase of the n-th observation. The δ values are then sorted by phase, and used to calculate the Stetson J index (see Section
2 of Stetson 1996).
• Entropy of the phase light curve Sphased: We phase a PS1 multi-band light curve using its best-fit period, bin observations
into 20 phase bins (ignoring the band), and calculate Sphased = −
∑
bin(Nbin/Ntot) ln(Nbin/Ntot), where Nbin is the
number of observations in a phase bin, and Ntot is the total number of observations in the light curve.
• ∆P : The difference between the best-fit period and the period associated with the best-fit multi-band template (i.e., the
corresponding RR Lyrae star in SDSS Stripe 82; listed in Table 2 of Sesar et al. 2010).
• ∆(g − r)0, ∆(r − i)0, ∆(r − z)0: The difference between the color measured from the best-fit model at phase = 0, and
the color measured from the best-fit template. Since the fitting parameter F allows the amplitudes in each band to vary by
up to 20% with respect to amplitudes associated with the best-fit multi-band template, the above differences do not have to
be zero.
• (g − r)0, (r − i)0, (r − z)0: Color at phase = 0, measured from the best-fit model.
• FAg, FAr, FAi, FAz: best-fit amplitudes of griz bands, where Am is the amplitude associated with the m = g, r, i, z
band of the best-fit multi-band template, and F is a fitting parameter.
B. CONSTRAINING PERIOD-ABSOLUTE MAGNITUDE-METALLICITY RELATIONS FOR PS1 BANDS
To constrain Equation 4, we use average (apparent) PS1 griz magnitudes of 55 RR Lyrae stars located in 5 Galactic globular
clusters that have metallicities ranging from -1.02 dex to -2.37 dex (on the Carretta et al. 2009 scale and taken from the Harris
1996, 2010 catalog; NGCs 6171, 5904, 4590, 6341, and 7078). The distance moduli of these globular clusters were measured by
Sollima et al. (2006, see their Table 4) using a period-luminosity-metallicity (PLZ) relation whose zero point of −1.05 ± 0.13
mag was constrained using the Hubble Space Telescope (HST) parallax of the star RR Lyrae. Using HST parallaxes of five RR
Lyrae stars, Benedict et al. (2011) measured the zero point of the Sollima et al. (2006) PLZ relation to be −1.08 ± 0.03 mag.
Thus, for distance moduli of 55 RR Lyrae stars, we adopt the distance moduli of their globular clusters (see Table 4 of Sollima
et al. 2006), shifted by 0.03 mag to match the more precise zero point measured by Benedict et al. (2011). As the systematic
uncertainty in distance moduli of calibration RR Lyrae stars, we assume a value of 0.03 mag.
We measure average (apparent) griz magnitudes of RR Lyrae stars by first converting their best-fit griz model light curves
(e.g., see sold lines in Figure 3) from magnitude to flux units. The model curves in flux units are then integrated over a pulsation
cycle, and the integrated fluxes are expressed in units of magnitude. Hereafter, we call these flux-averaged magnitudes (gF, rF,
etc.), and distinguish them from uncertainty-weighted average magnitudes (〈g〉, 〈r〉, etc.).
PS1 RR LYRAE STARS 17
Given the above data, we wish to calculate the probability p(θb|Db) of some set of model parameters θb = {αb, βb,M bref , σbM}
for the b = g, r, i, z PS1 band, where Db = {dbk} is the full data set of 55 stars, and dbk = {DM, [Fe/H], log10(P ), bF} is the
data set associated with the k-th star that contains its distance modulus and metallicity (assumed to be the same as that of the
cluster), period, and flux-averaged PS1 apparent magnitudes.
Using the relations of conditional probability, the probability p(θb|Db) can be written as
p(θb|Db) ∝ p(Db|θb)p(θb), (B1)
where p(θb) is the prior probability of model parameters, and
p(Db|θb) =
∏
k
p(dbk|θb) (B2)
is the likelihood of the full data set given some values of model parameters, θb.
To make the fitting of PLZ relations robust to possible outliers (e.g., due to an incorrectly measured period, which may happen
for 13% of RRab stars; Section 3.2), we model the likelihood of the k-th data set using a mixture model (see Section 3 and
Equation 17 of Hogg et al. 2010)
p(dbk|θb) = (1−About)pin(dbk|θbin) +Aboutpout(dbk|θbout), (B3)
where pin and pout are the likelihoods of drawing the data set dbk from the inlier or outlier distribution, respectively, and A
b
out is
the mixing proportion.
The likelihood of drawing the data set dbk from the inlier distribution is
pin(d
b
k|θbin) = N (bF −DM |M b, σbM), (B4)
where θbin = {αb, βb,M bref , σbM}, bF is the apparent flux-averaged magnitude in the b = g, r, i, z PS1 band, M b is the absolute
magnitude in the b band
M b = αb log10(P/Pref) + β
b([Fe/H]− [Fe/H]ref) +M bref , (B5)
and
N(x|µ, σ) = 1√
2piσ2
e−
(x−µ)2
2σ2 . (B6)
The likelihood of drawing the data set dbk from the outlier distribution is defined as
pout(d
b
k|θbout) = N (bF −DM |M bout, σbout), (B7)
where M bout has the same form as Equation 4, but different parameters, θ
b
out = {αbout, βbout,M bref,out, σbout}. Most importantly,
the distribution of outliers is assumed to be wider than the distribution of inliers, that is, σbout > σ
b
M.
Before we can calculate probability p(θb|Db), we need to define the prior probabilities of model parameters, p(θb). For the
αb parameter and rP1 and iP1 bands, we adopt informative Gaussian priors based on the slopes of PLZ relations in the globular
cluster M4 (Braga et al. 2015): p(αr|rP1) = N (αr|−1.5, 0.1) and p(αi|iP1) = N (αi|−1.72, 0.07). For σbM and σbout, we adopt
Jeffreys log-uniform priors (Jaynes 1968), and require that σbout > σ
b
M. Uniform priors are adopted for the remaining model
parameters and bands.
To efficiently explore the parameter space, we use the Goodman & Weare (2010) Affine Invariant Markov chain Monte Carlo
(MCMC) Ensemble sampler as implemented in the emcee package14 (v2.2.1, Foreman-Mackey et al. 2013). We use 200 walkers
and obtain convergence15 after a short burn-in phase of 300 steps per walker. The chains are then evolved for another 2000 steps,
and the first 300 (burn-in) steps are discarded.
To describe the marginal posterior distributions of individual model parameters, we measure the median, the difference between
the 84th percentile and the median, and the difference between the median and the 16th percentile of each marginal posterior
distribution (for a Gaussian distribution, these differences are equal to ±1 standard deviation). We report these values in Table 1
(Section 3.3). We do not characterize parameters of the outlier distribution, and instead simply marginalize over them (i.e., we
consider them as nuisance parameters).
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