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A fundamental question during the outbreak of a novel disease or invasion
of an exotic pest is: At what location and date was it first introduced? With
this information, future introductions can be anticipated and perhaps avoided.
Point process models are commonly used for mapping species distribution and
disease occurrence. If the time and location of introductions were known, then
point process models could be used to map and understand the factors that
influence introductions; however, rarely is the process of introduction directly
observed. We propose embedding a point process within hierarchical Bayesian
models commonly used to understand the spatio-temporal dynamics of invasion.
Including a point process within a hierarchical Bayesian model enables inference
regarding the location and date of introduction from indirect observation of the
process such as species or disease occurrence records. We illustrate our approach
using disease surveillance data collected to monitor white-nose syndrome, which
is a fungal disease that threatens many North American species of bats. We use
our model and surveillance data to estimate the location and date that the
pathogen was introduced into the United States. Finally, we compare forecasts
from our model to forecasts obtained from state-of-the-art regression-based
statistical and machine learning methods. Our results show that the pathogen
causing white-nose syndrome was most likely introduced into the United States
1Corresponding author: thefley@ksu.edu
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4 years prior to the first detection, but there is a moderate level of uncertainty
in this estimate. The location of introduction could be up to 510 km east of the
location of first discovery, but our results indicate that there is a relatively high
probability the location of first detection could be the location of introduction.
1 Introduction
When a species or pathogen invades a novel environment, determining when and
where it was first introduced is of interest to scientists, policymakers, and the
public. Knowing the location and date of introduction would further our
understanding of the ecology of the process, increase our capacity to build
predictive models, and could inform policies that aim to prevent new
introductions. Although the location and time of introduction is known in some
cases, such as the introduction of myxomytosis to control rabbits in Australia
(Ratcliffe et al. 1952), there are many examples where the location and time of
introduction are unknown and must be inferred from indirect data.
The general problem of modeling the spatio-temporal dynamics of invasion
is well-represented in the literature (e.g., Mollison 1986; Gibson and Austin
1996; Wikle 2003); however, when the introduction is not directly observed
there is a small number of limited methods that might be used to determine the
location and time of introduction from indirect data. For example, a method
known as geographic profiling has been introduced to estimate the position of
sources of invasive species and diseases using occurrence records (Le Comber
et al. 2011; Stevenson et al. 2012; Verity et al. 2014), but this approach ignores
the temporal dynamics and therefore cannot estimate the initial source (however
see Mohler and Short 2012). Similarly, Bayesian models have been developed to
estimate the spatio-temporal dynamics of colonization (e.g., Cook et al. 2007;
Catterall et al. 2012; Broms et al. 2016), but these methods are limited. For
example, the Cook et al. (2007) approach requires that the colonization time be
known. Catterall et al. (2012) demonstrate how to infer the time of colonization;
however, this method was developed to understand the dynamics after the initial
introduction and not to obtain estimates of the time and location of the first
introduction. Lastly, Caley et al. (2015) developed a Bayesian spatio-temporal
model to infer the time of introduction and geographic distribution of an
invasive species from occurrence records; however, this approach does not
provide a framework for inferring the location of introduction.
If the time and location of introductions were known, then tools commonly
used to map the distribution of species and diseases could be used to build
predictive models and infer the factors that influence the occurrence of novel
introductions. Novel introductions, however, are rarely directly observed.
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Instead, the outcome of a successful introduction is observed by the collection of
indirect data such as species or disease occurrence records. In principal, indirect
spatio-temporal data and models can be used infer historical events such as
infection histories (Salje et al. 2018), changes in climate (Tingley et al. 2012;
Tipton et al. 2016), and, as we demonstrate, introductions of pests and
pathogens.
Our objective is to show how point process models, a commonly used
statistical approach for modeling the distribution of species and diseases, can be
placed within a hierarchical modeling framework to obtain statistically
principled estimates of the date and location of introduction. Although we
provide a general framework, our work is motivated by the need to understand
when and where Pseudogymnoascus destructans, the pathogen that causes
white-nose syndrome (WNS), was first introduced into the United States.
White-nose syndrome was first detected in 2006 using photographic evidence of
a bat from Howes Cave, near Albany, New York (Fig. 1; Blehert et al. 2009;
Frick et al. 2010). The pathogen, P. destructans, has since spread throughout
the eastern and midwestern United States resulting in high mortality rates
among several species of cave-hibernating bats. Statistical methods capable of
estimating the date and location where P. destructans was first introduced into
the United States could further our understanding of the etiology of the disease
and provide critical information on the process of introduction. For example,
WNS was recently detected on a western subspecies of little brown bat (Myotis
lucifugus) occurring in the state of Washington that is likely the result of a
novel introduction originating from the eastern United States (Lorch et al.
2016). Our modeling approach could eventually be used to test the hypothesis
that the Washington WNS case is the result of a novel introduction and, if
confirmed, identify areas at high risk for future introductions.
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Fig. 1. Location and infection status of individual bat samples from four species
tested for white-nose syndrome. The first detection in 2006 was based on photo-
graphic evidence only. The locations of individual samples were jittered so that
cases from the same location did not overlap. The four species of bats tested
include: little brown bat (Myotis lucifugus), big brown bat (Eptesicus fuscus),
northern long-eared bat (Myotis septentrionalis), and tri-colored bat (Perimyotis
subflavus).
2 Dynamic Spatio-temporal Statistical Models
Dynamic spatio-temporal statistical models are used in fields such as ecology
(Wikle 2003; Hooten and Wikle 2008; Williams et al. 2017; Hefley et al. 2017b),
epidemiology (Smith et al. 2002), and meteorology (Wikle et al. 1998, 2001).
The defining property of a dynamic statistical model is an explicit description of
how future observations (spatial data) evolve from past observations (Wikle and
Hooten 2010; Mohler and Short 2012; Cressie and Wikle 2011; Wikle et al.
2019). For example, statistical implementations of dynamic agent-based models
are constructed using a set of deterministic or stochastic rules governing the
actions of individual agents at each time step (Hooten et al. 2010; Hooten and
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Wikle 2010; Keith and Spring 2013; Heard et al. 2015; McDermott et al. 2017).
Consider the classic example of a dynamic agent-based model where an
individual performs a random walk. At each time step, the individual moves a
random distance in a random direction. An inherent characteristic of dynamic
models is that the initial conditions must be specified. For example, when
performing a random walk, the location and time the individual begins walking
must be specified. Although a Eulerian (individual-based) frame of reference
can be used to understand dynamic processes, a Lagrangian (population-level)
perspective is also common (Hooten et al. 2017). In ecology, for example,
dynamic models of populations are expressed as partial differential equations
(PDEs), which are used to describe the global behavior of a large number of
individuals (Holmes et al. 1994; Hooten et al. 2017).
In data-driven modeling applications, hierarchical (conditional) model
specifications can be used to estimate unknown parameters by connecting data
to the underlying dynamic process (Cressie and Wikle 2011; Wikle et al. 2019).
Many applications of dynamic statistical models have focused on estimating
parameters that govern the process (e.g., rate of spread), but rarely has formal
statistical inference about the initial conditions been of interest (but see Hefley
et al. 2017a). Instead, the initial conditions are modeled phenomenologically
and treated as nuisance parameters (Wikle et al. 2003; Hooten and Wikle 2008;
Williams et al. 2017; Hefley et al. 2017b).
We demonstrate how incorporating scientific knowledge about the initial
conditions of a dynamic process provides novel insight into the outbreak of an
infectious disease or invasion of a pest. By justifiably assuming that the
pathogen or pest was introduced at points occurring at unknown locations and
times, we specify a point process to model the initial conditions. Point process
models are commonly used for species distribution and disease mapping (Renner
et al. 2015), but can also be incorporated into hierarchical Bayesian models to
learn about latent (unobserved) processes (e.g., Hooten and Hefley 2019). In the
following sections, we provide a specific example using a PDE of ecological
diffusion; however, our approach is applicable to commonly used dynamic
models that require the specification of initial conditions such as agent-based
models, contact process models, rule-based approaches (e.g., cellular
automaton), integral equations, and integro-difference equations.
2.1 Ecological Diffusion
Diffusion is a dynamic process that can be used to describe the movement of
particles, animals, pathogens, or other objects from a Lagrangian perspective
(Hooten et al. 2017). A specific type of diffusion, called ecological diffusion
(Hooten et al. 2017), has been used to explain the spread of disease (Garlick
et al. 2011, 2014; Hefley et al. 2017a,b), the outbreak of pests (Powell and Bentz
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2014; Hooten et al. 2013; Powell et al. 2018), the invasions of species (Neupane
and Powell 2015), and the reintroduction of extirpated species (Williams et al.
2017). Ecological diffusion is expressed by the PDE
∂
∂t
u(s, t) =
(
∂2
∂s21
+
∂2
∂s22
)
[µ(s, t)u(s, t)] (1)
where u(s, t) is the intensity of the dispersing pathogen (or population), s1 and
s2 are the spatial coordinates contained in the vector s, and t is the time. The
intensity, u(s, t), can be linked to the expected pathogen abundance by
integrating u(s, t) over a spatial domain of interest (i.e.,
∫
A u(s, t)ds). The
diffusion coefficient, µ(s, t) could depend on location-specific covariates that
control the rate of spread and vary over time. Although equation (1) only
describes ecological diffusion, PDEs can be modified to capture other important
components such a population growth or long-range dispersal (Holmes et al.
1994). For example, in our WNS data example we modify equation (1) to
include an exponential growth component to enable the pathogen
P. destructans to increase in abundance.
Ecological diffusion describes how the spatial distribution of a pathogen or
population evolves over time. To initiate this dynamic process, the conditions at
the time of introduction, t0, must be known or estimated. In situations of
disease outbreak neither t0 or u(s, t0) are known. A realistic assumption is to
presume that the pathogen was introduced at points, which can be formulated
mathematically as
u(s, t0) =
{
θj if s = ωj
0 if s 6= ωj
, (2)
where θj is the unknown initial number of pathogen particles (or animals) and
ωj is the unknown coordinate of the jth location of introduction
(j = 1, 2, . . . , J). In data-driven applications, the time, location, initial number
of particles, and potentially the number of points are unknown, thus the
parameters t0, ωj, θj, and J must be estimated.
Estimation of the initial conditions can be understood heuristically as
follows. By observing data generated from a diffusion process at multiple time
points (Fig. 2), it is feasible to estimate the rate at which the process is
diffusing (spreading). Once the diffusion rate is estimated, equation (1) can
predict the future (forecast) or past (backcast) spread of the pathogen. Unlike
forecasting, backcasting ultimately results in a highly constrained state with a
functional form that we have knowledge about. Specifically, if the diffusion
processes started at points, then backcasting has a known endpoint that
constrains the functional form of u(s, t0) to equation (2). This constraint,
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formulated as a prior or process-level distribution when using a hierarchical
Bayesian statistical model, enables the posterior distribution of the time,
location, and number of points to be calculated from data. Next we introduce
the data set that motivates our work. Understanding the specifics of the data is
required to specify an appropriate hierarchical Bayesian model that links the
ecological diffusion PDE to observed data and enables us to estimate the date
and location of introduction.
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Fig. 2. Illustration showing an initial introduction of θ = 100 particles and
how the one-dimensional spatial distribution of pathogen or population intensity
(u(s, t)) evolves over time according to the ecological diffusion partial differential
equation. Greater values of the diffusion rate µ(s), shown in the inset plot, result
in faster spread whereas spread is inhibited when µ(s) = 0. The diffusion rate
depends on the environmental variables at the location (s), which results in the
spatial variability (roughness) visible in u(s, t). The pathogen intensity, u(s, t),
can be linked to the expected pathogen abundance by integrating u(s, t) over an
interval of interest (i.e.,
∫ b
a
u(s, t)ds). In this example,
∫ 0.5
−0.5 u(s, t)ds = 100 for all
time points.
3 White-nose Syndrome Data Example
Surveillance for WNS in the United States began in 2007 using a combination of
passive and active surveillance methods. During 2007–2012, samples were
obtained from individual bats associated with morbidity or mortality
investigations occurring year-round at underground hibernacula or on the
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above-ground landscape, and consisted of bat carcasses, biopsies of wing skin, or
tape lifts of fungal growth on muzzles. A small number of samples were also
obtained from target species (including Myotis spp., Perimyotis subflavus,
Eptesicus fuscus) admitted to rehabilitation facilities or state diagnostic
laboratories for rabies testing from approximately December to May. A positive
or negative diagnosis of WNS in individual bats was determined by observing
characteristic histopathologic lesions in skin tissues using light microscopy
(Meteyer et al. 2009). A diagnosis of suspect WNS was assigned to individuals
with clinical signs suggestive of the disease that either had ambiguous skin
histopathology or were not evaluated in this manner but for which the causative
agent, P. destructans, was detected by fungal culture or polymerase chain
reaction (Lorch et al. 2010).
We illustrate our modeling approach using a subset of the WNS surveillance
data collected during 2008–2011 that includes individual samples of little brown
bats (Myotis lucifugus), big brown bats (Eptesicus fuscus), northern long-eared
bats (Myotis septentrionalis), and tri-colored bats (Perimyotis subflavus). This
resulted in ≥ 50 individual samples for each species and a total of 397 samples
with 184 positive or suspected positive cases of WNS (Fig. 1). We limited our
illustration to the four most common species sampled because the remaining
species were uncommon and included less than 20 individuals and no more than
five positive cases for each species. In our analysis, we chose to exclude the first
case detected in 2006 because it was based on photographic evidence as well as
samples from 2007 because diagnostic case criteria for WNS were not
established until 2008. Finally, we used data collected from 2012 for the same
four species to test the ability of our model to forecast future spread of
P. destructans and prevalence of WNS. This resulted in ≥ 3 individuals for each
species and a total of 54 individuals with 37 positive or suspected positive cases.
3.1 Hierarchical Bayesian Statistical Model
We take a hierarchical Bayesian approach and specify a statistical model that
facilitates simultaneous parameter estimation of the location and date of
introduction as well as the diffusion and growth rate (Hooten et al. 2013). Our
model is tailored to the WNS data (Fig. 1), but the hierarchical Bayesian
approach is flexible and can be adapted to a wide range of studies (e.g., Hobbs
and Hooten 2015; Williams et al. 2017). For the WNS data, we specify the
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hierarchical model:
yi ∼ Bernoulli (pi) (3)
pi = g
−1(u(si, ti)ex
′
iβ) (4)
∂
∂t
u(s, t) =
(
∂2
∂s21
+
∂2
∂s22
)
[µ(s)u(s, t)] + λ(s)u(s, t) (5)
log (µ(s)) = α0 + z(s)′α (6)
λ(s) = γ0 + w(s)
′γ, (7)
where yi is equal to 1 if the ith tested bat is WNS-positive or suspected positive
and 0 if negative. The probability that yi = 1, pi, depends on the pathogen
intensity u(si, ti) defined by the PDE in equation (5) and species susceptibility
ex
′
iβ, where xi is a vector that contains a binary indicator variable identifying
the species of the ith tested bat and β ≡ (β1, . . . , βpβ)′ is a vector of
species-specific susceptibility coefficients. Differences among species
susceptibility to WNS has been reported although the mechanism(s) for these
differences remain unclear (Langwig et al. 2012; Johnson et al. 2015; Langwig
et al. 2015). Regardless of the mechanism(s), our model accounts for
heterogeneity among species susceptibility by inclusions of ex′iβ.
For the ecological diffusion PDE, the product of the pathogen intensity
(u(si, ti)) and species susceptibility (ex
′
iβ) in equation (4) is greater than zero
and therefore the inverse link function g−1(·) maps the positive real line [0,∞)
to a probability between 0 and 1. For an inverse link function, we used the
cumulative distribution function of a standard log-normal distribution (i.e.,
g−1(x) = 1
x
√
2pi
∫ x
0
e−
1
2
log(x)2dx). Although any appropriate link function could be
used, our choice enables efficient implementation because the full-conditional
distribution for β are available in closed-form (see Appendix S1 for details;
Hooten and Hefley 2019). The diffusion rate (µ(s)) in equation (5) depends on
the regression-type equation in (6) that has an intercept term (α0), coefficients
(α≡ (α1, . . . , αpα)′), and location-specific covariates z(s). For spreading
diseases, the diffusion rate is always positive, thus µ(s) > 0 for all s, which
motivates the log link function in (6). In addition to ecological diffusion, we add
an exponential growth component to the PDE to account for increasing (or
decreasing) pathogen intensity. This addition results in a growth rate (λ(s))
that depends on a similar regression-type equation (7) that has an intercept
term (γ0), coefficients (γ ≡ (γ1, . . . , γpγ )′), and location-specific covariates w(s),
which can be the same as or different from z(s). To allow the growth rate to be
positive or negative, we used the identity link function so that the support of
λ(s) is unconstrained and can take on values from −∞ to ∞.
We assume Dirichlet boundary conditions and set u(s, t) = 0 at the
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boundary of the United States. Similar to initial conditions, boundary
conditions could be an important component and future studies may need to
estimate the boundary conditions. For computational efficiency, we prefer
Dirichlet boundary conditions because existing techniques for estimation would
require estimating a large number of parameters (Wikle et al. 2003).
To fully specify a hierarchical Bayesian model, prior distributions must be
carefully chosen for all parameters. We describe and justify our choice of prior
distributions in Appendix S2, with the exception of the prior distribution for
the location of introduction, which we describe below. We specify the initial
conditions as described in equation (2). The natural choice for the prior of the
latent (unobserved) locations of introduction is a point process, which is a
probability distribution that generates locations in geographic space as random
variables (Cressie and Wikle 2011). For the WNS data, we assume a single point
source introduction (i.e., J = 1), which results in a conditional point process
(i.e., a point process with a known number of points, in this case just one;
Cressie 1993 p. 651). For an introduction that occurs at a single location, the
intensity function of the point process must be specified as a hyperparameter;
we specify the intensity function of the point process to be constant across the
United States which is equivalent to assuming that P. destructans was equally
likely to have been introduced at any location within the United States.
If multiple introductions occur, it may be feasible to estimate the intensity
function of the point process (Appendix S1). For example, the intensity
function may be modeled using a regression-type equation to estimate how
location-specific risk factors influence the likelihood of novel introductions. This
approach could then be used to predict the geographic areas and identify the
environmental conditions where new introductions are likely to occur. Finally,
our approach can be modified to handle an unknown number of point sources
that are introduced on different dates by using a spatio-temporal Poisson point
process (Appendix S1). This modification may eventually be used to explain the
recent positive cases of WNS in the state of Washington (Lorch et al. 2016).
3.2 Model Implementation
The covariates z(s) and w(s), which influence the diffusion and growth rate in
equations (6) and (7), respectively, can include any location-specific
environmental factor (e.g., temperature). We used karst terrain and deciduous
forest cover calculated from digitized maps (Tobin and Weary 2004) and the
2011 National Land Cover Database (Homer et al. 2015), respectively (Fig. 3).
We expect that the spatial availability of caves and deciduous forest habitat will
influence the diffusion of the pathogen due to the ability of bats to disperse;
however, we acknowledge many other factors could be included depending on
the goals of the study.
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Fig. 3. The Environmental covariates proportion of deciduous forest (top panel)
and karst terrain (bottom panel).
For model implementation, we first use an analytical technique called
homogenization that results in a computationally efficient approximation to the
solution of the ecological diffusion PDE (Garlick et al. 2011; Hooten et al.
2013). To solve the homogenized PDE, we use a standard finite-difference
scheme and chose 30 time steps per month, broad-scale grid cells of 100 km by
100 km, and the fine-scale grid cells of 10 km by 10 km (Farlow 1993; Garlick
et al. 2011; Hooten et al. 2013). Finer spatial discretization may be
implemented, but the resolution we chose is a reasonable trade-off between the
location accuracy of our data (mostly reported at the county-level) and what is
computationally feasible using accessible high-performance computing. For
implementation of our Bayesian model, we used a Markov chain Monte Carlo
(MCMC) algorithm with three chains. For each chain, we obtained 320,000
samples from the posterior distribution and discarded the first 20,000 samples
to ensure that the MCMC algorithm was sampling from the target (stationary)
distribution. All computations were conducted using a program in R (Appendix
S1 and S2) with optimized basic linear algebra subprograms and subroutines
written in C++ and called from R (R Core Team 2019).
3.3 Model and Software Validation
As noted by Cook et al. (2006), implementing non-standard models such as ours
often requires developing the necessary software “from scratch,” which may
increase the chance of making errors when programming. Furthermore, when
using a complex statistical model it is important to check that the parameters
are identifiable (Lele 2010). One way to check our software for errors and our
proposed model for identifiability of parameters is to use a simulated data set
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that mimics the WNS surveillance data, but where the parameter values are
known. If our software and model are able to recover the known values of the
parameters from the simulated data that mimics the WNS surveillance data,
then there is evidence that the software is error free and that the parameters in
our model are identifiable. Appendix S1 contains a simulated data example to
demonstrate that our model is capable of recovering known values of the
parameters (see Figs. S1 & S2).
In addition to a single simulated data set that mimics the WNS surveillance
data, we conducted a simulation experiment that involved simulating several
thousand data sets under different settings and fitting our proposed model to
each data set. A simulation experiment can be used to evaluate frequentist
properties of the estimated parameters, such as bias and coverage probability,
which ensures statistical inference from our model is valid (Little 2006). We
conducted a simulation experiment employing a simplified version of the model
we used for WNS surveillance data, but included a setting for multiple
introductions (see Table S3 and Figs. S6–S7 for simulation settings in Appendix
S3). For each setting, we evaluated bias of the estimated time and location as
well as the coverage probability of the 90% credible intervals (or regions) for
each parameter. We expect, unless something is pathologically wrong with our
model (e.g., unidentifiable parameters; Gustafson 2015), that point estimates
will be unbiased and the 90% credible intervals will cover the true value of the
parameters with a probability of 0.90.
For all settings, our simulation experiment shows that point estimates of the
time and location of introduction are apparently unbiased (Figs S8–S9 in
Appendix S3) and the 90% credible intervals cover the true location and time
with a probability of ≥ 0.86. Appendix S3 contains details of our simulation
experiment, full results, and computer code needed to reproduce our experiment.
3.4 Forecast Comparison
Accurate forecasts during the early stages of disease outbreak or invasion of a
novel species may be useful to inform management recommendations and
surveillance sampling. In addition to estimating the location and date of
introduction, an auxiliary benefit of Bayesian implementations of dynamic
models is that probabilistic predictions and forecasts can be obtained as a
derived quantity (Hobbs and Hooten 2015; Hefley et al. 2017b). To demonstrate
the accuracy of forecasts from our model, we used the samples collected from
2012 that were reserved for this single purpose (see WNS data description for
more detail). To facilitate comparison of our model with other non-Bayesian
approaches, we calculated the zero-one score using the posterior mean of the
probability of infection (i.e., E(pi|y)) and forecasted that an individual sample
would be WNS “positive” if E(pi|y) ≥ 0.5 and “negative” if E(pi|y) < 0.5
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(Gneiting and Raftery 2007; Gneiting 2011). Although any local and proper
scoring rule could be used, we chose the zero-one score because it can be used to
calculate the misclassification rate, which is easy to interpret and communicate
to practitioners. The misclassification rate is calculated using the 2012 data by
summing the total number of samples incorrectly classified and dividing by the
total number of samples.
As a standard of comparison, we followed Hefley et al. (2017b) and
compared the forecasting ability of our model to phenomenological
regression-type models developed for classification of binary events (e.g.,
positive/negative) from the statistics and machine learning literature (James
et al. 2013). Specifically, we compared forecasts from our model to three
approaches, which include: (1) a generalized linear model (GLM) that included
deciduous forest cover and karst terrain at the sample location and bat species
as predictor variables; (2) a generalized additive model (GAM) that included a
linear effect of the same predictor variables as the GLM, but that accounted for
spatial autocorrelation by using two-dimensional splines on a sphere (Wood
2017); and (3) the same GAM specification as in 2, but with an additional
smooth effect of time to account for increasing prevalence and temporal
autocorrelation. Details associated with the exact model specifications and
computations are reported in Appendix S2.
For each approach, we used the samples collected from 2012 and calculated
the zero-one score using the maximum (or restricted maximum) likelihood
estimate of the predicted probability of infection (pˆi) and forecasted that an
individual sample would be WNS “positive” if pˆi ≥ 0.5 and “negative” if
pˆi < 0.5. To compare forecasts with our model, we report the misclassification
rate for each approach. Although comparing forecasts among different models is
useful for quantifying forecast accuracy, this comparison is does not explicitly
evaluate the reliability of the inferred time and location of introduction.
4 Results
The year with the highest probability of introduction was 2002 (1992–2005; 90%
credible interval), which is 4 years before the first photographic evidence
documented the presence of P. destructans in the United States (Fig. 4). When
compared to the location of first detection based on photographic evidence from
2006, the posterior distribution shows an area covering 123, 798 km2 that has an
equal or higher probability of containing the point where P. destructans was
introduced (Fig. 4). This 123, 798 km2 area represents a 74% credible region
and intersects the location of first detection, but indicates that location of
introduction that are equally or more probable could be up to 510 km east of
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the first detection. For comparison, the 90% posterior credible region covers an
area of 182, 493 km2. This 182, 493 km2 regions represents 2.3% of the area
covered by the 90% prior credible region, which demonstrates a large reduction
in uncertainty due to the WNS surveillance data.
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Fig. 4. Posterior distributions of the location and date of introduction obtained
from fitting our model to the data shown in Fig. 1. The top panel shows the joint
posterior distribution of the location of introduction with red indicating a higher
probability than yellow. The beige polygon outlines an area that is equally or
more likely to contain the point of introduction when compared to the location
where white-nose syndrome was first detected in 2006 (blue dot). The gray areas
are karst formations with caves, which is likely winter bat habitat. The bottom
panel shows the marginal posterior distribution of the date of introduction. The
blue vertical line represents the earliest known photographic evidence of white-
nose syndrome on bats in the United States. Years with low probability are not
shown (i.e., before 1980).
In addition to estimating the location and date of introduction, our
approach simultaneously estimates species-specific susceptibility (Fig. 5),
diffusion and growth rates of the pathogen (Fig. 6), and can be used to forecast
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the spread of P. destructans (Fig. 7 and animation in Appendix S4). As it
relates to species-specific susceptibility, our results show that the northern
long-eared bat was the most susceptible to P. destructans whereas the big
brown bat was the least susceptible (Fig. 5). The diffusion and growth rates are
positive in many regions and show spatial variability that is attributable to
deciduous forest cover and karst terrain that contains caves (cf., Fig. 3 and Fig.
6, Fig. S3). As a result of positive growth and diffusion rates, forecasts show
that P. destructans spread rapidly across the contiguous United States (Fig. 7),
causing an overall increase in the probability of infection for all four species of
bats over time (see animations in Appendix S4).
Our forecast comparison revealed a misclassification rate of 26% for our
hierarchical Bayesian model. For comparisons, the three alternative approaches
we used resulted in misclassification rate of 43% for method one (GLM), 28%
for method 2 (GAM that included karst, forest and species as predictors and
that accounted for spatial autocorrelation) and 30% for method three (same as
method 2, but accounted for temporal dynamics and autocorrelation). A visual
comparison of the forecasts for all methods is given in Appendix S2 (Fig. S5).
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Fig. 5. The estimated species-specific susceptibility depends on the intensity of
P. destructans (u(s, t)). Shown is the expected value of the posterior distribution
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Fig. 6. The estimated diffusion rate (top panel) determines how fast the
pathogen P. destructans will spread, whereas the growth rate (bottom panel)
determines how quickly the intensity of P. destructans will increase. Deciduous
forest and karst terrain (Fig. 3) influence the posterior distributions of the diffu-
sion and growth rate leading to the spatial variability appearing in the maps.
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Fig. 7. Estimated intensity of P. destructans (u(s, t)) for January 2002–2012.
See Appendix S4 for animations showing the contiguous United States for all
months over the period 2000–2012 as well as forecasts of the probability of infec-
tion for all four species of bats. Note that the pathogen intensity, u(s, t), can be
linked to the expected pathogen abundance by integrating u(s, t) over a spatial
domain of interest (i.e.,
∫
A u(s, t)ds).
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5 Discussion
Our results reveal that it is possible to estimate the date and location of
introduction shortly after the release of a pathogen using indirect data from 397
samples collected over 4 years. Our results also demonstrate the need for
statistical thinking because the estimated date shows that the introduction likely
occurred several years before the first detected case. Conversely our results
show that the location of first detection is a plausible location of introduction,
but there is a moderate level of uncertainty surrounding the exact location.
For WNS, the estimated location and date of introduction, along with the
associated uncertainty, constitutes knowledge generated by harnessing the
information within disease surveillance data using statistically valid techniques.
Similar surveillance data is routinely collected for diseases of wildlife, plants,
livestock, and humans, but filling knowledge gaps using these data requires
statistical methods that capture dynamic processes and quantify uncertainty.
The introduction of P. destructans is suspected to have originated from a
single point source due to the clonal nature of the fungal pathogen in North
America (Drees et al. 2017). For other pathogens or pests, introductions may
occur at multiple locations. When multiple introductions occur, we explain in
Appendix S1 how our approach can be modified accordingly and potential issues
that may arise when fitting the model to data. When multiple introduction
occur, our approach could identify areas and environmental conditions where
new pathogens or pest introductions are likely to occur–effectively providing a
map that is similar to Fig. 4, but showing areas at high risk for new
introductions rather than a single past introduction. With this information, new
introductions could be anticipated and perhaps avoided or optimal monitoring
and control programs could be established (Williams et al. 2018; Laber et al.
2018).
Although our study system was epidemiological, dynamic statistical models
have been used to explain the outbreak of pests (Powell and Bentz 2014; Hooten
et al. 2013; Powell et al. 2018), the invasions of a species (Neupane and Powell
2015), the reintroduction of an extirpated species (Williams et al. 2017), and to
determine optimal monitoring of ecological processes (Williams et al. 2018).
Such a range of applications indicate that dynamic statistical models can be
used for a variety of situations including to determine the location of remnant
populations that enable outbreaks of pests, estimate the date, location, and
propagule size where invasive species were introduced, or determine the habitat
characteristics where an extirpated species can re-establish.
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