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Solving the electronic structure problem on a universal-gate quantum computer within the vari-
ational quantum eigensolver (VQE) methodology requires constraining the search procedure to a
subspace defined by relevant physical symmetries. Ignoring symmetries results in convergence to
the lowest eigenstate of the Fock space for the second quantized electronic Hamiltonian. Moreover,
this eigenstate can be symmetry broken due to limitations of the wavefunction ansatz. To address
this VQE problem, we introduce and assess methods of exact and approximate projection operators
to irreducible eigen-subspaces of available physical symmetries. Feasibility of symmetry projection
operators in the VQE framework is discussed, and their efficiency is compared with symmetry con-
straint optimization procedures. Generally, projectors introduce higher numbers of terms for VQE
measurement compared to the constraint approach. On the other hand, the projection formalism
improves accuracy of the variational wavefunction ansatz without introducing additional unitary
transformations, which is beneficial for reducing depths of quantum circuits.
I. INTRODUCTION
The variational quantum eigensolver (VQE) method1–3
is one of the most practical approaches to the electronic
structure problem on current and near future universal
quantum computers. VQE implements variational mini-
mization procedure of finding the lowest eigenstate engag-
ing both quantum and classical computers. The quantum
computer operates in terms of qubit operators and qubit
wavefunctions; its role is to set up a trial qubit wavefunc-
tion and to measure its energy on a qubit Hamiltonian
for obtaining the energy expectation value. To reformu-
late the system electronic Hamiltonian (Hˆe) in a qubit
form (Hˆq), usually, Hˆe is taken in the second quantized
form and is transformed iso-spectrally using the fermion-
spin transformations such as Jordan–Wigner (JW)4,5
or more resource-efficient Bravyi–Kitaev (BK).6–10 This
setup leaves suggestions of new trial wavefunctions based
on the collected expectation energy value from a previ-
ous trial wavefunction to a classical computer. Thus, the
steps on classical and quantum computers are iterated
until convergence of the energy. The VQE was success-
fully employed on several quantum computers and used
for a few small molecules up to BeH2
11 and H2O.
12,13
Note that even though the wavefunction optimization
problem is not solved on a quantum computer, the main
advantage of the hybrid VQE scheme is a compact repre-
sentation of a unitary ansatz for the wavefunction. One
of the standard unitary hierarchies of approximations for
the wavefunction is the unitary coupled cluster (UCC)
method. At any finite level of excitations starting from
doubles, the number of terms in UCC equations grow
exponentially with the size of the system on a classical
computer, while the number of parameters for the VQE
optimization grows only polynomially. It was found re-
cently that even though the UCC hierarchy is generally
more efficient than a regular coupled cluster hierarchy in
capturing the electron correlation energy, it still breaks
down for strongly correlated models.14
One of the issues related to the search procedure is
that VQE starts from the full Fock space of the origi-
nal fermionic problem and maps it iso-spectrally to the
Hilbert space of N qubits. Thus, states of all possi-
ble number of electrons are present in the qubit Hilbert
space. To optimize a particular electronic state with a
fixed number of electrons or spin it is necessary to con-
strain the search process to a particular segment of the
qubit Hilbert state.2 Previously, symmetry constraints
were introduced via penalty functions.12 These penalties
help to direct the variational search but they do not guar-
antee the optimal wavefunction to be of the correct sym-
metry, only its expectation values to coincide with the
right quantum number while variances can be nonzero.
Recently, solutions to this problem for some symmetries
was proposed through introducing symmetry-preserving
circuits.15,16
Interestingly, symmetries in VQE are not only necessi-
ties for accessing higher states in the Fock space but also
means to improve the accuracy. Some simple symmetries
(e.g. the parity of the electronic number) were used to
mitigate errors originating from noise by measuring en-
tangled ancilla qubits.17,18 Also, due to commutativity of
some Hamiltonian terms with the electron number sym-
metry operator, errors in preparation or measurement of
the wavefunction can be identified from the wavefunction
read-out after measurement of these terms.12
In this paper we would like to address the question
whether introducing projector operators on Hamiltonian
symmetries can be a better alternative to introducing
constraints? General procedures of introducing both con-
straints and projectors are considered. A particular at-
tention is dedicated to generating compact qubit forms
2for symmetry projectors, which was a problem discov-
ered in earlier studies.19,20 This appears to be possible
only for some symmetries while for others only approxi-
mate expressions are feasible. Complexity of the operator
entering the VQE minimization process becomes impor-
tant due to necessity of measurement of its components.
Only single qubit measurements are available in the cur-
rent architectures, this limits the elementary measurable
operator parts to linear combinations of operators that
commute with each other at a single qubit level.21
Apart from imposing physical symmetries to direct the
VQE search process in the Fock space to a Hilbert sub-
space of interest, it was found recently that symmetry
projectors allow for more efficient search for the wave-
function of strongly correlated systems on a classical
computer.22 In this context, devising symmetry projec-
tors and employing them within the variational proce-
dure (i.e. variation-after-projection type of methods)
provides more efficient use of variational parameters in
the wavefunction ansatz. One rationale for this can be
that the wavefunction ansatz does not need to use varia-
tional parameters for maintaining the right symmetry but
only to lower the energy. Thus, development of projec-
tion techniques in quantum computing can be an efficient
approach to treatment of strongly correlated systems.
The rest of the paper is organized as follows. Sec-
tion II presents theory of symmetry projection construc-
tion, compares different ways of using projectors and con-
straints in the VQE procedure, discusses approaches to
building approximate projectors and their relations with
constraints, and provides qubit space expressions for op-
erators involved in the VQE optimization. In Sec. III we
assess various symmetry projection and constraint tech-
niques on a set of three molecular systems (H2, LiH, and
H2O) within the qubit mean-field approach. Section IV
concludes by providing summary and outlook.
II. THEORY
A. Use of symmetry
Here we review basic elements of symmetry use in the
eigenvalue problem. Most of the material can be found
in various textbooks but to keep the paper self-contained
we review it here with a special emphasis on treatment of
multiple symmetry operators that do not generally com-
mute with each other (i.e. non-abelian case).
For any Hamiltonian one can find a set of operators
{Oˆi} commuting with the Hamiltonian, [Hˆ, Oˆi] = 0.
However, in general, these operators do not commute
with each other [Oˆi, Oˆj ] 6= 0. On the one hand, non-
commutativity introduces a problem that there is no com-
mon set of eigenfunctions for all symmetry operators, but
on the other hand, it allows us to generate additional
operators that commute with Hˆ by forming all possible
nontrivial commutators within the {Oˆi} set. This process
leads to an algebraic structure, where all Oˆi operators in
the augmented set satisfy the condition
[Oˆi, Oˆj ] =
∑
k
c
(k)
ij Oˆk, (1)
here c
(k)
ij are some constants. Mathematically speaking,
we have obtained a Lie algebra which consists of opera-
tors commuting with the Hamiltonian and thus are re-
ferred to as symmetries.23
In this general case, the eigenfunctions of the Hamilto-
nian correspond to particular irreducible eigen-subspaces
of the symmetry operators which are not necessarily one
dimensional as in the abelian case. Considering the struc-
ture of these irreducible eigen-subspaces is necessary to
build proper constraints or projectors.
For the purpose of constructing projection operators
on eigen-spaces of the symmetry operators {Oˆi}, it is
useful to separate two cases based on whether, in addition
to the Lie algebraic structure, {Oˆi} form a multiplicative
group OˆiOˆj = Oˆk (e.g. point group symmetries) or not
(e.g. electron spin su(2) Lie algebra).
Existence of the group structure allows one to gener-
ate projectors on the group irreducible representations
following the standard procedure
PˆΓ =
dΓ
|G|
|G|∑
k=1
χ∗Γ(Oˆk)Oˆk, (2)
where Γ is the irreducible representation of interest, dΓ
is the dimension of Γ, and χΓ(Oˆk) are characters for the
group elements. Oˆk are generally not unitary operators,
but any finite group can be represented as a set of unitary
operators. Therefore, we will consider Oˆk’s forming a
finite group as unitary.
In absence of a group structure, the Lie algebra can be
turned into a continuous Lie group using the standard ex-
ponential mapping. Then the same standard machinery
as in finite groups can be extended to continuous com-
pact groups to formulate projection operators. However,
switching from the algebra to a group is not necessary
to obtain the projectors onto irreducible representations
of the algebra. Moreover, irreducible representations of
the underlining Lie algebra are still necessary for con-
structing projectors onto irreducible representations of
the group.
Standard techniques to build irreducible representa-
tion of simple and semisimple Lie algebras (e.g. su(2),
the electron spin) are well described in various mathe-
matical textbooks.24,25 We will not detail them here with
the exception of only a few elements relevant to efficient
construction of the projectors. In any semisimple Lie al-
gebra one can select a maximal commuting sub-algebra
(Cartan sub-algebra), this sub-algebra will form the max-
imal set of all mutually commuting operators that define
good quantum numbers (weights). For the well-known
su(2)-case, the usual choice of the Cartan sub-algebra is
the Sˆz operator. To further characterize the irreducible
representations one can construct Casimir operators, the
3operators which commute with all elements of the alge-
bra. By Schur’s lemma this commutativity makes any
Casimir operator to be equivalent to the identity mul-
tiplied by a constant for any irreducible representation.
These constants are eigenvalues of Casimir operators on
irreducible representations and along with the full set
of quantum numbers fully characterize the basis of ir-
reducible representations. In the su(2)-case, Sˆ2 is the
Casimir operator and its eigenvalue S(S + 1) along with
that for Sˆz , M = −S, ..., S, fully characterize the basis
of all irreducible representations. For larger semisimple
algebras, Racah26 showed that it is always possible to
construct enough Casimir operators such that their eigen-
values will fully specify the irreducible representations of
the semisimple algebra of interest. Thus, to construct
projectors on the basis states of irreducible representa-
tions it is enough to construct projectors on eigenstates
of all operators of the Cartan sub-algebra and Casimir
operators.
This consideration allows one to formulate a set of
mutually commuting operators whose eigenvalues fully
characterize irreducible eigen-subspaces of any semisim-
ple Lie algebra. From the computational point of view,
it is convenient to present projectors for each of the op-
erators in the commuting set Oˆi as an operator function
Pˆ
(i)
j = F (Oˆi, o
(i)
j ), where o
(i)
j is the eigenvalue determin-
ing the eigen-subspace of interest. Then the total projec-
tor can be written as
PˆΓ =
∏
i
F (Oˆi, o
(i)
j ), j ∈ Γ (3)
where the eigenvalues o
(i)
j should be chosen so that the
projection is done on a particular irreducible subspace of
the Lie algebra, Γ. All operators Oˆi in Eq. (3) commute,
and therefore, their projectors can be put in any order.
B. Construction of projectors for individual
symmetry operators
For practical use of Eq. (3) we summarize a few ap-
proaches for constructing functional forms for individual
symmetry projectors Pˆ
(i)
j = F (Oˆi, o
(i)
j ), while more de-
tailed discussion is provided in Ref. 27. The majority of
symmetry operators have discrete spectra, and the corre-
sponding function F can be constructed from some differ-
entiable representation of the Kronecker-delta function.
To see this, let us present the projector as
Pˆ
(i)
j =
∑
n
|φ(i)n 〉 〈φ(i)n | δnj (4)
=
∑
n
|φ(i)n 〉 〈φ(i)n |F (x, o(i)j )|x=o(i)n , (5)
where |φ(i)n 〉 are the eigenfunctions of Oˆi corresponding
to eigenvalues o
(i)
n . Here, we substituted the Kronecker-
delta function δnj with a differentiable function F (x, o
(i)
j )
of the form
F (x, o
(i)
j ) =


1, x = o
(i)
j ,
0, x = o
(i)
n , n 6= j,
ξ(x) ∈ [0, 1], x 6= o(i)n , ∀n,
(6)
where ξ(x) can be any smooth function for intermediate
values of x. Due to its differentiability, one can expand F
in the Taylor series, and this expansion defines F (Oˆi, o
(i)
j ).
There are multiple ways to define F (x, o
(i)
j ),
27 here we list
the two most useful:
1) Integration over a unit circle:
F (x, o
(i)
j ) =
1
2pi
∫ 2pi
0
eiφ(x−o
(i)
j
)dφ. (7)
Here, for any x 6= o(i)j we obtain zero. Such selectivity
comes with a price of introducing the integral.
2) The Lagrange interpolation product:
F (x, o
(i)
j ) =
∏
n6=j
x− o(i)n
o
(i)
j − o(i)n
, (8)
which is less restrictive since for x-values in between the
eigenvalues the functional value is not fixed to zero or
one. The Lo¨wdin spin projector uses Eq. (8).28
Equation (8) is especially useful to build projectors
for operators with finite number of eigenvalues. Inter-
estingly, for such operators, projectors based on Eqs. (7)
and (8) are the same. This is a consequence of the Cayley-
Hamilton theorem29 because there is only a finite num-
ber of linear independent powers for operators with finite
spectra. Thus, any function of such an operator is equiv-
alent to anM − 1 polynomial, whereM is the number of
eigenvalues.
Another interesting connection can be found between
projectors based on Eq. (7) and generalization of the
group projector in Eq. (2) to a continuous group. It
is straightforward to see that g(Oˆi, φ) = exp[iφOˆi],
where φ ∈ [0, 2pi] forms a continuous compact one-
parametric cyclic group, g(Oˆi, φ
′)g(Oˆi, φ
′′) = g(Oˆi, φ),
φ = mod (φ′ + φ′′, 2pi). All cyclic groups are abelian
and have one-dimensional irreducible representations, in
this case, irreducible representations are characterized by
o
(i)
j , with characters exp[iφo
(i)
j ]. Therefore,
Pˆ
(i)
j =
1
2pi
∫ 2pi
0
dφeiφ(Oˆi−o
(i)
j
), (9)
can be interpreted both as the result from Eq. (7) and as
the continuous group extension of Eq. (2).
C. Constraining the energy minimization
Two main approaches to impose symmetry constraints
in the variational search are addition of penalty func-
tions and projecting out irrelevant symmetries. We
4give a brief overview of different schemes within these
two approaches. It will be assumed that some uni-
tary parametrization is used for the wavefunction, |ψ(θ)〉,
where θ is a set of parameters.
Adding penalty for deviation from correct average val-
ues requires minimization of the following functional
Ec[|ψ(θ)〉] = 〈ψ(θ)| Hˆ |ψ(θ)〉 (10)
+ µ
∑
i
(〈ψ(θ)| Oˆi |ψ(θ)〉 − o(i)j )2,
where {Oˆi} are mutually commuting symmetry operators
with their eigenvalues o
(i)
j defining a certain irreducible
subspace. This approach has been implemented in con-
strained VQE (CVQE) and has the advantage of simplic-
ity (only averages of the symmetry operators are needed).
The shortcomings of CVQE is that the symmetry is sat-
isfied only on average, and it is possible that variances of
Oˆi are non-zero.
Adding penalty for deviation from the correct averages
and non-zero variances extends the Lagrange functional
of Eq. (10) by adding penalties for variances
E˜c[|ψ(θ)〉] = Ec[|ψ(θ)〉] + µ
∑
i
〈ψ(θ)| Oˆ2i |ψ(θ)〉
− 〈ψ(θ)| Oˆi |ψ(θ)〉2 . (11)
It is straightforward to show that the variance of the op-
erator reaches its minimum (zero) only on its eigenstates
(see appendix A). Thus, for the computational price of
evaluating expectation values of squares of the symmetry
operators we can impose the symmetry completely. Also,
minimization in Eq. (11) is equivalent to modification of
the Hamiltonian as
Hˆc = Hˆ + µ
∑
i
(Oˆi − o(i)j )2 (12)
in the regular variational procedure.
One unpleasant feature of both constraint approaches
is the presence of arbitrary parameter µ which is usually
set to a large positive number. This arbitrariness does
not affect results if the variational ansatz |ψ(θ)〉 is flexible
enough to satisfy the constraint exactly. However, if this
condition is not satisfied, µ can significantly affect the
final energy.
Another limitation for both approaches is that treat-
ment of non-abelian group symmetries will require intro-
ducing the projector on irreducible subspace (Eq. (2)).
Introducing projectors to penalize undesired symmetry
components addresses constraining the energy minimiza-
tion for non-abelian groups. If the projector to an eigen-
state of the right symmetry is available then we can mod-
ify the Hamiltonian to introduce the penalty for compo-
nents of undesired symmetry
HˆΓ = Hˆ + µ(1− PˆΓ). (13)
Here we used the idempotency condition for the projector
(Pˆ 2Γ = PˆΓ) so that non-negative operator (1 − PˆΓ)2 is
reduced to (1−PˆΓ). This approach is generally equivalent
to imposing constraints on averages and variances, but
has the advantage of addressing the non-abelian group
symmetry cases. On the other hand, it can introduce
more complex dependence on the symmetry operators
from Eq. (3) for PˆΓ.
Projecting out undesired symmetries introduces the
functional that projects out undesired symmetry compo-
nents from the wavefunction
EΓ[|ψ(θ)〉] = 〈ψ(θ)| Pˆ
†
ΓHˆPˆΓ |ψ(θ)〉
〈ψ(θ)| Pˆ †ΓPˆΓ|ψ(θ)〉
(14)
=
〈ψ(θ)| HˆPˆΓ |ψ(θ)〉
〈ψ(θ)| PˆΓ|ψ(θ)〉
, (15)
where the second equality is a result of the projection
operator’s commutation with Hˆ , hermiticity, and idem-
potency. Note that the point of view that the projector
modifies the wavefunction makes Eq. (15) significantly
different from the approaches based on penalties. In-
deed, having the projector in the denominator is an essen-
tial feature that differentiates this expression from other
forms. To see this, let us consider an alternative, where
a function commuting with the Hamiltonian Fˆ is intro-
duced only to the numerator
EF [|ψ(θ)〉] = 〈ψ(θ)| Fˆ†HˆFˆ |ψ(θ)〉 (16)
= 〈ψ(θ)| HˆFˆ†Fˆ |ψ(θ)〉 (17)
= 〈ψ(θ)| Hˆ + µ(1− PˆΓ) |ψ(θ)〉 , (18)
where in the last equality we defined Fˆ†Fˆ = 1 +
µHˆ−1(1 − PˆΓ). Thus variational optimization of
EF [|ψ(θ)〉] is equivalent to the optimization of the HˆΓ
Hamiltonian in Eq. (13).
D. Approximate projectors
As we will see further the exact projector expressions
are not always feasible for an efficient implementation.
Here we present two approaches for approximating pro-
jection operators.
1. Group theoretical approximation: Forming subgroups
To simplify general expressions for the group projec-
tion in Eq. (2) or in the analogous infinite summation
over the cyclic group in Eq. (9), one can reduce the sum-
mation to that over a subgroup that permits an efficient
implementation. For example, integration over an infi-
nite cyclic group can be substituted by a summation over
a finite cyclic subgroup. Note that for operators with
spectra where ratios of spectral gaps for the eigenvalue
with its neighbors form a finite set of rational numbers
(e.g., Sˆ2, Sˆz or the number of electrons operator, Nˆ) one
can form a finite cyclic subgroup {Uˆk}, with the genera-
tor Uˆ = exp(2piiOˆi/(dM)), where dM is a scaling factor
5that makes all eigenvalues of Oˆi to be rational numbers.
The characters of sought irreducible representations are
χΓ(Uˆ
k) = exp(2piiΓk/(dM)), where Γ’s are eigenvalues
of Oˆi, o
(i)
j . The size of {Uˆk} can be regulated by choosing
dM .
2. Appoximating the Kronecker-delta function
The exact projector was obtained using a form of con-
tinuous indicator function for the corresponding symme-
try operator (Eq. (6)). To introduce approximations to
projectors one can be less strict on how many eigenvalues
will be zeroed by an approximate version of the continu-
ous representations of the Kronecker-delta function
F(x, o(i)j ) =


1, x = o
(i)
j ,
0, x = o
(i)
n , o
(i)
n ∈ S,
ξ(x), x 6∈ S ∪ o(i)j ,
(19)
where ξ(x) is an arbitrary function maintaining smooth-
ness, and S is an incomplete set of eigenvalues for the
target symmetry operator that one would like to elimi-
nate. This definition does not guarantee the idempotency
when the Hermitian symmetry operator Oˆi is made an ar-
gument, F(Oˆi, o(i)j )2 6= F(Oˆi, o(i)j ) but still preserves the
Hermiticity F(Oˆi, o(i)j )† = F(Oˆi, o(i)j ). Using this approx-
imation in the variational approach results in
EF [ψ] =
〈ψ| Fˆ†HˆFˆ |ψ〉
〈ψ| Fˆ†Fˆ |ψ〉 (20)
=
〈ψ| HˆFˆ2 |ψ〉
〈ψ| Fˆ2 |ψ〉 . (21)
The wavefunction in this functional can be expanded in
mutual eigenstates {φk} of Hˆ and symmetry operator Oˆi
EF [ψ] =
∑
k ek|ck|2f2k∑
k |ck|2f2k
, (22)
where |ψ〉 = ∑k ck |φk〉, Hˆ |φk〉 = ek |φk〉, and Fˆ |φk〉 =
fk |φk〉. fk is one for the target symmetry state, is zero for
|φk〉 corresponding to symmetries from the elimination
set S, and is greater than one for all other states. If
the target state has the lowest energy among all states
excluding those from the S set, the variational procedure
will easily converge to the target state. Due to variational
procedure, the only spurious symmetry components in
|ψ〉 after the optimization of Eq. (21) can be from the S
set. Thus, |ψ〉 can be further purified by application of
the Fˆ operator.
In practice, projectors satisfying these constraints can
be constructed through Eq. (8)
F2(x, o(i)j ) =
even∏
n
x− o(i)n
o
(i)
j − o(i)n
even∏
k
x− o(i)k
o
(i)
j − o(i)k
(23)
where S consists of even numbers of o
(i)
k and o
(i)
n such
that o
(i)
k < o
(i)
j < o
(i)
n . To minimize the number of terms
in Eq. (23) one can take zero number of terms for one of
the sets (o
(i)
k or o
(i)
n ) and two for the other.
E. Operators in the qubit space
Here we summarize the Hamiltonian and all of its sym-
metry operators for molecules in the qubit space. For
all operators, their fermionic second-quantized form, JW-
and BK-transformed qubit forms, exact and approximate
projectors are discussed.
1. Hamiltonian
In order to formulate the electronic structure problem
for a quantum computer that operates with qubits (two-
level systems), the electronic Hamiltonian needs to be
transformed iso-spectrally to its qubit form. This is done
in two steps. First, the second quantized form of Hˆe is
obtained
Hˆe =
∑
pq
hpq aˆ
†
paˆq +
1
2
∑
pqrs
gpqrsaˆ
†
paˆ
†
qaˆsaˆr, (24)
where aˆ†p (aˆp) are fermionic creation (annihilation) oper-
ators, hpq and gpqrs are one- and two-electron integrals
in a spin-orbital basis.30 This step has polynomial com-
plexity and is carried out on a classical computer. Then,
using the JW4,5 or more resource-efficient BK transfor-
mation,6–10 the electronic Hamiltonian is converted iso-
spectrally to a qubit form
Hˆq =
∑
I
CI WˆI , (25)
where CI are numerical coefficients, and WˆI are Pauli
“words”, products of Pauli operators of different qubits
WˆI = · · · σˆ(I)2 σˆ(I)1 , (26)
σˆ
(I)
i is one of the xˆ, yˆ, zˆ Pauli operators for the i
th qubit.
The number of qubits N is equal to the number of spin-
orbitals used in the second quantized form [Eq. (24)].
Since every fermionic operator is substituted by a prod-
uct of Pauli operators in both JW and BK transforma-
tions, the total number of Pauli words in Hˆq scales as
N4.
62. Electron number operator
The electron number operator has the following forms
in various representations
Nˆ =
No∑
p=1
a†pap, (27)
NˆJW =
Nq
2
− 1
2
Nq∑
k=1
zˆk, (28)
NˆBK =
Nq
2
− 1
2
Nq∑
k=1
zˆF (k), (29)
where No is the number of orbitals (No = Nq), F (k) is
the flip set of qubit k, and F (k) = F (k) ∪ k,7 while
zˆF (k) stands for zˆ’s applied to all qubits in F (k). Let
us consider the exponential form of the projector to the
number of electrons
PˆN =
1
2pi
∫ 2pi
0
dφeiφ(Nˆ−N) (30)
=
1
2pi
∫ 2pi
0
dφe−iφN
Nq∏
k=1
eiφ(ckWˆk) (31)
=
1
2pi
∫ 2pi
0
dφe−iφN
Nq∏
k=1
[cos(ckφ)1 (32)
+iWˆk sin(ckφ)],
where Wˆk are Pauli words constituting Nˆ and ck are
corresponding coefficients, all Wˆk are mutually commut-
ing therefore exponent of Nˆ is presented as a product
of ckWˆk exponents. The last integral in Eq. (32) con-
tains 2Nq terms, hence the scaling of the number of terms
in this projector is exponential with Nq. The origin of
this problem can be traced to ultra-high precision of the
projector in Eq. (30), it separates an N -electron com-
ponent from any other component even if the number
of electrons in the separated components are different
from the desired number by infinitesimal amount (e.g.
N ± 10−10). Clearly, such precision is somewhat exces-
sive, and if we construct a finite subgroup built of two
elements {1, exp[ipiNˆ ]}, projectors on irreducible repre-
sentations of this cyclic subgroup can separate even/odd-
electron subspaces. The important question is whether
such reduction would simplify the form of the projector
operator? It does for the BK and Parity forms of the Nˆ
(Eq. (29))
Pˆe/o =
1
2
{
1± exp[ipiNˆBK]
}
(33)
=
1± zˆNq
2
. (34)
This is a well known symmetry in the BK or parity trans-
formations where the last qubit encodes information of
the parity of number of electrons.
3. Electron spin operators
Using the second quantization expressions for Sz and
its BK and JW transformations one can write
Sˆz =
1
2
No/2∑
p=1
a†pαapα − a†pβapβ (35)
Sˆz,JW =
1
4
Nq/2∑
p=1
zˆpβ − zˆpα (36)
Sˆz,BK =
1
4
Nq/2∑
k=1
zˆF (2k) − zˆF (2k−1) (37)
Similarly for the Sˆ+ component of Sˆ
2 = Sˆ+Sˆ−+ Sˆ
2
z + Sˆz
we can write
Sˆ+ =
No/2∑
p=1
a†pαapβ (38)
Sˆ+,JW =
1
4
Nq/2∑
k=1
(xˆ2k−1 − iyˆ2k−1)(xˆ2k + iyˆ2k) (39)
Sˆ+,BK =
1
4
Nq/2∑
k=1
(1− zF (2k)\2k−1)(xˆ2k−1 − iyˆ2k−1) (40)
while Sˆ− = Sˆ
†
+ in all forms. Equations (37), (39) and
(40) assume the spin-orbital’s ordering (α, β, α, β ...).
If we use the exponential function to build projectors
for Sˆz and Sˆ
2 the same problems as in the case of Nˆ
will appear. Moreover, in the Sˆ2 case, the exponent will
contain non-commuting Pauli words, which complicates
the final expression even further. On the other hand,
projector built from Sˆz has limited use. It can be used to
avoid singlet solution through projecting out Sz = 0 but
it cannot guarantee singlet solution through projecting
out all Sz 6= 0.
It is more natural to build approximations for projec-
tors of these spin operators based on the Lo¨wdin projec-
tion from Eq. (8)
PˆS =
∏
Sj 6=S
Sˆ2 − Sj(Sj + 1)
S(S + 1)− Sj(Sj + 1) . (41)
This form contains potentially a large number of powers
of the Sˆ2 operator, which increases the computational
cost of PˆS . To build approximate functions similar to
the discussed F in Eq. (21) we suggest to resort to prod-
ucts limited in S. The spin eigenvalues included in the
product correspond to the S subset of Eq. (19) and their
eigenstates are projected out exactly. It is assumed that
eigenstates that are not projected out are higher in en-
ergy and the variational procedure will avoid them. To
minimize powers of Sˆ2 one can approximate Fˆ2 directly
using a limited product with an additional requirement
of non-negativity. Also, it can be assumed that the pro-
jection on even and odd number of electrons can always
7be done easily. For example, to construct an approximate
non-negative singlet projector within the even number of
electrons subspace that will project out triplet states one
can use
Fˆ2S=0 =
(
2− Sˆ2
2
)(
6− Sˆ2
6
)
, (42)
this projector also eliminates quintet states.
4. Point group symmetry operators
Assuming {Oˆk} are elements of a finite point group
G, their reducible matrix representations O(k) in a given
set of symmetry adapted orbitals {φ1, φ2, . . . , φNo} have
elements O
(k)
ij = 〈φi| Oˆk |φj〉 and possess block diago-
nal forms. Dimensionalities of non-zero blocks are de-
termined by dimensionalities of the corresponding ir-
reducible representations (e.g., A,B,E, T, etc). All
one-dimensional irreducible representations are given by
O
(k)
ii = χΓ,i(Oˆk) ∈ {−1, 1}, where χΓ,i(Oˆk) is the charac-
ter for the irreducible representation Γ of the ith orbital
under action of Oˆk.
In second quantization, the unitary orbital transforma-
tion corresponding to Oˆk is
Oˆk = exp(−κˆ), κˆ =
∑
ij
κija
†
iaj , (43)
where κij are elements of anti-Hermitian block-diagonal
matrix κ = − ln(O(k)), and κˆ’s dependence on k is kept
implicit for notational simplicity.
For one-dimensional irreducible representations κii ∈
{0, ipi}. Hence, for the abelian groups, where all irre-
ducible representations are one-dimensional, the second
quantized orbital transformation operator Oˆk is
Oˆk =
∏
j
exp(−κjja†jaj). (44)
This results in the following forms of the JW, parity, and
BK representations
Oˆk,JW =
∏
i∗
zˆi∗ (45)
Oˆk,P =
∏
i∗
zˆi∗ zˆi∗−1 (46)
Oˆk,BK =
∏
i∗
zˆF (i∗), (47)
where {φi∗} is a subset of the orbitals such that χΓ(i∗) =
−1 ∀ φi∗ .
For a general case of a non-abelian group some orbitals
can correspond to irreducible representations of non-unit
dimensionality. Due to anti-hermiticity, κˆ can be recast
as
κˆ =
∑
i
κiia
†
iai
−
∑
i<j
(ℜ(κij)(a†jai − a†iaj)− iℑ(κij)(a†iaj + a†jai)),
(48)
from which the qubit-space operator may be obtained by
fermion-to-qubit mappings for the JW and parity repre-
sentations
κˆJW =
∑
i
κii
2
(1− zˆi)− i
2
∑
i<j
(
ℜ(κij)(yˆixˆj − xˆiyˆj)−ℑ(κij)(yˆiyˆj + xˆixˆj)
)
zˆi↔j (49)
κˆP =
∑
i
κii
2
(1− zˆizˆi−1)− i
2
∑
i<j
(
ℜ(κij)(zˆi−1xˆiyˆj−1 − yˆixˆj−1zˆj) + ℑ(κij)(yˆiyˆj−1 + zˆi−1xˆixˆj−1 zˆj)
)
xˆi↔j−1, (50)
where σˆi↔j (σ = x, y, z) denotes products σˆi+1...σˆj−1.
The BK transformed expression has a similar structure
but in its general form is more complicated to write.
Exponentiation of the off-diagonal elements gives a lin-
ear combination of Pauli words with an upper bound of
22d−1 terms per a d-dimensional block in κˆ. Individual
blocks commute, thus the total complexity of implement-
ing Oˆk has upper bound
∏M
i 2
2di−1 forM di-dimensional
blocks. In practice, these estimates are too conservative
because there are some cancellations that require knowl-
edge of a particular algebra. We illustrate the full process
of constructing the projectors for all irreducible represen-
tations of the C3v group for a doubly degenerate E-type
orbital basis in appendix B.
When constructing finite point group projectors, one
can tailor the level of symmetry employed, depending on
the subspace of interest. For example, given two irre-
ducible representations Γ and Γ′ of group G such that
projection by PΓ and PΓ′ yield two distinct subspaces,
one may consider building the projectors in a proper sub-
group H < G, under condition that Γ and Γ′ remain
distinct through the descent in symmetry H ← G. This
8has the practical advantage of reducing the number of
unitary operations in PΓ and PΓ′ since |H | < |G|. Fur-
thermore, for high symmetry molecular systems such as
those belonging to linear groupsD∞h and C∞v, construc-
tion of the projectors in an overgroup F > G may further
split the spectrum, such that G is a proper subgroup of
the highest-order group the polyatomic system of inter-
est belongs to (e.g. D∞h or C∞v), under condition that
irreducible representation Γ of group G may split to irre-
ducible representations Γ′, Γ′′, . . . by ascent in symmetry
G→ F . Thus, the full set of available symmetry elements
to the molecular system may be viewed as a practical re-
source in the context of point group projectors, for the
extent of which we employ is available as choice.
5. Low-qubit-number symmetries
One of the difficulties in implementing projectors of
regular symmetries (e.g., number of electrons and spin)
stems from involvement of all qubits in their operators.
Here, we suggest that in some cases, it is possible to ob-
tain few-qubit operators that commute with the molec-
ular Hamiltonian. Finding such symmetry operators
can be done by considering zero commutator problem
[Hˆ, Oˆ(αi)] = 0, where αi are Oˆ’s parameters as a lin-
ear algebra problem in the space of Pauli words. For
example, any single qubit operator can be parametrized
as α1xˆ + α2yˆ + α3zˆ, its commutator equation with the
Hamiltonian will have α1 = α2 = 0, α3 = 1 solution
for the last qubit in the BK transformed Hamiltonian.
Similarly, one can do excessive search with two-qubit op-
erators where the total number of parameters is 15 for
each pair. Building a projector on eigen-subspaces of
such few-qubit operators can be done using the exponen-
tiation [Eq. (9)].
III. NUMERICAL RESULTS AND DISCUSSION
To assess developed projector expressions we apply
them in evaluation of potential energy surfaces (PESs)
for the H2 and LiH molecules within the STO-3G basis
and for the H2O molecule within the 6-31G basis. The
PES for H2O was calculated along symmetric stretch dis-
tance R(O−H). To generate qubit Hamiltonians, the BK
transformation was used for H2 and H2O while the parity
transformation was employed for LiH. For each system
two qubits are stationary (2nd and 4th in H2, 3rd and 6th
in LiH, and 4th and 8th in H2O).
31 Therefore, the zˆ oper-
ators for these qubits were substituted with eigenvalues
±1 so that solutions of interest are within the reduced
subspace. This reduction is equivalent to projecting to
the even number of electrons using Eq. (34), and thus,
the Pˆe/o projector is not going to be used further.
We used qubit mean-field (QMF)32 as the wavefunc-
tion ansatz for all calculation except to obtain exact en-
ergies, which were evaluated via full diagonalization of
the qubit Hamiltonian. QMF is the simplest level of ap-
proximation that allows us to illustrate clearly how intro-
duced constraints and projections can improve its devia-
tion from the exact result. For the projector formalism,
the energies are evaluated through Eqs. (15) and (21) for
exact and approximate projectors respectively. Table I
illustrates the increase in the number of Pauli words from
introducing projector operators. To compare the projec-
tor formalism with its constraining alternative we provide
results of constrained QMF (CQMF) calculations where
both averages and variances of symmetry operators were
constrained [Eq. (11)].
a) Number of electrons: The qubit reduction restricted
the number of electrons in the three molecules to the
following sets: (0,2, 4) for H2, (0,2, 4, 6) for LiH, and
(0, 2,4, 6, 8) for H2O, where we highlight in bold the neu-
tral configurations. Based on these configurations it is
clear that approximation for the electron number pro-
jector F2N as in Eq. (23) is only possible for LiH and
H2O by projecting (4, 6) and (6, 8) subspaces respectively.
For H2, the only electron number projector is the exact
one, PˆN , which projects (0, 4) subspaces. Variation-after-
projection (VAP) with PˆN for H2 recovers the ground
state obtained through full diagonalization of the qubit
Hamiltonian (Fig. 1). Similarly for LiH, PˆN in VAP
achieves significant energy lowering compared to the con-
strained counterpart. In addition, we found that using
approximate projector F2N results in an identical curve
to that of PˆN (Fig. 2). The “hump” on the CQMF
(N = 2) curve is associated with the spin symmetry
breaking between singlet and triplet configurations. For
H2O, PˆN and F2N produce insignificant energy lowering
for R ≤ 1.75A˚, for larger bond distances QMF solutions
switch to S2 = 6 and exact and approximate projectors
do not affect energy values (Fig. 3).
For all three systems projectors result in no more than
twice of the number of terms of the original Hamiltonian.
Interestingly, due to some term cancellation, the approxi-
mate projector generated more terms than the exact one
in its product with the H2O Hamiltonian (see Table I).
b) Electron spin: After the qubit reduction, the H2
Hamiltonian is in the singlet subspace and therefore does
not require any spin projection, the LiH Hamiltonian has
only singlet and triplet subspaces, and the H2O Hamil-
tonian contains singlet, triplet, and quintet subspaces.
These restrictions make approximate singlet spin projec-
tions equal to the exact one for LiH and H2O. For both
systems, the QMF state undergoes symmetry-breaking
transition as internuclear distance increases. Using the
singlet projectors, we obtain singlet neutral solutions for
LiH and H2O of lower energies in comparison to CQMF
(Figs. 2 and 4). However, for H2O, the QMF quintet
(S2 = 6) solutions at R ≥ 1.85A˚ are closer to the ex-
act ground state energy than the symmetry projected
singlet solutions, which indicates need for correlation for
further improvement of energy of the singlet state. The
low energy of the quintet is not accidental because for
this high spin configuration within the considered qubit
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FIG. 1. PESs of H2 evaluated in the neutral (N = 2) sub-
space.
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FIG. 2. PESs of LiH evaluated in variety of subspaces: neutral
(N = 2), singlet (S2 = 0), and the low-qubit-number (LQ)
symmetry with N + 2Sz = 2 (Sz = 0).
space, QMF provides the exact answer.
c) Low-qubit-number symmetries: For LiH and H2O,
operators involving a half of all qubits are found as the
following linear combination Oˆ = Nˆ + 2Sˆz. Projectors
targeting the Oˆ subspace corresponding to neutral closed-
shell (Sz = 0) species were constructed. For LiH, the pro-
jector achieves significant energy lowering with respect to
the QMF solution (Fig. 2). In the H2O case, minor ad-
vantage of the Oˆ projector is present before symmetry
breaking takes place in the QMF solution (Fig. 4). As
expected, projectors built from symmetry involving less
qubits result in the least overhead of all symmetries con-
sidered (Table. I).
d) Point group symmetry: The reduced qubit Hamil-
tonians of H2 and LiH are entirely in single irreducible
representation of the corresponding maximally abelian
D2h and C2v groups and thus cannot benefit from pro-
jection. On the other hand, the H2O reduced Hamilto-
0.8 1 1.2 1.4 1.6 1.8
R(O-H), Å
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-75.95
-75.9
-75.85
-75.8
-75.75
-75.7
-75.65
E,
 E
h
Exact
CQMF (N = 4)
VAP (N = 4)
AVAP (N = 4)
FIG. 3. PESs of H2O evaluated in the neutral (N = 4) sub-
space.
TABLE I. The number of Pauli words with coefficients > 10−9
in magnitude for various qubit space operators. Subscripts
of Pˆ and Fˆ2 denote targeted symmetries, where LQ refers
to the low-qubit-number symmetries, and N indicates neu-
tral species. In rows of two operators the number of unique
words is shown. The Hamiltonians are taken at R = 1A˚,
R = 3.2A˚ and R = 1.95A˚ for H2, LiH and H2O, respec-
tively.
Operators H2 LiH H2O
Hˆ 6 100 165
Nˆ 3 7 9
Sˆ2 0 40 71
PˆN 2 16 32
HˆPˆN , PˆN 6 100 264
F
2
N - 16 31
HˆF2N , F
2
N - 100 320
HˆPˆS2=0, PˆS2=0 - 136 864
HˆPˆLQ, PˆLQ - 100 219
PˆB1 - - 2
HˆPˆB1 - - 242
HˆPˆB1 PˆS2=2, PˆB1 PˆS2=2 - - 720
nian contains two irreducible representations of the C2v
group: A1 and B1. The projector on the A1 irreducible
subspace does not add anything to what was obtained
using the number of electrons and spin projectors, there-
fore we illustrate capabilities of the projection onto the
B1 irreducible subspace. The lowest B1 state in the ex-
act solution has also triplet spin symmetry and contains 4
electrons. If we impose all three symmetry constraints in
CQMF, the method cannot converge to a solution. This
reveals limitations of the QMF wavefunction ansatz that
cannot satisfy all constraints. Only two out of three sym-
metries can be satisfied in CQMF (Fig. 5). In contrast,
variational procedures with projectors (VAP) can satisfy
all symmetry constraints because introducing the B1 pro-
jection does not require the QMF ansatz to satisfy the
point group symmetry. Moreover, following this basic
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FIG. 4. PESs of H2O evaluated in the singlet (S
2 = 0)
subspace and the low-qubit-number (LQ) symmetry subspace
with N + 2Sz = 4 (Sz = 0).
idea, introducing more than one projector (B1 and S
2)
lowers the VAP energy even more.
0.8 1 1.2 1.4 1.6 1.8
R(O-H), Å
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-75.4
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E,
 E
h
Exact (B1)
CQMF (B1, N = 4)
CQMF (B1, S2  = 2)
VAP (B1)
VAP (B1, S2  = 2)
FIG. 5. PESs of H2O evaluated in the B1 subspace. CQMF
constrained to the neutral subspace (N = 4) has S2 = 1
whereas CQMF constrained to the triplet (S2 = 2) subspace
has N = 6. Both solutions of VAP are exactly triplet and
neutral on average.
IV. CONCLUSIONS
We have considered projectors to irreducible subspaces
of symmetry operators as alternatives to symmetry con-
straints in the variational quantum eigensolver approach
to the electronic structure problem. Generally, the pro-
jector formalism generates a larger number of terms to
consider than the constraint approach and thus is compu-
tationally more expensive. In cases of continuous symme-
tries (e.g. number of electrons and electron spin) the ex-
act projection can involve exponentially large number of
terms and therefore is infeasible without introducing ap-
proximations. Two main approaches to generating such
approximations have been discussed. A higher number
of terms for the projection formalism can be intuitively
understood considering that the number of terms appear-
ing from the multiplication of the Hamiltonian with the
symmetry projection is usually larger than that from the
addition of the constraint to the Hamiltonian.
Unfortunately, projectors are not unitary operators
and they cannot be simply introduced as quantum gates.
Developing a unitary equivalent of the projection for-
malism would allow for significant reduction of compu-
tational cost because one of the main advantage of quan-
tum computers is efficient representation of unitary oper-
ations.
The main advantage of using projectors is imposing
symmetries without taking resources from the variational
wavefunction ansatz. This helps to resolve the symmetry
dilemma of variational ansatzes: either to lower the en-
ergy and break symmetry or to preserve the symmetry
but with higher energy. In quantum computing, use of
projectors can help to reduce the depth of the wavefunc-
tion generating circuits by shifting the computational
burden on the measurement of larger number of terms
appearing from projection. Additionally, the constraint
and projection techniques are not mutually excluding and
can be used together balancing the number of operator
terms by placing some symmetries as constraints and oth-
ers as projectors.
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APPENDIX A: CONSTRAINING VARIANCE
IMPOSES THE EXACT SYMMETRY
Let us consider variance for wavefunction |ψ〉, which
has an orthogonal complement spanned by the orthonor-
mal functions {|φk〉} so that |ψ〉 〈ψ|+
∑
k |φk〉 〈φk| = 1
〈ψ| Oˆ2i |ψ〉 − 〈ψ| Oˆi |ψ〉2 = 〈ψ| Oˆi1Oˆi |ψ〉 (51)
− 〈ψ| Oˆi |ψ〉 〈ψ| Oˆi |ψ〉
=
∑
k
〈ψ| Oˆi |φk〉 〈φk| Oˆi |ψ〉 (52)
=
∑
k
| 〈ψ| Oˆi |φk〉 |2.
Action of Oˆi on 〈ψ| can always be presented as
〈ψ| Oˆi = α 〈ψ|+
∑
k
βk 〈φk| . (53)
Using this in the variance expression, we can write∑
k
| 〈ψ| Oˆi |φk〉 |2 =
∑
k
|
∑
k′
βk′〈φk′ |φk〉 |2 (54)
=
∑
k
|
∑
k′
βk′δkk′ |2 =
∑
k
|βk|2,(55)
therefore, for the zero variance, all βk must be zero, which
would make 〈ψ| an eigenstate of Oˆi according to Eq. (53).
APPENDIX B: C3v GROUP PROJECTORS FOR
AN E-TYPE ORBITAL BASIS
To illustrate a non-abelian case for point group pro-
jection, we consider construction of the projector for ir-
reducible representations of C3v. Orbitals in a symme-
try adapted C3v basis transforming as A1 or A2 do not
undergo mixing, and hence corresponding operators are
similar to the abelian case. We thus concentrate on a dou-
bly degenerate orbital subset transforming as the E-type
components {φx, φy}, and assume φx and φy are mapped
to even index qubits i and j using the BK transformation.
We emphasize that the following operators are valid only
within the degenerate E orbital subspace. The size of
the unitary operators required in the projector scale by a
maximum factor of 2 for every A1 or A2 adapted orbital
added to the basis. We set φx and φy such that they
transform under action of Cˆ3 as
Cˆ3φx = −1
2
φx +
√
3
2
φy, (56)
Cˆ3φy = −
√
3
2
φx − 1
2
φy. (57)
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The elements of C3v are {1, Cˆ3, Cˆ23 , σˆv, σˆ′v, σˆ′′v }, thus the
form of the projection operator for an arbitrary irre-
ducible representation Γ of C3v is
PˆΓ =
1
6
(
χ∗Γ(1)1 + χ
∗
Γ(Cˆ3)Cˆ3 + χ
∗
Γ(Cˆ
2
3 )Cˆ
2
3
+ χ∗Γ(σˆv)σˆv + χ
∗
Γ(σˆ
′
v)σˆ
′
v + χ
∗
Γ(σˆ
′′
v )σˆ
′′
v
)
. (58)
The setting of φx and φy in Eqs. (56) and (57) causes
transformation matrix C3 to result in κ11 = κ22 = 0,
κ12 =
2pi
3 and κ21 = −κ12. The exponentiated sum for
Cˆ3 thus takes the form
Cˆ3 = exp
(
i
pi
3
(xˆixˆj + yˆiyˆj)xˆUij/αij zˆPij/αij yˆαij
)
=
1
4
1+
3
4
zˆizˆj + i
√
3
4
(yˆiyˆj + xˆixˆj)xˆUij/αij zˆPij/αij yˆαij ,
(59)
where
Uij ≡ U(i)△ U(j), (60)
Pij ≡ P (i)△ P (j), (61)
αij ≡ U(i) ∩ P (j). (62)
The symbol △ denotes the disjoint union, and U(i) and
P (i) respectively denote the update set and parity set of
i.
Cˆ23 is analogous to Cˆ3 case but with a sign swapping
between κ12 and κ21, resulting in
Cˆ23 =
1
4
1+
3
4
zˆizˆj − i
√
3
4
(yˆiyˆj + xˆixˆj)xˆUij/αij zˆPij/αij yˆαij
(63)
Setting σˆv as the reflection plane defined by the x and z
axis, then σˆvφx = φx and σˆvφy = −φy. The only nonzero
element in κ is κ22 = ipi. It follows that σˆv takes a simple
abelian form
σˆv = zˆF (j) = zˆj , (64)
where the second equality holds since j was chosen to be
even. Setting σˆ′v as the reflection plane acting on the E
components as
σˆ′vφx = −
1
2
φx +
√
3
2
φy (65)
σˆ′vφy =
√
3
2
φx +
1
2
φy, (66)
gives elements κ11 = i3pi/4, κ22 = ipi/4, and κ12 = κ21 =
−i√3/4. The resulting qubit space unitary operator is
σˆv =exp
( ipi
8
(3zˆi + zˆj − 41
−
√
3(xˆiyˆj − yˆixˆj)xˆUij/αij zˆPij/αij yˆαij
)
=
3
4
zˆi +
1
4
zˆj −
√
3
4
(xˆiyˆj − yˆixˆj)xˆUij/αij zˆPij/αij yˆαij .
(67)
The remaining reflection plane σˆ′′v must act on the E
components as
σˆ′′vφx = −
1
2
φx −
√
3
2
φy , (68)
σˆ′′vφy = −
√
3
2
φx +
1
2
φxφy , (69)
leading to same case as σˆ′v but with positive κ12 and κ21,
giving qubit unitary form:
σˆ′′v =
3
4
zˆi +
1
4
zˆi
+
√
3
4
(xˆiyˆj − yˆixˆj)xˆUij/αij zˆPij/αij yˆαij . (70)
Further simplification may arise by classes present within
the point group of interest. The two non-trivial classes in
C3v are {Cˆ3, Cˆ23} and {σˆv, σˆ′v, σˆ′′v}. Since elements within
a class will have identical characters for a given irre-
ducible representation, unitaries in the projector expres-
sion may be factored leading to n groupings of unitary
operations for n classes within the group, leading to fa-
vorable cancellation of multi-qubit operations in Eq.(58).
The resultant C3v projector is
PˆΓ =
dΓ
6
(
χ∗Γ(1)1 +
χ∗Γ(Cˆ3)
2
(1 + 3zˆizˆj) +
3χ∗Γ(σˆv)
2
(zˆi + zˆj)
)
.
(71)
