We present some observations on the asymptotic behaviour of the coefficients in the Laurent series expansion of solutions of the first Painlevé equation. For the general solution, explicit recursive formulae for the Taylor expansion of the tau-function around a zero are given, which are natural extensions of analogous formulae for the elliptic sigma function, as given by Weierstrass. Numerical and exact results on the symmetric solution which is singular at the origin are also presented.
Introduction
The first Painlevé equation (P I ) is usually written in the canonical form
It is known that all solutions of (1) are non-classical transcendental functions, in the sense that they cannot be written in terms of algebraic or elliptic functions of z, nor in terms of classical special functions defined by linear differential equations. The P I equation was discovered in Painlevé's classification of second order differential equations whose solutions have the property that all movable singularities are poles. For the equation (1), it is further known that all solutions of this equation are meromorphic, with an infinite number of poles in the complex plane. Although Painlevé's original approach to proving meromorphicity, as outlined in chapter XIV of Ince's book [10] , appears to have some gaps from the modern point of view, these issues have subsequently been resolved (see [7] ), and other rigorous proofs are also available, either indirectly by reformulating an associated isomonodromy problem as a regular Riemann-Hilbert problem [5] , or more directly using differential inequalities [18] . The papers in this special issue are written in honour of Okamoto's insights concerning the space of initial values for the Painlevé equations. The important point made by Okamoto is that, in order to consider the solutions of a system with poles, such as (1) , one should enlarge the phase space: as well as regular initial conditions (u(z 0 ), u ′ (z 0 )) ∈ C 2 , it is necessary to consider the case where u (hence also u ′ ) has a pole at z = z 0 ; this requires adding points at infinity to the phase space, and leads to a sequence of blowups around singular points [2] .
Boutroux showed that, for large |z|, with the scaled variables U = z −1/2 u and Z = 4 5 z 5/4 , the solution of (1) behaves asymptotically like an elliptic function, U ∼ ℘, where ℘ is the Weierstrass function 1 , which satisfies the second order differential equation
The purpose of this article is to present some remarks about the direct comparison between the solutions of the P I equation and the Weierstrass elliptic functions, at the level of exact series expansions rather than asymptotics. After introducing our conventions of scaling and notation in the next section, in section 3 we proceed to compare the coefficients in the Laurent series for the ℘ function, which are written in terms of modular forms, with the corresponding expansion of solutions of (1) around a pole. This produces a natural analogy between the lemniscatic and equianharmonic elliptic functions, which have the symmetries of the square and the hexagon, respectively, and a special solution of P I which is singular at the origin and has pentagonal symmetry. In section 4 we apply the same idea to the tau-function of P I , and show how both the Hirota bilinear form, and an associated equation of degree four, lead to recursive formulae for the Taylor coefficients in the expansion around a zero. This both generalizes the results of Eilbeck and Enolskii on the Weierstrass sigma function [3] , and at the same time extends some classical expansion formulae due to Weierstrass [21] to the case of P I . As well as being of theoretical interest, we show that these formulae are also useful for doing numerical computations.
The equation with parameters
The programme of classification initiated by Painlevé began by considering the necessary conditions for an equation such as (1) to have only poles as movable singularities. This requires some local analysis to identify the form that algebraic singularities can take at leading order, followed by a power series expansion around any such singularity to check whether any secular terms can appear; nowadays this procedure is often referred to as Painlevé analysis (see [8] and references). For the equation (1) the only algebraic singularities are double poles, y ∼ (z − z 0 ) −2 , where z 0 is the (movable) position of the pole. This leading order behaviour then extends to a power series, whose resonances (the places where arbitrary coefficients can appear in the expansion) are found by substituting u ∼ (z − z 0 ) −2 (1 + ǫ(z − z 0 ) r ) into the equation and comparing the leading order terms that are linear in ǫ. In this case one finds a quadratic equation in r, with roots −1, 6; the root r = −1 corresponds to the fact that the position of the pole at z 0 is movable, while the value r = 6 means that the coefficient of (z − z 0 ) 4 in the expansion should be arbitrary. Finally, one must calculate the terms of a full Laurent expansion around the pole up to order (z − z 0 ) 4 , and check that no additional counterterms involving log(z − z 0 ) are needed for consistency. Hence one obtains a local series representation of the general solution, with two free constants corresponding to the resonances. Assuming that such a Laurent expansion is convergent in some neighbourhood of z 0 , this verifies that (1) has solutions that are locally meromorphic around a pole. Then for P I , any local Laurent expansion around a pole completely fixes a global solution of the equation, by analytic continuation. However, purely local analysis is not sufficient to establish that all solutions are meromorphic in C, since global estimates are necessary to ensure that poles cannot coalesce to form an essential singularity (see e.g. [18] ).
For what follows, it is worth mentioning at this stage that the details of the Painlevé analysis for the differential equation (2) are almost identical to those for P I . However, if one replaces the z in (1), or the constant − 1 2 g 2 in (2), by an arbitrary holomorphic function f (z), then at the resonance r = 6 one requires f ′′ (z 0 ) = 0 for all z 0 , and hence f must be a linear function, in order to have a consistent Laurent series.
In the rest of the paper we consider solutions of (1) with a pole at z 0 , so it is convenient to replace z → z + z 0 , which adds a constant to the right hand side of (1). Furthermore, for comparison with the equation (2) it is useful to rescale u → (−6λ) −2/5 u and z → (−6λ) 1/5 z, so that we arrive at the following equation:
The above equation has two parameters, namely λ and g 2 , and any solution of the P I equation in the canonical form (1) with a double pole at z = z 0 corresponds to a solution of (3) with a pole at z = 0, for a suitable choice of the constant g 2 , with any λ = 0. Moreover, when λ = 0 the equation (3) reduces to (2).
Recursion for Laurent coefficients
To determine the local Laurent expansion of the solution of (3) with a double pole at the origin, we insert the expression
into the equation, from which subsequent coefficients are determined by the recursion (n + 1)(n − 6)c n = 6
The above relation determines all the coefficients c 1 , . . . , c 5 uniquely, but c 6 is arbitrary (corresponding to the aforementioned resonance). Once c 6 has been fixed, then all c n for n ≥ 7 are all uniquely determined by (5) . We find
where the value of c 6 is given in terms of an additional parameter g 3 , which is introduced for ease of comparison with the elliptic case. The following result is immediate.
Lemma 2.1 For n ≥ 1 the coefficients of the expansion (4), with c 6 = g 3 /28, are polynomials in g 2 , λ and g 3 , i.e. c n = P n (g 2 , λ, g 3 ), where P n has rational coefficients and is weighted homogeneous of total degree n in these arguments with weights 4, 5 and 6 respectively:
The polynomials P n for n = 1, . . . , 7 can be read off from (6) . Note that, a priori, they must be identically zero for n = 1, 2, 3, 7, since there are no non-zero homogeneous polynomials with these weights; but they are non-zero for all other values of n. Here we list the next few non-trivial ones:
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These polynomials have some interesting properties. As will be explained in section 3, for λ = 0 the polynomials P 2n (g 2 , 0, g 3 ) are polynomials in g 2 and g 3 , which define modular forms: up to overall scaling they give the Eisenstein series of the elliptic curve
In fact, viewing each P n as a polynomial in λ with coefficients in Q[g 2 , g 3 ], each coefficient is weighted homogeneous in g 2 , g 3 with some weight, so also defines a modular form. Thus we refer to the P n as modular polynomials. Henceforth we let u(z; g 2 , λ, g 3 ) denote the meromorphic function defined by the series (4). Our main task in section 3 will be to consider the asymptotic behaviour of the coefficients c n in this series as n → ∞, and the way that this depends on the parameters g 2 , λ, g 3 . Before doing this, we introduce some objects needed in section 4.
Hamiltonian and tau-function
Hamiltonian forms of the Painlevé equations were originally found by Malmquist [14] . Some years later, Okamoto introduced the notion of a tau-function associated with the Hamiltonian [15] .
The equation (3) can be written as a Hamiltonian system like so:
(The constant g 3 is included in the Hamiltonian h for later convenience.) Taking the total derivative of h with respect to z we have
The tau-function associated with a solution of (3) is a function τ = τ(z) such that
Observe that the preceding relation only defines τ up to gauge transformations
and the fact that u is meromorphic means that τ is holomorphic, with τ having simple zeros wherever u has double poles. We also note from (9) that, up to the addition of a constant, we have
The constant of integration has been fixed so that when λ = 0 we have h = 0, and the right hand side of (8) corresponds to the first order differential equation for the Weierstrass ℘ function, i.e.
for u = ℘ and v = ℘ ′ . This choice of integration constant will also be convenient for the analysis of the tau-function when λ = 0.
Asymptotics of coefficients in the Laurent series
We now describe the behaviour of the coefficients c n , which satisfy the recursion
for a suitable choice of initial values. To begin with we consider the classical case λ = 0, with u(z; g 2 , 0, g 3 ) = ℘(z; g 2 , g 3 ), for which c 1 = c 2 = c 3 = c 5 = 0 in (14).
The elliptic case
The Weierstrass ℘ function can be defined as the unique solution of the first order differential equation (13) having a double pole at z = 0. However, in most standard treatments of elliptic function theory (see e.g. chapter XX in [22] ), it is usually defined by its Mittag-Leffler expansion, that is
where Λ denotes the period lattice, consisting of all periods of the form Ω = 2mω 1 +2nω 2 for (m, n) ∈ Z 2 , generated by the two independent periods 2ω 1 , 2ω 2 . The uniform convergence of the expansion (15) is guaranteed by the fact that the power sums Ω =0 Ω −µ are absolutely convergent for all µ > 2, and expanding around z = 0 gives the series (4) with c 0 = 1, c 1 = c 2 = 0 and
Thus it follows from (15) that ℘ satisfies the differential equation (13) with
Conversely, given a solution of (13) with parameters g 2 , g 3 , two independent periods are obtained from the integrals 2ω j = c j dx y , j = 1, 2 around cycles c 1 , c 2 that generate the homology of the elliptic curve (7) . (This is in the generic case g Observe that, from the symmetry of the lattice Λ = −Λ, where the poles of ℘(z) are situated, the odd index coefficients c 2n+1 = 0 for all n ≥ 1 (hence ℘ is an even function). The even index sums (16) can be rewritten as
where the function G 2n (τ ) is the Eisenstein series, a modular form of weight 2n corresponding to a normalized lattice with periods 1, τ , with τ =
The periods 2ω 1 , 2ω 2 can always be ordered so that Im τ > 0, and by choosing |2ω 1 | to be minimal we also have |τ | ≥ 1. Then the series (4) has radius of convergence |2ω 1 |, and the asymptotic behaviour of c 2n depends on τ . There are two possibilities:
• |τ | = 1: G 2n (τ ) has no limit as n → ∞.
Note that we can always choose τ so that it lies in the fundamental domain
, Proposition 1.5). In the first situation, ±1 are the only normalized periods that lie on the unit circle, so all of the terms in the sum (18) vanish as n → ∞ apart from the contribution from (p, q) = (±1, 0). For the second possibility, τ = e iθ lies on the lower boundary of F , and (by using the modular transformation τ → −1/τ ) it can always be assumed that π/3 ≤ θ ≤ π/2; then θ = π/3, with six normalized periods on the unit circle (the sixth roots of unity), or otherwise there are four periods ±1, ±τ with modulus one. The extreme cases are the so called equianharmonic case (θ = π/3), and the lemniscatic case (θ = π/2). Equianharmonic case: This corresponds to g 2 = 0 in (13) . Without loss of generality (by rescaling) one may set g 3 = 1 and find half-periods
which gives τ = e 
with ω 1 as in (19) . There are six normalized periods e ijπ 3 , j = 0, . . . , 5 on the unit circle, so in the limit of the Eisenstein series (18) , only six terms survive to yield lim n→∞ G 6n (e iπ 3 ) = 6. Some values of these modular functions are given to twenty decimal places in Table 1 . Lemniscatic case: This case corresponds to g 3 = 0, and (upon scaling so that g 2 = 4) the half-periods are found as
whence τ = i. The fact that c 6 = 0 in (14) now implies that G 2n (i) = 0 unless n is even, so that the series (4) in this case takes the form
The coefficients can also be expressed in terms of the Hurwitz numbers H n [1, 9, 12] (elliptic analogues of the Bernoulli numbers) which are given by From (14) it follows that these numbers satisfy the recurrence found by Hurwitz:
As is suggested by Table 2 , the limit of the Eisenstein series (18) in this case is lim n→∞ G 4n (i) = 4.
3.2 The general case λ = 0
All solutions of P I are known to have order of growth 5/2 [19] , and this is the same as the infimum of the values of µ such that the power sums over non-zero poles, Ω =0 Ω −µ , are absolutely convergent ( [20] , chapter VIII). As a consequence, the solutions of (3) with λ = 0 admit a Mittag-Leffler expansion of the same form (15) as for ℘(z):
(cf. [19] , Theorem 7.1). The main difference with the elliptic case is that the poles of u no longer lie on a lattice, and suitable analogues of elliptic integrals to determine the positions of the poles are unavailable. Nevertheless, the formula (16) for the coefficients in (4) still holds in general, and as a consequence, from (5), c 3 = 0 = c 7 gives
; while generically one expects that c n = 0 for n ≥ 4, n = 7 (and similarly for the corresponding power sums). Following the elliptic case, by picking a non-zero pole Ω * such that |Ω * | is minimal, one may write
where the sum is over the non-zero polesΩ = Ω/Ω * of the rescaled solution u(z;ĝ 2 ,λ,ĝ 3 ) withĝ 2 = Ω 4 * g 2 ,λ = Ω 5 * λ,ĝ 3 = Ω 6 * g 3 . Generically, for the rescaled solution, there should be only one pole with modulus 1 (corresponding to Ω * ), with all other nonzero poles lying outside the unit circle. Assuming this to be the case, it follows that lim n→∞ F n = 1, whence Ω * = lim n→∞ cn c n+1
. Thus, in the generic situation, numerical iteration of (14) allows the pole nearest to z = 0 to be calculated very efficiently.
The question of precisely when a non-generic solution can arise, with two or more poles Ω having the same modulus |Ω * |, seems to be a very difficult one. However, there is one situation where we know this to be so, namely when g 2 = 0 = g 3 : we call this the pentagonal case. It corresponds to a solution which is invariant under the order 5 scaling symmetry of P I , which is generated by taking z → e 2πi/5 z, u → e 6πi/5 u in equation (1) . There are precisely two such solutions, and it appears that so far these are the only solutions of P I for which the monodromy data can be explicitly related to the initial conditions at z = 0 [11] : one has a double pole, and the other has a triple zero at the origin; it is the former symmetric solution which is of interest to us here. Pentagonal case: When g 2 and g 3 both vanish, it follows from (5) that c n = 0 unless n = 0 mod 5, so that the Laurent series (4) forũ(z) = u(z; 0, λ, 0) takes the form
where we set v n = c 5n =
γ nFn . The coefficients v n satisfy the recurrence v n = 6 (5n + 1)(5n − 6)
In this case, the non-zero poles of the solution (25) lie on regular pentagons centred at z = 0: when Ω is a pole ofũ, then so is e 2πij
5 Ω for j = 1, 2, 3, 4. We have F n = 0 if n = 0 mod 5, and from (24), with 5 poles on the unit circle, lim n→∞ F 5n = 5. At n = 30 we find a value of γ apparently correct to 23 decimal places:
Given this accuracy in γ, the quantitiesF n = F 5n can then be calculated, and should converge exponentially fast to the value 5; see Table 3 . The value γ 1/5 ≈ 1.788923 gives the non-zero real pole of the solution u(z; 0, 1, 0) closest to the origin, and the radius of convergence of the series (25); for an independent verification of this see section 4.
The preceding results on limiting values of the coefficients in the symmetric cases can be summarized as follows. Table 3 : The oscillating values ofF n = F 5n .
Proof: The normalized series F n = Ω =0Ω −n are absolutely convergent (uniformly in n), and for a solution invariant under the symmetry of order k, the sum of the series vanishes unless k|n. With the chosen normalization, there are k poles at the roots of unityΩ = ξ j , j = 0, . . . , k − 1. Given that there are no other poles on the unit circle, we find F kn = k + |Ω|>1Ω −kn , and hence (upon selecting the termΩ =Ω with smallest modulus outside the unit circle)
The only statement above that requires further justification is the assertion that there are no other poles on the unit circle for the case k = 5 (Note that for k = 4, 6 this is obvious from the properties of the pole lattice.) A numerical verification of this fact is given in the next section (see Figure 1) . We conclude this section with some observations on the cases g 2 = 0 and g 3 = 0.
The case g 2 = 0
To consider the form of the quantities c n when g 2 = 0, it is convenient to use the parameter α = g 3 /28. Thus we have the recursion (14) with c 0 = 1, c 1 = c 2 = c 3 = c 4 = 0, c 5 = λ and c 6 = α, and find that the structure of the iterates depends on the index mod 5, so that
for certain rational numbers c 5n+1 we find
Observe that, supposing the sequence of v n to be known, the above recurrence is linear in the unknowns (unlike the recurrence (26) for the v n themselves). This means that the generating function for w n satisfies a second order linear ODE, within which the generating function of the v n appears as a coefficient.
As we shall now see, this property extends to the recursive generation of all the sequences c 30) where K n,p is given by
The initial conditions for the equations (30) are that c (30) it appears that all the nonlinearity in the problem of determining these coefficients is moved into finding the solution of (26).
For the recurrence (26), note that it is sufficient to determine a single non-vanishing solution, since all other solutions can be obtained by the rescaling v n → A n v n , with A arbitrary. The v n correspond precisely to the coefficients in the Laurent expansion (25) of the solutionũ(z) with pentagonal symmetry that was discussed previously. To see an example of how this is related to the other coefficients, we consider w n = c (0) 5n+1 once more, and introduce the generating function
Gψ, where ψ(x) = ∞ n=1 v n x n−1 . In fact, up to some scaling and shifting, ψ(x) is just given by the pentagonal solutionũ; to be precise, xψ(x) = (x/λ) is related to the generating functions of the sequences c (0) 5n+p , p = 0, . . . , 4, and so on.
Case g 3 = 0
For the case g 3 = 0, it is helpful to introduce the parameter β = g 2 /20, and take the solution of (14) with c 0 = 1, c 1 = c 2 = c 3 = c 6 = 0, c 5 = λ and c 4 = β. The coefficients of (4) now have the structure
for some rational numbersĉ 
5n−1 , the coefficients of β 1 , which satisfy the recurrencê
Just as for the case g 2 = 0, once v n is given, this recurrence is linear in the unknownŝ w k . Analogously to equation (30), it is possible to write down the general recurrence solved by the termĉ
5n−p , the result beinĝ
where again K n,p is given by (31), but above it appears with p → −p compared with (30). The formula (34) holds for n ≥ 2, and the initial conditions are given byĉ 
Expansion of the tau-function
The tau-function for (3), related to u by (10), satisfies a fourth order differential equation which is homogeneous of degree two. It is written in Hirota bilinear form as
where the Hirota derivative D z is defined by
Painlevé analysis can be applied directly to the equation (35), expanding around a simple zero at z = 0, corresponding to a double pole in u there. Seeking resonances by taking τ ∼ z + ǫz r yields r = −1, 0, 1, 6: the value −1 is the movable position of the singularity, as usual, and the values r = 0, 1 correspond to the two free parameters a, b for the gauge transformations (11) , which leave the equation (35) invariant; this leaves only r = 6, which is equivalent to the freedom to choose c 6 (or the parameter g 3 ) in the Laurent series (4).
We would like to determine the Taylor series of the tau-function around z = 0, with τ(0) = 0, since (due to the fact that τ is an entire function), this provides a global representation of the solution of (3), via the formula (10). If we fix the gauge, we can always choose the coefficient of z to be 1, and set the coefficient of z 2 to be 0, which results in a series of the form
This is the analogue of the power series for the Weierstrass sigma function σ(z), which satisfies the bilinear equation (35) with λ = 0. Using the same method as in [3] , with
it is straightforward to establish the following. 
. Each C n is a weighted homogeneous polynomial of total degree n in the arguments g 2 , λ, g 3 with weights 4, 5, 6 respectively.
Remark 4.2
The choice of gauge is specific to the zero at z = 0. If we let τ(z; g 2 , λ, g 3 ) denote the function given by (36), and then expand around another zero at z = Ω = 0, we obtain the formula
where in principleĝ 3 , A = τ ′ (Ω) and B = For the case of the sigma function in [3] it is noted that the value of the coefficient C 6 must be given appropriately in terms of g 3 in order to be consistent with the Laurent series for ℘ satisfying (13) . The same holds for λ = 0, upon requiring consistency of (36) with (4), as is seen by noting that the expression (8) for the Hamiltonian gives a first integral for the bilinear equation (35), taking v = u ′ with u given by (10) and h given by (12) . Then the formula (8) can be rewritten as a third order equation for τ that is homogeneous of degree four, namely
This equation immediately yields another recurrence for the coefficients of τ. 
, - 
= j+k+ℓ+m=n−5 0≤j,k,ℓ,m≤n−5
= j+k+ℓ+m=n−6 0≤j,k,ℓ,m≤n−6
Both of the recursions for C n given above can be iterated very rapidly to produce polynomial approximations to the tau-function, for any choice of the values g 2 , λ, g 3 .
As an example, to generate Figure 1 we took the values g 2 = 0 = g 3 and λ = 1, corresponding to the solution with pentagonal symmetry that was considered in the previous section, and calculated the first 101 non-zero terms in the expansion (36), which contains only terms of the form z 5n+1 , beginning with τ(z) = z − +. . .. In the figure we have plotted the roots of the truncated series, which is of the form P 501 (z) = zP 100 (w), whereP 100 is a polynomial of degree 100 in w = z 5 . The roots of the truncated series approximate the zeros of τ with increasing accuracy as more terms are added. The smallest root ofP 100 is a real number γ, agreeing with the digits of the numerical value (27) to the same accuracy as before. In fact, it appears easier to get improved approximations to this value by truncating the Taylor series than by calculating the ratios of the coefficients c n in the Laurent expansion.
Before concluding this section, we present another representation for the series (36), which displays some interesting arithmetical features of the coefficients. Note that, since the C n are weighted homogeneous, the tau-function can be written in the form of a triple sum
for certain rational numbers A ℓ,m,n . The above formula is motivated by the result of Weierstrass [21] , who showed that the sigma function can be expressed as σ(z) = m,n≥0 a m,n (
. From comparison of the two series it is clear that upon setting λ = 0 we have a m,n = A m,0,n for m, n ≥ 0. Weierstrass used (2) and (13), together with various modular relations, to show that the sigma function satisfies two linear partial differential equations, from which he obtained a linear recurrence relation for the coefficients a m,n . The first of these PDEs just follows from Euler's theorem on homogeneous functions, and thus extends to the tau-function when λ = 0 also:
(Note that z has weight −1, so overall τ has the same weight.) However, the other PDE that Weierstrass found for σ(z) is of second order in z (containing also first derivatives with respect to g 2 , g 3 ); it is equivalent to the fact that the corresponding elliptic theta function satisfies the heat equation. For the tau-function of P I we do not expect any linear PDE of this kind. Nevertheless, the Hirota bilinear equation (35) provides recursive relations for the coefficients A ℓ,m,n . , where s = 4ℓ + 5m + 6n + 1, s j = 4ℓ j + 5m j + 6n j + 1 for j = 1, 2, and ′ denotes that the terms with (ℓ 1 , m 1 , n 1 ) = (0, 0, 0) or (ℓ, m, n) are omitted from the sum. Due to recent results of Onishi [16] , it is known that the coefficients a m,n in the expansion of the sigma function are all integers, and analogous results have been proved for sigma functions of some higher genus curves [4] . This suggests Conjecture 4.6 The series (38) has A ℓ,m,n ∈ Z ∀ℓ, m, n ≥ 0.
We have verified this conjecture for the first few hundred coefficients.
Conclusions
The properties of the exact series expansions for the solution of P I and its tau-function are tantalizingly close to those of the analogous Weierstrass functions. As well as their potential uses for numerical calculations, it would be interesting to use the recursions in Theorems 4.1 and 4.3 to prove directly that τ is holomorphic (hence providing yet another proof of the fact that all solutions of P I are meromorphic). Finally, we should mention that all of the Painlevé equations give deformations of elliptic functions, and they all have associated tau-functions and bilinear equations [6] , so the same methods could be applied to P II−V I . We also note that exact series formulae for P V I taufunctions have been obtained recently from a completely different perspective, in terms of correlation functions in 2D conformal field theory [13] .
