Abstract| Combined spatial and time-frequency signatures of signal arrivals at a multi-sensor array are used for nonstationary interference suppression in direct-sequence spread-spectrum (DS/SS) communications. With random PN spreading code and deterministic nonstationary interferers, the use of antenna arrays o ers increased DS/SS signal dimensionality relative to the interferers. Interference mitigation through spatio-temporal subspace projection technique leads to reduced DS/SS signal distortion and improved performance over the case of a single antenna receiver. The angular separation between the interference and desired signals is shown to play a fundamental role in trading o the contribution of the spatial and time-frequency signatures to the interference mitigation process. The expressions of the receiver SINR implementing subspace projections are derived and numerical results are provided.
I. Introduction
There are several methods that have been proposed for interference suppression in DS/SS communications, most have been related to one domain of operation 1], 2]. These methods include the narrowband interference waveform estimation 3], frequency domain interference excision 4], zero-forcing techniques 5], adaptive subspace-based techniques 6], 7], and minimum-mean-square error (MMSE) interference mitigation techniques 8] .
Nonstationary interferers, which h a ve model parameters that change with time, are particularly troublesome due to the inability of a single domain mitigation algorithm to adequately remove their e ects. The recent development of the quadratic time-frequency distributions (TFDs) for improved signal power localization in the time-frequency plane has motivated several new approaches for excision of interference with rapidly time-varying frequency characteristics in the DS/SS communication systems. Comprehensive summary of TFD-based interference excision is given in reference 9]. The two basic methods for timefrequency excision are based on notch ltering and subspace projections. Utilization of the interference instantaneous frequency (IF), as obtained via TFDs, to design an The main purpose of this paper is to integrate spatial and temporal processing for suppression of nonstationary interferers in DS/SS systems. Speci cally, we extend the projection-based interference mitigation techniques in 14] , 15] , 16] to multi-sensor array receivers. The proposed multi-sensor interference excision technique builds on the o erings of quadratic time-frequency distributions for estimation of 1) the time-frequency subspace and timefrequency signature of nonstationary signals, and 2) the spatial signature of nonstationary sources using direction nding and blind source separations. With the knowledge of the time-frequency and spatial signatures, the objective is to e ectively suppress strong nonstationary interferers with few array sensors. The proposed technique does not require the knowledge of the array response or channel estimation of the DS/SS signal, but it utilizes the distinction in both of its spatial-and time-frequency signatures from those of the interferers that impinge on the array. With the combined spatial-time-frequency signatures, the projection of the data vector onto the subspace orthogonal to that of the interferers leads to improved receiver performance over that obtained using the subspace projection in the singlesensor case.
The rest of the paper is organized as follows. In Section II, the signal model is described. Section III brie y reviews the subspace projection technique. We present in Section IV blind beamforming based on subspace projection and derive the receiver output signal-to-interference-plus-noise ratio (SINR). Several numerical results are given in Section V. Section VI concludes this paper.
II. Signal Model
In DS/SS communications, each symbol is spread into L = T = T c chips, where T and T c are, respectively, the symbol duration and chip duration. We use discrete-time form, where all signal arrivals are sampled at the chiprate of the DS/SS signal. The symbol-rate source signal is denoted as s(n), and the aperiodic binary spreading sequence of the nth symbol period is represented by c(n l) 2 1 l = 0 1 L ; 1. The chip-rate sequence of the DS/SS signal can be expressed as d(k) = s(n)c(n l) with k = nL + l: (1) For notation simplicity, w e use c(l) instead of c(n l) for the spreading sequence.
We consider an antenna array o f N sensors. The propagation delay b e t ween antenna elements is assumed to be small relative to the inverse of the transmission bandwidth, so that the received signal at the N sensors are identical to within complex constants. The received signal vector of the DS/SS signal at the array is expressed by the product of the chip-rate sequence d(k) and its spatial signature h,
(2) The channel is restricted to at-fading, and is assumed xed over the symbol length, and as such h in the above equation is not a function of k.
The array v ector associated with a total of U interference signals is given by
where a i is the array response to the ith interferer, u i (k).
Without loss of generality, w e set jjhjj 2 F = N and jja i jj 2 F = N, i = 1 2 U , where j j j j F is the Frobenius norm of a vector. The input data vector is the sum of three components,
where b(k) is the additive noise vector. In regards to the above equation, we make the following assumptions.
A1) The information symbols s(n) is a wide-sense stationary process with E s(n)s where is the noise power, the superscripts T and H denote transpose and conjugate transpose, respectively, a n d I N is the N N identity matrix.
A3) The signal and noise are statistically uncorrelated. 1 This assumption is most suitable for military applications and Pcode GPS.
III. Subspace Projection
The aim of subspace projection techniques is to remove the interference components before despreading by projecting the input data on the subspace orthogonal to the interference subspace, as illustrated in Fig. 1 . The receiver block diagram is shown in Fig. 2 . A nonstationary interference, such a s a n F M s i g n a l , o ften shares the same bandwidth with the DS/SS signal and noise. As such, for a chirp signal or a signal with highorder frequency laws, the signal spectrum may span the entire frequency band, and the sample data matrix loses its complex exponential structure responsible for its singularity. Therefore, the interference subspace can no longer be obtained from the eigendecomposition of the sample data matrix 12], 14] or the data covariance matrix 13], as it is typically the case in stationary environments. The nonstationary interference subspace, however, may be constructed using the interference time-frequency signature. Methods for estimating the instantaneous frequency, instantaneous bandwidth, and more generally, a time-frequency subspace, based on the signal time-frequency localization properties are, respectively, discussed in references 17], 18], 14].
For the general class of FM signals, and providing that interference suppression is performed separately over the di erent data symbols, the interference subspace is onedimensional in an L-dimensional space. We note that since an FM interference has a constant amplitude, its respective data vector can be determined from the IF up to a complex multiplication factor. The unit norm normalization of this vector represents the one-dimensional interference subspace basis vector. Among candidate methods of IF estimation is the one based on the time-frequency distributions. For example, the discrete form of Cohen Other nonstationary interference with instantaneous bandwidth or spread in the time-frequency domain are captured in a higher-dimension subspace. In this case, the interference subspace can be constructed from the interference localization region in the time-frequency domain (see, for example, 14]). The subspace of interest becomes that which lls out the interference time-frequency region energetically, but has little or no energy outside . Interference-free DS/SS signals are obtained by projecting the received data vector (in the temporal domain processing, the vector consists of data samples at di erent snapshots) on the subspace orthogonal to the interference subspace.
A. Temporal Processing
In the single-sensor receiver, the input data is expressed as (6) Using L sequential chip-rate samples of one symbolof the received signals at time index k, we obtain the following input vector
or simply
We drop the variable k for simplicity, with the understanding that processing is performed over the nth symbol that starts at the kth chip. Then, equation (8) becomes X = X s + X u + B:
Below, we relax the FM condition used in 12], 15] that translates to a single dimension interference. The general case of an interference occupying higher dimension subspace is considered. We assume that the ith interferer spans M i dimensional subspace, de ned by the orthonormal basis vectors, V i 1 V i 2 V i Mi , and the di erent interference subspaces are disjoint. De ne
and let M = P U i=1 M i as the number of total dimensions of the interferers. With L > M , t h e L M matrix (11) is full rank and its columns span the combined interference subspace J. The respective projection matrix is
The projection matrix associated with the interference orthogonal subspace, G, is then given by
When applied to X, matrix P projects the input data vector onto G, and results in X ? = P X = P X s + P B (14) which no longer includes any i n terference component. The single-sensor receiver implementing subspace projection for excision of a single instantaneously narrowband FM interferer (i.e., U = 1 M 1 = 1) in DS/SS communications is derived in 23]. The receiver SINR is shown to be (15) For typical values of L, ( L ; 2)=(L ; 1) 1, and equation (15) can be simpli ed as SINR L ; 1 + 1 =L : (16) Compared to the interference-free environment, where the receiver SINR is L= , nonstationary interference suppression in (16) is achieved by reducing the processing gain by 1 and increasing the noise power by the self-noise factor of 1=L.
IV. Subspace Projection in Multi-Sensor Receiver
In this section, we consider nonstationary interference excision in multi-sensor receivers using subspace projections. We note that if the subspace projection method discussed in Section III is extended to an N-element a r r a y by suppressing the interference independently in each sensor data and then combining the results by m a x i m um ratio combining (see Fig. 3 ), then it is straightforward to show that the receiver SINR is given by SINR N(L ; 1) + N=L (17) The above extension, although clearly improves over (16), does not utilize the potential di erence in the spatial signatures of signal arrivals, and, therefore, is inferior to the receiver proposed in this Section. A. Spatio-Temporal Signal Subspace Estimation To construct the spatio-temporal signal subspace of the interference signals, it is important to estimate both the time-frequency signature (or subspace) and the spatial signature of each interferer. The IF estimation of an FM interference signal based on time-frequency distribution is addressed in Section III. It is noteworthy that when multiple antennas are available, the TFD may be computed at each sensor data separately and then averaged over the array. This method has been shown in 24] to improve t h e IF estimation, as it reduces noise and crossterms that often obscure the source true power localization in the timefrequency domain.
On the other hand, the estimation of source spatial signature can be achieved, for example, by using direction nding and source separation techniques. More conveniently, the spatial signatures can be simply estimated by using matched ltering once the timefrequency signatures are provided. The maximum likelihood estimator for the vector a i is obtained aŝ
whereû i (k) is the estimated waveform of the ith interferer. It is noted that the possible phase ambiguity i n t h e waveform estimation ofû i (k) does not a ect the estimation of the spatial signature. For slowly varying channels, the above a verage can also be performed over multiple symbols to improve the estimation accuracy.
In the analysis presented herein, we assume knowledge of the interference subspace and its angle-of-arrival (AOA) to derive the receiver SINR.
B. Proposed T echnique
The subspace projection problem for nonstationary interference suppression in DS/SS communications is now considered within the context of multi-sensor array u s i n g N array elements. We use one symbol DS/SS signal duration (i.e., L chip-rate temporal snapshots), and stack L discrete observations to construct an N L 1 v ector of the received signal sequence in the joint spatio-temporal domain. In this case, the received signal vector in (4) becomes
or simply X = X s + X u + B (20) where again the variable k is dropped for simplicity.
In (19) , the interference vector in the single-sensor problem, given by (7) , is extended to a higher dimension. With the inclusion of both temporal and spatial samples, the mth basis of the ith interference becomes 
The block diagram of the proposed method is presented in Fig. 4 . As shown in the next section, e ective i n terference suppression can be achieved solely based on the spatial signatures or the time-frequency signatures, or it may require both information. 
The signal vector X s can be rewritten as
where the LN 1 v ector q = c(L ; 1) c(L ; 2) c(0)] T h 4 c h (30) de nes the spatio-temporal signature of the desired DS/SS signal. q is the extension of the DS/SS code by replicating it with weights de ned by the signal spatial signature. By performing despreading and beamforming, the symbol-rate decision variable is given by y(n) = q H X ? (k) = s(n)q H Pq + q H PB(k) 4 y 1 (n) + y 2 (n) (31) where y 1 (n) is the contribution of the desired DS/SS signal to the decision variable, and y 2 (n) is the respective c o n tribution from the noise.
The SINR of the array output becomes (see Appendix A)
(32) where i is de ned in (A.9), and i is the spatial correlation coe cient between the spatial signatures h and a i i = 1 2 U , and is given by
Note that when the noise power is small, i.e., 1, the variance of y 1 becomes dominant, and the output SINR reaches the following upper bound
This result is a ected by the factors L, M i , j i j, a n d i i = 1 U . On the other hand, when the noise level is very high, i.e., 1, the noise variance plays a key role in determining var y(k)], and the output SINR becomes
Unlike the high input SNR case, the output SINR in (35) also depends on both N and . Comparing (34) and (35), it is clear that the improvement in the receiver SINR becomes more signi cant when the spatial signatures produce small spatial correlation coe cients and under high SNR. Next, we consider some speci c important cases. When i = 0 i = 1 U , var y 1 (n)] = 0, the receiver SINR in (32) becomes SINR = LN= . This is to say, the output SINR is improved by a factor of LN over the input signalto-noise ratio (SNR) (not the input SINR!). This implies that the interferers are suppressed by spatial selectivity o f the array and their suppression does not cause any distortion of the temporal characteristics of the DS/SS signal. The DS/SS signal in this case enjoys the array gain that contributes the factor N to the SINR. Note such increase in computations is natural due to increase of dimensionality. It is noteworthy that array processing expands overall space dimensionality but maintains the jammer subspace dimension. As a result, it yields improved SINR performance over temporal processing or spatial processing only methods. the subspace projection method, the output SINR is independent of the input jammer-to-signal ratio (JSR), since the interferers are entirely suppressed, regardless of their power. Fig. 6 shows the receiver SINR versus the input SNR. The upper bounds correspond to interference-free data. For high input SNR, the receiver SINR is decided by the induced signal distortion, described by t h e v ariance given in (A.10). It is evident from Fig. 6 that the twoantenna receiver outperforms the single-antenna receiver case by a factor much larger than the array gain. Since the output SINR in the two-antenna receiver highly depends on the spatial correlation coe cients, the curves corresponding to a two-sensor array in Fig. 6 will assume di erent v alues upon changing 1 , or/and 2 . The best performance is achieved at 1 = 2 = 0 . It is noted that, when we consider a speci c case, the output SINR does not increase monotonously with the number of array sensors. This is because the relationship between the spatial correlation coe cient and the AOAs is by itself not monotonous. Nevertheless, when we consider the general case with di erent AOA combinations, high number of array sensors often reduce the spatial correlation coecients.
VI. Conclusions
In this paper, subspace projection techniques were employed to suppress nonstationary interferers in direct sequence spread spectrum (DS/SS) communication systems. Interference suppression is based on the knowledge of both the interference time-frequency and spatial signatures. While the former is based on instantaneous frequency information that can be gained using several methods, including time-frequency distributions, the later can be provided from applying higher resolution methods or blind source separation techniques to the signal arrivals.
The di erences between the DS/SS signal and interference signatures both in the time-frequency and spatial domains equip the projection techniques with the ability t o remove t h e i n terference with a minimum distortion of the desired signal.
The receiver performance based on subspace projections was analyzed. It was shown that the lower performance bound is obtained when the sources have the same angular position. In this case, the problem becomes equivalent t o a single-antenna receiver with only the presence of the array gain. On the other hand, the upper bound on performance is reached in the interference-free environment and also corresponds to the case in which the spatial signature of the interference is orthogonal to that of the DS/SS signal.
Numerical results were presented to illustrate the receiver SINR dependency on spatial correlation coe cient, input SNR, and the PN sequence length. The rst term is the mean square value of y 1 (n (A.13) Equation (32) follows by using the results of (A.4) and (A.13).
