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The decoherence of a test particle interacting with an ideal gas is studied by the
help of the effective Lagrangian, derived in the leading order of the perturbation
expansion and in order O (∂2t ). The stationary decoherence time is found to be
comparable to or longer than the diffusion time. The decoherence time reaches
its minimal value for classical, completely decohered environment, suggesting that
physical decoherence is slowed down as compared with diffusion by the quantum
coherence of the environment.
I. INTRODUCTION
Decoherence, which is the suppression of the interference between certain components of
a quantum state [1, 2], plays an important role in the quantum-classical transition [3, 4], and
quite generally its proper understanding poses a challenge. The problem is the pin down
of the similarities and the differences between decoherence and diffusive processes. While
both lead to a loss of information, realized by the increasing irrelevance in time of the initial
conditions, they differ substantially; the decoherence being more indirect in its appearance
in observables. A clear sign of their difference is their timescale, the decoherence is supposed
to be several orders of magnitude faster than dissipation [3]. The importance of this result is
that it suggests that the decoherence is quickly completed as a system reaches the classical
scales and the ensuing relaxation can be considered as a classical process. In other words,
there are two kinds of dissipation, a quantum and a classical, with two different mechanisms.
The decoherence builds up in time and its description is based on our understanding
of open quantum systems. The simplest way open quantum systems can be handled is to
assume some dissipative terms in the equation of motion for the density matrix. A local
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2equation in time, called the master equation, was developed for a generic harmonic oscillator
[5, 6] and was also used in quantum optics [7–14]. A more realistic but still exactly soluble
model consists of a system of linearly coupled harmonic oscillators [9, 15–17] where a non-
Markovian memory term can be found [18–20], too. The master equation of a test particle,
interacting with a gas has been derived by treating the particle-gas interaction as a sequence
of collisions and assuming a stationary off-diagonality in the seminal work [3], followed
by the description of dissipation [21] and the simultaneous inclusion of the decoherence
and the friction forces in the equation of motion [22–25]. A microscopic introduction of
dissipation was aimed by the help of the quantum linear Boltzmann equation with cross
sections evaluated in the Born approximation [26–29] or without assuming the perturbation
expansion [30], cf. ref. [31] for a summary of this scheme. The results of this treatment
are in agreement with the master equation obtained within the framework of the traditional
perturbative many-body technique [32]. It has been pointed out that the decoherence can be
characterized in different manners [33]. The stationary decoherence scheme, which consists
of ignoring the internal system dynamics, has usually been considered [3] and is discussed
here, too. While this approximation is acceptable for translation invariant systems it fails
badly in the presence of harmonic forces [33], e.g., a test particle, bound by a harmonic
potential. The decoherence of a test particle, interacting with a gas, has been studied
experimentally and a nice demonstration of the loss of coherence of fullerenes [34] indicates
that each collision can lead to an almost complete loss of coherence and lends a support to
the collisional approach in describing decoherence.
Our goal in this work is a more systematic and careful way of estimating the stationary
decoherence time. This is achieved within the closed time path CTP formalism which is
well suited to deal with open systems. Its distinguishing feature; namely, the rather unusual
reduplication of the degrees of freedom, is actually an efficient method of representing the
environment of an open system. In fact, the environment is usually much larger and more
complex than the observed system, hence the compression of the environment into a CTP
copy of the system without a loss of relevant information is a highly nontrivial achievement.
Our approach is based on the effective Lagrangian of a test particle, interacting with an
ideal gas, which has already been calculated within the CTP formalism [35–39] in a system-
atic approximation scheme, in the leading, O (g2), O (x2), O (∂2t ) order of the perturbation
expansion in the particle-gas interaction, characterized by the coupling strength, g, and the
3Landau-Ginzburg double expansion [40]. The test particle-gas entanglement, appearing in
the order O (g4) is therefore ignored. It is found that the fast decoherence rate is predicted
only if the perturbative expression is used beyond its domain of applicability. The more
careful treatment of the approximate equations predicts that this decoherence timescale is
equal to or shorter than the dissipative timescale.
The earlier predictions about the faster decoherence can be traced back to the use of
expressions beyond their limit of validity, namely the application of microscopic equations
with macroscopic parameters. The size of a fullerene molecule, used as the test particle in
the experimental verification of decoherence [34], is microscopic, hence the predictions of the
collisional approach to the macroscopic regime can not be tested by this method. It remains
an interesting and challenging task to follow the decoherence as the size of the test particle
reaches the macroscopic regime and to improve the experimental method until it resolves
the time evolution of the build up of the decoherence.
The presentation starts in section II with the introduction of the Green’s function for
the density matrix and the stationary decoherence approximation and continues with the
derivation of the effective Lagrangian of the test particle in an ideal fermi gas and for a
photon environment in sections III and IV, respectively. The comparison of the conditions,
needed to be satisfied in the collisional approach and in the calculation of the effective
theory are surveyed in section V. The summary is given in section VI. Three appendixes
are added with a succinct review of the collisional approach to stationary decoherence, with
the technical details of the derivation of the effective Lagrangian of the test particle in an
ideal-gas environment and with the derivation of the master equation.
II. LIOUVILLE SPACE PROPAGATOR AND THE DECOHERENCE
The reduced density matrix of a degree of freedom, described by the coordinate x,
ρtf (x
+, x−) =
∑
n
〈x+|〈n|e− i~H(tf−ti)ρtie
i
~H(tf−ti)|x−〉|n〉, (1)
where the sum is over an environment basis, can formally be written in the form
ρtf (x
+
f , x
−
f ) = U(tf − ti)ρti(x+i , x−i ). (2)
4with U denoting the propagator in the Liouville space. The matrix elements of U are given
in terms of the path integral,
〈xˆf |U(t)|xˆi〉 =
∫
D[xˆ]e
i
~Seff [xˆ], (3)
where the integration extends over pairs of trajectories, xˆ = (x+, x−), where x+(t) and x−(t)
is used in the path integral for the time evolution operator, exp−iHt/~ and its Hermitian
conjugate, respectively, with fixed endpoints, xˆ(t1) = xˆi, xˆ(t2) = xˆf . The dressing of the
effective action, Sinfl = Seff −S0, the influence functional, is complex for open systems and
the decay of the Liouville space propagator, generated by ImSeff , is the manifestation of
decoherence in the coordinate representation. The parametrization, x± = x ± xd/2, where
x denotes the physical coordinate and xd stands for the quantum fluctuations, will be used
frequently.
The decoherence is generated by ImSinfl > 0, evaluated for trajectories with large |xd(t)|
and its description requires the solution of the full dynamical problem of the observed system
and its environment. The decoherence arises from the orthogonalization of two relative
environment states [41], belonging to two system states, hence a natural approximation to
this involved problem is the stationary decoherence scenario where the system dynamics is
ignored. This is usually realized by solving a simplified master equation for the reduced
density matrix [3],
ρ˙(x+, x−; t) = −F (x+ − x−)ρ(x+, x−; t). (4)
The same decoherence scheme is realized within the effective theory by approximating the
path integral (3) by the value of its integrand, evaluated for a static trajectory pair, x±(t) =
x±.
III. IDEAL GAS ENVIRONMENT
The CTP formalism has already been used to derive the effective Lagrangian of a particle,
moving in an ideal Fermi gas, in the leading order of the perturbation and the Landau-
Ginzburg double expansion [40]. The action of a test particle, interacting with an ideal gas
5is written as a sum, S = Sp + Sg, with
Sp[xˆ] =
∑
σ
σ
∫
dt
[mB
2
x˙σ2(t)− U(xσ(t))
]
,
Sg[xˆ, ψˆ
†, ψˆ] =
∑
σσ′
∫
dtd3xdt′d3x′ψσ†(t,x)(F−1)σσ
′
(t− t′,x− x′)ψσ′(t′,x′)
−
∑
σ
σ
∫
dtd3xψσ†(t,x)ψσ(t,x)V (x− xσ(t)), (5)
where ψ(t,x) denotes the field operator controlling the gas particles in second quantization
and σ, σ′ = ±. The simplectic structure, the sign difference between the + and the −
contributions to the action is due to the opposite signs in the exponents in eq. (1). The
propagator of the gas particles,
Fˆω,k =
∫
d4xe−iωx
0+ikxF (x)
=
 1ω−k+i − i2piδ(ω − k)ξnk −iξ2piδ(ω − k)nk
−i2piδ(ω − k)(1 + ξnk) 1k−ω+i − i2piδ(ω − k)ξnk
 , (6)
contains the one single energy, k = ~2k2/2m − µ, and the occupation number, nk =
1/(eβ(k−µ) − ζ), for bosons (ζ = 1) or fermions (ζ = −1).
The reduced density matrix of the test particle, (1) with H being the Hamiltonian of the
action (5), can easily be obtained in the path integral representation. The usual slicing of
time, t→ t+ ∆t, applied for both the time evolution operator on the right hand side of eq.
(1), produces
ρtf (x
+
f ,x
−
f ) =
∫
D[xˆ]e
i
~Sp[x
+]− i~Sp[x−]+ i~Sinfl[xˆ], (7)
where the convolution with the initial density matrix at ti = −∞ is suppressed. The
integration is over particle trajectories, xˆ(tf ) = xˆf , ending at the desired matrix elements of
the reduced density matrix and the influence functional, Sinfl[xˆ], is defined by integrating
over field configurations which are made closed by the trace operation on the environment
at t′f ≥ tf , ψ+(t′f ,x) = ψ−(t′f ,x), ψ†+(t′f ,x) = ψ†−(t′f ,x), in
e
i
~Sinfl[xˆ] =
∫
D[ψˆ]D[ψˆ†]e
i
~Sg [xˆ,ψˆ
†,ψˆ]. (8)
The propagator, (6), corresponds to the limit t′f → ∞. We go beyond the leading-order
approximation of ref. [40] to capture the full dependence of the effective Lagrangian on the
instantaneous off-diagonality.
6A. Influence functional
The Gaussian integral,(8), is easy to carry out and its O (V 2), leading order expression,
Sinfl[xˆ] = −1
2
∑
σσ′
σσ′
∫
dtdt′Γσσ
′
(
t′,xσ
(
t+
t′
2
)
− xσ′
(
t− t
′
2
))
, (9)
is given in terms of the bi-local Lagrangian,
Γˆ(t,x− x′) =
∫
d3yd3y′V (x− y)Gˆ(t,y − y′)V (x′ − y′) (10)
where Gσ1σ2(x1−x2) = −i~Fˆ σ1σ2(x1−x2)Fˆ σ2σ1(x2−x1) denotes the particle-hole propagator.
The functions Gˆ and Γˆ of the influence functional display the block structure of a CTP
two point function,
Gˆ =
Gn + iGi −Gf + iGi
Gf + iGi −Gn + iGi
 , (11)
containing the near and the far Green’s functions, Gn and Gf , as well as the imaginary part,
Gi. We shall need the components Gfq = (G
−+
q −G−+−q )/2 and iGiq = (G−+q +G−+−q )/2 of the
particle-hole two-point function, given by
G−+ω,q = −i
2ns
~
∫
d3q
(2pi)3
2piδ
(
ω − ~q
2
2m
+
~kq
m
)
nk(1− nk−q), (12)
for an ideal Fermi gas, where ns stands for the spin degeneracy. Since G
−+
ω,q is not analytic
at vanishing temperature we consider the gas at finite temperature where,
G−+ω,q =
nskBTm
2
2pi~4|q|
∫ ∞
0
dz
1
aez + be−z + c
(13)
with
a = e
1
kBT
(mω
2
2q2
+ ~
2q2
8m
− ~ω
2
−µ)
, b =
e−β~ω
a
, c = e−β~ω + 1. (14)
The translation invariance of the environment restricts the dependence of the influence
functional on the trajectory x(t) to x˙(t) and higher order time derivatives. The O (∂2t )
evaluation of the influence functional (9) leads to the influence Lagrangian,
Linfl = x˙∆m(x
d)x˙d − x˙k(xd)xd + i
[
Ud(x
d) +
1
2
x˙dq(xd)x˙d +
1
2
x˙r(xd)x˙
]
, (15)
where ∆m, k, q and r are 3 × 3 matrices. The xd-dependence describes the environment
induced modulation of the mass (∆m), friction constant (k), decoherence strengths (q, r)
7and the decoherence potential, Ud, controlling the stationary decoherence. When the time
evolution of the reduced density matrix is considered beyond the saddle point expansion, in
the presence of quantum fluctuations, one encounters the problem of operator mixing. This
ambiguity can be resolved by matching the influence action,
Sreginfl = ∆t
∑
n
Llattinfl(xˆn+1, xˆn), (16)
where xˆn = xˆ(ti + n∆t), and
Llattinfl(xˆn+1, xˆn) =
xn+1 − xn
∆t
∆m
xdn+1 − xdn
∆t
− xn+1 − xn
∆t
kxdn+ξ
+i
[
Ud(x
d
n+1) +
1
2
xdn+1 − xdn
∆t
q
xdn+1 − xdn
∆t
+
1
2
xn+1 − xn
∆t
r
xn+1 − xn
∆t
]
,(17)
to eq. (9) for small but finite ∆t. All the 3 × 3 matrix functions ∆m, k, q and r of the
Lagrangian are evaluated at the intermediate point, xˆn+ξ = (xˆn+1 + xˆn)/2 + ξ(xˆn+1 − xˆn),
ξ being an additional, dimensionless parameter of the regularization. The functions in
the effective Lagrangian are independent of x owing to the translation invariance of the
environment and the matching, outlined in appendix B, results in eqs. (B12) for fermionic
environment, ζ = −1. To minimize the nonlocal effects, generated by the instantaneous
potential, V (x), we consider contact interaction between the test particle and the gas,
V (x) = gδ(x).
In the case of strongly decohered motion the influence Lagrangian simplifies to the
O (xd2), isotropic form [40],
Linfl = ∆mx˙
dx˙− kxdx˙ + i
2
(d0x
d2 + d2x˙
d2), (18)
with
∆m =
1
12pi2
∫ ∞
0
dqq4|Vq|2∂2iωGn0q,
k = − 1
6pi2
∫ ∞
0
dqq4|Vq|2∂iωGf0q,
d0 = − 1
6pi2
∫ ∞
0
dqq4|Vq|2Gi0q,
d2 =
1
12pi2
∫ ∞
0
dqq4|Vq|2∂2iωGi0q, (19)
involving a mass renormalization, m = mB + ∆m, and Newton’s friction constant k. The
constants d0 and d2 control the coordinate and the velocity dependent part the decoherence,
respectively.
8B. Intrinsic decoherence scales
We start with the dissipative timescale,
τdiss =
m
k
, (20)
to be found by using eq. (13) for the calculation of the derivative,
i∂ωG
f
ωq|ω=0 =
nsm
2
2pi~3|q|
1
1 + eβ(
~2q2
8m
−µ)
, (21)
to be used in the second equation of (19) to find
1
τdiss
=
32nsg
2m
3pi~3λ4T
∫ ∞
0
dzz
1 + e
z− F
kBT
, (22)
where F denotes the Fermi energy and λT = ~
√
2pi/mkBT stands for the thermal wave-
length.
The stationary decoherence approximation to eq. (3) consists of replacing the path
integral by the value of the integrand at the static trajectory pair, xˆ(t) = xˆ, yielding
the stationary decoherence suppression factor,∣∣∣e− i~Sinfl[xˆ]∣∣∣ = e− Tτsd(xd) , (23)
T being the total time span of the propagation. The timescale, appearing in this expression
when the influence Lagrangian (15) is used,
τsd(x
d) =
~
Ud(xd)
, (24)
is not universal, being dependent on the off-diagonality |xd|, and the form (B6) of the
decoherence potential indicates that the decoherence length scale is the thermal wavelength,
`sd = λT . It is instructive to compare the expression
Ud(x
d) =
1
2pi2
∫ ∞
0
dqq2
(
sin |xd|q
|xd|q − 1
)
Γi0q (25)
of the decoherence potential with eq. (A12). Their similarity shows that the derivation of
the effective theory and the collisional approach run parallel. Furthermore, the decoherence
potential generates the right-hand side of the master equation, (4), with F (xd) = Ud(x
d)/~.
9FIG. 1: The ratio τdiss/τsd [eq. (27)] plotted on the plane (u, v) = (F /kBT, x
d/λT ).
The form (13) of the off-diagonal CTP block of the particle-hole propagator can be used
to calculate the static decoherence timescale in terms of the microscopic parameters,
1
τsd(xd)
=
8nsg
2m
pi~3λ4T
∫ ∞
0
dz
1− sin 4
√
piz
|xd|
λT
4
√
piz
|xd|
λT
e
z− F
kBT + 1
(26)
which together with eq. (22) yields the timescale ratio,
τdiss
τsd(xd)
= R
(
F
kBT
,
|xd|
λT
)
, (27)
given by the dimensionless function
R(u, v) =
3
4
∫∞
0
dz
1− sin 4
√
pizv
4
√
pizv
1+ez−u∫∞
0
dz z
1+ez−u
. (28)
The state of the environment is characterized by two parameters, the temperature and
the density. The variable u = F/kBT = ~2k2F/2mkBT is a dimensionless measure of the
quantum nature of the environment, the ideal gas is in a pure state for u =∞ and realizes
a completely decohered, classical Gibbs ensemble when u = 0. The variable v = |xd|/λT is
the off-diagonality, expressed in the natural length scale of the environment.
The ratio, plotted in Fig. 1, is a monotonic function of both u and v, the stationary
decoherence speeds up with respect to the dissipation with increased off-diagonality or more
10
FIG. 2: The ratio τdiss/τsd [eq. (27)] shown against u = F /kBT for x
d  λT (solid line). The
dotted line corresponds to 3kBT/2F .
classical environment. The dependence on the off-diagonality defines two different regimes,
R(u, v) ∼ 2piv2 + O (v3) for small v in the weak off-diagonal regime, |xd|  λT , and the
limit v → ∞ gives R(u, v) = 9 ln 2/pi2 +O (u) as u → 0 and R(u, v) = 3/2u for u → ∞ in
the strong off-diagonality regime, |xd|  λT . The ratio (27),
τdiss
τsd(xd)
= 2pi
xd2
λ2T
=
mkBT
~2
xd2. (29)
is F -independent for weak off-diagonality. The stationary decoherence speeds up with
increased off-diagonality and reaches an xd-independent strength at strong off-diagonality,
in agreement with the results found by the collisional method [3]. The saturated value of
the ratio,
τdiss
τsd
=

9 ln 2
pi2
[
1−O
(
F
kBT
)]
kBT  F ,
3kBT
2F
= 3mkBT~2k2F
kBT  F ,
(30)
with kF =
√
2mF/~, cf. fig. 2 (b), indicates a maximal stationary decoherence strength
where the ratio τdiss/τsd assumes a universal value. The independence of the saturated value
from physical constants suggests a common origin of dissipation and decoherence, realized in
its maximal strength. The difference between the dissipative and the decoherence timescales
appears when the environment regains some quantum features. The slowing down of deco-
herence with respect to diffusion is in agreement with the absence of the O (xd2) decoherence
at vanishing temperature [40] and is natural for static trajectories in an environment which is
in its ground state. This circumstance makes it plausible that the characteristic length scale,
separating the O (xd2) and the saturated regimes, is λ−1T rather than the other environment
11
length scale, k−1F .
C. Build up time
The stationary decoherence belongs to a static xd trajectory. But there is a finite time
between the initial conditions and the observation hence it is natural to inquire about the
length of time needed by xd(t) so that the stationary decoherence approximation applies.
Since the suppression is driven by the overlap of two relative states of the environment
with separation xd an estimate is the time, τe(x
d), needed to build up two such states
from a common initial one. This process is carried out by propagating excitations of the
environment, described by the off-diagonal blocks of the environment CTP propagators.
The genuine excitations, the quasiparticles, are absent in this case because they cannot be
generated by the static chronon pair. What is left is to rely on the thermal excitations of
the environment and one expects τenv(x
d) ∼ |xd|/vT , where vT =
√
kBT/m is the thermal
velocity.
To check this scenario we introduce an IR cutoff, f(t) = e−t
2/τ2IR , which stops the build
up of the environment states after a time τIR. The decoherence potential, calculated with
this cutoff, is
Ud(x
d, τIR) = −
∫
dt
∫
dωd3q
(2pi)4
f(t)Γiωqe
−iωt(sin qxd − 1)
= −τIRv
2
T
4pi5/2
∫
dω
∫
dqq2e−
1
8
τ2IRω
2
Giωq
(
sin qxd
qxd
− 1
)
. (31)
The use of eq. (13) yields
Ud(x
d, τIR) =
τIRv
2
TkBTm
2
8pi7/2~4
∫ ∞
−∞
dω
∫ ∞
0
dqdz
qe−
1
8
τ2IRω
2
(1− sin qxd
qxd
)
ez+w−(ω,q) + e−z−w+(ω,q) + e−
~ω
kBT + 1
, (32)
with
w±(ω, q) =
1
kBT
(
mω2
2q2
+
~2q2
8m
± ~ω
2
− µ
)
. (33)
This rather lengthy expression shows that the IR cutoff spreads the frequency around zero
and recohers the modes q < 1/τIRvT , i.e., at distances |xd| > τIRvT . Hence we indeed need
the time τenv(x
d) ∼ |xd|/vT to reach decoherence at separation xd.
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IV. PHOTON ENVIRONMENT
The environment, supporting particle modes with linear dispersion relation, generates
singular effective dynamics, the short distance effective interactions are stronger than for
an ideal gas and the fixed velocity of propagation makes the build up of the stationary
decoherence depending stronger on the IR cutoff. We explore now these issues in the case
of a point charge moving in a photon bath of temperature T . The action is chosen to be the
sum S = Sr + SM , containing the action of the free particle,
Sr = −mc
∫
ds, (34)
the Maxwell action in Feynman gauge and the minimal coupling,
SM = − 1
4c
∫
dxFµν(x)F
µν(x)− 1
2c
∫
dx(∂µA
µ(x))2 − e
c
∫
dsx˙µAµ(x(s)), (35)
with Fµν = ∂µAν − ∂νAµ. The photon propagator,
Dˆq =
 1q0+i −2piiδ(q2)Θ(−q0)
−2piiδ(q2)Θ(q0) − 1
q0−i
− i2piδ(q2)n|q|
1 1
1 1
 , (36)
contains the Planck distribution, nq = 2/(e
~cq/kBT − 1). The cutoff-induced instabilities [42]
can be ignored for stronger off-diagonality than the minimal distance, the UV cutoff, hence
the naive, unregulated photon propagator can be used.
The result of the Gaussian integral over the photon field can be found by eliminating the
vector potential by the help of its equation of motion and one finds the influence functional
Sinfl[xˆ] =
e2
2c
∑
σσ′
σσ′
∫
dsds′x˙σµ(s)Dσσ
′
(xσ(s)− xσ′(s′))x˙σ′µ (s′), (37)
which can be transformed into the form (9) with
Γσσ
′
(t,x− x′) = −e2cDσσ′
(
u,xσ
(
t+
u
2
)
− xσ′
(
t− u
2
))
, (38)
where s = ct, xµ = (ct,x) We assume a static world line pair, x±(s) = x ± xd/s, and
elementary steps lead to,
Γi(t,xd) =
e2c
4pi
P
1
c2t2 − xd2 +
e2c
4pi2λTγ|xd|
[
f
( |xd| − ct
λTγ
)
+ f
( |xd|+ ct
λTγ
)]
, (39)
where λTγ = ~c/kBT and
f(y) =
∫ ∞
0
dz
sin zy
ez − 1 ≈ arctan
(
y
pi2
6
)
, (40)
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the error of the approximation being a few percent for y ∼ 1 and vanishing as y → 0 or
±∞. The static charge decouples from the radiation field, reflected in the vanishing of the
first term on the right-hand side of eq. (39), standing for the vacuum contribution to the
influence functional. The rest gives
Ud(x
d) =
e2c
8pi2λTγ|xd|
∫
dt
[
f
( |xd| − ct
λTγ
)
+ f
( |xd|+ ct
λTγ
)]
, (41)
together with `sd = λTγ. The integrand, plotted in Fig. 3, indicates that the dominant
contribution comes from spacetime points with acausal separation. This result may seem
surprising but one should bear in mind that we see here the suppression, given by the overlap
of the bra and ket components of the photon state in the full density matrix, the relative
states of the bra and the ket system components. The two photon states correspond to
two static charges displaced from each other by xd. The photons leave the charge system
after a time |xd|/c and no further suppression takes place. The plateau of the integrand
indicates that we have to sustain the static separation, xd, for a time |xd|/c to recover the full
decoherence strength which builds up linearly in time, in a manner similar to the case of the
fermi gas environment. The approximated form of the integral (40) yields U(xd) ≈ e2/4piλTγ
and an xd-independent stationary decoherence timescale,
τsd =
λTγ
αc
=
~
αkBT
(42)
with α = e2/4pi~c. The thermal length scale, λT ≈ 0.2/T cm, T being given in Kelvin, gives
τsd ≈ 0.76× 10−9/T sec.
The real part of the influence Lagrangian, (37), has already been derived in O (xˆ2) [43].
The Newtonian, O (x˙), form of the radiative friction force is canceled by Lorentz invariance,
assuming that the photons are in the ground state. The Abraham-Lorentz force arises as an
anomaly of a one-loop diagram, representing the eliminated classical electromagnetic field,
and provides the dissipative timescale,
τdiss =
2α~
3mc2
< τsd, (43)
where the inequality holds well beyond the pair creation threshold, up to the temperature
Tcr = 3mc
2/2α2kB. Note that the Abraham-Lorentz force, being the result of the nonuniform
convergence of the loop-integral, is independent of temperature since the latter influences
the photon propagator at finite distance scales only.
14
FIG. 3: The integrand of eq. (41), plotted vs (r, s) = (ct/λTγ , |xd|/λTγ).
V. COLLISIONAL APPROACH AND THE LIMITS OF APPLICABILITY
We are now in the position to compare the collisional approach to decoherence, summa-
rized in appendix A, with our scheme and inspect the domain of applicability of the different
descriptions. Our derivation of the stationary decoherence potential is qualitatively similar
to the construction, leading to the collision driven master equation, the cross section taking
the place of the coupling strength. The comparison of the two schemes is the easiest with
the help of the master equation whose derivation within the effective dynamics is presented
in appendix C. The master equation, generated by the influence Lagrangian (18) can be
brought into the form [40]
∂tρ =
1
i~
[
p2
2m
+
k
4m
{x,p}, ρ
]
−d0 +
d2k2
m2
2~
[x, [x, ρ]]− ik
2m~
[x, {p, ρ}]− d2k
m2~
[x, [p, ρ]]− d2
2m2~
[p, [p, ρ]] (44)
while the collision based approach of (stationary) decoherence relies on the same master
equation with d2 = 0. Furthermore eqs. (19) yield ~d0/2k = kBT , leading to the ratio
τdiss
τsd(xd)
= 4pi
xd2
λ2T
, (45)
which is the key result of the collisional based approach.
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How can the agreement of the two schemes on eq. (45) be reconsolidated with the
sharply different order of magnitude estimates this relation provides for the ratio τsd/τdiss?
The different conclusions, extracted from the collisional approach and the present work
actually come from the different use of qualitatively similar equations. An extremely short
decoherence is reported in the collisional approach for a macroscopic test particle, a dust
grain. A larger test particle interacts with more gas particles making the cross section and
its counterpart of the present scheme, the coupling strength g2 in (26), larger. The questions
one faces here are the applicability of (i) the perturbation expansion and (ii) the expansion
in xd.
(i) One assumes that the perturbation expansion in the particle-gas interaction and the
independent scattering approximation are valid. An estimate of the dimensionless small pa-
rameter of the expansion in g is the ratio of the decoherence contribution to the Lagrangian,
ImLinfl = ~/τsd and the average kinetic energy, kBT . Thus the condition for using the
perturbation expansion is
~
kBT
∼ 10
−11
T
< τsd, (46)
T and τsd being given in kelvin and sec, respectively, making the prediction of the influence
Lagrangian, arising from the interaction with an ideal fermi gas, unreliable for τsd < 10
−13sec
at room temperature. The perturbation expansion is applicable in the photon gas owing to
α < 1, cf. eq. (42).
The applicability of the single collision approach, outlined in Appendix A, relies on several
conditions. (a) First, we assume that the change of the density matrix during a single
collision, (A10), is small compared with the density matrix itself, F∆t < 1. The time
between two consecutive collisions is at least r0/ve, r0 and ve denoting the average separation
and the velocity of the environment particles, and the applicability of the collisional approach
is limited by the inequality
r0
ve
< τsd. (47)
In the case of an ideal fermi gas we have m/~k2F < τsd. For the air at normal pressure and
temperature one finds r0 = 3 × 10−7cm, ve =
√
2kBT/m ∼ 105cm/s, and τsd > 10−12s.
Finally, r0 ∼ c~/kBT , ve = c in a photon gas and the inequality (46) is recovered. Note that
the bound on the decoherence time is always given by the natural microscopic timescale of
the environment. (b) Multiple scatterings, implying the inequality r0 > `0 = 1/σtotng, `0
16
being the mean-free path of the gas, are ignored in the derivation. The minimal decoherence
time, given by eq. (A22), is just at the threshold of the multiple scattering regime, τdmin ∼
`0m/~qF , and the master equation, derived in this scheme, is not reliable in the saturated
regime, |xd| > r0. Although the derivation of the master equation by the help of the quantum
linear Boltzmann equation can be extended by replacing the Born amplitudes by the exact
transition amplitudes [30], the approximation of ignoring the multiparticle collisions is kept
in the construction. (c) Yet another assumption of the derivation is the applicability of the
limit ∆t → 0. Since ∆t > ∆tmin, cf. eq. (A14), the master differential equation, (4), can
not resolve the time dependence below ∆tmin and the condition (47) is found again.
(ii) Another question to settle is the identification of the length scale, `tr, where the de-
coherence potential changes from an O (xd2) form to a saturated, separation independent
constant. According to Fig. 1 `tr ∼ λT/2 at high temperature and decreases with the
temperature to approximately `tr ∼ λT/4. The gas particles cease to orthogonalize them-
selves in the relative environment state at separation beyond |xd| ∼ λtr which by the help
of eq. (45) excludes τdiss  τdec(xd). The effective cross section, (A18), is unknown and the
phenomenological, collisional approach can not accurately identify `tr.
Finally, we mention two assumptions, common in both approaches. One is related to
the treatment of a solid object as a structureless, point-like particle. The internal structure
assumes its own dynamics within the time duration a/vph where a denotes the size of the
object and vph stands for the speed of the collective excitations, phonons, within the solid
and the bound,
a
vph
< τsd, (48)
follows. Another assumption, made in the stationary decoherence scenario, is that the off-
diagonality is held constant until the full stationary decoherence strength is build up. The
decoherence is the result of real, physical processes, taking place in the environment and the
stationary decoherence strength is reached at the off-diagonality xd during the time |xd|/ve.
Hence the inequality,
|x˙d| < ve, (49)
represents the condition of ignoring the dynamics, represented by the O (∂2t ) terms of the
effective Lagrangian, in building up the decoherence. Sine xd represents the quantum fluc-
tuations of the test particle position the assessment of the validity requires us to consider
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the dynamics of the particle.
VI. CONCLUSIONS
The stationary decoherence of the coordinate of a test particle injected into an ideal gas
is investigated in this paper by deriving the effective Lagrangian in the leading order, using
the test particle-gas-interaction, the amplitude and the frequency of the distortion of the
particle trajectory as small parameters.
The dynamics of the test particle has several timescales which may make up the decoher-
ence time. There is a dissipative timescale and the internal dynamics of the test particles
may possess further timescales. The multiple scatterings are ignored in the collision-based
calculations, which places a lower bound on the decoherence time, given by the time between
two consecutive collisions of test and gas particles; the dissipative timescale. The mixing
of the timescale can be more clearly followed in the calculation of the effective Lagrangian.
There is a proliferation of scales in weakly coupled theories, the different powers of the small
parameter, the dimensionless strength of interaction, multiplying the scales of the free sys-
tem produce new characteristic scales. However, such a phenomenon is not taking place in
the leading order calculation of the decoherence timescale, followed here, both the dissipa-
tive and the stationary decoherence scales being proportional to the coupling constant. It
is found that the stationary decoherence timescale can not be shorter than the dissipative
time. It remains to see whether strong interactions can reverse this conclusion. The minimal
time stationary decoherence time is an lower bound for the true, physical decoherence time,
too.
The dissipation can already be found in classical physics hence the ratio of the dissipative
and the stationary decoherence time must be ~ dependent. Such a dependence motivates
the use of a tripartite scheme where the gas, realizing the environment, is coupled to a heat
bath whose role is to control the classicality of the gas, the primary environment of the test
particle. Both the dissipation and the decoherence are generated by the environment so
one expects an identical mechanism for both if the gas is classical. Support of this scenario
is found by monitoring the dependence of the ratio of the dissipative and the stationary
decoherence timescales as a function of gas temperature. This ratio is found to be universal,
independent of the physical parameters at high temperature. In other words, the difference
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between dissipation and decoherence is due to the quantum coherence of the environment.
The ratio decreases as the gas is cooled, indicating that the environment looses its efficiency
to decohere the system when its own coherence is increased.
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Appendix A: Collisional decoherence
The collision based approach to decoherence started with the seminal paper [3], followed
by refs. [21, 22, 25–28, 30, 32]. The goal of these works is the master equation describing the
time dependence of the reduced density matrix of a test particle, the system, interacting with
a gas, the environment. The results of this approach are briefly reviewed in this appendix to
make the comparison with the CTP formalism easier. The reader who only wishes to follow
the CTP effective theory approach to decoherence may skip this appendix.
1. Master equation
We restrict ourselves to the limit when the test particle is much heavier than the particles
of the gas, making the recoil of the test particle during collisions negligible and the test
particle is not entangled with the gas. (These restriction can be removed within the CTP
effective action scheme by including higher loop graphs.) Such a simplification can be
exploited more easily in the coordinate representation [24] where a pure factorized state can
be written in the product form |x〉⊗ |ψ〉, the second factor standing for the state of the gas.
We want to find the result of a collision, the state S|x〉⊗ |ψ〉 where S denotes the scattering
matrix and |x〉 = e− i~px|0〉. By exploiting the translation invariance, [pp + pg, S] = 0, we
write S|x〉⊗|ψ〉 = e− i~ (pp+pg)xS|0〉⊗e i~pgx|ψ〉. In the next step one introduces the scattering
matrix for the gas particles, S0, assuming a static, nonrecoiling test particle, located at the
origin and finds S|x〉⊗|ψ〉 = |x〉⊗e− i~pgxS0e i~pgx|ψ〉. The final result is that a single collision
induces the change, ρ(x+,x−)→ ρ(x+,x−)η(x+,x−), of the reduced density matrix of the
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test particle where the multiplicative factor is
η(x+,x−) = Tre[e−
i
~pgx
+
S0e
i
~pgx
+
ρge
− i~pgx−S†0e
i
~pgx
−
], (A1)
where the trace is taken over the Hilbert space of the gas and ρg is the initial density matrix
of the gas.
It is advantageous to introduce a large but finite quantization box of volume V with
normalized one-particle excited states |q〉V in the intermediate steps of the calculation,
yielding
η(x+,x−) =
(2pi~)3
V
∑
q
µ(q)e
i
~q(x
−−x+)〈q|S0e i~pg(x+−x−)S†0|q〉V , (A2)
where µ(q) = 〈q|ρg|q〉V stands for density of states in the rest frame of the gas. By intro-
ducing T , S0 = 1 + iT0, and the unitarity of S0, T0T
†
0 = i(T
†
0 − T0) eq. (A2) assumes the
form
η(x+,x−) =
(2pi~)3
V
∑
q
µ(q)
[
1− 〈q|T0T †0 |q〉V + e
i
~q(x
−−x+)〈q|T0e i~pg(x+−x−)T †0 |q〉V
]
(A3)
which in turn can be written as
η(x+,x−) =
(2pi~)3
V
∑
q
µ(q)
[
1−
∑
q′
(
1− e i~ (q−q′)(x−−x+)
)
|〈q|T0|q′〉V |2
]
. (A4)
The continuum notation is at least partially restored in the form
η(x+,x−) = 1− (2pi~)
3
V
∫
d3qd3q′µ(q)
(
1− e i~ (q−q′)(x−−x+)
)
|〈q|T0|q′〉|2, (A5)
by using
∫
d3qµ(q) = 1. Therefore a single collision induces the change ρ → ρ + ∆ρ of the
reduced density matrix with
∆ρ = −ρ(x+,x−)(2pi~)
3
V
∫
d3qd3q′µ(q)
(
1− e i~ (q−q′)(x−−x+)
)
|〈q|T0|q′〉|2. (A6)
In terms of the time evolution this implies ρ(t + ∆t) = ρ(t) + ∆ρ for ∆t > r0/ve being the
time between two consecutive collisions, expressed by the help of the typical separation and
the velocity of the particles in the gas, respectively.
The matrix element, appearing in (A6) contains a distribution,
〈q|T0|q′〉 = i
2pi~m
δ(E(q)− E(q′))f(q, q′) (A7)
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and its square requires special care. The idea, leading to derive Fermi’s Golden Rule can be
used again to write one of the distributions as [25],
δ(E) ≈ 1
2pi~
∫ −∆t
2
−∆t
2
dte
i
~Et, (A8)
assuming ∆t > rsc/ve, rsc being the distance scale of the interaction between the test and
the gas particles. The resulting expression
δ2(E) ≈ δ(E) ∆t
2pi~
, (A9)
replaced into eq. (A6) gives
∆ρ(x+,x−) = −ρ(x+,x−)∆t
V
∫
d3qµ(q)
|q|
m
∫
d2n
(
1− e i~ (q−n|q|)(x−−x+)
)
|f(q,n|q|)|2,
(A10)
as the change of the density matrix due to a single collision where the second integral is over
the unit sphere. The change after N decohered collision is N times of this expression,
ρ(x+,x−, t+ ∆t)− ρ(x+,x−, t)
∆t
= −F (x+ − x−)ρ(x+,x−), (A11)
with
F (x) =
∫ ∞
0
dqν(q)
~q
m
∫
d2nd2n′
4pi
(
1− e i~ q(n−n′)x
)
|f(qn, qn′)|2, (A12)
where ν(q) denotes the density of state in the absolute magnitude of the momentum. This
latter is defined by the equation
µ(q)d3q =
1
4pi
V
N
ν(q)dqd2n, (A13)
and is normalized to the density of the gas,
∫
dqν(q) = ng. The master equation (4) is
obtained finally by taking the limit ∆t → 0 in eq. (A11). Note that this limit is symbolic
only and the master equation, derived in this manner is lacking of the dynamics, taking
place at times shorter than
∆tmin = max
(
r0
ve
,
rsc
ve
)
. (A14)
A further limitation on the time resolution is the assumption that all contributing individual
scattering processes are completely decohered. However, the main problem with this master
equation is the complete lack of the recoil, the dynamics of the test particle itself.
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2. Separation dependence
The decoherence time, predicted by the master equation (4),
τsd(x
+ − x−) = 1
F (x+ − x−) , (A15)
depends on the off-diagonality in the coordinate representation and it is easy to separate
two distinct regimes.
For small off-diagonality, xd = |x+ − x−|  ~/pg, pg denoting the typical momentum
scale of the one-particle excitations of the gas, one expands the exponential function in (A12)
and finds after the integration over the directions
F (x) = x2Λ (A16)
where the coefficient
Λ =
∫ ∞
0
dqν(q)
~q
m
q2
~2
σeff (q) (A17)
is expressed with the help of an effective total cross section,
σeff (q) =
2pi
3
∫
d cos θ(1− cos θ)|f(qz, qn)|2, (A18)
modulated by the factor 1 − cos θ in the averaging over the scattering angle, θ. The deco-
herence time in this regime,
τsd(x
d) =
1
xd2Λ
. (A19)
The expression (A12) is saturated for large separation and a lower bound for the deco-
herence time is provided by
F =
∫ ∞
0
dqν(q)
~q
m
σtot(q), (A20)
where
σtot(q) =
∫
d2nd2n′
4pi
|f(qn, qn′)|2, (A21)
denotes the total cross section at momentum ~q, averaged over the direction. Since the
double integration of the unit sphere sums over the final directions and averages over the
initial one reproducing the total cross section, σtot(q), and the decoherence timescale is given
by
τdmin =
1∫∞
0
dqν(q)~q
m
σtot(q)
(A22)
and represents the saturated, minimal value of (A15).
22
3. Decoherence by photon scattering
A simple model of a macroscopic object is a sphere of radius a with dielectric constant 
[3]. According to the Rayleigh law
|f(qz, qn)|2 = q4a6
(
− 1
+ 2
)2
1 + cos2 θ
2
, (A23)
we have
σeff (q) =
8pi
9
q4a6
(
− 1
+ 2
)2
(A24)
which together with the Planck distribution gives
Λ =
8pi
9
8!ζ(9)a6c
(
− 1
+ 2
)2(
kBT
~c
)9
, (A25)
where ζ(z) is Riemann’s ζ-function, ζ(9) = 1.002.
Appendix B: Influence Lagrangian in the O (∂2t ) derivative expansion
The derivation of the influence Lagrangian (15) from the translation invariant, non-local
influence functional, (9) is summarized in this appendix without expanding in the coordinate
and keeping track of operator ordering ambiguities. The latter is absent and the continu-
ous time formalism can safely be used in the path integrals for dynamics, generated by a
Hamiltonian of the form H = p2/2m+ U(x) only. The point here is that the operator mix-
ing, the appearance of the products, xmpn, in the Hamiltonian, introduces UV divergences
and the path integral formulas need a regulator; a small but finite time step, ∆t. In fact,
the Feynman propagator is O (ω−2) for large frequency and generates a linear divergence
for the velocity square, 〈x˙2〉 ∼ ∆t−1 [44]. Such a divergence leads to a dependence of the
expectation values, formed by the Lagrangian (15), on the way the functions ∆m, k, q and
r are defined at the scale of the cutoff, ∆t. Therefore, the influence Lagrangian must be
extracted for ∆t > 0. The influence Lagrangian, (9), was derived in the presence of an UV
cutoff Emax, a maximal energy of the ideal gas dynamics. However, Emax∆t  ~ and its
natural variable, the trajectory xˆ(t), can be considered in continuous time as far as the low
energy effective dynamics of the test particle is concerned. The influence Lagrangian will be
found by matching it to the effective action, evaluated for the trajectory xˆ(t) = xˆ + yˆ(t),
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where the fluctuation is orthogonal to the stationary part,∫
dtyˆ(t) = 0. (B1)
The time derivative is replaced on a lattice by a finite difference operator, ∇±fn =
±(fn±1−fn)/∆t and a Lagrangian with time derivatives up to O
(
∂Mt
)
describes correlations
among 2M time slices. To handle such nonlocal terms one introduces a superlattice where M
consecutive sites of the original lattice are blocked into a single supersite, n˜ = {Mn˜,Mn˜ +
1, · · · , (M+1)n˜−1}, and a trajectory, xn, develops M -components, corresponding to the first
M − 1 derivatives, x˜n˜ = (xMn˜,∇+xMn˜, . . . ,∇M−1+ xMn˜), and the Lagrangian becomes first
order in the time derivative when written in terms of the superlattice variables. Actually,
we can continue to use the original lattice if the truncation is at O (∂2t ) where our ansatz,
(15), yields the nearest-neighbor interactions, given by the Lagrangian (17).
To match the influence Lagrangian we start with a trajectory xˆn, used for (17), and
construct an interpolating trajectory,
xˆ(n∆t+ τ) = xˆn + (xˆn+1 − xˆn)τ, (B2)
0 < τ < 1, for the evaluation of the influence functional. For that end we need the Fourier
transforms,
˜ˆxω = ∆t
∞∑
n=−∞
eiω∆tnxˆn,
xˆω =
∫ ∞
−∞
dteiωtxˆ(t), (B3)
related by the equation
xω = x˜ω[1 + iω∆t+O
(
∆t2
)
]. (B4)
The matching of the stationary, O (y0), contributions results
Ud(x
d) =
∫
dt[Γi(t,xd)− Γi(t,0)] (B5)
and the particle-hole two-point function, (13), yields
Ud(x
d) =
8m
pi~2λ4T
∫ ∞
0
dz
|VkF√z|2
ez−
ν
4pi + 1
(
1− sin 4
√
piz |x
d|
λT
4
√
piz |x
d|
λT
)
, (B6)
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where λT =
√
2pi~2/mkBT is the thermal wavelength, the Fermi wave vector, kF =√
2mF/~, is given in terms of the Fermi energy, EF , ν = λ2Tk2F , and
V|q| =
∫
d3xe−ixqV (|x|) (B7)
denotes the Fourier transform of the spherically symmetric particle-gas potential.
The O (y) contribution is vanishing owing to the orthogonality of the stationary and
fluctuation modes, (B1). A straightforward calculation leads to the O (y2) part of the
influence functional,
S
(2)
infl =
∫
dω
2pi
{
y˜d−ω[K
n
ω(0)−Kn0 (0)]y˜ω − y˜−ωKfω(xd)y˜dω
+y˜−ωi[Kiω(0)−Kiω(xd)−Ki0(0) +Ki0(xd)]y˜ω
+
1
4
y˜d−ωi[K
i
ω(0) +K
i
ω(x
d)−Ki0(0) +Ki0(xd)]y˜dω
}
+O (∆t2) , (B8)
with a vanishing O (∆t) piece where the matrices
Kˆjkω(x) =
∫
dω
2pi
eiωt∇j∇kΓˆ(t,x), (B9)
have been introduced. One expands Kω in iω at this point and retains the O (ω2) terms,
S
(2)
infl =
∫
ω
[
−ω
2
2
y˜d−ω∂
2
iωK
n
0 (0)y˜ω − y˜−ωiω∂iωKf0 (xd)y˜dω + i
ω2
2
y˜−ω[∂2iωK
i
0(x
d)− ∂2iωKi0(0)]y˜ω
+
1
4
y˜d−ωi
(
2Ki0(x
d)− ω
2
2
∂2iωK
i
0(0)−
ω2
2
∂2iωK
i
0(x
d)
)
y˜dω
]
+O (∆t2) . (B10)
The influence functional of the lattice Lagrangian, (17), assumes the form
Slattinfl =
∫
ω
[
ω2y˜−ω∆my˜dω − iω(1− iξω∆t)y˜−ω(ky˜dω + y˜djω∇jkxd)
+i
ω2
2
(y˜−ωry˜ω + y˜d−ωqy˜
d
ω)
]
+O (∆t2) , (B11)
where the ξ-dependence, arising from the expansion of k(xd), survives the removal of the
cutoff, ∆t → 0, due to the scaling law ω2y2ω ∼ ∆t−1. The matching of the two influence
functionals yields the parameters,
∆mij = −1
2
∇i∇j∂2iωΓn0 (0),
kij +∇jki`xd` = ∇i∇j∂iωΓf0(xd),
rij(x
d) = ∇i∇j∂2iωΓi0(xd)−∇i∇j∂2iωΓi0(0),
qij(x
d) = −1
4
[∇i∇j∂2iωΓi0(0) +∇i∇j∂2iωΓi0(xd)],
Ud(x
d) = Γi0(x
d)− Γi0(0), (B12)
25
where
Γω(x) =
∫
dteiωtΓ(t,xd). (B13)
In the case of rotational invariance it is advantageous to introduce the functions γˆ(xd2) =
Γˆ(xd) yielding
∆m = −1 γn1 − 2xd ⊗ xdγn2 ,
k = 2γf (xd2)
r = 21 γi1−(x
d2) + 4xd ⊗ xdγi2−(xd2)
q = −1
2
1 γi1+(x
d2)− xd ⊗ xdγi2+(xd2) (B14)
in terms of the coefficient functions,
γnj = ∂
j
xd2
∂2iωγ
n
0 (0),
γf (xd2) = ∂xd2∂iωγ
f
0 (x
d2),
γij±(x
d2) = ∂j
xd2
∂2iωγ
i
0(x
d2)± ∂j
xd2
∂2iωγ
i
0(0). (B15)
The dissipation remains isotropic but the decoherence is different in transverse and longitu-
dinal directions, defined by the help of the off-diagonality, xd.
The matching, (B12), assures that the perturbative predictions of the full description,
based on the action (5) and the effective dynamics, defined by the influence Lagrangian,
(17), are identical. Note that the absence of O (∆t) terms in (B10) requires ξ = 0, which is
the midpoint prescription in the discretized Lagrangian. Furthermore, r = 0 for xd = 0, thus
the velocity alone, without the separation of the trajectories can not induce decoherence.
Appendix C: Master equation
The physical content of the effective Lagrangian is sometime easier to see by means of the
corresponding master equation, which is the equation of motion for the density matrix. We
present the derivation of this equation for one-dimensional motion by ignoring the difference
between the transverse and longitudinal directions in the effective parameters (B12). The
equation of motion for the density matrix can easily be found by calculating the change of
the density matrix during a single time step, t→ t+ ∆t,
ρ(xˆ, t+ ∆t) =
mB
2pi∆t~
∫
dyˆe
i
~∆tL∆t(xˆ,xˆ−yˆ)ρ(xˆ− yˆ, t), (C1)
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in the limit ∆t→ 0 where
L∆t(xˆ, xˆ− yˆ) = m
∆t2
yyd − U(x+)− U(x−) + Linfl(xˆ, xˆ− yˆ), (C2)
the last term being given by the one dimensional analog of the influence Lagrangian (17).
We make a further simplification by ignoring the xd dependence of the effective parameters
∆m, q and r.
To identify the relevant terms in the integrand as ∆t → 0 we inspect the Gaussian
integral,
Z =
∫
dyˆe
1
2~∆t (2imyy
d−qyd2−ry2) (C3)
which contains the O (yˆ2/dt) part of the effective Lagrangian. The dependence of the density
matrix on yˆ in the integrand, namely the influence of the initial an final conditions on the
path integral plays and important role in (C1) but it is neglected in (C3) because it shifts
the expectation value of yˆ without modifying the fluctuations. By integrating out one of the
coordinates,
Z =
√
2pi~∆t
q
∫
d3ye−
1
2~∆t (
m2
q
+r)y2 ,
=
√
2pi~∆t
r
∫
d3yde−
1
2~∆t (
m2
r
+q)yd2 , (C4)
one finds a Gaussian distribution for y and yd and thus the integrals (C3)-(C4) yield
y2 ∼ q~∆t
m2 + qr
, yd2 ∼ r~∆t
m2 + qr
, yyd ∼ m~∆t
m2 + qr
. (C5)
The Heisenberg canonical commutation relation makes the trajectories x±(t) of a free, iso-
lated particle, q = r = 0, a nowhere differentiable fractal of Hausdorff dimension two,
(y±)2 = O (∆t); however, the jumps, y and yd, are correlated, yd ∼ 0 or y ∼ 0. In fact, if
one ignores x or xd then the time dependence of the other coordinate is driven by the initial
or final conditions with negligible local fluctuations. We have q 6= 0 and/or r 6= 0 in an open
system which make the trajectories x(t) and xd(t) fractal.
After the reinsertion of the remaining terms of the effective Lagrangian and the density
matrix into the integral we expand the right-hand side of eq. (C1) up to O (∆t),
ρ(xˆ, t+ ∆t) =
∫
dyˆe
i
2~ yˆAˆyˆC(yˆ)
[
1− yˆ∇ˆ+ 1
2
(yˆ∇ˆ)2
]
ρ(xˆ, t), (C6)
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where
Aˆ =
1
∆t
 r −im
−im q
 , (C7)
and C(yˆ) is a linear polynomial. Straightforward steps lead to the master equation,
∂tρ(xˆ, t) =
[
i
~
meff
∂∂d − i~U(x
+) +
i
~
U(x−)
−1
~
Udeff (x
d) + ifxd∂ + ifdx
d∂d + g∂
2 + gd∂
2
d
]
ρ(xˆ, t) (C8)
where meff = m+ rq/m denotes the x
d-dependent effective mass, the coefficients are given
by f = kqm/meff , fd = km/meff , g = ~mq/2meff , gg = ~mr/2meff and
Udeff (x
d) = Ud(x
d)− k
2q
2(m2 + qr)
xd2 (C9)
is an effective decoherence potential. If one retains the xd-dependence of the parameters of
the influence Lagrangian one finds as xd-dependent effective mass and the coefficients f , fd,
g and gd become sixth order polynomials in x
d.
The second line on the right hand side of eq. (C8) generate the diffusive part of the
effective dynamics. The friction term together with the O (x˙2) and O (x˙d2) pieces of the
influence Lagrangian generate tree-level dynamics and the midpoint prescription in the ef-
fective mass produces one- and the two-loop level contributions. The translation invariance
protects against the emergence of x in L. The first term on the right-hand side of eq. (C8),
the kinetic energy, leads to the spread of the wave packet, modulated by the xd-dependence
of the effective mass. The decoherence potential, acting on the density matrix picks up
mixed effects of the dissipative force and the two-loop level midpoint prescription contri-
butions and governs the stationary decoherence, cf. (4). The coefficient functions, f and
fd, describe a drift of the physical coordinate, x, and the quantum fluctuations, x
d, respec-
tively. The O (x˙d2) decoherence term of the Lagrangian makes the trajectory x(t) fractal
and the emerging operator, ∂2x, generates diffusion in x. The O (x˙2) part of the Lagrangian
is not related to decoherence, it suppresses the momentum, makes xd(t) fractal and induces
diffusion in xd, i.e., recoheres the coordinate.
The master equation is more restricted for harmonic systems where ImΓ++ = ImΓ+−, cf.
eq. (11). It is easy to see that the O (x˙2) term in the Lagrangian of a harmonic model is
proportional to Im(Γˆ−1)++ − Im(Γˆ−1)+− and thus is vanishing for ImΓ++ = ImΓ+−. Thus
28
the trajectory xd(t) of the harmonic models is differentiable and there is neither diffusion
in xd nor recoherence. The condition of preserving the positivity of the density matrix [45]
requires gd = 0 in quadratic models [12].
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