A social robot has to recognize human social intention in order to fully interact with him/her. People intention can be inferred by processing verbal and non-verbal communicative signs. In this work we describe an actions classification module embedded into a robot's cognitive architecture, contributing to the interpretation of users behavior.
Introduction
Investing in social robotics and proposing cognitive models that provide robots with a form of social intelligence is becoming more and more important nowadays. Thanks to improvement of their expressive and communication skills, robots are assuming an increasingly integrated role in society [1] . There are several discussions about the abilities that robots must exhibit to be considered socially adaptive [2] . They must be able to engage a social interaction with people, understand their intentions by recognizing social signs, express emotions and adapt their behavior to the different social situations.
A proper cognitive architecture is needed to model these features. Some proposals have been made, such as in [3] , [4] where a key role in the robot's decisional processes is given to its needs and motivations, or in [5] , where the robot's perceptions and mental states trigger its emotions. Coping with the issue of modeling a form of social intelligence in a robot means properly model its identity (with its baggage of knowledge and its point of view about users and environment) and its knowledge about socio-cultural practices and provide him with the ability of understanding social situations and, as consequence, planning and carrying on the interaction with human beings [6] . The success of a social interaction strongly depends on the ability to recognize and properly understand the intention of people [7] . People intention can be inferred by processing the multi-modal signals conveying information about social actions, emotions, attitudes and relationships [8] [9] . In particular, non verbal behavior, such as face expressions, 1 This space is reserved for the Procedia header, do not use it Social signs processing in a cognitive architecture for an humanoid robot.
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Investing in social robotics and proposing cognitive models that provide robots with a form of social intelligence is becoming more and more important nowadays. Thanks to improvement of their expressive and communication skills, robots are assuming an increasingly integrated role in society [1] . There are several discussions about the abilities that robots must exhibit to be considered socially adaptive [2]. They must be able to engage a social interaction with people, understand their intentions by recognizing social signs, express emotions and adapt their behavior to the different social situations. A proper cognitive architecture is needed to model these features. Some proposals have been made, such as in [3] , [4] where a key role in the robot's decisional processes is given to its needs and motivations, or in [5] , where the robot's perceptions and mental states trigger its emotions. Coping with the issue of modeling a form of social intelligence in a robot means properly model its identity (with its baggage of knowledge and its point of view about users and environment) and its knowledge about socio-cultural practices and provide him with the ability of understanding social situations and, as consequence, planning and carrying on the interaction with human beings [6] . The success of a social interaction strongly depends on the ability to recognize and properly understand the intention of people [7] . People intention can be inferred by processing the multi-modal signals conveying information about social actions, emotions, attitudes and relationships [8] [9] . In particular, non verbal behavior, such as face expressions, 1 postures and gestures, are particularly meaningful in social interaction and they reveal the attitude of people towards others and their affective states [9] . Some example of gestures recognition modules has been proposed in [10] [11] . In this work we focus on the abilities of a robot to interpret the non-verbal signs communicated by the users interacting him. We propose an action classification module that allows a robot to distinguish normal actions from aggressive actions. In particular, the robot percepts human postures by an RGB-Depth camera, and stores data as 3D skeletons. Then, a recurrent neural network classifies the detected actions. Section 2 describes how the module, together with other signs processing modules, contributes to the interpretation of the user behavior and influences the robot motivation, according to a Psiinspired [12] cognitive architecture. Section 3 describes in detail the process of the classification of the actions performed in front of the robot while Section 4 show some experimental results. Last section summarizes the work and describes how we are working on the overall architecture to the interaction with the user, according to the interpretation of the human behavior.
Cognitive Architecture
The cognitive architecture (see Figure 1 ) is inspired to the PSI architecture [12] . The motivation and behavior of the robot depends on different demands, such as Physiological needs influenced by the robot's physical conditions, and cognitive demands, named Competence and Certainty, considering respectively the capability to perform a task and the confidence to successfully execute a task, influenced by internal and external evaluations. In the specific case of a social robot, a key role is given by the Affiliation demand, that is the need for the acceptance by other agents and it is influenced by the behavior of the users interacting with the robot. An appropriate behavior of the interlocutor, characterized by non aggressive actions and a kind verbal interaction is very important to motivate the robotic receptionist in giving support to the visitor. The architecture includes proper modules for internal and external sensing. In particular modules for the recognition of faces, postures, and emotions conveyed in the verbal interaction can be exploited to interpret the user's behavior. An instructor organizes the knowledge of the robot in its Long Term-Memory (LTM) such as the rules needed to manage different situations, an AIML-KB to manage the verbal interaction AIML-KB by means of a chatbot module 1 , and collections of postures and verbal expressions that can be used according to the current situation.
Classification of the social signs conveyed by actions
As discussed in the introduction, people communicate and reveal their attitude and affective states through both verbal and non verbal social signs. In this work we are focusing the attention on social signs conveyed by non verbal behavior, and in particular by postures and gestures. To recognize these social signs we propose the use of a deep neural network used for the classification of the user actions.
The great advantage of the deep networks is that the first layers of the network, if suitably trained, can automatically extract features allowing a robust representation of the input pattern. In this way, instead of using hand crafted features, the raw data can be processed creating a good classifier with features learned from data [13] . Beyond the possibility of extracting spatial features for the recognition of patterns in bidimensional inputs, deep networks can also be used for the processing and classification of sequence of data. In these cases, the network,
