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Abstract
We study posterior concentration properties of Bayesian procedures for
estimating finite Gaussian mixtures in which the number of components is
unknown and allowed to grow with the sample size. Under this general
setup, we derive a series of new theoretical results. More specifically, we
first show that under mild conditions on the prior, the posterior distribu-
tion concentrates around the true mixing distribution at a near optimal rate
with respect to the Wasserstein distance. Under a separation condition on
the true mixing distribution, we further show that a better and adaptive
convergence rate can be achieved, and the number of components can be
consistently estimated. Furthermore, we derive optimal convergence rates
for the higher-order mixture models where the number of components di-
verges arbitrarily fast. In addition, we consider the fractional posterior and
investigate its posterior contraction rates, which are also shown to be min-
imax optimal in estimating the mixing distribution under mild conditions.
We also investigate Bayesian estimation of general mixtures with strong
identifiability conditions, and derive the optimal convergence rates when
the number of components is fixed. Lastly, we study theoretical properties
of the posterior of the popular Dirichlet process (DP) mixture prior, and
show that such a model can provide a reasonable estimate for the num-
ber of components while only guaranteeing a slow convergence rate of the
mixing distribution estimation.
1 Introduction
Finite mixture models are powerful tools for modeling heterogeneous data,
which have been used in a wide range of applications in statistics and machine
learning including density estimation [26], clustering [11], document model-
ing [3], image generation [39] and designing generative adversarial networks
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[9], just to name a few. To date, a large number of methods, both frequen-
tist and Bayesian, have been proposed in the literature for various estimation
problems related to finite mixture models. Rather than listing a large body of
related work here, we refer the readers to the book [12] and a review paper [30]
for recent advances on finite mixture modeling. Our work focuses on the esti-
mation of the finite mixture itself, i.e., estimating the parameters of a mixture
model such as the mixing distribution, the number of mixing components and
so on. Both frequentist and Bayesian methods have gained empirical success in
terms of estimation accuracy as well as computational efficiency. However, un-
like their frequentist counterparts, many theoretical questions or gaps related
to Bayesian estimation of finite mixtures remain open. Most of the Bayesian
work in the literature assume the number of components is either known or
fixed. The minimax optimal convergence rate for estimating the mixing distri-
bution has not been achieved by Bayesian methods even for the fixed set up.
Further, posterior consistency on the number of components has not been es-
tablished except for some special cases. This paper aims to bridge these gaps
through establishing a number of new theoretical results.
To have a better understanding of some of the theoretical gaps, it is impor-
tant to review some of the major developments in the literature. A pioneering
work on characterizing convergence rates for mixing distribution estimation in
finite mixture models is due to Chen [7] which established a point-wise conver-
gence rate Cν?n−1/4 for estimating the mixing distribution under the L1 dis-
tance, where n denotes the sample size and the Cν? is a constant depending on
the true mixing distribution ν?. This convergence result holds for the so-called
strongly identifiable mixtures which include the Gaussian location mixtures as
special cases, and so do those stated below. Nguyen [37] and Scricciolo [42] de-
rived the n−1/4 point-wise posterior contraction rate under the second-order
Wasserstein distance. Ho and Nguyen [22] proved that the maximum likeli-
hood estimator (MLE) can also achieve this point-wise rate. Under the first-
order Wasserstein distance, a better point-wise convergence rate Cν?n−1/2 can
be obtained. Heinrich and Kahn [21], Ho et al. [23] and Guha et al. [20] es-
tablished the n−1/2 point-wise rate for the minimum Kolmogorov distance es-
timator, minimum Hellinger distance estimator and Bayesian procedure with
the mixture of finite mixtures (MFM) prior, respectively. On the other hand, for
the continuous mixtures where the mixing distribution admits a density func-
tion, Martin [28] derived a near n−1/2 point-wise rate of the mixing density
estimation for their predictive recursion algorithm [36, 45].
However, due to a lack of uniformity in the constant Cν? , their analysis
has been restricted to the fixed truth setup, with the number of components
assumed to be either known or fixed. Also note that these point-wise rates
are not upper bounds of the actual minimax optimal rates of mixing distribu-
tion estimation, which were later derived by Heinrich and Kahn [21]. It was
shown that the minimax optimal convergence rate of mixing distribution esti-
mation for strongly identifiable mixtures, is of order n−1/(4(k?−k0)+2), where k?
and k0 denote the total number of components and the number of well-separated
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components of the true mixing distribution, respectively. In other words, the
minimax rate deteriorates with the factor k? − k0 which can be viewed as the
degree of overspecification. Heinrich and Kahn [21] also proposed a minimax
optimal minimum Kolmogorov distance estimator which however can be com-
putationally expensive. More recently, Wu and Yang [47] proposed a computa-
tionally efficient estimator called the denoised method of moments estimator
for Gaussian mixture models, and showed that this estimator achieves the min-
imax rate. However, these minimax optimal estimators require the knowledge
of the number of components k?, which is not practical. On the other hand, no
Bayesian procedure has yet been able to yield a minimax optimal rate.
In general, one does not have the prior knowledge on the number of com-
ponents, and selecting an appropriate value of the number of components is
a crucial step in providing accurate estimates of the true mixing distribution.
With too many components, one may suffer from large variances whereas too
few components may lead to biased estimators. Also estimating the number
of components may be of interest itself in practice especially when each com-
ponent has a physical interpretation. A widely used approach to choose the
number of components is based on a model selection criterion before estimat-
ing parameters, and a few consistent model selection criteria are available in
the literature such as complete likelihood [2], the Bayesian information criteria
(BIC) [25], the singular Bayesian information criteria (sBIC) [8] and the Bayes
factor [6].
A Bayesian approach is an attractive alternative due to its ability to esti-
mate both the number of components and parameters in a unified manner. A
natural strategy to infer a mixture model with an unknown number of com-
ponents is to also impose a prior on the number of components k . By do-
ing so, it provides a way of not only choosing the best number of components
(i.e., model selection), but also combining results from different mixture mod-
els with possibly varying number of components (i.e., model averaging). One
notable disadvantage for such models is that posterior computations may be
challenging, since it requires developing Monte Carlo Markov chain (MCMC)
algorithms for sampling from a parameter space of varying dimensions, which
often results in poor mixing or slow convergence of the Markov chain to the
stationary distribution. Several MCMC methods have been proposed to cir-
cumvent this issue including [40, 44, 38, 34]. On the theoretical side, Guha
et al. [20] derived the n−1/2 point-wise posterior contraction rate for this type
of prior distribution. They also obtained posterior consistency of the fixed num-
ber of components under the strong identifiability condition. Another promis-
ing approach is to use over-fitted mixtures. This approach considers a mixture
model with the number of components larger than the true one and estimates
the true model by discarding spurious components. Rousseau and Mengersen
[41] studied asymptotic properties of the over-fitted mixtures and proved with
a prior on weights of a mixture using a Dirichlet distribution with a suitably
selected hyperparameter, the spurious components vanishes asymptotically at
the rate n−1/2 loga n for some a > 0 under the posterior distribution.
Our work considers a Bayesian procedure which imposes appropriate pri-
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ors on both the number of components and the mixing parameters in a gen-
eral setup where the number of the mixing components is allowed to grow
with sample size. We consider a general class of priors and provide assump-
tions on the prior on the number of components, the mixing weights as well as
the atoms of the mixing distribution, that lead to optimal convergence of the
posterior. We obtain a collection of important theoretical results which can be
summarized in the following.
1. We derive a near-optimal posterior contraction rate of the mixing distri-
bution estimation with respect to the Wasserstein distance (Theorem 2.2).
Under a separation condition on the mixing components, we further show
that a better and adaptive optimal posterior contraction can be obtained
(Theorem 2.3 and Corollary 2.5). To our knowledge, this is the first mini-
max optimality result in the Bayesian literature.
2. We derive the posterior consistency of the number of components even
when the true number of components diverges (Theorem 2.6). To the
best of our knowledge, this is the first result on the posterior consistency
of the number of components in a general setup where the true mixing
distribution varies as the sample size grows.
3. We propose an optimal Bayesian procedure for estimating higher-order
mixture models in which the number of components diverges arbitrarily
fast (Theorem 2.7).
4. We show that the fractional posterior can be an attractive alternative to
the regular posterior, and prove the optimal contraction property of the
fractional posterior (Theorem 2.8).
5. We derive the posterior contraction rates of the mixing distribution es-
timation for strongly identifiable mixtures beyond Gaussian mixtures,
which includes a large class of widely used mixture models. Under the
additional assumption that the true number of components is fixed but
unknown (and we still allow the true mixing distribution to vary with
the sample size), we show that the proposed Bayesian procedure can at-
tain the optimal posterior contraction rates under two different scenarios
(Theorems 3.1 and 3.2).
6. We investigate some theoretical properties of the Dirichlet process (DP)
mixture models in terms of inference for the finite mixture models (Sec-
tion 4). The DP prior for the mixing distribution, which only generates
infinite mixtures, cannot provide a meaningful posterior distribution for
the number of components. But we show that the posterior distribution
of the number of clusters can be a reasonable estimate of the true number
of components (Theorem 4.1). For mixing distribution estimation, the
performance of the DP is inferior in view of the convergence rate (Theo-
rem 4.2).
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The rest of this paper is organized as follows. In Section 2, we introduce the
notation, finite Gaussian location mixture models, and the prior distribution.
Then we present the main results of the paper, including optimal posterior
contraction rates of the mixing distribution, and posterior consistency of the
number of components. Theoretical results regarding the fractional posterior
are also provided. In Section 3, we study Bayesian procedures for estimating
general mixture models satisfying the strong identifiability conditions and de-
rive the minimax optimal posterior contraction rates. In Section 4, we analyze
theoretical properties of DP mixture models for estimating the finite Gaussian
mixtures. In Section 5, numerical studies are conducted for illustrating our
theory. Proofs are deferred to Section 6 and Appendix A.
2 Main results
2.1 Notations
We first introduce some notation that will be used throughout the paper. For a
positive integer n ∈ N, we let [n] := {1, 2, . . . , n}. For two positive sequences
{an}n∈N and {bn}n∈N, we write an . bn if there exists a positive constant
C > 0 such that an ≤ Cbn for any n ∈ N. Moreover, we write an & bn if
bn . an and write an  bn if an . bn and an & bn. For a real number x ∈ R,
bxc denotes the largest integer less than or equal to x and dxe the smallest
integer larger than or equal to x. For n random variables X1, . . . , Xn, we use
the shorthand notation X1:n := (X1, . . . , Xn). We denote by 1(·) the indicator
function. Let δθ denote a Dirac measure at θ.
Let (X,X ) be a measurable space equipped with a Lebesgue measure λ. For
q > 0 and a real-valued function f on X, we let ‖ f ‖q denote its `q norm with
respect to the Lebesgue measure, i.e., ‖ f ‖q :=
(∫ | f (x)|qλ(dx))1/q. For the
probability measure G on (X,X ), let PG denote the probability or the expecta-
tion under the measure G. We denote by pG the probability density function of
G with respect to the Lebesgue measure λ. For n ∈ N, let P(n)G be the probabil-
ity or the expectation under the product measure and p(n)G its density function.
For two probability densities p1 and p2, we denote by KL(p1, p2) the Kullback-
Leibler (KL) divergence from p2 to p1 and by KL2(p1, p2) the KL variations,
i.e.,
KL(p1, p2) :=
∫
log
(
p1(x)
p2(x)
)
p1(x)λ(dx)
KL2(p1, p2) :=
∫ log
(
p1(x)
p2(x)
)
2
p1(x)λ(dx).
Moreover, we let Rα(p1, p2) denote the Re´nyi α-divergence of order α ∈ (0, 1)
from p2 to p1 and h(p1, p2) denote the Hellinger distance between p1 and p2,
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which are defined as
Rα(p1, p2) := − log
(∫
pα1(x)p
1−α
2 (x)λ(dx)
)
h(p1, p2) :=
{∫ (√
p1(x)−
√
p2(x)
)2
λ(dx)
}1/2
.
For a convex function f : R 7→ R such that f(1) = 0, the f-divergence from p2
to p1 is defined by
Df(p1, p2) :=
∫
f
(
p2(x)
p1(x)
)
p1(x)λ(dx).
For ζ > 0, a space of certain distributions G and a distribution G0 ∈ G, we
define a ζ-KL neighborhood of G0 by
BKL(ζ, G0,G) :=
{
G ∈ G : KL(pG0 , pG) < ζ2,KL2(pG0 , pG) < ζ2
}
.
For a metric space (Z , ρ), we let N (e,Z , ρ) denote the e-covering number of
(Z , ρ) and let diam(Z) := sup {ρ(z1, z2) : z1, z2 ∈ Z}.
2.2 Gaussian location mixtures in one dimension
In this paper, we initially consider the Gaussian location mixture model in one
dimension:
X1, . . . , Xn
iid∼
k
∑
j=1
wjN(θj, σ2), (2.1)
where θ1, . . . , θk ∈ R are the atoms and (w1, . . . , wk) ∈ ∆k are the mixing weights.
Here we define
∆k :=
{
(w1, . . . , wk) ∈ [0, 1]k : ‖w‖1 = 1
}
for k ∈ N. We assume that the variance σ2 is known and without loss of gen-
erality σ2 = 1. With the convolution denoted with the symbol ∗, we simply
write
ν ∗Φ =
k
∑
j=1
wjN(θj, 1)
for the mixing distribution ν := ∑ki=1 wjδθj , where Φ denotes the standard nor-
mal distribution. For a set Θ ⊂ R and k ∈ N, we define the set of k-atomic
distributions
Mk(Θ) :=
 k∑j=1 wjδθj : (w1, . . . , wk) ∈ ∆k, θ1, . . . , θk ∈ Θ
 .
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Note thatMk(Θ) ⊂ Mk+1(Θ) for every k ∈ N. The parameter space is given
byM(Θ) := ⋃k∈NMk(Θ). For mathematical convenience, we introduce the
notation P(Θ) to denote the set of all distributions supported on Θ. Note that
M(Θ) ⊂ P(Θ).
For mixture models, the Wasserstein distance is widely used as a perfor-
mance measure for the mixing distribution estimation. To define the Wasser-
stein distance between two atomic distributions, we first define
Q(w, w′) :=
{
(pjh)j∈[k],h∈[k′ ] ∈ [0, 1]k×k
′
:
k′
∑
h=1
pjh = wj,
k
∑
j=1
pjh = w′h, ∀j ∈ [k], h ∈ [k′]
}
,
for given two weight vectors w ∈ ∆k and w′ ∈ ∆k′ , which is a set of joint
distributions on [k] × [k′] with marginal distributions w and w′. For any q ≥
1, the q-th order Wasserstein distance between two atomic distributions ν :=
∑kj=1 wjδθj and ν
′ := ∑k
′
h=1 w
′
hδθ′h
is defined as
Wq(ν, ν′) := inf
p∈Q(w,w′)
 k∑
j=1
k′
∑
h=1
pjh|θj − θ′h|q
1/q .
Our analysis on the mixing distribution estimation invokes the connection
between the difference of moments and the Wassestein distance, which is de-
veloped by [47]. For ν ∈ M(Θ), we denote by mh(ν) the h-th moment of ν,
that is
mh(ν) := E(Xh),
where X is the random variable such that X ∼ ν. The r-th moment vector is
defined by
m1:r(ν) :=
(
m1(ν), · · · , mr(ν)
)
.
Closeness of moments vectors of two atomic distributions implies their close-
ness in the Wasserstein distance. See Lemmas 6.1 and 6.5.
2.3 Prior distribution
We first assume that the true data generating process is given as ν? ∗Φ where
ν? ∈ Mk?([−L, L]), L > 0 for some k? ∈ N, which is the true number of mixing
components. For simplicity, we writeMk :=Mk([−L, L]) for each k ∈ N and
M :=M([−L, L]) = ∪∞k=1Mk. We consider a general model in which the true
mixing distribution ν? ∈ Mk? can vary with sample size n, in particular, the
true number of components k? can vary with n. This is a critical difference from
the existing Bayesian literature on mixture models which assumed a fixed true
mixing distribution [37, 42, 20].
We assume an upper bound k¯n on the true number of components k?. This
assumption alleviates some technical difficulties, and can be justified by the
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following remark. It is reasonable to assume k¯n  log n/ log log n, as Wu and
Yang [47] did, since the minimax optimal convergence rate of mixing distribu-
tion estimation for large mixtures ν? ∈ Mk? with k?  log n/ log log n has a
slow rate of log log n/ log n (See Proposition 8 of [47]), and we will show that
one can develop a Bayesian procedure that attains this rate without knowing
the upper bound of the true number of components. See Theorem 2.7 in Sec-
tion 2.6.
We now introduce our prior distribution on the finite Gaussian mixture
model. The prior first samples the number of components k from a prior
Π(k) and then samples the atoms θ ∈ [−L, L]k and weights w ∈ ∆k from
Π(θ|k) and Π(w|k), respectively. Thus the prior distribution is a distribution
onM = ∪k∈NMk.
We impose the following conditions on the prior.
Assumption P. Recall that k¯n is the known upper bound on the true number
of components. The prior distribution Π satisfies the following conditions:
(P1) The prior distribution on the number of components k is data-dependant.
There are a constant c1 > 0 and a sufficiently large constant A > 0 such
that for any sample size n ∈ N and any k◦ ∈ N,
Π(k = k◦ + 1)
Π(k = k◦) ≤ c1e
−Ak¯n log n. (2.2)
Additionally, there are constants c2 > 0 and c3 > 0 such that for any
n ∈ N and any k† ∈ [k¯n],
Π(k = k†) ≥ c2e−(c3 k¯n log n)k† . (2.3)
(P2) For any k ∈ N and any (w01, . . . , w0k) ∈ ∆k, there are positive constants c4
and c5 such that for any η ∈ (0, 1/k),
Π
 k∑
j=1
|wj − w0j | ≤ η
∣∣∣k
 ≥ c4ηc5k. (2.4)
(P3) For any k ∈ N and any θ0 ∈ [−L, L]k, there are positive constants c6 and
c7 such that for any η > 0,
Π
(
max
1≤j≤k
|θj − θ0j | ≤ η
∣∣∣k) ≥ c6ηc7k. (2.5)
We now provide some examples of prior distributions satisfying Assump-
tion P. In the following examples, the constant A > 0 is the same as the one
appearing in (2.2).
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Example 1. The mixture of finite mixture (MFM) prior considered in [34, 20] is
a hierarchical prior consisting of a distribution on the number of components,
the Dirichlet distribution on the weights and a distribution on the atoms. As-
sumption P is met by the MFM prior with appropriate choices of each distribu-
tion. An example is given as follows. The geometric distribution with proba-
bility mass function (1− pn)k−1 pn on k, where pn := 1− a exp(−Ak¯n log n) for
arbitrary a > 0, satisfies (2.2) and (2.3) since pn & 1. The Dirichlet distribution
DIR(κ1, . . . , κk) on the mixing weights with κj ∈ (κ0, 1) for every j ∈ [k] and
some κ0 ∈ (0, 1) satisfies (P2), see Lemma A.5. If the prior distribution on θ
behaves like a uniform distribution up to a multiplicative constant, then (P3)
holds.
Example 2. Consider a truncated Poisson distribution for k that’s supported on
Nwith probability mass function e−λnλk−1n /(k− 1)!, where λn := a exp(−Ak¯n log n)
for arbitrary a > 0. Then this Poisson distribution clearly satisfies (2.2). Also
it satisfies (2.3) with a choice of c3 = A + c′1 for some constant c
′
1 > 0, since
e−λn & 1 and ((k− 1)!)−1 ≥ exp(−k log k) ≥ exp(−k¯n log k¯n) ≥ exp(−c′1k¯n log n).
The MFM prior with such a Poisson prior on the number of components also
satisfies Assumption P.
Example 3. Consider a Binomial prior distribution on the number of compo-
nents such that k− 1 ∼ BINOM(k¯n − 1, pn) with pn := a exp(−2Ak¯n log n) for
arbitrary a > 0. Then this prior satisfies (2.2) since (k¯n−1k◦ )/(
k¯n−1
k◦−1) ≤ k¯n .
elog log n and 1− pn ≤ 1. Also it satisfies (2.3) since 1− pn & 1. The MFM prior
with this Binomial prior distribution satisfies Assumption P.
Example 4. The spike and slab prior distribution on the unnomralized weights
can satisfy (P1) and (P2). Suppose that we consider an over-fitted mixture
model ν = ∑k¯nj=1 wjδθj . Let S := {j ∈ [k¯n] : wj > 0}, a set of indices corre-
sponding to nonzero weights. Then we can write ν = ∑j∈S wjδθj . Let w˜ ≡
(w˜j)j∈[k¯n ] be the independent random variables where w˜1 is generated from
GAMMA(κ, b) and the other variables, i.e., w˜2, . . . , w˜k¯n , are generated from a
spike and slab distribution (1− pn)δ0 + pnGAMMA(κ, b)with pn := a exp(−2Ak¯n log n)
for a > 0, b > 0 and κ ∈ (0, 1). If we define the number of components as
the number of nonzero elements in w˜ and the weights as a normalized ver-
sion of (w˜j)j∈S, i.e., k := ‖w˜‖0 and wj := w˜j/‖w˜‖1 for j ∈ S, then k− 1 follows
BINOM(k¯n− 1, pn) and (wj)j∈S follows DIR(κ, . . . , κ). Thus Assumption P holds
by Examples 1 and 3.
2.4 Posterior concentration
In this section, we present concentration properties of the posterior distribution
Π(·|X1:n) defined below, with the prior given in Section 2.3 and the data from
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the Gaussian mixture model in (2.1):
Π(dν|X1:n) :=
p(n)ν∗Φ(X1:n)Π(dν)∫
p(n)ν∗Φ(X1:n)Π(dν)
. (2.6)
We first show that our posterior distribution does not overestimate the num-
ber of components.
Theorem 2.1. Assume ν? ∈ Mk? where k? ≤ k¯n . log n/ log log n. Then with the
prior distribution Π satisfying Assumption P, we have
P
(n)
ν?∗Φ
[
Π(ν ∈ Mk? |X1:n)
]→ 1. (2.7)
Remark 1. Note that the condition ν? ∈ Mk? does not mean that ν? is not in-
cluded in the lower order models such as M1, . . . ,Mk?−1 because there may
be overlapped atoms or zero weights. In view of this observation, Theorem 2.1
can be stated with a more precise argument as follows. Let k˘? be the small-
est number of components of the true mixing distribution ν? in a sense that
ν? ∈ Mk˘? \Mk˘?−1. Then the conclusion of the theorem actually means that
P
(n)
ν?∗Φ
[
Π(ν ∈ Mk˘? |X1:n)
]
→ 1. 
The following theorem shows the optimal concentration property of the
posterior distribution of the mixing distribution.
Theorem 2.2. Under the same assumptions of Theorem 2.1, we have
P
(n)
ν?∗Φ
[
Π
(
W1(ν, ν?) ≥ Me¯n
∣∣∣X1:n)
]
= o(1) (2.8)
for some universal constant M > 0, where
e¯n := (k?)
3k?−1
2k?−1
(
k¯n log n
n
) 1
4k?−2
. (2.9)
If the number of components k? is fixed, the convergence rate in Theo-
rem 2.2 is equivalent to the minimax optimal rate n−1/(4k?−2) [47, Proposition
7] up to at most a logarithmic factor since k¯n . log n.
Compared with the minimax rate, our rate has two redundant factors k¯n
and log n. The log n factor is common in the nonparametric Bayesian literature,
which often arises due to the popular “prior mass and testing” proof technique.
We refer to the papers [24, 13] for discussions about this phenomenon. We also
adopt the “prior mass and testing” approach and thus misses the log n factor.
The k¯n factor is paid for model selection. Unlike the frequentist work [47],
which proposes an estimation algorithm that attains the exact minimax opti-
mal rate with the assumption that the true number of components is known,
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our Bayesian procedure learns the number of components. If we assume a
known number of components and thus do not need a prior on the number
of components, this k¯n factor can be removed. We may be able to remove this
factor using somewhat refined proof techniques without assuming the known
number of components. For example, some Bayesian works on linear regres-
sion [5, 29] and Gaussian directed acyclic graph models [4, 27] simultaneously
achieved model selection consistency and the exact minimax convergence rates
for parameters estimation through a careful analysis of the likelihood ratio. We
will investigate whether the same can be done for Gaussian mixture models in
the near future.
2.5 Adaptive rates on mixing distribution and posterior con-
sistency on the number of components
To improve the convergence rate in Theorem 2.2, one may assume that atoms
are well separated and the weights are bounded away from zero. We introduce
the formal definition related to this notion.
Definition 1. An atomic distribution ν := ∑kj=1 wjδθj is said to be k0 (γ,ω)-
separated for k0 ∈ [k], γ > 0 and ω > 0 if there exists a partition S1, . . . , Sk0 of
[k] such that
• |θj − θj′ | ≥ γ for any j ∈ Sl , j′ ∈ Sl′ and any l, l′ ∈ [k0] with l 6= l′;
• ∑j∈Sl wj ≥ ω for any l ∈ [k0].
We let
Mk,k0,γ,ω :=
{
ν ∈ Mk : ν is k0 (γ,ω)-separated
}
.
In the next theorem, we derive the optimal posterior contraction rate of the
mixing distribution under the separation assumption. We call this contraction
rate an adaptive rate because the result is achieved without any knowledge of
the number of well-separated components k0 of the true mixing distribution.
Theorem 2.3. Assume ν? ∈ Mk? ,k0,γ,ω where k? ≤ k¯n . log n/ log log n. More-
over, assume that γω > M′ e¯n for a sufficiently large constant M′ > 0, where e¯n is
the convergence rate defined in (2.9). Then with the prior distribution Π satisfying
Assumption P, we have
P
(n)
ν?∗Φ
[
Π
(
W1(ν, ν?) ≥ Men
∣∣∣X1:n)
]
= o(1), (2.10)
for some universal constant M > 0, where
en := (k?)
3k?−2k0+2
2(k?−k0)+1 γ
− 2k0−22(k?−k0)+1
(
k¯n log n
n
) 1
4(k?−k0)+2
. (2.11)
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Remark 2. A nice surprise from the result of Theorem 2.3 is that our Bayesian
procedure can achieve a better convergence rate than the one in Theorem 2.2
without requiring any further condition on the prior distribution. This is be-
cause of fact that the condition γω > M′ e¯n guarantees that the mixing distri-
bution ν is k0 (a0γ, 0)-separated asymptotically for some constant a0 ∈ (0, 1)
under the posterior distribution, provided that Theorem 2.2 holds. 
Under the same separation condition but with the additional assumption
that the number of components k? is known, Wu and Yang [47] achieved the
convergence rate Ck? ,γn−1/(4(k
?−k0)+2) for the denoised method of moments es-
timator, where Ck? ,γ is some quantity depending on k? and γ. Compared with
the rate of [47], our convergence rate (2.11) has redundant factor k¯n log n due
to the proof technique and the existence of the model selection step. Again the
factor k¯n can be removed if one assumes the number of components is known.
In view of Proposition 2.4 presented below, the convergence rate in The-
orem 2.3 is minimax optimal [21, Theorem 3.2] up to a logarithmic factor if
the model parameters k?, k0 and γ are fixed constants. Heinrich and Kahn
[21] established the minimax optimal rate n−1/(4(k?−k0)+2) of the estimation of
the mixing distribution satisfying the locally varying condition. Namely, they
showed that for fixed k? ∈ N, k0 ∈ [k?] and ν0 ∈ Mk0 \Mk0−1, it follows that
inf
{νˆ}
sup
ν?∈Mk? :W1(ν? ,ν0)≤e†n
P
(n)
ν?∗Φ
[
W1(νˆ, ν?)
]
& n−
1
4(k?−k0)+2 , (2.12)
where the infimum ranges over all possible sequences of estimators and e†n :=
n−1/(4(k?−k0)+2)+ι for some ι > 0 (In fact, the above lower bound holds not
only for the Gaussian location mixtures but also general mixtures satisfying
the strong identifiability condition provided in Definition 2). In other words,
the above minimax argument is about the true mixing distribution which does
not vary globally but locally. This locally varying condition is seemingly differ-
ent from the separation condition given in Definition 1, but in fact the former
is a sufficient condition of the latter. Intuitively, we can expect that the true dis-
tribution ν? ∈ Mk? close to ν0 ∈ Mk0 \Mk0−1 has at least k0 well-separated
components, and therefore satisfies the separation condition. We formally state
this argument in the next proposition.
Proposition 2.4. Let k0 ∈ N and ν0 := ∑k0j=1 w0jδθ0j ∈ Mk0 \Mk0−1. Define
γ(ν0) := min
j,h∈[k0]:j 6=h
|θ0j − θ0h| > 0, ω(ν0) := min
j∈[k0]
w0j > 0.
Let k ∈ {k0, k0 + 1, . . . } and c ∈ (0, 1/4). Then we have{
ν ∈ Mk : W1(ν, ν0) < cγ(ν0)ω(ν0)
} ⊂Mk,k0,(1−2c)γ(ν0), 1−4c1−3cω(ν0).
Due to Proposition 2.4, it is clear that our Bayesian procedure is also near-
optimal for the estimation of the mixing distribution under the locally varying
condition. We merely state the result.
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Corollary 2.5. Assume k? ≤ k¯n . log n/ log log n. Let k0 ∈ N be a fixed constant
such that k0 ≤ k?, and let ν0 ∈ Mk0 \Mk0−1 be a fixed distribution. Moreover, as-
sume that the prior distribution Π satisfies Assumption P . Then there exist universal
constants τ > 0 and M > 0 such that
P
(n)
ν?∗Φ
Π
W1(ν, ν?) ≥ M(k?) 3k?−2k0+22(k?−k0)+1
(
k¯n log n
n
) 1
4(k?−k0)+2 ∣∣∣X1:n

 = o(1)
(2.13)
for any ν? ∈ Mk? with W1(ν?, ν0) < τ eventually.
As a byproduct, we can obtain the posterior consistency of the true number
of components when the true mixing distribution ν? is perfectly separated, that
is, k? = k0. Note that in this case, ν? ∈ Mk? \Mk?−1. The following theorem
states this formally.
Theorem 2.6. Assume ν? ∈ Mk? ,k? ,γ,ω where k? ≤ k¯n . log n/ log log n. More-
over, assume that
γω > M′max{e¯n, en} (2.14)
for a sufficiently large constant M′ > 0, where e¯n and en are the convergence rates
defined in (2.9) and (2.11), respectively. Then with the prior distribution Π satisfying
Assumption P, we have
P
(n)
ν?∗Φ
[
Π
(
ν ∈ Mk? \Mk?−1|X1:n
)]→ 1. (2.15)
The condition (2.14) provides a threshold for detection. This condition
plays a similar role as the beta-min condition for variable selection in linear
regression [5, 29].
Guha et al. [20] obtained the consistency result with a similar prior distri-
bution to ours, but their analysis is restricted to the fixed truth cases.
2.6 Higher-order mixtures
In Section 2, we have assumed that k? . log n/ log log n. This assumption is
justified by the minimax result for the estimation of the higher-order mixtures
presented by [47]. In this section, we prove that there is a Bayesian proce-
dure which is similar to the one considered in Section 2, but does not assume
a known upper bound of the number of components, can attain this minimax
optimality. In this case, instead of Assumption (P1), we impose a milder con-
dition given below on the prior.
(P1′) There are constants c1 > 0 and c2 > 0 such that for any k◦ ∈ N,
Π(k = k◦) ≥ c1e−c2k◦ . (2.16)
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The above assumption ensures that the prior puts sufficient mass on the
unknown number of components which diverges at a fast speed. Assumption
(P1′) is satisfied by the Poisson and geometric distribution with constant mean
and success probability, respectively.
The next theorem provides the convergence rate of mixing distribution es-
timation without any restriction on the true number of components.
Theorem 2.7. Assume ν? ∈ M. Then with the prior distribution Π satisfying (P1′),
(P2) and (P3), we have
P
(n)
ν?∗Φ
Π(W1(ν, ν?) ≥ M log log nlog n ∣∣∣X1:n
) = o(1) (2.17)
for some universal constant M > 0.
If the true mixing distribution ν? belongs toMk? with k?  log n/ log log n,
the convergence rate in the above theorem is rate-exact optimal [47, Theorem
5].
Indeed, the above result holds even when the true generating process is
given by µ? ∗ Φ with µ? ∈ P([−L, L]), which includes continuous or infinite
mixtures.
2.7 Fractional posteriors
In this section, we consider the fractional posterior, also called the α-posterior,
as the estimator. With the prior distribution Π and the data X1:n, the fractional
posterior Πα(·|X1:n) of order α ∈ (0, 1) is defined by
Πα(dν|X1:n) :=
{
p(n)ν∗Φ(X1:n)
}α
Π(dν)∫ {
p(n)ν∗Φ(X1:n)
}α
Π(dν)
. (2.18)
The fractional posterior has received a great deal of recent attention, mainly
due to its empirically demonstrated robustness to model misspecification [19,
31]. In particular, numerical experiments of [31] showed that the fractional
posteriors of the Gaussian mixtures are robust to a certain type of model mis-
specification, while the regular posteriors are not. Another key advantage is
that concentration of the fractional posterior can be established under fewer
conditions on the prior comparing to the regular posterior [1]. This also turns
out to be the case for the Gaussian mixtures. The use of the fractional posterior
allows us to avoid the construction of an exponential test function, thus the
proof is substantially simplified.
The next theorem shows that the fractional posterior has the optimal con-
centration properties as does the regular posterior.
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Theorem 2.8. Fix α ∈ (0, 1). Assume ν? ∈ Mk? where k? ≤ k¯n . log n/ log log n.
Moreover, assume that the prior distribution Π satisfies Assumption P. Then there
exist positive constants c1, c2 and c3 such that
Πα(ν ∈ Mk? |X1:n) ≥ 1− c1e−c2 k¯n log n (2.19)
and ∫
W1(ν, ν?)Πα(dν|X1:n) . e¯n + e−c2 k¯n log n, (2.20)
with P(n)ν?∗Φ-probability at least 1− c3/k¯n log n, where e¯n is the convergence rate de-
fined in (2.9).
If e−c1 k¯n log n . e¯n, which holds for any diverging k¯n, the fractional posterior
attains the minimax optimal convergence rate up to a logarithmic factor.
3 General mixture models
In this section, we extend the theoretical analysis of the Gaussian mixtures pro-
vided in Section 2.4 to general mixture models satisfying strong identifiability
conditions.
With a slight abuse of the notation, for a mixing distribution ν ∈ M(Θ)
and a family of distribution functions {F(·, θ) : θ ∈ Θ} for Θ ⊂ R, we let ν ∗ F
denote the distribution having a density function
pν?∗F(·) :=
∫
f (·, θ)ν(dθ), (3.1)
where f (·, θ) denotes the probability density function of F(·, θ). We call F(·, ·)
and f (·, ·) a kernel distribution function and a kernel density function, respectively.
We assume here that the data are i.i.d observations from the distribution
ν? ∗ F for some k?-atomic mixing distribution ν? ∈ Mk? and family of distri-
bution functions {F(·, θ) : θ ∈ Θ} satisfying some regularity and strong iden-
tifiability conditions. We first introduce the strong identifiability condition.
Definition 2. A family of distribution functions
{
F(·, θ) : θ ∈ Θ} for Θ ⊂ R, is
said to be q-strongly identifiable if for any finite subset B of Θ,∥∥∥∥∥∥
q
∑
j=0
∑
θ′∈B
aj,θ′
∂j f
∂θ j
(·, θ′)
∥∥∥∥∥∥
∞
= 0 =⇒ max
j∈{0,1,...,q}
max
θ′∈B
|aj,θ′ | = 0.
We say that a mixture distribution ν ∗ F is q-strongly identifiable if {F(·, θ) : θ ∈ Θ}
is q-strongly identifiable.
Heinrich and Kahn [21, Theorem 2.4] shows that the location mixture mod-
els, i.e., f (x, θ) = f (x− θ), in which both the kernel density function f (·) and
its derivatives up to q − 1-th order vanish at ±∞, are q-strongly identifiable.
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Thus the Gaussian location mixture model we consider is ∞-strongly identifi-
able. Also the scale mixtures, i.e., f (x, θ) = θ−1 f (θ−1x) for θ ∈ Θ ⊂ R+, with
the same condition on the kernel density function, are q-strongly identifiable.
We impose the following regularity conditions including the strong identi-
fiability condition.
Assumption F(q). The family of distribution functions
{
F(·, θ) : θ ∈ Θ} with
Θ ⊂ R satisfies the following conditions:
(F1) For any x ∈ R, F(x, θ) is q-differentiable with respect to θ.
(F2)
{
F(·, θ) : θ ∈ Θ} is q-strongly identifiable.
(F3) There are constants c1 > 0 and s ≥ 1 such that∥∥∥∥∂qF∂θq (·, θ1)− ∂qF∂θq (·, θ2)
∥∥∥∥
∞
≤ c1|θ1 − θ2|s
for any θ1, θ2 ∈ Θ.
(F4) There are constants c2 > 0 and b ∈ (0, 1] such that
∫
pν1∗F(x)
(
pν1∗F(x)
pν2∗F(x)
)b
λ(dx) ≤ c2
for any ν1, ν2 ∈ Mq(Θ).
The first three conditions are inherited from the regularity condition of [21].
The additional condition (F4) is introduced to control the prior concentration
of a KL neighborhood of the true distribution ν? ∗ F. If the set Θ is given as
an interval, say [−L, L], the condition (F4) is satisfied by various location mix-
tures, in particular, by the Laplace location mixture [14] and Gaussian location
mixture [18].
In this section, we assume that the number of components k? is fixed but
still unknown. We thus use the prior distribution on the number of compo-
nents satisfying (P1) with the constant k¯n. Furthermore, since we consider a
general set of atoms Θ ⊂ R rather than the interval [−L, L] to include, for
example, scale mixtures and exponential family mixtures, Assumption (P3) is
slightly modified to Equation (2.5) being met for any k ∈ N and θ0 ∈ Θk. We
also assume the kernel distribution function F(·, ·) is known, i.e., no misspec-
ification of the kernel distribution function. That is, we consider the posterior
distribution denoted by ΠF(·|X1:n), which is defined as
ΠF(dν|X1:n) :=
p(n)ν∗F(X1:n)Π(dν)∫
p(n)ν∗F(X1:n)Π(dν)
. (3.2)
Note that we still allow the true mixing distribution to vary with the sample
size. This setup is still substantially more general than the fixed truth setup
considered in the existing Bayesian literature [37, 42, 20].
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The following theorem shows the posterior contraction rate for the strongly
identifiable mixtures under this setup.
Theorem 3.1. Let Θ be a compact subset of R with nonempty interior. Assume that
ν? ∈ Mk?(Θ) with k? ∈ N being fixed and that the family of distribution functions
{F(·, θ) : θ ∈ Θ} satisfies Assumption F(q) with q = 2k?. Then with the prior
distribution Π satisfying Assumption P, we have
P
(n)
ν?∗F
ΠF
W1(ν, ν?) ≥ M( log nn
) 1
4k?−2 ∣∣∣X1:n

 = o(1) (3.3)
for some universal constant M > 0.
The convergence rate in Theorem 3.1 is equivalent to the convergence rate
(2.9) for the Gaussian mixtures with the fixed number of components k?.
Remark 3. We believe that even if the number of components grows, the re-
sult of Theorem 3.1 still holds with the same convergence rate as (3.3) up to a
constant depending on k?, provided that Assumption F(q) is met with q = ∞.
We need to establish a uniform version of Lemma 6.8 over the number of com-
ponents, which is a key technical tool for the proof. It could be an objective of
future work. 
Moreover, our Bayesian procedure can obtain the minimax optimal conver-
gence rate [21, Theorem 3.2] under the locally varying condition on the true
mixing distribution, which is assumed in Corollary 2.5 for the Gaussian mix-
tures.
Theorem 3.2. LetΘ be a compact subset ofR with nonempty interior. Let k?, k0 ∈ N
be fixed constants with k? ≥ k0 and let ν0 ∈ Mk0(Θ) \Mk0−1(Θ) be a fixed dis-
tribution. Assume the family of distribution functions {F(·, θ) : θ ∈ Θ} satisfies
Assumption F(q) with q = 2k?. Moreover, assume that the prior distribution Π sat-
isfies Assumption P. Then there exist universal constants τ > 0 and M > 0 such
that
P
(n)
ν?∗F
ΠF
W1(ν, ν?) ≥ M( log nn
) 1
4(k?−k0)+2 ∣∣∣X1:n

 = o(1) (3.4)
for any ν? ∈ Mk? with W1(ν?, ν0) < τ eventually.
4 Dirichlet process mixtures for inference of finite
mixtures
In this section, we consider Dirichlet process (DP) prior [10] on the mixing dis-
tribution which results in an infinite mixture model– the popular Dirichlet pro-
cess (DP) mixture model. Although a DP mixture model is minimax optimal
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in density estimation [18, 16], it suffers from a very slow convergence rate of
(log n)−1/2 in estimating the mixing distribution of the Gaussian location mix-
tures as shown by [37]. Their result assumes that the number of component k?
is fixed. We consider the DP prior for the mixture distribution estimation and
derive the posterior contraction rates in the most general set up by allowing
the number of the components of the true mixing distribution to grow. Further
more, we adopt a natural strategy of using the number of the clusters T of the data
to estimate the number of components and we establish posterior consistency
of such a procedure.
Note that the DP prior does not satisfy Assumption (P1), and thus the the-
orems in Section 2.4 do not cover the case of DP prior. This section aims to
separately analyze concentration properties of the posterior of the DP mixture
models.
In our Gaussian location mixture setup, the DP is a distribution on infinite-
atomic distributions of the form
ν˜ :=
∞
∑
j=1
wjδθj (4.1)
where w1, w2, · · · ∈ [0, 1] are mixing weights such that∑∞j=1 wj = 1 and θ1, θ2, · · · ∈
[−L, L]. We letM∞ be the set of distributions of the form (4.1). The DP with a
concentration parameter κ > 0 and base distribution H, denoted by DP(κ, H),
can be expressed by the following stick-breaking generation process [43]
Ej
iid∼ BETA(1, κ),
wj = Ej
j−1
∏
h=1
(1− Eh),
θj
iid∼ H.
Since the weights generated from the above procedure are positive with prob-
ability 1, one can say that ΠDP(ν˜ ∈ M∞ \ M) = 1. This implies that ev-
ery mixing distribution generated from the posterior of the DP mixture model
has infinite number of components, therefore the posterior distribution of the
number of components k cannot provide any reasonable estimate of the true
number of components.
One possible solution is to use an additional post-processing procedure for
the posterior distribution. For example, Guha et al. [20] proposed the operator
T to infinite mixing distributions which removes weak components (in a sense
that the corresponding weights are very small) and merges similar components
(whose atoms are very close) of an infinite mixing distribution so that T (ν˜) is a
finite mixing distribution. They proved that for a fixed truth ν? ∈ Mk? \Mk?−1,
the posterior distribution of the finite mixing distribution T (ν˜) obtained after
post processing concentrates to the model Mk? \Mk?−1 under the DP prior
distribution with a fixed concentration parameter.
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We propose another way to infer the number of components with the DP
prior. Our idea is to use the posterior distribution of the number of clusters,
say Tn, of the data X1:n as an estimate of the number of components. Note that
for i ∈ [n], Xi iid∼ ν˜ ∗ Φ can be written equivalently with the latent assignment
variable Zi ∈ N as
Zi
iid∼ w[ν˜] :=
∞
∑
j=1
wjδj,
Xi|Zi ind∼ N(θZi , 1).
where w[ν˜] ∈ P(N) can be viewed as the distribution onN such that w[ν˜](J) =
ν˜({θj : j ∈ J}) for any J ⊂ N. The number of clusters Tn is defined by
Tn := Tn(Z1:n) :=
∣∣{j ∈ N : ∃i ∈ [n] s.t. Zi = j}∣∣ .
Here we consider the joint posterior distribution of the mixing distribution
ν˜ and the latent assignment variable Z1:n conditioned on the data X1:n, which
is given as
ΠDP(dν˜, Z1:n|X1:n) :=
[
∏ni=1 φ(Xi − θZi )pw[ν˜](Zi)
]
ΠDP(dν˜)∫
∑Z1:n∈Nn
[
∏ni=1 φ(Xi − θZi )pw[ν˜](Zi)
]
ΠDP(dν˜)
, (4.2)
where φ(·) denotes the probability density function of the standard normal
distribution and ΠDP denotes the DP prior.
Note that the data are still assumed to be generated from the finite Gaussian
mixture model ν? ∗Φ where ν? ∈ Mk? for k? ∈ N but we allow the number of
components to grow at an arbitrary fast speed. Even in such general situations,
we show in the following theorem that the DP prior with a suitably chosen
concentration parameter can provide a nearly tight upper bound of the true
number of components.
Theorem 4.1. Assume ν? ∈ Mk? with k? ∈ N. Then with the DP prior DP(κn, H)
where κn  (n log n)−1 and H is the uniform distribution on [−L, L], we have
P
(n)
ν?∗Φ
[
ΠDP(Tn > Ck?|X1:n)
]
= o(1) (4.3)
for some constant C > 1 depending only on the prior distribution.
Miller and Harrison [32, 33] showed that the posterior distribution of the
number of clusters does not concentrate at the true number of components if
one uses the DP prior with a constant concentration parameter. In particular, if
the true data generating process is N(0, 1) = δ0 ∗ Φ, the posterior probability
that the number of components is equal to the true number of components (i.e.,
1) goes to zero [32, Theorem 5.1]. Our proposed data-dependent concentration
parameter resolves this inconsistency.
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Remark 4. Under the prior Π considered in Section 2.3, the posterior distribu-
tion of Tn is asymptotically the same as the one of k. Miller and Harrison [34]
proved that |Π(k = k◦|X1:n)−Π(Tn = k◦|X1:n)| → 0 almost surely for k◦ ∈ N
as long as Π(k = k′) > 0 for any k′ ∈ [k◦]. In view of this fact, the number of
clusters Tn can be used to infer the true number of clusters k? even if we use
the prior distribution Π in Section 2.3. 
Remark 5. One may wonder whether the choice of the concentration param-
eter κn  (n log n)−1 would lead to slower posterior contraction rate when
the DP mixture model is used for density estimation as a DP mixture model
is commonly adopted for. It turns out that it would not. In fact, even for
κn  (n log n)−1, one can show that there is a universal constant M > 0 such
that
P
(n)
ν?∗Φ
ΠDP (h(pν˜∗Φ, pν?∗Φ) ≥ M loga n√n |X1:n
) = o(1)
for any ν? ∈ P([−L, L]), for some a > 0. One can easily check the above re-
sult. Following the proof of Theorem 5.1 of [18] and applying Lemma A.5, we
can see that the prior concentration near the true mixing distribution is lower
bounded by (n−1κn)c1 log n & exp(−c2 log2 n) for some c1, c2 > 0. Thus an
usual prior mass and testing approach leads to the conclusion in the preceding
display for estimating the density. 
However, using the DP prior leads to a very slow convergence rate of mix-
ing distribution estimation in general as stated in the next theorem.
Theorem 4.2. Assume ν? ∈ M. Then with the DP prior DP(κn, H), where exp(−c loga n) .
κn . 1 for some a > 0 and c > 0 and H is the uniform distribution on [−L, L], we
have
P
(n)
ν?∗Φ
ΠDP (W1(ν˜, ν?) ≥ M log log nlog n ∣∣∣X1:n
) = o(1) (4.4)
for some universal constant M > 0.
The above result holds even when the true mixing distribution ν? is an ar-
bitrary distribution supported on [−L, L].
As one can see from our theorem above, if the true mixing distribution is
of high order such that k?  log n/ log log n, the posterior of the DP mixture
model attains the minimax optimality [47, Theorem 5]. However, unlike the
Bayesian procedure proposed in Section 2, we conjecture that posterior of the
DP mixture model cannot obtain an improved convergence rate for estimat-
ing a mixing distribution when the true number of components grows slowly,
say k?  log n/ log log n, because it tends to produce many redundant com-
ponents. Nguyen [37] analyzed the posterior of Dirichlet process mixture en-
dowed with a fixed concentration parameter for estimating mixing distribu-
tion with a fixed number of components and obtain a slow convergence rate
(log n)−1/2 with respect to the second-order Wasserstein distance.
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5 Numerical experiments
We conduct numerical experiments to validate our theoretical findings. For
the prior distribution, we use a MFM prior consisting of a Poisson distribu-
tion with mean λ on the number of components, the Dirichlet distribution on
the weights and the uniform distribution on the atoms. For the Dirichlet dis-
tribution prior on the mixing weights, we fix its concentration parameter as
a k-dimensional vector of 1’s. For the mean parameter of the Poisson distri-
bution, we consider the following two choices: the constant one and the one
inversely proportional to the sample size. We call the former MFM const and
the latter MFM vary. MFM vary is motivated by our theory. For posterior com-
putation, we employ the reversible jump MCMC algorithm of [40]. For each
posterior computation, we ran a single Markov chain with length 105,000. We
saved every 100-th sample after a burn-in period of 5,000 samples.
5.1 Inference for the mixing distribution
We compare the performance of the proposed Bayesian method with other
competitors. We consider the denoised method of moment (DMM) estimator pro-
posed by [47] and the maximum a posteriori (MAP) estimator with the Dirich-
let distribution prior on the weights and the uniform distribution prior on the
atoms. In the implementation of the DMM algorithm, we use the authors’ Python
codes which are available on this github repository. We consider the MAP es-
timators of two types of mixture models: exact-fitted and over-fitted mixtures.
The number of components of the exact-fitted mixture is exactly equal to the
true number of components and the one of the over-fitted mixture is some
upper bound k¯ of the true number of components, in this simulation, we set
k¯ = 2k?. We call the MAP estimator of the exact-fitted mixture MAP exact and
the one of the over-fitted mixture MAP over. We use the standard expectation-
maximization (EM) algorithm to obtain MAP estimators. For the proposed
Bayesian method, we use the posterior mode of the mixing distribution as an
estimator. We consider the two choices of the mean parameter of the Pois-
son prior, λn = n−1 (MFM vary) and λn = 0.01 (MFM const). For all the four
Bayesian methods, we set the support of the uniform distribution prior the
interval [−6, 6] and the concentration parameter of the Dirichlet distribution
prior the vector of 1’s.
We generated synthetic data sets from a Gaussian mixture model ν? ∗ Φ
with ν? := ∑k
?
j=1 w
?
j δθ?j . We consider the following four different cases of the
true mixing distribution.
Case 1 (Well-separated) θ? = (−3,−1, 1, 3), w? = ( 14 , 14 , 14 , 14 )
Case 2 (Overlapped components) θ? = (−1.5,−1, 1, 3), w? = ( 14 , 14 , 14 , 14 )
Case 3 (Weak component) θ? = (−3,−1, 1, 3), w? = ( 25 , 110 , 14 , 14 )
Case 4 (Higher-order) θ? = (−6,−4,−2, 0, 2, 4, 6), w? = ( 17 , . . . , 17 )
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For Case 1, all the true components are well-separated. The true components
from Case 2 and Case 3 are not well-separated. In Case 2, there are two close
atoms and in Case 3, there is a weak component. Case 4 is a higher-order
mixture setup.
For each setup, we let the sample size n range over {250, 500, . . . , 2000}.
We repeat this data generation 20 times for each experiment and report the
average of the first order Wasserstein distance between each estimator and the
true mixing distribution.
Figure 1 displays the average of the the first order Wasserstein errors of the
five estimators for the four cases of the data generating process. Contrary to
its theoretical optimality, DMM performs the worst among the five estimators for
all the scenarios. The performance gap of DMM to the Bayesian methods are
the largest for Case 4. We observed that there is numerical instability of the
DMM implementation in estimating the higher-order mixtures, which leads to
the poor performance of the method. For Case 1, the over-fitted mixture model
MAP over performs worse than the other Bayesian methods, but does similar
for the other three cases. For Case 2 and Case 3, MFM vary tends to select the
smaller mixture than the true mixture, in general, its posterior distribution is
maximized at k = 3 which is less than the true one k? = 4. Note that this
does not contradict our theoretical results where we establish the consistent
estimation of the number of well-separated components, which might be equal
to 3 in these two cases. This leads to slightly better performance for Case 2
where overlapped components exist and slightly worse performance for Case
3 where weak components exist. For the higher-order mixture case, all the
four Bayesian methods performs almost similar. Overall, knowing the true
number of components does not give substantial improvement of empirical
performance, which corresponds to our theory that it gives only at most log n
gain in the convergence rate.
5.2 Inference for the number of components
In this experiment, we assess the performance of the proposed Bayesian pro-
cedure and the DP mixture model with data-dependent hyperparameters. We
generated the Gaussian mixture with atoms (−2, 0, 2) and equal weights (1/3, 1/3, 1/3).
Five independent data sets are generated from this Gaussian mixture model
for each sample size n ∈ {50, 100, 250, 1000, 2500}. We compare four Bayesian
methods: the two MFM models with Poisson mean parameter λn = n−1 (MFM vary)
and λn = 0.01 (MFM const) and the two DP mixtures models with concentra-
tion parameter κn = (n log n)−1 (DP vary) and κn = 0.01 (DP const). We use
the uniform distribution on [−6, 6] for both the prior on the atoms for the MFM
and the base distribution for the DP mixture. We use Neals Algorithm 8 [35]
for non-conjugate priors to compute the posterior distributions of the DP mix-
tures.
Figure 2 presents the posterior distributions of the number of components
for the two MFMs and of the number of cluster for the two DP mixtures, re-
spectively. It clearly shows that the diminishing choices of hyperparameter
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(a) Case 1 (b) Case 2
(c) Case 3 (d) Case 4
Figure 1: The average of the first-order Wasserstien errors of five estimators by
sample size.
advocated by our theory outperforms the constant counterparts. It is worth to
notice that the posterior distribution of DP vary captures the true number of
components well for large samples. It is a widely observed that the DP mix-
ture tends to produce redundant clusters, in particular, Miller and Harrison
[34] and Guha et al. [20] observed this phenomenon in their simulation studies,
however our simulation shows that a data-dependent concentration parameter
inversely related to the sample size can circumvent this issue.
6 Proofs of the main results
6.1 Proofs of Theorem 2.1
Proof of Theorem 2.1. Let ζ˜n :=
√
log n/n. We state the following well known
result in the Bayesian literature (e.g., Lemma 8.1 of [15]):
P
(n)
ν?∗Φ
∫ p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)Π(dν) ≥ e−2nζ˜2nΠ (BKL(ζ˜n, ν? ∗Φ,M))
 ≥ 1− 1
nζ˜2n
.
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(a) MFM with λn = n−1 (b) MFM with λn = 0.01
(c) DP with κn = (n log n)−1 (d) DP with κn = 0.01
Figure 2: Posterior distribution of the number of components for the MFM and
of the number of clusters for the DP mixture. The true number of components
is 3.
By Lemma A.1, we have
KL(pν?∗Φ, pν∗Φ) ≤ 12W
2
2(ν ∗Φ, ν? ∗Φ).
Since
∫
pν?∗Φ(x)(pν?∗Φ(x)/pν∗Φ(x))bdλ(x) < ∞ for some b ∈ (0, 1) which is
shown by Equation (4.6) of [18], Lemma A.1 and Lemma A.2 imply that
KL2(pν?∗Φ, pν∗Φ(Xi)) ≤ c1W22(ν ∗Φ, ν? ∗Φ) log2
(
1
W22(ν ∗Φ, ν? ∗Φ)
)
,
for some constant c1 > 0. Thus
Π (BKL(ζ˜n, ν? ∗Φ,M)) ≥ Π
(
ν ∈ M : W22(ν, ν?) ≤ c2(n log n)−1
)
≥ Π
(
ν ∈ Mk? : W22(ν, ν?) ≤ c2(n log n)−1
)
Π(k = k?).
for some constant c2 > 0. We now lower bound the prior mass on the Wasser-
stein ball inMk? in the preceding display. By Lemma A.3, we have that for any
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ν ∈ Mk? ,
W2(ν, ν?) ≤ max
1≤j≤k?
|θj − θ?j |+ 2L
 k?∑
j=1
|wj − w?j |
1/2
By (P2) and (P3),
Π
(
ν ∈ Mk? : W22(ν, ν?) ≤ c2(n log n)−1
)
≥ Π
 k?∑
j=1
|wj − w?j | ≤
c2
16L2
1
n log n
Π(|θj − θ?j |2 ≤ c24 1n log n , ∀j ∈ [k?]
)
& ((n log n)−1)c3k? & e−c3k? log n
for some constant c3 > 0. Therefore,
P
(n)
ν?∗Φ
[
Π(ν /∈ Mk? |X1:n)
]
= P
(n)
ν?∗Φ

∫
ν/∈Mk? p
(n)
ν∗Φ(X1:n)/p
(n)
ν?∗Φ(X1:n)Π(dν)∫
p(n)ν∗Φ(X1:n)/p
(n)
ν?∗Φ(X1:n)Π(dν)

. Π(k > k
?)
e−2nζ˜2nΠ (BKL(ζ˜n, ν? ∗Φ,M))
+
1
nζ˜2n
. e(2+c3)k? log nΠ(k > k
?)
Π(k = k?)
+
1
nζ˜2n
. e(2+c3)k? log ne−Ak¯n log n + 1
nζ˜2n
.
Hence if A > c3 + 2, the desired result follows.
6.2 Proofs of Theorem 2.2
For the proof of Theorem 2.2, we use the following moment comparison lemma
to translate the mixing distribution estimation problem to the the moment vec-
tor estimation problem.
Lemma 6.1 (Proposition 1 of Wu and Yang [47]). Suppose that ν1, ν2 ∈ Mk([−L, L])
for L > 0. Let
ζ := ‖m1:(2k−1)(ν1)−m1:(2k−1)(ν2)‖∞ .
Then
W1(ν1, ν2) ≤ c1k (ζ)
1
2k−1 (6.1)
for some constant c1 > 0 depending only on L.
We use a standard “prior mass and testing” approach to prove the conver-
gence of the moment vector. The crucial step is to construct a test function
with exponentially small error probabilities. We employ the median denoised
moment estimator proposed by [47] to the construction of such a test function.
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Definition 3. Let X1:n be n independent samples, and let k ∈ N and η ∈ (0, 1).
Divide the sample to N :=
⌊
log(2k/η)
⌋ ∧ n almost equal sized batches, say
X1, . . . ,XN , where each batch has the bn/Nc or bn/Nc+ 1 samples. For each
l ∈ [N] and h ∈ [2k− 1], compute
M˜(η)l,h :=
1
|Xl | ∑X∈Xi
Xh,
M(η)l,h := h!
bh/2c
∑
a=0
(−1/2)a
a!(h− 2a)! M˜
0
l,h.
Then we define the median denoised moment estimator mˆ(η)1:(2k−1) = (mˆ
(η)
h )h∈[2k−1]
by
mˆ(η)h := mˆ
(η)
h (X1:n) := Median
({
M(η)l,h : l ∈ [N]
})
. (6.2)
For the median denoised moment estimator we have the exponential tail
bound. Recall that P([−L, L]) stands for the set of all distributions supported
on [−L, L].
Lemma 6.2. Suppose that X1, . . . , Xn
iid∼ µ ∗Φ where µ ∈ P([−L, L]). Then for any
k ∈ N and e > 0, there is constant c1 > 0 depending only on L such that
P
(n)
µ∗Φ
(
‖mˆ(ηe)1:(2k−1) −m1:(2k−1)(µ)‖∞ ≥ e
)
≤ (2e 18 )k exp
(
−1
8
n
{
(c1k)−2k+1e2 ∧ 1
})
,
where mˆ(ηe)1:(2k−1) is the median denosied moment estimator presented in Definition 3
with η = ηe where
ηe := (2k) exp
(
−(c1k)−2k+1ne2
)
.
To control the covering number of the parameter space M, we need the
following two lemmas.
Lemma 6.3. For any ν1, ν2 ∈ Mk([−L, L]), we have
‖m1:(2k−1)(ν1)−m1:(2k−1)(ν2)‖∞ ≤ c1(
√
c2k)(2k−1)‖pν1∗Φ − pν2∗Φ‖2
for some constants c1 > 0 and c2 > 0 depending only on L.
Lemma 6.4 (Theorem 3.1 of Ghosal and van der Vaart [18]). For any e ∈ (0, 1/2),
logN (e,P([−L, L]), ‖ · ‖1) ≤ c1 (log 1e
)
for some universal constant c1 > 0.
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The proofs of Lemma 6.2 and Lemma 6.3 are given in Appendix A.2. We
are ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let ζn :=
√
k¯n log n/n. In the proof of Theorem 2.1, we
have shown that
P
(n)
ν?∗Φ(An)→ 1 (6.3)
as n→ ∞, where
An :=
X1:n ∈ Rn :
∫ p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)Π(dν) ≥ e−c1k?nζ2n

for some constant c1 > 0.
Since P(n)ν?∗Φ
[
Π(ν ∈ Mk? |X1:n)
] → 1, the proof is done if we prove that
P
(n)
ν?∗Φ [Π(U˜ |X1:n)] = o(1), where
U˜ := {ν ∈ M : W1(ν, ν?) ≥ Me¯n}⋂ {ν ∈ Mk?}
=
{
ν ∈ Mk? : W1(ν, ν?) ≥ Me¯n
}
.
For notational simplicity, we suppress the subscript 1:(2k? − 1) of the moment
vector and its denoised estimator to write m(·) := m1:(2k?−1)(·) and mˆ(η) :=
mˆ(η)1:(2k?−1). Let ρ(ν1, ν2) := ‖m1:(2k?−1)(ν1)−m1:(2k?−1)(ν2)‖∞ for ν1, ν2 ∈ M.
Let
U :=
{
ν ∈ Mk : ρ(ν, ν?) ≥
⌈
M0,k?
⌉
ζn
}
,
where M0,k? :=
√
k?(
√
M0k?)2k
?−1 with M0 > 1 being the constant specified
later. Since
⌈
M0,k?
⌉1/(2k?−1) ≤ (2M0,k?)1/(2k?−1) ≤ 2√M0k?(k?)1/(2k?−1), by
Lemma 6.1, if we take M such that M ≥ c2
√
M0 for some constant c2 > 0
depending only on L, we have U˜ ⊂ U .
It remains to bound the posterior probability of U . To do this we use a
standard peeling device technique. Define
Ut :=
{
ν ∈ Mk? : tζn ≤ ‖m(ν)−m(ν?)‖∞ < (t + 1)ζn
}
.
Since ‖m(ν)‖∞ ≤ (1 ∨ L)2k?−1 for any ν ∈ Mk?([−L, L]), for t larger than
2(1∨ L)2k?−1/ζn the set Ut is empty. Therefore,
U ⊂
t∗n⋃
t=dM0,k?e
Ut, where t∗n := sup
{
t ∈ N : t ≤ 2(1∨ L)2k?−1/ζn
}
.
Let (Ut,s : s ∈ [St]) be a tζn/4 net of Ut in the distance ρ(·, ·) for each t, where
St := N
(
tζn/4,Ut, ρ
)
. We further decompose Ut to Ut,s, s ∈ [St], where
Ut,s :=
{
ν ∈ Ut : ‖m(ν)−m(νt,s)‖∞ < tζn/4
}
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so that Ut ⊂ ⋃Sts=1 Ut,s.
Now we construct the test function for the test H0 : ν = ν? versus H1 : ν ∈
Ut,s with exponentially small type I and II error probabilities. Let ψt,s : Rn 7→
[0, 1] be the function given by
ψt,s(X1:n) := 1
(
‖mˆ(ηn,t) −m(ν?)‖∞ ≥ tζn/4
)
,
where mˆ(ηn,t) is the median denoised moments defined in Definition 3 with
ηn,t := (2k?) exp
(
−(c3k?)−2k?+1n(tζn/4)2
)
.
Here, the universal constant c3 > 0 depending only on L is chosen so that
P
(n)
ν?∗Φ
(
‖mˆ(ηn,t) −m(ν)‖∞ > tζn/4
)
. k? exp
(
−1
8
n
{
(c3k?)−2k
?+1(tζn/4)2 ∧ 1
})
.
Note that the existence of the constant c3 is guaranteed by Lemma 6.2. We just
showed the exponential type I error bound for the test function ψt,s. By triangle
inequality, we have that for every ν ∈ Ut,s,
‖mˆ(ηn,t) −m(ν?)‖∞ ≥ ‖m(νt,s)−m(ν?)‖∞ − ‖m(ν)−m(νt,s)‖∞
− ‖mˆ(ηn,t) −m(ν)‖∞
≥ tζn − tζn/4− ‖mˆ(ηn,t) −m(ν)‖∞.
Thus the type II error probability is bounded exponentially as
sup
ν∈Ut,s
P
(n)
ν∗Φ
(
1− ψt,s(X1:n)
)
= sup
ν∈Ut,s
P
(n)
ν∗Φ
(
‖mˆ(ηn,t) −m(ν?)‖∞ < tζn/4
)
≤ sup
ν∈Ut,s
P
(n)
ν∗Φ
(
3tζn/4− ‖mˆ(ηn,t) −m(ν)‖∞ < tζn/4
)
≤ sup
ν∈Ut,s
P
(n)
ν∗Φ
(
‖mˆ(ηn,t) −m(ν)‖∞ > tζn/2
)
. k? exp
(
−1
8
n
{
(c3k?)−2k
?+1(tζn/4)2 ∧ 1
})
.
We need to compute the upper bound of St. By Lemma 6.3, for any ν1, ν2 ∈
Mk? , we have
ρ(ν1, ν2) ≤ c4
(√
c5k?
)2k?−1 ‖pν1∗Φ − pν2∗Φ‖1,
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for some constants c4, c5 > 0 depending only on L, which implies that
St := N
(
tζn/4,Ut, ρ
) ≤ N
 tζn
4c4
(√
c5k?
)2k?−1 , {pν∗Φ : ν ∈ Mk?}, ‖ · ‖1

.
(
(k?)k
?
tζn
)c6
. ec7 log n
for some universal constants c6, c7 > 0 the second inequality follows from
Lemma 6.4 and the third inequality from (k?)k
? . exp(k? log(k?)) . exp(c8 log n)
for some c8 > 0.
We consider the test function ψ : Rn 7→ [0, 1] defined by
ψ := sup
t∈N:M0,k?≤t≤t∗n
max
s∈[St ]
ψt,s.
For notational simplicity, we denote
A(M0, k?, ζn) :=
1
8
n
[{
(c3k?)−2k
?+1(M0,k?ζn/4)2
}
∧ 1
]
=
1
8
n
[{
k?(M0/c3)2k
?−1(ζn/4)2
}
∧ 1
]
.
Then the type I error probability of ψ is bounded by
P
(n)
ν?∗Φψ(X1:n) ≤
t∗n
∑
t=dM0,k?e
StP
(n)
ν?∗Φψt,s(X1:n)
. t∗nk?ec9 log n exp
(−A(M0, k?, ζn))
. k? exp
(
c10 log n− A(M0, k?, ζn)
)
(6.4)
for some constants c9, c10 > 0 depending only on L, where the third inequality
follows from the fact that t∗n ≤ 2(1 ∨ L)2k?−1/ζn . ec11 log n for some constant
c11 > 0 depending only on L. On the other hand, the type II error is bounded
by
sup
ν∈U
P
(n)
ν∗Φ(1− ψ(X1:n)) ≤ sup
t∈N:M0,k?≤t≤t∗n
sup
s∈[St ]
sup
ν∈Ut,s
P
(n)
ν∗Φ
(
1− ψt,s(X1:n)
)
. k? exp
(−A(M0, k?, ζn)) . (6.5)
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By (6.3), (6.4) and (6.5), we obtain
P
(n)
ν?∗Φ
[
Π
(U|X1:n)]
≤ P(n)ν?∗Φψ(X1:n) + P(n)ν?∗Φ
[
(1− ψ(X1:n))Π
(U|X1:n) 1An]+ o(1)
≤ P(n)ν?∗Φψ(X1:n) +
1
e−c1k?nζ2n
sup
ν∈U
P
(n)
ν∗Φ(1− ψ(X1:n)) + o(1)
. k? exp
(
c10 log n + c1k? k¯n log n− A(M0, k?, ζn)
)
+ o(1)
. exp
(
c12k? k¯n log n− A(M0, k?, ζn)
)
+ o(1)
for some constant c12 > 0 depending only on L. Note that for any M0 such that
M0 > c3, we have
A(M0, k?, ζn) ≥ 18 k
?n

(
M0
c3
k¯n log n
16n
)
∧ 1

≥ c13M0k? k¯n log n
for some constant c13 > 0 depending only on c3, where the second inequality
is due to that k¯n log n/n = o(1). Hence the posterior probability of U goes to
zero if we choose M0 such that M0 > max{c12/c13, c3, 1}.
6.3 Proofs for Section 2.5
We need the following adaptive version of the moment comparison lemma to
estabilish the adaptive rate.
Lemma 6.5 (Proposition 4 of Wu and Yang [47]). Suppose that ν1 and ν2 are sup-
ported on a set of r atoms in [−L, L], and each atom is at least γ˜ away from all but at
most r′ atoms. Let
ζ :=
∥∥∥m1:(r−1)(ν1)−m1:(r−1)(ν2)∥∥∥∞ .
Then
W1(ν1, ν2) ≤ c1r
(
r4r−1
γ˜r−r′−1
ζ
) 1
r′
, (6.6)
for some constant c1 > 0 depending only on L.
Proof of Theorem 2.3. To avoid confusion, we denote by M¯ instead of M the suf-
ficiently large constant appearing in (2.8) and we let M be the constant appear-
ing in (2.10). If Men ≥ M¯e¯n, the result follows trivially from Theorem 2.2, so
we assume throughout that Men < M¯e¯n.
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Since
P
(n)
ν?∗Φ
[
Π(ν /∈ Mk? |X1:n)
]
= o(1) by Theorem 2.1
P
(n)
ν?∗Φ
[
Π(W1(ν, ν?) ≥ M¯e¯n|X1:n)
]
= o(1) by Theorem 2.2,
we will be done with the proof if we can show that
P
(n)
ν?∗Φ
[
Π
({
ν ∈ Mk? : M¯e¯n > W1(ν, ν?) ≥ Men
} |X1:n)] = o(1).
Let ν := ∑k
?
j=1 wjδθj be the mixing distribution satisfying W1(ν, ν
?) ≤ M¯e¯n for
the true mixing distribution ν? := ∑k
?
j=1 w
?
j δθ?j . Since ν
? is k0 (γ,ω)-separated,
there is a partition (Sl : l ∈ [k0]) of [k?] such that |θj − θj′ | ≥ γ for any j ∈ Sl ,
j′ ∈ Sl′ and any l, l′ ∈ [k0] with l 6= l′ and ∑j∈Sl wj ≥ ω for any l ∈ [k0]. For
each h ∈ [k?], let j∗h = argminj∈[k? ] |θj − θ?h |. Note that for any l ∈ [k0],
W1(ν, ν?) ≥ ∑
h∈Sl
w?h |θj∗h − θ
?
h | ≥ ω minh∈Sl |θj
∗
h
− θ?h |.
We now suppose that the assumption γω > M′ e¯n holds with M′ := 1c M¯ for
some constant c less than 1/2. Then
min
h∈Sl
|θj∗h − θ
?
h | ≤ W1(ν, ν?)/ω ≤ M¯e¯n/ω ≤ cγ.
That is, for any l ∈ [k0], there is h ∈ Sl such that θ?h is close to some atom
of ν within distance γ/c. Hence the mixing distribution ν is k0 ((1− 2c)γ, 0)
separated. Let S :=
{
θj : j ∈ [k?]
}
∪
{
θ?j : j ∈ [k?]
}
. Then each element in S is
(1− 2c)γ away from at least 2(k0 − 1) elements in S. Therefore by invoking
Lemma 6.5 with r = 2k?, r′ = 2k? − 1− 2(k0 − 1) = 2(k? − k0) + 1 and γ˜ =
(1− 2c)γ, we have for sufficiently large M > 0{
ν ∈ Mk? : Me¯n > W1(ν, ν?) ≥ Men
}
⊂
{
ν ∈ Mk? : ‖m1:(2k?−1)(ν)−m1:(2k?−1)(ν?)‖∞ ≥
⌈
M0,k?
⌉
ζn
}
,
where M0,k? :=
√
k?(
√
M0k?)2k
?−1 with M0 > 1 being sufficiently large, and
ζn :=
√
k¯n log n/n. The only remaining part of the proof is to bound the pos-
terior probability of the right-hand side of the preceding display, and this is
shown in the proof of Theorem 2.2.
Proof of Proposition 2.4. We set γ := γ(ν0) and ω := ω(ν0) for short. Suppose
that ν := ∑kj=1 wjδθj ∈ Mk satisfies W1(ν, ν0) < cγω. Since ν0 is k0 (γ,ω)-
separated, by the similar argument in the proof of Theorem 2.3, we have that
for every h ∈ [k],
|θj∗h − θ0h| ≤ W1(ν, ν0)/ω ≤ cγ,
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where we define j∗h = argminj∈[k] |θj − θ?h |. Thus, ν is k0 ((1− 2c)γ, 0) sepa-
rated. Moreover, since |θj∗h − θ0l | ≥ |θ0h − θ0l | − |θj∗h − θ0h| ≥ (1− c)γ > cγ
for any l 6= h, the indices j∗1 , . . . , j∗k0 are distinct. Thus there is a partition
S1, . . . , Sk0 of [k] such that |θj − θj′ | ≥ (1− 2c)γ for any j ∈ Sh, j′ ∈ Sh′ and
any h, h′ ∈ [k0] with h 6= h′ and j∗h ∈ Sh for any h ∈ [k0]. Let (p∗jh)j∈[k],h∈[k0] ∈
Q((wj)j∈[k], (w0j)j∈[k0]) be the optimal coupling such thatW1(ν, ν0) = ∑kj=1 ∑k0h=1 pjh|θj−
θ0h|. Then for any h ∈ [k0], we have
cγω > W1(ν, ν0) ≥
k
∑
j=1
p∗jh|θj − θ0h|
= ∑
j∈Sh
p∗jh|θj − θ0h|+ ∑
j/∈Sh
p∗jh|θj − θ0h|
≥ 0+
w0h − ∑
j∈Sh
p∗jh
 (1− 3c)γ,
where the last inequality follows from that |θj − θ0h| ≥ |θj − θj∗h | − |θj∗h − θ0h| ≥
(1− 2c)γ− cγ for any j /∈ Sh. Hence,
∑
j∈Sh
wj ≥ ∑
j∈Sh
p∗jh ≥ w0h −
c
1− 3cω ≥
1− 4c
1− 3cω,
which completes the proof.
Proof of Theorem 2.6. Assume that ν := ∑kj=1 wjδθj ∈ Mk with k < k?. Then
there exists an index h∗ ∈ [k?] such that
|θj − θ?h∗ | ≥ minh∈[k? ]:h 6=j∗ |θj − θ
?
h |
for any j ∈ [k], which implies that
2|θj − θ?h∗ | ≥ |θj − θ?h∗ |+ minh∈[k? ]:h 6=j∗ |θj − θ
?
h |
≥ min
h,l∈[k? ]:h 6=l
|θ?l − θ?h |.
Therefore, for the optimal coupling (p∗jh)j∈[k],h∈[k? ] ∈ Q((wj)j∈[k], (w?j )j∈[k? ]),
we have
W1(ν, ν?) =
k
∑
j=1
k?
∑
h=1
p∗jh|θj − θ?h |
≥
k
∑
j=1
p∗jh∗ |θj − θ?h∗ |
≥ 1
2
w?h∗ |θ?l − θ?h | ≥
γω
2
.
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Since γω > M′en for some large constant M′ > 0 by assumption, we have
{ν ∈ Mk} ⊂
{
ν ∈ M : W1(ν, ν?) ≥ γω/2
}
⊂
{
ν ∈ M : W1(ν, ν?) ≥ M′en/2
}
.
The proof is complete by Theorem 2.3.
6.4 Proof of Theorem 2.7
We invoke the following moment comparison lemma for general distributions.
Lemma 6.6. Let µ1, µ2 ∈ P([−L, L]) and r ∈ N. Then
W1(µ1, µ2) ≤ c1
{
1
r + 1
+
√
r(c2)r‖m1:r(µ1)−m1:r(µ2)‖∞
}
.
for some constants c1 > 0 and c2 > 1 depending only on L.
Proof. Let µ′1 and µ
′
2 be distributions supported on [−1, 1] constructed by scal-
ing µ1 and µ2 respectively. Then by Lemma 24 of Wu and Yang [47],
W1(µ
′
1, µ
′
2) ≤
pi
r + 1
+ 2(1+
√
2)r‖m1:r(µ′1)−m1:r(µ′2)‖2.
Since W1(µ1, µ2) = LW1(µ′1, µ
′
2) and |mj(µ1)−mj(µ2)| = Lj|mj(µ′1)−mj(µ′2)|
for any j ∈ N, we have
W1(µ1, µ2) ≤ piLr + 1 + 2L(1+
√
2)r
√
r max
1≤j≤r
L−j|mj(µ1)−mj(µ2)|
≤ piL
r + 1
+ 2L
√
r((1+
√
2)(1∨ L−1))r‖m1:r(µ1)−m1:r(µ2)‖∞,
which completes the proof.
Proof of Theorem 2.7. Let ξ˜n := n−1/3 log1/2 n and ξn := n−2/3 log−2 n so that
ξn log2(1/ξn) . ξ˜2n. Following the proof of Theorem 2.1, we have
Dn :=
∫ p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)Π(dν) ≥ e−2nξ˜2nΠ (BKL(ξ˜n, ν? ∗Φ,M))
≥ e−2nξ˜2nΠ
(
ν ∈ M : W22(ν, ν?) ≤ c1ξn
)
with P(n)ν?∗Φ-probability at least 1− 1/nξ˜2n for some constant c1 > 0. Let R :=⌈
4L/
√
c1ξn
⌉
and B1, . . . , BR be a partition of [−L, L] such that diam(Bj) ≤√
c1ξn/2. By Lemma A.3,
W2(ν, ν?) ≤
√
c1ξn
2
+ 2L
( R
∑
j=1
|ν(Bj)− ν?(Bj)|
)1/2
.
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which implies that
Π
(
ν ∈ M : W22(ν, ν?) ≤ c1ξn
)
≥ Π
ν ∈ M : R∑
j=1
|ν(Bj)− ν?(Bj)| ≤ c1ξn16L2

≥ Π
ν ∈ M : R∑
j=1
|ν(Bj)− ν?(Bj)| ≤ c1ξn16L2
∣∣∣ {k = R} ∩ E

×Π(E|k = R)Π(k = R),
where E denotes the event such that each Bj contains exactly one atom of ν.
By (P1′), − logΠ(k = R) & R & n1/3 and by (P3), − logΠ(E|k = R) &
−R log(ξ−1n ) & n1/3 log n. By (P2),
− logΠ
ν ∈ M : R∑
j=1
|ν(Bj)− ν?(Bj)| ≤ c1ξn8L2
∣∣∣ {k = R} ∩ E
 & n1/3 log n.
Combining the results, we arrive at
P
(n)
ν?∗Φ
(
Dn & e−c2n
1/3 log n
)
≥ 1− 1
n1/3 log n
for some constant c2 > 0.
Let kˆ be the positive integer such that kˆ  log n/ log log n but 2kˆ − 1 ≤
1
2 log n/ log log n. By applying Lemma 6.6 with r = 2kˆ− 1, if M is sufficiently
large, we obtain{
ν ∈ M : W1(ν, ν?) ≥ M log log nlog n
}
⊂
{
ν ∈ M : ‖m1:2kˆ−1(ν)−m1:2kˆ−1(ν?)‖∞ ≥ M′(kˆ)−1/2c−kˆ3
log log n
log n
}
⊂
{
ν ∈ M : ‖m1:2kˆ−1(ν)−m1:2kˆ−1(ν?)‖∞ ≥ M′c−kˆ3 log−2 n
}
for some constant M′ > 0 depending only on M and L, and some c3 > 1
depending only on L. Following the proof of Theorem 2.2, it suffices to show
that (
kˆc3 kˆ ∨ ec2n1/3 log n
)
exp
(
−c4(M′)2nkˆ−2kˆ+1c−2kˆ3 log−4 n
)
= o(1)
for some constants c3, c4 > 0. Note that (ukˆ)−2kˆ+1 & n−1/2 for any constant
u > 0, thus the preceding display holds clearly.
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6.5 Proof of Theorem 2.8
For the fractional posterior, the following oracle inequality holds in general.
Lemma 6.7 (Corollary 3.7 of Bhattacharya et al. [1]). Let X1, . . . , Xn
iid∼ G? for
some distribution G?. Let G be a set of distribution and Π be the prior distribution on
G. Then for any ζ ∈ (0, 1) such that nζ2 > 2 and α ∈ (0, 1), we have∫
G∈G
Rα(pG, pG?)Πα(dG|X1:n) ≤ 2αζ2 − 1n logΠ(BKL(ζ, G0,G))
with P(n)G? -probability at least 1− 2/nζ2.
Proof of Theorem 2.8. Let ζn :=
√
k¯n log n/n. We prove the first assertion. Recall
that
Πα(ν /∈ Mk? |X1:n) =
∫
ν/∈Mk? (p
(n)
ν∗Φ(X1:n)/p
(n)
ν?∗Φ(X1:n))
αΠ(dν)∫
(p(n)ν∗Φ(X1:n)/p
(n)
ν?∗Φ(X1:n))αΠ(dν)
.
We deal with the numerator and denominator separately. For the denominator,
we have the high probability bound (see the proof of Theorem 3.1 of [1]),
∫  p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)
αΠ(dν) ≥ e−c1nζ2nΠ (BKL(ζn, ν? ∗Φ,M))
with P(n)ν?∗Φ-probability at least 1 − c2/(nζ2n) = 1 − c2/(k¯n log n), for some
constants c1 and c2 depending only on α. Since Π (BKL(ζn, ν? ∗Φ,M)) ≥
exp(−c3k?nζ2n)Π(k = k?) for some c3 > 0, we further have
∫  p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)
αΠ(dν) ≥ e−(c1+c3)k?nζ2nΠ(k = k?) (6.7)
with P(n)ν?∗Φ-probability at least 1 − c2/(k¯n log n). For the expectation of the
numerator with respect to P(n)ν?∗Φ, by Fubini’s theorem, we obtain
P
(n)
ν?∗Φ
∫
ν/∈Mk?
 p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)
αΠ(dν)

≤
∫
ν/∈Mk?
∫ n
∏
i=1
[
pαν∗Φ(Xi)p
1−α
ν?∗Φ(Xi)dXi
]
Π(dν).
Since M is convex, (i.e., for any ν1, ν2 ∈ M and t ∈ (0, 1), there is ν¯ ∈ M
such that pν¯∗Φ = (1 − t)pν1∗Φ + tpν2∗Φ), we can apply Lemma 2.1 of [1] to
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obtain 0 <
∫
pαν∗ f (Xi)p
1−α
ν?∗ f (Xi)dXi ≤ 1. Hence, the expectation of numerator
is further bounded by the prior probability Π(k > k?). By Markov’s inequality
we obtain the following high probability bound for the numerator
P
(n)
ν?∗Φ
∫
ν/∈Mk?
 p(n)ν∗Φ
p(n)ν?∗Φ
(X1:n)
αΠ(dν) ≥ (k¯n log n)Π(k > k?)
 ≤ 1
k¯n log n
.
(6.8)
Combining (6.7), (6.8) and Assumption (2.2), we have
Πα(ν /∈ Mk? |X1:n) . e−c4 k¯n log n
for some constant c4 > 0, with P
(n)
ν?∗Φ-probability at least 1− (1+ c2)/(k¯n log n).
For the second assertion, we note that the Wasserstein distance between any
two atomic distributions ν1 ∈ M and ν2 ∈ M is bounded by diam([−L, L]) =
2L, and so ∫
W1(ν, ν?)Πα(dν|X1:n) .
∫
ν∈Mk?
W1(ν, ν?)Πα(dν|X1:n)
+Πα(ν /∈ Mk? |X1:n)
for any given data X1:n ∈ Rn. We have shown that the second term vanishes at
speed e−c4 k¯n log n. We now focus on the first term. For notational simplicity, we
let
ρ(ν, ν?) := ‖m1:(2k?−1)(ν)−m1:(2k?−1)(ν?)‖∞
By Lemma 6.1,∫
ν∈Mk?
W1(ν, ν?)Πα(dν|X1:n) . k?
∫
ν∈Mk?
ρ(ν, ν?)
1
2k?−1Πα(dν|X1:n)
≤ k?
[∫
ν∈Mk?
ρ2(ν, ν?)Πα(dν|X1:n)
] 1
4k?−2
for any given data X1:n ∈ Rn, where the second inequality follows from Jensen’s
inequality for concave functions. For any ν ∈ Mk? , Lemma 6.3 implies that
ρ2(ν, ν?) . (c1k?)2k
?−1‖pν∗Φ − pν∗Φ‖22
for some constant c1 > 0. Since both pν∗Φ and pν?∗Φ are bounded by 1/
√
2pi,
we have
‖pν∗Φ − pν∗Φ‖22 ≤
4√
2pi
h2(pν1∗Φ, pν2∗Φ) ≤
4(2pi)−1/2
α ∧ (1− α)Rα(pν1∗Φ, pν2∗Φ)
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Applying Lemma 6.7 with the prior mass bound derived in the proof of Theo-
rem 2.1, we have∫
ν∈Mk?
Rα(pν1∗Φ, pν2∗Φ)Πα(dν|X1:n)
≤
∫
Rα(pν1∗Φ, pν2∗Φ)Πα(dν|X1:n) .
k? k¯n log n
n
.
withP(n)ν?∗Φ-probability at least 1− 2/(k¯n log n). Combining the derived bounds,
we arrive at ∫
ν∈Mk?
W1(ν, ν?)Πα(dν|X1:n)
. k?
[∫
(k?)2k
?−1Rα(pν1∗Φ, pν2∗Φ)Πα(dν|X1:n)
] 1
4k?−2
. (k?)
6k?−1
4k?−2
(
k¯n log n
n
) 1
4k?−2
,
with P(n)ν?∗Φ-probability at least 1− 2/(k¯n log n), which completes the proof.
6.6 Proofs for Section 3
We introduce the notation
F(·, ν) :=
∫
F(·, θ)ν(dθ)
for a distribution function F(·, ·) and the mixing distribution ν ∈ M, which
denotes the distribution function of ν ∗ F. For convenience, we let F be a set of
all distribution functions.
A key technical device for the proof is the following relationship between
the Kolmogorov distance and the Wasserstein distance.
Lemma 6.8 (Theorem 6.3 of Heinrich and Kahn [21]). Let Θ be a compact subset
of R with nonempty interior. Fix k ∈ N. Suppose that Assumption F(q) is met with
q = 2k.
1. There exists a constant c1 > 0 such that
W2k−11 (ν1, ν2) ≤ c1
∥∥F(·, ν1)− F(·, ν2)∥∥∞ (6.9)
for any ν1, ν2 ∈ Mk.
2. Let k0 ∈ [k] and let ν0 ∈ Mk0 \Mk0−1. There exist constants τ > 0 and
c2 > 0 such that
W
2(k−k0)+1
1 (ν1, ν2) ≤ c2
∥∥F(·, ν1)− F(·, ν2)∥∥∞ (6.10)
for any ν1, ν2 ∈ Mk with W1(ν1, ν0) ∨W1(ν2, ν0) < τ.
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With the help of the above lemma, we can translate the mixing distribu-
tion estimation problems in Theorems 3.1 and 3.2 to the distribution function
estimation problem. The following general result on Bayesian estimation of
distribution functions in the Kolmogorov distance completes the proof.
Lemma 6.9 (Lemma 1 of Scricciolo [42]). Let F? be a continuous distribution
function and PF? denote the probability operator with respect to F?. Let F be a c
set of certain distribution functions. Let {ζ˜n}n∈N be a positive sequence such that
ζ˜n &
√
log n/n. If the prior distribution on F satisfies
Π
(
BKL(ζ˜n, F?,F )
)
& exp(−c1nζ˜2n) (6.11)
for some constant c1 > 0, then
P
(n)
F?
[
Π
({
F ∈ F : ‖F− F?‖∞ ≥ Mζ˜2n
}
|X1:n
)]
= o(1)
for sufficiently large M > 0.
Proof of Theorem 3.1. Let ζ˜n :=
√
log n/n. By the first assertion of Lemma 6.8,
we have thatν ∈ M(Θ) : W1(ν, ν?) ≥ M
(
log n
n
) 1
4k?−2

⊂
{
ν ∈ Mk?(Θ) : ‖F(·, ν)− F(·, ν?)‖∞ ≥ c1M
(
log n
n
)1/2}
∪ {ν /∈ Mk?(Θ)}
for some constant c1 > 0. By the similar argument of Theorem 2.1, it is not
hard to prove that the expected posterior probability of the event {ν /∈ Mk?}
goes to zero. For the first event of the right-hand side of the preceding display,
we will apply Lemma 6.9 to conclude the desired result. By (F4), Lemma A.2
implies that
BKL(ζ˜n, ν? ∗Φ,M(Θ)) ⊃
{
ν ∈ M(Θ) : h2(pν∗F, pν?∗F) ≤ c2(n log n)−1
}
for some constant c2 > 0. Furthermore, by (F3), h2( f (·, θ1), f (·, θ2)) ≤ ‖ f (·, θ1)−
f (·, θ2)‖1 ≤ c3|θ1 − θ2|s for any θ1, θ2 ∈ [−L, L] for some constant c3 > 0.
Then invoking Lemma A.1, we have h2(pν1∗F, pν2∗F) ≤ c3Wss(ν1, ν2) for any
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ν1, ν2 ∈ M. Therefore, by Lemma A.3, we obtain
Π (BKL(ζ˜n, ν? ∗ F,M(Θ)))
≥ Π
(
ν ∈ Mk?(Θ) : Wss(ν, ν?) ≤ c4(n log n)−1
)
Π(k = k?)
≥ Π
 k?∑
j=1
|wj − w?j | ≤
c4
(4L)s
1
n log n

×Π
(
|θj − θ?j |s ≤
c4
2s
1
n log n
, ∀j ∈ [k?]
)
Π(k = k?)
& e−c5 log n
for some constants c4, c5 > 0, where the last inequality follows from Assump-
tion P. Thus the prior concentration condition (6.11) of Lemma 6.9 is fulfilled
and the proof is done.
Proof of Theorem 3.2. Using the similar argument in the proof of Theorem 3.1
combined with the second assertion of Lemma 6.8, we obtain the desired result.
6.7 Proofs for Section 4
Proof of Theorem 4.1. If k? > n, the event of interest is empty, so we focus on the
cases that k? ≤ n. Let ζ˜n :=
√
log n/n. As in the proof of Theorem 2.1, we have
that ∫ p(n)ν˜∗Φ
p(n)ν?∗Φ
(X1:n)ΠDP(dν˜) ≥ e−2nζ˜2nΠDP
(
BKL(ζ˜n, ν? ∗Φ,M∞)
)
withP(n)ν?∗Φ-probability at least 1− 1/(nδ˜2n). Let ξn := (n log n)−1 so that ξn log(1/ξn) .
ξn log2(1/ξn) . ζ˜2n. Then since
∫
pν?∗Φ(x)(pν?∗Φ(x)/pν∗Φ(x))bdλ(x) < ∞ for
some b ∈ (0, 1) by Equation (4.6) of [18], Lemma A.2 implies that
ΠDP
(BKL(ζn, ν? ∗Φ,M∞)) ≥ ΠDP (ν˜ ∈ M∞ : ‖pν˜∗Φ − pν?∗Φ‖1 ≤ c1ξn) .
for some constant c1 > 0. Let B0, B1, . . . , Bk? be a partition of [−L, L] such that
θ?j ∈ Bj, diam(Bj) = c1ξn/4 for each j ∈ [k?] (Here we assume without loss
of generality that all the atoms of ν? does not overlap with each other, other-
wise, we can consider a partition where each set contains exactly one distinct
atom). Since the vector (ν˜(B0), ν˜(B1), . . . , ν˜(Bk?)) follows the Dirichlet distri-
bution with parameter (κn H(B0), κn H(B1), . . . , κnH(Bk?)), by Lemma A.4 and
diam(Bj) = c1ξn/4 for every j ∈ [k?], we have
{
ν˜ ∈ M∞ : ‖pν˜∗Φ − pν˜?∗Φ‖1 ≤ c1ξn
} ⊃
ν˜ ∈ M∞ : k
?
∑
j=0
∣∣∣ν˜(Bj)− w?j ∣∣∣ ≤ c1ξn2

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with w?j := 0. Finally, by Lemma A.5,
ΠDP
ν˜ ∈ M∞ : k?∑
j=0
∣∣∣ν˜(Bj)− w?j ∣∣∣ ≤ c1ξn2
 ≥ (c1ξn/4)2k?κk?+1n k∏
j=0
H(Bj)
& κk?+1n exp(−c2k? log n)
for some constant c2 > 0, where the second inequality follows from that H(B0) =
1 − ∑k?j=1 H(Bj) & 1 − 1/ log n & 1, H(Bj) = c1ξn/(8L) for j ∈ [k?] and
log(1/ξn)  log n.
On the other hand, we use Fubini’s theorem to obtain
P
(n)
ν?∗Φ
∫ ∑
Z1:n∈Nn :Tn(Z1:n)>Ck?
{
n
∏
i=1
φ(Xi − θZi )pw[ν˜](Zi)
pν?∗Φ(Xi)
}
ΠDP(dν˜)

=
∫
∑
Z1:n∈Nn :Tn(Z1:n)>Ck?
{∫ n
∏
i=1
φ(Xi − θZi )dX1:n
}
p(n)w[ν˜](Z1:n)ΠDP(dν˜)
= ∑
Z1:n∈Nn :Tn(Z1:n)>Ck?
∫
p(n)w[ν˜](Z1:n)ΠDP(dν˜)
= PCRP(κn)(Tn(Z1:n) > Ck
?),
where CRP(κn) denotes the Chinese restaurant process with concentration pa-
rameter κn. It is known that the probability mass function of Tn is given by
(e.g., see Proposition 4.9 of [17])
PCRP(κn)(Tn = t) = Cn(t)n!κ
t
n
Γ(κn)
Γ(κn + n)
where Cn(t) := (n!)−1 ∑S⊂[n−1]:|S|=n−t ∏i∈S i. Since
Cn(t + 1)
Cn(t)
=
∑S⊂[n−1]:|S|=t 1∏i∈S i
∑S⊂[n−1]:|S|=t−1 1∏i∈S i
≤
∑S⊂[n−1]:|S|=t−1 1∏i∈S i
(
∑n−1i′=1
1
i′
)
∑S⊂[n−1]:|S|=t−1 1∏i∈S i
≤ log(e(n− 1))
we have
PCRP(κn)(Tn ≥ t + 1) .
n
∑
h=t+1
(κn log n)h−1 . (κn log n)t.
Hence,
P
(n)
ν?∗Φ
[
ΠDP(Tn > Ck∗|X1:n)
]
. ec3k? log n (κn log n)
Ck?−1
κk
?+1
n
+ o(1)
. ec3k? log ne−((C−1)k?−2) log n + o(1)
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for some constant c3 > 0. If C > c3 + 3, the desired result follows.
Proof of Theorem 4.2. Let ξ˜n := n−1/3 log1/2 n and ξn := n−2/3 log−2 n so that
ξn log2(1/ξn) . ξ˜2n. By the same arguments used in the proof of Theorem 2.7,
we have that
Dn :=
∫ p(n)ν˜∗Φ
p(n)ν?∗Φ
(X1:n)ΠDP(dν˜)
≥ e−2nξ˜2nΠDP
ν˜ ∈ M∞ : R∑
j=1
|ν˜(Bj)− ν?(Bj)| ≤ c1ξn16L2

with P(n)ν?∗Φ-probability at least 1− 1/nξ˜2n, where we define R :=
⌈
4L/
√
c1ξn
⌉
and (B1, . . . , BR) is a partition of [−L, L] such that diam(Bj) ≤
√
c1ξn/2 for
some c1 > 0. Since (ν˜(B1), . . . , ν˜(BR)) follows the Dirichlet distribution with
parameter (κn H(B1), . . . , κnH(BR)), by Lemma A.5, Dn is further bounded as
Dn & e−2nξ˜
2
nξ2Rn (κnξn)
R & e−c2n1/3 log1+a n.
with P(n)ν?∗Φ-probability at least 1− 1/nξ˜2n. Following the proof of Theorem 2.7,
we obtain the desired result.
A Appendix: Additional lemmas and proofs
A.1 Technical lemmas
The following three lemmas provide inequalities that are useful throughout the
proofs.
Lemma A.1 (Lemma 1 of Nguyen [37]). Let f : R 7→ R be a convex function such
that f(1) = 0, and let f (·, θ) denote a probability density function with parameter
θ. For two atomic meassures ν1 := ∑
k1
j=1 w1jδθ1j ∈ Mk1 and ν2 := ∑k2j=1 w2jδθ2j ∈
Mk2 , define
Wψ,f(ν1, ν2) := inf
(pjh)∈Q(w1,w2)
k1
∑
j=1
k2
∑
h=1
pjhDf
(
f (·, θ1j), f (·, θ2j)
)
,
where w1 := (w11, . . . , w1k1) and w2 := (w21, . . . , w2k2). Then
Df
 k1∑
j=1
w1j f (·, θ1j),
k2
∑
j=1
w2j f (·, θ2j)
 ≤Wψ,f(ν1, ν2).
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In particular, for the standard normal density function φ, we have
h2
 k1∑
j=1
w1jφ(· − θ1j),
k2
∑
j=1
w2jφ(· − θ2j)
 ≤ 1
4
W22(ν1, ν2),
KL
 k1∑
j=1
w1jφ(· − θ1j),
k2
∑
j=1
w2jφ(· − θ2j)
 ≤ 1
2
W22(ν1, ν2).
Lemma A.2 (Theorem 5 of Wong and Shen [46]). Let ζ > 0 be sufficiently small.
For two density functions p1 and p2 such that h2(p1, p2) ≤ ζ2 and
Cζ :=
∫
p1(x)
(
p1(x)
p2(x)
)b
λ(dx) < ∞
for some b ∈ (0, 1], we have
KL(p1, p2) ≤ c1ζ2
1∨ log(Cζ
ζ
) ,
KL2(p1, p2) ≤ c2ζ2
1∨ log(Cζ
ζ
)2
for some constants c1, c2 > 0
Lemma A.3 (Lemma 3 of Gao and van der Vaart [14]). For any µ1, µ2 ∈ P(Θ),
any countably many partition (Bj)j∈N of Θ and any q ≥ 1, we have
Wq(µ1, µ2) ≤ sup
j∈N
diam(Bj) + diam(Θ)
( ∞
∑
j=1
|µ1(Bj)− µ2(Bj)|
)1/q
.
In particular, for any ν1, ν2 ∈ Mk(Θ)with ν1 := ∑kj=1 wijδθ1j and ν2 := ∑kj=1 w2jδθ2j ,
and any k ∈ N, we have
Wq(ν1, ν2) ≤ sup
j∈[k]
|θ1j − θ2j|+ diam(Θ)
( ∞
∑
j=1
|w1j − w2j|
)1/q
.
A.2 Proofs of Lemmas 6.2 and 6.3
Proof of Lemma 6.2. Recall that N :=
⌈
log(2k/ηe)
⌉ ∧ n where ηe, which is the
constant depending only on e, will be specified later. For simplicity we drop
the subscript e of ηe. Let nl := |Xl | then nl is either bn/Nc or bn/Nc+ 1. By
the variance bound presented in Lemma 5 of [47], we have
Var(M(η)l,h ) ≤
1
nl
(
c′1(L +
√
h)
)2h
,
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for any l ∈ [N] and any h ∈ [2k− 1], for some universal constant c′1 > 0. Then
by the Chebyshev inequality, the expectation of the random variable defined
as
Zl,h := 1
∣∣∣M(η)l,h −mh(ν)∣∣∣ <
√
4
3nl
(
c′1(L +
√
h)
)h
is bounded below by
Pl,h := P
(nl)
ν∗ΦZl,h ≥
3
4
, (A.1)
for any l ∈ [N] and any h ∈ [2k − 1]. Now we use the well-known median
trick. By definition of median and the fact that nl ≥ bn/Nc ≥ n/(2N), we
have that
1
(∥∥∥mˆ(ηe)h −mh(ν)∥∥∥∞ ≥
√
8N
3n
(
c′1(L +
√
h)
)h) ≤ 1( N∑
l=1
Zl,h ≤ N2
)
. (A.2)
By Hoeffding’s inequality, the probability of the right-hand side of the preced-
ing display is bounded as
P
(n)
ν∗Φ
(
N
∑
l=1
Zl,h ≤ N2
)
≤ P(n)ν∗Φ
∣∣∣∣∣ N∑l=1 Zl,h −
N
∑
l=1
Pl,h
∣∣∣∣∣ ≥ N4
 ≤ e−N/8, (A.3)
where the first inequality is due to (A.1). Since
√
8/3 (c′1(L +
√
h))
h ≤
√
c′2k
2k−1
for any h ∈ [2k− 1] for some universal constant c′2 > 0 depending only on L,
(A.2), (A.3) and the union bound imply
P
(n)
ν∗Φ
(∥∥∥mˆ(ηe)1:(2k−1) −m1:(2k−1)(ν)∥∥∥∞ ≥
√
N
n
(√
c′2k
)2k−1)
≤ (2k)e−N/8.
Let η := (2k) exp(−(c′2k)2k−1ne2), then N :=
⌊
log(2k/η)
⌋ ∧ n ≤ (c′2k)2k−1ne2
and so e ≥ √N/n(c′2k)2k−1. Thus, by noticing that N ≥
{
((c′2k)−2k+1ne2) ∧ n
}
−
1, we get the desired result.
Proof of Lemma 6.3. We write ν1 := ∑kj=1 w1jδθ1j and ν2 := ∑
k
j=1 w2jδθ2j . Let
Hj(z), j ∈ N be the Hermite polynomials defined by the generating function
ext−
1
2 t
2
=
∞
∑
j=0
Hj(x)
tj
j!
.
Then we have the identity
φ(x− t) = 1
(2pi)1/4
√
φ(
√
2x)ext−
1
2 t
2
=
1
(2pi)1/4
√
φ(
√
2x)
∞
∑
j=0
Hj(
√
2x)
(t/
√
2)j
j!
e−
1
4 t
2
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which implies that
pν∗Φ(x) =
∫
φ(x− t)dν(t) = 1
(2pi)1/4
√
φ(
√
2x)
∞
∑
j=0
Hj(
√
2x)
2j/2 j!
E
(
T je−
1
4 T
2
)
for any mixing distribution ν ∈ P(R), where T is the random variable such
that T ∼ ν. By the orthogonality of the Hermite polynomials, we have
√
2
∫
Hl(
√
2x)Hj(
√
2x)φ(
√
2x)dx
=
∫
Hl(x)Hj(x)φ(x)dx = j!1(l = j).
Hence,
‖pν1∗Φ − pν2∗Φ‖22 =
∞
∑
j=0
1
j!2j
√
pi
{
E
(
T j1e
− 14 T21
)
− E
(
T j2e
− 14 T22
)}2
,
where T1 and T2 are random variables such that T1 ∼ ν1 and T2 ∼ ν2. The
preceding display implies∣∣∣E (T j1e− 14 T21 )− E (T j2e− 14 T22 )∣∣∣ ≤ √j!2j√pi‖pν1∗Φ − pν2∗Φ‖2.
For each j ∈ [2k− 1], we let Pj(x) = ∑2k−1h=0 aj,hxh be the unique polynomial of
degree (2k − 1) that interpolates the 2k points ((θil , θ jile−θ
2
il/4))i∈{1,2};l∈[k]. We
assume all the atoms of ν1 and ν2 are distinct, otherwise, we can consider the
interpolation polynomial of degree r, where r < 2k − 1 is the number of the
distinct atoms, while the conclusion is unchanged. Then∣∣∣E (T j1)− E (T j2)∣∣∣ = ∣∣∣E (Pj(T1)e− 14 T21 )− E (Pj(T1)e− 14 T22 )∣∣∣
≤
2k−1
∑
h=0
|aj,h|
∣∣∣E (T j1e− 14 T21 )− E (T j2e− 14 T22 )∣∣∣
≤ ‖pν1∗Φ − pν2∗Φ‖2
2k−1
∑
h=0
|aj,h|
√
j!2j
√
pi.
It remains to bound the coefficients (aj,h)j∈[2k−1];h∈[2k−1]∪{0}. Let xk∗(i−1)+l−1 :=
θil and yj,k∗(i−1)+l−1 := θ
j
ile
−θ2il /4 for i = 1, 2 , l ∈ [k] and j ∈ [2k− 1]. Then we
can express Pj in the Newton form such that
Pj(x) =
2k−1
∑
h=0
bj[x0, . . . , xh]
h−1
∏
l=0
(x− xl),
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where bj is defined recursively as
bj[xh] := yj,h
bj[xh, . . . , xh+l ] :=
bj[xh+1, . . . , xh+l ]− bj[xh, . . . , xh+l−1]
xh+l − xh .
Since the derivatives of all orders of the function x 7→ xje−x2/4 are uniformly
bounded on [−L, L], (bj[z0, . . . , zh])h=0,...,2k−1 are uniformly bounded too. Hence,
since |xh| ≤ L for every h ∈ [2k− 1]∪{0}, (aj,h)j∈[2k−1];th∈[2k−1]∪{0} are bounded
by (2k − 1)c2k−11 for some universal constant c1 > 0. Thus the desired result
follows from the bound j! ≤ jj.
A.3 Lemmas for the proofs for Section 4
Lemma A.4. Let B0, B1, . . . , Bk be a measurable partition of a compact set Θ ⊂ R,
(w1, . . . , wk) ∈ ∆k and θj ∈ Bj for j ∈ [k]. Let ν := ∑kj=1 wjδθj . Then for any
distribution µ ∈ P(Θ),∥∥∥pµ∗Φ − pν∗Φ∥∥∥
1
≤ 2 max
1≤j≤k
diam(Bj) +
k
∑
j=0
|µ(Bj)− wj|,
with w0 := 0.
Proof. We start with the decomposition
pµ∗Φ − pν∗Φ =
∫
U0
φ(x− θ)dµ(θ) +
k
∑
j=1
∫
Uj
{
φ(x− θ)− φ(x− θj)
}
dµ(θ)
+
k
∑
j=1
φ(x− θj)
{
µ(Bj)− wj
}
.
Since ‖φ(· − θ)− φ(· − θj)‖1 ≤ 2|θ − θj| and ‖φ‖1 = 1, the desired result fol-
lows.
Lemma A.5. Let (w1, . . . , wk) be distributed according to the Dirichlet distribution
with parameter (κ1, . . . , κk) such that κj ∈ (0, 1] for any j ∈ [k]. Then for any
(w01, . . . , w
0
k) ∈ ∆k and any η ∈ (0, 1/k],
P
 k∑
j=1
|wj − w0j | ≤ 2η
 ≥ η2(k−1) k∏
j=1
κj.
Proof. Without loss of generality, assume w0k ≥ 1/k. Then for (w1, . . . , wk) such
that |wj − w0j | < η/k, we have
k−1
∑
j=1
wj ≤ 1− w0k + (k− 1)
η
k
≤ (1+ η) k− 1
k
≤ 1
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for any η ≤ 1/k. This implies that (w1, . . . , wk) ∈ ∆k. Moreover, ∑kj=1 |wj −
w0j | ≤ 2∑k−1j=1 |wj − w0j | < 2η. Thus,
P
 k∑
j=1
|wj − w0j | ≤ 2η
 ≥ P(|wj − w0j | ≤ ηk , j ∈ [k− 1]
)
≥ Γ(∑
k
j=1 κk)
∏kj=1 Γ(κj)
k−1
∏
j=1
∫ (w0j +η/k)∧1
(w0j−η/k)∨0
w
κj−1
j dwj,
where the second inequality follows from the fact that (1− ∑k−1j=1 wj)κk−1 ≥ 1
since κk ≥ 1. Since 1 ≤ Γ(κ) ≤ 1κ for any κ ∈ (0, 1], w
κj−1
j ≥ 1 and (w0j + η/k)∧
1− (w0j − η/k) ∨ 0 ≥ η/k, we further have that
P
 k∑
j=1
|wj − w0j | < 2η
 ≥ (η
k
)k−1 k
∏
j=1
κj ≥ η2(k−1)
k
∏
j=1
κj,
which completes the proof.
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