Abstract-In this technical note we present a method for designing a linear time invariant (LTI) state-feedback controller to monotonically track a step reference at any desired rate of convergence for any initial condition. This method is developed for multi-input multi-output (MIMO) systems, and can be applied to strictly/nonstrictly proper systems, and also minimum/ nonminimum-phase systems. This framework shows that for MIMO systems the objectives of achieving a rapid settling time, while at the same time avoiding overshoot/undershoot, are not always competing objectives.
controller to yield a non-overshooting step response for LTI MIMO systems, by constraining the closed-loop eigenstructure so that each component of the tracking error is driven only by a single realvalued closed-loop mode, which means that the output of the system is monotonic in each output component regardless of the initial condition, see also [13] . A key limitation of the methods in [12] and [13] is the lack of conditions, given in terms of the system structure, that ensure the existence of a controller that delivers the desired transient response. Moreover, the design method involves a search for suitable closed-loop eigenvalues, and while this search can be conducted efficiently, the authors were unable to give conditions ensuring a satisfactory search outcome. The objective of this technical note is to revisit the method of [12] to the end of developing conditions expressed in terms of the parameters of the system that guarantee that the design method will deliver a state-feedback controller that yields a monotonic step response from any initial condition and for any constant reference signal. When this goal is achievable, we say that the control yields a globally monotonic response, by which we mean that the same feedback matrix yields a monotonic response from all initial conditions, and with respect to all possible step references.
We also offer a parameterisation of all the feedback matrices that achieve global monotonicity, thus opening the door to the formulation of optimisation problems whose goal is to exploit the available freedom to address further objectives such as minimum gain or improved robustness of the closed-loop eigenstructure in the same spirit of [14] . For some less essential proofs, many examples and additional discussion we refer to a much longer and more detailed manuscript in [15] .
Notation: The image and the kernel of matrix A are denoted by imA and ker A, respectively. The Moore-Penrose pseudo-inverse of A is denoted by A † . When A is square, we denote by σ(A) the spectrum of A. If A : X −→ Y is a linear map and if J ⊆ X , the restriction of the map A to J is denoted by A|J . If X = Y and J is A-invariant, the eigenstructure of A restricted to J is denoted by σ(A|J ). If J 1 and J 2 are A-invariant subspaces and J 1 ⊆J 2 , the mapping induced by A on the quotient space J 2 /J 1 is denoted by A|J 2 /J 1 , and its spectrum is denoted by σ(A|J 2 /J 1 ). The symbol ⊕ stands for the direct sum of subspaces. The symbol denotes union with any common elements repeated. Given a map A : X −→ X and a subspace B of X , we denote by A, B the smallest A-invariant subspace of X containing B. Given a complex matrix M , the symbol M * denotes the conjugate transpose of M . Moreover, we denote by M i its i-th row and by M j its j-th column, respectively. Given a finite set S, the symbol 2 S denotes the power set of S, while card(S) stands for the cardinality of S. Consider the set Φ = {π ∈ R n |Π(π) = 1}, where Π : R n −→ {0, 1}. If Φ is nonempty and its complement is formed by the solutions to finitely many polynomial equations p i (x 1 , . . . , x n ) = 0 (i = 1, . . . , k) where the coefficients of the p i are real, then we say that almost all π ∈ R n satisfy Π.
II. PROBLEM FORMULATION
Consider the continuous-time LTI system Σ governed by where, for all t ∈ R, x(t) ∈ X = R n is the state, u(t) ∈ U = R m is the control input, y(t) ∈ Y = R p is the output, and A, B, C, and D are appropriate dimensional constant matrices. We assume that all the columns of
B D
and all the rows of [C D] are linearly independent. The Rosenbrock matrix is defined as
The invariant zeros of Σ are the values of λ ∈ C for which the rank of P Σ (λ) is strictly smaller than its normal rank. The set of zeros of Σ is denoted by Z , and the set of minimum-phase (lying in the left-hand complex plane) zeros of Σ is Z g . We denote by V the largest output-nulling subspace of Σ, i.e., the largest subspace V of X for which a matrix F ∈ R m×n exists such that (A + BF )V ⊆ V ⊆ ker(C + DF ). Any real matrix F satisfying this inclusion is called a friend of V . We denote by F(V ) the set of friends of V . The symbol R denotes the socalled output-nulling reachability subspace on V . The closed-loop spectrum can be partitioned as σ(
is freely assignable with a suitable F ∈ F(V ), whereas σ(A + BF |V /R ) is fixed for every F ∈ F(V ) and coincide with the invariant zero structure of Σ, [16, Theorem 7.19] . Finally, the symbol V g denotes the largest stabilizability output-nulling subspace of Σ.
A. The Tracking Control Problem
In this technical note, we are concerned with the problem of the design of a state-feedback control law for (1) such that for all initial conditions the output y tracks a step reference r ∈ Y with zero steady-state error and is monotonic in all components. The following assumption ensures that any target r can be tracked from any x 0 : Assumption 2.1: System Σ is right invertible and stabilizable, and has no invariant zeros at the origin.
We also make the following assumption. Assumption 2.2: Σ has no coincident minimum-phase zeros. This assumption does not lead to a significant loss of generality. In fact, the case of coincident zeros can be dealt with by using the procedure described in [17] . Both Assumptions 2.1-2.2 are standing assumptions in this technical note.
Given the step reference r ∈ Y to track, let F be such that A + BF is asymptotically stable. Let x ss ∈ X and u ss ∈ U be such that, for the given r ∈ Y , there hold
Applying the state-feedback control law
to (1), changing variable ξ def = x − x ss and defining the tracking error (t) def = y(t) − r(t) gives the closed-loop system
Since A + BF is asymptotically stable, x converges to x ss , ξ converges to zero and y converges to r as t goes to infinity. In this technical note, we are concerned with the problem of finding a matrix F such that the closed-loop system obtained using (4) achieves a monotonic response at any desired rate of convergence, from all initial conditions. We shall describe this property as global monotonicity.
Problem 1: Let ρ < 0. Find F that yields an asymptotically stable system Σ aut for which ε(t) converges monotonically to 0 at an exponential rate of at least ρ in all outputs from all x 0 .
If we achieve a tracking error ε(t) that has a single exponential per component and we can choose each λ k so that λ k ≤ ρ, then we solve Problem 1, since exponentials of λ k are monotonic functions. Thus, a possible way of solving Problem 1 consists in the solution of the following problem.
Problem 2: Let ρ < 0. Find F that yields an asymptotically stable system Σ aut for which ε(t) is given, from all x 0 , by Another important and useful problem is one in which the requirements include a specified choice of the closed-loop modes that are visible in each component of the tracking error:
Find F that yields an asymptotically stable closed-loop system Σ aut for which, from x 0 and r, the tracking error term ε is given by (6) .
Remark 1: An anonymous reviewer proposed the following solution to these problems in the case where D is the zero matrix, which consists in decomposing the system as
so that the problem is to guarantee by means of a state feedback
] that x 2 = y has a monotonic behavior for all initial states. This problem is easily seen to be equivalent to the solvability of the following conditions: i) The equation A 21 + B 2 K 1 = 0 has a solution; if this is the case, we parameterize its solutions as
where H is a basis matrix of ker B 2 andK 1 is arbitrary;
Hence, this solution, when D = 0, characterizes the solvability of our problem since, using this feedback, the closedloop matrix becomes
The rest of this technical note is devoted to finding solvability conditions for this problem expressed in terms of the problem data. This will offer new insight into how the solution changes in terms of the variations of the problem data, and will allow us to recover well-known results on the impossibility of obtaining a monotonic response for SISO strictly proper systems with a real nonminimum-phase zero.
III. MATHEMATICAL BACKGROUND
The first tool needed in this technical note is V g , which is made up of the sum of two parts. The first part is R . The second is the subspace spanned by the directions associated with the minimumphase invariant zeros of Σ. We recall some important results concerning the relations between these subspaces and the null-space of the Rosenbrock matrix P Σ . Given μ ∈ C, the symbol N Σ (μ) denotes a basis matrix for ker P Σ (μ).
The following result, see [14] , presents a procedure for the computation of a basis for V g and R and for the parameterization of all their friends that place the free eigenvalues of the closed-loop restricted to them at arbitrary locations.
The complex numbers μ 1 , . . . , μ h are said to be s-indexed if 2s ≤ h and μ 1 , . . . , μ 2s are in C \ R, while the remaining μ 2s+1 , . . . , μ h are real, and for all odd k ≤ 2s we have
Lemma 1 ([14]):
we can write a spanning set of R as
where μ 1 , . . . , μ r ∈ R \ Z , and where
IV. SOLUTION TO PROBLEM 3
As explained above, achieving a globally monotonic step response is equivalent to finding F that distributes (at most) p modes into the tracking error with one mode per component. To achieve this goal, let λ ∈ R, and definê
for al j ∈ {1, . . . , p}. The setR j (λ) represents the set of initial states such that a feedback matrix F exists that renders all the output components identically zero with the only exception of the j-th component, which must be non-zero. Given v ∈R j (λ) with v = 0 and
the feedback matrices satisfying F v = w guarantee that for any ξ 0 ∈ span{v} there hold ε k ≡ 0 for all k ∈ {1, . . . , p} \ {j} and ε j = 0. The modes that are not distributed on the tracking error have to be made invisible from ε(t). This goal can be achieved using V g . 
A proof of this result can be found in [15, Lemma 4] . Condition (10) says that:
. . , v p have to be linearly independent and they all must be independent from V g . When this is the case, λ 1 , . . . , λ p ∈ R − are all part of the closed-loop spectrum for any solution F since the linear equation
is solvable, and any of its solutions
. . .
for some γ 1 , . . . , γ p ∈ R \ {0}, as required. (2) when dim V g > n − p, it may be possible to exploit the excess in "good" dimension of V g to compensate for possibly dependent vector(s) v i . In such a case, not only is the monotonic tracking control problem solvable, but we are able to also obtain a response that achieves instantaneous tracking in some outputs.
If (10) is satisfied and dim V g > n − p, for any v k that is dependent on V g together with the remaining v i , Problem 3 can be solved with a matrix F such that λ k is not part of the closed-loop spectrum.
Remark 2: Whenever (10) is satisfied, Problem 3 can be solved with an arbitrary convergence rate. In fact, from the right invertibility of (A, B, C, D) , every uncontrollable eigenvalue is also an invariant zero of Σ.
1 Hence, every uncontrollable eigenvalue of the pair (A, B) is rendered invisible at ε(t), and it does not limit the rate of convergence.
Condition (10) is not easy to test, as the setsR j (λ j ) are not, in general, subspaces of X . We now wish to write (10) in terms of subspaces which we now define. For each j ∈ {1, . . . , p} let Σ j
are obtained by removing the j-th row from C and D, respectively. The right invertibility of (A, B, C, D) guarantees that Z contains the set of zeros Z j of Σ j for any j ∈ {1, . . . , p}. The largest output nulling reachability subspace of Σ j is denoted by R j . Similarly to what was done for R in (7), for distinct μ 1 , . . . , μ r j ∈ R \ Z , we decompose R j as
where
Proof:
There exists w ∈ U such that
Proof: Since Σ is right invertible and μ is not a zero, the inclusion R (μ) ⊆ R j (μ) from Proposition 1 is strict. Indeed, in such a case, [C j D j ] is linearly independent from every row of
, which in general does not hold as an equality since R (μ) andR j (μ) may have non-zero intersection. The fact that R j (μ) is a subspace of X and it is coincident witĥ R j (μ) modulo a set of points belonging to a proper algebraic variety within R (μ) motivates its use, in preference toR j (μ), to establish conditions for our tracking problem.
A. Solution of Problem 3: The Case
We begin by presenting a famous result in combinatorics [18, Theorem 3] 
Let us specialize this result for linear subspaces of R n . Proof: Let k ∈ {1, . . . , s} and 1 ≤ ν 1 < · · · < ν k ≤ s. Then, P ν 1 ∪ · · · ∪ P ν k contains k linearly independent elements if and only if P ν 1 + · · · + P ν k contains k linearly independent elements, which is equivalent to dim(P ν 1 
Corollary 2: Let n be the dimension of the linear space X . Let P g , P 1 , . . . , P s be subspaces of X , and let dim P g = n − s. There exists a linearly independent set {p g 1 , . . . , p g n−s , p 1 , . . . , p s } such  that span{p g 1 , . . . , p g n−s } ⊆ P g and p i ∈ P i for all i ∈ {1, . . . , s} if and only if
Proof: Let X = X 1 ⊕ X 2 where X 1 = P g . In these coordinates, a basis matrix for P g is given by
. Denote by (14) .
Since in Lemma 2 it was shown that, when dim V g = n − p, Problem 3 is solvable if and only if there exist v j ∈R j (λ j ) (where j ∈ {1, . . . , p}) satisfying V g + span{v 1 , . . . , v p } = X , and that in Proposition 2 it was shown that for any μ ∈ R \ Z the setR j (μ) coincides with the subspace R j (μ) modulo a set of points that are roots of an algebraic equation, Corollary 2 leads to the following result.
Theorem 1:
Problem 3 is solvable if and only
So far we have shown that if condition (15) in Theorem 1 is satisfied, it is possible to find
= n, and this means that a feedback matrix with the desired properties exists. However, a much stronger result holds: the vectors v 1 , . . . , v p can be chosen "almost randomly" from within R 1 (λ 1 ), R 2 (λ 2 ), . . . , R p (λ p ), respectively, and the resulting feedback will almost certainly solve Problem 3 as the following result establishes.
Theorem 2: (15) hold. LetV g andŴ g be as in Lemma 1 for the stable complex numbers μ 1 , . . . , μ r and for the minimum-phase invariant
for all i ∈ {1, . . . , p}, where each V i and W i have n and m rows, respectively. Let
where k 1 , . . . , k p = 0 are real parameter vectors of appropriate sizes and K and H are block diagonal parameter matrices as in Lemma 1 such that im(V g diag{K, H}) = V g . Then (1) rankV K,H,k 1 ,. ..,kp = n for almost all K and H and k 1 , . . . , k p = 0 as constructed above; (2) The set of all feedback matrices that solve Problem 3 for the given μ 1 , . . . , μ r is given by
Proof: In view of Theorem 1 and Lemma 2, there exist v j ∈ R j (λ j ) such that (10) holds. SinceR j (λ j ) ⊆ R j (λ j ), there exist real vectors k 1 , . . . , k p such that rankA = n, where (15) 
where V g is a basis matrix for V g , where X g is asymptotically stable, and with i ∈ {1, . . . , p}, where v i ∈R i (λ i ). Assuming for simplicity that all the eigenvalues of X g are real and distinct, 3 we can find a change of basis T in X such that X def = T −1 X g T is diagonal. Denoting by υ i the i-th column of V g T , and by {μ 1 , . . . , μ n−p } the eigenvalues of X , the first in (18) yields
where η : {1, . . . , n − p} −→ {1, . . . , n − p} is a bijection. Defining
We can repeat the same argument for the second in (18) (without the diagonalization), and 
B. Solution of Problem 3: The General Case
We now consider the case where h = dim V g ≥ n − p. The following generalization of Radó's Theorem, see [19, Theorem 1.3] , is the key to obtaining a necessary and sufficient solvability condition for Problem 3 in this general case.
Proposition 4: Let P 1 , . . . , P s be subspaces of X . There exists
holds for all S ∈ {S ∈ 2 {1,...,s} |cardS > s − k}. As a result of Proposition 4, following the same argument of the proof of Corollary 2, one easily sees that a necessary and sufficient condition for Problem 3 is given as follows. 
It is clear that (21) reduces to (15) when h = dim V g = n − p. The calculation of the feedback matrix does not change significantly with respect to the one outlined in Theorem 2 for the case dim
is not full column-rank. On the other hand, the rank of V is n for suitable values of the parameter matrices, which means that it is sufficient to eliminate from V exactly h + p − n columns that are linearly dependent upon the remaining n columns.
We (1) rankṼ K,H,k 1 ,. ..,kp,ψ = n for almost all K and H as defined in Lemma 1, for all k 1 , . . . , k p = 0, and for all the choices ψ such that the matrix obtained by eliminating h + p − n columns from V gives a matrix of rank n; (2) The set of feedback matrices that solve Problem 3 with μ 1 , . . . , μ r , z 1 , . . . , z t and the given choice of ψ is
where k i ∈ R ν i , K and H are block-diagonal matrices constructed as in Lemma 1 such that im(V g diag{K, H}) = V g , and ψ is such that the matrix obtained by eliminating h + p − n columns from V gives a matrix of rank n.
4) Remark 3:
If h = dim V g > n − p, the natural choice is to build a feedback using a basis of X that uses as many basis vectors as possible from V g , because every extra basis vector beyond the first n − p potentially results in a tracking error with a zero component. This corresponds to selecting a mapping ψ which eliminates as many columns V i k i from V as possible.
V. SOLUTION TO PROBLEM 1 In this section, the solution to Problem 1 is investigated. 
holds for all S ∈ {S ∈ 2 {1,...,p} |cardS > h − (n − p)}. Proof: Let for simplicity h = n − p. If (23) is not satisfied, there exists S ∈ 2 {1,...,p} such that dim(V g + j∈S R j ) < n − p + card(S), which gives dim(V g + j∈S R j (λ j )) < n − p + card(S) for any λ 1 , . . . , λ p ∈ R − , since by (12) R j (λ j ) ⊆ R j + V g for all j ∈ {1, . . . , p} and λ j ∈ R. In view of Theorem 1, Problem 3 is never solvable, which implies that Problem 1 does not admit solution. Sufficiency follows from Corollary 2.
We now consider the computation of the feedback matrix. Theorem 6: Let dim V g = n − p. Let the condition in Theorem 5
hold. LetV g andŴ g be constructed as in Lemma 1. Let V i (λ i ) W i (λ i ) denote a polynomial basis matrix of least degree for the kernel of (λ 1 , . . . , λ p ) = n are a solution to Problem 1.
The proof follows essentially the steps of that of Theorem 1.
Remark 4:
It is well known that a SISO strictly proper system with real nonminimum-phase zeros cannot be monotonic as undershoot must occur, [8] . This also follows as a particular case of Theorem 5. Indeed, the condition dim V g ≥ n − p follows from (23) when S = ∅, which is never satisfied for SISO strictly proper nonminimum-phase systems. In fact, dim V g ≤ dim V ≤ dim(ker C) = n − 1, where the first inequality can be an equality only if the system is minimumphase.
VI. CONCLUDING REMARKS
The problem of achieving a monotonic step response from any initial condition has been addressed for LTI MIMO systems. The results presented in this technical note can be easily adapted to discrete-time systems as shown in [15] . Several numerical examples of the proposed method can also be found in [15] .
