Presented are the integral solutions to the quantum Knizhnik-Zamolodchikov equations for the correlation functions of both the bulk and boundary XXZ models in the anti-ferromagnetic regime.
Introduction
In this paper we address both the bulk and boundary XXZ models in the anti-ferromagnetic regime on the basis of Smirnov's axiomatic treatment of massive integrable models [1] . Smirnov found three axioms that the form factors of the sine-Gordon model should satisfy [1] . The said three axioms consist of the S-matrix symmetry, the cyclicity condition, and the annihilation pole condition. Smirnov also pointed out in [2] that the first two axioms imply the quantum KZ equations [3] of level 0 for form factors.
We have a similar story for correlation functions under the scenario based on the CTM (corner transfer matrix) bootstrap approach [4] . As was shown in [5] that correlation functions of bulk massive integrable models such as the XYZ model should satisfy the three relations: the R-matrix symmetry, the cyclicity condition and the normalization of correlation functions. Let us call those three relations Smirnov-type master equations. The first two relations imply the quantum Knizhnik-Zamolodchikov (KZ) equations [3] of level −4. The boundary analogue of Smirnov-type master equations were also obtained in [6] for the boundary XYZ model. In the boundary model case, the second cyclicity condition should be replaced by reflection properties.
We start from Smirnov-type master equations for correlation functions of the bulk/boundary XXZ model in the antiferromagnetic regime. We will make the Ansatz in the subsequent sections that the correlation functions are expressed in terms of integral transform of certain rational functions with appropriate integral kernels. We determine the said rational functions such that the R-matrix symmetry holds. We also find the transformation properties and recursion relations for the integral kernels by imposing the cyclicity conditions (resp. reflection properties) and the normalization conditions for the bulk (resp. boundary) XXZ model.
The above mentioned Ansatz was already made in [7, 8, 9] , where we constructed the form factors of the anti-ferromagnetic XXZ model by solving Smirnov's three axioms. We will see below that the integral formulae for correlation functions and those for form factors have the very similar structure.
The difference between those formulae mainly results from the choice of rational functions, while the integral kernels are essentially the same. For the case of form factors, the freedom of solutions to the quantum KZ equation corresponds to that of local operators of the XXZ model.
In the framework of the representation theory of the affine quantum algebra [10] the space of states of the anti-ferromagnetic XXZ model can be identified with the tensor product of irreducible infinite dimensional modules, one is level 1 highest and the other is level −1 lowest modules of U q sl 2 with 0 < −q < 1. Here the restriction 0 < −q < 1 is required by the anti-ferromagnetic condition. The correlation functions of the anti-ferromagnetic XXZ model are given by the trace of the product of the type I vertex operators on the space of physical states [10] . Furthermore, the integral formulae for the correlation functions of the XXZ model was also obtained in [11] by using the bosonization of vertex operators of U q ( sl 2 ). The vertex operator approach were also applied to obtain the integral formulae for correlation functions of the anti-ferromagnetic XXZ model with a boundary [12] .
One of advantages of the vertex operator approach is that correlation functions in this framework naturally satisfy the quantum KZ equations by the construction. Another advantage is that it is also relevant to massless models. In [13] the integral formulae were conjectured by solving the quantum KZ equations of level −4 for correlation functions of the massless XXZ model, which has U q ( sl 2 )-symmetry with |q| = 1. This was based on the CTM bootstrap approach [4] , which is not directly applicable to the massless regime. In [14] those conjectured formulae were reproduced by using the bosonized vertex operators. The same bosonization method was used to obtain the corresponding formulae for the massless XXZ model with a boundary in [15] .
From the view point of solving the quantum KZ equations, the trace construction allows us to chose the level arbitrarily, but gives only a canonical solution. On the other hand, Smirnov-type integral formulae based on the form factor bootstrap approach have the freedom of solutions but only solve the level 0 quantum KZ equations. As for correlation functions, Smirnov-type integral formulae give solutions to the level −4 equations. The relations among those different type integral formulae were discussed by Nakayashiki et al [16] . Furthermore, Nakayashiki proved that the trace functions of type I and type II vertex operators associated with the U q ( sl n )-symmetric model give a basis of the solution space of the quantum KZ equation at arbitrary level [17] . The CTM bootstrap approach was developed for A (1) n−1 -symmetric elliptic models without and with a boundary, in order to derive the quantum KZ equations of level −2n [18, 19, 20] .
The rest of the present paper is organized as follows. In section 2 we formulate the bulk XXZ model in the anti-ferromagnetic regime, and present Smirnov-type integral formulae for correlation functions.
In section 3 we prove that the formulae given in section 2 actually solve the quantum KZ equations. In section 4 we further present Smirnov-type integral formulae for correlation functions of the boundary XXZ model. In section 5 we give some concluding remarks. In Appendix A we give a simple proof of Proposition 2.
2 Integral formulae for the bulk XXZ model
The Hamiltonian and the R-matrix
In this section we consider the XXZ spin chain in an infinite lattice
Here σ x j , σ y j and σ z j denote the standard Pauli matrices acting on j-th site, and we restrict ourselves to the anti-ferromagnetic regime: ∆ < −1. The XXZ Hamiltonian H XXZ commutes with U q sl 2 , where ∆ = (q +q −1 )/2 and −1 < q < 0. For lator convenience we also introduce the positive parameter x = −q such that 0 < x < 1. Let V = Cv + + Cv − be a vector representation of U q sl 2 . Then the Hamiltonian (2.1) formally acts on V ⊗∞ = · · · ⊗ V ⊗ V ⊗ · · · . In [10] the space of states V ⊗∞ was identified with the tensor product of level 1 highest and level −1 lowest representations of U q sl 2 .
Let us introduce the R-matrix of the six vertex model, where R(ζ) ∈ End(V ⊗ V ):
where
and z = ζ 2 . The nonzero entries are given by
Assume that the spectral parameter ζ and the constant x lie in the principal regime: 0 < x < ζ −1 < 1.
As is well known, the XXZ Hamiltonian in the anti-ferromagnetic regime can be obtained from the transfer matrix for the six vertex model in the principal regime, by taking logalithmic derivative with respect to the spectral parameter ζ.
The main properties of the R-matrix are the Yang-Baxter equation
where the subscript of the R-matrix denotes the spaces on which R nontrivially acts; the initial condition R(1) = P ; (2.6) the unitarity relation
the Z 2 -parity
and the crossing symmetries
The properties (2.6-2.9) hold if the normalization factor of the R-matrix satisfies the following relations:
where ǫ = ±. Under this normalization the partition function per lattice site is equal to unity in the thermodynamic limit [4, 10] .
Correlation functions and difference equations
Let us introduce the V ⊗2n -valued correlation functions
Here, we restrict G (n) σ (ζ) to the 'total spin-0' subspace of V ⊗2n . In the framework of the representation theory of U q ( sl 2 ), the correlation function (2.11) gives the expectation value of the local operator of the
is the matrix unit on the j-th site, by specializing the spectral parameters as follows:
In what follows we often use the abbreviations:
. On the basis of the CTM (corner transfer matrix) bootstrap approach, the correlation functions satisfy the following three conditions [5] :
where P (x ⊗ y) = y ⊗ x.
Cyclicity
(2.14) 15) where
Normalization
These three conditions can be componentwisely recast as follows:
Combining (2.16) and (2.18) we obtain another expression of the normalization condition:
where we also use
Since the R-matrix preserves the 'total spin' of the correlation function, we can restrict G (n) σ (ζ) to an element of the 'total spin-0' subspace, when we consider the equations (2.13-2.15). Note that the first two conditions imply the difference equation of the quantum KZ type [3] of level −4:
where T j is the shift operator such that
for any 2n-variate function F . When the definition of T j is replaced by
and all the arguments x −2 ζ j /ζ k in the first line of the RHS of (2.19) are also replaced by x l+2 ζ j /ζ k , the difference equation (2.19) is called the quantum KZ equations of level l.
Remark. As a result of Z 2 -symmetry of R-matrix, there are two ground states for the antiferromagnetic XXZ model. Let us specify the two ground states by i = 0, 1, and denote the correlation function on the i-th ground state by G (n)
i (ζ). The CTM bootstrap approach suggest that both G (n) 0 (ζ) and G (n) 1 (ζ) will appear in the cyclicity condition as follows:
Thus we introduce G (n)
Integral formulae
Here c n is a constant which will be determined below, and the function g(z) has the properties
The explicit form of g(z) is as follows:
Thanks to (2.22) the first two equations (2.16-2.17) are rephrased in terms of G (n) σ (ζ) and R(ζ) as follows
In order to present our integral formulae for G (n) σ (ζ) let us prepare some notation. Let
Then the number of elements of A is equal to n, because we consider only the 'total-spin-0' case. We often use the abbreviations (w) = (
for a j ∈ A such that a 1 < · · · < a n . Let us define the following V ⊗2n -valued meromorphic function
Note that the Q n (α|β) ε in [13] , the massless analogue of Q (n) (w|ζ) ε , can be obtained by substituting ζ j = e −νβj , x = e πiν , and w a = e −2ναa into (2.28), up to a trivial factor.
We wish to find integral formulae of the form
Here, the kernel has the form
For the function ϑ
σ (w|ζ) we assume that
• it is anti-symmetric and holomorphic in the w a ∈ C\{0},
• it is symmetric and meromorphic in the ζ j ∈ C\{0},
• it has the two transformation properties
• it satisfies the following recursion relation
and we also fix the constant c n as follows:
The function ϑ (n) σ (w|ζ) is otherwise arbitrary, and the choice of ϑ (n) σ (w|ζ) corresponds to that of solutions to (2.13-2.15). The transformation property of ϑ
The integrand may have poles at
We choose the integration contour C a with respect to w a (a ∈ A) such that C a is along a simple closed curve oriented anti-clockwise, and encircles the points
Thus the contour C a actually depends on z j 's besides a, so that it precisely should be denoted by C a (z) = C a (z 1 , · · · , z 2n ). The LHS of (2.14) refers to the analytic continuation with respect to ζ 2n . Nevertheless, once we restrict ourselves to the principal regime 0 < x < ζ −1 j < 1, we can tune all C a 's to be the common integration contour
Main proposition
In this section we prove the following proposition in the bulk anti-ferromagnetic XXZ model case: 
Proof of the R-matrix symmetry
Let us first prove (2.13), or equivalently (2.24), in a componentwise way.
Suppose that j, j +1 ∈ A. Then the relation (2.24) holds, because the integrand G (n) σ (ζ) is symmetric with respect to ζ j and ζ j+1 .
When j ∈ A and j + 1 ∈ A the relation (2.24) reduces to
Note that the set of the integration variables in the second term of the RHS is different from the other terms. Since w a 's are integration variables, we can replace w j in the second term of the RHS by w j+1 .
After that, the relation (3.1) follows from the equality of the integrands. In this step we use
The case j ∈ A and j + 1 ∈ A can be proved in a similar way to the previous case. Here we use
Finally consider the case j, j + 1 ∈ A. Since Ψ (n) σ (w|ζ) is antisymmetric with respect to w a 's, only the antisymmetric part of Q (n) (w|ζ) ···++··· with respect to w j and w j+1 gives non-zero contribution for the integral. Thus the relation (2.24) in this case follows from the fact that the following combination
is symmetric with respect to z j and z j+1 .
Proof of the cyclicity
Let 2n ∈ A. When the integral (2.29) is analytically continued from ζ 2n to x 2 ζ 2n , the points
move to the points
In the LHS of (2.25) the point x 3 z 2n and consequently xz 2n are outside the integral contour
. Nevertheless, we can deform C ′ a to the original one C a = C a (z) without crossing any poles. That is because the factor
ε ′ − cancels the singularity at w a = x 3 z 2n . Thus the integral contours for both sides of (2.25) coincide.
Furthermore, by using (2.36) we obtain
which implies that the integrands of both sides of (2.25) coincide and therefore the relation (2.25) holds when ε 2n < 0.
Next let 2n ∈ A. In this case we also make the rescale of variable w 2n → x 4 w 2n in the LHS of (2.25).
Then the integral contur with respect to w a (a ∈ A\{2n}) will be C ′ a = C a (z ′ , x 4 z 2n ), and the other one will be C = C 2n (x −4 z ′ , z 2n ). For a ∈ A\{2n}, we can deform the contour C ′ a to the original C a without crossing any poles, as the same reason as before. The integral contour C encircles x −3+4k z j
the pole at w 2n = x −3 z 2n (1 j 2n − 1) disappears. Thus we can deform the contour C to the original one C 2n = C 2n (z) without crossing any poles. Thus the integral contours in both sides of (2.25) coincide.
Replace the integral variables such that (w ′ , w 2n ) → (w 2n , w ′ ) in the RHS of (2.25), and compare the integrands of both sides. From (2.36, 2.37) and the antisymmetric property of Ψ (n)
σ with respect to w a 's, we have
Note that (3.2) describes all w 2n -and z 2n -dependence of Q (n) (w|ζ ′ , x 2 ζ 2n ) ε + . The product of (3.2) and (3.3) is equal to
, which implies that the integrands of both sides of (2.25) coincide and therefore the relation (2.25) holds when ε 2n > 0. When 2n − 1, 2n ∈ A, no pinching occurs for the integral contour for C a (a ∈ A\{2n − 1, 2n}), as the same reason as before. Concerning the integral with respect to w 2n−1 and w 2n , there is no singularities at w 2n−1 = xz 2n and w 2n = xz 2n and consequently no pinching occurs actually. In order to see such vanishing singularities, let us first evaluate the residue at w 2n = xz 2n . Because of the antisymmetric property of ϑ (n) σ with respect to w a 's, the zero of ϑ (n) σ (w ′′ , w 2n−1 , xz 2n |ζ) at w 2n−1 = xz 2n cancels the poles of ψ(w 2n−1 /z 2n ) at the same point. Furthermore, the poles of ψ(w 2n /z 2n ) and ψ(w 2n /z 2n−1 ) at w 2n = xz 2n and z 2n = x −2 z 2n−1 are canceled by the zeros of g(z 2n−1 /z 2n ) and
Proof of the normalization condition
ε ′′ ++ at the same points. The latter cancellation can be shown as follows. Note that the integral is invariant as we replace Q (n) (w ′′ , w 2n−1 , xz 2n |ζ) ε ′′ ++ by its antisymmetric part with respect to w 2n−1 and xz 2n . When z 2n = x −2 z 2n−1 the antisymmetric part contains the following vanishing factor:
Thus there is no singularity at w 2n = xz 2n as ζ 2n → ǫx −1 ζ 2n−1 . The same thing at w 2n−1 = xz 2n can be easily shown in the same way. Hence the condition (2.18) is verified when 2n − 1, 2n ∈ A.
Next let 2n − 1 ∈ A and 2n ∈ A. In this case there is no pinching for the integrals with respect to w a (a ∈ A\{2n}). Let C denote the integral contour with respect to w 2n such that C encircles the same points as C 2n does but xz 2n . Note that no pinching occurs with respect to the integral along C because both the two points x −1 z 2n−1 and xz 2n lie outside the contour C. Thus the integral with respect to w 2n along the contour C 2n can be replaced by the residue at w 2n = xz 2n .
In order to evaluate the residue, the following formulae are useful:
Using these the condition (2.18) with ε 2n−1 < 0 and ε 2n > 0 reduces to
which is valid under the assumption of (2.34) and (2.35).
When 2n − 1 ∈ A and 2n ∈ A, the only difference from the previous case is that the rational function Q (n) (w|ζ) ε contains the factor 8) in the present case, while the corresponding factor in the previous case is
Since (3.8) is equal to ǫ times (3.9) as ζ 2n = ǫx −1 ζ 2n−1 , the condition (2.18) with ε 2n−1 > 0 and ε 2n < 0 follows from the previous case. After all, the condition (2.18) was componentwisely proved.
Non-trivial theta function
In subsections 3.1-3.3 we proved Proposition 1. The key point in proving (2.16) was the R-matrix symmetry of the rational function Q (n) (w|ζ) ε . We observed that the other two conditions (2.17) and coincides with the theta function for the anti-ferromagnetic XXZ model form factors [8] in the 'total spin-0' sector, up to a constant. We therefore conclude that Smirnov-type integral solutions for both form factors and correlation functions hold the essentially common integral kernel, and that the only difference among both formulae results from the choice of the rational functions.
Taking into account that x = q 2 in [10] while we set x = −q, you can easily confirm that our integral formulae with the choice of the function ϑ 
We also notice that there is actually no poles at w a = x 2 w b (b < a) and w a = x −2 w b (b > a) when we fix ϑ (n) σ to (3.10) because of the factor Θ x 2 (w a /w b ).
4 Integral formulae for the boundary XXZ model
The Hamiltoninan and the K-matrix
In this section we consider the XXZ spin chain in a half-infinite lattice
We again restrict ourselves to the anti-ferromagnetic regime: 0 < x < 1. We also restrict the discussion below to the case 0 < x 2 < |r| < z −1 < 1 such that h > 0. Since the quantity h denotes the magnegic field at the boundary site, the Z 2 -symmetry is broken by the boundary term. In what follows we assume that there is only one ground state for the anti-ferromagnetic XXZ model with a boundary. In the presence of the positive magnetic field at the boundary, we should fix the unique ground state to |0 B , in the terminology of Ref. [12] .
As done in the bulk case, the Hamiltonian (4.1) can be obtained from the transfer matrix for the six vertex model on a half-infinite lattice, by taking logarithmic derivative with respect to the spectral parameter ζ. The boundary interaction in the boundary six vertex model is specified by the following diagonal reflection matrix [21, 22] 
Here the scalar function f (z; r) is given by
, and
The non-zero entries are
We also introduce another K-matrix K ′ (ζ):
The explicit form of K ′ (ζ) is given as follows: 6) and the non-zero entries are
The main properties of the K-matrix are the reflection (boundary Yang-Baxter) equation
the initial condition
and the unitarity relation
the Z 2 -parity 11) and the boundary crossing symmetry
Under this normalization the partition function per boundary lattice site is equal to unity in the thermodynamic limit [12] .
Correlation functions and difference equations
Here, we restrict G ± (ζ) for each n. On the contrary, because of the Z 2 -symmetry breakdown, we will consider only one correlation function
b (ζ) for each n in the boundary model. As in the bulk model case, by specializing the spectral parameters the correlation function (4.13) gives the expectation value of the local operator as follows:
In this section we often use the abbreviations (ζ) = (ζ 2 , · · · , ζ 2n ), and (ε) = (ε 2 , · · · , ε 2n ). For fixed indices a 1 , · · · , a n such that a 1 < · · · < a n , we also use the abbreviation (w) = (w a2 , · · · , w an ). On the basis of the boundary CTM bootstrap approach, the correlation functions satisfy the following four conditions [6]:
1. R-matrix symmetry
Reflection properties
Since the R-matrix and K-matrix preserves the 'total spin' of the correlation function, we can regard
b (ζ) as the element of the 'total spin-0' subspace, when we consider the equations (4.15-4.18). Note that the first three equations imply the boundary analogue of the quantum KZ difference equation: 19) where T j is the shift operator defined by (2.20).
Integral formulae
Here c ′ n is a constant which will be determined below, and the scalar function g b (z) has the properties
The explicit form of g b (z) is as follows: b (ζ) and R(ζ) as follows
Let us define the following V ⊗2n -valued meromorphic function
Since the factor q (n) b (w|ζ) is symmetric with respect to ζ j 's and w a 's, respectively, the R-matrix symmetry (4.23) is also valid in the boundary case.
b (w|ζ) we assume that
• it is anti-symmetric and holomorphic in the w a ∈ C\{x
• it has the four transformation properties
(4.34)
Here we also fix the constant c ′ n as follows:
The function ϑ 
We choose the integration contour C a with respect to w a (a ∈ A) such that C a is along a simple closed curve oriented anti-clockwise, and encircles the points x 1+4k z ±1 j
(1 j 2n, k ∈ Z 0 ), but not
We further fix the contour C a such that
lie outside C a , as in the bulk model case.
Main propositions
We are now in a position to state the proposition in the boundary anti-ferromagnetic XXZ model case:
Proposition 2 Assume the properties of the function ϑ (4.36) . Then the integral formulae (4.13, 4.20, 4.28) with (4.4, 4.22, 4.26, 2.28, 4.27, 4.29, 4.30) solves the four equations (4.15-4.18) .
A proof will be given in Appendix A.
The following example of ϑ
σ satisfies all the properties given below (4.30):
Taking into account that our integral variables w a 's correspond to q 3 w a in [12] , you can easily confirm that our integral formulae with the choice of the function ϑ 
Concluding remarks
In this paper we have constructed the correlation functions of both the bulk and boundary XXZ model in the antiferromagnetic regime. This was done by directly solving Smirnov-type master equations; i.e., the R-matrix symmetry, cyclicity conditions (resp. reflection properties) and the normalization conditions for the bulk (resp. boundary) case. Precisely speaking, we made the Ansatz that the correlation functions of the bulk (resp. boundary) XXZ model are expressed in terms of integral transform of the rational functions Q (n) σ (w|ζ) (resp. Q b (w|ζ) reproduce the known results [11, 12] . The explicit choice was given in (3.10) (resp. (4.37)) for the bulk (resp. boundary) case.
In comparison with the form factor integral formulae [7, 8, 9] , the corresponding rational function has the determinant structure and consequently different from Q Concerning the RHS of (4.25), the integral contour C a for a ∈ A\{1} is again invariant from the same reason as the previous case. As for the the integral with respect to w 1 , we have to keep in mind that the integrand of G as we have done in [7] . The integrand of (A.4) has poles at w 1 = x −3 z 1 , xz has a pole at w 1 = x −2 , however, we notice that the integrand of (A.5) is regular at this point because of (A.1). The integral R 2 can be rewritten in terms of the integral along the contour C 1 by changing the integral variable w 1 → x −4 w 
