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Abstract
We investigate dynamical and statistical properties on desiccation crack pattern that
we can observe when we make a mixture of water and powder desiccated. The
statistical properties of the crack pattern vary slowly in general and depend on how
we make the material desiccated. In other words, the statistical properties depend
on time. In the previous studies, however, the time-dependent statistical properties
have not been investigated so much, whereas the statistical properties of the pattern
at the time when the paste is dried out have been extensively investigated. When
we understand the properties of crack pattern and control the fragmentation, the
time-dependent properties are signicantly important.
To investigate the time-dependent statistical properties of the desiccation crack
patterns, we design a continuum model based on the Kelvin-Voigt model, taking
contraction into account. The contraction is described by a stress named \desic-
cation stress". The desiccation stress depends on time linearly. According to the
numerical simulations of the continuum model by means of the smoothed particle
hydrodynamics method, we realize the realistic time evolution of the crack patterns.
By means of a clustering analysis, the time series of fragment areal size distribution
and average areal size of fragments are obtained. The average size decays in inverse
proportion to time. In addition, by scaling the size with the average size, the time
series of fragment size distribution can be reduced to a time-independent curve as
time passes. We call this property \dynamical scaling law" of fragment size distri-
bution on desiccation crack pattern. To understand the scaling law, we remodel the
continuum model into a stochastic model named \modied Gibrat process" on the
basis of the Gibrat model. The modied Gibrat process is constructed by introduc-
ing the lifetime of a single fragment into the Gibrat process. The lifetime is derived
analytically and numerically as a function of the fragment size. In general, the life-
time is described by an inverse function of the desiccation stress. According to the
numerical simulations, the modied Gibrat process reproduces the dynamical scaling
law when we choose a power function as the lifetime. The modied Gibrat process
is markovianized in order to investigate it analytically, and then we obtain a master
equation. According to the scaling analysis of the master equation, we nd that the
scaling law is realized only in the case that the desiccation stress is given by a power
function. Furthermore, we carry out the actual experiments of the desiccation crack
patterns to compare with our theoretical results. As a result, we conrm that the
size distribution obeys the dynamical scaling just like our theoretical results.
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Material fracture is a familiar phenomenon to us and it can be widely observed
in various situations: fragments of a broken glass cup, desiccation crack of a
paddy eld in a drought, and so on. The fracture occurs by the various causes
and involves the complicated dynamics. The patterns owing to the fracture
are also various and depend on the properties of material and the external
conditions: For example, a glass crack pattern owing to a collision which looks
like a spider web, a gigantic columnar joint that appears when lava cools and
solidies, a cell crack pattern of a paddy eld in a drought, and so on. The
various crack patterns are attractive to researchers and have been investigated
by many researchers.
Fragmentation processes are ubiquitous and signicantly important phe-
nomena for the elds of physics, chemistry, and biology [1{22]. In order to
understand the behavior, the statistical properties, for instance, size distribu-
tion of fragments, are often investigated. The statistical properties are the
macroscopic properties. What determines the macroscopic properties? This is
an important question when we try to understand the properties and control
the fragmentation. The statistical mechanics suggests the macroscopic proper-
ties are determined by the microscopic properties. Microscopic property is the
property of elementary process. Thus all we have to do to know and understand
the statistical properties is to know the elementary process.
There is the collision process widely observed. In the collision process, the
collided materials may break into the fragments. The sizes of the fragments
distribute, and the size distribution is often investigated for understanding the
elementary process. There are many experimental and theoretical studies for
the collision process [1{9,23{30]. There is also the fragmentation process owing
to the contraction [13{22, 31{40]. The fragmentation process of desiccation
crack pattern [13{22, 37{40] is one of example. The sizes of the fragments
also distribute; However, the size distribution has not been investigated well in
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spite of the importance for the understanding the elementary process. In this
chapter, we review various kind of material fragmentations and the statistical
properties.
1.1 Fragmentation owing to collision
When we apply shock to a material or collide two materials, the material
fragments. This phenomenon can be observed universally around us. When
we drop or throw a material to another material, the materials breaks if it has
an enough momentum. When we break the materials, the size of fragments is
believed to distribute in the two typical distribution roughly.
1.1.1 Lognormal law
The rst of the categories of characteristic distributions is a lognormal distribu-
tion [9,41{43]. This is observed when we breaks the material with weak shock.
Ishii and Matsushita [9] performed the experiment of dropping long, thin glass
rods. If the falling height is lower, the size distribution of broken glass rods
can be described by the lognormal distribution. However, with increasing the
falling height, the size distribution of broken glass rods can be described by
the power-law distribution.
The physical background of the reason why the lognormal distribution ap-
pears can be explained by the Gibrat process [44]. In the Gibrat process, the
fragments are subdivided like a cascade (see Fig. 1.1). Let S denote a size of
a fragment. It represents the length of a rod in this case. The fragment breaks
in every stage. When the fragments go to the next stage, the fragment breaks
into two pieces with the dividing ratio r. In order to conserve the fragment
size in the event, r takes the value between 0 and 1. r is chosen from a given
probability density function g (r). Let us focus on a dividing history of a cer-
tain fragment. Let Sn and rn denote the size and dividing ratio on n-th stage
of a certain fragment, respectively. Immediately, it is found that Sn is given
by
Sn = Sn 1  rn 1 =    = S0n 1i=0 ri: (1.1)













Figure 1.1: Schematic diagram of the Gibrat process. (a) shows the ow of
process. Starting with one fragment at stage 0, the fragment breaks into
two pieces every stage. (b) shows the elementary subdividing process. A
fragment is subdivided into two pieces with the dividing ratio r. Namely, a
fragment with the size S is subdivided into fragments with the sizes rS and
(1  r)S.
After enough stages passes, it is found that Z distributes normally and the
average En and variance Vn are given by












drg (r) (log r)2  m2: (1.6)
Using Eqs. (1.3) and (1.4), it is found that the fragment size S obeys the
following lognormal distribution as









where P (S; n) denotes the probability density function of the size S exist-
ing at the stage n. This is called the Gibrat law. The average size hSi =
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R1
0
dS SP (S; n) becomes the exponential function of n as hSi = S0 exp [n (m+ s2=2)].
Remarkably, Eq. (1.7) does not contain the functional form of g (r) explicitly.
This result suggests that all fragmentation processes following the Gibrat pro-
cess which have common m and s2 make a common functional form of size
distribution.
1.1.2 Power law
The second type of the fragment distribution is a power-law distribution which
is described by
C (S)  S b; (1.8)
where C(S) denotes the cumulative distribution function of the size S, and b
is a constant value characterizing the power law. This is observed generally
when we breaks the material with strong shock [1{8]. Ref. [9], which is referred
to as an example that the size distribution can be described by the lognormal
distribution, also shows that the size distribution of glass rods can be described
by the power-law distribution in the case that the rods are fallen from the higher
height. Namely, Ref. [9] shows the transition between the lognormal law and
the power law in the size distribution. The size distribution of the Itokawa
regolith particles also follows the power law [12]. Some numerical simulations
of the material collision have been carried out and obtained the power law of
the size distribution [23{30,45]. The direct numerical simulation of the brittle
continuum material which breaks due to the shock wave is performed, and the
size distribution of the fragments follows the power law [25].
Some statistical models reproducing the power law in the fragmentation
were proposed [46, 47]. Yamamoto and Yamazaki [47] proposed a stochastic
model by modifying the Gibrat process. In their model, the fragment ceases
fracture with a constant probability p. Then the model reproduces the power
law with the constant exponent b (0 < b < 1). In the model, b is calculated
exactly as a function of p and the probability density function of dividing ratio
g(r). In addition, they proposed the stochastic model in which the fragment
ceases fracture with a probability p(S) that depends on the fragment size S






; for S  ~S
1; for S < ~S;
(1.9)
where ~S denotes a characteristic size and a denotes a positive constant. The
model shows the power law of cumulative distribution function in which b =
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1 + a, which is independent of g(r). In the Ishii's experimental study [9],
the functional form of the fragment size distribution in the experiment of the
fracture of glass rods depends on the falling height; When the glass rods is
fallen from the lower (higher) height, the size distribution is the lognormal
(power-law) distribution, respectively. Yamamoto and Yamazaki [47] suggested
the reason why the functional form of size distribution depends on the falling
height may be explained as follows: The falling height corresponds to the
impact energy injected at rst. If the impact energy is smaller, a fracture
process corresponds to a cascade limited to the rst several stages, because S
does not become smaller than ~S, then p(S) becomes almost zero.
The power-law of size distribution appears on not only fragmentation pro-
cess but also various phenomena: the word frequency (Zipf's law) [48], the
family name frequency [49{52] , the size distribution of population [53], the
size distribution of magnitude of earthquake (Gutenberg-Richter law) [54{56],
the size distribution of number of access to website [57], and so on.
Yamamoto and Yamazaki have reproduced the power-law of the size dis-
tribution of the material fragmentation by modifying the Gibrat process. The
Gibrat process is convenient for describing the material fragmentation, and it
has been applied for not only the material fragmentation but also other phe-
nomena [58{60].
1.2 Fragmentation owing to contraction
The fragmentation process owing to contraction is observed in the desiccation
cracking process as shown in Fig. 1.2. The desiccation crack pattern can be
observed on lakes or paddy elds suering a drought. The fracture develops
relatively slower than the fracture owing to the collision. Because of slow
development of fracture, the dynamics of crack pattern may be aected by
the external environment. Thus the statistical properties also may be aected
by the external environment. The desiccation crack pattern of the mixture
composed of liquid and powder, which is called paste, is classied into the
two types; The dierence appears in the spatial structure of crack. The crack
runs on the surface of the paste. In addition to the horizontal crack, when the
thickness is larger than the linear dimension of the top surface, the crack also
grows slowly from the top surface toward the bottom of container, and makes
the prismal structure [31{36] just like the columnar joint [61]. Another type of
crack structure can be observed when the thickness is smaller than the linear
dimension of the top surface. In this case, the crack immediately approaches to
the bottom, and the columnar structure does not form. This type of crack can
be observed in the paint or the thin mud crack. The crack growth is aected
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Figure 1.2: A typical desiccation crack pattern of the mixture composed of
water and powder of magnesium carbonate hydroxide.
by the friction owing to the sticking to the substrate because the thickness is
thin. The peeling of the material from the substrate can be observed.
In this study, we focus on the later case. There are many studies for such
desiccation crack patterns. However, it seems that most of the experimental
investigations on them have focused on the nal state of the drying paste. We
review the studies of desiccation crack pattern in this section.
1.2.1 Statistical property
Some statistical properties of desiccation crack pattern are reported by Refs. [13{
22]. Groisman and Kaplan [13] reported the experimental study of desiccation
crack pattern using the thin layer of the paste composed of water and coee
powder. The average of fragment area observed from top of the surface is pro-
portional to the square of the paste thickness of the layer (see Fig. 1.3). Namely,
the linear dimension of fragment size of top surface is proportional to the paste
thickness. The authors suggested that the reason can be explained as follows:
The inner stress required to make crack is originated from the resistance owing
to the friction on the bottom against the contraction. The spatial stress distri-
bution should be maximal at the center of the fragment. The maximum stress
 is described by the ratio of stretching force f acting on the unit length to
the paste thickness d,   f=d. The stretching force is the resistance owing to
the friction on the bottom; Therefore it should be roughly proportional to the
linear dimension of the fragment areal size l in the direction of the force, f  l.
1.2. FRAGMENTATION OWING TO CONTRACTION 13
Figure 1.3: The paste thickness dependency of the average areal size of
fragments on the nal crack pattern of the paste of coee powder. The
circle indicates the maximal size of fragment in the nal crack pattern. The
square indicates the average size on the nal crack pattern. The vertical
axis indicates the size. The horizontal axis indicates square of the paste
thickness d normalized by d0 = 4 mm. This gure is taken from Ref. [13]
with permission of EPL (Europhysics Letters).
Thus, the stress in this direction is   l=d. Therefore, the length lcr required
to provide the critical stress cr under which the material breaks is proportional
to d, lcr  crd. The fragmentation process must nish when the linear dimen-
sions of the fragment sizes become less than lcr. Therefore the linear dimension
of fragment size should have the linear relation with the thickness of the paste.
Furthermore, they investigated the inner angle distribution which characterizes
the shape of fragment (see Fig. 1.4) in Ref. [13]. It is reported that the inner
angle distributes between 70  120 and the center of the distribution is at
93:18. Namely the shape of the fragment is nearly convex polygon. Colina
and Roux [15] performed the experiment of desiccation crack pattern of the
clay paste desiccated in a square container with dimensions of L  L. They
investigated the relationship between the characteristic length of fragments in
the nal pattern, f , and the ratio L=d, where d denotes the thickness of the
paste. The result is that the relationship is given by, f=d = A+K exp( cL=
d), where A, K, and c are dimensionless constants, and then it implies that
the nal size of fragment depends on not only the thickness of the paste but
also the horizontal size of the system. The few studies of the size distribution
of the desiccation crack patterns is reported [17]. Lecocq and Vandewalle [17]
carried out the experiment of quasi one dimensional desiccation crack pattern.
They disposed the clay paste in a long rectangular polyhedral container and
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Figure 1.4: A typical distribution of inner angles of polygonal fragment.
The thickness is about 6 mm when the paste is dried out. This gure is
taken from Ref. [13] with permission of EPL (Europhysics Letters).
obtained the size distribution shown in Fig. 1.5. The size distribution was
evaluated by the two tting functions, a lognormal distribution and the Weibull
distribution [62]:
P (S) = cS 1 exp
  cS ; (1.10)
where c and  are the tting parameters, respectively. The both functions
can t the experimental data well; Therefore, the authors did not conclude the
functional form of the size distribution.
1.2.2 Memory eect
Some kind of paste remembers the direction of dynamical motion by the ex-
ternal eld, such as vibration and ow suering before the desiccation, as the
desiccation crack patterns. Nakahara and Matsuo [37, 38] reported the paste,
which is composed of water and powder of calcium carbonate, imprints the
force that the paste is received before the desiccation on the crack pattern; If
the paste of calcium carbonate is vibrated before dried, the cracks run rstly
in the direction perpendicular to the direction of the force of vibration before
the appearances of cracks parallel to the force direction. Whether the mem-
ory is remained or not corresponds to whether the shear stress owing to the
vibration exceeds the yield stress of the paste, which depends on the volume
fraction of the calcium carbonate powder. This phenomenon is called type-I
memory eect. The theoretical studies for the type-I memory eect are re-
ported in Refs. [39, 40]. The Bingham plasticity [63] is assumed in the both
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Figure 1.5: The size distribution of quasi one dimensional desiccation crack
pattern. The top gure corresponds to the probability density function of
fragment size (i.e., separation between cracks). The bottom gure corre-
sponds to the cumulative distribution function of fragment size. This gure
is taken from Ref. [17] with permission of Springer (The European Physical
Journal E).
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Figure 1.6: The crack patterns resulting the memory eect in the desiccated
paste of the magnesium carbonate hydroxide. The double-headed arrow
at the center of gure indicates the direction of the vibration before the
desiccation. (a) and (b) indicate the type-I pattern and the type-II pattern,
respectively. This gure is taken from Ref. [64] with permission of Physical
Review E.
studies. The plasticity basically causes the memory of force. In these theories,
the mechanism that the memory is remained is assumed to be owing to the
strong viscosity in Ref. [39] or the nonlinearity of strain in Ref. [40]. In addi-
tion, Ref. [64] reported that the paste, which is composed of water and powder
of magnesium carbonate hydroxide, can imprint not only the direction of the
vibration that the paste is received before the desiccation but also the direction
of the ow on the crack pattern. When the paste is vibrated, the surface ow
appears if the volume fraction of the powder is small. According to the surface
ow, the crack runs rstly in the direction parallel to the direction of the the
surface ow. This type of crack is called type-II memory eect. Depending
on the acceleration of the vibration or the volume fraction of the magnesium
carbonate hydroxide, the paste of magnesium carbonate hydroxide can show
both the type-I memory eect and the type-II memory eect. There is no
theoretical study for the type-II memory eect.
1.2.3 Numerical simulation
Some numerical studies for reproducing the desiccation crack pattern were car-
ried out [22,65{70]. Kitsunezaki [65] reported that the analysis of the model of
crack in the desiccated mud layer. In this model, the layer is described by a two
dimensional viscoelastic continuum sticking on the ground. The viscoelasticity
is described by the Kelvin-Voigt model [71]. The sticking force is described
by the force proportional to the displacement eld. In addition to the sticking
eect, the slipping displacement on the bottom of the layer is taken into ac-
1.2. FRAGMENTATION OWING TO CONTRACTION 17
Figure 1.7: The time evolution of the crack pattern of the model of the
desiccated mud layer. C^ describes the increasing stress induced by the
evaporation of the inner liquid, and the value of C^ corresponds to the elapsed
time. The gray scale in (a), (b), and (d) indicates the energy density eld.
The dots in (c) indicate the slipping element. This gure is taken from
Ref. [65] with permission of Physical Review E.
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count. In order to describe the contraction owing to the desiccation, the linear
increasing function is introduced in the diagonal part of the elastic stress. The
continuum model is described by the energy density eld including the elastic
energy and the energy owing to the sticking. The author have carried out the
numerical simulations of the continuum model discretized into a random trian-
gular lattice and obtained the time evolution of the crack pattern as shown in
Fig. 1.7. The author has reported that the growth of the crack pattens exhibits
qualitative dierences depending on the elastic constants and relaxation time
of the Kelvin-Voigt model. When the relaxation time is smaller, the growth
of the ngering patterns with the tip splitting have been observed rather than
the growth of the side branching cracks. Kitsunezaki [70] performed the nu-
merical simulation of the spring network model introducing the plastic strain
and investigated the eects of increasing negative pore pressure owing to the
evaporation of the inner water and plastic deformation on crack growth. In
desiccation, a thin layer of paste may be observed to crack while it remains
attached to the substrate, or alternatively it may peel o the substrate rst
instead of cracking. Sadhukhan et al. [69] carried out the numerical simula-
tion of a two dimensional spring model in order to investigate the competition
between cracking and peeling, and obtained the phase diagram showing the
cross-over from the peeling to the cracking, depending on the breaking thresh-
old of the spring attached to the substrate and the time scale characterizing the
propagation speed of the desiccation from the top surface toward the bottom.
1.3 Purpose of the study
As we reviewed in the previous part of this chapter, there are many studies of
the fragmentation process. Especially, the studies of the desiccation crack pat-
tern are carried out by many researchers. However, the studies of the statistical
properties of the desiccation crack pattern when the material is desiccating are
few, whereas the studies of the statistical properties of the crack pattern dried
out exist richly. The statistical properties of desiccation crack pattern dried
out are determined by the statistical properties when the paste is desiccated.
Namely, we can not understand the statistical properties of desiccation crack
pattern dried out without the understanding the time dependent statistical
properties. There are few studies focusing on the time dependent statistical
properties of the desiccation crack patterns in spite of the importance. The time
dependent properties may enable us to predict the future statistical properties.
For this reason, the investigation of the time dependent statistical properties
is signicantly important. This study contributes for helping us to understand
the dynamics of the desiccation crack patterns and discovering new properties.
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The purpose of this thesis is to understand the dynamical and statistical prop-
erties of the desiccation crack pattern. In order to achieve the purpose, we
carry out the following investigations.
1.3.1 Reproduction of the desiccation crack pattern
We reproduce the realistic desiccation crack patterns and investigate the sta-
tistical properties. In order to reproduce the realistic pattern, we carry out
the simulations of desiccation crack patterns. We propose a simple contin-
uum model of desiccating and cracking paste on the basis of the elastic theory.
Furthermore, we investigate the statistical properties of the patterns. We in-
vestigate the time evolution of crack pattern, the time evolution of the average
size of fragments, and the time series of the size distribution of fragments.
1.3.2 Origin of the statistical properties
We investigate the statistical properties of the desiccation crack patterns, which
are obtained by the simulations of continuum model. The direct simulation of
the material fragmentation using the continuum model is straightforward for
describing the crack pattern; However, it is dicult to understand the origin
of the statistical properties. That is because the fragmentation process of the
continuum model involves the complicated dynamics. Therefore we structure
a theory describing the fragmentation process of the desiccation crack pattern
as a stochastic model. The stochastic model will enable us to investigate the
statistical properties theoretically. In order to construct the stochastic model,
we have to investigate the dynamics of the fragment of the paste being des-
iccated, because the dynamics are related with the elementary process of the
desiccation crack pattern. When the fragmentation progresses, there are many
isolated fragments. If we were to investigate the dynamics of an isolated frag-
ment theoretically and then construct a stochastic model, we could understand
the origin of the statistical properties of the desiccation crack pattern.
1.3.3 The properties on the actual desiccation crack pat-
tern
We carry out actual experiments of desiccation crack patterns. The purpose is
to investigate the statistical properties of experimental desiccation crack pat-
tern. The time-dependent statistical properties of desiccation crack pattern
have not been investigated well. Therefore this study is signicantly important
for understanding the origin of the statistical properties. A paste composed of
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water and powder of magnesium carbonate hydroxide is used for the experi-
ment. The time evolution of crack pattern is taken by an interval photography
and analyzed by an image processing. By the image processing, we investigate
the time evolution of the areal size distribution and the time evolution of the
average areal size. Comparing the experimental results with the theoretical
results, the validity of the theory is discussed.
1.4 Outline of this thesis
This thesis is organized as follows: In Chapter 2, we propose a continuum
model which reproduces a realistic desiccation crack patterns and investigate
the statistical properties of the crack pattern. The continuum model is based
on the three dimensional Kelvin-Voigt model and is approximated to a quasi
two dimensional model in order to be simplied for the computation. The
smoothed particle hydrodynamics method is used for solving the equations
of continuum model. By using the crack patterns we obtained by the com-
putation, we investigate the time evolution of fragment size distribution and
average size of fragments. In Chapter 3, we remodel the continuum model
into a stochastic model in order to express the time dependent properties of
the statistical quantities obtained by the simulation of continuum model. The
stochastic model is based on the Gibrat process because it is convenient for
describing the fracturing process statistically. The dynamical properties of a
single specimen are investigated and are introduced into the Gibrat process. In
Chapter 4, we carry out the actual experiments of desiccation crack patterns
and analyze it by using an image analysis in order to compare with our theo-




In this chapter, we investigate the time-dependent statistical properties of des-
iccation crack patterns by the numerical simulation. First, we propose a three
dimensional continuum model on the basis of the continuum theory. The stress
equation used in the model is based on the Kelvin-Voigt model and is composed
of the elastic term, viscous term, and contraction term. The contraction term
corresponds to the eect of the evaporation of inner liquid from the top surface.
Next, we approximate the three dimensional model into the thin layer model
which can be regarded as the quasi two dimensional model in order to reduce
the calculation cost. The quasi two dimensional model is calculated by using
the smoothed particle hydrodynamics method [72{78]. The smoothed particle
hydrodynamics method belongs to the Lagrangian method, in which the calcu-
lation point can migrate with following the velocity eld, and is expected to be
able to capture the complicated migration of crack; The cracks are reproduced
by the removal of the calculation point at which the stress exceeds the yield
stress. Finally, we investigate the time-dependent statistical properties, such
as the time evolution of average size and the time series of size distributions. 1
2.1 Basic equations
Let us start with a thin layer of paste with thickness H. The surface is a
rectangular with dimensions of Lx  Ly as shown in Fig. 2.1. The paste sticks
on the bottom of the vessel. We take z = 0 as the bottom.
1 Section 2.4, 2.5, 2.6, 2.7, and 2.8 in this chapter are taken from Ref. [79] with the
appropriate modications. The parts we take from Ref. [79] are copyrighted materials of
APS.
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Figure 2.1: The schematic view of the paste. The geometry of the paste in
simulation is a rectangular parallelepiped with dimensions of Lx  Ly H.
2.1.1 Equations
Let v = (ux; uy; uz), u = (ux; uy; uz),  and  =
0@ xx xy xzyx yy yz
zx zy zz
1A denote the
velocity eld, the displacement eld, the density and stress eld, respectively.
The equation of motion, the continuity equation, and the relation between





= r  ; (2.1)
d
dt










+v r is a time dierential operator in the Lagrangian descrip-
tion. In addition to Eqs. (2.1), (2.2) and (2.3), the constitutive equation of 
is required to close the equations.
2.1.2 Boundary conditions
In order to solve the equations, the boundary conditions are required. The
paste sticks on the bottom and has the free surfaces. Therefore the boundary
conditions are described by
  n = 0 at the free surfaces; (2.4)
and
u = v = 0 at the bottom; (2.5)
where n denotes a normal vector at the free surfaces.
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2.2 Constitutive equation
To describe the property of desiccating paste, the constitutive equation of stress
is determined. In this study, we use the Kelvin-Voigt model modied to de-
scribe the eect of desiccation. Our modied Kelvin-Voigt model consists of
three terms:
 = el + vis + dry; (2.6)
where el, vis and dry denote the elastic, viscous and desiccation terms.
2.2.1 Elasticity
el represents the elastic term. According to the generalized Hooke's law, el
is described by
el = Tr () I + 2; (2.7)
where  and  denote the rst and second Lame constants, respectively. Tr (A)






 uT  ; (2.8)
where 
 describes a tensor product and AT means the transpose tensor of A.
Alternatively, instead of Eq. (2.7), we can also use the time derivative form of




  el + el 
 = Tr (_) I + 2 _; (2.9)
where _ and 














 vT  : (2.11)
The left-hand side in Eq. (2.9) describes the Jaumann stress rate [76]. Jaumann
stress rate is an objective stress rate. It originates from the removal of the eect
of rigid rotations. Usefulness of Eq. (2.9) is that we do not need to compute
the strain tensor.
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2.2.2 Viscosity
vis represents the viscous term. We simply assume vis is described by the
Newtonian friction as
vis =  _; (2.12)
where  denotes a viscosity coecient.
2.2.3 Desiccation
dry represents the desiccation term. Desiccation enhances the inner stress.
That is because the loss of water content due to the evaporation generates the
negative hydrodynamic pressure. dry describes this eect. When the material
is desiccated uniformly, dry is a function independent of the coordinate but it
depends on time. The function must be an increasing function to describe the
eect of desiccation. In consequence, dry is given by
dry = F (t)I; (2.13)
where F (t) denotes an increasing function of time. In the previous works, F (t)
is often given by a linear or exponential function [22,39,65{70].
2.2.4 Contribution of the three stresses
These stresses describe the basic property of a desiccating paste. Some model
including the eect of plastic strain have been proposed [39, 70]. However the
eect of plastic strain is not necessary to reproduce a simple desiccation crack
pattern. The three stresses contribute toward reproducing the crack pattern
as follows: When a viscous paste is fractured, it is expected that there is
few fracture due to the shock wave resulting from cracking. This is because
the shock wave is absorbed by the viscosity. The viscous term works as a
damper that absorbs the shock wave of cracking. The viscous term is necessary;
However it becomes negligible compared to the elastic term and the desiccation
term. If the paste does not stick on the bottom, the paste can deform freely.
In this case, the stress owing to the desiccation term is relaxed by the elastic
deformation. As a result, there is no stress concentration. In our model, there
are spatial regions where the paste can not deform freely because the paste
sticks on the bottom. In consequence, stress concentration appears. The three
stresses play important roles in reproducing the desiccation crack pattern.
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2.3 Approximation to a thin layer
We can simulate the behavior of desiccating paste by using Eqs. (2.1)(2.13).
The three dimensional equations are solved by an appropriate solver of contin-
uum with the discretization of spatial coodinates. However it is hard to com-
pute the three dimensional equations, because the huge number of discretized
points is required in a three dimensional problem. Therefore it is necessary
to reduce the the number of discretized points in order to solve the equations.
The simplest way to achieve the reduction is to reduce the spatial dimension.
Because we are fortunately focusing on a thin layer of paste, we can reduce
the spatial dimension to two from three. We achieve the reduction as in the
following way. We eliminate the depth dependence of the quantities from the
equation of motion. The approximation is introduced by Otsuki [39]. If the
thickness of the paste H is small enough, then the motion along the z direction
can be negligible, that is, uz  0 and vz  0. In addition, it is assumed that the
depth derivative is approximated as the dierence between the top (z = H)
and the bottom (z = 0) of the paste. Under the approximation, the strain
along z direction at (x; y; 0), iz (x; y; 0) (i = x; y) and zz(x; y; 0), are given by





































In these expressions, we use the boundary condition Eq. (2.5). _iz(x; y; 0) and
_zz(x; y; 0) are expressed similarly:





_zz(x; y; 0)  0: (2.17)
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for i; j = x; y at the coordinate (x; y;H). For the motion along i-th direction,
the second term of right-hand side represents the resistance force due to sticking
on the bottom. It is given by
@iz(x; y;H)
@z
 iz(x; y;H)  iz(x; y; 0)
H






where we ignore the viscous term in iz because it is very small compared
with the elastic term when the system shrinks slowly. Therefore Eq. (2.18) is










Here we nd that the second term of the right-hand side in Eq. (2.20) corre-
sponds to the resistant force owing to the adhesion to the bottom.
2.3.1 Quasi two dimensional continuum model

















  el + el 
 = Tr (_) I + 2 _; (2.25)
vis =  _; (2.26)
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 vT  : (2.29)





















denote the two dimensional displacement, velocity, stress,





denotes the two dimensional
unit tensor. As the desiccation stress F (t), we assume a linear function given
by
F (t) = v t; (2.30)
where v denotes the increasing of the desiccation stress per time. The linear
increasing function of the desiccation stress is used in some previous works
[39,65,70].
2.4 Yield condition
When we simulate fracture with the continuum model, we have to impose a
yield criterion. There are many yield criteria depending on the kind of material.




(xx + yy) ; (2.31)
which corresponds to the local pressure. The local averaged stress criterion is
described as follows: (1)  at all positions in the material is calculated. (2) If
 is greater than the threshold yield stress Y , then the stress at the position
is assumed to be zero. Another stress criterion also gives the same quantitive









(xx   yy)2 + 42xy; (2.32)
instead of the local averaged stress as the yield criterion. This is because the
local average stress is greater than the deviatoric stress in the parameter set
used in this chapter.
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2.5 Continuum equations in smoothed particle
hydrodynamics
Smoothed particle hydrodynamics (SPH) is a method for solving equations of
continuum by using a movable mesh point, that is, a \particle" [72, 73]. All
particles have physical quantities. Let the upper index represented by the
uppercase letter of the physical quantities denote the label of particles. For
instance, rI is the position of the particle I. In the SPH formula, a general





 rI   rJ  ;h mJ
J
; (2.33)
where mJ and J are the mass and density of particle J , respectively. The
set of J in the summation, S, is determined from the non-zero region of the
function W (x;h). This function is a kernel function with a positive parameter
h, which is known as the \eective length". W (x;h) is required to be a Dirac
delta function under the limit of h& 0. The accuracy of the simulation is
related to the choice of the kernel function W (x;h). In previous works on SPH









where W5 (x) is a quintic spline function,
W5(x) =
8>>>>><>>>>>:
q3 (x)  6q2 (x) + 15q1 (x) (jxj  13)




< jxj  1)
0 (1 < jxj);
with
qk (x) = (k   3 jxj)5 (k = 1; 2; 3) :
In other works, various functions such as a cubic spline function [76, 77], a
Gaussian function, and a cubic function [78] are used. In this work, we use a
quintic spline function because it is often used in previous works.




fJrW  rI   rJ  ;h mJ
J
: (2.35)
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By using Eq. (2.35), the elemental terms of the continuum equations, r  ,
r






















  vJ   vI ; (2.37)






where rW IJ denotes rW  rI   rJ  ;h.
When we compute the time evolution of Eqs. (2.21), (2.22), (2.23) and (2.25)
in the SPH description, we do not calculate the advection term because SPH is
based on the Lagrangian description. Instead of calculating the advection term,
we must calculate the time evolution of the positions of particles as follows:
drI
dt
= vI : (2.39)
To avoid numerical instability, we use a velocity averaging method. In
SPH simulations, interaction between particles has no repulsive component.
Therefore, under extreme conditions, there is a case in which particles are
close to each other. This condition causes numerical instability. To avoid this,
the velocity averaging method was proposed by Monaghan [76,82]. According
to Monaghan ?s description, the velocity of particle I is modied as follows:






vJ   vIW  rI   rJ  ;h ; (2.40)





and ~ is a tuning parameter. In this study, we
choose ~ = 0:5.
In the subsequent simulation, Eqs. (2.21)-(2.30) are discretized by using
Eqs. (2.36)-(2.40), which are taken as the basic equations of the computational
model.
In the present model, we use the local average stress criterion in SPH to
examine the nucleation of the crack. It is plausible to treat the fractures of
the drying paste as brittle fractures. According to the principles of continuum
modeling, we should set the stress of a particle to zero when the stress becomes
greater than the yield stress, Y . However, we cannot reproduce a brittle
fracture with the above procedure because stress relaxes rapidly. Stress on
the surfaces of cracks relaxes as long as both faces of the cracks are within
the eective length, h. In the SPH description, there are dierent treatments
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Parameter Symbol Value Dimensionless value
First Lame's constant  1:0 109 Pa 1:0
Second Lame's constant  1:0 108 Pa 0:1
Yield stress Y 5:0 106 Pa 5:0 10 3
Viscosity  1:0 105 Pas 1:0
Thickness of paste H 3:16 cm 0:316
Drying speed v 2:2 108 Pa/s 2:2 10 5
Length of a side L 100 cm 10:0
Eective length h 2 cm 0:2
Number of SPH particles N 4.0104
Intial density 0 1:0 g/cm
3 1.0
Intial stress 0 -0.010.01Y
Table 2.1: List of parameters and initial quantities used in the simulation.
for brittle fractures [80, 83]. In this study, we meet the local average stress
criterion by removing particles from the simulated paste described by SPH;
This procedure has the same eect of resetting the stress of particle to zero. In
this case, the distance between two created surfaces becomes large, preventing
stress relaxation.
2.6 Numerical setting for computation
In the actual simulation, we prepare a square paste with dimensions LL. We
impose a periodic boundary condition on the paste. Values of the parameters
and initial physical quantities are summarized in TABLE 2.1. It is dicult
to t these parameters to the experimental parameters exactly because it is
dicult to measure the actual material constants. We performed simulations
by using other values of H, Y , and elastic constants. As far as we have
searched, the statistical properties do not change qualitatively. The accuracy
of our results depends on the parameter , the functional form of W , and
the number of particles. We choose appropriate parameters for measuring the
statistical properties. For instance, the parameter h is required to be smaller
than the minimum-length scale imposed by the material constants. We choose
a value of h that satises the condition.
These values are non-dimensionalized by 0,  and . The units of time and
space are given by = and =
p
0, respectively. Initial positions of particles
are located randomly to avoid anisotropic patterns. The initial displacement
and velocity are taken to be zero. The initial density, 0, which is a unit of
dimension, is the constant shown in TABLE 2.1. The initial stress, 0, is
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Figure 2.2: Time evolution of the crack patterns reproduced by the SPH
simulation. This gure is taken from Ref. [79].
randomly chosen from the uniform distribution shown in TABLE 2.1. The
mass, m, of the particle is calculated from the initial density, 0, and the initial





 rI   rJ  ;h : (2.41)
Equation (2.41) is a linear simultaneous equation, which is a large sparse matrix
problem. In order to solve Eq. (2.41), we use the conjugate gradient method
[84]. We calculate the time evolution of quantities by using the fourth-order
RungeKutta (RK4) method [85] and the fourth-order predictorcorrector (PC4)
method [86]. RK4 is used for a few initial time steps and in several time steps
after the removal of particles, and PC4 is used for the main time steps. This
is because the physical quantities become discontinuous particles are removed,
and the calculation may become unstable if we use only PC4.
2.7 Result
2.7.1 Crack pattern
Figure 2.2 shows snapshots of stress in the paste. The color shows the magni-
tude of the local average stress normalized according to the yield stress. The
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Figure 2.3: Time evolution of the average areal size. This gure is taken
from Ref. [79].
black region represents cracks. Nucleation of some cracks before the cracks run
could be observed. There are some cases in which the cracks do not grow. The
reason for such phenomena is unclear. In the simulation, the velocity of the
crack tip decreases during growth; It is highest at the beginning of growth and
decays upon approaching another crack. This behavior is similar to the real
dynamics of cracks in drying paste.
In this gure, we can see that the local average stress is almost zero along
the edge of each fragment, and it reaches a maximum near the center of the
fragments. In general, stress along the edge is relieved more easily than stress
in the bulk because the material along the edges can migrate freely. This eect
tends to occur in cases in which the fragment shape is nearly isotropic. In cases
with complex fragment shapes, stress concentration can occur. However, our
results indicate that such cases are rare.
2.7.2 Average size
In order to investigate the time evolution of the average area of fragments, we
simulate samples with various initial conditions of stress. To calculate the area
of a fragment, we binarize the image of the snapshot of the stress as follows:
We discretize the image of the snapshot with a square mesh. On each mesh
point, x, a binary quantity  (x) is calculated using
 (x) =










where 0 is a threshold value. When a sucient number of particles surround
the mesh point x,  (x) equals 1. We then identify that the position x is inside
a fragment. Conversely, if few particles surround the point x, then  (x) is 0.
This means that the point is outside of the fragment, and is included in the
region of the cracks. In this manner, we identify whether the position is inside
of the fragment. After binarization, we apply cluster analysis and calculate the
area of each fragment by summing up the value of . Here, we assume that
the threshold value is equal to 0:8 (0 = 0:8) and that the length of the square
mesh may be expressed as x = 0:01h.
Let hSit denote the average area of fragments at time t. Figure 2.3 shows the
time evolution of hSit. As we observe in this gure, the reciprocal of hSit evolves
proportionally with time except during initial relaxation. In other words, hSit
is asymptotically inversely proportional to time. In the actual experiments, the
decay of the average area stops at times because the desiccation stress becomes
saturated. In the present model, however, the decay of the average cannot stop
because of the linear dependence of the desiccation stress dry on time; This
result is an artifact of the model.
The power-law decay of the average area may be explained by dimensional
analysis. We consider the quasi-static situation of the dynamics. In this case,
dependence of the term on the velocity may be negligible. The equation of







Furthermore, the constitutive equation, Eq. (2.24), in which the viscous term
is ignored in the quasi-static situation with a general form of desiccation stress,

















Let U(t), (t) and L(t) denote a characteristic displacement, stress, and length
of the fragment, respectively. In addition, the dierential operator @=@x is
replaced by 1=L(t). With these characteristic quantities, Eqs. (2.42) and (2.43)







(t) = (+ 2)
U(t)
L(t)
+ F (t); (2.45)
where the negative sign on the left side of the rst equation is caused by stress,
which is measured at the center of the fragment. The displacement is measured
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at the edge of the fragment. Eliminating U(t) from these equations, we obtain
the relationship between (t), L(t) and F (t):
L2 (t) =
2D
F (t) = (t)  1 ; (2.46)
where D = H
p
(+ 2) = = H
p
2 (1  ) = (1  2) and  denotes a Pois-
son's ratio. The value of (t) is limited by the yield stress. Thus, (t) may
be replaced by the yield stress in the time evolution of L2 (t). Therefore hSit
varies with 1=F (t). In the case of linear increment desiccation stress, hSit is
asymptotically proportional to 1=t.
We now discuss the eect of D. D describes how the inuence of the
boundary condition of stress aects the inner stress. The details are discussed in
Chapter 3. An incompressible limit ( ! 1=2) gives a diverging D. Therefore,
a value of D that is greater than the characteristic length of the fragment shape
causes a strong stress concentration at the center of a fragment. As a result,
the cracks tend to nucleate from the center of fragment. The Poisson's ratio
that we use describes nearly incompressible materials. We may consider that
the incompressibility is one of the causes of crack nucleation from the center
of a fragment.
Equation. (2.46) corresponds to the time evolution of hSit; However, the
slope of L (t)2 is nearly twice as small as that of hSit (Fig. 2.3). We believe
that this is because Eq. (2.46) only gives the relationship between the variables
of length and time.
2.7.3 Size distribution
Next, we investigate the time evolution of area distributions of the fragments.
Let P (S; t) denote the area, S, and the distribution at time t. Figure 2.4 (a)
shows the time evolution of the area distribution. The peak of the distribution
moves to a smaller area with time. This shift is trivial. In the present model,
this peak approaches zero with time, since drying is not terminated.
We nd that the distribution can be scaled according to the individual
averages of the area. The result is shown in Fig. 2.4 (b). In other words, by
using a dimensionless variable,
X = S= hSit ; (2.47)
and the original distribution, P (S; t) may be transformed into a time-independent
distribution eP (X):
hSit P (S; t) = eP (X) ; (2.48)
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(a)! (b)!
Figure 2.4: Time evolution of the areal size distribution. This gure is taken
from Ref. [79].
where the factor hSit on the left side arises from the normalization of the
distribution. This property does not hold in the initial relaxation; However, it
is clearly observed in the case before t = 180:0 in Fig. 2.4 (b). After the initial
stage, the distribution is well scaled.
The duration of the initial relaxation of the time evolution of hSit corre-
sponds to a distribution that cannot be scaled. Using Eq. (2.46), we estimate
the cross-over time between the initial relaxation and the power-law decay.
This is determined by the time when F (t)=(t) becomes greater than 1 in
Eq. (2.46); If F (t)=(t) is greater than 1, then the average area decays in pro-
portion to (t)=F (t). The upper limit of (t) is the yield stress, Y . The
lower limit is estimated to be greater than zero because the paste had shrunk
and eectively experienced tension. This rough estimate is reached by assum-
ing that (t) equals Y . The time scale, t0, of the crossover is found to be
t0  Y =v  227. The actual time scale might be smaller than this value be-
cause (t) is a characteristic stress in the fragments, which is smaller than
Y .
2.8 Summary
In this chapter, we have modeled a thin drying paste and reproduced crack
patterns by SPH. We have found two properties through the power-law decay of
the average area with the power function of the desiccation stress, as well as the
scaling law for the area distributions. According to our dimensional analysis,
we analyzed the relationship between the average area of the fragments and
the desiccation stress.
36 CHAPTER 2. CONTINUUM MODEL
In our model, the number of fragments increases in proportion to time,
since the average area behaves inversely with time. This result shows that
drying fracture is not a simple dividing process, as in the case of cell division
in which the number of cells increases exponentially. To understand this result,
it is necessary to consider the dividing process and to consider the dynamics
of drying fractures. Most of the typical distributions of the fragment size
of the dividing process, such as normal and log-normal distributions, have
two characteristic parameters, the average and variance. They can be scaled
according to two parameters. The distribution in our model, however, may
be scaled according to only one parameter, the average area of the fragments.
Therefore, the present distribution is not described by typical distributions.
The functional form of the present distribution has not been identied yet.
In one study, the mass distribution is scaled according to the average mass
in the simulation of fragmentation of hard-core granular gases using various
restitution coecients [87]. The result does not have a direct relation to our
results. However, they have properties that are analogous to the present scaled
distribution.
We used a linear function for desiccation stress. However, the validity of
the functional form is completely unknown. On the other hand, it appears
to be a simple and reasonable functional form because the desiccation stress is
related to the amount of the inner liquid of the material. When the inner liquid
evaporates from the material, the local density decreases, thereby decreasing
hydrostatic pressure. The decrease in hydrostatic pressure corresponds to the
increase in desiccation stress. In particular, the increase in desiccation stress is
expected to be proportional to the decrease in the amount of the inner liquid.
Therefore, the desiccation stress is proportional to time if the loss of the inner
liquid per time due to the evaporation is constant. Unfortunately, there is no
experimental study on the functional form of desiccation stress.
Because of the diculty of computation, we could not check the type of
the functional form of F (t) that can play a dynamical scaling law. However,
a simplied model of our SPH model, which is proposed in the next chapter,
suggests that the scaling law is obeyed when the desiccation stress is a power
function of time.
Chapter 3
Stochastic modeling of time
dependent desiccation crack
pattern
In the previous chapter, we have investigated the statistical properties of the
desiccation crack pattern of the continuum model. The average areal size de-
cays in inverse proportion to time. The time series of areal size distribution
collapses into a master curve by scaling with the average size. How is the be-
havior determined? In this chapter, we elucidate the cause. To investigate the
statistical properties, we remodel the continuum model into a stochastic model
on the basis of the Gibrat process. First, we investigate the dynamics of a sin-
gle fragment by the analytical and numerical calculations. Next, we introduce
this dynamics into the Gibrat process. The stochastic model reproduces the
dynamical scaling law of the size distribution, and the power-law of the average
size. Finally, we nd the condition to realize the dynamical scaling law by the
scaling analysis of the master equation of the stochastic model.
3.1 Lifetime of fragment
Let us consider the dynamical behavior of a single specimen. The properties of
the specimen may depend on time. In this section, we investigate the dynamics
of a single specimen in order to obtain the information which is necessary to
reproduce the statistical properties of the desiccation crack pattern. In the
fragmentation process, one of important things is the interval between events
of breaking. The interval reects on the time-dependent statistical properties.
We call the time interval \lifetime" of the fragment and investigate it rst.
In this section, the lifetime of fragment is derived by the theoretical and
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numerical calculations. To simplify the calculation, we assume the dynamics
of the layer of paste is over-damped because of the strong viscosity. In this
case, the inner velocity is expect to be very slow. Thus we ignore the eect of
deformation velocity. As a consequence, the over-damped equation of motion
and the constitutive equation are given by




 = [r  u+ F (t)] I +   r
 u+r
 uT  ; (3.2)
from Eqs. (2.20) and (2.6). For the simplicity of the following analysis, we
assume that the desiccation stress F (t) is described by






where F0 and  denote the characteristic stress and the time scale, respectively.
f is a dimensionless arbitrary increasing function.
We assume that the fragmentation of paste starts to break when the inner
stress exceeds a threshold stress Y determined by a yield criterion. The life-
time is dened by the interval between the time when the fragment is created
and the time when it starts to break. In this section, we assume that the shape
of fragment is convex polygonal for simplifying the analysis. We calculate the
lifetime in cases that the shape of fragment is characterized by a single length
or a couple of lengths. In the case that the shape of fragment is character-
ized by a single length, such as disk-shaped and square fragment, the area
dependency of lifetime can be investigated analytically. In the case that the
shape of fragment is characterized by a couple of lengths, such as rectangular
fragment, the aspect ratio dependency of lifetime can also be investigated. If
the fragment shape is a complicated polygon, there may be other quantities
characterizing the shape of fragments in much detail; However, we do not take
them into account. The purpose of this section is to obtain the lifetime as the
function of the area or the aspect ratio.
First we investigate the lifetime by a dimensional analysis in the case that
the shape of fragment can be characterized by a single length scale. In addition,
its validity is conrmed by the exact solution of the lifetime in the case that
the shape of fragment is described by a disk. Furthermore, the results are
compared with the lifetime calculated numerically in the case that the shape
of fragment is square. The numerical calculation is carried out by the two
dimensional nite element method [88]. Finally the lifetime in the case that
the shape of fragment is described by a rectangular is calculated numerically
and compered with the previous results.
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3.1.1 Dimensional analysis
We derive the lifetime by a dimensional analysis. We take a paste with thickness
H. The surface area is characterized with L2, where L is a linear dimension. We
assume the characteristic scale of changing the displacement and stress can also
be expressed with the same scale L. Namely, the spatial dierential operator is
replaced by 1=L. Let U and S denote the characteristic scale of displacement








S = (+ 2) U
L
+ F (t): (3.5)
The negative sign on the left-hand side of the rst equation results from that
the spatial dierential of stress is evaluated by the dierence between the stress
at the edge and at the center of fragment (see Fig. 3.1). Eliminating U from
Eqs. (3.4) and (3.5), S is obtained as
S = F (t)
1 + (D=L)
2 ; (3.6)
where D = H
p
(+ 2)= = H
p
2 (1  ) = (1  2) is a length scale of the
stress, which is discussed later.  denotes the Poission's ratio. The lifetime is
dened as the elapsed time between t = 0 and the time when S exceeds Y .









When L D, the second term of the right-hand side becomes smaller than
1. Inversely, when L  D, the second term of the right-hand side becomes
larger than 1 and the right-hand side depends on L. Therefore, by using



























; if L D;
(3.8)
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Figure 3.1: Schematic picture of spatial distribution of characteristic dis-
placement and stress. The horizontal axis indicates the spatial coordinate.
(a) shows the characteristic displacement eld. (b) shows the characteristic
stress eld.
where f 1 denotes the inverse function of f .
The validity of the dimensional analysis can be conrmed by an exact cal-
culation of lifetime of a disk-shaped fragment. We consider the disk-shaped
fragment with a radius R. As the initial condition, we assume that u = 0
and  = 0 at time t = 0. As the boundary condition, the normal stress on
the boundary is taken to be zero. The equation of motion and the constitu-
tive equation are reduced to the axisymmetric Navier equation in the polar














with the normal stress








+ F (t); (3.10)
where ur is the displacement along the radical direction. Solving Eqs. (3.9)
and (3.10), we obtain the normal stress  as






where I0(z) is the modied Bessel function of the rst kind.



























; if R D;
(3.13)
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where we use the asymptotic behavior of I0(z), that is, I0(z) ! 1 as z ! 1
and I0(z)  1 + 4=z2 as z  0. This result is consistent with the dimensional
analysis.
Physical meaning of D
Let us discuss the physical meaning of the length scale D. We consider a one









 = (+ 2)
@u
@x
+ F (t); (3.15)
where (x; t) and u(x; t) are the one dimensional stress and displacement. The
boundary condition is  = 0 at x = L. From Eqs. (3.14) and (3.15),  is
obtained as






The behavior of (x; t) is shown in Fig. 3.2. The horizontal axis indicates
the spatial coordinate and the vertical axis indicates the stress. The length of
double-headed arrow shows the scale of D. Figure 3.2 (a) shows the case of
L D and Fig. 3.2 (b) shows the case of L D. The stress has a maximum
at the center of fragment and the stress at the boundary is restricted to be zero.
In the case of L  D, the stress at the center of fragment is not aected by
the eect of boundary. As a result, the stress at the center of fragment grows
following the growth of F (t). In the case of L D, the stress of the center of
fragment is aected by the eect of boundary and it is stunted the growth. As
a consequence, the growth of the stress at the center of fragment in the case of
L  D becomes slower than one in the case of L  D. Thus the scale D
represents a penetration depth of the boundary stress.
3.1.2 Numerical setting for computation
In order to check the result of the lifetime in other shapes, we calculate it
numerically. The stress  (x; t) and the displacement u (x; t) are normalized
by the thickness H and the Young's modulus E = (3   2)=( + ) and
given by
 (x; t) = E^ (x; t) ; (3.17)
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Figure 3.2: The stress distribution in the one dimensional system. The
horizontal axis indicates the spatial coordinate. The vertical axis indicates
the stress. The length of the double-headed arrow corresponds the length
of D. (a) shows the case of L D. (b) shows the case of L D.
and
u (x; t) = Hu^ (x; t) ; (3.18)
where ^ (x; t) and u^ (x; t) are the dimensionless stress and displacement, re-
spectively. The spatial coordinate x is also normalized by H. The desiccation
stress F (t) is normalized by E, F (t) = EF^ (t), where F^ (t) denotes the di-
mensionless desiccation stress. Furthermore, from the exact calculation, we
assume a product form of stress and the displacement, ^(x; t) = F^ (t)~(x) and
u^(x; t) = F^ (t)~u(x). We obtain the simplied forms of Eqs. (3.1) and (3.2) as














 ~uT  ; (3.20)
where we use the relations of the elastic constants,  = E=(1 + )=(1   2)
and  = E=(1 + )=2. Let m(t) denote the spatially maximal value of the
maximum principal stress of fragment. Tb is calculated by
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Figure 3.3: The triangular mesh and the cell decomposition. The triangular
mesh is obtained by the Delaunay triangulation [90,91]. The vertices of cell
are determined by the middle points of side of triangles and the centroids
of triangles.
where ~m denotes the dimensionless quantity of m which is calculated by
Eqs. (3.19) and (3.20). Equations (3.19) and (3.20) are described by the time
independent balanced equations. Thus it is easy to analyze them, because
there is only one parameter, the Poisson's ratio . Changing the Poisson's
ratio , we observe the  dependency of the lifetime. The spatial dierential
is discretized by a nite volume method [88] with a random triangular lattice,
and the balanced equation is calculated by a gradient conjugate method [84].
The calculation points of nite volume method are positioned by a Bossen and
Heckbert algorithm [89].
Finite volume method
We investigate ~m with solving Eqs. (3.19) and (3.20) by a two dimensional
nite volume method. We consider a material discretized by a triangular mesh.
By connecting the centroid and the middle point of the edge of the triangle, we
obtain the group of cells (see Fig. 3.3). Each cell includes just one vertex of the
triangle. The cell is called \nite volume". The material is composed of the
group of cells. The displacement eld in a cell is assumed to be constant. Let
us derive the equation of the displacement of a cell from Eqs. (3.19) and (3.20).
Let VI and ~uI denote the area and displacement of the cell I. Integrating
Eq. (3.19) in the cell I, we obtain the integral equation given byZ
SI
dSn  ~ = 1
2(1 + )




dS denotes the surface integral around the cell I. n denotes the
normal vector at the surface toward the outside of the cell. The left-hand side
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Figure 3.4: The conguration of nite volume method. (a) shows the ge-
ometric relationship between a cell and a triangle. They own the common
region shown the colored region. (b) shows the positions of three nodes
which compose a triangle. The inner stress of the triangle is calculated by
the displacement of the three nodes, u1, u2, and u3.
is evaluated by the inner stresses of triangles surrounding cell I. Let consider
the relationship between the cell I and a triangle k which surrounding the cell
I. As shown in Fig. 3.4 (a), the two segments of surface of I are included in
the triangle k. Let lk;1 and lk;2 denote the lengths of the two segments of
surface. And nk;1 and nk;2 denote the normal vectors of the segments toward












where K denotes the group of index of triangles surrounding the cell I. ~k is
the stress in the triangle k. The boundary condition is satised by vanishing
nIk;i  ~k when the segment belongs to the surface of the material. The stress of
triangle k, ~k, is evaluated by the displacement of three cells which compose
the triangle. As shown in Fig. 3.4 (b), we denote the displacement of three
cells, u1, u2, and u3, and we denote the positions of three cells, which are
the vertices of the corresponding triangle, x1 = (x1; y1), x2 = (x2; y2), and
x3 = (x3; y3), respectively. Using given u1, u2, and u3, the displacement in
the triangle k, uk(x; y), is interpolated as
uk(x; y) = N1(x; y)u1 +N2(x; y)u2 +N3(x; y)u3; (3.24)
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[(y1   y2)x+ (x2   x1)y + x1y2   x2y1] ;
(3.25)
where D is the area of triangle k. This method of interpolation is same as the
nite element method using the rst order triangular nite element [92, 93].











 uk + (r
 uk)T 
:(3.26)
Substituting Eq. (3.26) into Eq. (3.23), the linear equations of displacement
of cells are obtained. The linear equations are solved by means of a conju-
gate gradient method [84]. Substituting the solution of the displacement into
Eq. (3.23), the stress eld is obtained. Then we can evaluate the maximum
principal stress eld. ~m is searched from the maximum principal stress eld.
3.1.3 Numerical result
Numerical results are shown in this section. First we conrm the validity of the
numerical results by comparing with the analytical solution of the lifetime of
the disk-shaped fragment. Next, we carried out the calculation of the lifetime
of square fragment and rectangular fragment.
Disk-shaped fragment
In order to conrm the numerical result, we compare the lifetime of the disk-
shaped fragment calculated numerically and the analytic result of Eq. (3.12).
We show the numerical result and that of Eq. (3.12) in Fig. 3.5. The horizon-
tal axis indicates R2=2D. The vertical axis indicates F (Tb)=Y . The points
correspond to the lifetime with R = 10 and 20. The dierent shape of point
indicates the dierence of R. The dotted line is the analytical solution given by
Eq. (3.12). The behaviors of lifetime coincide completely. Thus the numerical
result is valid.
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Figure 3.5: The behavior of lifetime with R = 10 and 20. The dierence
of point shape indicates the dierence of R. The dotted line indicates the
analytical solution given by Eq. (3.12). The solid line indicates a power
function with the exponent  1. The horizontal axis indicates R2=2D. The
vertical axis indicates F (Tb)=Y .
Square fragment
We show the lifetime of the square fragment with the dimension LL = 1616,
32  32, and 64  64 in Fig. 3.6. The horizontal axis indicates L2=2D. The
vertical axis indicates F (Tb)=Y . The dierence of color indicates the dierence
of L. The solid line indicates a power function with the exponent  1. The
behavior of the lifetime is qualitatively same with the behavior of the lifetime
of the disk-shaped fragment.
Rectangular fragment
We show the lifetime of the rectangular fragment with the dimension LxLy =









=2D. The vertical axis indicates F (Tb)=Y . The
factor 2 of the horizontal variable is given in order to compare the result with
that of the square fragment. We nd that the lifetime seems to collapse into a
universal curve. And we nd that F (Tb)=Y diverges in inverse proportion to
the horizontal variable at zero. This result predicts the existence of a universal















where F(z) is a scaling function and F(z)  1=z as z ! 0 and F(z)  1 as
z !1. The general form of lifetime of a rectangular fragment is predicted to



















Figure 3.6: The behavior of lifetime with L  L = 16  16, 32  32, and
64  64. The dierence of color indicates the dierence of L. The solid
line indicates a power function with the exponent  1. The horizontal axis



















3.1.4 Description of lifetime
The above expression of the lifetime is the function of the lengths of the spec-
imen. To simplify the analysis in the following, we choose the description of
the lifetime using the fragment size, S = LxLy, and aspect ratio of fragment,
' = L<=L>, where L< (L>) is shorter (longer) length of the edge in Lx and
Ly. Using S and ', we can rewrite Eq. (3.28) into


























Equation (3.29) describes the lifetime as the function of the size and the
aspect ratio. The actual lifetime may depend on other quantities character-
izing the shape of fragments in much detail. However, when we consider the
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Figure 3.7: The behavior of lifetime of fragment with the dimension Lx 
Ly = 2020, 3020, 4020, and 6020. The dierence of color indicates
the dierence of pairs of Lx and Ly. The solid line indicates a power function







The vertical axis indicates F (Tb)=Y .
fragmentation process taking into account the detail of the shape of fragment
except for the size, the investigation may be complicated. As the rst step of
the investigation of the time evolution of the size distribution, we consider the
fragmentation process taking into account the lifetime of Eq. (3.30).
3.2 Modied Gibrat process
In the SPH simulations, we found that the dynamical scaling law seems to
exist. In this section, let us consider the reason why the dynamical scaling
law is obeyed. The SPH simulation is suitable for reproducing the realistic
crack pattern. It is, however, not suitable for analyzing the statistical prop-
erty. It tells the existence of the dynamical scaling law; However, it does not
tell the reason. In order to understand the origin of the dynamical scaling law,
we propose a stochastic model. The stochastic model also enables us to dis-
cuss the statistical property in detail. For this purpose, we modify the Gibrat
process. In Chap. 1, we have shown that the size distribution of the original
Gibrat process is the lognormal distribution asymptotically and its average size
decays exponentially. It is obviously found that the size distribution can not
collapse into a master curve by scaling with only the average. That is because
the functional form includes two independent parameters of the average and
the variance. Therefore the size distribution can not be scaled by using the
average alone. However, the Gibrat process is convenient for describing the
property of fracturing process. Actually, the Gibrat process is used to describe
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the property of collisional process [47], and it describes the power-law distribu-
tion which is observed generally in the experiment. We guess that the origin of
the dynamical scaling is in the desiccation process of the fragment, especially
the lifetime of the fragment. In the desiccation process, the individual frag-
ment has the lifetime depending on the size of fragment as shown in Sect. 3.1.
Therefore, the Gibrat process is modied by replacing the constant interval of
the breaking event with the size-dependent lifetime, Tb. We call the Gibrat
process taking into account the size-dependent lifetime the \modied Gibrat
process". When we choose the lifetime as a constant function, the modied
Gibrat process is completely equivalent to the Gibrat process. Therefore the
modied Gibrat process is an extended model of the Gibraat process. The
modied Gibrat process is carried out by the numerical computation with a
dividing ratio distribution g(r). To simplify the following analysis, we assume
the functional form of Tb depending on the size S only. Furthermore, we do
not take into account the region of the lifetime where the lifetime becomes
constant. That is because the modied Gibrat process with a constant lifetime
is completely equivalent to the original Gibrat process. In this section, we de-
scribe the modied Gibrat process initially, and analyze it. The time evolutions
of average size and size distribution are calculated with the various functions
of Tb and g(r). We propose a power function and logarithmic function as the
functional form of Tb(S) and the beta distribution as the functional form of
g(r). We show the dynamical scaling property on the size distribution in the
case that the lifetime is given by a power function.
3.2.1 Stochastic modeling
In this section, we describe the modied Gibrat process. First, we dene the
functional form of the lifetime Tb(S). Second, we propose the functional form of
the probability density function of the dividing ratio g(r). Finally, we explain
the procedure of the modied Gibrat process.
Lifetime of fragment
We derived the lifetime of fragment as a function of size S, depending on the







where T (z) is an arbitrary decreasing function. Parameters  and  are the
characteristic time scale and the size scale, respectively. The functional form is
chosen to give  for the size .  corresponds to the initial size of the fragment.
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Figure 3.8: The functional form of lifetime Tb. The horizontal axis indicates
the size S scaled by the characteristic size scale . The vertical axis indicates
the lifetime Tb scaled by the characteristic time scale  . The dierence of
color corresponds to the dierence of the functional form of the lifetime.
Red, green, and blue lines correspond to the lifetime given by the power
function Tb (S) =  (S=)
  with  = 0:5, 1:0, and 3:0, respectively. The
magenta line corresponds to the lifetime given by the logarithmic function
Tb (S) =  [1  log (S=)]. This gure is taken from Ref. [94] with permission
of Journal of Physical Society of Japan.
As the functional form of Tb, we use a power function and a logarithmic function
(see Fig. 3.8):















The modied Gibrat process using Tb (S) =  (S=)
  with  = 0 is equivalent
to the Gibrat process. In the following analysis, we use  = 0:5, 1:0, and 3:0
for the exponent of the power function.
Probability density function of dividing ratio
In the modied Gibrat process, it is required to determine a functional form of
the probability density function g(r) of the fragment dividing ratio r. In this

















Figure 3.9: Beta distribution as fragment dividing ratio distribution. Red,
green, and blue lines correspond to the case of  = 0:5, 1:0, and 4:0, re-
spectively. This gure is taken from Ref. [94] with permission of Journal of
Physical Society of Japan.





where r is the dividing ratio and B(; ) =
R 1
0
dxx 1(1   x) 1 is the beta
function for normalization of the distribution (see Fig. 3.9). To simplify the
following numerical simulation, we restrict the domain of g(r) to the open
interval r 2 (0; 1). The beta distribution is chosen because the probability
density function of the fragment dividing ratio is required to be symmetry with
respect to r = 1=2 for the conservation of the sum of total fragments. Using
the beta distribution as the dividing ratio distribution, we can control the
functional form by a single parameter . A uniform distribution is represented
for  = 1 and a Gaussian-like distribution is represented for much larger .
In the following analysis, we use  = 0:5, 1:0, and 4:0.
Model description
The modied Gibrat process is carried out with the following procedure (see
Fig. 3.10). There is an initial fragment whose size S0. The fragment has
the lifetime Tb(S0) determined by S0. When Tb(S0) has passed, the fragment
breaks into two fragments with the dividing ratio r. The dividing ratio r is
randomly chosen from the distribution g(r). The sizes of two fragments are
given by rS0 and (1   r)S0 and they have the lifetimes which are given by
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Figure 3.10: Schematic ow diagram of the modied Gibrat process. Ini-
tially there is a fragment whose size is S0. The lifetime of the fragment is
given by Tb(S0). When Tb(S0) has passed, the fragment breaks into two
pieces with a random dividing ratio r. r is chosen from the probability den-
sity function of fragment dividing ratio, g(r). As a result, two fragments
whose sizes are rS0 and (1   r)S0 are created. The procedure is iterated
for the new fragments with size rS0 whose lifetime is given by Tb(rS0), and
size (1  r)S0 whose lifetime is given by Tb ((1  r)S0). This gure is taken
from Ref. [94] with permission of Journal of Physical Society of Japan.































Figure 3.11: Time evolutions of the average size hSi. The dierence of color
indicates the dierence of the types of functional form of lifetime. Types of
point represent the dierence of parameter . The black solid lines labeled
\AS" show the approximated solutions derived by solving Eq. (3.45) with
an appropriate initial condition. This gure is taken from Ref. [94] with
permission of Journal of Physical Society of Japan.
Tb (rS0) and Tb ((1  r)S0), respectively. The procedure is repeated to the each
new fragment. The statistical properties are calculated on the same time slice.
3.2.2 Numerical result
The modied Gibrat process is numerically carried out in this section. As
Tb(S), we choose the functional forms given by Eqs. (3.32) and (3.33). In
the case that the lifetime is given by a power function, Tb (S) =  (S=)
 ,
we choose  = 0:5, 1:0, and 3:0. And the probability density function of the
dividing ratio, g(r), is given by Eq. (3.34) with  = 0:5, 1:0, and 4:0. As the
initial condition of size S0, we take S0 = . The time evolution of average size
and size distribution, which are the average of the independent 50000 samples,
are shown in this section.
Average size
We dene the average size hSi obtained by averaging the sizes of the fragments
that exist at time t. We show the time evolution of average size hSi in Fig. 3.11.
The dierence of color indicates the dierence of the types of functional form of
lifetime. Types of point represent the dierence of parameter . The functional
forms of time evolution of average size seem independent of the functional form
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of g(r). In addition, the time series of average size can be tted by
hSi / t 1=; (3.35)
for large t, if the lifetime is given by the power function whose exponent is .
If the lifetime is given by the logarithmic function, the time series of average






where C is a positive tting parameter, for large t. This behavior will be
discussed in Sect. 3.2.3.
Size distribution
Figures 3.12, 3.13, and 3.14 show the time series of size distributions in the
case of Tb (S) =  (S=)
  with  = 0:5, 1:0, and 3:0, respectively. The
horizontal axises indicate the scaled size S= hSi. The vertical axises indicate
the probability density function. (a), (b), and (c) in each gure correspond
to the cases of  = 0:5, 1:0 and 4:0, respectively. Because the dividing ratio
r is restricted in the open interval (0; 1), the probability density functions
become the obvious form that corresponds to the shape of g(r) at the rst
break (t = 2). We nd that the scaled probability density function converges
the specic form that is time-invariant as enough time passed. The results
predicts the existence of the dynamical scaling law, in which the probability
density function P (S; t) can be collapsed into the time-invariant function ~P (X)
with the scaled variable X = S= hSi:
P (S; t)dS = ~P (X)dX with X =
S
hSi : (3.37)
Figure 3.15 shows the time series of size distributions in the case of Tb (S) =
 [1  log (S=)]. The horizontal axises indicate the scaled size S= hSi. The
vertical axises indicate the probability density function. (a), (b), and (c) in each
gure correspond to the cases of  = 0:5, 1:0 and 4:0, respectively. Because
of the same reason in the previous cases, the probability density functions
become the obvious form that corresponds to the shape of g(r) at the rst break
(t = 2). We nd that the time series of distributions cannot be collapsed into
a time-invariant curve in this case. Thus the existence of the dynamical scaling
law is denied in this logarithmic lifetime case.
In the original Gibrat process, the asymptotic behavior of size distribution
does not depend on the detail of the shape of g(r) but the average and variance;
However, we have found that the shape of size distribution in the modied






























































(c)  = 4:0
Figure 3.12: The time evolutions of probability density functions (PDFs) of
scaled size S= hSi with lifetime Tb (S) =  (S=)  and  = 0:5. (a), (b) and
(c) show the PDFs in the cases of  = 0:5, 1:0 and 4:0, respectively. This
gure is taken from Ref. [94] with permission of Journal of Physical Society
of Japan.
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(c)  = 4:0
Figure 3.13: The time evolutions of PDFs of scaled size S= hSi with lifetime
Tb (S) =  (S=)
  and  = 1:0. (a), (b) and (c) show the PDFs in the cases
of  = 0:5, 1:0 and 4:0, respectively. This gure is taken from Ref. [94] with
permission of Journal of Physical Society of Japan.






























































(c)  = 4:0
Figure 3.14: The time evolutions of PDFs of scaled size S= hSi with lifetime
Tb (S) =  (S=)
  and  = 3:0. (a), (b) and (c) show the PDFs in the cases
of  = 0:5, 1:0 and 4:0, respectively. This gure is taken from Ref. [94] with
permission of Journal of Physical Society of Japan.
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(c)  = 4:0
Figure 3.15: The time evolutions of PDFs of scaled size S= hSi with lifetime
Tb (S) =  [1  log (S=)]. (a), (b) and (c) show the PDFs in the cases of
 = 0:5, 1:0 and 4:0, respectively. This gure is taken from Ref. [94] with
permission of Journal of Physical Society of Japan.
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Gibrat process depends on the shape of g(r). Therefore we need to choose
carefully the shape of g(r) when we compare the theoretical results with the
experimental results. According to the using another shape of g(r), we have
conrmed that the existence of the dynamical scaling property is independent
of the shape of g(r). The reason is explained analytically in Sect. 3.3.
3.2.3 Analysis
Behavior of the time evolution of the average size is understood by the follow-
ing analysis. Let n denote the number of breaking event that a fragment is
experienced from the beginning until the time t. Let Sn and tn the size and the
elapsed time when the n-th breaking event has nished, respectively. When the
n-th breaking event has nished, the size of the fragment Sn can be described
by
Sn = rnSn 1 =    = S0n 1i=0 ri; (3.38)
where ri denotes the dividing ratio of i-th breaking event. S0 denotes the initial





Tb (Si) : (3.39)
Let us change the variable Si to Zi = log Si. And we write Tb(Si) as a function
of Zi, which is denoted by W (Zi). Then the size Sn and the elapsed time tn
are rewritten as








W (Zi) : (3.41)
Here we approximate ri to its average 1=2 for all i. As jZi+1   Zij = jlog (Si+1=Si)j 
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Assuming the discrete variables (tn; Sn) to be the continuous variables (t; S),
we obtain






Tb (S) : (3.43)
Dierentiating Eq. (3.43) with respect to S, the following equation is obtained:
dS
dt
=   log 2 S
Tb (S)
: (3.44)
Equation (3.44) is obtained by approximating the dividing ratio r to 1=2. S
is originally a stochastic variable. Here, however, S should be treated as the
average hSi because of the approximation ri  1=2. As a consequence, hSi
evolves approximatelly with the following equation:
d hSi
dt
=   log 2 hSi
Tb (hSi) : (3.45)
With the initial condition hSi =  at t = 0, Eq. (3.45) is solved analytically.











if the lifetime is given by Tb (S) =  (S=)
  for positive . For the logarithmic
lifetime Tb (S) =  [1  log (S=)], the time evolution of average size hSi is
given by










The black solid lines labeled \AS" in Fig. 3.11 are described by Eq. (3.46) for
 = 0:5, 1:0, and 3:0 and Eq. (3.47). They are quantitatively consistent with
the numerical results.
3.3 Markovianized modied Gibrat process
Using the modied Gibrat process, it is found that the dynamical scaling law is
obeyed in the case that the lifetime is given by a power function of the fragment
size. And, in the case that the lifetime is given by a logarithmic function, there
is no dynamical scaling property in the time series of the size distributions. If we
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could investigate the modied Gibrat process analytically, we could understand
the origin of the dynamical scaling property in the case that the lifetime is given
by a power function. However, the modied Gibrat process is not suitable
to analyze the origin of the scaling. That is because the modied Gibrat
process has a strong non-Markovian property. Here we make the modied
Gibrat process be a much simpler model in order to investigate the origin of
the dynamical scaling. In this section, we \markovianize" the modied Gibrat
process by approximating to the Poisson process. In the Poisson process, the
characteristic time scale is given by a constant. The lifetime Tb(S) represented
in the previous section can be regarded as the characteristic time of decreasing
of the probability P (S; t). Replacing the characteristic time scale with the
present lifetime Tb(S), we make the markovianized modied Gibrat process.
In this section, we show the theoretical and numerical results of the in-
vestigation of the markovianized modied Gibrat process. First, we propose
the markovianized modied Gibrat process as the master equation. Using the
master equation, we perform a scaling analysis which expresses the dynamical
scaling propertsy in the size distribution. Next, we show the exact calculation
of the markovianized modied Gibrat process with a constant lifetime. In the
process, the size distribution becomes a lognormal distribution just like the
original Gibrat process. Finally, we investigate the size distribution and the
average size numerically, and predict the scaling form of the size distribution.
The validity of the functional form is conrmed by the exact solution of the
markovianized modied Gibrat process over a power function of lifetime and a
uniform distribution for the probability density function of dividing ratio.
3.3.1 Modeling of master equation
Let us consider an elementary process of the fragmentation (see Fig. 3.16). In
Fig. 3.16, the circles mean the groups of fragments which have same fragment
size. The existence probability of fragment with the size S 0 transits to that of
fragment with the size S by dividing with the ratio r in the average interval
Tb(S
0). This corresponds to the inow of probability. In addition, the existence
probability of fragment with the size S decays in the average interval Tb(S).
This corresponds to the outow of probability.
The existence probability of fragment with the size S at time t denoted
as P (S; t) decays with the characteristic time Tb(S). Therefore the outow of




The inow of P (S; t) is represented by summing up the contributions of outow
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Figure 3.16: Schematic diagram of markovianized modied Gibrat process.
The circles mean the existence of probability of fragments with the size S
or S0. The existence probability of fragment with the size S0 contributes
to that of fragment with the size S with the weight of the dividing ratio r
in the average interval Tb(S
0). This corresponds to incoming probability to
the one of S. In addition, the existence probability of fragment with the
size S decays in the average interval Tb(S). This corresponds to outgoing
probability from the one of S.
of the existence probabilities of fragments having other sizes asZ 1
0
dS 0wS0!S
P (S 0; t)
Tb (S 0)
; (3.49)
where wS0!S is the transition probability from the size S 0 to S. The transition
probability must satisfy a conservation of probability:Z 1
0
dS 0wS0!S = 1: (3.50)
Let r and g(r) denote the dividing ratio and the probability density function of
the dividing ratio. Because r describes the dividing ratio, r should be dened
in the open interval (0; 1). g(r) should be satised the conservation law:Z 1
0
drg(r) = 1: (3.51)




drg(r)(rS 0   S); (3.52)
where (z) is the delta function. The conservation of probability, Eq. (3.50), is
satised by the expression of Eq. (3.52).
Using Eqs. (3.48), (3.49) and (3.52), the master equation is described by
@P (S; t)
@t
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Let us consider the condition to realize a dynamical scaling law in Eq. (3.53)
by using a scaling analysis. We require that Eq. (3.53) is invariant under the
scaling transformation P (S; t)! P (S; t) = P (S; t). Replacing S and t with
S and t in Eq. (3.53), we obtain a time evolution of P (S; t) as











drg (r)  (rS 0   S)
P (S 0; t)
Tb (S 0)
: (3.55)
From Eq. (3.55), the condition of invariance of Eq. (3.53) under the scaling







This is the necessary and sucient condition of the invariance and implies
Tb(S) / S ; (3.57)
where    T 0b(1)=Tb(1) and
 =  : (3.58)
Therefore the dynamical scaling law comes from the power-function lifetime
Tb(S). In addition, it is independent of the functional form of g(r).
The similarity solution is given by as follows: First we start the distribution
is invariant under the scaling transformation:
P (S; t)dS = P (S; t)dS: (3.59)
Substituting Eq. (3.58) into Eq. (3.59), for non zero , we obtain
P (S; t)dS =  1=P ( 1=S; t)dS: (3.60)
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Eliminating the second argument by taking  = 1=t in Eq. (3.60), we obtain
the similarity solution as
P (S; t)dS = t1=P (t1=S; 1)dS: (3.61)
Next, let us discuss the average size hSi = R1
0
dS SP (S; t) by using a scaling





dSSP (S; t) = A(t); (3.62)
where A(t) represents that hSi is a function of t, explicitly. Replacing S with




dzzP (z; ) = 1=A(); (3.63)
where we use the relation, Eq. (3.58), for non-zero . Thus hSi is given by
hSi = A(1)t 1=: (3.64)
Eliminating t of Eq. (3.61) by Eq. (3.64), the dynamical scaling law is obtained
as follows:
P (S; t)dS = A(1)P





= ~P (X) dX with X =
S
hSi : (3.65)
3.3.3 Markovianized modied Gibrat process with a con-
stant lifetime
When the lifetime is constant, Tb(S) =  , the master equation can be solved
exactly. The markovianized modied Gibrat process with a constant lifetime
corresponds to the original Gibrat process, We assume the initial condition of
P (S; t) is given by P (S; 0) = (S S0). The variables, S and t, are normalized
by S0 and  .
Exact solution
The master equation of the markovianized modied Gibrat process with a
constant lifetime is given by
@P (S; t)
@t
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With an initial condition, P (S; 0) = (S   1), its exact solution is given by










drg(r) exp ( ik log r) : (3.68)
The derivation is shown in App. A.1. Note that the exact solution can in-
clude the arbitrary functional form of g(r). Equation (3.67) can describes the
transient of the solution from the initial distribution to the asymptotic one.
However, Eq. (3.67) includes the integral in the complex domain which is dif-
cult to solve in general. We may have to rely on the numerical computation
to evaluate the complex integral.
Asymptotic behavior
Let us consider the asymptotic behavior of Eq. (3.67). In order to derive
the asymptotic solution of Eq. (3.67), we assume the following normalization
between S and t:
y =













Then we can obtain the normal distribution of y as the asymptotic behavior
of P (S; t) with t!1. Thus










The details are shown in App. A.2. Equation (3.72) describes a lognormal dis-
tribution just like the original Gibrat process; However, the parameters char-
acterizing the functional form are slightly dierent.
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3.3.4 Preparation for numerical computation
The master equation for the size distribution of desiccation crack pattern is
given by Eq. (3.53) or the form that we evaluate the r integral as
@P (S; t)
@t












P (S 0; t)
Tb (S 0)
: (3.73)
In general, Tb(S) and g(r) are nonlinear functions. It is dicult to solve
Eq. (3.53) or Eq. (3.73) analytically. Therefore it is necessary to analyze them
numerically for understanding the behavior of their solutions. To compute
Eq. (3.73), we rst nondimensionalize it. Next we discretize the integral with
the double exponential formula.
As the functions of Tb, power functions and logarithm function are used as
follows:



















r 1 (1  r) 1 ; (3.76)
where B (; ) =
R 1
0
dr r 1 (1  r) 1 is the beta function.
Non-dimensionalization
Let us start with Eq. (3.73). We dene S0 as the largest size whose existence
probability is non-zero at the initial state. According to the form of Eq. (3.73),
we understand immediately that the probability at the larger size than S0 is
always zero. Thus we can change the integral region of Eq. (3.73) from (S;1)
to (S; S0). Furthermore when we use non dimensional variable, x = S=S0, we
can rewrite Eq. (3.73) to
@P (x; t)
@t










 P (x0; t)
~Tb (x0)
; (3.77)
where P (x; t) = S0P (xS0; t) and ~Tb (x) = Tb (xS0) = . The time t is nondimen-
sionalized by  . x is dened in the open interval (0; 1). Here we note that there
are some cases that the integrand becomes singular at x = 0 or 1.
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The double exponential formula
The double exponential formula [95] is one of the most eective formulation
for numerically integrating a function which has the singularity at the edge of
integral region. When we integrate a function f (x) dened by x 2 (0; 1), the
variable transformation of the double exponential formula is given by











for z 2 ( 1;1) : (3.78)
This formula realizes the super-exponential increasing of the number of integral
points near the edge of integral region. Therefore it is eective and ecient for
the integration of the singular function.


































where we write the integrand as F (z). When we deal with Eq. (3.79) numeri-
cally, we have to discretize Eq. (3.79) by using a discretization length z. Thus











where km is a cuto number to change the innite sum to nite one.
Discretization of master equation
Using the discretization formula Eq. (3.80), we can discretize Eq. (3.77) to
@Pi (t)
@t
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where zk = kz and Pk (t) = P ((zk); t). The integer i is dened in the closed
interval [ km; km]. ! is a weight function introduced to decrease the error of





for k = i or j
1 otherwise
: (3.82)
This is called the trapezoidal rule [96].
3.3.5 Numerical result
In this section, we show the numerical results of time evolution of Eq. (3.77).
In the following calculation, we use kmz = 3:16 and km = 2
8. Time evolution
is calculated by means of Jameson-Baker's Runge-Kutta method [85] by using a
time stept = 0:1. The time step is determined by 0:1min
h
~Tb(x);x 2 (0; 1)
i
=
0:1. The conservation of probability of P (x; t) is exactly satised according to
Eq. (3.53); However the discretized formula, Eq. (3.81), may not be satised
in the actual computation because of the accumulation of error. To keep the














dxxP (x; t)  z
kmX
k= km
!km km (k) (zk)Pk (t)
0 (zk) : (3.84)
We show the time evolution of the average size in Fig. 3.17. Dierence in
color indicates dierence of the types of the functional form of the lifetime.
Types of line represent results of the dierent parameter . They correspond
qualitatively to the behaviors of the average size of the modied Gibrat process.
In the modied Gibtat process, the behaviors of the average size with the
same function of the lifetime are nearly independent of . However, in the
markovianized modied Gibrat process, the behaviors of the average size are
systematically dependent on . In the same function of lifetime, the larger 
seems to represent the larger average size.






























Figure 3.17: Time evolutions of average size hxi. Dierence in color indicates
dierence of the functional form of lifetime. Types of line represent the
parameter .
Size distribution
We show the time evolutions of size distributions in Figs. 3.18, 3.19 and 3.20,
in the cases of ~Tb(x) = x
  and  = 0:5, 1:0 and 3:0. (a), (b) and (c) in each
gure correspond to the cases of  = 0:5, 1:0 and 4:0. Dierence of colors of
lines indicate the dierence of elapsed time t= . All distributions in Figs. 3.18,
3.19 and 3.20 can be observed that they obey the dynamical scaling law as
time passes:
P (x; t)dx = P(X)dX with X = xhxi : (3.85)




X 1 for X  1
exp ( CX) for X  1; (3.86)
where C is a positive tting parameter depending on  and .
In Fig. 3.21, the time evolutions of size distributions are shown in the cases
of ~Tb(x) = 1 log x. Dierence of colors of lines indicate the dierence of elapsed
time t= . (a), (b) and (c) in Fig. 3.21 correspond to the cases of  = 0:5, 1:0
and 4:0. All distributions grow divergently at the small size. Therefore they
do not obey the dynamical scaling law.
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(c)  = 4:0
Figure 3.18: The time evolutions of the probability density functions (PDFs)
of the scaled size x= hxi with the lifetime ~Tb(x) = x  and  = 0:5. (a), (b)
and (c) show the PDFs in the cases of  = 0:5, 1:0 and 4:0, respectively.


































































(c)  = 4:0
Figure 3.19: The time evolutions of the PDFs of the scaled size x= hxi with
the lifetime ~Tb(x) = x
  and  = 1:0. (a), (b) and (c) show the PDFs in
the cases of  = 0:5, 1:0 and 4:0, respectively.
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(c)  = 4:0
Figure 3.20: The time evolutions of the PDFs of the scaled size x= hxi with
the lifetime ~Tb(x) = x
  and  = 3:0. (a), (b) and (c) show the PDFs in
the cases of  = 0:5, 1:0 and 4:0, respectively.


































































(c)  = 4:0
Figure 3.21: The time evolutions of the PDFs of the scaled size x= hxi with
the lifetime ~Tb(x) = 1  log x. (a), (b) and (c) show the PDFs in the cases
of  = 0:5, 1:0 and 4:0, respectively.
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3.3.6 Asymptotic solution
In this section, we derive the asymptotic behavior of hxi and P (x; t). It is di-
cult to solve the master equation (3.53) using general g(r) or ~Tb(x). Therefore
we solve analytically the master equation in a simple case, ~Tb(x) = x
  and
g(r) = 1.
When ~Tb(x) = x
  for a positive , according to the numerical results, the








asymptotically, where a is a constant. We consider a variable transformation










Let P(X;T ) = P (x; t) dx
dX
denote the scaled size distribution. P(X;T )
satises the obvious conditions which are given byZ 1
0
dxP (x; t) =
Z 1
0
dXP(X;T ) = 1; (3.89)
and Z 1
0
dx xP (x; t) = hxi ,
Z 1
0
dXXP(X;T ) = 1: (3.90)
Using the variable transformation, Eq. (3.88), Eq. (3.73) is described as
@P (X;T )
@T
























P (Z; T ) ;
(3.91)







. In the long time limit, P (X;T ) is
expected to be a T independent function P (X) because of the dynamical scal-
ing law. By taking the left-hand side of Eq. (3.91) to be zero, the similarity
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Let us solve Eq. (3.92) in a specic case. We assume g(r) = 1 and then






















P (Z) : (3.93)























P (X) = 0;
(3.94)
and the general solution is given by















where C1 and C2 are integral constants.  (b; z) is an incomplete gamma func-
tion:  (b; z) =
R1
z
yb 1e ydy. From an obvious condition, P(X)  0, C2 in
Eq. (3.95) should be zero, then
P (X) = C1e (Xa )

: (3.96)
The constants C1 and a are determined by Eqs. (3.89) and (3.90) as
C1 =
  (1 + 2=)




2  (1 + 1=)
  (1 + 2=)
; (3.98)
where  (b) is a gamma function:  (b) =
R1
0
yb 1e ydy. As a consequence,
P(X) is given by
P(X) =   (1 + 2=)





  (1 + 2=)




and average size hxi is given by
hxi =   (1 + 2=)


















Numerical result γ = 0.5
Analytical result γ = 0.5
Numerical result γ = 1.0
Analytical result γ = 1.0
Numerical result γ = 3.0
Analytical result γ = 3.0
Figure 3.22: The comparison of analytical and numerical solutions of the
scaled size distributions, P(X). The dierence of color corresponds to the
dierence of . The solid lines correspond to P(X) solved numerically. The
numerical solutions are same as that of t= = 103 in Figs. 3.18b, 3.19b, and
3.20b, respectively. The dashed lines correspond to P(X) solved analyti-
cally. The analytical solutions are given by Eq. (3.99) in each .
Because Eq. (3.100) is an asymptotic behavior, the initial condition hxi (t =
0) = 1 is not satised. We modify Eq. (3.100) to satisfy the initial condition
by shifting the origin of the time. The result is
hxi =   (1 + 2=)






  (1 + 2=)
2  (1 + 1=)
 1=
: (3.101)
Here we conrm the validity of Eqs. (3.99) and (3.101) by comparing with
the numerical results in Figs. 3.22 and 3.23. Comparing the analytical solution
with the numerical one, there is a slight dierence between them; However,
they accord with each other well.
3.4 Summary
The results of the stochastic modeling of time-dependent desiccation crack pat-
tern is summarized here. In Sect. 3.1, we investigate the dynamics of a single
fragment by the theoretical and numerical analysis. We have approximated
the previous continuum model into the over-damped model to make it easy to
calculate. Using a dimensional analysis, we have obtained a rough description
of the lifetime. The functional form has the asymptotic behavior; When the





















Numerical result γ = 0.5
Analytical result γ = 0.5
Numerical result γ = 1.0
Analytical result γ = 1.0
Numerical result γ = 3.0
Analytical result γ = 3.0
Figure 3.23: The comparison of analytical and numerical solutions of the
average size, hxi. The dierence of color corresponds to the dierence of .
The solid lines correspond to hxi solved numerically. The numerical solu-
tions are same as that of  = 1:0 in Fig. 3.17. The dashed lines correspond
to hxi solved analytically. The analytical solutions are given by Eq. (3.101)
in each .
length scale D, the lifetime becomes a constant value. Inversely, when L is
much smaller than D, the lifetime depends on L. The validity has been con-
rmed by the investigation of the exact solution in the case that the fragment
shape is given by a disk. Furthermore, we have carried out the calculation of
Eqs. (3.19) and (3.20) by using the nite volume method, in order to investi-
gate the lifetime of rectangular-shaped fragment with dimensions of Lx  Ly.
The results have shown the lifetime is characterized by D and the harmonic
average of L2x and L
2
y. This implies the lifetime is described by the area of
fragment, the aspect ratio, and D. This is consistent with the analysis the
disk-shaped fragment.
In Sect. 3.2, we propose the modied Gibrat process by taking into account
the lifetime of the fragment. The lifetime Tb(S) depends on the size of frag-
ment, S, and it is a decreasing function of S. As the functional form of the
lifetime, we use a power function, Tb (S) =  (S=)
 , characterized by the
exponent , and a logarithmic function Tb (S) =  [1  log (S=)]. The case
of the power function with  = 0 corresponds to the original Gibrat process.
As the probability density function of the dividing ratio, r, we use the beta
distribution g(r) = r 1(1  r) 1=B(; ), which is characterized by a single
parameter . The time evolution of average size is investigated in each case of
the lifetime. As a result, for the power function of lifetime, Tb (S) =  (S=)
 ,
the average size is proportional to t 1= in large t. For the logarithmic life-
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time, Tb (S) =  [1  log (S=)], it is proportional to exp
  Cpt, where C is
a positive constant, in large t. The time evolution of average size is almost in-
dependent of . The behavior of time evolution of average size is investigated
theoretically by an ordinary dierential equation. The ordinary dierential
equation is derived by approximating all dividing ratios to 1=2. This is a
daring approximation; However, the behavior that is obtained by solving the
ordinary dierential equation with an appropriate initial condition is quantita-
tively consistent with the numerical result. The time series of size distributions
is investigated in each case of the lifetime. The size distributions take initially
an obvious functional form depending on the functional form of g(r). In the
case of Tb (S) =  (S=)
 , we nd that the dynamical scaling law exists like
the result of direct simulation of the continuum using the SPH. In the case of
Tb (S) =  [1  log (S=)], we nd that there is no dynamical scaling property
in the time evolution of size distribution.
In Sect. 3.3, we have modeled the modied Gibrat process to be suitable
for investigating it analytically by approximating to the Poisson process. The
characteristic time of breaking events are represented by the lifetime depend-
ing on the fragment size S, Tb(S), whereas the characteristic time is given by
a constant in the original Poisson process. In the modeling, a master equation
of the modied Gibrat process has been proposed and called the \markovian-
ized modied Gibrat process". In the scaling analysis, we have conrmed the
existence of the dynamical scaling property of the size distribution in the case
that the functional form of lifetime is given by a power function. Furthermore,
the analysis has predicted the scaling property is independent of the functional
form of the probability density function of the dividing ratio, g(r). The marko-
vianized modied Gibrat process with a constant lifetime has been exactly
solved and led to a lognormal distribution just like the original Gibrat process.
However, the parameters characterizing the functional form is dierent form
that of the original Gibrat process. We have investigated the time-dependent
properties of the master equation numerically. The time-dependent behavior
of the average size and the size distributions is consistent with the modied
Gibrat process. The time evolutions of average size behave like the same func-
tional forms in the modied Gibrat process. It has been also conrmed that
the dynamical scaling law exists in the case that the functional form of the life-
time is given by a power function, whereas the dynamical scaling law does not
exist in the case that the functional form of lifetime is given by a logarithmic
function. The dierences between the markovianized modied Gibrat process
and the modied Gibrat process appear in the  dependency of the average
size and the detail functional forms of size distributions; The  dependency in
the same lifetime appears systematically, whereas it could not be observed in
the modied Gibrat process. The positive correlation is observed between the
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value of  and the value of average size at the same time in the same functional
form of the lifetime. We have solved the master equation analytically in the
specic case, ~Tb(x) = x
  and g(r) = 1. The scaled size distribution and the
average size have been derived analytically. They have been compered with




In the previous works of the experiment of the desiccation crack pattern, the
time-dependent statistical properties have not investigated so much. In the
present work, we have investigated the time evolution of the size distributions
theoretically and predicted the dynamical scaling property. In this chapter,
we investigate the actual desiccation crack patterns in order to conrm the
dynamical scaling property experimentally.
First, we explain the setup of the experiment of the desiccation crack pat-
tern. Next, according to the interval photography of the crack pattern, we
obtain the time series of the crack pattern. Finally, by the image processing,
we investigate the time evolution of the average size of the fragments, the time
series of the size distribution, and the dividing ratio of the fragments.
4.1 Experimental setup
The experiments of the desiccation crack patterns are carried out with the in-
terval photography. We choose the paste composed of water and powder of
magnesium carbonate hydroxide (Kanto Chemical, Tokyo, Japan). The den-
sity of the powder is 2:0 g=cm3. We prepare a paste containing the powder of
magnesium carbonate hydroxide with 6 % volume fraction. The paste is desic-
cated in the open acrylic container with dimensions of 400 mm400 mm. The
initial thickness of the paste is 16:6 mm. The paste is kept in an air-conditioned
room at 25 C. The humidity is not controlled. The time evolution of the crack
pattern is taken by the interval photography with the 2 minutes interval. The
photos of the crack patterns are dealt with to be binarized pictures in order to
analyze the fragments. For carrying out the binarization of the photos, we use
ImageJ [97] which is the Java-based image processing program, in the public
domain.
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Figure 4.1: (a) Schematic gure of the experimental setup. The paste is
desiccated in the open container with dimensions of 400 mm  400 mm.
The crack pattern is taken by the interval photography. (b) A snapshot
we obtained. The time series of the snapshots is analyzed by the image
processing.
4.2 Result
In this section, we show the results of the experiments. We rst show the time
evolution of the crack patterns, the average areal size of fragments, and the
size distribution. Furthermore, we investigate the existence of the dynamical
scaling law in the size distribution. In our theoretical work, the dividing ratio
distribution has an important role to determine the functional form of the
size distributions. In the previous work of the desiccation crack patterns, the
dividing ratio distribution have never been investigated. Therefore, in order
to conrm the consistency of the theoretical work, we investigate the dividing
ratio distribution. Finally, we compare the experimental size distribution with
the theoretical results.
4.2.1 Crack pattern
We show the time evolution of the crack patterns in Fig. 4.2. The patterns are
binarized to black and white. Black regions correspond to fragments and white
lines are cracks. In the following analysis, we use the fragments which are not
attached to the container wall for avoiding that the inuence of boundaries
aects the results of analysis. We set the origin of time as when the number
of fragments not attached to the container wall becomes greater than three.
Figure 4.2 (a) shows the pattern when the initial crack runs on the bulk of
the paste. (b) shows the the pattern at the origin of time. 4:3 hours passed
between (a) and (b). (c) and (d) correspond to the patterns after 10 hours and




Figure 4.2: Binarized crack patterns we used for the analysis. (a) is the
pattern at the time when the initial crack runs. (b) is the pattern at the
time when the number of fragments which are not attached to the container
boundary becomes greater than three. We set this time as the origin of time
of the following analysis. The elapsed time between (a) and (b) is 4:3 hours.
(c) is the pattern after 10 hours from (b). (d) is the pattern after 20 hours
from (b).












Figure 4.3: Time evolution of the average areal size. The horizontal axis
indicates the elapsed time measured from the origin of time dened in
Sect. 4.2.1. The vertical axis indicates the average areal size normalized
by the initial size S0 = 400400 mm2. The square points indicates the raw
data. The dotted line corresponds to the power function with the exponent
 1:6.
and the characteristic areal size becomes small with time. We have conrmed
that the time evolution of the pattern stops at 23:3 hours from the origin of
time.
4.2.2 Average size
The fragment areal sizes are measured by counting the black pixels in the
binarized images. In Fig. 4.3, we analyze the time evolution of the average areal
size of the fragments, hSi, which is made by averaging the sizes of the fragments
not attached to the container boundary. The horizontal axis indicates the
origin of time, which corresponds to Fig. 4.2 (b). The unit is an hour. The
vertical axis indicates the average areal size normalized by the initial size S0 =
400 400 mm2. We nd that the average areal size decays with time. We nd
that the average size hSi obeys the power law as
hSi / td; (4.1)
where t is the elapsed time and d is a tting parameter, except for the initial
relaxation stage (i.e., less than 3 hours) and the stage in which the desiccation
declines (i.e., greater than 20 hours). According to the result of the tting, the
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Figure 4.4: Time evolution of the areal size distribution of the fragments
on the experiment of the desiccation crack pattern. The horizontal axis
indicates the areal size S normalized by the initial size S0 = 400400 mm2,
x = S=S0. The dierence of colors corresponds to the dierence of elapsed
times. (a) shows the probability density function. (b) shows the cumulative
distribution function.
4.2.3 Size distribution
We show the time evolution of the size distribution in Figs. 4.4 and 4.5. Fig-
ure 4.4 shows the time evolution of the raw size distribution. The horizontal
axis indicates the size normalized by the initial size. The dierence of colors
corresponds to the dierence of the elapsed times. (a) shows the probability
density function P (x; t) where x = S=S0 and t is the elapsed time. (b) shows




dyP (y; t) : (4.2)
We nd that the distribution varies with time and shifts to the smaller areal
side. Figure 4.5 shows the time evolution of the size distribution scaled by
the average areal size. The horizontal axis indicates the scaled size X = S=
hSi. (a) shows the probability density function of X. (b) shows the cumulative
distribution function. We nd that the scaled size distribution seems to collapse
into a single master curve except for the early stage (i.e., less than 2 hours).
4.2.4 Dividing ratio distribution
In this section, we investigate the dividing ratio distribution of the experi-
mental crack patterns. When we count the breaking events of the fragments
experimentally by the interval photography, the events in which the fragment
breaks into more than two pieces may appear. This is not suitable to calculate
the dividing ratios. Therefore we choose only the events in which the fragment
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Figure 4.5: Scaled time evolution of the areal size distribution of fragments
by the average size hSi on the experiment of desiccation crack pattern. The
horizontal axis indicates the scaled size X = S= hSi. Other conditions are
the same as ones of Fig. 4.4.
breaks into two pieces and do not count other events. Furthermore, we count
the breaking events in the whole experimental elapsed time. The dividing ratio
may depend on time generally. However, as we know from the time evolution
of the size distribution, the time evolution of the scaled size distribution can
be collapsed except for the early stage. This may imply that the fragments
follow to the same dynamical property except for the early stage. Moreover,
the number of breaking events in the early stage is quite few and does not
contributes to the dividing ratio distribution. We show the result in Fig. 4.6.
It is exactly symmetry with respect to r = 1=2, because we choose only the





r 1 (1  r) 1 ; (4.3)
where B(; ) is a beta function: B(; ) =
R 1
0
dr r 1 (1  r) 1. As a result,
the value of  is about 2:3.
4.2.5 Shape of size distribution
In this section, we analyze the shape of the scaled areal size distribution on the
nal state (i.e., 23:3 hours). According to the theoretical result of the functional
























Figure 4.6: Dividing ratio distribution on the experimental desiccation crack
pattern. The dividing ratios are obtained from the events in which the
fragment breaks into exactly two pieces. The distribution is made from
them in the whole experimental elapsed time. The red line indicates the
dividing ratio distribution. The green line is obtained by tting the data
with Eq. (4.3).
where a, b, and c are tting parameters.  (k) is a gamma function:  (k) =R1
0


















The nal state of the cumulative scaled size distribution function is tted by
Eq. (4.5) as shown in Fig. 4.7. As a result, a, b, and c are nearly 5:5, 0:77, and
4:1, respectively. The theoretical result of the relationship between b and the
exponent of the average size d is given by b  d =  1. The values of b and d
are consistent with the relationship. The theoretical value of a corresponds to
the exponent of the beta distribution . The value of a is not consistent with
the value of  obtained by tting the experimental data of the dividing ratio
distribution.
4.3 Summary
The experimental results are summarized in this section. We have carried
out the experiment of the desiccation crack patterns of the paste composed of
water and powder of the magnesium carbonate hydroxide. By using the image



















Figure 4.7: Fitting of the cumulative distribution function at the nal state.
The red square points indicate the cumulative scaled size distribution func-
tion of the crack pattern after 23:3 hours at the origin of time. The green
solid line is obtained by tting the data with Eq. (4.5).
analysis, we have investigated the time evolution of the average areal size of
the fragments, the time series of the size distribution, and the dividing ratio
distribution. First, we have investigated the time evolution of the average areal
size of the fragments. We have found that the average size decays with time
and obeys the power-law function of time except for the early stage and later
stage. According to the tting the data, the exponent d is nearly  1:6. Next,
we have investigated the time evolution of the areal fragment size distribution.
We have observed that the size distribution varies with time and shifts to
the smaller areal side. Furthermore, we have found that the time series of
the scaled size distribution collapses into a master curve except for the early
stage just like our theoretical results. In addition, we have investigated the
dividing ratio distribution of the fragments, g(r). The dividing ratios have
been obtained from the events in which the fragment breaks into exactly two
pieces. The distribution has been made from them in the whole experimental
elapsed time. The dividing ratio distribution forms a bell-shape and becomes
maximal at r = 1=2. The dividing ratio distribution has been tted with a
beta distribution; g(r) = r 1 (1  r) 1 =B(; ). As a result, the value of
 is about 2:3. The cumulative distribution function of the scaled size at the





=  (a=b). According to the theoretical results in Chapter
3, the value of a corresponds to the exponent of the beta distribution , and
the relationship between the value of b and the exponent of the average size
d is given by b  d =  1. The relationship between the values of b and
d is consistent with the theoretical result; However, the value of a does not
accord with the value of  obtained by tting the experimental data of the
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dividing ratio distribution. We currently guess that the inconsistency of the
relationship between a and  results from the simplication of the functional
form of the lifetime in the theoretical analysis. In Chapter 3, we have used the
lifetime depending on the fragment size only for the simplication. In the actual
fragmentation, the lifetime depends on not only the size but also the aspect
ratio of the fragment as shown in Eq. (3.29). The aspect ratio dependency may




5.1 Summary of this study
5.1.1 Continuum model
In Chap. 2, we have proposed a three dimensional continuum model on the basis
of the Kelvin-Voigt model in order to investigate the statistical properties of the
desiccation crack pattern of the thin layer of paste. The constitutive equation
of the model has been dened as the modied Kelvin-Voigt model where the
desiccation stress is introduced as the eect of the contraction owing to the
evaporation of the inner water. In the model, the desiccation stress is dened
as the linear function of time. The three dimensional model has been reduced
to the quasi two dimensional model under the approximation that the vertical
motion is vanished. Using the smoothed particle hydrodynamics formulation,
we have simulated the dynamics of the quasi two dimensional continuum model
and obtained the realistic crack pattern (see Fig. 5.1).
Furthermore, we have investigated the statistical properties such as the
average areal size of the fragments and the areal fragment size distribution. As
a result, the average size decays in inverse proportion to time. The time series
of the size distribution scaled with the average size is collapsed into a time
independent curve except for the early stage of the fragmentation. We have
called this phenomenon the \dynamical scaling law" of the size distribution of
the desiccation crack pattern (see Fig. 5.2).
The qualitative behavior of the time evolution of the average size has ex-
pressed by the dimensional analysis of the over-damped model of the present
continuum model; The duration of the initial relaxation of the average size,
which is obtained by the dimensional analysis, is consistent with the result of
the SPH simulations. In addition, it has been explained that the duration of
the initial relaxation corresponds to the duration that size distribution can not
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Figure 5.1: The Typical time evolution of the crack patterns obtained by the
SPH simulation. The color indicates the magnitude of the averaged stress
normalized by the yield stress. The time passes in the alphabetical order.
This gure same as Fig. 2.2.
(a)! (b)!
Figure 5.2: The fragment areal size distribution obtained by the SPH simu-
lations. This gure is same as Fig. 2.4. The dierence of colors indicates the
dierence of time. (a) shows the time evolution of the size distribution. (b)
shows the time evolution of the scaled size distribution by average size. As
time passes, the scaled size distribution collapses to a time-invariant curve.
We call this property the \dynamical scaling law".









Figure 5.3: Schematic gure of the lifetime Tb as a function of fragment size
S. The green and red parts indicate the regions of S < 2D and S > 
2
D,
respectively. For S  2D, the lifetime becomes a constant value depending
on the material constants. For S  2D, the lifetime behaves divergently
with smaller S. If we choose the power function as the desiccation stress,
the lifetime obeys the power law at the smaller S.
be scaled.
5.1.2 Stochastic model
In Chap. 3, we have investigated the statistical properties of the desiccation
crack pattern in terms of the stochastic theory. First we have investigated
the dynamics of a single isolated fragment in order to obtain the useful infor-
mation for developing the stochastic model of the desiccation crack pattern.
The previous continuum model has been approximated to the over-damped
one and investigated by the theoretical and numerical analysis. As a result, we
have found that the interval between the time when the desiccation starts and
the time when the fragment is fractured depends on the size of the fragment.
We have called this interval the \lifetime". When the size is greater than the
square of a certain characteristic length scale, D, the lifetime of the fragment
is constant. Inversely, when the size is smaller than 2D, the lifetime of the
fragment depends on the size (see Fig. 5.3). Moreover, we have found that the
lifetime depends on not only the size but also the aspect ratio of the fragment.
It may depend on other quantities characterizing the fragment shape; However,
we have not yet investigated the dependency. We have derived the functional
form of the lifetime by using the inverse function of the desiccation stress. For
instance, if the desiccation stress is given by the power (exponential) function,
the lifetime is given by the power (logarithmic) function, respectively. The life-
time is described as the decreasing function of size; Therefore, the individual
lifetime is increasing as evolving the fragmentation.











Figure 5.4: Schematic ow diagram of the modied Gibrat process. Initially
there is a fragment whose size is S0. The lifetime of the fragment is given
by Tb(S0). When Tb(S0) has passed, the fragment breaks into two pieces
with a random dividing ratio r. r is chosen from the probability density
function of fragment dividing ratio, g(r). As a result, two fragments whose
sizes are rS0 and (1   r)S0 are created. The procedure is iterated for the
new fragments with size rS0 whose lifetime is given by Tb(rS0), and size
(1   r)S0 whose lifetime is given by Tb ((1  r)S0). This gure is same as
Fig. 3.10.
Next, using the size-dependent lifetime, we have proposed a stochastic
model on the basis of the Gibrat process. We have called the process the
\modied Gibrat process". Fragments have the individual lifetime in the mod-
ied Gibrat process, whereas they have a common constant lifetime in the
original Gibrat process (see Fig. 5.4). The modied Gibrat process exhibits
the existence of the dynamical scaling law of the size distribution when the
lifetime is given by a power function of size. The average size decays in the
pawer law with the exponent which is the negative reciprocal of the exponent
of the lifetime. The behavior of the average size have been expressed by the
analytical calculation with the approximation that the fragments always break
in half.
When we use a constant lifetime, the modied Gibrat process is completely
equivalent to the original Gibrat process. Namely, if we use the lifetime charac-
terized by D, which is described as Eq. (3.30), in the modied Gibrat process,
the property of the stochastic process changes gradually with the fragmen-
tation; When the fragment size is greater than 2D, the average size decays
exponentially and the size distribution becomes the lognormal distribution. As
the fragmentation progresses and the fragment size becomes smaller than 2D,
the decay of the average size changes from the exponential law to the power
law, and the size distribution changes from the lognormal distribution to the
distribution which has the dynamical scaling property. In the SPH simulations,
we have observed that there is no dynamical scaling property in the early stage
of the fragmentation. We consider that this is because the fragmentation in








P (X) ∝ Xα−1
For small?X,?
Dividing ratio distribution?






P (X) ∝ exp (−CXγ)
For large?X,?
Lifetime of fragment?
Figure 5.5: Schematic gure of the relationship among the asymptotic be-
havior of the scaled size distribution P (X), the dividing ratio distribu-
tion, and the lifetime of fragment (Eq. (3.86)). For smaller scaled size X,
P (X) / X 1. The exponent  corresponds to the parameter of the di-
viding ratio distribution g(r) = r 1(1   r) 1=B(; ). For larger X,
P (X) / exp ( CX). C is a positive constant. The exponent  corre-
sponds to the parameter of the lifetime Tb(S) =  (S=)
  .
the early stage obeys the original Gibrat process.
Finally, we have proposed a master equation of the fragmentation process of
the desiccation crack pattern on the basis of the modied Gibrat process. The
master equation has been formulated as the Poisson process where the char-
acteristic time scale is replaced with the lifetime of the fragment. The master
equation enables us to investigate the dynamical scaling property analytically.
By the scaling analysis of the master equation, it is found that the condition
of the functional form of the lifetime for realizing the dynamical scaling law
is that the lifetime is a power function. Actually, by the numerical analysis
of the master equation, we have conrmed the condition. According to the
numerical results, it is found that the average size decays in the power law
with the exponent  1= where  is the exponent of the power function of the
lifetime. The numerical analysis has predicted that the functional form of the
scaled size distribution P (X) has the asymptotic behaviors; For smaller scaled
size X, P (X) / Xa 1, and for the tail, P (X) / exp   CXb, where a, b, and
C are constant. Furthermore, by the tting analysis of the numerical data, we
have found two relations: a = , where  is a parameter of the dividing ratio
distribution, g(r), described as g(r) = r 1(1  r) 1=B(; ), and b =  (see
Fig. 5.5).
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5.1.3 Experiment
In Chap. 4, we have carried out the experiment of the desiccation crack pattern
of the paste composed of water and powder of magnesium carbonate hydrox-
ide for investigating the statistical properties. The time series of the crack
pattern have been taken by the interval photography. Analyzing the time se-
ries of the images, we have obtained the time evolution of the average size of
the fragments, the time series of the size distribution, and the dividing ratio
distribution.
We have observed that the average size obeys the power law of time, that is,
hSi  td except for the early stage of the fragmentation and the later stage of
the desiccation. By the tting analysis, d is nearly  1:6. In the later stage of
the desiccation, the time evolution of the average size stops. This phenomenon
results from the stop of the fragmentation process. Our theoretical model can
not reproduce the stop of the fragmentation. Our theory is based on the model
of the two dimensional viscoelastic continuum attached to the bottom. The
two dimensional model can not describe the stop of the fragmentation because
the stress concentration always occur as far as we use the increasing function of
the desiccation stress. We currently have no concrete idea for realizing the stop
of the fragmentation process. The lifetime of the three dimensional fragment,
or the slipping eect such as discussed in Ref. [65] may enable us to realize the
stop of the fragmentation process.
We have observed that the size distribution obeys the dynamical scaling law
except for the early stage (see Fig. 5.6). The absence of the dynamical scaling
property in the early stage is consistent with the existence of non-power-law
decay of the average size in the early stage. According to our theoretical results,
it is expected that the Gibrat process is realized in the early stage; However, it
is dicult to investigate whether the Gibrat process is realized. That is because
the characteristic length scale which determines the cross-over from the Gibrat
process to the modied Gibrat process with the size-dependent lifetime, D, is
dicult to measure. In our theory, D is determined by the thickness of the
paste and the Poisson's ratio. The thickness of the paste is easy to measure;
However, the Poisson's ratio is dicult to measure. Inversely, our theoretical
result may use for the measurement of the Poisson's ratio. If we conrm the
cross-over from the Gibrat process to the modied Gibrat process in the actual
desiccation crack pattern, we can estimate D. From D, we can estimate the
Poisson's ratio.
We have observed the dividing ratio r and its distribution. The functional
form of the distribution becomes a bell shape and has the maximum at r = 0:5.
The functional form has been tted with the beta distribution, g(r) = r 1(1 
r) 1=B(; ). We have evaluated  is nearly 2:3.
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Figure 5.6: Time evolution of the scaled size distribution of fragments on
the experiment of desiccation crack pattern. The color indicates the elapsed
time. The horizontal axis indicates the size scaled by the average size,
X = S= hSi. (a) shows the probability density function. (b) shows the
cumulative distribution function. We can observe that the size distribution
obeys the dynamical scaling law except for the early stage. This gure is
same as Fig. 4.5.
We have investigated the shape of the cumulative scaled size distribu-





=  (a=b). By the tting analysis, a, b, and c are nearly 5:5, 0:77,
and 4:1, respectively. The relationship between b and d is consistent with the
relationship our theory predicts; However the relationship between a and 
is not consistent with the theory. We currently guess that the inconsistency
is due to what we have not taken into account the eect of the aspect ratio
of the fragments to the lifetime. In the actual fragmentation, the lifetime de-
pends on not only the size but also the aspect ratio of the fragment as shown in
Eq. (3.29). The aspect ratio dependency may contribute to the functional form
of the size distribution. If we formulate the lifetime using not only the aspect
ratio but also other quantities characterizing the shape of the fragment, it may
be possible to describe the detail of the functional form of the size distribution.
When we formulate the stochastic process using the lifetime depending on the
size and the aspect ratio, we must take into account not only the subdivision of
the size but also the direction of the cracking, because the direction determines
the aspect ratios of the fragments after the subdivision. Moreover, taking into
account the other quantities characterizing the shape of the fragment, the el-
ementary process may be more complicated. They may make us dicult to
formulate the stochastic process; However, it is important for understanding
the details of the shape of distribution.
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5.2 Discussion
5.2.1 Characterization of crack structure
The crack structure has an important role for the material transport properties.
The structure of the desiccation crack pattern in a paddy eld is related with
the diusion of the water necessary to the growth of the young rice plant. The
structure of the micro crack in the rock is related with the material transport
in the rock.
In the elds of the geology, the characterization of the rock texture using the
fractal geometrical analysis has been carried out. In the rock microstructure,
the micro crack exists, and it has an important role for understanding the
transport properties of the rock [98].
In the desiccation crack pattern, the fractal dimension has been also inves-
tigated in Ref. [15]. Colina and Roux have been analyzed the fractal dimension
of the largest crack cluster in the binarized image of the clay crack patten by
means of the density correlation method. They computed the density correla-
tion function, C(r), which was calculated by counting the number of pairs at a
distance r from each other which both belonged to the cluster. C(r) obeys the
power law if the pattern is a fractal, and the exponent of the power law char-
acterizes the fractal dimension. They have observed the characteristic scale of
length r at which the fractal dimension changes quantitatively. Below r, the
fractal dimension is nearly 1, which shows that the cracks are one-dimensional.
On the other hand, above r, the fractal dimension is less than 2, and it is
nearly 1:7. This result implies that the pattern is self-similar above r. They
have interpreted r as the length scale which the stresses are screened, so that
the existence of a crack prevents the creation of a new crack. Furthermore,
they have investigated the paste-thickness dependency of r, and they have
reported that r is proportional to the thickness.
In our desiccation crack pattern obtained by SPH calculation, by analysis
using the box-counting method, the fractal dimension is nearly 1:1 [99]. This
means that the cracks are nearly one-dimensional. Colina and Roux's result
makes us expected that the fractal dimension of the SPH desiccation crack
pattern may be nearly 1:7 in the simulation using the smaller thickness than
the present one; However, we have not been conrmed it yet. If we were to
observe it, the self-similarity could be explained by our model.
5.2.2 Crack generation
In the studies of fracture using the continuum, including our study, the crack
generation is articial. The crack generation is out of the continuum theory;
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Therefore, it is often modeled by the two ways: First one is regarding the point
where the characteristic stress exceeds a certain yield stress as the crack. This
way is used in many studies of fracture using the continuum, including our
study, and it is easy to model the generation and growth of crack; However,
the physical meaning is unclear. The characteristic size scale of the crack seed
is restricted to the size of the element in the calculation scheme, which corre-
sponds to, for instance, the eective length in SPH. In this way, the generation
of the crack seed and the crack growth are dealt with in the same way. The
validity dealing them with in the same way is unclear. Second way is assuming
that the crack seeds exist at the beginning in the material and the crack seeds
which satisfy a certain condition, such as Grith criterion [100], grow to the
macroscopic cracks. The Grith criterion is based on the elastic theory, and
it is that the crack seeds grow to the macroscopic cracks, which satisfy that
the loss of the elastic energy, owing to expanding of the crack, is greater than
the gain of the surface energy, owing to the growth of crack (see Fig. 5.7). The
physical meaning of this way is very clear; However, it is dicult to model
due to some reasons. One of the reasons is how to model the distribution of
crack seeds at the beginning. It is expected that the spatial distribution of
crack seeds corresponds to the characteristic pore size of water domain in the
paste; However, it is unclear. Even if the distribution is understood by the
experimental measurement or the calculation of the molecular dynamics, how
to introduce the distribution into the continuum theory is unclear. Recently, a
study which may enable us to introduce the crack seeds into the continuum the-
ory have been reported. Kitsunezaki [101] have been investigated the condition
of the crack generation in the desiccated paste by using the elastic theory. The
author have been introduced the spatial order parameter describing whether
the point is wet or dry, and the author have been formulated the Grith-like
criterion including the order parameter. If we regard the point in the state of
dry as the crack seed, we can naturally introduce the generation of the crack
seed into the continuum theory. The Grith-like criterion obtained by Kit-
sunezaki cannot be applied to our model directly; However, we may formulate
the Grith-like criterion suited to our model by the same way of formulation
with Kitsunezaki's one.
5.2.3 Choice of material parameters
In our continuum model, there are many material parameters of the paste.
However, most of them have never been measured exactly. That is because
it is dicult to measure the material parameters of the paste in the critical
cracking state which is dened as the state in which the initial crack begin to
be created in the bulk (i.e., region of the top surface of the paste). In our model,
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(a)? (b)?
Figure 5.7: The illustration of the crack growth in the Grith theory. The
gray region describes the domain in a large two dimensional elastic body,
including a crack tip. The elastic body suers stresses which are described
by blue arrows at the innitely remote boundary. (a) shows the domain
including a certain crack tip. (b) shows the same domain but the crack tip
is grown a little, which is indicates the red line. The dotted line indicates the
same crack tip with one in (a). If the crack is grown from the dotted one to
the red one, the elastic energy is released due to the expanding of the crack,
whereas the surface energy increases due to the increasing of the surface. If
the loss of the elastic energy is greater than the gain of the surface energy,
the crack grows. Inversely, if the loss of the elastic energy is smaller than
the gain of the surface energy, the crack does not grow.
the most important parameters which characterize the rheological properties
of the paste are the elastic constants and the viscosity. We have estimate the
order of the elastic constants preliminarily by a compression test of the paste
in the critical cracking state, and they has been used in the present simulation.
However, the validity of the value of the viscosity we used is unclear. There are
some studies investigating the viscosities of clay and soil [102, 103]; However,
they depend on the kind of materials and the other quantities such as the
temperature and the shear rate, and they take values in the wide range of the
order (102 Pa s  106 Pa s). The viscosity of the paste composed of water and
powder in the critical cracking state is expected to be in the range; Therefore,
we have chosen the value of the viscosity in the range.
In actual desiccating material, it is better to consider that the material pa-
rameters are time-dependent and spatially-dependent values rather than con-
stant ones. The simulations of model which has constant material parameters
may not be able to obtain the entire of the time evolution of the crack patterns.
Actually, in the case that the thickness of the paste is greater than the size of
linear dimension of the surface, the water content distribution along the depth
direction becomes the nonlinear form, and thus the material parameters such
as the elastic constants and the viscosity should be the depth-dependent value.
There is a numerical study investigating the depth-dependent property of the
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three-dimensional desiccation crack [68]; However, there are more parameters
than that of our model.
To know all material parameters may be not realistic; Therefore, it may
be necessary to try to new approaches. One of them is use of the data as-
similation [104]. In the simulation of the desiccation crack pattern using the
data assimilation, the material parameters are unknown variables rather than
constants. Before the starting of the simulation, we prepare the experimental
data of the time series of the pattern or the quantities possible to measure
such as the weight of the paste, the thickness of the paste, and so on. The
data assimilation method is to statistically estimate the spatial distribution of
the unknown variables by searching the distribution which can reproduce the
data most. The advantage of this method is that we can estimate the material
parameters which are unknown, spatially distributed, and time-dependent by
using the simple model of the paste desiccated. However, the disadvantage of
the method is that a number of the simulations must be carried out in parallel
in order to estimate the material parameters statistically. In order to overcome
the disadvantage, we must choose the solver which enables us to calculate our
model faster.
5.2.4 Material dependency
We have carried out the experiment of the desiccation crack pattern of the paste
composed of water and powder of magnesium carbonate hydroxide. As the pre-
vious experiment, we also had carried out the experiment of the desiccation
crack pattern of the paste composed of water and powder of calcium carbon-
ate in the same condition of the experiment using the magnesium carbonate
hydroxide. However, we could not conclude the existence of the dynamical
scaling property in this case. That is because the size distribution is unclear
due to the lack of the number of the fragments. In the experiment using cal-
cium carbonate, the crack width is very narrow, and the subdivision process
stops in a few stages. This causes the lack of the number of the fragments. In
the experiment using magnesium carbonate hydroxide, as shown in Fig. 4.2,
we can observe that the 4  6 times of subdivisions seem to occur up to the
end of time evolution. The number of the subdivisions can be estimated by
the decrease of the average size of fragments. Let us assume that the number
of fragments N is given by S0= hSi. Let NFin and N0 denote the numbers of
fragments at the nal stage and the origin of time, respectively. As shown
in Fig. 4.3, the average size hSi =S0 at the nal stage becomes about 2 % at
the origin of time; Therefore, the ratio N0=NFin  0:02. Assuming that the
dividing ratios are always 1=2, the number of subdivisions which occur from
the origin of time to the nal stage can be estimated by log2NFin=N0  5:6.
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The number of the subdivisions of the paste composed of water and powder
of magnesium carbonate hydroxide is greater than that of the paste composed
of water and powder of calcium carbonate. We currently consider that the
dierence in the number of the subdivisions results from the dierence of the
electric property [105]. The particles of the power of magnesium carbonate
hydroxide in water is not charged; Therefore, the particles precipitate. When
the particles fall and lie thick on the bottom, it is expected that the network
structure of particles is formed. The network structure can hold a lot of wa-
ter. Once the network structure is formed, the structure is durable up to the
beginning of the critical cracking state which is dened above. Then, when
the material is desiccated, it shrinks well. As a result, many subdivisions oc-
cur, and the crack width can be wider. On the other hand, the particles of
the power of calcium carbonate in water is charged; Therefore, there is the
Coulomb force between the pair of the particles. When the particles fall and
lie thick on the bottom, the Coulomb force prevents particles from forming the
network structure. The nal structure can not hold a lot of water, and the
water content becomes small. Then, when the material is desiccated, it cannot
shrink well. As a result, the subdivision process stops in a few stages, and the
crack width becomes narrow.
In our study, if the material can shrink and break endlessly, the dynamical
scaling property can be observed always. However, the real material cannot
shrink and break endlessly; Therefore, in the case of some materials which does
not shrink well, it is dicult to observe the dynamical scaling property. In order
to observe the dynamical scaling property using the material which does not
shrink well, it is necessary to prepare samples which are experimented at the
same time and obtain the averaged size distribution. Currently, we have not
yet carried out the experiment in which many samples of pastes are desiccated
at the same time. We expect that the paste composed of water and powder of
calcium carbonate can show us the dynamical scaling property if we carry out
the experiments at the same time.
5.2.5 Application and generalization of our work
Our result can be applied to guess the history of the fragmentation process of
the desiccation crack pattern. In the case that it is dicult to measure the dy-
namics, if we assume that the size distribution results from the fragmentation
process in which the dynamical scaling law is obeyed, we can guess the desic-
cation stress from the functional form of the size distribution. The functional
form of the tail of the size distribution corresponds to the functional form of
the lifetime. Then we can know the desiccation stress from the functional form
of the lifetime.
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We have modeled the desiccation crack pattern by using the viscoelastic
continuum including the contraction eect. This model can be applied to other
phenomena because our model is very simple. In the following, we discuss the
applicability of our study to other phenomena.
Fragmentation owing to thermal contraction
Some material show the fragmentation patterns owing to the thermal contrac-
tion [61,106]. Our model can be directly applied to such kind of fragmentations
by reinterpreting the desiccation stress as the stress owing to the thermal con-
traction. Especially, the viscoelastic layer fragmenting owing to the thermal
contraction is equivalent to our model. The size distribution of the crack pat-
tern of the layer of lava solidifying may show the dynamical scaling property
just like our result.
The columnar joints of lava result from the fragmentation owing to the
thermal contraction when the lava solidies gradually from the top surface to
the bottom. In the columnar joint, it is well-known that the shape of fragment
becomes prismal and the sizes of the polygons of the top surface of the fragment
seem to be uniform. The dynamical properties of the columnar joint have been
investigated well, wheres it seems that the statistical properties have been not
investigated well. If the modeling of the fragmentation process of the columnar
joint can be realized by our stochastic model, the statistical properties can be
understood deeply. For instance, the stochastic process taking the lifetime
depending on the size and the aspect ratio into account helps us to understand
the reason why the uniformly polygonal structure of the top surface of the
fragment is formed.
Aggregation process
Aggregation process is very ubiquitous phenomena such as the condensation
and the particle aggregation in a colloidal suspension. It is important to in-
vestigate the statistical properties of the aggregation process. For instance,
understanding the size distribution of the particle clusters in the colloidal sus-
pension may be useful to understand the rheological property.
The dynamical scaling property is observed not only in the process of the
desiccation crack pattern but also in the aggregation process such as cluster-
cluster aggregation (CCA) process [107{111]. CCA is modeled by the random
walkers who adhere to each other when they touch each other. The clusters
composed of the random walkers distribute spatially, and they grow with time
owing to the adhesion (see Fig. 5.8). The dynamical scaling property is ob-
served in not only CCA but also various aggregation processes [112{120].
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Figure 5.8: (a) Typical time evolution of the growth of the two dimensional
CCA pattern. The blue points indicate the random walkers. The random
walkers adhere to each other and form the clusters. As time step passes, the
big clusters form, and nally one big cluster forms. (b) The time evolution
of the raw cluster size distribution. The dierence of colors indicates the
dierence of elapsed time. (c) The time evolution of the scaled size distri-
bution by average size. We can conrm that the dynamical scaling law is
obeyed.
Our stochastic model can be applied to the aggregation process. When we
model the aggregation process by using the modied Gibrat process, we take
into account the increasing ratio instead of the dividing ratio. The \lifetime"
in the aggregation process can be interpreted as the characteristic time scale in
which the size of cluster grow. Analogizing to our result, because the average
size of clusters should increase with time, the lifetime of the clusters should
be an increasing function of the size. It is necessary to understand the origin
of the lifetime for modeling the aggregation process by the modied Gibrat
process.
It is interesting that both the process of the desiccation crack pattern and
the aggregation process exhibit the dynamical scaling law even though they
are inverse phenomena. Using the modied Gibrat process, we may deeply
understand the dynamical scaling property in both cases.
Other fragmentation and/or aggregation processes
The modied Gibrat process was developed on the basis of the fragmentation
process of the desiccation crack pattern. However, it can be applied to other
fragmentation and/or aggregation processes by using the lifetimes correspond-
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ing to the phenomena. It may be applied to not only the physical problems
but also the social problems such as the size distribution of the family name,
the municipalities, the wealth, and so on. Measuring the actual lifetime of the
objects, we can make the model and analyze it. We hope that the modied
Gibrat process is useful for understanding the various material fragmentation
and/or aggregation phenomena.
5.3 Conclusion
We investigated the dynamical and statistical properties of the desiccation
crack pattern. We rst reproduced the time evolution of the desiccation crack
pattern by performing the SPH simulation of the viscoelastic continuum model,
and then we discovered the dynamical scaling property on the size distribution.
Next, in order to understand the reason why the dynamical scaling property
exists, we proposed the stochastic model on the basis of the Gibrat process.
Finally, we carried out the experiment of the desiccation crack pattern of the
actual paste in order to compare with our theory. Our main results of this
study are as follows:
1. The realistic desiccation crack pattern is reproduced by the computer
simulation.
2. The dynamical scaling law of the size distribution is observed theoretically
and experimentally.
3. The dynamical scaling law results from the lifetime of the fragment, given
by the power function of the size.
We hope that this study contributes the future works of the desiccation
crack pattern and helps us to understand other phenomena.
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Gibrat process with a constant
lifetime
The master equation of markovianized modied Gibrat process with a constant
lifetime is introduced in Chap. 2 as
@P (S; t)
@t












In this appendix, we derive an exact solution of Eq. (A.1) and asymptotic
solution with an initial condition, P (S; 0) = (S   1).
A.1 Exact solution
We make a change of variable:
x = logS: (A.2)




=  Q(x; t) +
Z 1
0
drg(r)Q (x  log r; t) ; (A.3)
where Q(x; t) is a function dened as
Q(x; t) = P (ex; t) ex: (A.4)
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The Fourier transformation of Eq. (A.3) respect to x is given by
@ ~Q(k; t)
@t
= (w(k)  1) ~Q(k; t); (A.5)




dx exp ( ikx)Q(x; t); (A.6)






dk exp (ikx) ~Q(k; t): (A.7)




drg(r) exp ( ik log r) : (A.8)
The initial condition of P (S; t) gives the initial condition of ~Q(k; t) as ~Q(k; 0) =
1. Equation (A.5) can be solved easily and its solution is given by
~Q(k; t) = exp [(w(k)  1) t] : (A.9)







dk exp [ikx+ (w(k)  1) t] : (A.10)
As a consequence, P (S; t) is given by





dk exp [ik log S + (w(k)  1) t] : (A.11)
A.2 Asymptotic solution
Let us consider the asymptotic behavior of Eq. (A.11). In order to obtain
it, we investigate the asymptotic behavior of Eq. (A.10). First, we derive
the average and variance of x by the calculation of the cumulant-generating
function. Next, we assume a normalization of the variable using the average and
the variance. Then we show that the normalized solution becomes a standard
normal distribution under the limit t ! 1. Finally, we show that Eq. (A.11)
behaves as a lognormal distribution with t!1.
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A.2.1 The moment and the cumulant of the exact solu-
tion













































Eq. (A.12) is reduced to
cn =
dn
d ( ik)n [exp [(w(k)  1) t]]k=0 : (A.14)










dr g(r) exp [z log r] : (A.16)








= exp [(W (s)  1) t] :
(A.17)
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The cumulant-generating function K(s) is obtained by using Eq. (A.17) and
given by
K(s) = logM(s)











dr g(r) (log r)n : (A.19)
As a result, we nd that all cumulants of x are proportional to t. Especially,
we nd that the average  and the variance 2 are given by tm1 and tm2,
respectively.
A.2.2 The normalized solution





Under the normalization, Q(x; t) is written to the distribution of y as






dk exp [ik (+ y) + (w(k)  1) t] : (A.21)
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A.2.3 The moment and the cumulant of the normalized
solution











































































where we have applied a change of variable l = k at the second line from
























































Furthermore, the cumulant-generating function K^(s) is given by
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Here, we investigate the asymptotic behavior of Eq. (A.27). Using  = tm1,




































The form of K^(s) is equivalent to that of the standard normal distribution.












A.2.4 The asymptotic behavior of P (S; t)






























Moreover, changing the variable x to S, we obtain the asymptotic behavior of
P (S; t) as
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This result implies that, when t!1, P (S; t) behaves as the lognormal distri-
bution just like the original Gibtat process. However, the parameters charac-
terizing the functional form are slightly dierent.
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