ABSTRACT The deep convolutional neural networks and residual networks have shown great success and high-quality reconstruction for single image super-resolution. It is clearly seen that among the bestknown super-resolution models, deep learning-based methods demonstrate state-of-the-art performance. In this paper, we propose a deep differential convolutional network (DCN) for single image superresolution (SRDCN). The proposed DCN is a novel convolutional network, which is composed of convolutional layers, parametric rectified linear units (PReLU), and the identity skip connection. Different from other deep learning-based methods which complete the reconstruction by learning the mapping function between low-resolution and high-resolution images, the proposed algorithm makes changes to the way of reconstruction. In the proposed network, we use DCN to obtain the reconstructed images and the differences between the low-resolution and reconstructed images in the reconstruction process. Then the differences combined with the original low-resolution image and the reconstructed image that from the last DCN are used for final reconstruction. In addition, the loss function is more rationally designed and optimized in this paper. The proposed loss function contains three parts of loss: feature loss, style loss, and mean squared error (MSE) loss. These losses will be used to supervise the structure and content of the reconstructed image. The experimental results prove that the proposed model is superior to many state-of-the-art super-resolution methods in terms of both peak signal-to-noise ratio (PSNR) and structural similarity index metrics (SSIM).
I. INTRODUCTION
Single image super-resolution (SISR) plays a vital role in digital image processing. It is also a classic issue in computer vision which finds numerous applications in medical image [1] , [2] , surveillance [3] , satellite imaging [4] , and face recognition [5] . The goal of SISR is to generate a high resolution (HR) image with clear details from a low resolution (LR) image. The LR image is generally considered to be a bicubic downsampled version of the original HR image in many studies. Since there are multifarious solutions for any given low-resolution pixel, the super-resolution (SR) is usually regarded as an ill-posed problem.
Many methods have been proposed for super-resolution, and they can be roughly divided into three kinds:
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang. regularization-based, interpolation-based, and learning-based models. Regularization-based methods are more concerned with sequence images. This kind of methods mainly performs super-resolution reconstruction through building the regularization that based on local or nonlocal constrains [6] - [9] . However, since the constraint of basic similarity is defined on the LR space, the performance of these regularizationbased methods tends to decrease rapidly as the scaling factor increases. Interpolation-based super-resolution methods restore the degraded images by using some upscale algorithms which are based on smooth functions [10] , [11] . Owing to the use of low order polynomials, most of these methods produce very smooth reconstructions that do not include sharp edges or fine textures. In recent study, these deficiencies have been partially addressed by the learning-based approaches. With the machine learning algorithms, these learning-based methods aim at establishing the nonlinear mapping between the LR and HR patches. Compared with the other two approaches, the learning-based methods show superior performance in terms of PSNR and SSIM.
The recent and popular learning-based methods include three categories: neighbor embedding approaches [12] - [15] , sparse coding approaches [16] - [20] , and convolutional neural network (CNN) [21] - [24] approaches. Neighbor embedding approaches assume that the LR patches are lowdimensional embedding of HR patches. They usually use subspaces or manifold methods to establish the relationship between the LR and HR patches. The sparse coding approach for super-resolution is firstly introduced by Yang et al. [17] . Based on sparse representation, these sparse coding SR algorithms can learn compact LR and HR dictionaries through regularized optimization. The convolutional neural networkbased (CNN-based) methods utilize the back-propagation approach [25] to train on numerous and abundant datasets to obtain the mapping function between LR and HR patches. These CNN-based approaches have been proved to effectively capture natural image structure. However, the improved performance comes with some limitations. First, a deep network and a large amount of parameters are needed for better mapping from LR images to HR images. Some approaches even take several days for the training with very sophisticated graphical processing units (GPUs). Second, some approaches have complex network structures but little improvement in performance.
In this paper, a novel CNN-based method is proposed for single image super-resolution. Different from other deep CNN-based methods which complete the SR reconstruction by learning the mapping function between low-resolution and high-resolution images, the proposed algorithm adopts a completely different reconstruction mode. By designing a differential convolutional network (DCN), we can easily get the difference of each pixel between the LR and reconstructed images in the reconstruction process. Combined with these differences, the LR image will be restored to a SR image. While, the reconstructed image from the last DCN will be also restored to a SR image. With different weights, the two SR images are used to reconstruct the final SR image. Furthermore, to achieve better supervision, a more rational loss function is designed in this paper. The proposed loss function consists of feature loss, style loss and MSE loss. These losses will make the reconstructed image as similar as possible to the target image both in structure and content. The experimental results have proved that the proposed SR method can provide more sharp edges and fine texture. Compared with other state-of-the-art CNN-based methods, the proposed algorithm achieves superior performance.
II. RELATED WORK
In recent years, many methods based on CNN have been proposed and widely applied in SISR and achieve dramatic improvements. In general, most of existing CNN-based methods can be considered as parametric models. The goal of parametric model is to design a batch learning path from LR space to HR space. As fixed values, the model parameters are obtained from training. For instance, Wang et al. [26] encode sparse representation prior into the feed-forward network with the help of the learned iterative shrinkage and thresholding algorithm (LISTA) [27] . Dong et al. [24] train a three-layer full convolutional network for SISR (SRCNN). In their method, the input images are magnified with the bicubic interpolation. After that, by designing a deeper and narrower network, Kim et al. [22] further improve the SRCNN method. In addition, with the deeply-recursive convolutional network (DRCN), Kim et al. [23] present a high-performance architecture which allows remote pixel dependency while maintaining a small number of model parameters.
Since the residual network (ResNet) architecture is proposed by He et al. [28] , the algorithm based on ResNet is successfully applied to SISR (SRResNet) [29] . Meanwhile, SRResNet also combines the generative adversarial network (GAN) [30] which shows excellent performance for recovering fine texture details. However, original residual network is proposed to solve the image classification problem. Thus, it is suboptimal for applying the residual network architecture directly to super-resolution without much modification.
To solve these problems, Lim et al. [31] propose an enhanced deep residual network to improve the result of SR reconstruction. In this model, they optimize the ResNet architecture by removing the batch normalization layers to improve the performance of ResNet. After that, Liu et al. [32] further improve the ResNet and propose a multi-branch deep residual network for SR reconstruction.
Furthermore, many other CNN-based methods have been applied to SR scenario, such as bidirectional recurrent convolutional network [33] , collaborative local auto-encoder [34] and so on. These methods regard SISR as an image restoration problem and often use the convolutional network without pooling and fully-connected layers to achieve the SR reconstruction. Due to the strong ability of CNN to fit the highly nonlinear regression problem, the CNN-based SR approaches have shown superior performance and achieved improved results. In addition, the upscaling strategies that adopted in CNN-based methods can be roughly classified into two main kinds: some methods initially upscale the LR input to highresolution and then restore the HR input through reconstruction network [22] - [24] , [35] ; the other methods reconstruct the LR input directly with the convolutional networks and output the SR result in the last layer [36] .
Besides the network architecture, the loss functions also play a vital role for the reconstruction quality. As the most extensive loss function, MSE loss has been widely used for image SR reconstruction. By minimizing the MSE loss, the pixel-wise averages of plausible solutions can be found. But these solutions are usually too smooth and therefore provide poor perceptual quality. Meanwhile, it is difficult for MSE loss to deal with the uncertainty inherent when restoring the lost high-frequency details. In order to solve these problems, combined with adversarial training, Dosovitskiy and Brox [37] present the loss functions that based on Euclidean distances to compute in the feature space of networks. Similarly, Johnson et al. [38] and Bruna et al. [39] propose a loss function based on the Euclidean distance between feature maps which are extracted from a pre-trained visual geometry group (VGG19) [40] network. This type of loss function has obtained perceptually more convincing results in super-resolution.
III. PROPOSED WORK
In this section, the details of the proposed differential convolutional network units including the interior structures and mathematical expressions will be first introduced. Next, the structures of our network, containing the numerous layers of the network and the channels of each layer, will be demonstrated. The loss functions and some training skills are provided in the following part.
A. DIFFERENTIAL CONVOLUTIONAL NETWORK (DCN)
Generally, the deeper the network is, the more power it will have. In order to achieve better mapping between LR and HR images, the network need to be designed very deep. However, it will be difficult to train such a deep network because of the vanishing gradients [41] . To solve the degradation issue, the residual network is proposed, which exhibits superior performance in the computer vision problems that from the low-level to high-level. Since the residual network can solve the training problem, some algorithms based on residual network for super-resolution are designed to be complicated. In this study, we propose a differential convolutional network to simplify the reconstruction process.
As illustrated in Figure 1 , the differential convolutional network is composed of convolutional layers, the parametric rectified linear units (PReLU) [42] , and the skip connection. Rather than using rectified linear unit (ReLU) activation function, DCN uses PReLU for training. More importantly, dual output channels are adopted in the proposed network architecture. This network structure allows us to calculate the differences between LR and HR images. Following the DCN model, this unit can be defined as:
where, x is the input of the DCN model, and x original refers to the original LR input. Here, Y and L are the outputs of the DCN model. Meanwhile, Y is regarded as the reconstructed image in the reconstruction process. And L is considered as the difference between the LR and reconstructed image. Hence, L can provide more low-level features and sharp edge and fine texture details which are easy to lose as the network deepens. The operator f denotes the function which represents the transformations of all the convolutional layers and the parametric rectified units in the DCN model. In addition, w represents the weights.
B. MODEL ARCHITECTURE
The proposed model architecture will be elaborated in this section. From the observation in Figure 2 , the proposed network consists of convolution layers, differential convolutional networks, and sub-pixel convolution layers [36] . According to the model architecture, the first convolution layer extracts the feature maps from the original lowresolution input I LR . Then the extracted feature maps are sent to the first DCN. With the extracted feature maps, the first DCN will produce two outputs. One output Y 1 is sent to the next DCN, and the other output L 1 is used to combine other differences provided by other DCNs for the SR reconstruction. The last output Y n from the last DCN will be sent to the convolution layers and sub-pixel convolution layers which works as reconstructing super-resolution images. Same to Y n , the original input I LR combined with the differences {L 1 , L 2 , · · · , L n } from all DCNs with different weights {w 1 , w 2 , · · · , w n } will be also sent to other convolution layers and sub-pixel convolution layers. In this way, the second branch of the proposed network can provide more low-level features and sharp edge and fine texture details for final SR image reconstruction. After that, we will get two intermediate predictions. And the final output I SR is the weighted average of the two intermediate predictions.
In the proposed architecture, only five DCNs are used with very few parameters and the computation complexity is reduced greatly. The kernel sizes of the all convolution layers are set to 3 × 3 that allows the hidden states to be passed to adjacent pixels. For the final SR reconstruction, the weights w 6 and w 7 are about 0.75 and 0.25. Specifically, an efficient sub-pixel convolution layer [36] is adopted in the proposed model, which learns a set of filters to upscale the final LR feature maps into the HR output. The sub-pixel convolution layers will accelerate the SR reconstruction during training.
C. LOSS FUNCTION
To achieve high-quality SR reconstruction, especially the restoration of the sharp edges and fine textures, two perceptual loss functions are adopted in this study. These loss functions utilize a loss network φ that is pre-trained for image classification to measure the high-level perceptual and semantic differences between the output image I SR and the target image I HR , which means that these perceptual loss functions are themselves deep convolution neural networks. In this study, the pre-trained 19 layers VGG network based on the ReLU activation layers is regarded as the loss network φ. The φ z represent the feature maps obtained by the z − th convolution layer. Then the feature loss is defined as the Euclidean distance between the feature representations of the output image I SR and the target image I HR :
where, C z × H z × W z describes the shape of the feature maps φ z within the VGG network. As described in [38] , the feature loss focuses on encouraging the reconstructed image I SR to be similar to the target image I HR in perception, but not the exact match. Minimizing the feature loss, image content and overall spatial structure are preserved but color, texture, and exact shape are not. In order to obtain the differences in style, such as colors, textures, common patterns, and so on, following Gatys et al. [44] , [45] , we define the style loss as:
The Gram matrix ψ φ z ∈ R C z ×H z ×W z represents the style information at the z − th convolution layer. Each element ψ φ z i,j is defined as the inner product between the feature maps i and j:
Here, F φ z is computed by reshaping φ z into a matrix of shape C z × H z W z . Then the total style loss is described as the weighted sum of style losses from each layer z ∈ Z :
Furthermore, we use the MSE loss to represent the pixel differences between the output image I SR and the target image I HR :
where, N and M denote the dimensions of the I SR . Then the final loss function is defined as:
Here, λ 1 , λ 2 , and λ 3 are used to represent the weights of the partial loss, which are treated as scalars.
IV. EXPERIMENTS A. DATASETS
Following other works on SISR, we use a relatively small dataset that consists of 91 images from Yang et al. [17] and 350 thousand random images from the ImageNet database [42] as the training dataset. And for a fair comparison, the proposed algorithm is tested on the standard datasets: Set5 [46] , Set14 [47] , BSD100 [48] , Urban100 [49] , and DIV2K [50] .
B. TRAINING DETAILS AND PARAMETERS
In experiments, the input patches of size 24 × 24 from LR images are used in training with the corresponding HR patches. Same to other works, the LR images is obtained by using bicubic kernel to downsample the HR images with scaling factors of ×2, ×3, and ×4. For instance, downsampling with a factor of ×2 means reducing an N × N image to an
image by throwing away every other row and column. The weights in all layers are initialized in the same way described in He et al. [42] . And the total weights that used in the proposed network are about 0.12M. In addition, the proposed network is trained with ADAM by setting β 1 = 0.9, TABLE 1. The comparisons of average PSNR(dB) and SSIM among different SR methods on datasets Set5, Set14, B100, Urban100, and DIV2K for scale factor ×2, ×3, ×4.
TABLE 2.
The comparisons of average PSNR(dB) and SSIM among the CNN-based methods on datasets Set5, Set14, B100 , Urban100, and DIV2K for scale factor ×2, ×3, ×4. The all operations on the proposed model are implemented by using the deep learning library Tensorflow on a NVIDIA GTX 1080 GPU. To make a visual comparison between our method and other state-of-the-art methods, PSNR and SSIM is applied to evaluate the reconstruction quality. Moreover, we use public codes for other SR methods that are compared in this paper. And since the human vision is much more sensitive to details in intensity than in color [51] , similar with other algorithms, we deal with luminance components only in all experiments.
C. COMPARISONS WITH STATE-OF-THE-ART METHODS
The qualitative and quantitative comparisons between the proposed algorithm and other state-of-the-art works are provided in this section. To examine the performance of the proposed algorithm, three versions of the model is run in the experiments for three different scale factors of ×2, ×3, and ×4. In Table 1 , we illustrate the quantitative comparisons from the proposed method, Bicubic, LLE [12] , ScSR [17] , ASDS [52] , ANR [14] , SelfEx [49] , and A + [53] on the benchmark datasets. In these works, we focus on comparing the proposed method with the SR methods that are not based on CNN. Table 2 presents the quantitative results among some CNN-based methods, such as SRCNN [24] , VDSR [22] , GUN [54] , DRCN [23] , SRRestNet [29] , and our model. It is clear from these quantitative results that the proposed method achieves the best performance among the compared methods in terms of PSNR and SSIM. In particular, the objective data obtained by the proposed method are higher than that is achieved by using other methods when the images are magnified with higher scale factors.
For visual and qualitative comparisons, in figure 3 , 4, 5, we show the reconstruction results of Bicubic, A+ [53] , SRCNN [24] , GUN [54] , DRCN [23] , SRResNet [29] , and the proposed model with a scale factor of ×4. Overall, the performance of the proposed model is more attractive than those state-of-the-art methods. In addition, the comparisons of SR results among Bicubic, LLE [12] , ScSR [17] , ASDS [52] , ANR [14] , RFL [51] , SelfEx [49] , A+ [53] , SRCNN [24] , VDSR [22] , GUN [54] , DRCN [23] , SRRestNet [29] and the proposed method are shown in figure 6, 7, 8 . From the visual experimental results presented, the proposed model can provide more vivid texture regions and sharper edges and achieve significant improvement performance compared with the other SR methods. In addition, in order to show the reconstruction results of the proposed network, we perform the comparisons between our network and SRResNet in figure 9 and figure 10 . From the comparison results, the proposed network can achieve better SR reconstruction. In summary, the proposed method outperforms the other algorithms in terms of the objective quality of the SR image. From the experimental results, the proposed method exhibits superior ability to restore the detail areas and the edge region than the other state-of-the-art SR methods.
V. CONCLUSIONS
In this study, an efficient super-resolution method based on deep differential convolutional networks has been proposed for high-quality image restoration. The proposed superresolution method is mainly composed of the differential convolutional networks which are firstly proposed. Each differential convolutional network contains one skip connection and two convolution layers that are followed by PReLU activation layers. Based on the differential convolutional networks, the proposed method achieves improved performance than other state-of-the-art super-resolution methods with very few parameters on pubic benchmark datasets. In addition, a more perceptual loss function is adopted in this paper. With the proposed loss function, our approach can restore the super-resolution images with more vivid texture and sharper edge regions than other super-resolution methods. The experimental results demonstrate that the proposed method can promote and improve the performance of single image superresolution. In the future, we will continue to deeply study and analyze the problem of single image super-resolution and expect to find better rules and strategies for higher-quality reconstruction.
