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Abstract 
Heinrich, K., K. Kim and V.K. Prasanna Kumar, Perfect latin squares, Discrete Applied Mathematics 
37138 (1992) 281-286. 
We introduce new latin squares called perfect latin squares which have desirable properties for parallel 
array access. These squares provide conflict free access to various subsets of an 12’ x 12’ arrzy using nz 
memory modules. We present a general construction method for building perfect latin squares of order 
n2 for all n. Some useful properties of the latin squares built by our construction method for parallel 
array access are also identified. 
1. Introduction 
The parallel array access problem is to store an Nx N array into M memory 
modules such that no memory conflict occurs when various subsets of size N of 
the array (rows, columns, diagonals and N 1’2 x N”’ subarrays etc.) are accessed 
[ 1,2,5]. A memory conflict is said to occur when more than one processing element 
wants to access the same memory module. The importance of the paraliei array 
access problem can be understood in terms of the number of interconnection et- 
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Fig. 1. A shared memory system. 
work passes needed to access data. Figure I shows a typical shared memory system 
where processing elements PE,, PE,, l , PEN_ 1 are connected to memory modules 
M,,M,, .-., M,,,,_l via an interconnection etwork so that each processing element 
can access each memory module. At each pass of the interconnection etwork each 
memory module can be accessed by at most one processing element. In an extreme 
case, if every processing element wants to access data which reside in memory 
module M,, then A7 passes of the interconnection etwork will be needed tc bring 
the data to appropriate processing elements. The most desirable situation occurs 
when each processing element wants to access data from a different memory 
module. That is, there is a one-to-one relation between the processing elements and 
the memory modules so that no memory conflict occurs. 
A skewing scheme is a mapping of elements of an NX N array into memory 
modules so as to provide conflict free access to various subsets of the array. Subsets 
of particular importance are rows, columns, diagonals and subarrays ince they are 
frequently used in many scientific computations [2,5]. Figure 2 shows two examples 
of skewing schemes in which the array A = (ai,j) of order 4 is to be mapped into 
four memory modules 0, 1, 2. 3. In each example the array element ai,i is stored 
in the memory module written below it. In Fig. 2(a) it is easy to see that, if any col- 
umn is to be accessed, four passes are needed as in each pass at most one item of 
data ccan be retrieved from each memory module. On the other hand, in the skewing 
scheme of Fig. 2(b) only one pass is needed to access a given column as all array 
elements of a column are to be found in different memory modules and thus can 
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Fig. 2. Two skewing schemes. 
EOSSZSPTL 
PTLEOSSZS 
SZS~ILEOS 
09828SILP 
TAP096289 
ZSSTAPOSE 
9608SZLPT 
LPl9608SZ 
8SZAPTSCO 
=d 
lnoy@% passam? aq ~133 sarmbsqns U~EW pun slm~o%!p ‘SUWnIO3 ‘~~01 uayl 
‘(pU5_f‘p() '%I alnpow ~~0uxx.u ayl II! pa.101~ s! ( %_I) = t/ xyxu ayi jo % luau 
-ala &JJIZ ‘si 113ql) awayx ~I.I!M~ e se pasn s! (%f) =d a,rmbs uyl lmjlad e Jo 
‘6 iapmo jo amnbs 
ugt?l vajlad B s! c ‘%~d UT u~oys d amnbs aye wmnbsqns U~EW sy jo &IV ul amo 
ueyi aour sisaddx? loqwlcs ou l~yl yms zu UPJO jo aambs u!&y px.108~~p E aq 01 
$4 lap10 JO avnk~ wyv] lx$iad B au!jap a& xmnbsqns uy~.u B pa~p?a s! “!s aambs 
-qnsayl ‘(Upo~)~~~pu~(UpO~)~~~U~~M'{~-U~~‘~~~:(~+~‘~+~)}~l~S~~~3 
asoy~ aambs u x u UB SB zu iapio jo mnbs uyy B jo ‘u - $A r[‘! 50 “2~ avnbs 
-qns e awjap a~ $1 (p 3 u) u iapio AXI? jo saisnbs uyz~ ~tmo%~!p lmijsuoa 01 po 
-ylaW Il?laua% B PaMOyS hIa%laf> 'r#j ‘(~-U‘~**‘~‘o)3[‘~ IIt? 10j~-~-"‘~9#!-~-ub~9 
put? (‘!9#!‘!9 ‘s! leyl fslI?uo%t?~p u!?m OMl sq jo ICUE? u! auo utql alour sleaddtz 
loqwhs ou i~?qi yms ambs ugel B sl u iapio jo (!‘!9) = 8 avnbs u!lvl ~vuo8mp v 
suogugaa l z
l slcqjuo3 ~1ouIauI 1noyqM passa3 
-3~ aq UB~ (saznbsqns pm slm~o%mp Wnunlo3 ‘~~01) rCzlle ut2 jo slasqns %xysalal 
-u! rCuew %way~s %u!mays SE smmbs ugt?l mjiad %ysn l ssam h?iit! laIpmd 
ioj sayiadoid Injasn amq qqq~ samnbs ~1~1 laajxad pa[ltm smmbs U!II?I M~U amp 
-OllU! C#M ‘rjI?llB zUXzU UB j0 SQSlqnS SnO+?A 01 SS333B aalj 13!JjUO3 aAa!y3E Ok 
•~CBIJB aql jo p azjs jo slasqns snopA uy 3x0 
ueqi ;IIOW smdde IoquAs ou ley~ yms aienbs z~ x zu UB pI!nq 01 MOH 
:SMOllOj SE palEIs aq uB3 uraIqold ~~333~ 
hXlle ~alpmd aql asI?3 l@!yM UT ‘z u =N = w awa aq'l ~apisuoa 3M ‘laded syl UI 
wtun~o3 
puesMoJ qloq 01 SSXDB aalj 13!IjUO3 SMO1~I?(q)~~ln%~~ l ~~SnOaUE?,~nw~S p3A3!11313q 
284 K. Heinrich et 01. 
Theorem 1. For al( n, there exists a perfect latin sqrrare of order n2. 
Proof. The case n = 1 is trivial and a perfect latin square of order 22 = 4 is given 
in Fig. 2(b). For 1113, let A = {A% OS i, Jo n - l}, where A’*j is a latin square 
of order n with entries from (0, 1, . . . , n - 1} so that cell (j,i) contains i and cell 
(n - 1 -j, n - 1 - i) contains j. The existence of sash latin squares is a simple exer- 
cise. However, we will later give an explicit construction which will be used for ad- 
dress generation. Let S=(b,j) be a latin square of order n, also with entries from 
(OJ,..., n - l}. Let C = BX A = (Cj,j) be obtained by replacing entry bj,j of B by the 
matrix n*b,jJ+A’*i where J is the n x n matrix with all entries one. Let P= (Pj,j) 
be obtained via Pni+j,k =C,u+i,k* 
Now, we will show that P is a perfect latin square. It is easy to see that P is a 
Latin square and no symbol appears more than once in any ma.5 subsquare. Suppose 
a symbol appears more than once in the main forward diagonal. Then there exist 
i, j, k and I, i# k or j# I, such that 
From the construction of P, 
=neb +-ahi j,i r,jg 
where ai; represents the content of cell (i, j) of square A’*‘. From (I), we get 
bj,i = bl,k (2) 
and 
&.i 4 k 
‘,J 
= ak,,. (3) 
From the construction of the Aiti, 
From (2), we have, in latin square B, bj,i= bj,k where i#k, a contradiction. The 
same argument can be applied to the main backward diagonal. Hence P is a perfect 
latin square. q 
There are more properties useful for parallel array access in the perfect latin 
squares built from the construction method shown in Theorem 1. For example, it 
is easy to see that all subsquares Si,j*,ls O<i~n~-n, Oljrn-1, are accessible 
without memory conflict. An immediate consequence of this observation is that no 
symbol appears more than twice in any subsquare Si,j, Osi, j& - n, and hence 
the degree of memory conflict (that is, the maximum number of processing elements 
which want to access the same memory module) for any such subsquare is at most 
two. Another set of interest is the set of elements whose coordinates are the same 
within each main subsquare. Let a sane position SPi,i of a latin square A of order 
Perfect latin squares 
n2 be defined as follows: 
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SPi,j = {a,,-,: k=i (mod n), l=j (mod n)}, Osi,jrn-1. 
It is easy to see that no memory conflict occurs in any SPi,j of a perfect latin square 
built from our construction method. 
4. Explicit construction of Arj 
Suppose we are using a perfeLt Iatin square P as the skewing scheme to store an 
array A. During a parallel computation, a processing element should know the 
memory module Pi9j which has the data ai.j it needs. The address generation is to 
compute Pi,j from i and j. Since P can be vary large, and storing the complete 
square r” in the memory may be impractical, it is desirable to have a method to com- 
pute Pi,j efticiently given i and j. In what follows, we show a construction method 
to build the Ai9j which satisfy the property needed in Theorem 1; that is, cell (j, i) 
contains i and cell (n - 1 -j, n - 1 - i) contains j. For this construction method, the 
computation of Pi,j can be performed without storing the complete square P. 
Let A = (a&, ar,s - -r-s (mod n). Each Ais’ will be constructed from A. Fix i and 
j and let aj, i =X and a, _ 1 _j,n _ I_ i =Y. Construct A’*-’ as follows: 
Assume first that if j: 
l If x=i and y=j, put Aisi=A. 
l If x = i and y # i, j, exchange the elements y and j in A. 
l If acf i, j and y = j, exchange the elements x and i in A. 
l If x = j and y = i, exchange the elements i and j in A. 
l If x = j and y # i, j, replace the element j of A by i, y of A by j and i of A by y. 
l Ifx+i,jandy=i,replacetheelementsiofAbyj,xofAbyiandjofAbyx. 
l If xf i, j and y # i, j, x, exchange the elements x and i, and y and /. 
l If x=y a simple exchange of elements will not work. First exchange column i 
ofAwithcolumn~ofA,t#n-1-i,toobtainA’=(a~,,).Clearly~~~f~~_~_~,n-~-~ 
so we can apply one of the previous cases. (Note that ~=y is only possible when 
n is even.) 
Finally, if i==j, then in A, aj,i-a,_l-j,n_l_i=O: 
l If i=O, put A”j=A. 
l If i#O, exchange lements 0 and i in A. 
5. Conclusion 
This paper introduced perfect latin squares to solve a class of parallel array access 
problems. Using perfect latin squares as skewing schemes, many subsets of an 
n2 x n2 array (rows, columns, diagonals, main subsquares, etc.) are accessible 
without memory conflicts. We gave a construction method to build perfect latin 
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squares of order n* for any n (special construction methods for parallel array ac- 
cess can be found in [4]). There remains more work to be done around perfect latin 
squares inc!uding providing conflict free access to various other subsets of interest, 
the construction of perfect latin squares with fast address generation, and the 
development of simple and efficient interconnection etworks which can be used 
alcng with these squares. 
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