The increasing use of white LEDs for indoor illumination provides a significant opportunity for Visible Light Positioning (VLP). The challenge is to design a small, unobtrusive sensor that can be incorporated into mobile devices to provide accurate measurements for triangulation. We present experimental results for a novel angle of arrival (AOA) detector that has been designed for use in a VLP system. The detector is composed of a transparent aperture in an opaque screen that is located above a quadrant photodiode (PD), separated by a known vertical distance. Light passing through the aperture from an LED casts a light spot onto the quadrant PD. The position of this spot, coupled with knowledge of the height of the aperture above the quadrant PD, provides sufficient information to determine both the incident and polar angles of the light. Experiments, using a prototype detector, show that detector is capable of accurate estimation of AOA. The root mean square errors (rMSE) were less than 0.11° for all the measured positions on the test bed, with 90% of positions having an rMSE of less than 0.07°. 
Introduction
Demand is increasing for a reliable and economical indoor positioning system [1] . Visible light positioning (VLP), using the new receiver we describe in this paper, has the potential to meet this demand. Recent research has shown that VLP using lighting LEDs can provide extremely accurate indoor positioning information and the increasing uptake of energy efficient LED lighting means that VLP has the potential to become a ubiquitous technology [2, 3] . VLP is based on visible light communication (VLC). In VLC, the light transmitted by the LEDs in luminaires is modulated and used to transmit data. In the case of visible light positioning (VLP), the luminaires transmit information about their position and so act as beacons in a positioning system. Receivers, using photodiodes (PDs) or image sensors, can detect these signals and use them to determine the position of the receiver.
Many different approaches to VLP have been described in the literature [4] . These include techniques based on received signal strength, time of arrival, time difference of arrival, fingerprinting, and angle of arrival (AOA). A number of theoretical and experimental papers have shown that in particular circumstances each of these methods can provide accurate positioning, but each has significant disadvantages.
Received signal strength [5] [6] [7] is a popular and relatively straightforward method in which the power of the received signal is used to estimate the distance between the transmitter and the receiver. The main limitation of received signal strength is that it relies on accurate knowledge of the radiation pattern of the transmitter, the channel, and the transmitted power. In practice these may be difficult to ascertain and may change over time. Time of arrival [8] and time difference of arrival [9] , depend on measuring the times of arrival of signals from different transmitters. Time difference of arrival is very successfully employed in GPS, but an accurate atomic clock is required in each GPS transmitter and all the clocks must be precisely synchronized in order to measure the time differences. This is unsuitable for VLP due to the additional expensive infrastructure and the difficulty in measuring extremely small time differences. The disadvantage of fingerprinting methods is that, before any positioning can take place, measurements must be made and stored for known positions throughout the scenario [10] .
AOA systems depend on measuring the angle of arrival of signals from a number of different transmitters and using this information for triangulation-based positioning. Appealingly, the transmitters need not be synchronized or of known power. The challenge for AOA systems is the design of suitable angular diversity receivers. A number of different receivers have achieved this, either using PDs [11] [12] [13] or cameras [14] [15] [16] . Many of those using PDs have three dimensional structures with the PDs facing in different directions. In [11] , tilted PDs in a pyramidal type structure are used, while in [12] a cubic receiver is described. The practical disadvantage of these structures is that they cannot be easily incorporated into smart devices such as modern mobile phones. If VLP is to be extensively used, receivers must be developed that are both compact and planar. The angular diversity aperture (ADA) receiver [17] , whilst designed for VLC, does meet these requirements and theoretical and simulation results have shown that accurate positioning is possible [6, 18, 19] . The original ADA receiver used multiple receiving elements each consisting of an aperture and a photodiode. Most work so far on their use in VLP is theoretical and assumes that the size and position of each receiving element is accurately known and that the photodiodes have precisely matched characteristics. A completely different approach that uses an aperture is described in [20] where a thin film transistor (TFT) unit was used to create an aperture that can be used for tracking a light beacon.
In this paper we analyze and present the first experimental validation of a new type of ADA receiver that uses a quadrant PD and a single aperture. This new design removes the requirements for accurate matching between different photodiodes and accurate positioning of multiple apertures and photodiodes. In addition, this new receiver can accurately detect AOA over a wide FOV whilst maintaining a compact structure [21] . Experimental results demonstrate very high accuracy from this detector, making it ideal for use in future VLP systems.
System description
The ADA receiver, using multiple apertures and discrete PDs, was initially developed for VLC multiple-input multiple-output (MIMO) systems [17] , but was later shown, theoretically, to be effective for VLP [6, 22] . In this paper, we describe the new quadrant photodiode ADA (QADA) receiver which has been designed specifically for VLP. To enable practical operation, it uses a single aperture and a quadrant PD to create an AOA detector. Fig. 1(a) . They offer position detection in two dimensions. Previously, they have been used for beam centering and other well-known laser light applications [23, 24] . The key features of our new design are that we use an aperture and that the aperture is located at a known height above the quadrant PD. The aperture is required because the light source in our new application is diffuse. The aperture is used to form a well-defined beam of light that falls on the quadrant PD. The aperture is located at a known height above the quadrant PD as this provides the additional information necessary to calculate the AOA.
We have designed an algorithm that estimates the position of the center of the light spot overlapping the quadrant PD. This information, combined with the height of the aperture, gives both the incident and polar angles of the received light. These angles can then be used with a triangulation algorithm to determine the location of the receiver.
Concept behind the QADA receiver
The new detector, shown in Fig. 1(b) , consists of a quadrant PD located directly below a transparent aperture in an opaque screen. Light passing through the aperture casts a light spot onto the quadrant PD. The position of the light spot is unique for a given AOA, thus, accurately estimating the position of the light spot gives information that is then used to calculate the AOA of the light from the luminaire.
For maximum positioning information, the light spot must overlap all four quadrants of the PD. The vertical distance between the aperture plane and the photodiode plane, termed the aperture height, determines the field of view (FOV) of the detector. As the height becomes larger, the FOV becomes smaller. Because the aperture height is fixed for a given design, it can be combined with the detected displacement of the light spot from the center of the quadrant PD to determine the incident and polar angles.
The aperture and quadrant PD can be any shape desired. However, an important advantage of using a square aperture is that it results in a proportional linear change in the overlap areas of the quadrants as the light spot moves across the detector; this substantially simplifies the algorithm needed to detect position. The size of the light spot is determined by the aperture size. Ideally, the aperture size and shape matches that of the PD as this maximizes the area of the light spot and consequently the strength of the detected signals. However, so long as the light spot is not larger than the quadrant PD, overlaps all four photodiode elements and is not smaller than the gap between quadrants, there will be no ambiguity in position detection. In (a) we show how the displacement in x is determined using the photocurrents from the left and right quadrant pairs. In (b), we show how the displacement in y is determined using the photocurrents from the top and bottom quadrant pairs.
Algorithm
We initially analyze the ideal case of a square quadrant PD and a square aperture of the same size. To determine position of the receiver, we need to know the displacement of the light spot center from the center of the quadrant PD. In the general case, the receiver is moving and the light spot will vary with time. Thus, we must determine
 , the position of the light spot center at time, t .
The algorithm we have developed to detect the position of the light spot center uses the ratio of the photocurrents generated by adjacent pairs of quadrants. The ratio between the received photocurrents from the left and right quadrant pairs can be used to find displacement in the x direction, shown in Fig. 2(a) . Similarly, the ratio between the received photocurrents from the top and bottom quadrant pairs can be used to find displacement in the y direction, shown in Fig. 2(b) . These ratios can be expressed as
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where ( ) The photocurrent generated in each quadrant is proportional to the received optical power, which is dependent on the light spot overlap area. In the absence of noise, the ratios, ( ) 
where ( ) j A t is the area the light spot overlaps with the th j quadrant of the PD, at time t .
And, using symmetry, a similar expression for Eq. (2) can be derived. We can now rearrange Eq. (3) to give
which we use to derive an estimate for 1 ( ) x t . From Eq. (3), it can be seen that the ratio, ( ) x p t , is independent of the value of 1 ( ) y t . However, the individual photocurrents, ( ) j i t , are not. Consequently, when 1 ( ) 0 y t ≠ the signal to noise ratio (SNR) will be reduced. We consider the case where the estimate is calculated in the digital domain and the received signal is low-pass filtered in the electrical domain to limit the bandwidth to B hertz. It is then sampled at the Nyquist rate, 2B , and averaged over M samples so that the estimate at time
Noise analysis
We now consider the impact of noise on the system. We develop an expression for the algorithm in the presence of noise and demonstrate how the resultant noise terms in the ratio function, ( ) x p t , vary with both the AOA of the light and the vertical distance between the transmitter and receiver.
If we assume the LED is emitting a Lambertian radiation pattern, the general expression for the DC channel gain at time, t , for the th j quadrant of the PD is given by [25] ( ) ( ) ( ) ( )
where m is the Lambertian order of the LED, ( s T ψ ) is the transmission of the filter, ( g ψ ) is the concentrator gain, φ and ψ are the emergence and incidence angles respectively and d is the distance between the transmitter and receiver. If we restrict our analysis to the case where there is no concentrator or filter, the Lambertian order of the LED is one, and the receiver is pointing straight up at the transmitter so that the incidence and emergence angles are equal, we can then define the photocurrent at time, t , for the 
The dominant noise source in an optical wireless system is the shot noise induced by the background illumination [25] . This light is isotropic, however because we use an aperture, the background light reaching the quadrant PD is reduced. Thus, the following analysis will lead to an overestimation of the noise.
We model the shot noise as a white Gaussian process with single-sided noise power density given by 
where q is the charge of an electron, R is the responsivity of the PD, n p is the spectral irradiance, A is the area of a single quadrant of the PD and λ ∆ is the bandwidth of the optical filter. Thus, the variance of the noise will be the product of the single sided noise power density and the electrical bandwidth, B . 
H is the vertical distance between the transmitter and receiver and h is the vertical distance separating the aperture and the quadrant PD. From Eq. (11), it can be seen that an increase in the electrical filter bandwidth, B , will result in decreased performance as the variance of the noise term is directly proportional to this value. In Fig. 3 , 2 e σ is plotted for varying AOA and vertical distance. In both plots, it can be seen that the magnitude of 2 e σ is worse for large arrival angles and for large values of H . This is due to the reduced optical power received when the distance separating the transmitter and receiver is increased. The parameters used for this simulation are shown in Table 1 . 
Experiment
The block diagram of the experiment is shown in Fig. 4 . The transmitter, shown in the red box, was a white LED (Luxeon LXML-PWC2) emitting a 200 kHz sine wave. The signal, provided by an arbitrary waveform generator (AWG, Tektronix 3022B), was amplified by a power amplifier (Mini-circuits ZHL-32A-S) before adding a DC bias using a bias-T (Minicircuits ZFBT-4R2GW). The receiver, shown in the blue box, consisted of the quadrant PD and an aperture. To optimize the performance, the quadrant PD was operated in photovoltaic mode with no bias. The output of each quadrant of the PD was connected to a transimpedance amplifier (Femto DHPCA-100) before the signals were captured by a digitizer (GaGe CSE8389). The data was analyzed in MATLAB to determine the receiver position.
The experiment was performed on an optical table, shown in Fig. 5 , with two perpendicular optical rails, each with a linear stage. The receiver, in the blue box, was mounted on one of the linear stages and the transmitter, in the red box, was mounted on the other. This set-up allowed for the capture of data in varying positions in two dimensions.
The quadrant PD was attached to a breakout board and held in place using a custom 3D printed bracket. In front of the quadrant PD an XY translation mount was used to hold another custom 3D printed bracket that contained the aperture. Fig. 5 . Photograph of the experiment. The transmitter, in the red box, moves along the optical rail that is highlighted in red. The receiver, in the blue box, moves along the optical rail that is highlighted in blue.
Experimental algorithm
For this experiment, we selected a readily available circular quadrant PD (OSI SPOT-9DMI) with a diameter of 10 mm. Located directly in front of the quadrant PD was a 4mm square aperture. The distance separating the aperture and the quadrant PD was 2.25 mm. In order to maintain the linear relationship between the movement of the light spot and the change in overlap areas, it was optimal to use a square aperture with a side length that was smaller than the diameter of the quadrant PD.
We replace the general algorithm in Eq. (3) with one that has been designed for this geometry of PD and aperture:
where ap L is half the side length of the aperture. From Eq. (12), we get
which can be used to derive an estimate for 1 ( ) x t . 
Calibration
Due to the accuracy of the receiver, the experimental set up needed to be carefully aligned. To this end, the calibration of the receiver was performed in several steps. The first step aligned the receiver with the transmitter to find the zero position on the x-axis. This was performed without an aperture. The LED transmitter was moved along the x-axis, shown in Fig. 6 , until the sums of the photocurrents from the left and right quadrants were equal. The height of the transmitter was then adjusted until the sums of the photocurrents from the top and bottom quadrants were equal. Next, the aperture was aligned with the quadrant PD using the XY translation mount and the rotation screw in the 3D printed bracket. Similar to the previous step, adjustments were made until all photocurrents were equal. Finally, the transmitter was moved 5 cm to the left and 5 cm to the right with measurements taken at both positions. These values were used to determine if there was any rotation about the y-axis. The receiver was then rotated until these results were symmetric. Note that this calibration is to ensure accuracy in our measurement system, so that we know what the exact angle is and compare that to what is measured, it would not be required in a real system. Measurements were taken in one centimeter increments along the x-axis and five centimeter increments along the z-axis. Figure 7 shows the close correlation between the experimental estimated incident angle and the true incident angle. The largest error in estimation of the incident angle was 0.46° and this occurred when the magnitude of the incident angle was highest. Over 90% of the errors in incident angle estimation were below 0.25°. Figure 8 shows the root mean square error (rMSE) in detection of the incident angle for varying distances. The maximum rMSE was 0.1077° and the minimum was 0.0054°. Over 90% of rMSE were less than 0.07°. As expected, the rMSE are worst when the distance along the z-axis is largest. This is as expected as, from (11), we can see that the variance on the measurement of the position of the light spot is directly proportional to the fourth power of H, the distance between transmitter and receiver. In this experiment the distance along the zaxis is analogous to the height. The rMSE also increases as the magnitude of the incident angle increases. This is due to the reduction in received optical power for increasing incident angle. 
Results

Discussion
The experimental results we have presented in this paper, using off-the-shelf components and a manual calibration method, demonstrate the accuracy of the detector. Figure 9 shows the experimental results for rMSE plotted on the same graph as the simulation results. The simulation used realistic parameters that were similar to those used in the experiment. It can be seen that there is a very close correlation between simulation and experimental results with the experimental results being slightly worse, as expected. This is probably due to calibration difficulties, combined with the simplified assumptions that are modelled in the simulation. For example, it is unlikely that the LED was a truly perfect Lambertian transmitter. The reduction in FOV for the experimental results is due to the reflectivity of the silicon [26] and the impact of Snell's law, which degrade the results for large incident angles. As both the thickness and refractive index of the glass in the quadrant PD packaging were unknown, it was not possible to correct for the refractive errors.
Due to the precision required to make accurate measurements that were suitable for meaningful comparison with simulation, calibration posed a significant difficulty for this experiment. Most of these calibration difficulties will not be present in a commercial implementation. It is likely that mass fabrication of such a detector will only require a factory calibration step to determine any alignment issues between the quadrant PD and the aperture. Any imperfections found will be corrected for in software. Additionally, the detector should be protected from the atmosphere with a transparent layer built into the structure. Any refractive index introduced by this layer will also need factory calibration and to be accounted for in software. Compared to other AOA detectors that have experimental results published, the QADA receiver has superior performance. In [27] , a cubic receiver was able to achieve errors, for the detection of incident angle, in the range of 0.7° -6.8° and in [13] a different cubic receiver reported errors between 1° and 1.4° in detection of incident angle. Not only are the results for the QADA receiver better (all errors in incident angle detection are less than 0.5°), the QADA receiver has the important advantage of having a thin planar structure which is easier to incorporate into current consumer electronics. Other AOA systems that use cameras are able to achieve high levels of accuracy [15] . However, they have the disadvantages of either needing high frame rates, which add significant expense, or complex algorithms. They also consume a lot of power. By comparison, the QADA receiver is a simple and low power device that can be constructed using relatively cheap components, and clearly meets the requirements for widespread integration.
Conclusion
We present analytical and experimental results for our proposed QADA receiver. The results demonstrate that the QADA can support very accurate indoor positioning with centimetre accuracy in typical rooms. A key feature of the QADA is its compact planar structure. Our experiments used an off-the-shelf quadrant PD in a QADA receiver with dimensions compatible with incorporation in a compact portable device like a smart phone. Our experimental results very closely matched our theoretical predictions. These results show that, with rMSE errors less than 0.11°, in addition to being more compact than some of the three dimensional receivers that have previously been described, the QADA is also more accurate. We have demonstrated that the new QADA receiver has the potential to form a key component of future indoor positioning systems.
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