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Abstract
We propose a novel approach for estimating quantiles using auxiliary
information. The proposed estimator can be easily implemented using
the regression estimator. The proposed approach does not require joint-
inclusion probabilities and does not assume that the auxiliary variable is
known at the population level. We show that the proposed estimator is
consistent and asymptotically unbiased. The main advantage of the pro-
posed estimator is its simplicity. Despite the fact the proposed estimator
is not necessarily more efficient than its competitors, it offers a good com-
promise between accuracy and simplicity. It can be used under single
and multi-stage sampling designs with unequal selection probabilities. A
simulation study supports our finding and shows that the proposed esti-
mator is robust and of an acceptable accuracy compared to alternative
estimators, which are more computationally intensive.
Key works : Regression Estimator; Distribution Function; Normal Distribution;
Sample Survey
1 Introduction
Estimation of quantiles may be of considerable interest when measuring
income distribution and poverty lines [e.g. Osier (2009), Verma and Betti
(2011), Eurostat (2003), Berger and Skinner (2003)]. For instance, the median
is regarded as a more appropriate measure of location than the mean when the
variables, such as income, expenditure, etc, have highly skewed distributions.
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In addition, quantile estimation is a topic of relevant importance in many
practical applications [Law and Kelton (1991), Cannamela et al. (2008)].
In sample surveys, auxiliary information is often used at the estimation stage
to improve the estimation of target parameters. In particular, the use of
auxiliary information has been studied extensively for estimation of means.
However, it has no obvious extensions to the estimation of quantiles. In this
paper, we propose a novel estimator for quantiles which takes into account of
the auxiliary information.
We consider a finite population U = {1, . . . , i, . . . , N} containing N units. Let
y1, . . . , yN denote the values of the variable of interest, y, and x1, . . . , xN
denote the values of an auxiliary variable, x. A sample s, of size n, is selected
from U according to a sampling design. The aim is to estimate the population
quantile
Yα = F
−1(α), (1)
where F (t) = N−1
∑
i∈U δ(yi ≤ t) is the population distribution function and
δ(·) is the indicator function which takes the value 1 if its argument is true
and 0 otherwise. The function F−1(·) is the inverse of the function F (·).
Throughout this paper, we define the inverse of any function G(·) by
G−1(α) = inf{t : G(t) ≥ α}.
A customary estimator for Yα is obtained by substituting F (t) by its estimator
into (1). For example, the Ha´jek type estimator of Yα is defined by
Ŷpi;α = F̂
−1
pi (α), (2)
with
F̂pi(t) =
1
N̂
∑
i∈s
δ(yi ≤ t)
pii
(3)
and N̂ =
∑
i∈s pi
−1
i , where pii denotes the first-order inclusion probability of
unit i. There exists a wide range of estimators for the distribution function
F (·), some of which use auxiliary information (see Section 2).
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The proposed estimator is based upon a transformation of the variable of
interest. We show that the proposed estimator consists in substituting α by
α̂reg into (2), where the quantity α̂reg, defined in (16), takes the auxiliary
information into account. The proposed estimator can be justified by using a
transformation of the variable of interest.
We propose a simple estimator which can be computed in situations where
alternative estimators can not be obtained. For instance, the proposed method
can be used if we only know the calibration weights and the first order
inclusion probabilities are unknown, whereas the Rao et al. (1990)’s estimator
can not be obtained in this situation. This is due to the fact that the Rao et
al. (1990)’s estimator depends on the joint inclusion probabilities, which can
be unknown for multi-stage designs. The proposed estimator can be naturally
used with multi-stage designs. A simulations study shows that the proposed
estimator is good compromise in term of simplicity and efficiency.
In Section 2, we define estimators of the distribution function that can be
found in the literature, and which can be used to estimate a quantile. In
Section 3, we introduce the proposed estimator for a quantile. In Section 4, we
give regularity conditions under which the proposed estimator is consistent. In
Section 5, we propose a simple approach to estimate the precision of the
proposed estimator. In Section 6, we compare via simulation the proposed
estimator with the alternative estimators defined in Section 2. This paper
concludes with some discussions in Section 7.
2 Estimators of quantiles
The model based estimator for the distribution function suggested by
Chambers and Dunstan (1986) is based on the following heteroscedastic
regression model
yi = βxi + ν(xi)ui, (4)
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where β is an unknown parameter, ν(xi) is a known function of x and the ui
are independent and identically distributed random variables with zero mean.
The distribution function estimator proposed by Chambers and Dunstan
(1986) is
F̂cd(t) =
∑
i∈s
δ(yi ≤ t) +
1
n
∑
j∈U−s
∑
i∈s
δ
(
uni ≤
t− bnxj
ν(xj)
) , (5)
with
bn =
[∑
i∈s
x2i
ν2(xi)
]−1∑
i∈s
yixi
ν2(xi)
; uni =
yi − bnxi
ν(xi)
.
The Chambers and Dunstan (1986) estimator of Yα is given by
Ŷcd;α = F̂
−1
cd (α).
Rao et al. (1990) proposed the following estimator
F̂ •rkm(t) =
1
N
{∑
i∈s
pi−1i δ(yi ≤ t) +
(∑
i∈U
Ĝi(t)−
∑
i∈s
pi−1i Ĝic(t)
)}
where
Ĝi(t) =
1
N̂
∑
j∈s
1
pij
δ
(
ûj ≤
t− R̂xi
x
1/2
i
)
,
Ĝic(t) =
∑
j∈s
pii
piij
−1 ∑
j∈s
pii
piij
δ
(
ûj ≤
t− R̂xi
x
1/2
i
) ,
ûj =
yj − R̂xj
x
1/2
j
,
R̂ =
[∑
i∈s
xi
pii
]−1
yi
pii
,
and where piij denotes the joint inclusion probability for the units i and j.
Since the estimator F̂ •rkm(t) is not always a monotone non-decreasing function,
Rao et al. (1990) proposed to use the following estimator
F̂rkm(t) = max
{
F˜rkm(y(i)) : y(i) ≤ t
}
, (6)
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where the y(i)’s are the order statistics of the sample {yi, i ∈ s} and F˜rkm(y(i))
is defined by the following recursive formula
F˜rkm(y(i)) = max
{
F˜rkm(y(i−1)), F̂
•
rkm(y(i))
}
with F˜rkm(y(1)) = F̂
•
rkm(y(1)). The Rao et al. (1990) estimator of Yα is given
by Ŷrkm;α = F̂
−1
rkm(α).
Silva and Skinner (1995) proposed the following estimator based on
post-stratification
F̂ps(t) =
1
N
G∑
g=1
Ng
N̂g
∑
i∈s
1
pii
δ(yi ≤ t)δ(i ∈ Ug), (7)
where U1, . . . , UG are G post-strata partitioning the population, Ng is the size
of Ug and N̂g =
∑
i∈sg
pi−1i , with g = 1, . . . , G. The Silva and Skinner (1995)
estimator of Yα is given by Ŷps;α = F̂
−1
ps (α).
When the population quantile Xα of an auxiliary variable is known, Rao et al.
(1990) proposed the following ratio estimator of Yα
Ŷr;α =
Ŷpi;α
X̂pi;α
Xα, (8)
where Ŷpi;α and X̂pi;α are respectively the Ha´jek estimators of Yα and Xα [see
(2)]. Rao et al. (1990) also proposed a difference estimator given by
Ŷpi;α + R̂(Xα − X̂pi;α) and showed that Ŷr;α has a smaller mean square error
than the difference estimator. Note that the estimators Ŷcd;α, Ŷrkm;α and Ŷps;α
assume that the auxiliary variable is known for all the units of the population,
whereas estimator Ŷr;α only requires the knowledge of Xα. The estimator
Ŷrkm;α also requires the joint-inclusion probabilities.
3 Proposed estimator for a quantile
The proposed estimator is based upon the following idea, which can be
illustrated for a median. If the distribution of the variable of interest is such
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that the mean equals the median, the median could be estimated by using an
estimator for the mean. We propose to transform the variable of interest in
such a way that the median equals the mean for the transformed variable. If
the transformation is monotone increasing, the median of the variable of
interest can be estimated by inverting the estimate for the mean of the
transformed variable. This method can also be extended to the estimation of
any quantile.
The proposed estimator is given by (15) in Section 3.3. In order to justify this
estimator, it is necessary to transform the variable (Section 3.1) and to use a
regression estimator (Section 3.2).
3.1 A transformation of the variables
We propose to transform the variable of interest in a way that the distribution
of the transformed variable is approximately symmetric. Consider the
transformed values
y∗α;i = Ψ(yi) + zκ, (9)
where Ψ(yi) = φ
−1(F ◦(yi)) and φ
−1(·) is the quantile function of a normal
N(0, 1) distribution or the inverse of the following cumulative distribution
function
φ(y) =
1
(2pi)1/2
∫ y
−∞
exp
(
−t2
2
)
dt.
The quantity zκ is a known offset term which is given by the κ-th quantile of a
normal N(0, 1) distribution, where κ = (dαNe − 0.5)/N ; that is, zκ = φ(κ).
Note that κ can be approximated by α for large populations, as κ→ α when
N →∞. The function F ◦(·) is the mid-point distribution function [Nyg˚ard
and Sandstro¨m (1985)] of the variable of interest defined by
F ◦(y) =
1
2
[F (y )− F (y)]. (10)
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Note that 0 < F ◦(yi) < 1 for all i ∈ U . We have to use (10) instead of F (t)
because the function φ−1(·) is not defined on 0 and 1.
The following Lemma gives the relationship between the population quantile
Yα and the population mean of the transformed variable
Y
∗
α =
1
N
∑
i∈U
y∗α;i.
Lemma 1. We have that Yα = Ψ
−1(Y
∗
α), where the function Ψ
−1(·) is the
inverse of function Ψ(·) defined in (9).
The proof is given in Appendix A.
The transformed values in (9) depend on population values, which would need
to be estimated. We propose to estimate y∗α;i by its substitution estimator
given by
ŷ∗α;i = Ψ̂(yi) + zκ,
where Ψ̂(yi) = φ
−1(F̂ ◦(yi)). The function F̂
◦(·) is an empirical mid-point
estimator of the distribution function (10). This estimator is given by
F̂ ◦(y) =
1
2
[F̂ (y )− F̂ (y)], (11)
where F̂ (·) is one of the estimators of the distribution function defined
previously. This function could be (3), (5), (6) or (7). For example, with the
Rao et al (1990) estimator F̂ (t) = F̂rkm(t) and the mid-point distribution
function is given by F̂ ◦rkm(y) = [F̂rkm(y )− F̂rkm(y)]/2. The Chambers and
Dunstan (1986) and Silva and Skinner (1995) mid-point distribution function
can be defined in a similar way.
The auxiliary variable may be transformed in the same way. Consider
x∗α;i = Ψx(xi) + zκ,
where Ψx(xi) = φ
−1(F ◦x (xi)), F
◦
x (x) = [Fx(x )− Fx(x)]/2 and
Fx(t) =
1
N
∑
i∈U
δ(xi ≤ t).
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Note that the values of x∗α;i cannot be calculated if we only know the sampled
values of the auxiliary variable, as the function Fx(·) is unknown in this
situation. If this is the case, we propose to estimate Fx(·) by one of its
estimators (see (3), (5), (6) or (7)).
3.2 The regression estimator
We propose to estimate Y
∗
α using the regression estimator [e.g. Cassel et al.
(1976, 1977)], which uses the auxiliary information. This estimator is defined
by
y∗reg;α = y
∗
α + β̂x(X
∗
α − x
∗
α), (12)
where y∗α = N
−1
∑
i∈s pi
−1
i ŷ
∗
α;i, X
∗
α = N
−1
∑
i∈U x
∗
α;i, x
∗
α = N
−1
∑
i∈s pi
−1
i x
∗
α;i,
with
β̂x =
[∑
i∈s
1
piiq2i
(x∗α;i − x
∗
α)
2
]−1∑
i∈s
1
piiq2i
(x∗α;i − x
∗
α)(ŷ
∗
α;i − y
∗
α). (13)
Note that if we only know the sampled values of auxiliary variable, the control
mean X
∗
α can be estimated by X̂
∗
α = Ψ̂x(Xα), as long as we know the
population quantile Xα of the auxiliary variable.
Note that the regression estimator y∗reg;α is based on the working regression
model
ŷ∗α;i = β0 + βxx
∗
α;i + qii, (14)
where qi ∝ (x
∗
α;i)
γ , and i is a residual with mean 0.
As φ−1(·) is the quantile function of a normal distribution, the distribution of
the ŷ∗α;i’s and the x
∗
α;i’s is approximately normal. Normality is a desirable
property that can improve the estimation of the regression parameters in (14).
For example, if the distribution of the variable of interest is normal given the
auxiliary variable, the coefficient (13) is the maximum likelihood estimator.
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3.3 The proposed estimator
Based on Lemma 1, the proposed estimator is given by
Ŷreg;α = Ψ̂
−1(y∗reg;α). (15)
As Ψ̂−1(y) = F̂ ◦−1(φ(y)), an alternative expression for the proposed estimator
is
Ŷreg;α = F̂
◦−1(α̂reg), (16)
where α̂reg = φ(y
∗
reg;α). The proposed estimator consists in inverting a
mid-point distribution function at the value α̂reg, which is adjusted to take
into account of the auxiliary variable. Note that if we invert the mid-point
distribution function (11) at the value α and if we use the estimator (3), we
obtain an estimator which is very close to the Ha´jek type estimator (2).
Note that the proposed estimator is not affected by outliers, because ŷ∗α;i and
x∗α;i are implicitly based upon the ranks of y and x (see (9)). Note that
Ŷreg;α = Xα when yi = xi.
4 Design-consistency of proposed estimator
We assume that the standard estimator for the quantile Ŷα = F̂
◦−1(α) is
consistent; that is,
|Ŷα − Yα| = Op(n
−1/2). (17)
We also assume that the regression estimator y∗reg;α in (12) is a consistent
estimator of Y
∗
α; that is,
|y∗reg;α − Y
∗
α| = Op(n
−1/2). (18)
The conditions (17) and (18) hold when the central limit theorem holds. Isaki
and Fuller (1982) and Robinson and Sa¨rndal (1983) gave conditions under
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which (18) holds. Furthermore, as the y∗α;i can be considered as values
generated from a Normal distribution, the central limit theorem naturally
holds.
As F̂ ◦−1(·) is a no differentiable function, we need to assume that this function
converges to a differentiable function in order to proof the consistency. We
assume that there exists a quantile function Q(·) which is twice differentiable,
and such that
sup
||<o(n−1/2)
|F̂ ◦−1(α+ )− F̂ ◦−1(α)−Q(α+ ) +Q(α)| = op(1). (19)
This assumption can be justified by Bahadur (1966) Lemma [see also Serfling
(1980), Lemma E, p.97].
Theorem 1. Under assumptions (17), (18) and (19), the proposed estimator
Ŷreg;α is consistent, as |Ŷreg;α − Yα| = Op(n
−1/2).
The proof of Theorem 1 is given in the Appendix B.
In addition, Ŷreg;α is asymptotically unbiased when |Ŷreg;α − Yα| is uniformly
bounded, as in this situation, the convergence in probability of Ŷreg;α to Yα
implies that the expectation of Ŷreg;α converges to Yα [Lehmann (1999), p. 53].
5 Measuring the precision of the proposed
estimator
As the proposed estimator is based upon the regression estimator [see (15)],
we could use traditional techniques such as linearisation [Sa¨rndal et al. (1992),
p. 172], jackknife [Berger and Skinner (2005), Berger (2007)] or bootstrap
[Rao et al. (1992)] to estimate the variance of y∗reg;α. Alternatively, an
empirical likelihood approach [e.g. Wu and Rao (2006), Berger and De La
Riva Torres (2012)] can be used to estimate a confidence interval for y∗reg;α. A
woodruff approach is also well suited [Woodruff (1952), Francisco and Fuller
(1991)]. Let B̂min and B̂max be respectively the minimum and the maximum
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bound of a confidence interval of y∗reg;α for a given level of confidence. A
natural estimator of the confidence interval of the proposed estimator Ŷreg;α
for a quantile is given by CI(Ŷreg;α) = [Ψ̂
−1(B̂min), Ψ̂
−1(B̂max)] . The length
of this confidence interval can be used to estimate the standard error of Ŷreg;α.
6 Simulation study
In this section, the proposed estimator Ŷreg;α is compared numerically with
alternative estimators of Yα, which are based on estimators of the distribution
function described in Section 2. In particular, we considered the na¨ıve
estimator Ŷpi;α defined by (2) and the estimators Ŷcd;α, Ŷrkm;α and Ŷr;α
defined in Section 2.
The proposed estimator is based on the mid-point distribution function (11),
which could be based on (3), (5), (6) or (7). The estimators (5), (6) and (7)
use auxiliary information and are therefore expected to be more accurate than
(3). In other words, the proposed estimator will be more accurate if based
upon (5), (6) or (7) instead of (3). In this simulation study, we considered the
worst case scenario when the proposed estimator is based upon the Ha´jek type
distribution function F̂pi(t) given by (3).
The simulation study is based on several populations which are briefly
described as follows. (i) The Sugar population consists of N = 338 sugar cane
farms where y denotes the gross value of canes and x is the total cane
harvested. The Sugar population was used by Chambers and Dunstan (1986),
Rao et al. (1990) and Silva and Skinner (1995). (ii) The population of
municipalities [Sa¨rndal et al. (1992), p. 652] consists of 284 municipalities,
where the variable of interest is the population size of the municipalities in
1985. This population was replicated four times to achieve a population size of
N = 1136 units. We considered two auxiliary variables: (i) the number of
conservative seats in municipal council (population MUN-1); and (ii) the total
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Table 1: Descriptive statistics of the variables of interest of the populations
considered. ρ is the population correlation coefficient between y and x, and γy
and γx are respectively the population skewness coefficients of y and x.
Population Y0.25 Y0.5 Y0.75 ρ γy γx
Sugar 57585.00 80009.00 117159.00 0.89 2.4 2.3
MUN-1 10.00 16.00 31.00 0.61 8.2 1.2
MUN-2 10.00 16.00 31.00 0.69 8.2 1.4
HMT 1.25 2.23 3.86 0.76 2.0 1.4
number of seats in municipal council (population MUN-2). (iii) Finally, we
considered the Hansen et al. (1983) population (population HMT), which is
N = 14000 units generated from a bivariate gamma population [see also Rao
et al. (1990)]. A brief descriptive analysis of the various populations is given
in Table 1.
For each simulation, 1000 samples were selected to compute the empirical
relative bias RB = 100%× (E[Ŷα]− Yα)/Yα and the empirical relative root
mean square error RRMSE = 100%×MSE[Ŷα]
1/2/Yα, where E[·] and
MSE[·] denote respectively the empirical expectation and mean square error.
Simple random sampling and stratified random sampling are used to select the
samples. The population quartiles Y0.25, Y0.5 and Y0.75 are the parameters of
interest.
Table 2 reports the empirical relative bias (RB) under simple random
sampling. The RBs of the proposed estimator is of a reasonable range
compared with the RBs of the alternative estimators which can have a RB
larger 10% in some cases. With the MUN-1 and MUN-2 populations, some
estimators of Y0.25 can have a large positive RB. Note that the proposed
estimator tends to have a larger bias when the skewness of y is large and α is
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Table 2: RB × 100 of estimators of Yα, with α = 0.25, 0.5 and 0.75, under
simple random sampling.
Population n α Ŷpi;α Ŷr;α Ŷcd;α Ŷps;α Ŷrkm;α Ŷreg;α
Sugar 30 0.25 -0.1 -1.1 -0.3 0.3 -0.4 2.3
0.50 -2.2 0.3 6.3 0.8 -0.2 2.0
0.75 1.1 -0.3 10.5 0.8 0.2 3.1
MUN-1 200 0.25 3.9 10.4 8.0 9.3 4.1 9.3
0.50 -1.4 -4.3 27.3 2.5 -0.9 2.3
0.75 -2.2 -4.7 14.9 -0.5 -1.9 0.0
MUN-2 200 0.25 3.7 3.7 21.0 17.8 4.4 9.4
0.50 -1.7 -5.5 14.3 11.7 -1.0 2.2
0.75 -2.5 -0.6 -1.0 18.4 -2.1 -0.1
HMT 200 0.25 -0.7 0.3 -4.2 -0.2 -0.1 0.6
0.50 -0.3 0.0 10.3 0.1 0.1 0.7
0.75 -0.6 -0.1 10.8 0.1 -0.1 0.4
small.
The efficiency of the estimators is measured by the empirical relative root
mean square errors (RRMSE) which are reported in Table 3. We notice that
the proposed estimator performs well in all situations. The proposed estimator
is also more robust than its competitors. The proposed estimator for Yα is the
value of the inverse distribution function taken on α̂reg instead of α; where
α̂reg is defined in (16). As the distribution function is based upon the Ha´jek
type distribution function given by (3), we notice a clear improvement of using
α̂reg instead of α, because the RRMSEs of the proposed estimator is usually
smaller than of the the RRMSEs of the Ha´jek estimator Ŷpi;α, except with
estimator of Y0.25 of the MUN-1 and MUN-2 populations. Proposed estimator
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Table 3: RRMSE×100 of estimators of Yα, with α = 0.25, 0.5 and 0.75, under
simple random sampling.
Population n α Ŷpi;α Ŷr;α Ŷcd;α Ŷps;α Ŷrkm;α Ŷreg;α
Sugar 30 0.25 12.0 10.9 6.6 10.0 9.4 9.5
0.50 12.1 10.0 9.3 9.9 9.2 8.8
0.75 15.4 11.4 14.9 11.7 10.9 12.9
MUN-1 200 0.25 7.7 14.8 10.0 11.0 7.4 10.9
0.50 8.1 8.7 28.0 7.5 7.1 7.0
0.75 7.0 7.6 16.5 5.1 5.3 5.3
MUN-2 200 0.25 7.3 7.3 21.5 18.7 7.3 10.8
0.50 8.1 8.6 15.5 15.3 6.9 6.2
0.75 7.0 5.5 5.7 21.1 5.8 4.5
HMT 200 0.25 8.3 7.7 6.1 6.4 6.1 6.6
0.50 7.6 6.5 11.1 6.0 5.8 5.9
0.75 7.1 6.4 11.6 5.9 5.7 5.9
can be more efficient than alternative estimators, especially when estimating
Y0.5 and Y0.75.
In Table 4, we have the RBs and the RRMSEs under stratified simple random
sampling. We observe a small RB for all the estimators, except for estimators
of Y0.25 of the MUN-1 and MUN-2 populations. With MUN-1 and MUN-2
populations, the RRMSEs of the proposed estimator is generally smaller than
the RRMSE’s of Ŷrkm(t). With the HMT population, the proposed estimator
and Ŷrkm(t) have similar RRMSEs.
Note that Ŷrkm(t) is usually the most efficient estimator. The proposed
estimator is slightly less accurate than Ŷrkm(t), but much simpler to
implement than Ŷrkm(t). For medians, the proposed estimators is the most
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Table 4: RB × 100 RRMSE × 100 of estimators of Yα, with α = 0.25, 0.5 and
0.75, under stratified sampling with proportional allocation.
RB (in %) RRMSE (in %)
Population n α Ŷpi;α Ŷrkm;α Ŷreg;α Ŷpi;α Ŷrkm;α Ŷreg;α
Sugar 30 0.25 -1.0 -0.7 2.0 10.6 9.4 9.5
0.50 -2.4 -0.1 2.3 10.2 9.1 9.9
0.75 1.1 -0.3 2.8 12.2 9.9 12.2
MUN-1 200 0.25 4.6 4.4 9.1 7.6 7.5 10.8
0.50 -0.1 -0.7 2.6 7.1 7.2 7.1
0.75 -1.4 -1.9 0.1 5.6 5.3 5.2
MUN-2 200 0.25 3.8 4.3 9.3 7.1 7.1 10.7
0.50 -1.3 -0.6 2.5 6.9 6.4 6.4
0.75 -2.1 -1.9 -0.1 5.4 4.8 4.3
HMT 200 0.25 0.0 -0.1 1.0 10.0 9.4 9.6
0.50 -0.4 -0.4 0.4 6.9 6.5 6.8
0.75 -0.3 -0.3 0.2 5.2 5.0 5.5
accurate estimator.
We now propose to investigate the conditional relative biases of the proposed
estimator by using the sample means of the auxiliary variable. For this
purpose, the 1000 selected samples were ordered according to the mean of the
auxiliary variable. Then this ranking was used to create 20 groups of 50
observations each. Conditional relative biases are then obtained by calculating
the values of RB for each of the 20 groups.
Figure 1 displays the conditional relative biases of the estimators of the first
quartile under simple random sampling from the Sugar population. We
observe that the Ha´jek type estimator clearly exhibits the worst conditional
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Figure 1: Conditional relative biases of estimates of Y0.25 under simple random
sampling from the Sugar-1 population with n = 30.
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Figure 2: Conditional relative biases of estimates of Y0.5 under simple random
sampling from the MUN-1 population with n = 200.
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performance with a linear trend as the group x-mean increases. The
conditional RB of the proposed estimator and the Rao et al. (1990) estimator
does not seem to be affected by variation in the group mean of x. The Rao et
al. (1990) estimator has a bias which is slightly smaller than the bias of the
proposed estimator.
Figure 2 displays the conditional relative biases of the estimators of the
median under simple random sampling from the MUN-1 population. The
conditional RB of the proposed estimator and the Rao et al. (1990) estimator
does not seem to be affected by variation in the x-mean.
7 Discussion
The proposed estimator is based on the regression estimator of the population
mean, which is a technique widely used for survey data. The proposed
estimator is a practical procedure that can be applied to many standard
surveys. As the proposed estimator is based upon first-order inclusion
probabilities and the regression estimator, it can be easily implemented ith
multi-stage sampling designs.
Alternative estimators proposed by Chamber and Dunstan (1986) and Rao et
al. (1990) can slightly be more accurate than the proposed estimator.
However, in order to compute these alternative estimators, it is necessary to
know the auxiliary variable for the entire population. The Rao et al. (1990)
estimator also requires the joint inclusion probabilities, which are usually
unknown with multi-stage designs. The proposed estimator is computationally
simpler because it is free of joint inclusion probabilities, it is based on the
regression estimator and it can be computed when the auxiliary variable is not
known for the non-sampled units.
The accuracy of the proposed estimator can also be improved by inverting the
Rao et al. (1990) estimator of the distribution function (or any other
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estimators) rather than the Ha´jek type estimator of distribution function.
We have considered the regression estimator to account for the auxiliary
information. Other type of estimators based upon auxiliary information
[Huang and Fuller (1978), Deville and Sa¨rndal (1992), Chen and Sitter (1999),
Breidt and Opsomer (2000), etc.] can also be used to improve the accuracy of
the proposed estimator. The proposed estimator can be easily extended to
these estimators. The proposed estimator can also be generalized to several
auxiliary variables, since the regression estimator can be easily extended to
accommodate this situation.
A Proof of Lemma 1
We have that
Y
∗
α =
1
N
∑
i∈U
y∗α;i =
1
N
∑
i∈U
φ−1(F ◦(yi)) + zκ, (20)
F ◦(yi) = Ri, (21)
where Ri = N
−1(rank(yi)− 0.5) and rank(yi) is the rank of observation yi in
the population and φ−1(·) is the quantile function of a N(0, 1) distribution.
By substituting (21) into (20), we have that
Y
∗
α =
1
N
∑
i∈U
φ−1(Ri) + zκ =
1
N
(S<0.5 + S>0.5 + S0.5) + zκ (22)
with
S<0.5 =
∑
i∈U
φ−1(Ri)δ(Ri < 0.5),
S>0.5 =
∑
i∈U
φ−1(Ri)δ(Ri > 0.5),
S0.5 =
∑
i∈U
φ−1(Ri)δ(Ri = 0.5).
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It is clear that S0.5 = 0. Consider a unit i such that rank(yi) < (N + 1)/2.
This implies that Ri < 0.5. Thus
S<0.5 =
∑
r<(N+1)/2
φ−1 ((r − 0.5)/N) , (23)
S>0.5 =
∑
r<(N+1)/2
φ−1 ((N − r + 1− 0.5)/N) =
=
∑
r<(N+1)/2
φ−1 (1− (r − 0.5)/N) . (24)
Substituting (23) and (24) into (22), we obtain
Y
∗
α =
1
N
∑
r<(N+1)/2
{
φ−1 ((r − 0.5)/N) + φ−1 (1− (r − 0.5)/N)
}
+ zκ. (25)
As the normal distribution is symmetric, we have that φ−1(p) = −φ−1(1− p).
Hence the sum in (25) equal zero. This implies that
Y
∗
α = zκ. (26)
As F ◦(Yα) = N
−1(rank(Yα)− 0.5), rank(Yα) = dαNe, and
κ = N−1(dαNe − 0.5) , we have that
F ◦(Yα) = κ (27)
We also have that
F ◦(Yα) = φ(φ
−1(F ◦(Yα))) = φ(Ψ(Yα)). (28)
Equations (27) and (28) implies that
φ(Ψ(Yα)) = κ. (29)
As zκ is the κ-th quantile of a normal N(0, 1) distribution, we have that
φ(zκ) = κ which combined with (29) gives
φ(zκ) = φ(Ψ(Yα))
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Thus, the last expression implies
zκ = Ψ(Yα), (30)
as φ(·) is a bijective function. Combining (26) with (30), we have that
Ψ(Yα) = Y
∗
α. The Lemma follows.
B Proof of Theorem 1
As φ(·) is twice differentiable, a first order Taylor expansion implies that
φ(y∗reg;α)− φ(Y
∗
α) = (y
∗
reg;α − Y
∗
α)f(Y
∗
α) +Op(|y
∗
reg;α − Y
∗
α|
2), (31)
where f(y) is the density of a N(0, 1) distribution. Equation (26) implies that
φ(Y
∗
α) = φ(zκ) = κ. Thus, as κ→ α as N →∞, limN→∞ φ(Y
∗
α) = α and we
have that
φ(y∗reg;α)− α = (y
∗
reg;α − Y
∗
α)f(Y
∗
α) +Op(n
−1), (32)
because y∗reg;α − Y
∗
α = Op(n
−1/2).
As Q(α) is twice differentiable, a first order Taylor expansion implies that
Q(φ(y∗reg;α))−Q(α) = (φ(y
∗
reg;α)− α)Q
′(α) +Op(|φ(y
∗
reg;α)− α|
2)
where Q′(α) = ∂Q(α)/∂α. Assumption (18) and (32) imply that
Q(φ(y∗reg;α))−Q(α) = (y
∗
reg;α − Y
∗
α)f(Y
∗
α)Q
′(α) +Op(n
−1), (33)
as f(Y
∗
α) is bounded. Using assumption (19), equation (33) implies that
F̂ ◦−1(φ(y∗reg;α))− F̂
◦−1(α) = (y∗reg;α − Y
∗
α)f(Y
∗
α)Q
′(α) +Op(n
−1). (34)
As F̂ ◦−1(φ(y∗reg;α)) = Ŷreg;α and F̂
◦−1(α) = Ŷα, equation (34) becomes
Ŷreg;α = Ŷα + (y
∗
reg;α − Y
∗
α)f(Y
∗
α)Q
′(α) +Op(n
−1).
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which implies
Ŷreg;α − Yα = Ŷα − Yα + (y
∗
reg;α − Y
∗
α)f(Y
∗
α)Q
′(α) +Op(n
−1).
Thus, the last expression combined with assumption (17) and (18) imply
|Ŷreg;α − Yα| = Op(n
−1/2).
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