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Resumen
En este trabajo hacemos una completa revisio´n de la nocio´n de derivada,
para lo cual presentamos las definiciones de derivada de Gaˆteaux, Fre´chet
y Carathe´odory. Se muestran las relaciones entre ellas y finalmente se da
una topolog´ıa sobre R2 para la cual los tres conceptos de derivada son
equivalentes.
1. Introduccio´n
Una de las nociones ma´s utilizadas dentro de las matema´ticas es, sin lugar a
dudas, la nocio´n de derivada, pues aparece naturalmente en diferentes a´reas
del conocimiento, tales como la f´ısica, la qu´ımica, la biolog´ıa, la ingenier´ıa y
la economı´a.
A nivel educativo esta nocio´n se ensen˜a en los cursos regulares de ca´lculo, pero
por lo general, siempre en la forma en que fue definida por Cauchy en 1823.
Una versio´n de ella para funciones de R en R aparece en [14] textualmente
como sigue:
Definicio´n 1.1 (definicio´n usual de la derivada). Si f : R → R es una
funcio´n y a es un punto de acumulacio´n en el dominio de f , el valor de la
derivada de la funcio´n f en a es el nu´mero
f ′(a) = l´ım
h→0
f(a+ h)− f(a)
h
,
si el l´ımite existe; esto equivale a f ′(a) = l´ım
x→a
f(x)− f(a)
x− a , si el l´ımite existe.
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En dichos cursos no se tiene en cuenta que existen otras formas de ella que
pueden ser ma´s manejables, o ma´s complicadas (en cuanto a las demostraciones
de algunos teoremas ba´sicos del ca´lculo). En este trabajo presentamos algunas
de las ma´s conocidas, para dar una idea de co´mo se puede ensen˜ar la nocio´n de
derivada y para utilizarla en su forma ma´s adecuada para los requerimientos
del momento.
Dentro de esas definiciones aparece la que dio Constantin Carathe´odory (1873–
1950) en su libro Theory of Functions of a Complex Variable [6], y aunque
Carathe´odory utiliza esta definicio´n dentro del marco de la teor´ıa de funciones
de variable compleja, Stephen Kuhn [10] mostro´ que esta definicio´n, aplicada
a funciones de variable real, facilita en gran parte el manejo demostrativo de
algunos de los teoremas del ca´lculo diferencial, como la regla de la cadena y
el teorema de la funcio´n inversa, aunque se muestra un poco exce´ptico en el
ca´lculo de derivadas.
Acosta y Delgado retomaron en [2] la idea de Kuhn y extendieron la definicio´n
para funciones de Rn en Rm, realizando algunas demostraciones y resolvien-
do algunos ejercicios, donde muestran co´mo calcular derivadas utilizando la
definicio´n de Carathe´odory. Adema´s, establecen la equivalencia entre las defi-
niciones de derivada dadas por Fre´chet (diferencial total) y Carathe´odory.
Otra de las definiciones de diferencial es la conocida con el nombre de deriva-
da de Gaˆteaux o derivada direccional. Es posible demostrar que una funcio´n
diferenciable segu´n Fre´chet es diferenciable segu´n Gaˆteaux, pero la afirma-
cio´n inversa es falsa; luego, debido a la equivalencia entre la derivada de Ca-
rathe´odory y la de Fre´chet, toda funcio´n diferenciable segu´n Carathe´odory
tambie´n es diferenciable segu´n Gaˆteaux.
En Rn solamente se puede garantizar que una funcio´n diferenciable segu´n
Gaˆteaux es diferenciable segu´n Fre´chet en un punto si la derivada de Gaˆteaux
es una funcio´n continua en ese punto, as´ı que una pregunta natural es si
existe una topolog´ıa que garantice la continuidad de la derivada de Gaˆteaux,
y as´ı poder establecer la equivalencia entre las definiciones de derivada dadas
por Gaˆteaux y Carathe´odory.
En la segunda seccio´n de este art´ıculo presentamos algunas de las nociones
ba´sicas del ana´lisis necesarias para entender las restantes secciones.
En la tercera seccio´n se presentan las tres nociones de diferencial que deseamos
relacionar, mostrando algunos resultados que se dan a trave´s de la bu´squeda
de condiciones para establecer la equivalencia entre ellas. Finalmente, en la
cuarta seccio´n se muestra la equivalencia entre las tres deficiones de deriva-
da discutidas en la seccio´n tres para funciones de R2 en R, para lo cual se
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construye una topolog´ıa especial para R2 que garantiza la continuidad de la
derivada de Gaˆteaux. Esta construccio´n se hizo a partir de la topolog´ıa radial
para R2 (ver Willard [18]).
2. Preliminares
2.1. Algunas nociones ba´sicas de ana´lisis
El propo´sito de esta seccio´n es dar las notaciones y convenciones, as´ı como
las ideas de la teor´ıa del ana´lisis, que constituyen el material ba´sico para el
estudio de las secciones posteriores.
Definicio´n 2.1. Sean X e Y espacios topolo´gicos y f : X → Y una funcio´n.
Entonces f es continua en x0 ∈ X si y so´lo si para cada vecindad V de f (x0)
en Y , existe una vecindad U de x0 en X tal que f (U) ⊂ V .
Teorema 2.1. Sean X e Y espacios topolo´gicos y f : X → Y una funcio´n.
Entonces f es continua si y so´lo si para cada abierto H en Y , f−1 (H) es
abierto en X.
Definicio´n 2.2. [9] Sean X e Y espacios de Banach. Un operador L sobre X
con recorrido en Y es llamado:
Aditivo, si L(x+ y) = L(x) + L(y), para todo x, y ∈ X.
Homoge´neo, si L(λx) = λL(x), para cualquier escalar λ.
Continuo en x ∈ E, si ‖L(xn)− L(x)‖ → 0 cuando ‖xn − x‖ → 0.
Acotado, si existe un nu´mero no negativo M tal que ‖L(x)‖ ≤ M ‖x‖ ,
para todo x ∈ X.
L es llamado lineal si es aditivo y homoge´neo. Es bien conocido que un opera-
dor lineal es continuo en todo el espacio si y so´lo si es continuo en ¯ (mo´dulo
aditivo del espacio), y es acotado si y so´lo si es continuo.
Definicio´n 2.3. [9] Si L es un operador lineal acotado, entonces la norma de
L, denotada por ‖L‖, se define como
‖L‖ = sup
x∈X
‖L(x)‖
‖x‖ , x 6= ¯.
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Si L y S son operadores lineales acotados de X en X, su suma L + S y su
producto LS son operadores lineales, y ‖L+ S‖ ≤ ‖L‖+‖S‖, ‖LS‖ ≤ ‖L‖ ‖S‖.
El conjunto de todos los operadores lineales acotados de X en Y forman un
espacio de Banach si Y es completo.
Definicio´n 2.4. [17] Sean X e Y espacios de Banach; el operador F : X → Y
es llamado uniformemente continuo sobre un conjunto W ⊂ X, si para cada
ε > 0 existe δ > 0 tal que ∥∥F (x′)− F (x′′)∥∥ < ε
se cumple para cada par x′ y x′′ ∈W que satisfagan∥∥x′ − x′′∥∥ < δ .
Proposicio´n 2.1. [18] Para un operador T de X en Y , donde X e Y son
espacios lineales normados, las siguientes afirmaciones son equivalentes:
1. T es continuo en algu´n x0 ∈ X.
2. T es uniformemente continuo sobre X.
3. T es acotado.
Definicio´n 2.5. [18] Sea X un espacio lineal normado. El conjunto de todos
los funcionales lineales acotados definidos sobre X se llama el espacio dual
de X, y se simboliza X∗.
Definicio´n 2.6. [18] Sean X e Y espacios lineales normados. Una aplicacio´n
F : X → Y es llamada completamente compacta sobre un conjunto acotado
K ⊂ X, si F es uniformemente continua sobre K y compacta (la imagen de
un compacto es compacta).
Definicio´n 2.7. [18] Los espacios lineales normados X para los cuales (X∗)∗
= X, son llamados reflexivos.
Definicio´n 2.8. [12] La norma ‖·‖′ es equivalente a la norma ‖·‖ sobre X si
existen nu´meros positivos m y M tales que
m ‖x‖ ≤ ‖x‖′ ≤M ‖x‖ , para todo x ∈ X.
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2.2. La derivada
La nocio´n de diferencial fue inicialmente concebida por Newton y Leibniz para
funciones reales de una variable real. No obstante so´lo a finales del siglo XIX
la nocio´n fue generalizada para funciones de varias variables.
Una definicio´n de diferencial total que se encuentra en la primera edicio´n del
Cours d’Analyse de Goursat (1902) deja ver co´mo se defin´ıa la diferenciacio´n
a comienzos de este siglo:
“Sea w = f(x, y, z) una funcio´n de tres variables independientes x, y, z. Se
llama diferencial total dw a la siguiente expresio´n:
dw = f ′xdx+ f
′
ydy + f
′
zdz ,
donde dx, dy, dz son tres incrementos constantes y arbitrarios atribuidos a las
variables independientes x, y, z.”
Y para que una funcio´n tuviese diferencial total en un punto de su dominio
era necesario y suficiente que en este punto ella tuviera todas las derivadas
parciales, y no era necesario exigir la continuidad de la funcio´n. De hecho, en
esta e´poca cualquier teorema sobre diferenciacio´n pose´ıa la hipotesis adicional
que las derivadas parciales estaban definidas en una vecindad de un punto y
eran continuas en ese punto.
Fue exactamente de la bu´squeda de condiciones generales para la existencia
de la diferencial total que nacieron las diferentes nociones de derivada; algu-
nas de estas interpretaciones aparecen tratando de dar sentido a la forma en
que el l´ımite del cociente diferencial [f(x+h)−f(x)]h se obtiene; algunas veces la
existencia de la derivada particularizada y con algunas condiciones implica la
existencia de la derivada total.
Las derivadas laterales representan una de las primeras generalizaciones de la
derivada ordinaria, en la que no se restringe su existencia a la existencia del
l´ımite del cociente diferencial, ya que este l´ımite puede no existir, por lo cual
se consideran los l´ımite laterales: l´ımite superior y l´ımite inferior.
Necesitamos solamente la continuidad de las derivadas laterales en el punto
para garantizar la existencia de la derivada ordinaria en ese punto.
Definicio´n 2.9. [15] Una funcio´n f definida sobre un intervalo I = [a, b] tiene
definidas en cada punto de I cuatro derivadas laterales (excepto en a y en b,
en los cuales so´lo se definen dos derivadas):
70 Sof´ıa Pinzo´n y Marlio Paredes
D+f(x) = l´ım
h→0+
f(x+ h)− f(x)
h
(derivada superior derecha);
D−f(x) = l´ım
h→0−
f(x+ h)− f(x)
h
(derivada superior izquierda);
d+f(x) = l´ım
h→0+
f(x+ h)− f(x)
h
(derivada inferior derecha);
d−f(x) = l´ım
h→0−
f(x+ h)− f(x)
h
(derivada inferior izquierda).
Cambiando la forma del cociente diferencial da como resultado una gran can-
tidad de particularizaciones de la derivada. Una de las ma´s comunes es la
derivada sime´trica (tambie´n llamada la derivada de Riemann), definida as´ı:
f [
′](x) = l´ım
h→0
1
2h
[f(x+ h)− f(x− h)] .
Esta derivada tiene la virtud de no involucrar el comportamiento de f en el
mismo x (esta definicio´n es utilizada en la teor´ıa de las series trigonome´tricas).
La existencia de la derivada usual garantiza la existencia de la derivada sime´-
trica, pero la afirmacio´n inversa no siempre se cumple.
La existencia de la derivada sime´trica en todos los puntos de un conjunto E
implica la existencia de la derivada usual en casi todo punto de E, ya que, por
ejemplo, en funciones reales con discontinuidad removible existe la derivada
sime´trica, pero la usual no.
La derivada de orden superior de Riemann dada por
f (n) (x0) = l´ım
n→0
1
hn
∑
(−1)k f
(
x+ h
(n
2
− k
))
es una extensio´n de la derivada sime´trica. La derivada de orden dos de Riemann
es frecuentemente llamada la derivada de Schwarz.
El cociente diferencial puede ser variado en otras direcciones. La simple varia-
cio´n que aparece en [5],
f [∗](x0) = l´ım
x1,x2→x0
f(x2)− f(x1)
x2 − x1 , con x1 6= x2,
fue considerada por Peano, quien afirma que ella refleja el concepto de derivada
usado en las ciencias f´ısicas ma´s cercanamente que la definicio´n usual, dado
que f [∗] es siempre continua y coincide con f ′ siempre que f ′ sea continua.
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Otra variacio´n es la derivada congruente de Sindalovski [11]:
l´ım
t→0
f(x− φ(th))− f(x− φ(th)− th)
t
,
donde φ es una funcio´n arbitraria definida en una vecindad del origen para la
cual φ(th)→ 0, cuando t→ 0.
Adema´s, si G es cualquier operador continuo, se define la variacio´n de Mura-
viov de f (con respecto a G) mediante
l´ım
t→0
t−1 {f(x+ thG(x))− f(x)} .
Esta misma definicio´n aparece en [5] como
l´ım
h→¯
f (x− φ (h))− f (x− φ (h)− h)
h
,
donde φ es una funcio´n arbitraria, definida en una vecindad del origen, la cual
aproxima a φ con h.
Una de las nociones ma´s importantes para nosotros, la variacio´n de Gaˆteaux, es
obtenida como un caso especial de las variaciones de Sindalovski y Muraviov,
y fue introducida para funcionales por Gaˆteaux en 1913. Es una generalizacio´n
de la nocio´n de la derivada direccional en ca´lculo y de la nocio´n de primera
variacio´n manejada en ca´lculo variacional.
Definicio´n 2.10. [11] Sean X e Y espacios normados reales, y U un subcon-
junto abierto de X. Sean x0 ∈ U y h ∈ X un elemento fijo diferente de cero.
Dado que U es abierto, existe un intervalo I = (−τ, τ), para algu´n τ > 0,
tal que si t ∈ I entonces (x0 + th) ∈ U. Si la aplicacio´n Φ(t) = F (x0 + th)
tiene una derivada usual en t = 0, entonces Φ′(0) es llamada la variacio´n de
Gaˆteaux de F en x0 con incremento h, y es denotada por
V F (x0;h) =
d
dt
F (x0 + th) = l´ım
t→0
1
t
{F (x0 + th)− F (x0)} .
Es claro que la variacio´n de Gaˆteaux puede existir para algu´n h, pero fa-
llara´ para otros; sin embargo V F (x0, h) es homoge´nea en h y de grado uno,
como veremos en la seccio´n siguiente.
Una nocio´n ma´s de´bil que la variacio´n de Gaˆteaux es obtenida si, por ejemplo,
la derivada de Schwarz Φ[
′](0) es utilizada como sigue:
Φ[
′](0) = l´ım
t→0
Φ(t)− Φ(−t)
2t
.
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Las ciencias f´ısicas, en particular la termodina´mica, inspiro´ a Borel a definir
la “derivada media” [5]:
f ′B (x) = l´ım
h→0
l´ım
²→0
1
h
h∫
²
f (x+ t)− f (x)
t
dt .
En 1923 Hadamard publico´ un escrito donde se presentaba el germen de una
nueva definicio´n de diferencial, la cual ma´s tarde motivo´ a Fre´chet para dar en
1937 otra definicio´n de diferencial para funcionales sobre espacios de funciones.
Definicio´n 2.11. [11] Si X e Y son espacios lineales normados, se dice que
un operador F : X → Y tiene una diferencial de Hadamard en x0 si existe
una aplicacio´n lineal continua L : X → Y , tal que para cualquier aplicacio´n
continua g : [0, 1] → X para la cual g(0) = x0 y g′(0+) existe, la aplicacio´n
s(t) = F (g(t)) es diferenciable en t = 0+ y s′(0+) = Lg′(0+). La aplicacio´n L,
que es obviamente u´nica, es llamada la derivada de Hadamard de F en x0, y
Lg′(0+) es llamada la diferencial de Hadamard.
Definicio´n 2.12. [11] Sean X e Y espacios lineales normados. Se dice que
una aplicacio´n F : U → Y, donde U es un subconjunto abierto de X, es
diferenciable segu´n Fre´chet en x0 ∈ U , si existe un operador lineal continuo
L(x0) : X → Y tal que la siguiente representacio´n se da para cada h ∈ X con
x0 + h ∈ U :
F (x0 + h)− F (x0) = L(x0)h+R(x0, h), (2.1)
donde
l´ım
h→0
‖R(x0;h)‖
‖h‖ = 0. (2.2)
Otra nocio´n que fue primero introducida por Dubrovskii [7] en el marco de las
ecuaciones integrales, es la que damos a continuacio´n.
Definicio´n 2.13. [11] Sean X e Y espacios normados. Se dice que un operador
F : X → Y es asinto´tico a un operador lineal continuo L, si
l´ım
‖x‖→∞
‖F (x)− L(x)‖
‖x‖ = 0 . (2.3)
Note que existe a lo ma´s un operador lineal que satisface (2.3); L es llamado
derivada asinto´tica de Fre´chet.
Definicio´n 2.14. [17] Se dice que un operador F : X → Y tiene, sobre el
conjunto W ⊆ X, una diferencial localmente uniforme dF (x, h), si para cada
ε > 0 y x0 ∈ W , existen nu´meros positivos η (ε, x0) y δ (ε, x0) tales que para
cada x en la bola Dr (x0, η) la desigualdad ‖R (x, h)‖ < ε ‖h‖ se da si ‖h‖ < δ.
La Derivada de Carathe´odory en R2 73
Teorema 2.2. [17] Para la continuidad de F ′ en la bola Dr, es necesario y
suficiente que F tenga en Dr una diferencial localmente uniforme, y que F ′
sea localmente acotada en Dr.
Definicio´n 2.15. [6] Se dice que una funcio´n de una variable compleja f (z)
definida en una regio´n G del plano complejo es diferenciable en el punto z0 de
e´sta regio´n, si existe una funcio´n ϕ (z; z0) que sea continua en el punto z = z0
y satisfaga la relacio´n
f (z) = f (z0) + (z − z0)ϕ (z; z0)
en todos los z de G.
En el marco de los espacios normados (especif´ıcamente en Rn y Rm) se da la
definicio´n de Diferencial de Fre´chet, como aparece en [2].
Sea f una funcio´n de Rn en Rm y a un punto en Rn. Para dar una interpre-
tacio´n de la definicio´n segu´n Carathe´odory, identificaremos f(x) − f(a) con
un vector columna de Rm y x− a con un vector columna de Rn. Por lo tanto
φf (x) se puede interpretar como una matriz n×m.
Definicio´n 2.16. [2] f es diferenciable en a si existe
φf : Rn →Mn×m continua en a,
tal que
f(x)− f(a) = φf (x)(x− a).
Si φf existe,
Df(a) = φf (a) ∈Mn×m.
Veamos el siguiente ejemplo de co´mo derivar segu´n esta definicio´n:
Ejemplo 2.1. Si F : R2 → R2 esta´ definida por
F (x, y) =
(
x2, y2
)
y (a, b) ∈ R2, veamos co´mo se calcula F ′ (a, b):
F (x, y)− F (a, b) = (x2, y2)− (a2, b2)
=
(
x2 − a2, y2 − b2)
=
(
(x− a) (x+ a) , (y − b) (y + b))
=
(
x+ a 0
0 y + b
)(
x− a
y − b
)
.
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ΦF (x, y) =
(
x+ a 0
0 y + b
)
es continua en (a, b) y F ′ (a, b) =
(
2a 0
0 2b
)
.
3. Tres nociones de derivada
3.1. La derivada de Gaˆteaux
Para funciones en varias variables la diferencial de Gaˆteaux comu´nmente nom-
brada G–diferencial, se conoce como derivada direccional.
Definicio´n 3.1. [4] Sea f definida sobre el subconjunto A de Rn y, tomando
valores en Rm, sea c un punto interior de A y u cualquier punto en Rn. Un
vector Lu ∈ Rm es llamado la derivada parcial de f en c con respecto a u,
si para cada nu´mero ε > 0 existe un δ(ε) > 0 tal que para todo t ∈ R que
satisfaga 0 < |t| < δ(ε) tenemos∥∥∥∥1t {f(c+ tu)− f(c)− Lu}
∥∥∥∥ < ε.
En forma semejante se puede definir Lu como
l´ım
t→0
1
t
{f(c+ tu)− f(c)},
o como la derivada en t = 0 de la funcio´n F definida mediante F (t) = f(c+tu),
para |t| suficientemente pequen˜o y tomando valores en Rm.
La definicio´n de variacio´n de Gaˆteaux dada anteriormente por
V F (x0;h) = l´ım
t→0
1
t
{F (x0 + th)− F (x0)}
puede existir para algu´n h, pero falla para otros; sin embargo V F (x0, h) es
homoge´nea en h de grado uno. Se demuestra la siguiente proposicio´n.
Proposicio´n 3.1. [17] Sean X e Y espacios de Banach y A ⊆ X. Si una
funcio´n F : A→ Y tiene variacio´n de Gaˆteaux en un punto x0 con incremento
h, es decir, si V F (x0, h) existe para algu´n h 6= 0, entonces para cada nu´mero
λ, V F (x0;λh) existe y es igual a λV F (x0;h) .
Demostracio´n.
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Si tλ = r, tenemos :
V F (x0;λh) = l´ım
t→0
1
t
{F (x0 + t (λh))− F (x0)}
= l´ım
λt→0
λ
tλ
{F (x0 + (tλ)h)− F (x0)}
= λ l´ım
r→0
1
r
{F (x0 + rh)− F (x0)}
= λV F (x0;h) .
La existencia de la variacio´n de Gaˆteaux en x0 ∈ U provee una propiedad de
aproximacio´n local en el siguiente sentido:
Teorema 3.1. [11]Sean X e Y espacios de Banach y una funcio´n F : U ⊂
X → Y . Una condicio´n necesaria y suficiente para que F tenga variacio´n de
Gaˆteaux en x0 ∈ U es que la siguiente representacio´n se de´ para cada h ∈ X
para el cual x+ h ∈ U :
F (x0 + h)− F (x0) = H (x0;h) +R (x0;h) , (3.1)
donde la aplicacio´n h→ H (x0;h) es homoge´nea de grado uno y
l´ım
t→0
R (x0; th)
t
= 0.
Tal representacio´n es u´nica y
V F (x0;h) = H (x0;h) .
Demostracio´n.
1. a) Unicidad: Supongamos que para F , existen H, R y H ′, R′, que
satisfacen la representacio´n, es decir:
F (x0 + h)− F (x0) = H (x0;h) +R (x0;h) ,
F (x0 + h)− F (x0) = H ′ (x0;h) +R′ (x0;h) ;
luego, para t 6= 0,
H(x0;h)−H ′ (x0;h) = l´ım
t→0
t
t
[
H(x0;h)−H ′ (x0;h)
]
= l´ım
t→0
1
t
[
H(x0; th)−H ′ (x0; th)
]
= l´ım
t→0
1
t
[
R(x0; th)−R′ (x0; th)
]
= l´ım
t→0
1
t
R(x0; th)− l´ım
t→0
1
t
R′ (x0; th) = 0.
76 Sof´ıa Pinzo´n y Marlio Paredes
Por lo anterior se tiene tantoH(x0;h) = H ′ (x0;h) como R(x0;h) =
R′ (x0;h).
b) Si F (x0 + h)− F (x0) = H (x0;h) +R (x0;h), entonces
dF (x0+τh)
dτ
∣∣∣∣
τ=0
= l´ım
τ→0
τ−1 {F (x0 + τh)− F (x0)}
= l´ım
τ→0
τ−1 {H (x0; τh) +R (x0; τh)}
= l´ım
τ→0
τ−1H (x0; τh) + l´ım
τ→0
R (x0; τh)
= l´ım
τ→0
τ−1τH (x0;h)
= l´ım
τ→0
H (x0;h) = H (x0;h) .
Por consiguiente, V F (x0;h) = H (x0, h) .
2. Si F tiene variacio´n de Gaˆteaux, entonces la representacio´n (3.1) se da.
Si la variacio´n de Gaˆteaux existe, entonces
τ−1 {F (x0 + τk)− F (x0)} = V F (x0, k) + ² (x0; τk) ,
con k un elemento en el espacio y ε (x0; τk)→ 0, cuando τ → 0. Haciendo
τk = h, entonces,
τ−1 {F (x0 + h)− F (x0)} = V F
(
x0,
h
τ
)
+ ε (x0;h) ;
como V F (x0;h) es homoge´nea, se tiene
τ−1 {F (x0 + h)− F (x0)} = V F
(
x0;
h
τ
)
+ ² (x0;h) ;
τ−1 {F (x0 + h)− F (x0)} = τ−1 {V F (x0;h) + τ² (x0;h)} ;
F (x0 + h)− F (x0) = V F (x0;h) + τ² (x0;h) .
Luego H (x0;h) = V F (x0;h) y R (x0;h) = τ² (x0;h), y adema´s
R (x0; τh)
τ
→ 0 cuando τ → 0.
La existencia de V F (x0;h) implica la continuidad direccional de F en x0, es
decir,
‖F (x0 + th)− F (x0)‖ → 0, cuando t→ 0
para h fijo, pero no implica que F sea continua en x0.
Se apunta tambie´n que el operador h→ V F (x0;h) no es necesariamente lineal
o continuo en h.
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Proposicio´n 3.2 (Valor medio de la G–diferencial). [11] Sean X e Y
espacios lineales normados, x0 y x0 + h ∈ X. Sea S un segmento de recta,
dirigido, que tiene por extremos x0 y x0 + h. Sea F : S → Y una funcio´n
continua tal que para todo t ∈ (0, 1), V F (x0 + th, h) existe. Entonces
‖F (x0 + h)− F (x0)‖ ≤ sup
0<t<1
‖V F (x0 + th, h)‖ .
Demostracio´n.
Sea λ ∈ (0, 1). La aplicacio´n Φ : [λ, 1] → Y , dada por Φ(t) = F (x0 + th), es
continua y para todo t0 ∈ [λ, 1] se tiene
Φ′
(
t+0
)
= l´ım
t→t+0
F (x0 + th)− F (x0 + t0h)
t− t0
= l´ım
ε→0+
F (x0 + t0h+ εh)− F (x0 + t0h)
ε
= V F (x0 + t0h, h) .
Por lo tanto, debemos mostrar que
‖Φ(1)− Φ(λ)‖ ≤M (1− λ) , donde M = sup
λ≤t0<1
∥∥Φ′ (t+0 )∥∥ .
Sea
X = {t ∈ [λ, 1] : ‖Φ(1)− Φ(λ)‖ ≤ (M + ε) (s− λ) , para todo s ∈ [λ, t]} .
Es obvio que X es de la forma [λ, α] para algu´n α ∈ [λ, 1]. Probemos que
α = 1. Si α < 1, entonces existe δ > 0 tal que α + δ < 1, y para todo k,
0 ≤ k < δ; entonces
Φ (α+ k) = Φ (α) + Φ′(α+)k + ρ (k) k ,
donde ‖ρ (k)‖ < ε. Por tanto, como α ∈ X,
∀k, 0 ≤ k < δ ⇒ ‖Φ(α+ k)− Φ(λ)‖ ≤ ‖Φ(α+ k)− Φ (α)‖+ ‖Φ (α)− Φ(λ)‖
≤ (M + ε) k + (M + ε) (α− λ)
= (M + ε) ((α+ k)− λ) ;
luego
∀k, 0 ≤ k < δ, entonces α+ k ∈ X,
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lo cual es absurdo. En consecuencia, se tiene que α = 1, con lo cual hemos
demostrado que para todo λ ∈ (0, 1)
‖F (x0 + h)− F (x0 + λh)‖ ≤ sup
λ≤t<1
‖V F (x0 + th, h)‖ ,
luego
‖F (x0 + h)− F (x0)‖ = l´ım
λ→0+
‖F (x0 + h)− F (x0 + λh)‖ ≤
≤ l´ım
λ→0+
sup
λ≤t<1
‖V F (x0 + th, h)‖ ≤
≤ sup
0<t<1
‖V F (x0 + th, h)‖
Definicio´n 3.2. [11] Si V F (x0; •) es lineal y acotada en h, se denomina
diferencial de Gaˆteaux de F en x0 con incremento h, y se denota DF (x0, h) .
Paul Le´vy postulo´ la linealidad de la variacio´n de Gaˆteaux en su libro Lec¸ons
d’analyse fonctionelle (1922), as´ı que tal vez DF (x0, h) podr´ıa llamarse la
diferencial de Gaˆteaux–Le´vy.
Se puede apuntar que si V F (x0;h) es aditiva, entonces V F (x0;h) es direccio-
nalmente continua en h, es decir,
l´ım
τ→0
V F (x0;h+ τk) = V F (x0;h) .
Si l´ım
τ→0
τ−1 ‖R (x0; τh)‖ = 0 se da uniformemente sobre cada conjunto acotado,
entonces, por el teorema 3.1, F posee una diferencial de Gaˆteaux V F (x0, h)
en x0. As´ı, para cualquier ε > 0, existe δ > 0, tal que∥∥τ−1 [F (x0 + τh)− F (x0)]− V F (x0, h)∥∥ < ε, si ‖τ‖ < δ.
Esto es,
F (x0 + τh)− F (x0) = V F (x0; τh) +R (x0, τh) ,
donde, para |τ | < δ,
‖R(x0; τh)‖
‖τh‖ < ε.
Sea k = τh; entonces se tiene F (x0 + k) − F (x0) = V F (x0; k) + R (x0, k),
donde
l´ım
k→θ
‖R (x0, k)‖
‖k‖ = 0.
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Por tanto, V F (x0; k) = DF (x0;k).
As´ı, si F es diferenciable segu´n Fre´chet en x0, entonces F es diferenciable segu´n
Gaˆteaux (y en consecuencia tiene variacio´n de Gaˆteaux) en x0. Adema´s,
dF (x0;h) = V F (x0;h) = DF (x0;h) .
Note que si F y G son diferenciables segu´n Gaˆteaux en x0, entonces si T =
αF + βG, T tambie´n es diferenciable segu´n Gaˆteaux en x0, para cualesquiera
α, β reales, pero la regla de la cadena para funciones G–diferenciables no se
cumple. Veamos un ejemplo.
Ejemplo 3.1. Sean f : R → R2 definida mediante f (t) = (t, t2) y g : R2 →
R definida por g (x, y) =
{
x si y = x2
0 si y 6= x2
}
; entonces (g ◦ f) (x) = x, f es
diferenciable en 0, g tiene una variacio´n de Gaˆteaux en (0, 0) que es igual a
cero, pero (g ◦ f)′ (0) = 1.
Teorema 3.2. [12] Suponga que la G–variacio´n del operador F existe en
alguna vecindad del punto x0 y que V F (x;h) es continua en x en el punto x0.
Adema´s, se supone que V F (x0;h) es continua en h = ¯. Entonces
V F (x0, h) = DF (x0, h) .
Demostracio´n.
1. De la continuidad de V F (x0, h) en el punto h = ¯ se sigue la existencia
de m > 0 y M > 0 tales que ‖h‖ ≤ m implica ‖V F (x0, h)‖ ≤ M . En
razo´n a la homogenidad en h del operador V F (x0, h), se sigue que, para
un h arbitrario,
‖V F (x0, h)‖ =
∥∥∥∥‖h‖m V F
(
x0,
mh
‖h‖
)∥∥∥∥ ≤ Mm ‖h‖ ;
es decir, V F (x0, h) es un operador acotado, y por lo tanto es un operador
continuo.
2. Ahora comprobaremos la linealidad en h de V F (x0, h). Sean h1 y h2 ele-
mentos con norma unitaria, arbitrarios en X y ε un nu´mero real positivo
arbitrario. De la definicio´n de diferencial de Gaˆteaux se tiene que
V F (x0, h1) =
1
t
{F (x0 + th1)− F (x0)}+ α1 ,
V F (x0, h2) =
1
t
{F (x0 + th2)− F (x0)}+ α2
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y
V F (x0, h1 + h2) =
1
t
{F (x0 + th1 + th2)− F (x0)}+ α3 .
Puesto que ‖αi‖ < 14ε, i = 1, 2, 3, se sigue que
‖V F (x0, h1 + h2)− V F (x0, h1)− V F (x0, h2)‖ ≤
≤ 1|t| ‖F (x0 + th1 + th2)− Fx0 + th2 − Fx0 + th1 + F (x0)‖+
+
3
4
ε
(3.2)
Aplicando la fo´rmula de Lagrange [17],
F (x+ h)− F (x) = V F (x+ τh, h) , 0 < τ < 1;
pero
F (x0 + th1 + th2)− F (x0 + th2) = V F (x0 + th2 + τ1h1, h1) ,
F (x0 + th1)− F (x0) = V F (x0 + τ2h1, h1) .
luego
‖V F (x0, h1 + h2)− V F (x0, h1)− V F (x0, h2)‖ ≤
≤ |t| ‖V F (x0 + th2 + τ1h1, h1)− V F (x0 + τ2h1, h1)‖ .
Dado que V F (x, h) es continua en x en el punto x0, para una posible
eleccio´n de δ se obtiene
‖V F (x0 + th2 + τ1h1, h1)− V F (x0 + τ2h1, h1)‖ < 14ε; (3.3)
juntando (3.2) y (3.3) obtenemos la desigualdad deseada:
‖V F (x0, h1 + h2)− V F (x0, h1)− V F (x0, h2)‖ < ε;
dado que ε es un real positivo arbitrario, se tiene entonces la aditividad:
V F (x0, h1 + h2) = V F (x0, h1) + V F (x0, h2) .
Como el operador V F (x0, h) es homoge´neo, acotado y aditivo, es un
operador lineal, con lo cual queda demostrado el teorema.
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Teorema 3.3. [12] Una condicio´n necesaria y suficiente para que V F (x0;h)
sea lineal y continua en h es que satisfaga las siguientes condiciones:
1. A cada h corresponde un δ (h) tal que
|t| ≤ δ implica ‖F (x0 + th)− F (x0)‖ ≤M ‖th‖ ,
donde M no depende de h.
2. ∆2th1,th2F (x0) = o(t), donde
∆2h1,h2F (x0) = F (x0 + h1 + h2)− F (x0 + h1)− F (x0 + h2) + F (x0) .
Demostracio´n.
1. V F (x0;h) es lineal. Utilizando la condicio´n 2 se tiene que si o (t) = g (t),
entonces,
l´ım
t→0
g (t)
t
= 0, luego l´ım
t→0
∆2th1,th2F (x0)
t
= 0;
0 = l´ımt→0
∆2th1,th2
F (x0)
t
= l´ım
t→0
F (x0 + th1 + th2)− F (x0 + th1)− F (x0 + th2) + F (x0)
t
= l´ım
t→0
F (x0 + t(h1 + h2))− F (x0)
t
− l´ım
t→0
F (x0 + th1)− F (x0)
t
−
− l´ım
t→0
F (x0 + th2)− F (x0)
t
.
De aqu´ı,
l´ım
t→0
F (x0 + t(h1 + h2))− F (x0)
t
= l´ım
t→0
F (x0 + th1)− F (x0)
t
+
+ l´ım
t→0
F (x0 + th2)− F (x0)
t
,
V (x0;h1 + h2) = V F (x0;h1) + V F (x0;h2) ,
y como ya se tiene que V F (x0;h) es homoge´nea de grado uno, se tiene
la linealidad de la variacio´n de Gaˆteaux.
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2. V F (x0; •) es continua en h. Se tiene que |t| < δ implica
‖F (x0 + th)− F (x0)‖ ≤M ‖th‖ .
Luego ∥∥∥∥F (x0 + th)− F (x0)t
∥∥∥∥ ≤M ‖h‖ ,
‖V F (x0;h)‖ ≤M ‖h‖ si h = h0 − τk, donde τ → 0;
entonces,
‖V F (x0;h0 − τk)‖ ≤ M ‖h0 − τk‖ ,
‖V F (x0;h0)− V F (x0; τk)‖ ≤ M ‖h0 − τk‖ .
Si δ =
ε
M
entonces
‖V F (x0;h0)− V F (x0; τk)‖ ≤M ε
M
.
Luego,
‖V F (x0;h0)− V F (x0; τk)‖ ≤ ε .
3.2. La derivada Fre´chet
Inicialmente presentamos la definicio´n de diferencial como la formulo´ Fre´chet.
Sin embargo, histo´ricamente varios matema´ticos, antes de e´l, tambie´n con-
tribuyeron a su formulacio´n. Antes de finalizar el siglo XIX la nocio´n de di-
ferencial de una funcio´n de varias variables no hab´ıa sido bien formulada, y
se consideraban solamente derivadas parciales. Stolz(1893), Pierpont(1905) y
Young(1910) definieron la diferencial de una funcio´n de varias variables como
sigue:
“f es difenciable en (x1, x2, ..., xn) si Ai =
∂f
∂xi
existe en (x1, x2, ..., xn) y
f (x1 + h1, x2 + h2, ..., xn + hn)− f (x1, x2, ..., xn) =
n∑
i=1
Aihi +
n∑
i=1
εihi ,
donde ε1 → 0 cuando ma´x (|h1| , |h2| , ..., |hn|)→ 0, i = 1, 2, ..., n.”
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Como un paso para liberar esta definicio´n del conjunto de coordenadas, Fre´-
chet, quien fue alumno de Hadamard, reemplazo´
n∑
i=1
εihi en la anterior repre-
sentacio´n mediante εD, donde D es la “distancia” entre (x1 + h1, x2 + h2, ...,
xn + hn) y (x1, ..., xn). Por “ distancia” Fre´chet utilizo´ D = ma´x (|h1| , |h2|
,..., |hn|) , o,
D =
√
h21 + h
2
2 + ...+ h2n.
En 1911 Fre´chet escribio´:
“El funcional UA tiene una diferencial en el punto A0, si existe un funcional
V∆A que es lineal en ∆A y difiere del incremento del funcional UA en A0, en
una cantidad que es infinitamente pequen˜a en comparacio´n con la distancia
entre los argumentos A0 y A0 +∆A”.
Fre´chet obviamente ten´ıa en mente la distancia inducida por una norma. Pos-
teriormente, en 1925, Fre´chet presenta en [8] una definicio´n ma´s precisa de
diferencial, la cual coincide con la ya dada.
Definicio´n 3.3. [14] Sean f : Rn → Rm y a ∈ Rn. Se dice que f es dife-
renciable segu´n Fre´chet (F–diferenciable) en, a si existe una transformacio´n
lineal λ : Rn → Rm tal que,
l´ım
x→a
‖f(x)− f (a)− λ (x− a)‖
‖x− a‖ = 0.
La definicio´n de diferencial de Fre´chet para una funcio´n f de X en Y, con X e
Y espacios normados, esta´ dada en te´rminos de la norma de X y Y. Sin embar-
go, es evidente que la diferenciabilidad es invariante bajo normas equivalentes,
as´ı que si f es F–diferenciable en x0 cuando los espacios lineales esta´n norma-
dos por ‖•‖X y ‖•‖Y , respectivamente, entonces f es tambie´n F–diferenciable
en x0 cuando los espacios X e Y estan normados por ‖•‖
′
X y ‖•‖
′
Y , las cuales
son equivalentes a ‖•‖X y ‖•‖Y , y las dos diferenciales son iguales. En el caso
de espacios de dimensio´n finita todas las normas son equivalentes, as´ı que la
diferencial de un operador es independiente de la norma utilizada. Normas
equivalentes inducen la misma topolog´ıa, as´ı que la diferenciabilidad depende
solamente de la topolog´ıa de X e Y en espacios finito dimensionales.
Otra nocio´n de diferencial que no es muy tenida en cuenta aparece en el u´ltimo
libro de texto de Constantin Carathe´odory (1873–1950) Theory of functions
of a complex Variable [6], publicado en 1954.
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3.3. La derivada de Carathe´odory
Definicio´n 3.4. [2] Sea f una funcio´n real definida en un intervalo abierto
U , y a un punto en U . f es diferenciable en a, en el sentido de Carathe´odory,
si existe una funcio´n φf (x, a), continua en a, que satisface la relacio´n
f(x)− f(a) = φf (x, a)(x− a), para todo x ∈ U.
El nu´mero φf (a, a) es la derivada de carathe´odory de f en a.
Dos consecuencias inmediatas de esta formulacio´n son:
– Si f es diferenciable en a, entonces f es continua en a.
– Si f es diferenciable en a, existe al menos una funcio´n φ que satisface la
definicio´n; adema´s, si f ′(a) existe,
f ′(a) = φ(a).
En [2], aparece la extensio´n que hacen los autores de la definicio´n de derivada
de Carathe´odory a funciones vectoriales.
Teorema 3.4. Si φ y ψ son dos funciones que satisfacen las condiciones dadas
en la anterior definicio´n para f en a, entonces,
φ(a) = ψ(a).
Demostracio´n .
Suponemos que φ y ψ son dos funciones tales que φ(a) = f ′(a) y ψ(a) = f ′(a).
Sea η(x) = φ(x)− ψ(x). Entonces
η(x)(x− a) = 0,
y adema´s
‖η(a)(x− a)‖ = ‖(η(a)− η(x))(x− a)‖ ≤ ‖η(a)− η(x)‖‖x− a‖.
Por lo tanto, dado que η es continua en a, concluimos que η(a) = 0 por
consiguiente Φ(a) = Ψ(a).
Para establecer la generalidad de cada una de estas definiciones, o para esta-
blecer en que´ condiciones se puede aplicar una u otra definicio´n, se han des-
arrollado estudios que han generado teoremas donde se estipulan condiciones
para la equivalencia de estas definiciones.
La Derivada de Carathe´odory en R2 85
La nocio´n dada por Carathe´dory, como lo muestran Acosta y Delgado, puede
facilitar la demostracio´n de algunas proposiciones que, con la nocio´n dada por
Fre´chet, resultan extensas y engorrosas. A continuacio´n presentamos algunas
de las proposiciones demostradas por ellos.
Teorema 3.5. [2] Si f, g : Rn → Rm son diferenciables en a ∈ Rn, entonces
αf + βg, α, β ∈ R, es tambie´n diferenciable en a y
D (αf + βg) (a) = αDf (a) + βDg (a) .
Demostracio´n.
Sean f ; g : Rn → Rm funciones diferenciables en a ∈ Rn y α, β ∈ R, entonces
existen φ y ψ, respectivamente, que satisfacen para f y g la condicio´n de
diferenciabilidad segu´n Carathe´odory, y por lo tanto
(αf + βg) (x)− (αf + βg) (a) = α (f (x)− f (a)) + β (g (x)− g (a))
= αφ (x) (x− a) + βψ (x) (x− a)
= [αφ (x) + βψ (x)] (x− a) ;
D (αf + βg) (a) = αφ (a) + βψ (a)
= αDf (a) + βDf (a) .
Teorema 3.6. [2] Si f es diferenciable en a y g es diferenciable en f (a) ,
entonces g ◦ f es diferenciable en a y
D (g ◦ f) (a) = Dg (f (a))Df (a) .
Demostracio´n.
Sea f : Rn → Rm diferenciable en a ∈ Rn, y sea g : Rm → Rn diferenciable en
f (a) ∈ Rm. Entonces
g (f (x))− g (f (a)) = ψ (f (x)) (f (x)− f (a))
= ψ (f (x))φ (x) (x− a) ,
donde φ es la funcio´n derivada para f en a y ψ es una funcio´n derivada para
g en f(a). Dado que ψ es continua en f (a) y φ es continua en a, tenemos que
g ◦ f es diferenciable en a. Ma´s au´n,
D (g ◦ f) (a) = ψ (f (a))φ (a) = Dg (f (a))Df (a) .
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Teorema 3.7. [2] Sea f una funcio´n de valor real definida sobre un conjunto
abierto U ⊆ Rn. Si f es diferenciable en x0 ∈ U y f (x0) es un valor extremo,
entonces Df (x0) = 0.
Demostracio´n.
Supongamos que x0 ∈ U y es tal que f (x0) ≤ f (x) para todo x ∈ U , y que f
es diferenciable en x0; entonces existe una funcio´n continua φ en x0 tal que
0 ≤ f (x)− f (x0) = φ (x) (x− x0) , para todo x ∈ U. (3.4)
Sea h un punto fijo en Rn, y ε > 0 tan pequen˜o que cumple que (x0+ th) ∈ U ,
para todo t ∈ (−ε, ε). Por (3.4) se tiene
0 ≤ f (x0 + th)− f (x0) = φ (x0 + th) (x0 + th− x0) ;
0 ≤ φ (x0 + th) (th) , para todot ∈ (−ε, ε) .
0 ≤ φ (x0 + th)h, para t < 0,
0 ≥ φ (x0 + th)h, para t < 0;
dado que φ es continua en x0, se tiene que φ(x0)h = 0, pero h es cualquier
valor arbitrario; entonces φ (x0) = 0, es decir Df (x0) = 0.
Como nuestro trabajo va orientado hacia establecer bajo que´ condiciones se
da la equivalencia de las definiciones de diferencial dadas por Carathe´odory,
Gaˆteaux y Fre´chet, dedicaremos un apartado especial para estudiar algunas
de las proposiciones que establecen relaciones entre ellas.
3.4. F–diferenciabilidad versus G–diferenciabilidad
Teorema 3.8. [12] El operador F es F–diferenciable en x0 si y so´lo si la
representacio´n 3.1 se da, donde R (x0, h) es continuo y lineal en h y
l´ım
τ→0
τ−1 ‖R (x0; τh)‖ = 0 (3.5)
uniformemente con respecto a h sobre el conjunto ‖h‖ =constante.
Demostracio´n.
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Sin perder la generalidad se puede mostrar que para ‖h‖ = 1, si F es F–
diferenciable en x0, entonces
l´ım
h→0
‖R (x0;h)‖
‖h‖ = 0.
Sea h = τk, donde ‖k‖ = 1; se tiene que l´ım
τ→0
τ−1 ‖R (x0; τk)‖ = 0 uniforme-
mente sobre ‖k‖ = 1.
Teorema 3.9. [11] Sean X e Y espacios normados, U un subconjunto abierto
de X, F : X → Y. Si F tiene diferencial de Gaˆteaux F ′ (x), la cual es continua
en x en x0, es decir, si la aplicacio´n F ′ : U → L (X,Y ) es continua en x0,
entonces F es diferenciable segu´n Fre´chet en x0.
Demostracio´n.
Por el teorema fundamental del ca´lculo se tiene:
F (x0 + h)− F (x0) =
∫ 1
0
V F (x0 + th;h) dt
= V F (x0;h) +
∫ 1
0
{V F (x0 + th;h)− V F (x0;h)}dt ,
para todo h ∈ X con x0 + h ∈ U. Pero
1
‖h‖
∥∥∥∥∫ 1
0
{V F (x0 + th;h)− V F (x0;h)}dt
∥∥∥∥ ≤ ∫ 1
0
∥∥F ′ (x0 + th)− F ′ (x0)∥∥ dt ,
y la parte derecha de la anterior desigualdad tiende a cero, cuando h tiende a
cero.
Teorema 3.10. [11] Sea F : U → Y que posee una diferencial de Gaˆteaux en
x0, y suponga que V F (x;h) existe en una vecindad de x0. Si
l´ım
t→0
‖V F (x0 + th;h)− V F (x0;h)‖ = 0,
uniformemente con respecto a h ∈ X sobre {h : ‖h‖ = 1}, entonces F es dife-
renciable segu´n Fre´chet en x0.
3.5. F–diferenciabilidad versus C–diferenciabilidad
Teorema 3.11. [2] Cualquier funcio´n diferenciable segu´n Fre´chet (F–diferen-
ciable) es diferenciable segu´n Carathe´odory (C–diferenciable), y viceversa.
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Demostracio´n.
1. Si f es C–diferenciable entonces f es F–diferenciable. Se supone la exis-
tencia de φ, luego si ‖x− a‖ < δ,
‖f (x)− f (a)− φ (a) (x− a)‖
‖x− a‖ =
‖[φ (x)− φ (a)] (x− a)‖
‖x− a‖
≤ ‖φ (x)− φ (a)‖ < ε ,
dado que φ es continua en a. Por lo tanto f es F–diferenciable.
2. Si f es F–diferenciable, entonces f es C–diferenciable. Se asume que
existe λ y definimos φ : Rn →Mn×m como
φ(x) =

1
‖x− a‖2 {(f(x)− f(a)− λ(x− a)⊗ (x− a)}+ λ, x 6= a,
λ, x = a,
donde (u ⊗ v) • w = (u • v)u.
Se puede ver inmediatamente de la definicio´n de φ que
f(x)− f(a) = φ(x)(x− a).
Tenemos que probar la continuidad de φ en a. Pero
‖φ(x)− φ(a)‖ ≤ ‖f(x)− f(a)− λ(x− a)‖‖x− a‖ < ε, si ‖x− a‖ < δ;
dado que f satisface la definicio´n de ser F–diferenciable, se tiene la
demostracio´n.
4. La diferencial en R2
Como ya se vio en la anterior seccio´n, la condicio´n esencial para que la deriva-
da de Gaˆteaux y la derivada de Fre´chet sean equivalentes es que la derivada de
Gaˆteaux sea continua en el punto sobre el cual se este´ hallando la diferencial; y
como la continuidad en espacios topolo´gicos se define con base en los abiertos,
es importante saber con que´ topolog´ıa se esta´ trabajando. Es claro que bajo
cualquier topolog´ıa equivalente a la usual el resultado que queremos estudiar
no se cumple. Una topolog´ıa que supon´ıamos que permitir´ıa establecer la equi-
valencia en R2 de las diferenciales ya mencionadas es la topolog´ıa radial o la
topolog´ıa de los conjuntos radialmente abiertos.
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4.1. Topolog´ıa radial
Definicio´n 4.1. Un subconjunto B de R2 se denomina radialmente abierto si
para cada punto x ∈ B y para cada direccio´n σ existe un segmento abierto s
en la direccio´n σ tal que x ∈ s ⊂ B.
Las siguientes proposiciones sobre la topolog´ıa radial esta´n propuestas como
ejercios de aplicacio´n sobre algunos temas de espacios topolo´gicos en el libro
de Willard [18].
Proposicio´n 4.1. [18] La coleccio´n de conjuntos radialmente abiertos es una
topolog´ıa para R2.
Demostracio´n.
∅ y R2 cumplen en forma obvia la definicio´n de ser radialmente abiertos.
Sea {Ai}i∈I una familia de conjuntos radialmente abiertos en R2; luego,
si x ∈ ⋃
i∈I
Ai y σ es una direccio´n, entonces, existe k ∈ I y un segmento
abierto s en la direccio´n σ tal que x ∈ s ⊂ Ak ⊂
⋃
i∈I
Ai, ya que Ak
es radialmente abierto; por lo tanto,
⋃
i∈I
Ai es un conjunto radialmente
abierto.
Sean A1, A2, A3, ..., An, conjuntos radialmente abiertos de R2; luego si
x ∈ A1∩A2∩ ...∩An y σ es una direccio´n, entonces para todo k, con k =
1, ..., n, se tiene que existe un segmento abierto sk en la direccio´n σ tal que
x ∈ sk ⊂ Ak; por tanto, x ∈ s = s1∩s2∩...∩sn ⊂ A1∩A2∩...∩An, ya que
s es un segmento abierto en la direccio´n σ. Por lo anterior,A1∩A2∩...∩An
es un conjunto radialmente abierto.
Nota 1. A partir de ahora a R2 con la topolog´ıa radial lo llamaremos plano
radial.
Proposicio´n 4.2. [18] La topolog´ıa radial es ma´s fina que la topolog´ıa usual
en R2.
Demostracio´n.
Sea τ1 la topolog´ıa usual de R2 y τ2 la topolog´ıa de los conjuntos radialmente
abiertos; se debe mostrar que τ1 ⊂ τ2.
Sea U1 un abierto en τ1; entonces, para cada x ∈ U1, ∃δ > 0 tal que βδ (x) ⊂ U1,
y por tanto para cada direccio´n σ existe un segmento abierto s de longitud
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menor que 2δ que contiene a x, y como x ∈ s ⊂ ∪
x∈U1
βδ (x) ⊆ U1, entonces
U1 ∈ τ2.
Para mostrar la contenencia estricta daremos a continuacio´n un ejemplo de
conjunto radialmente abierto que no es abierto en la topolog´ıa usual.
Ejemplo 4.1. Sea C =
{
(x, y) ∈ R2 : x2 + y2 = 1}. Si tomamos β =
{R2−C}∪{(1, 0)}, se puede verificar fa´cilmente que β es un conjunto radial-
mente abierto, pero no es un abierto de la topolog´ıa usual. β no es un abierto
de la topolog´ıa usual, puesto que para el punto (1, 0) no se puede encontrar
una vecindad de e´l que este´ totalmente contenida en β.
Por lo anterior queda demostrado que τ1 ⊂ τ2. En general, si C es cualquier
curva suave en R2 y se toman uno o ma´s puntos pi de la curva en los cuales
exista la derivada, se tiene que β = R2−{C}∪{p1, p2, ..., pn} generado de esta
manera es un conjunto radialmente abierto.
Proposicio´n 4.3. [18] La topolog´ıa relativa inducida sobre una recta como un
subespacio del plano radial es su topolog´ıa usual.
Demostracio´n.
Sea l una recta en R2 cuya direccio´n es σ, y U un abierto del plano radial;
en este caso, para todo x ∈ U se tiene que existe un segmento abierto sx en
la direccio´n σ, luego l ∩ U = sx para cada x ∈ U ; entonces los abiertos de
la topolog´ıa inducida son los sx, generando la topolog´ıa usual sobre la recta
l.
Proposicio´n 4.4. [18] La topolog´ıa relativa sobre cualquier circunferencia en
el plano como subespacio del plano radial es la topolog´ıa discreta.
Demostracio´n.
Sea
C =
{
(x, y) ∈ R2 : (x− h)2 + (y − k)2 = r2, h, k,∈ R2 y r ∈ R} ;
si (a, b) ∈ C, como ya vimos, y si β = {R2 − C} ∪ {(a, b)}, se tiene que β es
radialmente abierto, por lo tanto β ∩C = (a, b), luego se tiene que los puntos
en C son abiertos, o sea que la topolog´ıa relativa sobre C es la topolog´ıa
discreta.
Proposicio´n 4.5. [18] El plano radial no es normal.
La Derivada de Carathe´odory en R2 91
Demostracio´n.
Sean C1, C2 dos curvas en el plano tales que C1 ∩ C2 = {(a, b) , (c, d)}, y
de tal forma que en (a, b) , (c, d) ambas curvas son diferenciables. Entonces
C1−{(a, b), (c, d)} y C2−{(a, b), (c, d)} son dos cerrados en la topolog´ıa radial,
y adema´s disyuntos.
Es claro que cualquier abierto que contenga a C1 − {(a, b), (c, d)} debe por lo
menos contener un punto de C2 − {(a, b), (c, d)}. Luego el plano radial no es
normal.
Graficamente:
C1
C2
Figura 3.1
A continuacio´n atacaremos el problema planteado dentro de nuestro trabajo,
para encontrar un tipo de abiertos que garanticen la continuidad de la derivada
de Gaˆteaux en el punto.
Como ya se dijo, el hecho de que las definiciones de Fre´chet y Carathe´odory
sean equivalentes garantiza el resultado que damos a continuacio´n; lo presen-
tamos para lograr una caracterizacio´n de la derivada de Gaˆteaux en funcio´n
de la derivada de Carathe´odory.
Proposicio´n 4.6. Si f : R2 → R es C–diferenciable, entonces f es G–dife-
renciable.
Demostracio´n.
Si f es C–diferenciable, se tiene la existencia de φ continua en a y tal que
dado ε > 0, existe una vecindad V de a que satisface
|φ (x)− φ (a)| < ε‖h‖ , si x ∈ V.
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Sea σ la direccio´n de h; entonces existe un segmento abierto s en la direccio´n
σ tal que a ∈ s ⊂ V ; sea adema´s λ > 0 tal que (a + th) ∈ s, para todo
t ∈ (−λ, λ). Entonces
|φ (a+ th)− φ (a)| < ε‖h‖ , si |t| < λ,
y por consiguiente,
|{φ (a+ th)− φ (a)}h| ≤ |φ (a+ th)− φ (a)| ‖h‖ < ε.
De aqu´ı se tiene
l´ım
t→0
φ (a+ th) (h) = φ (a)h.
Por otra parte, hay que garantizar la existencia de
l´ım
t→0
f (a+ th)− f (a)
t
y mostrar su linealidad en h :
f (a+ th)− f (a) = φ (a+ th) (th) ;
f (a+ th)− f (a)
t
= φ (a+ th)h;
l´ım
t→0
f (a+ th)− f (a)
t
= l´ım
t→0
φ (a+ th)h = φ (a)h.
Con lo anterior se garantiza la existencia. La linealidad del l´ımite se tiene por
la forma de H(x, h) = φ(x)h.
Para que funcione la rec´ıproca debemos encontrar la topolog´ıa conveniente.
Si f es G–diferenciable, se tiene que
H (x, h) = l´ım
t→0
f (a+ th)− f (a)
t
existe y es lineal en h.
Definamos φ : R2 → R de la siguiente manera:
φ (x) =

1
‖x− a‖2 {(f (x)− f (a)−H (a, x− a))〈x− a, •〉}+H (a, •) , si x 6= a,
H (a, •) , si x = a.
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As´ı se tiene
φ (x) (x− a) = 1‖x− a‖2 {(f (x)− f (a)−H (a, x− a))〈x− a, x− a〉}+
+H(a, x− a)
= f (x)− f (a) .
A continuacio´n se debe demostrar que φ es continua en a, y es en este pun-
to donde empiezan a intervenir ma´s claramente los aspectos topolo´gicos del
espacio.
Aqu´ı hay que ver que
l´ım
x→a
1
‖x− a‖2 {(f (x)− f (a)−H (a, x− a))〈x− a, x− a〉} = 0.
Dado ε > 0, debe tenerse∥∥∥∥ 1‖x− a‖2 {(f (x)− f (a)−H (a, x− a))〈x− a, x− a〉}
∥∥∥∥ =
=
∥∥∥∥ 1‖x− a‖2
{
(f (x)− f (a)−H (a, x− a)) ‖x− a‖2
}∥∥∥∥
= ‖f (x)− f (a)−H (a, x− a)‖ < ε,
para todo x en una vecindad V de a de la topolog´ıa que estamos buscando, y
nuestro propo´sito es encontrarla.
Segu´n [11], se tiene que dado ε > 0 y h ∈ R2, ‖h‖ = 1, existe λh > 0 tal que
si x = a+ th,
|f (a+ th)− f (a)−H (a, th)|
t
< ε, si |t| < λh.
Sea V =
⋃
h∈S1
Ih, donde Ih = (a− λhh, a+ λhh). Por lo tanto, si x ∈ V , x ∈ Ih,
para algu´n h ∈ S1 y x = a+ th con |t| < λh, entonces
|f (x)− f (a)−H (a, x− a)|
‖x− a‖ =
|f (a+ th)− f (a)−H (a, th)|
|t| < ε.
Hemos encontrado una vecindad V que permite la continuidad de φ (x) en
x = a. Sin embargo, V no es necesariamente radial, como lo ilustra el siguiente
ejemplo de la figura adjunta:
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a
Figura 3.2
El anterior conjunto es la unio´n de conjuntos que hemos llamado Ih, pero se
puede ver claramente que no es radialmente abierto.
Si llamamos βi a los abiertos en la topolog´ıa usual que contienen el punto a y
realizamos intersecciones entre estos, llamaremos
Va =
{
Vi ∩ βi
Vi ∩ V
}
, (4.1)
donde Va(i) y Va(j) son abiertos creados como la unio´n de los Ih. Algunos de
estos Va, son, gra´ficamente:
a
a
a
Figura 3.3
Ahora bien si B = {βi∪ Ih∪Va}, entonces B es claramente una base para una
topolog´ıa de R2, y la llamaremos Ga–topolog´ıa.
El problema de garantizar la F–diferenciabilidad es garantizar la continuidad
en el punto; por lo tanto, si una funcio´n es discontinua en R2 con la topolog´ıa
usual, es claro que si se toma R2 con la topolog´ıa usual en todos los puntos
donde no exista discontinuidad y se toman las vecindades Ih en el punto de
discontinuidad, se puede garantizar la existencia de la F–diferencial.
Teorema 4.1. En R2 con la Ga–topolog´ıa la diferencial de Gaˆteaux es equi-
valente a la diferencial de Carathe´odory.
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5. Ejemplos
Ejemplo 5.1. Sea
f (x, y) =

x√
y si y > 0, x < 0 ,
x√−y si y < 0, x > 0 ,
x en cualquier otro caso.

Dado ε > 0, f−1(−ε, ε) esta´ dada por
y =

1
t2
x2 si x < 0
− 1
t2
x2 si x > 0

Gra´ficamente f−1 se puede ver como
y = − 1
t2
x2
y = 1
t2
x2
ε−ε
Figura 3.4
que es una vecindad de (0, 0) en la G(0,0)–topolog´ıa. f es continua en (0, 0)
con la G(0,0)–topolog´ıa. Es claro que f no es continua en (0, 0) con la topolog´ıa
usual, ni con la topolog´ıa radial.
Si
F (x, y) =

x
√
y si y > 0, x < 0 ,
x
√−y si y < 0, x > 0 ,
xy en otro caso.

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F es G–diferenciable en (0, 0), ya que F (x, y) = (0, f (x, y)) (x, y); y si llama-
mos φ (x, y) = (0, f (x, y)), φ es G(0,0)–continua en (0, 0).
Sin embargo, F tambie´n es usualmente diferenciable en (0, 0), ya que F (x, y)
= ψ (x, y) (x, y), donde
ψ (x, y) =

(√
y, 0
)
si y > 0, x < 0 ,
(
√−y, 0) si y < 0, x > 0 ,
(y, 0) en otro caso.

ψ (x, y) es continua en (0, 0) con la topolog´ıa usual.
Ejemplo 5.2.
F (x, y) =

x2√
y si y > 0, x < 0 ,
x2√−y si y < 0, x > 0 ,
x2 en otro caso.

F es G(0,0)–diferenciable, ya que F (x, y) = (f (x, y) , 0) (x, y) y φ (x, y) es
continua en (0, 0)con la G–topolog´ıa (f del ejemplo 5,1)
Ejemplo 5.3.
f (x, y) =
{
0 si y 6= x2 ,
x si y = x2 ,
}
f es G(0,0)–diferenciable en (0, 0), f es radialmente diferenciable;
φ (x, y) =
{
(0, 0) si y 6= x2 ,
(1, 0) si y = x2 ,
}
entonces f (x, y) = φ (x, y) (x, y), φ (x, y)es G(0,0)–continua en (0, 0) y tambie´n
es radialmente continua en (0, 0).
Mientras que calculando obtenemos
|f (x, y)|
‖(x, y)‖ =
|x|
‖(x, y)‖ =
|x|√
x2 + x4
=
|x|
|x|√1 + x2 =
1√
1 + x2
→ 1,
cuando (x, y)→ (0, 0).
Por lo tanto f no es Fre´chet diferenciable.
Ejemplo 5.4. Sea
f (x, y) =

xy2
x2 + y4
si (x, y) 6= (0, 0) ,
0 si (x, y) = (0, 0) ;

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Entonces f es continua en (0, 0) con la G(0,0)–topolog´ıa en R2. Veamos: dado
ε > 0, sean
Im =
{
(x, y)/ y = mx, |x| < ²
m2
}
,
I∞ = {(x, y)/ x = 0} ,
I0 = {(x, y)/ y = 0} .
Entonces, si (x, y) ∈ ⋃
j∈[0,∞]
Ij, y = jx, |x| < ε
j2
, se tiene que
|f (x, y)| =
∣∣∣∣ j2x3x2 + j4x4
∣∣∣∣ = ∣∣∣∣ j2x1 + j4x2
∣∣∣∣ < j2 |x| < ε .
Luego, f (x, y) es continua en (0, 0) .
Si
g (x, y) =

x2y2 + xy3
x2 + y4
si (x, y) 6= (0, 0) ,
0 si (x, y) = (0, 0) ,

entonces
g (x, y) =
(
xy2
x2 + y4
,
xy2
x2 + y4
)
(x, y) .
Por tanto, si
φ (x, y) =

(
xy2
x2 + y4
,
xy2
x2 + y4
)
si (x, y) 6= (0, 0) ,
(0, 0) si (x, y) = (0, 0) ,

φ es G(0,0) continua en (0, 0), luego g es G–diferenciable en (0,0) y φ(0, 0) =
Df(0, 0) = (0, 0).
Para finalizar, apuntamos que uno de los objetivos, como era el mostrar una
definicio´n que facilitara el manejo en el aula de la nocio´n de derivada, se pierde
en el momento en que se debe utilizar una topolog´ıa diferente a la usual, y
que para estudiantes que apenas ingresan a la universidad se convertir´ıa en
un obsta´culo mayor que la nocio´n de derivada en s´ı. Este tipo de tema lo
recomendamos para utilizarlo como un ejemplo en un curso de topolog´ıa o
ana´lisis matema´tico.
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