The nonlinear Schrödinger equation
We now start with the last major part of the Internet Seminar which is devoted to the basic version of the nonlinear Schrödinger equation. In this lecture we first discuss a bit its derivation and its role in mathematical physics. We then study several (more or less) explicit solutions of the equation and derive two important conservation laws for sufficiently regular solutions. In view of these results, we will then reconsider the free Schrödinger group T (·) generated by i∆ on L 2 (R d ) and extend these operators to a larger space. Finally, we establish a representation formula for T (t) which implies that T (t) maps
. This property expresses the dispersive behavior of the linear Schrödinger equation and it is a first step towards Strichartz' estimates shown in the next lecture.
We
investigate the nonlinear Schrödinger equation i∂ t u(t, x) = −∆u(t, x) + µ|u(t, x)|
where J is a nontrivial interval with 0 ∈ J. Equivalently, one can write
We put a + = max{a, 0} for a ∈ R. Throughout it is assumed that µ ∈ {−1, 1} and
Right away we point out that (10.1) or (10.2) cannot be treated with the methods of the two previous lectures. The operator i∆ is a generator on L 2 (R d ), but the nonlinearity F (u) = −iµ|u| α−1 u does not map L 2 (R d ) into itself. The case µ = 1 is called defocusing, and one calls the case µ = −1 focusing. We later explain this terminology a bit and describe the differences between the two cases. Actually, one can consider more general nonlinearities (under appropriate growth assumptions) and one could replace −∆ by a more general Schrödinger operater, e.g., of the form −∆+V for a potential V . We refer to the monograph [Caz03] for a systematic study of nonlinear Schrödinger equations. To avoid technical difficulties, we restrict ourselves to the model nonlinearity in (10.1) which already gives a very good insight into the field.
The borderline "critical" case α = α c for d ≥ 3 (see (10.3)) is quite demanding. One could tackle the corresponding local wellposedness results at or after the end of our course, but for this case the main theorems on global existence are far beyond our scope. An extended and detailed survey is given in [Tao06] .
Mathematically, the nonlinear Schrödinger equation serves as a model problem for the large class of so-called dispersive partial differential equations, see [Tao06] . It further arises in various areas of physics. We briefly describe two of the main fields of applications.
The first one is nonlinear optics in a so-called Kerr medium. Here one considers electromagnetic waves in a material, say a glass fiber. The time evolution of the waves is governed by Maxwell's equations. The effects of the material enter into the polarization P which depends on the electric field E. One expresses the relation P = P (E) by Taylor's formula up to third order, say. If the material has a centrosymmetric and isotropic structure, the second order term in this expansion vanishes. Also the third order term simplifies and involves only the expression (E · E)E. One calls the resulting material law a Kerr nonlinearity. Still, the nonlinear Maxwell equation is a quite demanding problem and thus one looks for further simplifications. To this end, one writes the electric field as a Taylor series whose leading term is a wave packet of the form
with the wave vector ξ 0 ∈ R 3 , the frequency ω 0 ∈ R and the amplitude function A. One then inserts this ansatz into the nonlinear Maxwell equation. After long calculations, further approximations and transformations, one ends up with an equation for the transformed amplitude A, which only depends on the (transformed) space variable from R 3 . This equation is a nonlinear Schrödinger equation with d = 2, where the t-variable corresponds to the coordinate of the direction of propagation of the wave (along the glass fiber). One further has α = 3 and additional coefficients determined by the material law in this equation. We refer to Chapters 2 and 3 of [MN04] for a detailed treatment of this quite demanding derivation. It can also be seen that a negative coefficient in front of | A| 2 A corresponds to an increased refraction index so that light is focused here, in accordance with the above terminology. We note that the above reasoning can also be used for other problems, and quite often it turns out that the nonlinear Schrödinger equation (approximately) describes envelopes of wave packets.
A second source for nonlinear Schrödinger equations are Bose-Einstein condensates. Such a condensate is the state of matter of a gas of N bosons which are trapped by an external potential V and kept at an absolute temperature very close to 0. All bosons occupy the same quantum state and can thus be described by a single wave function u : R 3 → C giving the particle density |u| 2 (so that u 2 2 = N ). The interactions between the bosons lead to nonlinear contributions to the Schrödinger equation for this quantum system. Considering only binary collisions between the bosons, one sees that u satisfies a version of (10.1) with α = 3, where one adds in (10.1) the term V u on the right hand side and multiplies the other terms by suitable coefficients. The resulting equation is often called Gross-Pitaevski equation.
We observe that in the above applications the exponent α = 3 occurs naturally. This case is admitted in (10.3) for the space dimensions d ∈ {1, 2, 3}, whereas it is critical for d = 4. In view of the applications also α = 5 would be interesting. This number is allowed in (10.3) only for d ∈ {1, 2} and it is critical for d = 3. We also consider non-integer α mainly for mathematical reasons.
We first derive several more or less explicit solutions of (10.1) to get an insight to this equation, where (10.1) is understood in a pointwise sense.
Example 10.1 (Plane waves). Let ξ ∈ R d \ {0} and a ∈ C. We claim that the smooth function w ξ given by
satisfies (10.2) with w ξ (0, x) = ae iξ·x . In fact, consider functions of the form v(t, x) = φ(t)e iξ·x for some φ ∈ C 1 (R) and for t ∈ R and x ∈ R d . We then have ∂ t v(t, x) = φ (t)e iξ·x and ∆v(t,
For an initial value φ(0) = a ∈ C, this scalar differential equation has the solution
One calls functions as w ξ in (10.4) plane waves. Here a is the amplitude, ξ is the wave vector and ω = |ξ| 2 + µ|a| α−1 is the frequency. Observe that the summand |ξ| 2 in ω comes from i∆ whereas µ|a| α−1 is the contribution of the nonlinear part which depends on the absolute value of w ξ . For µ = 1 these two terms add up and so the nonlinearity increases the frequency and thus the time oscillation, whereas for µ = −1 the oscillations partly cancel.
The wave w ξ equals the amplitude a on the plane given by
This plane moves along its unit normal vector 1 |ξ| ξ with the phase velocity v(ξ) which depends on the length of the wave vector. This behavior is called dispersion. If we have a superposition of plane waves with different wave vectors ξ j (say, having the same direction 1 |ξ j | ξ j = η), dispersion will cause this wave packet to spread in space as time evolves. This effect will be stronger in the defocusing case µ = 1, since again the nonlinear effect adds to the linear one. In the case µ = −1 the packet will exhibit less dispersion, it longer stays focused.
We next consider standing waves which are solutions of (10.1) where a time independent profile ϕ ω oscillates in time due to a factor e iωt .
Example 10.2 (Standing waves in the focusing case). For µ = −1 and each ω > 0 and 1
given by u ω (t) = e iωt ϕ ω , t ∈ R, satisfies (10.1). In fact, we first note that u ω satisfies (10.1) if ϕ ω ∈ H 2 (R d ) solves the semilinear elliptic equation
and ω = 1 one finds an explicit solution, namely
where we set q = α−1 2 . For α = 3, one has q = 1 and ϕ 1 = √ 2 cosh . In general, one can solve (10.5) by means of the calculus of variations.
1 This is done in Section 8.1 of [Caz03] . The combination of several theorems in this section even gives a strictly positive solution ϕ ω ∈ H 2 (R d ) ∩ C 2 (R d ) of (10.5). Moreover, ϕ ω is spherically symmetric and ϕ ω , |∇ϕ ω | decay exponentially as |x| → ∞. ♦
The cases µ = 1 and µ = −1 in (10.1) with 1 < α < α c crucially differ with respect to global existence. For the defocusing case we will show global existence in a later lecture. In the focusing case one has blow-up if 1 + 4 d ≤ α < α c , see Corollary 6.5.14 in [Caz03] . For the case α = 1 + 4 d one can find an exploding solution based on Example 10.2. We stress that the blow-up occurs in 
(If you wonder how one can guess such a formula, you may look at p. 115/116 of [Tao06] .) A direct, but somewhat tedious computation shows that u satisfies (10.1) for t = 1 with µ = −1 and α = 1 + 4 d . Moreover, for t = 1 we have
As a result, this solution explodes as To understand the different behavior of the L 2 -and H 1 -norm in the above example, we next discuss preliminary versions of the two fundamental conservation laws for the L 2 -norm and for the energy. To that purpose, we recall that Sobolev's embedding (5.5) yields
2 As a result, on H 1 (R d ) the "energy"
is well defined, and E : H 1 (R d ) → R is real continuously differentiable by Corollary 9.3. If µ = 1, we have v 2 1,2 ≤ 2E(v) + v 2 2 so that the H 1 -norm is controlled by the energy and the L 2 -norm in the defocusing case.
1 We note that the corresponding result proved in Proposition 9.8 is much easier because of the existence of an isolated simple eigenvalue for the (Dirichlet) Laplacian.
2 Here one can also allow for α = αc if d = 2. Since the critical case α = αc is not treated below, we will not mention such facts further on.
Observe that in the linear case µ = 0 one has the same conservation property, which extends to (10.1) due to the structure of the nonlinearity. ♦ Remark 10.5 (Conservation of energy). Let u ∈ C 1 (J,
) satisfy (10.1). The chain rule, Corollary 9.3 and an integration by parts then imply
The above results indicate that there is some hope to control the H 1 -norm of solutions at least in the defocusing case. Aiming at global existence, we are thus looking for a framework for the nonlinear Schrödinger equation (10.2) in which we can derive a blow-up condition involving only the H 1 -norm. Looking at the proof of Theorem 8.6, one sees that the norm for the blow-up condition is closely tied to the required regularity for the initial value. So one would like to take u 0 ∈ H 1 (R d ) and thus looks for solutions u in C(J, H 1 (R d )).
But how to extend the Laplacian to H 1 (R d )? Actually, there are several ways to do this, where we use an approach motivated by the Lax-Milgram theorem. To this aim, we define the Sobolev spaces of negative order by duality, i.e.,
endowed with the norm
where p = 
is reflexive and that its dual can be identified with
We focus on H −1 (R d ) and first discuss its relation to the L p spaces. The inclusion map J : 
Sobolev's embedding (5.5) further shows that
As above we deduce that Remark 10.6. a) Corollary 9.3 shows that the nonlinearity F (u) = −iµ|u| α−1 u is real continuously differentiable and Lipschitz on bounded sets as a map F :
1+α . In view of the embeddings (10.9) and (10.10), the analogous results hold if we consider F as a map F : by (10.3) . From Corollary 9.3 we thus deduce that F :
is real continuously differentiable and Lipschitz on bounded sets. ♦
We next extend the weak partial derivative
As a consequence, we can extend the second derivatives ∂ kl and the Laplacian ∆ to maps in B(
, which we also denote by ∂ kl and ∆, respectively. By (10.11), for u ∈ H 1 (R d ) the functional ∆u acts on
(10.12)
One often calls this operator weak Laplacian. We will need a scalar product on H −1 (R d ). To this aim, we first claim that
the definitions (10.8) and (10.12) imply
(10.13)
Applying the Lax-Milgram Theorem 5.11 to the bounded and strictly accretive sesquilinear form given by a(v, w) = (v|w) H 1 on H 1 (R d ), we further see that
(10.14)
It is clear that (10.14) defines a scalar product on
, we see that this scalar product induces the norm
. We stress that one should not identify the Hilbert space H −1 (R d ) with its dual H 1 (R d ) in the present context. We can now consider the relevant properties of ∆ on H −1 (R d ).
Lemma 10.7. The operator I − ∆ is an invertible isometry from
Proof. We start with preparations. In this proof, we distinguish between
which can be seen as the corresponding result in L 2 (R d ), cf. Example 5.10. It is straight forward to check that ∆ 1 is symmetric. Moreover, (I − ∆ 1 ) −1 is the restriction of (
The first assertion was shown above. To verify the symmetry of ∆ −1 , we take u, v ∈ H 1 (R d ) and compute
Similarly, one sees that ∆ −1 is dissipative. Remark 5.6 (f) now implies the selfadjointness of ∆ −1 since I − ∆ −1 is invertible. By Stone's Theorem 5.7, i∆ −1 generates a unitary C 0 -group on H −1 (R d ). For u 0 ∈ H 2 (R d ) the corresponding Cauchy problem is also solved by the group generated by i∆ on
The uniqueness of the solutions to the Cauchy problem then yields the last assertion.
By T (·) we denote both the unitary C 0 -group in H −1 (R d ) constructed in Lemma 10.7 and the unitary C 0 -group generated by i∆ on L 2 (R d ), which is the restriction of the first one. These groups are called free Schrödinger groups.
Using the above observations, we rewrite the Schrödinger equation (10.2) as the evolution equation
We next introduce our solution concepts.
If u is an H 1 -solution of (10.15), then F • u : J → H −1 (R d ) is continuous by Remark 10.6. By Proposition 6.5, u thus satisfies the integral equation
and the integral exists in the space H −1 (R d ).
As in Lecture 8, we will establish the local wellposedness theory for the nonlinear Schrödinger equation by solving the fixed point problem (10.16). But one sees right away that this is a much harder task than before since F only maps
and thus looses integrability. At first glance, the convolution with T (·) does not help since T (t) is unitary on H
and hence does not map into a "better" space. However, if one leaves the L 2 framework, one can show that T (t) in fact improves integrability to some extent. This property will be encoded in Strichartz' estimates established in the next lecture.
As a first step in this direction, we derive a representation formula for
It says that on this space T (t) looks like the diffusion semigroup with "imaginary time" it. The formula implies that
Lemma 10.9. The free Schrödinger group is given by
Proof. 1) Observe that the right hand side of (10.17) defines a bounded map from 
Solving this ordinary differential equation for fixed ξ ∈ R d , we arrive at
for all t ∈ R and ξ ∈ R d , where γ z (ξ) := e −z|ξ| 2 for ξ ∈ R d and z ∈ C,
As a result, u(t) = F −1 (γ it v). Since γ it is not the Fourier transform of an L 1 -function, we cannot directly apply the convolution formula in Theorem 5.9 (b). Instead we consider the regularization
We compute below F −1 m ε = h ε and obtain h ε ∈ L 1 (R d ). Hence, we can apply Theorem 5.9 (b) to m ε v.
Since |m ε | ≤ 1 and m ε (t) converges pointwise to γ it , Lebesgue's theorem and Theorem 5.9 thus imply that We set f (z) = e −(it+ε)z 2 and I = R−ζ f dz. We have to show that I = π it+ε . To this purpose, we consider the contour Γ n = Γ b n ∪ Γ r n ∪ Γ t n ∪ Γ l n , where Γ 
