Abstract. This paper presents a new generic filtering algori thm that simultaneously considers n conjunctions of constraints as well as those constraints mentioning some variables Y k of the pairs X,Y k (1 ≤k≤n) occurring in these conjunctions. The main benefit of this new te chnique comes from the fact that, for adjusting the bounds of a variable X according to n conjunctions, we do not perform n sweeps in an independent way but rather synchroniz e them. We then specializes this technique to the non-overl apping rectangles constraint where we consider the case where several rectangles of height one have the same X coordinate for their origin as well as the same le ngth. For this specific constraint we come up with an incremental bipartite matching algorithm which is triggered while we sweep over the time axis. We illustrate the usefulness of this new pruning method on a timetabling problem, w here each task can't be interrupted and requires the simultaneous availability of n distinct persons. Each person has its own periods of unavailability a nd can only perform one task at a time.
Introduction
It has been quoted in [10] that one of the importan t challenges for constraint programming, is to "identify innovative ways to com bine constraints to produce efficient pruning techniques". The purpose of this paper is to present an instance of such a constraint pattern and its corresponding fil tering algorithm. In [2] we have introduced a generic sweep algorithm for adjusting the minimum or the maximum value of a domain variable 1 X according to a conjunction of constraints where al l constraints mention X as well as another domain variable Y .
The main contribution of this paper is to present a generalization of the previous algorithm to the following constraint pattern. We now consider n conjunctions ( )
of constraints such that all the constraints of each conjunction k C mention a given pair of domain 1 A domain variable is a variable that ranges over a finite set of integers; min( V) and max( V) respectively denote the minimum and maximum values of variable V, while dom( V) and sizedom(V) respectively designates the set of possible value s of variable V and the number of elements of that set. . The main benefit of this new technique is to obtain more pruning by replacing n independent sweeps by one single process where we coordinate the different sweeps.
The new filtering algorithm is based on an idea whi ch is widely used in computational geometry and which is called sweep [4 ] . Consider the illustrative example given in Fig. 1 where we have five constrai nts and their projection on two given variables, and assume that we want to find ou t the smallest value of X . By trying out In dimension 2, a plane sweep algorithm solves a pr oblem by moving a vertical line from left to right along the abscissa. It uses the following data structures: − a data structure called the sweep-line status, which contains some information related to the current position ∆ of the sweep-line, − a data structure named the event point series , which holds the events to process, ordered in increasing order wrt. the abscissa. The algorithm initializes the sweep-line status for the initial value of ∆. Then the sweep-line jumps from event to event; each event is handled, updating the sweep-line status. In our context, the sweep-line scans the va lues of the domain variable X that we want to prune. 
of constraints by moving a sweepline from the minimum value of X to its maximum value. In our case, the events to process correspond to the starts and the ends of fo rbidden regions wrt. the constraints occurring in It can also be used in order to adjust the maximum value, or to prune completely the domain of a variable.
essentially means that the constraints of S have a specific structure of which one takes advantage for deriving a necessary condition, which can be evaluated efficiently. This is what is done for the timetabling problem present ed in Sect. 4. The next section recalls the notion of forbidden re gions, which is a way to represent constraints that is suited for the algori thms of this paper. Sect. 3 describes the synchronized sweep algorithm itself. Finally Se ct. 4 presents its specialization to the non-overlapping rectangles constraint where eac h rectangle has a height of one as well as the same length, and where in addition we t ake into account the fact that some rectangles have the same X coordinate for their origin. For this purpose we c ome up with an incremental bipartite matching algorithm ad apted to the fact that, while we sweep over the time axis, we hide and restore some nodes and all their attached edges.
Constraint Description
We call an ordered pair R of intervals a forbidden region of the constraint CTR wrt. the variables X and : since we make the hypothesis that
consists only of those values val for which
If we find a contradiction the sweep-line will also move to the right to the next event. 
of the sweep-line, it gives for each pair
Before going more into the detail of the algorithm, let us first illustrate how it works on a concrete example. Assume that we want to find out t he minimum value of variable X such that the conjunction of the five constraints
that are given in Fig. 1 
). Finally the set S of synchronization constraints contains the last const raint • Lines 1-8 initialize the event queue to the start and end events associated to the leftmost forbidden regions of each constraint present in one of the conjunctions of constraints n C C ,.., 
.. 1 ∈ ∀ does not belong to any forbidden region of any con straint of the conjunction i C wrt. 3: for each conjunction of constraints
.
5:
for each constraint
for each forbidden region
as a start event associated to k C . CountZeros and adictions CountContr which were described in the "Data Structures" secti on. The synchronization process is described by giving the forbidden regions of the sy nchronization constraint 
Application to a Timetabling Constraint
We first describe the timetabling constraint we con sider. Finally, we enlighten its relation to sweep synchronization and show how to a dapt the previous sweep algorithm in order to derive an incremental filteri ng algorithm.
Definition of the Timetabling Constraint.
The goal is to schedule ntask tasks. The t-th task takes place at time 
tasks from being scheduled during these periods. Th e t-th task ( ) gives exactly the same set of conditions as above.
However, this formulation does not make use of the fact that all rectangles, which com e from the same tasks, have the same start. In order to get more propagation one ca n also state a cumulative constraint as was previously explained. Even so, obvious propa gation is missing, especially when each person has his own unavailability periods . For instance, assume we have to choose two persons from a group of persons and set up a meeting during four consecutive periods between these two selected pers ons, but because of the unavailability, all the persons of the group don't have 4 consecutive free slots in common. The standard model will not capture infeasi bility and, for this reason, one should let the algorithm associated to the non-over lapping rectangles constraint take advantage of the fact that several rectangles have the same origin. Relation to Sweep Synchronization.
Assume that we want to adjust the minimum of the domain variable t Start of a task ( )
We show how to partition the constraints, which mention parts of the tasks, so t hat the sweep synchronization framework can be applied. We have the following con junctions of constraints, which are considered by the sweep: 
A Graph-Theoretic View of the alldifferent Constraint
Since we only consider one task t , we introduce the following abbreviations:
It is well known that the constraint One additional problem is that we cannot afford to represent the bipartite graph explicitly by adjacency lists, for the graphs tend to be dense, and hence the space requirement and the construction time might be ( ) l n ⋅ Θ , where l denotes the number of v-nodes. Thus we want to work with the implicit repr esentation of the graph.
Integrating the Algorithm in the Sweep Synchro nization Framework
We give an overview how we support the synchronizat ion primitives: − ( ) else Augment the matching with the aid of the father-array.
9:
Return " p r is matched now".
10:
Return " p r cannot be matched". 
Improving the Best Case Running Time
In our algorithms we use some arrays which are inde xed by resource numbers and which have to be initialized at the beginning of th e algorithms. These arrays may be quite large, and hence the initialization time may be very long. But it may very well be that the algorithm accesses only a small fractio n of the array so that the initialization time may dominate the running time i n practice. In the sequel we will discuss a technique which allows us to reinitialize an array in constant while preserving constant random access time.
In Algorithm 6: Simulating the access of entry j
Implementation and Experimental Results
The synchronized sweep algorithm with both matching algorithms, static and dynamic, were implemented as an extension of the fi ltering algorithm for the non-overlapping rectangles constraint described in [2] . The first time a non-overlapping rectangles constraint is posted it checks if all the rectangle heights are equal to one. If this is the case, the synchron ized sweep algorithm will be used for adjusting the minimum and maximum value of the X coordinates of the origin of the rectangles. For the Y coordinates, we keep the original sweep algorithm of [2] .
Benchmark Description In order to get some insight of the practical be havior of the synchronized sweep algorithm, we generate the follo wing problem patterns. i,j∈1..n II(n) n n n n 2 ((i−1)⋅2⋅n+j, j, n) i,j∈1..n III(n) 9+ n ≈18+2⋅n ≈(7+n) ⁄ 2 ≈(9+n) 2 ⁄ 1.5
The last column gives for patterns I and II, the x and y coordinates and the length of the periods of unavailability. For the three pat terns, the x-coordinates of the rectangles to place have to be greater than 1, whil e all the y-coordinates are between 1 and the number of resources.
The third pattern consists of random instances with a fixed density of the use of the available space. Th e fourth column gives the average number of persons in a meeting. Fig. 3 gives a grap hical representation of patterns I and II for the case where n=3. The dark rectangles correspond to unavailability periods, while the grey rectangles represent a pers on in a meeting. Table 3 gives the num ber of backtracks and the time 8 in msec after searching for the first solution for all app roaches. We make the following observations. Using sweep-synchronization, even wit h the static version of the matching algorithm, can bring an improvement of sev eral orders of magnitude over the standard non-overlapping rectangles constraint.
As shown by pattern II, this can also be the case when we have to adjust the origin of one single meeting according to several unavailability periods. Using the dynamic v ersion of the matching algorithm versus the static version improves the time only wh en within one single sweep, the sweep-line moves according to a large number of for bidden regions. This was typically the case of the second pattern where we p erform one big sweep over all unavailability periods. Finally we mention that, using sweep-synch ronization does not lead to a significant increase of memory consumptio n compared to the standard non-overlapping rectangles constraint. 
