We generalize the notions of hypercyclic operators, U-frequently hypercyclic operators and frequently hypercyclic operators by introducing a new notion of hypercyclicity, called A-frequent hypercyclicity. We then state an A-Frequent Hypercyclicity Criterion, inspired from the Hypercyclicity Criterion and the Frequent Hypercyclicity Criterion, and we show that this criterion characterizes the A-frequent hypercyclicity for weighted shifts. We finish by investigating which kind of properties of density can have the sets N (x, U ) = {n ∈ N : T n x ∈ U } for a given hypercyclic operator and study the new notion of reiteratively hypercyclic operators.
Introduction
Our purpose is to study how 'often' the orbit of a vector under a linear operator can meet arbitrary non-empty open sets. The (chaotic) dynamics of linear operators is a very active topic of research, and the books [4] and [16] contain many of the recent advances.
Let X be a separable F -space (i.e., a metrizable and complete topological vector space), L(X) the space of continuous linear operators on X, and T ∈ L(X). Given x ∈ X, its orbit under T is Orb(x, T ) = {x, T x, T 2 x, . . . }. We denote by N the set of positive integers, by Z + the set of non-negative integers and for any x ∈ X, any subset V ⊂ Y , we denote the times set of Orb(x, T ) hitting V by N (x, V ) = {n ≥ 0 : T n x ∈ V }.
Given A ⊆ Z + , its upper and lower densities are defined, respectively, by The operator T is said to be hypercyclic if there exists x ∈ X such that for any nonempty open set V ⊂ X, N (x, V ) is non-empty (or, equivalently since X has no isolated points, infinite). It is U-frequently hypercyclic if there exists x ∈ X such that for any nonempty open set V , N (x, V ) is a set of positive upper density, and it is frequently hypercyclic if there exists x ∈ X such that for any non-empty open set V ⊂ Y , N (x, V ) is a set of positive lower density. Frequently hypercyclic operators were introduced by Bayart and Grivaux [2] while U-frequently hypercyclic operators were introduced by Shkarin [20] .
We generalize these notions of hypercyclicity as follows:
Definition 1. Let A ⊂ P(Z + ) be a non-trivial hereditarily upward family of subsets of Z + (i.e., ∅ / ∈ A and for any A ∈ A, if A ⊂ B, then B ∈ A). If, moreover, (*) A contains a sequence (A k ) of disjoint sets such that for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }, then we say that A is a hypercyclicity set. Given a non-trivial hereditarily upward family A ⊂ P(Z + ) and T ∈ L(X), the operator T is called A-frequently hypercyclic if there exists x ∈ X such that for any non-empty open set V ⊂ X, N (x, V ) ∈ A. Such a vector x is called an A-frequently hypercyclic vector for T .
An operator T is thus hypercyclic, U-frequently hypercyclic or frequently hypercyclic if it is A-frequently hypercyclic, respectively, for A ∞ (the family of infinite subsets of Z + ), for the set of positive upper density sets, or for the set of positive lower density sets. This concept also generalizes the notions of (m k )-hypercyclic operators introduced by Bayart and Matheron [5] .
For hypercyclic operators and frequently hypercyclic operators, we have at our disposal the well-known Hypercyclicity Criterion [9] and the Frequent Hypercyclicity Criterion [10] . We generalize these criteria to the framework of A-frequently hypercyclic operators (Section 2.1). In particular, we obtain a U-Frequent Hypercyclicity Criterion. The A-Frequent Hypercyclicity Criterion also improves the Frequent Hypercyclicity Criterion. Indeed, we know that the Frequent Hypercyclicity Criterion does not characterize frequently hypercyclic operators because Bayart and Grivaux [3] have exhibited a frequently hypercyclic weighted shift on c 0 that is neither chaotic nor mixing, whereas if T satisfies the Frequent Hypercyclicity Criterion, then T is mixing and chaotic. However, we succeed to show that, in the case of weighted shifts on p or c 0 , the A-Frequent Hypercyclicity Criterion characterizes the A-frequent hypercyclicity (Section 2.2) and thus, in particular, an operator T can satisfy the A-Frequent Hypercyclicity Criterion even if it is neither chaotic nor mixing. This characterization of A-frequently hypercyclic weighted shifts complements the characterization of hypercyclic weighted shifts [13, 18] and the recent characterization of frequently hypercyclic weighted shifts on p and c 0 [6] . In Section 3 we will concentrate in A-frequently hypercyclic operators for families A with positive Banach densities. The above densities are well-defined for any set A ⊆ Z + . A proof of this fact can be found in [19] and we have
For any choice of real numbers 0 ≤ r 1 ≤ r 2 ≤ r 3 ≤ r 4 ≤ 1, one can even find sets A such that
This result has been recently announced, and will appear in a joint paper by G. Grekos, R. Jin and L. Mišík. Suppose we want to classify and study all the recurrence properties appearing when N (x, U ) has a lower or upper (Banach) density greater than 0 or equal to 1. We show that only the following properties make sense.
• d N (x, U ) > 0, i.e. T is frequently hypercyclic
We then focus on the new notion of reiteratively hypercyclic operators. Obviously, frequently hypercyclic operators are U-frequently hypercyclic and these in turn are reiteratively hypercyclic. In a recent article, Bayart and Ruzsa have shown the existence of a U-frequently hypercyclic weighted backward shift on c 0 which is not frequently hypercyclic, see [6, Theorem 5] . We complement this result by showing that reiterative hypercyclicity is not equivalent to U-frequent hypercyclicity. More precisely, thanks to the characterization of A-frequently hypercyclic weighted shifts, we show that there exists a reiteratively hypercyclic weighted backward shift on c 0 which is not U-frequently hypercyclic (Theorem 17). On the other hand, Bayart and Ruzsa proved that frequent hypercyclicity and U-frequent hypercyclicity are equivalent notions for backward shifts on p (Z) and p (Z + ), see [6, . We generalize this equivalence by showing that every reiteratively hypercyclic weighted shift on p (Z) or on p (Z + ) is frequently hypercyclic (Theorem 23). In particular, we deduce that there exists some mixing operator which is not reiteratively hypercyclic. Finally, we observe that any reiteratively hypercyclic operator is topologically ergodic, i.e.
is syndetic (has bounded gaps) for any U, V non-empty open sets. Since topologically ergodic operators are weakly mixing [15] , we deduce that any reiteratively hypercyclic operator T is weakly mixing.
A-frequently hypercyclic operators
The definition of A-frequently hypercyclic operators justifies the property (*) of hypercyclicity sets (Definition 1). Indeed, the fact that A is non-trivial provides that, for any non-empty open set V , N (x, V ) is at least non-empty. The hereditarily upward condition implies that, for any non-empty open sets
In particular, if X is a topological vector space with a countable open basis (U n ) n≥1 , we deduce that in order to prove that a vector x is A-frequently hypercyclic, it is sufficient to prove that N (x, U n ) ∈ A for each n ≥ 1. Finally, condition (*) is necessary for the existence of A-frequently hypercyclic operators on Banach spaces.
Proposition 3. Let X be a separable Banach space, X = {0}, let A ⊂ P(Z + ) be a nontrivial hereditarily upward family, and let T ∈ L(X). If T is A-frequently hypercyclic, then A is a hypercyclicity set.
Proof. Since X = {0} and T is A-frequently hypercyclic, the norm of T is bigger than 1. Let K = T > 1 and x an A-frequently hypercyclic vector for T . We first show that for any n ≥ 1, any C > 0, there exist y ∈ X and ε < 1 such that if A := N (x, B(0, C)) and B := N (x, B(y, ε)), then d(A, B) ≥ n and for any j = j ∈ B, |j − j | ≥ n. If j ∈ A, then T j x < C and we have T i x < CK n−1 for any j ≤ i ≤ j + n − 1. In particular, if y > CK n−1 + 1, we deduce that for any j ≤ i ≤ j + n − 1, we have i / ∈ B. Therefore, we consider a vector y ∈ Orb(x, T ) such that y > CK n−1 + 1 and such that for any 0 ≤ i ≤ n − 1, T i y > C + K n−1 . Such a vector exists because otherwise the orbit of x would not be dense. We thus have that for any 0 ≤ i ≤ n − 1, if j ∈ B, then
We deduce that for any 0 ≤ i ≤ n − 1, if j ∈ B, then j + i / ∈ A and we thus conclude that d(A, B) ≥ n. Now, since y ∈ Orb(x, T ), the vector y is not periodic and there thus exists 0 < η ≤ 1 such that for any 1 ≤ i ≤ n − 1, T i y − y > η. If we let ε := η 1+K n−1 , then we have for any j ∈ B, any 1 ≤ i ≤ n − 1,
Hence, for any j, j ∈ B, j = j , we have |j − j | ≥ n. We conclude that there exists a sequence (y k ) ⊂ X, an increasing sequence (C k ) and a sequence (ε k ) such that if
Since the sequence (A k ) is increasing, we deduce that the sequence (B k ) ⊂ A satisfies the desired property. Indeed, if j ∈ B k , j ∈ B k and k > k , then we know that j ∈ A k and thus |j − j | ≥ k, and if j, j ∈ B k with j = j , we know that |j − j | ≥ k by definition of B k .
Nevertheless, if X is not a Banach space, it is possible that there exist a family A and an operator T on X such that T is A-frequently hypercyclic and A is not a hypercyclicity set.
Example 4. Let φ : N → N such that for any i, j ≥ 1, there exists n ≥ 1 satisfying (φ(n + 1), φ(n + 2)) = (i, j). For any k ≥ 1, we let ψ(k) = k l=1 φ(l), A k = {ψ(n) : φ(n + 1) = k} and A = {B : B ⊇ A k for some k}. Since d(A k , A k ) = min(k, k ), we deduce that A does not contain a sequence (B k ) of disjoint sets such that for any j ∈ B k , any j ∈ B k , j = j , we have |j − j| ≥ max{k, k }. Nevertheless, if we consider the forward shift S on ω and a dense sequence (x k ) k≥1 ⊂ ω such that for any k ≥ 1,
is an A-frequently hypercyclic vector for the backward shift on ω.
A-Frequent Hypercyclicity Criterion
For the hypercyclic operators and the frequently hypercyclic operators on F -spaces, we have at our disposal the well-known Hypercyclicity Criterion [9] and the Frequent Hypercyclicity Criterion [10] . We show in this section how to generalize these criteria to the notion of A-frequent hypercyclicity.
We recall that a F -space is a topological vector space whose the topology is induced by a complete translation-invariant metric. In fact, if X is a F -space, there exists a complete translation-invariant metric d such that x = d(x, 0) is a F -norm. Definition 5. Let X be a vector space. A map · from X to R + is a F-norm if for any x, y ∈ X, any λ ∈ K,
3. lim λ→0 λx = 0;
4. x = 0 implies x = 0.
An interesting property about F -norms following from 1. and 2. is that for any x ∈ X, any λ ∈ K, we have λx
The Hypercyclicity Criterion and the Frequent Hypercyclicity Criterion can be stated as follows.
Theorem 6 (Hypercyclicity Criterion [9] ). Let X be a separable F -space and T ∈ L(X). If there are dense subsets X 0 ⊂ X, Y 0 ⊂ X, an increasing sequence (n k ) k≥1 of positive integers and maps
then T is weakly mixing and thus hypercyclic.
Theorem 7 (Frequent Hypercyclicity Criterion [10] ). Let X be a separable F -space and
then T is frequently hypercyclic.
, is said to be unconditionally convergent uniformly in k ∈ I if for any ε > 0, there exists N ≥ 1 such that for any k ∈ I, any finite set
where · is a F-norm inducing the topology of X.
We adapt the Hypercyclicity Criterion and the Frequent Hypercyclicity Criterion to the notion of A-frequent hypercyclicity.
Theorem 9 (A-Frequent Hypercyclicity Criterion). Let X be a separable F -space, T ∈ L(X) and A a hypercyclicity set. If there exist a dense subset Y 0 ⊂ X, S n : Y 0 → X, n ≥ 0, and disjoint sets A k ∈ A, k ≥ 1, such that for each y ∈ Y 0 ,
there exists
and such that for any δ > 0, there exists l 0 ≥ 1 such that for any finite set
Proof. Let (y l ) ⊂ Y 0 be a dense sequence and · a F -norm inducing the topology of X.
Without loss of generality, we can suppose that T satisfies the A-Frequent Hypercyclicity Criterion for Y 0 = {y l : l ≥ 1} and for a sequence (A k ) ⊂ A of disjoint sets with
, it suffices to consider a subsequence of the initial sequence (A k ) such that 2. remains satisfied for any vector y l . We then construct recursively an increasing sequence (k l ) such that for any l ≥ 1,
iii. for any j < l, any finite set
Property i. follows from 1., property ii. and property iii. from 2., and property iv. from 3. Moreover, since we suppose A k ⊂ [k, ∞[, property i. implies that for any finite set F , for any j ≥ 1, we have
We write A := l A k l and for any n ∈ A, we let z n = y l if n ∈ A k l . We then consider the vector x := n∈A S n z n . We show that x is well-defined and that x is an A-frequently hypercyclic vector. Let l ≥ 1 and F be a finite subset of [k l , ∞[. We deduce from i. and
We conclude that the vector x is well-defined. To show that x is A-frequently hypercyclic, it is sufficient to prove that there exists a sequence C l tending to 0 such that for any l ≥ 1,
Let l ≥ 1 and n ∈ A k l . We decompose T n x − y l as follows:
We already know by iv. that T n S n y l − y l ≤ 1 2 l . Let m > n. We also have i∈A n<i≤m
We know by ii. that for any j ≥ 1,
and by iii. that for any j < l,
We deduce that i∈A n<i≤m
Similarly, we get, with
We conclude that for any l ≥ 1, any n ∈ A k l ,
which concludes the proof.
We now compare the A-Frequent Hypercyclicity Criterion with the Hypercyclicity Criterion and the Frequent Hypercyclicity Criterion.
Theorem 10. Let X be a separable F -space and T ∈ L(X). If T satisfies the Hypercyclicity Criterion, then T satisfies the A ∞ -Frequent Hypercyclicity Criterion.
Proof. Suppose that T satisfies the Hypercyclicity Criterion for (n k ), (S n k ), X 0 and Y 0 . Since X 0 is dense, we can suppose without loss of generality that S n k (Y 0 ) ⊂ X 0 for any k ≥ 1. Let (y j ) be a dense sequence in Y 0 . There exists a subsequence (m k ) ⊂ (n k ) such that for any j, k < l, we have
Therefore, one has that T satisfies the A-Frequent Hypercyclicity Criterion for A k = {m p j k : j ∈ N}, k ∈ N, where p 1 = 2 < p 2 = 3 < . . . is the increasing enumeration of the prime numbers, and Y 0 = {y j : j ∈ N}.
Theorem 11. Let X be a separable F -space, T ∈ L(X) and A a hypercyclicity set. If T satisfies the Frequent Hypercyclicity Criterion, then T satisfies the A-Frequent Hypercyclicity Criterion for any sequence (A k ) k≥1 ∈ A N of disjoint sets such that for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }.
Proof. Suppose that T satisfies the Frequent Hypercyclicity Criterion for Y 0 and (S n ). Let ε > 0 and y ∈ Y 0 . We then know that there exists N ≥ 1 such that for any finite set
• for any n ≥ N , T n S n y − y ≤ ε.
In particular, we deduce that for any k ≥ 0, any finite subset
Let (A k ) ⊂ A be a sequence of disjoint sets such that for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }. We deduce that the operator T satisfies the assertions 2. and 3. of the A-Frequent Hypercyclicity Criterion for the sequence (A k ). It is obvious that T satisfies the assertion 1. of the A-Frequent Hypercyclicity Criterion and since for any N ≥ 1, there exists k 0 such that for any
we conclude that T also satisfies the assertion 4. of the A-Frequent Hypercyclicity Criterion for the sequence (A k ).
In particular, we deduce the following result from Theorem 11.
Corollary 12. Let X be a separable F -space and T ∈ L(X). If T satisfies the Frequent Hypercyclicity Criterion, then T is A-frequently hypercyclic for any hypercyclicity set A.
Characterization of A-frequently hypercyclic weighted shifts
Weighted shifts are one of the most important family of operators in linear dynamics. The goal of this section consists in showing how we can apply the A-Hypercyclicity Criterion in order to characterize the A-frequently hypercyclic weighted shifts on
Theorem 13. Let A be a hypercyclicity set and B w a weighted shift on X where X = p (Z + ) (1 ≤ p < ∞) or c 0 (Z + ). The following assertions are equivalent:
2) B w satisfies the A-Frequent Hypercyclicity Criterion,
3) there is a sequence (A k ) k≥1 ⊂ A of disjoints sets such that i. for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }.
ii. for any k ≥ 0, any k > k , iii. there exists a family (C k,l ) k,l≥1 such that for any k ≥ 0, any k > k , any l ≥ 1,
and such that sup l C k,l converges to 0 when k → ∞ and, for any k ≥ 0, C k,l converges to 0 when l → ∞.
Remark 14. In the statement of this theorem and the rest of this section, for any A ⊂ Z + , any j ∈ Z + , we denote by n∈A−j the series n∈(A−j)∩N and by n∈j−A the series n∈(j−A)∩N . We also suppose by convention that
, . . . ). We show that B w satisfies the AFrequent Hypercyclicity Criterion for the set Y 0 = span{e k : k ≥ 0}, the maps (S n ) n≥0 and the sets A k given by the assertion 3). We notice that for any x ∈ Y 0 , any n ≥ 1, any finite set F ⊂ Z + , we have i∈F \{n}
We prove that B w satisfies each assumption of the A-Frequent Hypercyclicity Criterion for any vector e k :
1. Let k ≥ 0. For any k > k , we deduce from ii. that
In particular, each series n∈A k S n e k converges unconditionally and since n∈A k S n e k tends to 0 as k → ∞ by ii., we deduce that n∈A k S n e k converges unconditionally, uniformly in k > k .
2. Let k ≥ 0, k 0 ≥ 0 and ε > 0. For any k > k , we deduce from i. that for any j ∈ l A l ,
and if j ∈ A l , we deduce from iii. that
Since sup l C k,l → 0 when k → ∞, there exists k > max{k , k 0 } such that we have for any j ∈ l A l , n∈A k −j S n e k ≤ ε. On the other hand, since C k,l converges to 0 when l → 0, for any δ > 0, there exists l 0 ≥ 1 such that for any l ≥ l 0 , we have C k,l ≤ δ. We conclude by using (4).
Obvious.
2) ⇒ 1) follows from Theorem 9.
1) ⇒ 3). Let
We will fix C k and ε k later but we already suppose that (C k ) is an increasing sequence tending to ∞ and (ε k ) is a decreasing sequence tending to 0. We first notice that for any n ∈ A k , any k > k, we have n ν=1 w ν+k x n+k < ε k
and for any 0 ≤ k ≤ k, we have n ν=1
w ν+k x n+k − (C k + ε k ) < ε k and thus
We show that the sequence (A k ) k≥1 satisfies i., ii. and iii. for a good choice of (C k ) and (ε k ):
1. We show that the sets (A k ) are disjoints and that for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| > max{k, k }.
Let 1 ≤ k < k and j ∈ A k . We have to show that for any 0 ≤ n ≤ k, we have j + n / ∈ A k and j − n / ∈ A k . Let 0 ≤ n ≤ k. We know by (6) that
and
On the other hand, we also know by (5) and (6) that for any m ∈ A k , any l ≥ 0,
In particular, if j + n ∈ A k , we would have, for l = k − n,
We then deduce from (7) and (10) that if we suppose
then for any k < k, any 0 ≤ n ≤ k, we have j + n / ∈ A k . On the other hand, if we suppose that j − n ∈ A k , then we would have by (9) for l = k + n,
Hence, if we suppose
then, by (8) and (12), we deduce that for any k < k, any 0 ≤ n ≤ k, we have j − n / ∈ A k and thus d(A k , A k ) > k.
If k = k , it suffices to show that for any j ∈ A k , any 1 ≤ n ≤ k, we have j − n / ∈ A k . By (5), we know that for any m ∈ A k , any l > k, m ν=1 w ν+l x m+l < ε k .
If j − n ∈ A k , we would thus have, for l = k + n,
We deduce from (8) and (14) that if
The property i. is thus satisfied if we choose (C k ) such that Conditions (11), (13) and (15) are satisfied. For the sequence (ε k ), we can consider any decreasing sequence tending to 0.
Let k ≥ 0. We know by (6) that for any
Hence, we have 3. We show that for any k ≥ 0, any k > k , any l ≥ 1, any j ∈ A l , we have
Let k > k ≥ 0, l ≥ 1 and j ∈ A l . We have, by definition of A l ,
w ν+n+k x j+n+k e n+k by 1.
w ν+n−j+k x n+k e n−j+k
x n+k e n−j+k
We deduce that
we obtain the desired result.
An important result of Bayart and Ruzsa [6] about frequently hypercyclic weighted shifts on p is that a weighted shift B w on p is frequently hypercyclic if and only if B w is chaotic and thus if and only if
However, we know that this equivalence is false for weighted shifts on c 0 . Indeed, Bayart and Grivaux [3] have exhibited a frequently hypercyclic weighted shift on c 0 that is neither chaotic nor mixing. The characterization of frequently hypercyclic weighted shifts that we obtain in term of weights is not satisfactory in the case of the spaces p if we compare it with the characterization obtained by Bayart and Ruzsa. However, in the case of frequently hypercyclic weighted shifts on c 0 , the obtained characterization is similar to the characterization given in [6] .
Thanks to the counterexample of Bayart and Grivaux, we also know that the Frequent Hypercyclicity Criterion does not characterize frequently hypercyclic operators, because if T satisfies the Frequent Hypercyclicity Criterion, then T is mixing and chaotic. However, the characterization given by Theorem 13 tells us that each frequently hypercyclic weighted shift on c 0 satisfies the A-Frequent Hypercyclicity Criterion when A is the family of positive lower density sets. A direct consequence is the existence of operators that are neither mixing nor chaotic and that satisfy the A-Frequent Hypercyclicity Criterion when A is the family of positive lower density sets. One can thus wonder if the A-Frequent Hypercyclicity Criterion characterizes the frequently hypercyclic operators when A is the set of positive lower density sets.
Banach densities and reiterative hypercyclicity
The purpose of this section is to analyze which kind of properties of density can have the sets N (x, U ) and classify the hypercyclic operators accordingly to these properties. We first remark that there does not exist A-frequently hypercyclic operators if A is the family of sets with positive lower Banach density or if A is the family of sets with upper Banach density equal to 1.
Proposition 15. Let X = {0} be a F -space. If A is the family of sets with positive lower Banach density, then X does not support an A-frequently hypercyclic operator.
Proof. Assume towards a contradiction that there exists an A-frequently hypercyclic operator T on X. Let x ∈ X be an A-frequently hypercyclic vector for T .
Take U, V non-empty open sets such that x ∈ U , 0 ∈ V and U ∩ V = ∅. If we denote the maximum gap of N (x, U ) as m, then by continuity there exists W a neighbourhood of zero such that T j (W ) ⊂ V, j = 0, 1, . . . , m. Let n such that T n x ∈ W . We deduce that T n+j x ∈ V for any 0 ≤ j ≤ m and therefore {n, n + 1, . . . , n + m} / ∈ N (x, U ) which is a contradiction since this implies that there are gaps in N (x, U ) with length greater than m.
Proposition 16. Let X = {0} be a F -space. If A is the family of sets with upper Banach density equals to 1, then X does not support an A-frequently hypercyclic operator.
Proof. Assume towards a contradiction that there exists an A-frequently hypercyclic operator T on X. Let x ∈ X be an A-frequently hypercyclic operator. This implies that for every non-empty open set U , there exists n such that n, n + 1 ∈ N (x, U ) and thus for every non-empty open set U , we have
Let z = y ∈ X such that T z = y. Since X is metrizable, there exists open neighborhoods V y , V z of y and z respectively, such that V y ∩ V z = ∅. On the other hand, by continuity of T there exists an open neighborhood of z denotedṼ z , such that T (Ṽ z ) ⊂ V y . Let V z = V z ∩Ṽ z . We get thatV z is a non-empty open set and since T (V z ) ⊂ V y , we conclude that T (V z ) ∩V z = ∅. This is a contradiction with condition (17).
We deduce from Proposition 15, Proposition 16 and (1) that there are only three possibilities:
Obviously, for any operator T , we have frequently hypercyclic ⇒ U-frequently hypercyclic ⇒ reiteratively hypercyclic.
In the case of weighted shifts on p , we have even an equivalence between frequent hypercyclicity and U-frequent hypercyclicity [6] . Nevertheless, this equivalence is false in general and in particular for weighted shifts on c 0 [6] . Thanks to weighted shifts on c 0 , we can also show that there is not, in general, an equivalence between reiterative hypercyclicity and U-frequent hypercyclicity.
Theorem 17. There exists some reiteratively hypercyclic weighted shift on c 0 (Z + ) that is not U-frequently hypercyclic.
Proof. Let S := j,l≥1 ]l10 j − j, l10 j + j[. We consider the weighted sequence w given by
In particular, we deduce from the definition that n ν=1 w ν = 1 if and only if n / ∈ S, and n ν=1 w ν ≥ 2 j if and only if ]n − j, n] ⊂ S. We first show that B w is reiteratively hypercyclic by using Theorem 13. To this end, we have to construct a sequence (A k ) k≥1 of disjoints sets with positive upper Banach density such that i. for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }.
Let φ : N → N such that for any k ≥ 1, we have #{j ≥ 1 : φ(j) = k} = ∞. We construct a sequence of sets (F j ) j≥1 such that if A k := φ(j)=k F j , then the sequence (A k ) k≥1 satisfies the desired properties.
Let F 0 = {0}. If we have already constructed F 1 , · · · , F j and φ(j + 1) = k, then we let F j+1 = {10 j 0 + 10 2k l : l ∈ [0, l 0 [} where j 0 and l 0 are positive integers satisfying
Let A k := φ(j)=k F j . We first remark that for any real number s ≥ 1, any k ≥ 1,
We deduce that for any k ≥ 1
Moreover, the sets A k are disjoint since it follows from 2) that the sets F j are disjoint. In fact, 2) implies that for any j ∈ A k , any j ∈ A k , j = j , we have |j − j| ≥ max{k, k }. Indeed if j ∈ A k , there exists n ≥ 1 such that j ∈ F n and φ(n) = k, and if j ∈ A k , there exists n ≥ 1 such that j ∈ F n and φ(n ) = k . Therefore, if n = n , we have k = k and |j − j | is a non-zero multiple of 10 2k ≥ k. On the other hand, if n = n , we can assume without loss of generality that n < n and we deduce from 2) that
It remains to prove that the sets A k satisfy Condition ii. and iii. of Theorem 13. Condition ii. is satisfied because for any k ≥ 1, any j ≥ 1 with φ(j) = k, it follows from 3) that F j ⊂ [10 j 0 , 10 j 0 + j 0 − k[ for some j 0 ≥ j. Therefore, for any k < k, we have F j + k ⊂ [10 j 0 , 10 j 0 + j 0 [ and thus, by definition of w, for any n ∈ F j + k , we have
Since each F j is finite, we then get, by definition of A k , for any k < k Finally, for any k ≥ 0, any k > k , any j ≥ 1 such that φ(j) = k, if n = m − m ≥ 1 with m ∈ F j and m ∈ F j , we have two possibilities either j = j or j > j . If j = j , we deduce from the definition of F j that n = l10 2k for some l ≥ 1 and thus
On the other hand, if j > j , we deduce from 4) that
for some j 0 ≥ 1 and thus n + k ∈ [10
and we remark that sup l C k,l = 2 −k converges to 0 when k → ∞ and, for any k ≥ 0, C k,l converges to 0 when l → ∞. Condition iii. of Theorem 13 is thus satisfied and we conclude that B w is reiteratively hypercyclic.
We now show that B w is not U-frequently hypercyclic. Assume that B w is U-frequently hypercyclic. We then deduce from Theorem 13 that there exists a set A with positive upper density such that 
. In order to prove that B w is not U-frequently hypercyclic, it is thus sufficient to prove that d(D j ) → 0 when j → ∞. To this end, we will need the following fact.
Thanks to Fact 1, we can show that
Let n / ∈ E j . We want to show that n / ∈ D j . In other words, we have to show that ]n − j, n] ∩ S c = ∅.
and any l ≥ 1.
and thus n ∈ E j , which is a contradiction.
Assume that ]n − j, n] ⊂ S and let
We deduce from the above reasoning that k 0 < 
10 j 1 and we remark that
However,
So we conclude that m / ∈]l 1 10 j 1 − j 1 , l 1 10 j 1 + j 1 [ for any 1 ≤ j 1 ≤ k and any l 1 ≥ 1.
If we assume that m = l10 k − n j=0 10 j and m ∈ S, we can show similarly that m / ∈]l 1 10 j 1 − j 1 , l 1 10 j 1 + j 1 [ for any 1 ≤ j 1 ≤ k and any l 1 ≥ 1. This concludes the proof.
In the case of weighted shifts on p (Z) or p (Z + ), we can generalize the equivalence obtained by Bayart and Ruzsa [6] by showing that every reiteratively hypercyclic weighted shift on p (Z) or p (Z + ) is frequently hypercyclic. The proof of the characterization obtained by Bayart and Ruzsa is based on the fact that if A is a set with upper density
We remark that this result can be extended to sets with positive upper Banach density thanks to following two Theorems. 
for any integer n 1 , . . . , n k .
Theorem 19. ([7, Theorem 3.1])
For every measure-preserving system (X, B, µ, T ), any ε > 0 and A ∈ B the set {n ∈ Z :
We directly deduce from these theorems the following generalization of result of Bayart and Rusza.
Theorem 20. Let A ⊂ Z be a set with positive upper Banach density equal to δ and ε ∈]0, 1[. For any k ∈ Z, let B k = A ∩ (A − k) with upper Banach density equal to δ k . Then the set {k ∈ Z : δ k > δ 2 − ε} is syndetic.
In order to prove the equivalence between reiteratively hypercyclic weighted shifts and frequently hypercyclic weighted shifts on p , we need a little bit more precise result. This result and its proof are a direct adaptation of Theorem 8 in [6] to sets with upper Banach density. We include here the proof of this adaptation for the sake of completeness.
Theorem 21. Let A ⊂ Z + with Bd(A) = δ > 0, ε > 0 and B k = A ∩ (A − k) where k ≥ 1. Then there exist an increasing sequence (m i ) i≥1 ⊂ N and an increasing sequence
2.
Proof. Since Bd(A) = δ, there exists an increasing sequence (n i ) i≥1 such that
Since for any k ≥ 1, the set
belongs to the compact [0, 1], we can extract a subsequence (n k i ) i≥1 such that for any k ≥ 1,
converges to some η k . We denote by (m i ) i≥1 the sequence (n k i ) i≥1 .
Let R be a finite set such that for any k, l ∈ R, k > l, we have η k−l ≤ (1 − ε)δ 2 . We consider f (x) := |{k ∈ R : x ∈ A − k}|. We deduce that for any i ≥ 1
If we now consider the square of f (x), we have
In the same way, we deduce that for any i ≥ 1
and thus
We conclude that (|R|δ)
This inequality gives us the following condition on |R|:
In other words, there exists a maximal finite set R in the sense that for any n / ∈ R, there exists k ∈ R such that η n−k > (1 − ε)δ 2 , i.e n − k ∈ F . We conclude that F + R = Z + and in particular that F is syndetic. Therefore, in the vein of [6, Corollary 9] and following essentially the same proof we obtain the following result:
Corollary 22. Let A ⊂ Z + be a set with positive upper Banach density and (α n ) n∈Z a sequence of non-negative real numbers such that n α n = +∞. Suppose that there exist some C > 0 and N ∈ Z ∪ {+∞} such that α n ≥ Cα n−1 for every n < N and α n = 0 for every n ≥ N . If for any n ∈ A, we let β n = m∈A α m−n , then the sequence (β n ) n∈A is not bounded.
Proof. Let δ := Bd(A) and B k = A∩(A−k) for any k ∈ Z. By Theorem 21, we know that there exist an increasing sequence (m i ) i≥1 ⊂ N and an increasing sequence (k i ) i≥1 ⊂ N such that for any k ≥ 1 1.
2. the set F := {k ≥ 1 :
We remark that for any k ≥ 1, we have B −k = B k + k and thus
On the other hand, if we let F Z = (−F ) ∪ F , we deduce that the set F Z is syndetic. Let (f j ) j∈Z be an increasing enumeration of F Z and M ≥ 1 such that f j − f j−1 ≤ M for any j ∈ Z. We deduce that for any f j < N , we have If we arrange this sum according to the value k = m − n and if we keep only the terms where k ∈ F Z , then we get for any l ≥ 1,
This is a contradiction with (18) . On the other hand, if we let α n = 0 for any n ≥ 0 and α n = |w n+1 · · · w 0 | p for any n < 0, we have α n ≥ Cα n−1 for any n < 0 where C = inf{|w n | −p : n ≤ −1}. As previously, we deduce from Corollary 22 with N = 0 that if n<0 |w n · · · w 0 | p = ∞ then the sequence ( m<n,m∈A |w m−n+1 · · · w 0 | p ) n∈A is unbounded which is a contradiction with (18) . Finally, we get the desired result since the convergence of series n≥1 1 |w 0 ···wn| p and n<0 |w n · · · w 0 | p implies that B w is frequently hypercyclic ([6, Theorem 3])
This equivalence for weighted shifts on p (Z + ) implies that there exists some mixing operator which is not reiteratively hypercyclic. Indeed, we know that a weighted shift B w on p (Z + ) is mixing if and only if ∞ k=1 |w k | tends to infinity [11] . Therefore, the weighted backward shift B w with w n = (n + 1)/n) 1 p is a mixing operator on p (Z + ) which is not frequently hypercyclic and thus not reiteratively hypercyclic (Theorem 23).
Theorem 24. There exists some mixing operator which is not reiteratively hypercyclic.
Thanks to Grosse-Erdmann and Peris [14] , we know that every frequently hypercyclic operator is weakly mixing. We observe that every reiteratively hypercyclic operator is topologically ergodic (thus, weakly mixing [15] ). See also [1] .
Proposition 25. Let X be a separable F -space and T ∈ L(X). If T is reiteratively hypercyclic, then T is topologically ergodic.
Proof. Let U, V non-empty open sets in X and n ∈ N (U, V ). We consider the non-empty open set U n := U ∩ T −n (V ). Let x ∈ X such that Bd (N (x, U n )) > 0. We remark that N (x, U n ) − N (x, U n ) + n ⊆ N (U, V ).
Indeed, if s 1 , s 2 ∈ N (x, U n ), then T s 2 x ∈ U and T s 1 −s 2 +n (T s 2 x) = T n (T s 1 x) ∈ V On the other hand, we know that if A is a set with positive upper Banach density, then A−A is syndetic [12, Proposition 3.19] . We conclude that N (x, U n )−N (x, U n ) is syndetic and thus N (U, V ) is also syndetic.
