This paper investigates the queueing process of a bulk service queueing system under Bernoulli schedule. It also generalizes some known scenarios concerning the choice of service and re-service types. The queueing process is studied both in discrete time and in continuous time. Performance measures are derived and used to implement an optimal management policy of the system.
Introduction
Queueing systems with server vacations are characterized by the fact that the idle time of the server may be used for other secondary jobs, for instance to serve customers in another system. Allowing servers to take vacations makes the queueing models more realistic and flexible in studying real-world queueing situations. Applications arise naturally in call centers with multi-task employees, customized manufacturing, telecommunication and computer networks, maintenance activities, production and quality control problems, etc.
A wide class of policies for governing the vacation mechanism have been discussed in the literature. Comprehensive surveys on this topic can be found in Doshi [11, 12] . In this connection, see also books by Takagi [30] , Medhi [26] , and the recent book by Tian and Zhang [31] . One of the fundamental objective of vacation models is to investigate the optimal control of a system in which a cost structure is assumed, see the recent survey of Tadj and Choudhury [28] . 1 Our interest in this paper is in a class of queueing systems with vacation policy known as Bernoulli schedule. The classical vacation scheme with Bernoulli schedule discipline was introduced and studied by Keilson and Servi [14] . In their model, if on service completion the queue is not empty, the server goes on vacation with probability p (p > 0) and resumes service with probability q = 1 − p.
Our model also belongs to a class of systems where the service discipline involves more than one service and which has been receiving a lot of attention recently, see [2] - [4] , [6] - [10] , [13] , [15] - [27] , and [32] . 
At the end of the first essential service a customer may either get the second optional service or depart from the system.
Scenario 2:
The server provides two types of heterogeneous service and a customer may choose either type of service.
Scenario 3: A customer receives two phases of heterogeneous service one after the other then departs from the system.
Scenario 4:
A customer chooses one of two types of heterogeneous service in a first phase, then he has the option to repeat or leave the system. These scenarios have been combined with many of the different features known in queueing theory such as bulk arrival, server Bernoulli vacation schedule, server breakdowns, retrials, and some control policies such as N-policy and D-policy. The first work on queueing system with re-service is due to Madan [18] and then [19] . Madan [20] [8] incorporate N-policy.
In addition, to N-policy Choudhury and Paul [9] cater for batch arrival. Finally, Wang [32] studies the case where the server may break down.
In the present paper, we incorporate bulk service and combine the above four scenarios into a single scenario, of which the four scenarios are special cases. We study the queueing process using the embedded Markov chain and semi-regenerative techniques. Finally we develop the total expected cost function per unit time and describe a procedure to determine some optimal system parameters.
Model Description and Notation
The bulk service queueing model with a choice of service and re-service under Bernoulli schedule described in this section is based on the following notation: 
Laplaces-Stieltjes transforms (LST):
   B * (θ) : LST of B(t) with β(z) = B * (λ − λz). V * (θ) : LST of V (t) with ν(z) = V * (λ − λz). G * (θ) : LST of G(t) with γ(z) = G * (λ − λz) = [q + pν(z)]β(z).
Stochastic processes:
Q(t) : number of customers in the system at an arbitrary instant of time t. Q n : number of customers in the system at the n service completion epoch.
Also, in what follows, for any random variable (rv) X, with PDF X(t) and LST X * (s),
we will denote its first and second moments by x (1) and x (2) . These two moments will be assumed to be finite if needed. Finally, we will denote by P i the conditional probability given Q n = i, while E i will denote the corresponding conditional expectation.
Now consider a single-server queueing system with an orderly Poisson input with rate λ > 0 and an infinite capacity waiting room. Let r and R be positive integers with r ≤ R.
Let T n represent the completion epoch of the nth service and let Q(t) be the number of customers in the system at time t, so that Q n = Q(T + n ) is the number in the system at the nth service completion epoch. Service is in batches according to the following discipline:
• If Q n ≥ r, then service is provided to a group of customers of size min{Q n , R}. In a first phase, the group of customers has the option to choose either the first service type B 1 with probability α 1 or the second service type B 2 with probability α 2 = 1 − α 1 .
Once service of the first phase is finished, the group of customers has the option to leave the system, repeat the same service, or opt for the second type of service. If θ ij is the probability to choose service type i in the first phase and service type j in the second phase, then with probability α i θ ij , (i = 1, 2; j = 0, 1, 2), the service time B of a group may be written as
with B 0 = 0. Note here that 2 j=0 θ ij = 1, (i = 1, 2). At the end of the second phase of service, the server has the option to take a single vacation of length V with probability p or serve the next group of customers (if any) with probability q = 1 − p.
Thus, the service required for a group of units is
with probability q.
(2.2)
• If Q n < r, then the server becomes idle and waits until the number of units in the queue reaches the level r. Once this level reached, service is provided to a group of customers of size r.
Note that from relation (2.1), we have the LST of the modified service time
with B * 0 (s) = 1, from which various moments can be deduced. For example, we find the first moment
2 , and the second moment
2 + θ 21 2b
(1)
3 Discrete Time Process
Probability generating function
Denote by C n the number of customer arrivals during the nth service. Then, the queueing process {Q n ; n = 0, 1, · · ·} is a Markov chain since it satisfies the following recursive formula:
where f + = max{f, 0}. Denote by A the transition probability matrix (TPM) of {Q n } and by A i (z) = E i z Q n+1 the probability generating function (pgf) of the ith row of A. Then,
Note from (3.1) that the TPM A is a ∆ R matrix, see Abolnikov and Dukhovny [1] for related terminology. Using results from that paper, the Markov chain {Q n } is ergodic if
which is equivalent to
where
Using a variant of Rouche's theorem, see also Abolnikov and Dukhovny [1] , it can easily be shown that the unknown probabilities p 0 , · · · , p R−1 are the solution of the following system of linear equations:
where z s are the roots of the characteristic equation
in the regionB(0, 1)\{1} with their multiplicities k s such that S s=1 k s = R − 1.
Performance measures
The system characteristics that can be derived in this section are as follows:
(i) The mean system size at a service completion epoch is given by 8) where (2) .
the stationary mean busy cycle pβ can be shown to satisfy
(iii) The system intensity defined by I = λpβ is given by
(iv) The server load n+1 on the nth cycle is given by
Therefore, it can easily be shown that the stationary mean server load
Using the boundary condition p(1) = 1 and the above performance measures, it is easy to see that in the equilibrium, I = .
Continuous Time Process

Probability generating function The queueing process {Q(t); t ≥ 0} is readily seen
to be semi-regenerative relative to the point process {T n ; n = 0, 1, · · ·} and {(Q n , T n ); n = 0, 1, · · ·} is a Markov renewal process. Introduce the pgf π(z) = ∞ i=0 π i z i where π i = lim n→∞ P {Q(t) = i} are the steady-state system size probabilities. This stationary distribution exists under the same condition ρ < 1. It can be determined using the main convergence theorem for semi-regenerative processes which, provided the probability distribution of the embedded Markov chain is known, gives much quicker result than the more popular method of supplementary variables. To use this theorem, we first compute the elements of the semi-regenerative kernel K ij (t) = P i (Q(t) = j, T 1 > t), i, j ∈ N, which are found to be
We then successively evaluate the elements of the semi-integrated kernel 2) and the elements of the vector h(z) = (h i (z); i ∈ N) where h i (z) is the generating function of the ith row of matrix H 
Performance measures
(i) The mean system size at an arbitrary instant of time is given by
where L d is given by (3.8)
(ii) The mean idle period is given by
This is because the probability that the server idles in the steady-state is given by
where e λ,k (t) denotes the k-Erlang probability density function with parameter λ.
(iii) The mean busy period is given by
This is because the probability that the server is idle in the steady-state is the same as the proportion of time he is idle in the long run:
(iv) The mean busy cycle is given by
(4.8)
Optimal Policy
The performance measures derived in the previous two sections can now be used to optimize the performance of the system. The design of an optimal management policy for a queueing system has received considerable attention, as shown by the survey conducted by Tadj and
Choudhury [28] . This is known in queueing theory as the optimal control of the system.
The aim is to find the the best values that the decision maker would implement in order to minimize the total expected cost per unit of time. Using a linear cost structure, this cost is given by
• c h : holding cost per unit time for each customer present in the system;
• c o : cost per unit time for keeping the server on and in operation;
• c s : setup cost per busy cycle;
• c a : startup cost per unit time for the preparatory work of the server before starting the service.
A similar cost structure was encountered by Tadj and Ke [29] , and as in there, it is not possible to show that the cost function (5.1) is convex. The same algorithm proposed there can be used to determine the optimal values (r * , R * ). Denoting by
I(r, R) = T C(r, R + 1) − T C(r, R),
we reproduce that algorithm here for convenience.
Algorithm 5.1
Step 1. Set r = 1. Determine R * (r) using (5.2) and compute T C(r, R * (r)) using (5.1).
Step 2. Compute R * (r + 1) using (5.2) and T C(r + 1, R * (r + 1)) using (5.1).
Step 3. If T C(r + 1, R * (r + 1)) > T C(r, R * (r)), STOP. The optimal values are (r * , R * ) = (r, R * (r)). Otherwise, set r = r + 1, GOTO Step 2.
Numerical Illustration
We present in this section a simple illustrative example by assuming that the service and vacation times are exponentially distributed. In this case β(z) = 1 1 + λb (1) (1 − z) , ν(z) = 1 1 + λv (1) (1 − z) ,
Also,
The left-hand side of characteristic equation (3.7) is now a polynomial
It is well known, see for example Chaudhry and Templeton [5] , that this equation has R − 1 simple roots z s , s = 1, · · · , R − 1 that belong to the unit ballB(0, 1) in C. The system of equations (3.6) becomes:
We implemented The optimal values are found to be r * = 2 and R * = 2 for a minimum total cost T C(r * , R * ) = 368.86.
In summary, we have studied in this paper the queueing process of a bulk service queue under Bernoulli schedule. The group of customers being served has the option to choose either of two service types in a first phase. Once service of the first phase is finished, the group of customers has the option to leave the system, repeat the same service, or opt for the second type of service. Our model generalizes many of the models with optional re-service available in the literature. For this model we used the embedded Markov chain technique and a semi-regenerative approach to study the discrete and continuous time parameter queueing processes. We also derived various performance measures that were used to design an optimal management policy for the system. This study can be further generalized by including other known control policies such as the N, T, and/or D policy and by allowing the arrival process to be compound instead of orderly.
