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Abstract 
 
 
A sounding rocket is a powerful tool of in-situ measurement in the lower ionosphere. It enables us to 
simultaneously obtain data about plasmas such as number density, temperature, drift velocity, and 
electromagnetic field with high space resolution. However, a sounding rocket moving supersonically in 
the ionosphere interacts with the surrounding plasma, which leads to the formation of a rarefied plasma 
region called ‘plasma wake’ behind the rocket. Through a few rocket experiments carried out previously, 
it has been suggested that plasma waves are excited around the rocket wake as reported by Yamamoto 
(2001). Based on cold plasma theory, Yamamoto (2001) concluded that the observed waves were upper 
hybrid resonance (UHR) mode waves because the wave frequencies correspond to those of UHR mode 
waves under the wake conditions. Yamamoto (2001) also suggested that the generation mechanism could 
be a two-stream instability driven by incident electrons from both sides of the wake edges. However, 
there remains the issue that a part of the observed wave frequencies were not satisfied with the UHR 
mode dispersion relation and that the proposed mechanism has not been verified experimentally. In order 
to investigate the process of plasma expansion into a void, Singh et al. (1987) carried out a 
one-dimensional Vlasov-Poisson simulation and showed that two- or multi-stream electrons appear on 
the wake-axis up to 1.3 % of the near-wake region (ion void or the most diluted region nearest spacecraft). 
However, the electron distribution function in other part of the plasma wake could not be reported due to 
the effect from the boundaries [Singh et al., 1987], lack of computational resources, and large numerical 
errors from particle-in-cell (PIC) like calculation scheme in time development of the electron distribution 
function [Sakanaka et al., 1971; Singh, 1980]. 
 
In this study, we re-discuss wake-induced plasma waves around an ionospheric sounding rocket by using 
data from the S-520-26 rocket experiment, reported by Endo et al. (2015), and from one-dimensional 
Vlasov-Poisson simulations. 
 
First, we analyze the data from S-520-26 NEI/PWM (Impedance probe / Plasma Wave Monitor) [Suzuki, 
PhD thesis, 2011], which is a combined system that consists of an impedance probe and a plasma wave 
receiver. Its time resolution is about 260 ms, improved from that used in previous rocket experiments 
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[Yamamoto, 2001; Uemoto, 2008]. This system enables us to investigate the wake structure and the 
spin-phase dependence of wave intensities in more detail. The result shows that electron density profiles 
below an altitude of 298 km are obtained inside and outside the wake and that three kinds of plasma 
waves (Group A, B, and C waves) are also observed. The frequency characteristics of Group A waves is 
similar to the UHR mode waves reported in previous studies [Yamamoto, 2001; Uemoto, 2008]. Using 
electron density data and considering that Group A waves could be generated in the near-wake, we 
conclude that the Group A waves are short-wavelength electrostatic waves including electrostatic 
electron cyclotron harmonic (ESCH, ECH) and UHR mode waves based on hot plasma theory. Group B 
and Group C waves are identified as whistler mode waves. Improved time resolution of NEI/PWM 
enables us to find the spin-phase dependence of the observed plasma waves. Considering that the 
observed waves could be generated in the near-wake, and therefore they could be short-wavelength 
electrostatic modes, we conclude that the obtained spin-phase dependence should represent the spatial 
distribution of free-energy sources for plasma wave instabilities. The actual distribution functions around 
the rocket wake, however, are not well known, and the relation with the wake formation process is 
unclear. 
 
Therefore, in the present study, we develop a one-dimensional Vlasov-Poisson code and carry out 
simulations on our own. We assume a simulation model similar to that adopted by Singh et al. (1987), in 
which plasma expands into a void region along the magnetic field line. In this simulation, the time 
variation of plasma distribution was regarded as the spatial variation downstream. In order to solve the 
Vlasov equation numerically, we adopted the time-splitting method [Cheng and Knorr, 1976] and the 
rational CIP method [Nakamura and Yabe, 1999] as used in Abe (2006). We perform simulations for two 
cases of ion-electron mass ratio: mi/me = 2.9×104 assuming O+ dominated plasmas in the lower 
ionosphere and mi/me = 40. In the latter case, we achieve calculation up to 43% of near-wake region, and 
find six types of charge density disturbances including Langmuir waves propagating from the wake edge 
to the outside and inside of the wake. The obtained Langmuir waves are triggered by an oscillating 
electric field around the wake edge. The oscillating electric field generates electron beams associated 
with the Langmuir waves. The electron beams form non-Maxwellian distribution functions around the 
wake edge. At the wake center, we obtain two- or multi-stream electrons, which are produced mainly by 
the negative wake potential. These simulation results indicate that non-Maxwellian electrons are created 
due to both the inward polarization electric field formed close to the wake axis, and the oscillating 
electric field appearing more outside. 
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In this study, we propose a model of the generation of wake-induced plasma waves behind an ionopheric 
sounding rocket based on observational results. That is, the induced waves are short-wavelength 
electrostatic waves, and they are excited by non-Maxwellian electron distributions. The present 
simulation results show that the wake-filling process along the magnetic field can produce anisotropic 
electrons around the rocket wake. The proposed model should be confirmed more quantitatively and 
realistically by considering multi-dimensional effects including the Lorentz force from a magnetic field. 
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Chapter 1                      
Introduction 
 
 
1-1. Plasma wakes found through rocket observations in the lower ionosphere 
 
In the investigation of the upper atmosphere of the Earth, sounding rockets have been a powerful tool since 
the 1950s. Since a balloon cannot reach an altitude of 60 km and a satellite cannot orbit below 300 km of 
altitude, the sounding rocket is the only tool for in-situ observations in the altitude range from 60 km to 300 
km corresponding to the bottom side of the ionosphere (Fig. 1-1). Unlike ground-based observations, 
sounding rockets enable us to measure plasma density, temperature, drift velocity, and electromagnetic 
field simultaneously with higher spatial resolutions. 
 
A sounding rocket moving in the ionosphere generally interacts with the surrounding plasma, and therefore 
significantly influences on in-situ measurement data. This problem has been of interest with the increase of 
progress in space exploration. One of the most pronounced effects is the formation of plasma wakes. 
Sounding rockets typically move at the speed (V0) of approximately 1–3 km/s in the lower ionosphere, 
which can be larger than the thermal velocity of ions (Vth,i) and is much smaller than the thermal velocity 
of electrons (Vth,e). For this reason, ions cannot fill the space just behind the rocket, preventing electrons 
from rushing into the void due to the polarization electric field caused by the charge imbalance. In 
consequence, a rarefied plasma region known as a plasma wake is formed behind the rocket.  
 
Because sensors are mounted on the rocket body, observation data are significantly influenced by the 
wake effects. As an example, Fig. 1-2 shows the vertical profile of the electron number density measured 
by the impedance probe installed on the S-310-35 rocket [Wakabayashi and Ono, 2006]. We can confirm 
that the observed vertical profile is similar to the one shown in Fig. 1-1 based on the IRI-2007 model 
[Bilitza and Reinisch, 2008]. In addition, we note periodic decreases of the electron number density due 
to plasma wakes formed behind the sounding rocket. Since sounding rockets generally spin at a 
frequency of a few Hz, sensors move in and out from the plasma wake, where the plasma density is more 
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tenuous than that of the background ionosphere.  
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Figure 1-1.  Electron density profile based on the IRI-2007 model [Bilitza and Reinisch, 2008]. The red 
and blue curves indicate the profiles in the dayside and the night side. 
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Figure 1-2.  Electron density profiles obtained by the impedance probe installed on the S-310-35 
rocket. [Wakabayashi and Ono, 2006] 
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1-2. Particle distributions around the spacecraft wake 
 
Electron density structures in the spacecraft wake have been studied theoretically for several decades. 
Gurevich (1962) and Al’pert (1963) proposed wake models under steady state conditions. They indicated 
that a larger Mach number results in a greater scale size of the wake as well as a depleted electron density 
behind the moving vehicle. This tendency has been observed in wakes of artificial satellites [e.g., Samir 
and Willmore, 1965] and of sounding rockets [e.g., Samir and Willmore, 1965; Oya, 1970; Yamamoto, 
2001]. 
 
Stone (1981) illustrated a plasma wake that can be distinguished into three parts depending on the distance 
from the moving body. Fig. 1-3 displays a simplified picture of that shown in Stone (1981). As shown in 
Fig. 1-3, the ion void, or the most diluted region nearest the rocket body, is called a near-wake. The scale 
size of the near-wake lT, is discussed in Taylor (1967) as 
 
𝑙୘ =  
V଴
V୲୦,୧
R଴ ≡ M୦R଴ ,                    (1.1) 
where R0 and Mh are the effective radius of the body and the Mach number, respectively. Behind the 
near-wake, a region where ion streams converge is observed since ions are deflected into the wake by the 
electric field within the plasma sheath formed around the body [Taylor, 1967; Stone, 1981]. The rest of 
the region further downstream from the near-wake is known as the far-wake. 
 
Electron temperature disturbances caused by vehicle-ionosphere interaction were also investigated using 
several spacecraft [e.g., Samir and Wrenn, 1972; Tribble et al., 1989]. Samir and Wrenn (1972) reported 
that electron temperatures were enhanced in the wake of the Explorer 31 satellite (Fig. 1-4). Some studies 
reported electron temperature enhancement in the wake of sounding rockets [e.g., Svenes et al., 1990], 
while others reported no such disturbance [Oyama et al., 2008]. Siskind et al. (1984) reported that electron 
temperature in the ram region was higher than in the wake region based on an experiment using a space 
shuttle. On the other hand, based on laboratory experiments with a modified double plasma device, using a 
pulsed plasma stream and a thin aluminum disk, Morgan et al. (1987) suggested that the ratio of the plasma 
flow energy to the potential energy of the object is one of the key parameters which determine the electron 
temperature in the near-wake: Only when the plasma flow energy is higher than the body potential energy, 
the electron temperature enhances in the near-wake.  
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Several studies proposed theoretical explanations for high temperature in the plasma wake. Samir and 
Wrenn (1972) suggested that a potential gradient inside the wake, which is formed by electrons rushing 
into the void faster than ions and the negative potential on the body itself [Taylor, 1967], may cause 
wave-particle interactions and energy filtering of electrons. Singh et al. [1987] carried out a numerical 
simulation and showed that counter-streaming electrons from opposite sides of the wake produce a 
population with relatively higher temperature. Murphy et al. (1986) pointed out that adiabatic heating 
would take place when electrons enter the low-potential region attached to the spacecraft. Despite being 
studied for several decades, this problem remains controversial. 
 
Simulation results in Singh et al. (1987) also indicated that the velocity distribution function of electrons in 
a wake could depart from Maxwellian. Their simulation was performed to investigate the process of 
plasma expansion into a void. Fig. 1-5 is a schematic picture shown in Singh et al. (1987) to explain the 
configuration of their simulation. Although the simulation was carried out in one-dimensional space, the 
time evolution of the results was recognized as spatial variations moving downstream. The simulation 
results showed that two- or multi-stream electrons appear on the wake-axis up to 1.3 % of in the near-wake 
region. 
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Figure 1-3.  Schematic picture of the rocket wake based on Stone (1981) and Yamamoto (PhD. thesis, 
2001). 
 
 
 
 
 
 
 
 
 
 
 
Mh R0= V0/Vthi・R0= 0.4  – 1.7 m
electron ion
1-3 km/s 
0R 
near-wake far-wake
ion convergence region
8 
 
 
 
 
 
 
 
 
Figure 1-4  Spin-phase dependence of electron temperature observed at an altitude of about 1000 km by 
the Explorer 31 satellite.  [Samir and Wrenn, 1972] 
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Figure 1-5. (Top) Schematic picture of one-dimensional Vlasov-Poisson simulation carried out by Singh et 
al. (1987). (Bottom) The obtained electron distribution function. [Singh et al., 1987] 
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1-3. Plasma waves around the rocket wake 
 
As mentioned in the previous section, the electron distribution functions in the wake are presumably 
modified from the Maxwell-Boltzmann distribution function. In this case, plasma instabilities can develop 
and the generation of plasma waves is expected. 
 
Yamamoto (Master’s thesis, 1996) and Yamamoto (PhD thesis, 2001) first discussed the generation of 
plasma waves around the wake of the S-520-21 and SS-520-1 rockets. The SS-520-1 rocket was launched 
from Uchinoura Space Center, Japan (31.3°N, 131.1°E) at 8:30 UT (just before the local sunset) on 5 
February 1998. The rocket reached an altitude of approximately 750 km with a spin frequency of 1.45 Hz. 
The wave spectrum analyzer of plasma and wave monitor (PWM-W) on the rocket observed plasma waves 
with a frequency of a few megahertz. Based on the cold plasma theory, Yamamoto (2001) concluded that 
the observed waves were upper hybrid resonance (UHR) mode waves because their wave frequencies 
correspond to those of UHR mode waves under wake conditions. Emissions at frequencies beyond the 
UHR frequency and below the plasma frequency were explained by an electron number density gradient 
around the wake. Yamamoto (2001) also suggested that the generation mechanism could be a two-stream 
instability driven by incident electrons from both sides of the wake edges. 
 
Uemoto (PhD thesis, 2008) and Suzuki (PhD thesis, 2011) also reported plasma waves around the rocket 
wake observed in the S-520-23 rocket experiment, carried out by the WIND project (Wind measurement 
for Ionized and Neutral atmospheric Dynamics study). The rocket was launched from Uchinoura Space 
Center at 10:20 UT (around the local sunset) on 2 September 2007. The apex of the trajectory was 279 km. 
The obtained wave spectrum is shown in Fig. 1-6. We can see characteristic plasma waves from 160 s to 
360 s after the launch. The frequency range was between 2.0 fce and 4.0 fce. These waves correspond to 
wake-induced plasma waves reported by Yamamoto (2001). The frequency range, as also shown by the 
results from the SS-520-1 rocket experiment [Yamamoto, 2001], does not satisfy the UHR mode 
dispersion relation especially in the higher-altitude range.  
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Figure 1-6.  Plasma waves observed in the S-520-23 rocket experiment. (taken from Uemoto (PhD. thesis, 
2008)) 
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1-4. Plasma waves around the wake of various objects 
 
Previous studies have identified plasma waves around wakes formed in the region close to artificial 
satellites [Keller et al., 1997] and solar system bodies such as the Moon [e.g., Nakagawa et al., 2003]. 
 
During the first Earth flyby of the Galileo spacecraft, broadband electrostatic waves near the lower hybrid 
resonance (LHR) frequency were observed with amplitudes modulated in synchronization with its spin 
period (19.07 sec) [Keller et al., 1997] (Fig. 1-7). From the observations, they proposed a model where 
the waves are generated in the downstream wake region and propagate along the magnetic field line. 
They also discussed possible generation mechanisms and showed that the growth rate of the 
lower-hybrid-drift instability is sufficiently large to explain the results.  
 
Through interaction with the solar wind, the Moon has a plasma wake in its nightside space. The Wind 
satellite discovered various kinds of plasma waves when it passed through the lunar wake [Kellogg et al., 
1996]. Using one-dimensional Vlasov-Poisson and Vlasov-Maxwell simulations, S. Abe (Master’s thesis, 
2006) studied the formation process of the lunar wake comparing it with the density structure observed 
by the Wind spacecraft. Nakagawa et al. (2003) reported whistler mode waves detected by GEOTAIL 
when the satellite was magnetically connected with the wake of the Moon. They explained the generation 
mechanism as beam instabilities near the wake boundary. Based on a result from the Kaguya spacecraft, 
Nishino et al. (2010) pointed out that broadband electrostatic noise (BEN) observed in the near-Moon 
wake (~100 km altitude) is excited by a two-stream instability by electrons pulled into a proton-governed 
region in the wake formed by protons scattered or reflected around the Moon.   
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Figure 1-7 (a) Galileo trajectory in GSM coordinates and (b) a dynamic spectrum taken shortly after its 
closest approach. [Keller et al., 1997] 
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1-5. Motivation and purpose of this study 
 
The main objective of this thesis is to investigate the characteristics of plasma waves in a frequency range 
from several ten kHz to several ten MHz observed around the wake of an ionospheric sounding rocket, and 
discuss their generation mechanisms. 
 
As described in sections 1-3 and 1-4, the generation of plasma waves is considered to be a general 
phenomenon associated with wake formation process or wake existence. It is quite reasonable for the 
kinetic energy of plasma flow (or a moving body) to be converted into plasma wave energy. However, a 
comprehensive understanding of microphysics around plasma wakes has not yet been obtained. Although 
the generation mechanisms have been discussed by Yamamoto (2001), it has not been verified 
experimentally.  
 
Thus, in Chapter 2, we analyze the data of the electric fields of plasma waves obtained in the S-520-26 
rocket experiment performed in Japan in 2012. The time resolution of the wave receiver is approximately 
260 ms, which enables us to deduce the spin-phase dependence of the observed plasma waves. 
Consequently, the wave modes are discussed based on the dispersion relation in hot plasma. 
 
In Chapter 3, we carry out a one-dimensional Vlasov-Poisson simulation to discuss electron distribution 
functions around the rocket wake. Using a one-dimensional plasma expansion model as assumed in 
previous studies [e.g., Singh et al., 1987] and newly applying high accurate calculation schemes, we 
investigate disturbances of plasma and electric field as well as electron distribution functions around the 
wake. 
 
In Chapter 4, the observational results in Chapter 2 and the simulation results in Chapter 3 are 
summarized, and concluding remarks are described.  
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Chapter 2                           
Observation of wake-induced plasma waves      
by S-520-26 rocket experiment 
 
 
In Chapter 2, we review a study of wake-induced plasma waves found in the S-520-26 rocket experiment 
by Endo et al. (2015). They found, (1) electrostatic plasma waves depending on the antenna direction 
with respect to the rocket wake, and analysed (2) the linear growth rate of these electrostatic waves 
suggesting anisotropic electrons around the rocket wake. 
 
 
2-1. S-520-26 rocket experiment 
 
The S-520-26 sounding rocket experiment was part of the WIND-2 (Wind measurement for Ionized and 
Neutral atmospheric Dynamics study-2) project, following the WIND campaign carried out in 2007 
[Uemoto et al., 2010]. The rocket was launched from Uchinoura Space Center, Japan at 20:51 UT on 11 
January 2012, just before local sunrise. One of the main purposes of the WIND-2 project is to establish a 
method for observing the three dimensional motion of neutral gas in the thermosphere by using a Lithium 
Ejection System (LES) [Habu et al., 2011]. 
 
Fig. 2-1 shows the trajectory of the rocket. The rocket was spinning with a spin rate (spin period) of 
approximately 0.87 Hz (1.15 s) and reached an altitude of 298 km 278.5 s after launch. The speed of the 
rocket, V0, was between 1.1 km/s and 2.5 km/s during the observation. The Mach number was estimated to 
be between 1.7 and 6.6 as described in Fig. 2-2. We defined it as Mh = V0/Vth,i, where the thermal velocity 
of ions was derived based on the International Reference Ionosphere (IRI)-2007 model [Bilitza and 
Reinisch, 2008]. By using equation (1.1), the size of the near-wake region was estimated to be between 0.4 
m and 1.7 m. 
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The total length and the cross-section radius of the S-520-26 rocket were 8.3 m and 0.26 m, respectively. 
The head part of the rocket was constructed with multiple panels and pillars. The onboard instruments were 
installed on the panels. Fig. 2-3 shows the impedance probe (NEI) and electric field detector (EFD) 
antenna, which is also used as plasma wave monitor (PWM) antenna installed on the S-520-26 rocket. 
They were exposed to space after the removal of the nose cone 56 s after the launch. 
 
In the following sections we discuss how the PWM clearly obtained wake-induced plasma waves with a 
spin modulation due to an improvement of its time resolution. We will investigate the properties of the 
observed plasma waves and discuss the generation process. We first explain the NEI/PWM system 
installed on the S-520-26 rocket. In section 2-3, the plasma waves observed by the PWM are shown, and 
compared with plasma characteristic frequencies calculated from the NEI data. In the last section, we 
discuss the wave mode and the generation mechanism of plasma waves induced around the rocket wake.   
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Figure. 2-1  Trajectory of the S-520-26 rocket. 
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Figure 2-2.  Time variation of the Mach number of the S-520-26 sounding rocket. 
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Figure 2-3.  Payload of the S-520-26 rocket. 
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2-2. NEI/PWM instrument 
 
The NEI/PWM on the S-520-26 sounding rocket is a combined system consisting of an impedance probe 
and a plasma wave receiver. The details of the instrument have been described by Suzuki (PhD. thesis, 
2011). In this study, we use the electron density data obtained with NEI to determine the structure of the 
rocket wake and the plasma wave data from PWM to investigate the plasma wave distribution around the 
rocket.  
 
Impedance probes were first developed by Oya (1967) and have the significant advantage of measuring the 
electron number density with high accuracy. The probe detects the UHR frequency of plasma by 
measuring the frequency characteristics of the impedance for an antenna immersed in plasma. We can 
determine the electron number density within a region approximately a Debye length (a few centimeters in 
the case of the lower ionosphere) from the probe surface. NEI installed on the S-520-26 rocket employed a 
1.2 m BeCu (beryllium copper) ribbon antenna as the sensor. The electron number density ne, is 
determined using 
 
nୣ =
4πଶε଴mୣ
eଶ
(f୙ୌୖଶ − fୡୣଶ ) ,                      (2.1) 
where fUHR is the UHR frequency, ε0 is the dielectric constant of vacuum, me is the electron mass, e is the 
elementary charge, and fce is the electron cyclotron frequency, calculated from the magnetic strength given 
by the International Geomagnetic Reference Field (IGRF) model [International Association of 
Geomagnetism and Aeronomy (IAGA), 2010]. 
 
The S-520-26 PWM can be operated as a wave spectrum analyzer in high-/medium-/low-frequency 
(HF/MF/LF) range (PWM-H) and very low frequency (VLF) range (PWM-L). Table 2-1 gives these 
frequency ranges and resolutions. PWM measures the electric fields of plasma waves detected with a pair 
of inflatable tube antennae of EFD, which are used as a dipole with a tip-to-tip length of 5.0 m. 
  
In the present study, we focus on PWM-H data in order to investigate plasma waves with frequencies 
around the UHR frequency. In PWM-H mode, since 64 ms is required to produce one spectrum, the 
angular extent for one PWM-H spectrum is 20°. The time interval of the PWM measurements is 
approximately 260 ms, and therefore four or five spectra are obtained within one rotation of the rocket. The 
time interval of NEI measurement is the same as that of PWM, while the angular extent for one NEI 
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frequency sweep is 12°. 
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Table 2-1.  Frequency table for the S-520-26 PWM (after Suzuki (PhD. thesis, 2011)). 
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2-3. Observation results 
 
2-3-1. Electron density profile 
 
The probe antenna of NEI was extended 57.5 s after rocket launch, corresponding to an altitude of 
approximately 85 km during the ascent phase. The instrument successfully performed electron number 
density measurements throughout the entire flight time. We compute the electron density from fUHR 
identified by NEI and equation (2.1) using the local electron cyclotron frequency calculated from the IGRF 
magnetic field model [IAGA, 2010]. The derived electron density profile along the rocket trajectory is 
shown in Fig. 2-4. 
 
An electron density layer was observed approximately 160 km in the ascent phase and 150 km in the 
descent phase of the trajectory, as shown in Fig. 2-4. This is generally known as the intermediate layer, 
which is often observed at midlatitudes [e.g., Bishop et al., 2005]. In some of the data obtained below 141 
km in the descent phase, the UHR frequency increased above the frequency range of the NEI measurement 
(0.1–24.8MHz) due to a sudden enhancement of the electron density caused by the lithium release. No 
point is therefore plotted at altitudes from 109 km to 141 km in the descent phase in Fig. 2-4. NEI also 
measured the capacitance of the ion sheath surrounding the probe, which increases as the Debye length 
decreases [Suzuki et al., 2010]. After the third lithium release, the sheath capacitance sometimes enhanced 
significantly. Note that periodic electron density fluctuations are evident in Fig. 2-4, which are considered 
to be wake effects. These data are combined with an analysis of the rocket attitude data to obtain the wake 
structures, as shown in subsection 2-3-3. 
 
 
 
 
 
 
 
 
 
 
24 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-4. Vertical profiles of the electron number density along the trajectory of the S-520-26 rocket. The 
red triangle in Fig. 2-4(b) indicates the altitude where the lithium ejection was carried out. At altitudes 
below 141 km in the descent phase, some NEI data have been obviously affected by the lithium release 
although we plot here only the data in which we could identify the UHR frequency. 
 
 
 
 
 
 
(a) (b)
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2-3-2. Plasma waves obtained in the PWM-H mode  
 
Extension of the EFD inflatable dipole antenna began 66 s after the rocket launch, corresponding to an 
altitude of approximately 101 km during the ascent phase. Fig. 2-5 shows a dynamic spectrum obtained by 
PWM-H measurements during the entire flight time. A calibration signal from EFD can be observed 277 s 
after launch. Fig. 2-5 shows an emission with an arc-like structure, with a frequency range of about 1.3 to 
2.3 MHz (hereafter denoted Group A), during the period from 155 to 400 s after launch. The disappearance 
of Group A waves is evident in the time period of 239–256 s. The detailed reasons for the disappearance 
are unclear. 
 
Fig. 2-6 shows a close up of the dynamic spectrum showing the detailed properties of Group A waves. The 
local electron cyclotron frequency fce also plotted in Fig. 2-6(a). In Fig. 2-6(b), we replot the wave 
spectrum where the wave frequency is normalized by the electron cyclotron frequency, with fUHR, plasma 
frequency fp, and Z mode cutoff frequency fZ, deduced from NEI data. The characteristic frequencies fUHR, 
fp, and fz are so variable in Fig. 2-6(b) because they were obtained both in the ambient ionosphere and in 
the wake region. The frequency range of Group A waves is between fp and fUHR at lower altitudes (in an 
altitude range from 243 km to 270 km). On the other hand, at higher altitudes (in an altitude range from 
260 to 298 km), the majority of the emissions are outside the UHR mode branch in cold plasma theory. 
Group A waves were similar to previously reported as UHR mode waves [Yamamoto, PhD. thesis, 2001]. 
 
As mentioned in section 2-1, the rocket body was not an ideal wall and there are some gaps among the 
panels, pillars, and instruments on board the rocket. Because the onboard panels are perpendicular to the 
main rocket axis, the gap area projected to the rocket velocity direction changes depending on the attitude 
of the rocket. If the effect of the gaps cannot be ignored, the wake-induced wave activity has to depend on 
the rocket attitude. While the angle between the rocket velocity vector and the rocket main axis was about 
10° 200 s after launch and 90° 380 s after launch, we did not find any clear increase or decrease of the 
wake-induced wave activity related to the rocket velocity vector. We conclude that the gaps among the 
onboard instruments and panels did not affect the wake-induced waves in this rocket experiment. 
 
We also observe other waves in a frequency range from 0.02 to 0.9 MHz (LF range). The intensity is 
modulated periodically in synchronization with the rocket spin. The sharp emissions at frequencies of 0.3 
and 0.78 MHz are due to instrumental noise, which were also found in the preflight test on the ground. 
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However, if they were directly from the noise-source instrument to the antenna, they cannot be modulated 
by rocket spin because the relative locations do not change. They are therefore not directly from the 
instrument but from some plasma wave excitations around the wake caused by instrumental noise. The 
narrowband emission at 0.62 MHz is likely to be harmonics of the narrowband noise at 0.3 MHz. The 
other broadband waves in the LF range are whistler mode waves because their frequency is below fce at 
higher altitudes (fp > fce) and also below fp at lower altitudes (fp < fce). 
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Figure 2-5.  Dynamic spectrum obtained from PWM-H measurements. The red triangle indicates the time 
of the lithium release.  
 
 
 
 
 
 
 
 
 
  
 
Figure 2-6. (a) Dynamic spectrum obtained from PWM
showing Group A waves with an arc
frequency calculated from the IGRF magnetic field model. (b) Dynamic spectrum at 
normalized by the local electron cyclotron frequency. Pink, Cyan, an
UHR frequency, plasma frequency, and Z mode cutoff frequency, respectively. These frequencies are 
variable because they are measured in the ambient plasma as well as in the wake region.
(a)
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-H measurements from 60 to 460 s after launch 
-like structure. The white curve indicates the electron cyclotron 
d orange dots indicate the normalized 
Fig. 2-6(a) 
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2-3-3. Spin-phase dependence 
 
Investigation of the relation between a wake structure and plasma waves requires information on the rocket 
attitude. Data from a sun attitude sensor (SAS) and a geomagnetic field sensor (MGF) installed on the 
S-520-26 rocket are thus used to determine the direction of each antenna with respect to the wake axis. 
Accurate attitude data are available only during the period 179 to 462 s after launch, when the rocket is in 
sunlight. Therefore, NEI/PWM data were analyzed only during that period. 
 
Side and top views of the moving rocket are schematically illustrated in Fig. 2-7. Accurately, the geometric 
relation among the rocket body, wake structure, antenna elements, and the geomagnetic field should be 
described in three-dimensional space. However, it is first useful to discuss the observational results in the 
spin plane, as shown in Fig. 2-7(b). 
 
The spin-phase angle of NEI and PWM in Fig. 2-7(b) is defined as follows. For NEI, a spin-phase angle of 
0° means an antenna element is in the direction of the projected vector of rocket movement, whereas a 
spin-phase angle of 180° means the element is in the axis of the shaded region. For the EFD antenna, 
which is a dipole, a spin-phase angle of 0° means that the one antenna element (element A) is in the ram 
(“forward”) direction and the other (element B) is in the shaded region. 
 
Two examples of the electron number density and plasma wave dependence on the spin-phase angle are 
presented in Fig. 2-8; Fig. 2-8(a) shows a typical plot at higher altitudes (260–298 km), while Fig. 2-8(b) 
shows that at lower altitudes (243–270 km). The plots were produced using data for a duration of 5 s. 
  
At first, in order to classify all NEI data into two groups “ambient group data” and “wake group data,” we 
obtain a threshold electron number density by calculating the running average within two spin periods of 
the rocket: 
 
n୮,୲୦ =
1
9
෍ n୯
୮ିସஸ୯ஸ୮ାସ
 ,                          (2.2) 
where nq is the electron number density of the qth data and np,th is the threshold electron number density. If 
np is larger than np,th, then np is classified into the ambient group (hereafter np,amb). If np is smaller than np,th, 
then np is classified into the wake group (hereafter np,w). Lastly, the ambient electron density namb at the pth 
data point is calculated as follows: 
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nୟ୫ୠ =
1
5
෍ n୯,ୟ୫ୠ
୮ିଶஸ୯ஸ୮ାଶ
 ,                         (2.3) 
In equation (2.3), if there are wake group nq values (nq,w) within p – 2  q  p + 2, they are excluded from 
the average calculation. There may be some discussion as to whether the calculated namb can be used as the 
actual ambient density, which is not affected by interaction with the rocket. However, the calculation 
method is sufficient for the discussion in this study because the purpose of the electron density analysis is 
to roughly estimate the wake structure. 
 
Figs. 2-8(a) and 2-8(b) (top row) suggest that the electron density decreases as the spin-phase angle 
approaches 180°, where the wake axis is expected to be directed. This density structure is commonly 
observed around a moving vehicle [e.g., Murphy et al., 1989]. The wake effect obtained with NEI also 
appears in the measurement data of a fast Langmuir probe (FLP) installed on the S-520-26 rocket as 
periodic changes in V-I characteristics in synchronization with the spin period. FLP data also show that the 
electron temperature is higher inside the wake than outside (T. Abe, private communication, 2014). 
 
Plasma wave distributions around the rocket are shown in Figs. 2-8(a) and 2-8(b) (bottom row). It is 
noteworthy that the Group A waves are not always within the UHR mode dispersion relation in the wake 
region. At higher altitudes (260–298 km), the upper limit frequency of the waves is near the UHR 
frequency in the wake region (pink markers in Figs. 2-8(a) and 2-8(b) (bottom row)). However, at lower 
altitudes (243–270 km), the upper limit frequency of the waves is beyond the UHR frequency in the wake 
region. On the other hand, the lower limit frequency is much further below the plasma frequency (cyan 
markers in Figs. 2-8(a) and 2-8(b) (bottom row)). This particular feature can be found at altitudes higher 
than approximately 280 km. In contrast, the lower limit frequency at lower altitudes is close to the plasma 
frequency in the wake region. 
 
We study the spin-phase dependence of the observed plasma waves by describing the dynamic spectra 
which consists of the data obtained at spin-phase angles close to each other (Fig. 2-9). The spectra imply 
that the electric field of Group A waves is the most intense at spin-phase angles around 330–30° and 
150–240°. This suggests that the electric field of Group A waves is nearly parallel to the wake structure. 
We also identify two types of spin-phase dependences for the plasma waves in the LF range (0.02 MHz to 
fce). As for the first type one, the electric field (0.02 MHz – 0.6 fce; hereafter denoted Group B) shows the 
two peaks at spin-phase angles around 60–90° and 240–270°, indicating that the electric field of Group B 
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emissions is almost perpendicular to the wake structure. In the second type, the electric field (0.5–0.9 fce; 
hereafter denoted Group C) is most intense at spin-phase angles around 90–160°, while the intensity is 
weaker than that for Group A and Group B emissions. It should be noted that the obtained wave intensities 
at spin-phase angles of θ and θ + 180° are different, although the observation was conducted with a dipole 
antenna. This suggests that there are some unexpected differences in the receiver sensitivities of the two 
antennae, which is likely to be due to hardware problems such as cable fracture at the preamplifier in PWM 
connected to one inflatable antenna. 
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Figure 2-7.  Schematic (a) side and (b) top view of the moving rocket. 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (b)
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Figure 2-8.  Dependence of the (top row) electron number density and (bottom row) plasma waves on the 
spin-phase angle in the periods (a) from 325 to 330 s (as an example at higher altitudes: 260–298 km) and 
(b) from 365 to 370 s (as an example at lower altitudes: 243–270 km).  
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Figure 2-9.  Spin-phase dependence of the dynamic spectra (in the periods from 180 to 460 s after launch) 
obtained from PWM measurements. The vertical and horizontal axes represent the wave frequency 
normalized by the local electron cyclotron frequency and the time from launch, respectively. The 
disappearance of Group A waves is not seen in the 150-160° panel. This is because PWM did not obtain 
data at spin-phase angles of 150-160° during the time of the disappearance 239-256 s after launch. 
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2-4. Discussion 
 
2-4-1. Wave mode of the observed plasma waves 
 
In Figs. 2-6 and 2-8, we showed that some Group A waves obtained with the S-520-26 PWM do not satisfy 
the UHR dispersion using the cold plasma approximation for the wake conditions. This suggests that a 
simple theory based on the assumption that the plasma is cold and homogeneous is not sufficient to explain 
the observational results. Note that the Doppler shifts are small, although the plasma wave measurement is 
performed in the frame of a moving rocket. Even in the case where the wavelength is very short (0.01 m; 
slightly longer than the order of the Debye length in the lower ionosphere), the relative velocity of the 
rocket to the wave source equals that to the rocket velocity to the ground (or, the velocity of the wave 
source relative to the ground is negligible), and the wave normal vector is parallel to the rocket velocity 
vector, the frequency shift by the Doppler effect is at most 160 kHz (0.14 fce–0.15 fce) from 155 to 400 s 
after launch. The difference between the lower limit frequency of Group A waves and fp in the wake region 
shown in Fig. 2-8(a) is approximately 470 kHz (0.44 fce). Therefore, the Doppler effect is not sufficient to 
explain the inconsistency in wave frequency with the dispersion relation of UHR mode waves. 
 
Next, we consider the effects of the electron density gradient in the wake. The monopole antenna of the 
impedance probe has a length of approximately 1.2 m; therefore, we wonder how the equivalent 
capacitance frequency characteristics of the antenna in the plasma are affected by the density gradient 
within the antenna length. In this study, it was assumed that the electrode has a linear sensitivity just as in 
previous studies [Oya, 1970; Yamamoto, 2001]. Therefore, we assume that the plasma frequency derived 
from the NEI frequency response is almost the same as the mean value of fp in the region swept by the 
electrode. The lower limit frequency of Group A waves is thus expected to be lower than the fp obtained 
with NEI because PWM can observe UHR mode emissions generated in the region with lower electron 
density. The region with lower electron density would be located in the space the NEI probe was sweeping. 
Therefore, the wavelengths of Group A waves should be less than 1.2 m. For plasma waves with such short 
wavelengths, thermal effects should be taken into consideration. This suggests that Group A waves should 
be dealt with using hot plasma theory. 
 
There should be another explanation for the frequency range of Group A waves under the cold plasma 
approximation. As mentioned in section 2-3, they have frequencies lower than the wake plasma frequency 
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at higher altitudes (260–298 km, see Fig. 2-8(a)) or higher than the wake UHR frequency at lower altitudes 
(243–270 km, see Fig. 2-8(b)). Therefore, Group A waves do not always satisfy the UHR mode dispersion 
relation under the wake conditions. In particular at higher altitudes (280–298 km), the lower limit 
frequency of Group A waves is almost the same as the wake Z mode cutoff frequency and the upper limit 
frequency of Group A waves is beyond the wake plasma frequency. Hence, we can infer that Group A 
waves in higher altitudes (280–298 km) are Z and LO mode electromagnetic waves. In that case, the 
wavelength of the Z mode electromagnetic waves near the Z mode cutoff frequency is approximately 1.25 
km. Accordingly, in the case that Group A waves are electromagnetic waves, the scale length of the wave 
turbulence region must be at least 1.25 km. Since the size of the rocket wake is from 0.4 to 1.7 m as 
mentioned in section 2-1, such an extended disturbed region is not expected around the rocket wake. Thus, 
Group A waves are not likely to be electromagnetic waves if we assume that they are induced by the 
rocket-plasma interaction. 
 
The considerations based on the cold plasma theory described above make the observational results 
difficult to explain. Therefore, we will approach this problem using hot plasma theory. Using a dispersion 
solver tool originally developed in Oya (1971), we calculate the dispersion relations in a hot magnetized 
plasma on the basis of those formulated by Stix (1962), where the linearized Vlasov equation and Maxwell 
equations are solved. The Newton method is used for the computation of solutions satisfying the dispersion 
relation. Fig. 2-10 shows the obtained plasma wave dispersion relations for the conditions fp/fce = 1.9 and 
the electron temperature Te = 1593 K, which are typical parameters in the wakes observed in the 
higher-altitude range with this rocket experiment. The fp/fce is the same as that obtained at a spin-phase 
angle of 187° in Fig. 2-8(a). We calculate Te from the IRI-2007 model [Bilitza and Reinisch, 2008]. 
 
In hot plasma theory, we obtain solutions of the dispersion relation corresponding to both long-wavelength 
plasma waves, which are also derived from the cold plasma theory, and short-wavelength electrostatic 
waves. In particular, we identify electrostatic electron cyclotron harmonic (ESCH, ECH) waves, UHR 
mode waves, and electrostatic whistler mode waves as the wave mode whose normalized wave numbers 
kre is larger than 0.1, corresponding to the wavelength of 1.3 m under the assumption that the Larmor 
radius re is approximately 2 cm. These wavelengths are similar to or shorter than the scale length of the 
near-wake region (0.4 m to 1.7 m). This indicates strongly that short-wavelength electrostatic waves can be 
induced around the near-wake region of an ionospheric sounding rocket where the plasma is considered to 
be quite turbulent. Compared with the dispersion relations shown in Fig. 2-10, Group A waves are likely to 
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be short-wavelength electrostatic waves, such as UHR mode and ESCH waves. 
 
Waves from Group B and Group C are whistler mode waves, as indicated in section 2-3. If these waves are 
induced by the rocket wake, then they are considered to be short-wavelength electrostatic waves, in the 
same manner as Group A waves. 
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Figure 2-10.  ω-k diagram in a hot plasma with fp/fce = 1.9 and Te = 1593 K. The difference in color 
represents the angle between the wave normal vector and the ambient magnetic field. This figure is 
described by using a dispersion solver tool originally developed in Oya (1971).  
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2-4-2. Generation mechanism of the observed plasma waves 
 
ESCH waves are plasma wave phenomena observed in the Earth’s magnetosphere. Several studies have 
indicated that ESCH waves are generated by plasma instabilities driven by unstable velocity distribution 
functions of electrons, such as the loss cone distribution [e.g., Horne et al., 2003]. However, it is not 
expected that such distributions are formed in the midlatitude lower ionosphere because there are no 
precipitating electrons with a loss cone distribution. Amemiya et al. [1985] reported observational results 
for the electron distribution functions obtained from rocket experiments performed in Japan and indicated 
that they are almost Maxwellian in the F region. Since the ambient plasma is expected to be Maxwellian, 
Group A waves would be induced by interaction between the ionospheric plasma and a moving rocket.  
 
To discuss the generation mechanism of Group A waves, we calculated the linear growth rates of 
electrostatic waves. We used the dispersion solver tool mentioned in subsection 2-4-1 on the assumption 
that a velocity distribution function is described in the form of bi-Maxwellian by referring to Stix (1962). 
The purpose of this calculation is not to demonstrate the observational results but to investigate which 
wave modes can be generated in the observed frequency range. Since we do not have enough information 
on possible free-energy sources in the rocket wake, we have selected two velocity distributions as follows. 
In Case (a), we assume an electron distribution function with beam drifting along the magnetic field. This 
case corresponds to a typical free energy in parallel direction to the magnetic field. The beam velocity VD 
in this calculation is selected at a speed of 10 times the electron thermal velocity (VD/Vth,e = 10). The 
plasma density ratio of the beam component to the total is set to be 1 %. In Case (b), a temperature 
anisotropy model is used as a typical free-energy source in perpendicular direction to the magnetic field. 
The temperature anisotropy in this calculation is set to be 10. We note that these physical parameters 
assumed in Cases (a) and (b) are selected for making the calculation easier, because we focus on what kind 
of free-energy source can stimulate the plasma waves rather than on the accurate growth rate of the plasma 
waves around the rocket wake.  
 
Figs. 2-11(a) and 2-11(b) show the calculation results for the plasma condition at higher altitudes (fp/fce = 
1.9, T⊥ = 1593 K, same condition as Fig. 2-8(a)). Figs. 2-11(a) and 2-11(b) (left and right) show the 
dispersion curves and the corresponding growth rates. In Fig. 2-11, we have indicated only wave modes 
which have positive growth rates, although we also find damping modes in these calculations. In Case (a), 
electrostatic waves have a positive growth rate in a frequency range from ω/ωce = 0.1 to 2.3, where the 
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phase velocity ω/k is almost the same as the electron beam velocity VD. The calculated linear growth rate 
suggests that plasma waves can be generated over a broad frequency range. In Case (b), on the other hand, 
the growth rate becomes positive in the frequency range between (n + 1/2) fce and (n+1) fce (n = 0, 1). In 
both cases, short-wavelength electrostatic waves have positive growth rates in a frequency range similar to 
those of the waves from Group A and Group C. 
 
In order to investigate how the growth rate changes with plasma conditions, we calculate the growth rate in 
another ionospheric condition: fp/fce = 1.0, T⊥ = 1499 K, which is the condition at an altitude around 240 
km in the descent phase (see Fig. 2-12). Comparing Fig. 2-12(a) with Fig. 2-11(a), we find that the 
frequency of the maximum linear growth rate goes down with the decrease of fp/fce in the presence of an 
electron beam. This tendency is similar to the frequency change of Group A waves during the flight. On 
the other hand, from Figs. 2-11(b) and 2-12(b), the frequency of the maximum linear growth rate is 
between 0.5 fce and 1.0 fce in both cases of temperature anisotropy. This feature is similar with that of 
Group C waves, whose frequency range is 0.5–0.9 fce. Figs. 2-11(b) and 2-12(b) also indicate that the wave 
normal vector (k vector) should point obliquely to the background magnetic field (B vector). The positive 
growth rates are found with k-B angles of 30° and 60° in the case of high altitude conditions (fp/fce = 1.9; 
Fig. 2-11(b)), and with a k-B angle of 30° in low-altitude conditions (fp/fce = 1.0; Fig. 2-12(b)). In the case 
of electrostatic waves, k-B angle is nearly the same as E-B (E vector; electric field vector) angle. Hence, 
the calculation results can be compared with the spin-phase dependence of Group C waves. In the 
S-520-26 rocket experiment, Group C waves were observed mainly in the condition of fp/fce = 1.9, and also 
in the condition of fp/fce = 1.3 at the lowest. Therefore, we can compare the Group C wave observations 
mainly with the calculation results shown in Fig. 2-11(b). When we consider the relation among V0 vector 
of the rocket and B vector, the v-B angle in the spin plane was almost 90° as shown in Fig. 2-7(b) from 200 
s to 460 s after launch. The v-E angles in the spin plane were 90–160° from the analysis of the spin-phase 
dependence. Meanwhile, the geomagnetic field was tilted from the spin axis at angles of 30–46° in the 
S-520-26 rocket experiment. If the geomagnetic field tilts from the spin axis at an angle of 46°, and k-B 
angle is larger than 46°, the k-B angle projected to the spin plane can be 0–360°, which is inconsistent with 
Group C waves observed. Therefore, we can suggest that the k-B angle of Group C waves is 30° rather 
than 60°. On the other hand, because the growth rate of plasma waves with a k-B angle of 150° is the same 
as that with a k-B angle of 30°, Group C waves have to be detected not only at spin-phase angles of 
90–160° but also at spin-phase angles of 270–340°. Besides, when the B vector tilts from the spin axis at an 
angle of 30°, electrostatic waves with k-B angles >30° have to be observed in all spin-phase angles. These 
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expectations are, however, inconsistent with the observation results of Group C waves. Based on this 
discussion, we suggest that additional conditions are needed to restrict the spin-phase dependence of Group 
C waves as observed here.  
 
We note that the velocity distributions for Cases (a) and (b) are chosen as simplified free-energy sources to 
indicate the probable frequency range of induced plasma waves in hot plasma dispersion. Singh et al. 
(1987) considered more realistic electron velocity distribution functions in the wake of ionospheric 
satellites using a one-dimensional simulation of plasma entering a void region from the sides. They 
obtained electrons with counterstreaming beams in the near-wake region. Based on these studies, we can 
expect that electron beam instability is one of the most plausible mechanisms for the generation of the 
observed plasma waves. However, we cannot discuss the temperature anisotropy based on these studies 
because the simulations were performed in one-dimensional velocity space. More detailed investigations of 
the velocity distribution functions around the wake, including near the wake boundary, must be conducted 
by numerical simulations. 
 
Lastly, we discuss the generation mechanism of Group B waves. The frequency range is not coincident 
with the calculation of linear growth rates shown in Figs. 2-11 and 2-12. Narrowband noise was observed 
at 0.3 MHz in the pre-launch test on the ground, as stated in section 2-3, and could excite Group B waves 
around the wake. In addition, the decrease and increase in the dependence of the intensity on the spin-phase 
angle when the antenna elements are, respectively, parallel and perpendicular to the wake axis could 
suggest that Group B waves are due to shock effects caused by the moving rocket although the 
corresponding distribution functions should be different from those presented in Cases (a) and (b) in Figs. 
2-11 and 2-12. 
 
 
 
 
 
 
 
 
 
42 
 
 
 
 
 
Figure 2-11. (Left) Frequency range in which the growth rate of plasma waves is positive and (right) 
values of the growth rates for Cases (a) and (b) for the plasma condition at higher altitudes (fp/fce = 1.9, T⊥ 
= 1593 K). The dotted curve in the left panel of Fig. 2-11(a) indicates drift velocity of the electron beam. 
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Figure 2-12. (Left) Frequency range in which the growth rate of plasma waves is positive and (right) values 
of the growth rates for Cases (a) and (b) for the plasma condition at lower altitudes (fp/fce = 1.0, T⊥ = 1499 
K). The dotted curve in the left panel of Fig. 2-12(a) indicates drift velocity of the electron beam. 
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2-4-3. Spin-phase dependence and deduced wave source distribution 
 
We discuss the spin-phase dependence of the observed plasma waves. First, as indicated in section 2-3, the 
EFD antenna did not act as a perfect dipole antenna. Although this was unexpected, the asymmetry of the 
spin-phase dependence enables discussion of the spatial distribution of the waves. If we assume that 
element B has no sensitivity and only antenna A receives plasma waves, then waves from Groups A, B, 
and C should be distributed around the rocket as illustrated in Fig. 2-13(a). Since short-wavelength 
electrostatic waves should be damped without receiving energy from particles or other plasma waves [Oya, 
1972], there must be free-energy sources in the regions where short-wavelength electrostatic waves have 
sufficiently large amplitude to be observed. Accordingly, the spatial distribution of the electric fields 
shown in Fig. 2-13(a) could correspond to the spatial distribution of the wave sources. In the case of Fig. 
2-13(a), the wave sources are distributed downstream of the plasma flow. On the other hand, if we assume 
that only antenna B can receive waves, then the observed plasma waves are present around the rocket as 
shown in Fig. 2-13(b). In this case, plasma instability should exist upstream of the flow. However, more 
free-energy sources such as counterstreaming electron beams are expected to be located downstream, 
where a plasma wake is formed as discussed by Yamamoto (PhD. thesis, 2001) and Singh et al. (1987). 
Therefore, as far as the assumption that waves from Groups A, B, and C are short-wavelength electrostatic 
waves is concerned, it seems more likely that the wave sources are distributed as shown in Fig. 2-13(a), 
which causes the spin modulation in the dynamic spectrum, as revealed in this study. 
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Figure 2-13.  Expected distribution of waves with the assumption that (a) only antenna element A has 
sensitivity and (b) only element B has sensitivity. Double-headed arrows represent the directions of the 
electric fields of the plasma waves.  
 
 
 
 
 
 
 
 
 
(a) (b)
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Chapter 3                  
One-dimensional Vlasov-Poisson simulation 
 
 
3-1. Overview of our one-dimensional Vlasov-Poisson simulation 
 
In order to discuss the generation process of the plasma waves observed in the S-520-26 rocket 
experiment, we calculated linear growth rates of short-wavelength electrostatic waves caused by electron 
beam and temperature anisotropy in Chapter 2. We obtained a maximum growth rate of 2.17×10-1 ωce at 
ωr = 1.79 ωce and k = 2.04×10-1 re-1 (Fig. 2-11 (a)) due to an instability caused by an electron beam whose 
speed and number density are 10 Vth,e and 1 % of the total plasma density, respectively. We also treated 
an unstable plasma with a temperature anisotropy T⊥/T// = 10, and found its maximum growth rate to be 
3.94×10-2 ωce at ωr = 8.48×10-1 ωce and k = 8.71×10-1 re-1 (Fig. 2-11 (b)). 
 
Singh et al. (1987) carried out a one-dimensional Vlasov-Poisson simulation for the purpose of 
investigating the mechanism of the electron temperature enhancement in the wake of ionospheric 
spacecraft. They obtained two-stream type distribution functions on the wake axis in that simulation. 
However, Singh et al. (1987) used the method of characteristics based on the particle-in-cell (PIC) 
method which makes a large numerical error. Besides, the discussion about electron distribution functions 
in Singh et al. (1987) is limited on the wake axis in the very near-wake region (about 0–5.8 mm 
downstream when we assume the speed of the S-520-26 rocket and the plasma frequency at its apex) due 
to the effect from the boundaries and limited computational resources. In order to understand the 
observational results shown in Chapter 2, the distribution functions near the wake edges and the tail of 
the near-wake must also be discussed. 
 
For this reason, we have developed a one-dimensional Vlasov-Poisson simulation, using the same model 
as one adopted by Singh et al. (1987). In this model, plasma along the x-axis expands from the two sides 
into a void region. The x-axis is set to be parallel to the ambient magnetic field. The time variation of 
plasma distribution is regarded as the space variation moving downstream. As for the simulation scheme, 
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we referred to S. Abe (Master thesis, 2006), where the density structure of the lunar wake was discussed 
by one-dimensional Vlasov simulations. They used the R-CIP (Rational- Cubic Interpolated 
Pseudo-Particle) method [Xiao et al., 1996] and the hyper-dimensional CIP method [Nakamura and Yabe, 
1999] to suppress the numerical diffusion. 
 
In this chapter, our simulation method and its results are described, followed by discussions about the 
density distribution, energetic particles, and the electric field around the plasma wake. The next section 
focuses on the equations and schemes used in the simulation. In section 3.3, the simulation settings such 
as grid spacing and boundary conditions are presented. The simulation results are shown in section 3.4, 
and we discuss the microphysics expected around the wake of ionospheric spacecraft in the last section.    
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3-2. Equations and simulation schemes 
 
In order to investigate the time evolution of the electron distribution function f(x,v) in one-dimensional 
space and one-dimensional velocity space, Vlasov equations are numerically solved. The Vlasov 
equations for electrons and ions are described as follows. 
 ∂fୣ
∂t
+ v
∂fୣ
∂x
−
eE
mୣ
∂fୣ
∂v
= 0  ,                    (3.1) 
 ∂f୧
∂t
+ v
∂f୧
∂x
+
eE
m୧
∂f୧
∂v
= 0 .                    (3.2) 
Here, fe, fi, x, v, me, mi, e, and E are the electron distribution function, the ion distribution function, the 
position, the velocity of a particle, the electron mass, the ion mass, the elementary charge, and the electric 
field, respectively. The electric field is calculated from Gauss’ law:  
 ∂E
∂x
=
ρ
ε଴
 ,                           (3.3)  
where ρ is the charge density and ε0 is the permittivity of free space. 
 
In numerical simulations, it is useful to normalize physical quantities by several characteristic parameters. 
Thus, we introduce normalized position x*, velocity v*, and time t* as follows: 
 x = x଴x∗ ,                          (3.4) 
 v = v଴v∗ ,                          (3.5) 
 t = t଴t∗ ,                          (3.6) 
and   
 E = E଴E∗ ,                          (3.7) 
where 
 
x଴ ≡ λୈ = ඨ
ε଴k୆Tୣ ଴
nୣ଴eଶ
 ,                    (3.8) 
 
v଴ ≡ V୲୦,ୣ = ඨ
k୆Tୣ ଴
mୣ
 ,                    (3.9) 
 
t଴ ≡ ω୮଴ିଵ = ඨ
ε଴mୣ
nୣ଴eଶ
 ,                   (3.10) 
and   
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E଴ ≡ ඨ
nୣ଴k୆Tୣ ଴
ε଴
 .                   (3.11) 
Here, λD, Vth,e, and ωp0 are the Debye length, the thermal velocity of electrons, and the plasma frequency, 
respectively, all of which are defined using parameters of the ambient plasma. kB is the Boltzmann 
constant, and Te0 and ne0 are the electron temperature and the electron density of the ambient plasma. The 
normalized parameters defined in equations (3.8)–(3.11) allow us to rewrite equations (3.1), (3.2), and 
(3.3) as 
 ∂fୣ
∂t∗
+ v∗
∂fୣ
∂x∗
− E∗
∂fୣ
∂v∗
= 0 ,                 (3.12) 
 ∂f୧
∂t∗
+ v∗
∂f୧
∂x∗
+
mୣ
m୧
E∗
∂f୧
∂v∗
= 0 ,                 (3.13) 
and 
 ∂E∗
∂x∗
=
Zn୧ − nୣ
nୣ଴
≡ ρ∗ ,                 (3.14) 
respectively, where Z, ni and ne are the ionic valence, the ion density and the electron density at a position, 
and where ρ* is the normalized charge density. In this simulation, Z is set to be 1 since we deal with one 
species of singly-charged ions (see more detail in the next section).  
 
In order to solve the normalized Vlasov equations (3.12) and (3.13) numerically, we split each equation 
into the following three sequences: in the case of equation (3.12), for instance, we solve 
 ∂fୣ
∂t∗
+ v∗
∂fୣ
∂x∗
= 0 (3.15) 
for half a time step Δt/2, and then 
 ∂fୣ
∂t∗
− E∗
∂fୣ
∂v∗
= 0 (3.16) 
for one time step Δt, and thirdly, 
 ∂fୣ
∂t∗
+ v∗
∂fୣ
∂x∗
= 0 (3.17) 
for half a time step Δt/2 again. This process is called time-splitting method proposed by Cheng and Knorr 
(1976). Fig. 3-1 explains the way of updating parameters in this simulation. 
 
Equations (3.15) and (3.17) represent advections of a function fe(x,v) at a velocity of v* in the x-direction, 
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and equation (3.16) is understood as an advection at a velocity of E* in the v-direction in the phase space. 
In this study, these advection equations are solved numerically by the R-CIP scheme by referring to S. 
Abe (Master thesis, 2006). 
 
The R-CIP scheme has been developed based on the CIP scheme, proposed by Takewaki et al. (1985) in 
order to solve hyperbolic-type equations numerically. The basic concept of the CIP scheme is illustrated 
in Fig. 3-2. We assume that a function f(x) is moving with a speed of u toward the positive direction 
along the x-axis. The left panel of Fig. 3-2 is a snapshot taken at t = tm. At t = tm, values defined at all 
grids, such as x = xj and xj+1, are already known as fm(xj) and fm(xj+1), respectively. In addition, the 
derivatives of the function f(x) are also defined simultaneously as, for example, dfm/dx(xj) and 
dfm/dx(xj+1). Then, a piecewise interpolation function Fj(x) is constructed to represent values at arbitrary 
positions in xj ≤ x ≤ xj+1. The idea of the CIP algorithm is that the interpolation function Fj(x) moves with 
a speed of u from t = tm to t = t+Δt  tm+1, as illustrated in the right panel of Fig. 3-2. Values at a position x 
= xj+1 and t = tm+1 can be calculated as fm+1(xj+1) = Fj(x-uΔt). The derivative at x = xj+1 and t = tm+1, which 
is needed when the new interpolation function at t = tm+2 will be defined, is also calculated as 
dfm+1/dx(xj+1) = Fj’(x-uΔt)  dFj/dx(x-uΔt). 
 
In the CIP algorithm, the selection of the interpolation function is important to determine the accuracy of 
a simulation, and a cubic function is used generally (Takewaki et al. (1985); Takewaki and Yabe (1987)). 
In the R-CIP scheme, on the other hand, a rational function is adopted as the interpolation function as 
follows: 
 
F୨(x) =  
f൫x୨൯ + A1୨൫x − x୨൯ + A2୨൫x − x୨൯
ଶ + A3୨൫x − x୨൯
ଷ
1 + αB୨൫x − x୨൯
 .     (3.18) 
Here, each coefficient is defined as 
 A1୨ = d୨ + f൫x୨൯B୨ ,             (3.19) 
 
A2୨ = S୨αB୨ +
S୨ − d୨
∆୨
− A3୨∆୨ ,             (3.20) 
 
A3୨ =
d୨ − S୨ + ൫d୨ାଵ − S୨൯൫1 + αB୨∆୨൯
∆୨ଶ
 ,             (3.21) 
and 
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B୨ =
1
∆୨
ቆቤ
S୨ − d୨
d୨ାଵ − S୨
ቤ − 1ቇ ,             (3.22) 
where 
 ∆୨= x୨ାଵ − x୨ ,                   (3.23) 
 
S୨ =
f൫x୨ାଵ൯ − f൫x୨൯
∆୨
 ,                   (3.24) 
 
d୨ = ൬
df
dx
൰
୨
 ,                   (3.25) 
and α in equation (3.18) is a switching parameter, which can take a value in the range of 0 ≤ α ≤ 1. For α 
= 0, equation (3.18) is reduced to a cubic function proposed in Takewaki et al. (1985). In the simulation 
used in our study α is set to be 1. 
 
Electric fields are calculated according to the normalized Gauss’ law (3.14). When both sides of equation 
(3.14) are integrated from x* = xj* to x* = xj+1*, the following relation is obtained: 
 
E∗൫x୨ାଵ∗ ൯ = E∗൫x୨∗൯ + න ρ∗dx∗
୶ౠశభ
∗
୶ౠ
∗
 .                (3.26) 
In this study, the second term in the right hand side of equation (3.26) is calculated from the spline 
integration of the charge density. Hence, electric fields at all positions can be obtained if the electric field 
at the minimum-j point and charge densities at all points are known. Unfortunately, this calculation 
method has the difficulty that numerical errors will accumulate with increase of the index j. Some 
calculation tests show that integration errors are more noticeable where the charge density has a large 
value, like in the wake edge in the early stages of the simulation. The integration errors affect the results 
not only near the wake edge but also in the large range out of the wake according to equation (3.26). Thus, 
we decided to calculate the electric field using two methods: one is obtained from equation (3.26), and 
another is obtained from 
 
E∗൫x୨ିଵ∗ ൯ = E∗൫x୨∗൯ − න ρ∗dx∗
୶ౠ
∗
୶ౠషభ
∗
 .                (3.27) 
Hereinafter, the former electric field is referred as EA*, and latter as EB*. Equation (3.27) indicates that the 
electric field is calculated from the maximum-j point. In this study, we determine electric fields Efin* 
finally as follows: 
 Eϐ୧୬∗ ൫x୨∗൯ = E୅∗ ൫x୨∗൯ ൫x୫୧୬∗ ≤ x∗ ≤ x஡_୫ୟ୶∗ − 2൯ ,   (3.28) 
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Eϐ୧୬∗ ൫x୨∗൯ =
1
2
E୅∗ ൫x୨∗൯ +
1
2
E୆∗ ൫x୨∗൯ ൫x஡_୫ୟ୶
∗ − 1 ≤ x∗ ≤ x஡_୫ୟ୶∗ + 1൯ ,   (3.29) 
 Eϐ୧୬∗ ൫x୨∗൯ = E୆∗ ൫x୨∗൯ ൫x஡_୫ୟ୶∗ + 2 ≤ x∗ ≤ x୫ୟ୶∗ ൯ .   (3.30) 
Here, xmin*, xmax*, and xρ_max* are the positions where the index j takes the minimum value, where the 
index j takes the maximum value, and where the absolute value of the second term in the right hand side 
of equations (3.26) or (3.27) takes the maximum value.  
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Figure 3-1.  Schematic diagram explaining how we update parameters in one time step. The electric fields 
calculated after each of the first advection in x-direction are used in each of the advection in v-direction.  
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Figure 3-2  The basic concept of the CIP scheme. The left panel shows that at a time t=tm, there is a flow 
with a speed of u in a positive direction. In order to calculate fm+1(xj+1), a value at a position x=xj+1 at a time 
t=tm, an interpolation function Fj(x) and the differential function F’j(x) are defined by using fm(xj), fm(xj+1), 
dfm/dx(xj), and dfm/dx(xj+1). Then, with an assumption of the interpolation function moving at a speed of u, 
the value fm+1(xj+1) is calculated directly as Fj(xj+1-uΔt). dfm+1/dx(xj+1) can be acquired as F’j(xj+1-uΔt).  
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3-3. Settings and boundary conditions 
 
As mentioned in section 3-1, our simulation is carried out in a similar configuration to that used in Singh 
et al. (1987). A schematic illustration of our simulation is shown in Fig. 3-3. In this model, 
one-dimensional wake-filling process along the ambient magnetic field is considered. We assume the 
frame of reference is fixed on the ambient plasma. The x-axis is set to be parallel to the magnetic field 
line. Assuming that the direction of the rocket motion in the ambient plasma is perpendicular to the 
background magnetic field, the time evolution of both particles and fields in the system can be regarded 
as the spatial distribution in the downstream region of the rocket. The correspondence between the 
simulation time t and the distance from the rocket y is given by 
 y = V଴t ,                   (3.31) 
where V0 is the speed of the moving rocket. The wake-filling process in this model should occur 
symmetrically with respect to the void. It means that it is sufficient to consider only one side of the wake 
in this simulation. 
 
The simulation system along the x-axis is taken from x = 0 ( xmin) to x = 1050 λD ( xmax) with a grid 
size of Δx = λD. The range and the grid spacing of the velocity space for electrons are set to be -10 Vth,e ≤ 
ve ≤ 10 Vth,e and Δve = 0.1 Vth,e, respectively. The grid size of the velocity space for ions is determined as 
Δvi ≈ 0.5 Vth,i, and the range is taken from -15 Δvi ≤ vi ≤ 15 Δvi. In the next section, we carried out 
simulations in two cases of different ion-electron mass ratios: one is 2.9×104, and the other is 40. The 
former is the averaged ion mass in the case where plasma that is 99.7 % O+, 0.1 % O2+, and 0.2 % NO+. 
This composition ratio is determined by referring to the IRI-2012 model [Bilitza et al., 2014] in the 
condition at the apex of the S-520-26 sounding rocket. The specific values of the grid spacing for ions in 
the two cases are described in Table 3-1. 
 
Initial and boundary conditions are illustrated schematically in Fig. 3-4. At the initial time t = 0, a void is 
set on 0 ≤ x ≤ 25 λD, the ambient plasma is put on 33 λD ≤ x ≤ 1050 λD, and the boundary between the 
void and the ambient is expressed as a cosine function on 26 λD ≤ x ≤ 32 λD. The size of the void is 
determined based on the radius of the S-520-26 sounding rocket. The distribution functions of the 
ambient electrons and ions are assumed as Maxwellians where the temperatures are Te0 = 1272 K for 
electrons and Ti0 = 851.3 K for ions, respectively. These temperatures are specified by referring to the 
IRI-2012 model in the condition at the apex of the S-520-26 sounding rocket. Since we deal with only 
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one side of the wake in this simulation, a reflecting boundary is adopted at x = 0 (wake center). The 
electric field at x = 0 should always be 0 because the charge density and the electrostatic potential will 
distribute symmetrically with respect to the wake center. The boundary at x = 1050 λD is set up as a fixed 
boundary, where the plasma density is fixed to be the initial condition of the ambient plasma and the 
electric field is always 0.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
57 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3-1.  Ion-electron ratio used in this simulation. When the mass ratio is changed, the thermal velocity 
of ions is also changed. The scale length of the near-wake is calculated according to equation (1.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
mi/me 2.9×104 40
Vthi/Vthe 0.0048 0.1156
ΔVi/Vthe 0.0025 0.0647
Scale length of the near-wake 0.43 m 0.016 m
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Figure 3-3.  A schematic image of wake-filling process which occurs behind spacecraft. In this 
simulation, one-dimensional plasma expansion into a void along the x-axis is studied. Assuming that the 
plasma flows perpendicular to the x-axis, the time variation of plasma distribution can be regarded as the 
space variation moving downstream. Considering the space symmetry, we deal with the problem only at 
spaces x > 0.  
 
 
 
 
 
 
 
 
O
t = 0
x（// B0）
time
（spatial variation toward downstream）
?
ambient plasma
(Maxwellian)
v
f(v)
?
26 grids
simulation space
(1050 grids)
body
V0
59 
 
 
 
 
 
 
 
 
 
 
Figure 3-4.  The initial and boundary conditions used in the simulation. The initial void region at the time 
t = 0 is defined by 0 ≤ x ≤ 25 λD and a reflecting boundary is set at x = 0. The wake edge is described by a 
cosine function in spaces 26 λD ≤ x ≤ 32 λD. In 33 λD ≤ x ≤ 1050 λD, the ambient Maxwellian plasma are 
put, whose density is 1 and temperature is assumed from the IRI-2012 model [Bilitza et al., 2014]. At x = 
1050 λD, a fixed boundary is used, which means that the plasma density is fixed to be the initial condition 
of the ambient plasma and the electric field is always 0.  
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3-4. Simulation results 
 
3-4-1. Case 1 (mi/me = 2.9×104) 
 
Fig. 3-5 shows an overview of the simulation results for the case where mi/me = 2.9×104. The vertical 
axes of all the panels in Fig. 3-5 indicate the position normalized by the Debye length, and the horizontal 
axes represent the time normalized by the ambient plasma frequency. While we assumed the simulation 
system from x = 0 to 1050 λD, the simulation results from x = 0 to 150 λD, corresponding to the region 
close to the wake edge, are shown in Fig. 3-5. 
 
Fig. 3-5 (a) and (b) describe the electron density and the ion density, respectively. The color contours 
indicate the density normalized by the ambient plasma density. Both figures show the electron and the 
ion wake edges (around x = 30 λD) almost unchanged until t = 120.2 ωp0-1, that is, electrons and ions 
hardly enter the void region. Comparing Fig. 3-5 (a) with (b), we identify perturbations in the electron 
density distribution. Around x = 30 λD (wake edge), the electron density slightly changes with a period of 
about 7.3 ωp0-1 (= 1.2 fp0-1). Besides, outside the wake in Fig. 3-5 (a), several perturbations extended 
outward from the wake edge. Their amplitude is 1.5×10-2 ρ0 at x = 90 λD and t = 60 ωp0-1 and grows with 
time. The period of the perturbation is 5.8 ωp0-1 (= 0.92 fp0-1) at t = 60 ωp0-1. On the other hand, as seen in 
Fig. 3-5 (b), we do not find a remarkable perturbation in the ion density distribution indicating that the 
ion mass is too heavy to move apparently within a time scale of 120.2 ωp0-1. 
 
Fig. 3-5 (c) shows the difference between the electron density and the ion density, namely, the normalized 
charge density. The red and blue colors describe positive and negative charges, respectively. In Fig. 3-5 
(c), we identify several periodic disturbances in different regions. These disturbances are mainly caused 
by the motion of electrons. Fig. 3-6 is an enlarged view of Fig. 3-5. As illustrated in Fig. 3-6, we identify 
4 characteristic patterns in the disturbance of the charge density: expansion of a group of electrons 
(indicated by D1: Disturbance 1), charge separation which makes the polarization electric field (D2), 
disturbances propagated outward from the wake (D3), and the limit line of D3 (D4). These features will 
be investigated in more detail for the case of mi/me = 40 (see subsection 3-4-2).                                                                                                                          
 
The electric field caused by the charge density is shown in Fig. 3-5 (d). The hot and cold colors indicate 
the electric field directed upward (positive direction) and downward (negative direction), respectively. 
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First we notice that the polarization electric field appears around x = 30 λD caused by the charge 
separation D2 at the wake edge and its direction is inward to the wake. The second feature found in Fig. 
3-5 (d) is that the disturbance propagated from x = 30–40 λD to the outside of the wake. The propagation 
speed is about 5 Vth,e at x = 80–90 λD and t = 60.0–61.2 ωp0-1. The amplitude at around x = 90 λD and t = 
60.0 ωp0-1 is approximately 7.9×10-2 E0, and is growing with time. The frequency of the oscillation is 
about 5.7 ωp0 (0.91 fp0). 
 
The electrostatic potential calculated from the electric field is described in Fig. 3-5 (e). The potential at x 
= 1050 λD is set to be 0 in this figure. The potential is negative in the wake. The average potential at the 
wake center is -5.6 φ0 from t = 11.8 ωp0-1 to t = 80.9 ωp0-1. When we consider the entire time, an 
oscillation with a frequency of 1.0 ωp0 appeared due to the effect of the disturbances D2 and D3. 
 
Vlasov simulations enable us to calculate the effective temperature more precisely than PIC simulations, 
which intrinsically includes numerical thermal noise due to the limited number of particles that cannot be 
ignored. Here, the effective temperature is defined by 
 
𝑇 ௘௙௙ =  
∫ 𝑣ଶ𝑓(𝑣) 𝑑𝑣
∫ 𝑓(𝑣) 𝑑𝑣
 .                     (3.32) 
Figs. 3-5 (f) and (g) show the effective temperature of electrons and ions, respectively. The hot color 
indicates that the effective temperature is higher than the initial ambient plasma, and the cold color 
represents lower temperature. The black color shows that the temperature cannot be defined because of 
the absence of particles. As shown in Fig. 3-5 (f), the electron temperature Te,eff is higher than the ambient 
electrons until t ≈ 20.0 ωp0-1. At the wake center, Te, eff is firstly calculated to be 49 Te0 at t = 3.3 ωp0-1 and 
it drastically decreases to 1.0 Te0 by the time t = 24.3 ωp0-1. After that, Te,eff at the wake center changes in 
the range of 1.1–1.4 Te0, which is slightly lower than the results shown in Singh et al. (1987), where Te,eff 
/Te0 from t = 20 ωp0-1 to t = 80 ωp0-1 is a factor of about 2. Other features in Fig. 3-5 (f) are the 
perturbations propagating inward from the wake edge to the wake center and outward from the wake. As 
a result, the effective temperature close to the wake edge (x = 10–30 λD) or on the outside of the wake 
becomes higher than at the wake center mostly for t > 20 ωp0-1, while Singh et al. (1987) showed that Te,eff 
is the highest at the wake center. While the electron temperature shows a drastic change in both time and 
space as described above, the ion temperature changes more slowly: the temperature higher than the 
ambient plasma is obtained at the wake edge (Fig. 3-5 (g)). 
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In the simulation results for mi/me = 2.9×104, we can see how the ambient plasma expands into a void 
region until t = 120.2 ωp0-1. The spatial extent corresponding to the simulation time is 2 % of the length of 
the near-wake. The simulation results revealed that the electric field propagating toward the outside of the 
wake appears in addition to the polarization electric field at the wake edge. The former one is not pointed 
out in Singh et al. (1987), where the discussion of the electron distribution function is limited on the wake 
axis until t = 80.0 ωp0-1. However, our simulation terminated before ions reach the wake center because 
the CFL condition was violated in the velocity space of electrons at x = 74 λD and t = 114.1 ωp0-1, which 
is caused by the significant amplification of the propagating electric field outside the wake.   
 
Next, we carry out simulations with the mass ratio of mi/me = 40 in order to investigate the behavior of 
electrons and ions in the region further downstream. The results are described in the following section. 
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Figure 3-5. Overview of the simulation results for the case of mi/me = 2.9×104. (a) Electron number 
density. (b) Ion number density. (c) Charge density. (d) Electric field. (e) Electrostatic potential. (f) Electron 
temperature. (g) Ion temperature. The vertical axes and the horizontal axes of all the panels indicate the 
normalized positions x/λD and the normalized times tωp0, respectively.  
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Figure 3-6. Enlarged view of Figure 3-5 (c).   
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3-4-2. Case 2 (mi/me = 40) 
 
In this subsection, we present simulation results for mi/me = 40. In the same way as Fig. 3-5, an overview 
of the simulation results is shown in Fig. 3-7. Although the horizontal axes in all the panels are described 
from t = 0 to t = 120.2 ωp0-1 in order to compare with the results in Fig. 3-5, the calculation was stopped at 
t = 95.9 ωp0-1 because the significant amplification of the electric field violated the CFL condition. 
However, the ratio of the corresponding distance downstream to the scale size of the near-wake is 43 %, 
which is larger than the case of the real mass ratio shown in the previous section. 
 
Fig. 3-7 (a) and (b) show the electron density and ion density, respectively. It should be noted that both 
electrons and ions clearly expand into the void region. Additionally, two kinds of perturbations are 
identified in the electron density distribution: the oscillation around the wake edge and the disturbance 
propagating from the wake edge to the outside of the wake, both of which are also observed in our 
simulation for the case of mi/me = 2.9×104 (Fig. 3-5(a)).  
 
The time evolution of the charge density is described in Fig. 3-7(c), showing similarities and differences 
from Fig. 3-5 (c). Fig. 3-8 is an enlarged picture of Fig. 3-7 (c) in order to see the charge density 
distribution in more detail. We have identified that there are 6 kinds of disturbances: expansion of a group 
of electrons (D1), charge separation which makes the polarization electric field (D2), disturbances 
propagating outward from the wake (D3), the limit line of the disturbances (D4), disturbances 
propagating inward to the wake (D5), and the start point of the disturbances propagating both outward 
and inward (D6). By analyzing the simulation results, we have characterized each disturbance as follows. 
 
The disturbance D1 represents the first penetration of electrons into the void. Fig. 3-9 shows the time 
variation of the charge density at x = 0, 5 λD, 10 λD, 15 λD, and 20 λD. Fig. 3-9 indicates that the negative 
charge area expands toward x = 0, and the amount of electrons decreases as the disturbance propagates 
inward. In addition, the time scale of the charge density decrease becomes longer at smaller x. These 
results indicate that a limited number of electrons penetrate the region close to the wake center and that 
the penetration speed decreased with decreasing amount of electrons. If we estimate the average 
expansion speed from x = 5 λD to x = 20 λD at different charge density levels in the results shown in Fig. 
3-9, we obtain 2.2 Vth,e for ρ = -0.005 ρ0 and 2.8 Vth,e for ρ = -0.001 ρ0.   
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The disturbance D2 corresponds to the movement of the position where the polarization electric field exists. 
The moving speed is estimated to be 0.39 Vth,e = 3.0 Vth,i = 1.4 Cs, where Cs is the ambient ion acoustic 
speed : 
 
Cୱ =  ඨ
k୆Tୣ + 3k୆T୧
m୧
 .                      (3.33) 
In addition, the amplitudes of the crest and trough of the charge density change periodically. The frequency 
decreases with time. The average frequency in the time from t = 3.5 ωp0-1 to t = 31.5 ωp0-1 is 0.67ωp0. 
 
The disturbance D3 corresponds to plasma waves propagating outward from the wake. The average wave 
frequency ω, calculated at around x = 90 λD from t = 56.8 ωp0-1 to t = 91.2 ωp0-1, is 1.1 ωp0 = 1.1 ωp_x=90. 
(Here, ωp_x=90 means the local plasma frequency at x = 90 λD. In this case, ωp_x=90 is the same as the initial 
ambient plasma frequency, ωp0.) The average wave number k of D3 is 0.26 λD-1. The estimated frequency 
and wave number satisfy the dispersion relation of the Langmuir wave, 
 
ω =  ටω୮ଶ + 3kଶV୲୦,ୣଶ  = 1.1 ω୮  .                  (3.34) 
Besides, the phase velocity Vph of D3 is about 4.8 Vth,e around x = 90 λD at t = 60 ωp0-1, which seems to be 
reduced when the wave propagates to the outside. On the other hand, the phase velocity of the Langmuir 
wave is written by  
 
V୮୦ =  ඨቀ
ω୮
k
ቁ
ଶ
+ 3V୲୦,ୣଶ = 4.2 V୲୦,ୣ ,                (3.35) 
which is nearly the same as for D3. Hence, we conclude that the disturbance D3 are Langmuir waves.  
 
Fig. 3-8 shows that the amplitude of the disturbance D3 decreases as it propagates outward. In consequence, 
a line can be drawn connecting positions where D3 disappears. We call this line the disturbance limit line 
(D4), with its slope defined as θ, tanθ ≈ 1.7 𝑉௧௛,௘. This indicates that the range where the D3 disturbance 
propagates is determined by the characteristics of electrons. 
 
Unlike for mi/me = 2.9×104, Fig. 3-8 shows plasma waves propagating toward the wake axis (D5). This 
disturbance appears after the disturbance D2 starts to move toward the wake axis. The average wave 
frequency and the average wave number at around x = 30 λD from t = 53.5 ωp0-1 to t = 87.4 ωp0-1 are 
estimated to be 0.93 ωp0 and 0.32 λD-1, respectively. If we use the local plasma frequency instead of that in 
the ambient plasma, the wave frequency is also written as 1.31 ωp_x=30 (ωp_x=30 = 0.71 ωp0). On the other 
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hand, according to equation (3.34), the wave frequency of the Langmuir wave is theoretically estimated to 
be 1.27 ωp_x=30. Therefore, the disturbance D5 is also concluded as Langmuir waves. The phase velocity of 
D5 is close to the estimated phase velocity of Langmuir waves; the former at about t = 60 ωp0-1 is 2.9 Vth,e, 
and the latter is 2.8 Vth,e. 
 
In Fig. 3-8, a white line is seen between the disturbances D3 and D5. This line indicates a position where 
D3 and D5 are generated, moving outward slowly. The average speed of the movement is 0.20 Vth,e from t 
= 58.4 ωp0-1 to t = 83.8 ωp0-1. This speed corresponds to 1.52 Vth,i and 0.72 Cs.  
 
Fig. 3-7(d) represents the electric field calculated from the distribution of the charge density. First of all, it 
is remarkable that the position of the polarization electric field moved toward the wake center. Its 
intensity is -0.58 E0 at t = 4.2 ωp0-1 and decreases with time. The electric field corresponding to the charge 
disturbances D3 and D5 are also evident in Fig. 3-7(d). The amplitude of the electric field disturbance 
propagating outward, which is about 6.1×10-2 E0 at around x = 90 λD and t = 60.0 ωp0-1, grows faster than 
that of the electric field disturbance propagating inward. The amplification of the electric field resulted in 
the violation of the CFL condition in the electron velocity space at from x = 64 λD to x = 67 λD, at t = 91.7 
ωp0-1. 
 
Fig. 3-7(e) describes the distribution of the electrostatic potential. Until approximately 50.0 ωp0-1, 
negative potentials are found mainly from x = 0 to x = 30 λD. The potential averaged from t = 4.8 ωp0-1 to 
t = 56.5 ωp0-1 at x = 0 is -4.2 φ0. This region appears to shrink in size along with the motion of the 
polarization electric field. Similarly to Fig. 3-5(e), a potential oscillation, whose average frequency from t 
= 4.8 ωp0-1 to t = 56.5 ωp0-1 is 0.97 ωp0-1, overlaps the wake potential. Its amplitude grows with time due to 
the increase of the electric fields propagating toward the outside of the wake. 
 
The effective temperature of electrons is shown in Fig. 3-7(f). From Fig. 3-7(f), we note that the 
temperature until t ≈ 20.0 ωp0-1 is higher than that of the ambient electron. This feature is also seen in Fig. 
3-5(f). In more detail, Te, eff at x = 0 is calculated at t = 3.3 ωp0-1 to be 51 Te0 and it quickly decreases to 
1.2 Te0 by the time t = 23.3 ωp0-1. After that, Te,eff at the wake center changes in the range of 1.4–2.0 Te0. 
In contrast to Fig. 3-5(f), however, temperatures lower than the ambient plasma are obtained in the region 
outside of the wake around x = 30 λD as shown in Fig. 3-7(f). The average effective temperature at x = 30 
λD from t = 27.3 ωp0-1 to 59.6 ωp0-1 is 0.87 Te0. 
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Fig. 3-7(g) represents the effective temperature of ions. Unlike for mi/me = 2.9×104, a higher temperature 
can be calculated in the wake due to the more rapid penetration of ions into the wake. In addition, there is 
a region which has a lower temperature along the wake edge, which is not clearly observed in the 
simulation in the case of mi/me = 2.9×104. 
 
By reducing the ion-electron mass ratio mi/me from 2.9×104 (Case 1) to 40 (Case 2), ions, followed by 
electrons, expand more rapidly to the void region. This is because the thermal velocity of the ions in Case 
2 is 27 times larger than that of the ions in Case 1. Although the charge disturbances D1, D2, D3, and D4 
are observed in both cases, D5 and D6 appeared only in Case 2. This result indicates that the disturbance 
D5 occurs after the expansion progresses to a certain extent. The disturbance D6, which is the movement 
of the region where D3 and D5 generate, starts to be seen, naturally, at the same time that D5 appears. 
The results in Case 2 also show the characteristics of the polarization electric field; it moves to the inside 
of the wake and its amplitude gradually decreases according to the plasma expansion. The electrostatic 
potential is less negative in Case 2 than in Case 1. This reason is that the polarization electric field 
becomes weaker more rapidly in Case 2. The effective electron temperature at the wake center in Case 2 
is slightly higher than in Case 1. On the other hand, the effective electron temperature near the wake edge 
(x = 20–40 λD) is lower in Case 2 than in Case 1. This result may show an energy transfer from the wake 
edges to the wake center and may indicate that the transfer cannot occur efficiently unless a certain 
amount of ions move into the wake. The result of the effective temperature of ions in Case 2 may also 
suggest the same thing; the region where the temperature is lower than the ambient is observed near the 
wake edge and spreads along with the plasma expansion. 
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Figure 3-7.  Overview of the simulation results for the case of mi/me = 40. (a)Electron number density. (b) 
Ion number density. (c) Charge density. (d) Electric field. (e)Electrostatic potential. (f) Electron 
temperature. (g) Ion temperature. In order to compare with Fig. 3-5, the horizontal axis is displayed from t 
= 0 to t= 120.2 ωp0-1.  
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Figure 3-8. Enlarged view of Fig. 3-7(c).   
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Figure 3-9.  Time variation of charge densities at each position. The red, green, blue, purple, and cyan 
lines indicate the time dependence of the charge density at x = 0, 5 λD, 10 λD, 15 λD, and 20 λD, 
respectively.   
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3-4-3. Distribution function of electrons 
 
In order to investigate the energy range of the electrons responsible for the charge density disturbances 
shown in subsection 3-4-2, the time evolution of the velocity distribution function of electrons at a few 
positions x are displayed in Figs. 3-10, 3-11, and 3-12. 
 
Fig. 3-10 shows the result at x = 0, corresponding to the wake center. Fig. 3-10(a) illustrates the time 
evolution of the electron distribution function. The horizontal and vertical axes represent the time 
normalized by the ambient plasma frequency and the electron velocity normalized by the thermal velocity 
of ambient electrons, respectively. The color contour describes the logarithm values of the electron 
distribution function. No plasma exists at x = 0 at the beginning of the simulation. At first we can see 
electrons with velocities close to 4 Vth,e before t = 10 ωp0-1. Then lower speed electrons stream into the 
wake center in order of their speeds, resulting in the energy dispersion observed in Fig. 3-10(a). Here we 
note that the arrival time of electrons at x = 0 is not linearly proportional to the electron speed and that the 
delay time becomes large for lower electron speeds. This means that the electrons come from different 
places or do not come in a uniform linear motion. Similar streaming of electrons is repeated periodically. 
Fig. 3-10(b), (c), and (d) show the snapshots of the distribution functions at t = 20.0 ωp0-1, 45.0 ωp0-1, and 
70.0 ωp0-1, respectively. At t = 20.0 ωp0-1, the distribution function has four peaks at ve = -2.0 Vth,e, -1.1 Vth,e, 
1.1 Vth,e, and 2.0 Vth,e. The peaks observed at the lower energy range (ve = ±1.1 Vth,e) correspond to the first 
stream of electrons arriving at x = 0, while the peaks at higher energy ranges (ve = ±2.0 Vth,e) correspond to 
electrons coming in second. The multi-stream distribution functions displayed in Figs. 3-10(b) and (c) are 
explained by the overlap of several electron streams. 
 
Fig. 3-11(a) illustrates the time evolution of the electron velocity distribution function at x = 90 λD, 
corresponding to the position outside the wake edge. This figure is in the same format as Fig. 3-10(a). As 
shown in Fig. 3-11(a), the distribution function at t = 0 is Maxwellian since the ambient plasma are set up 
on x  33 λD. Then, with have high positive velocities gradually disappear, making the distribution function 
asymmetrical as described in Fig. 3-11(b). This depletion of electrons is the consequence of a lack of 
electrons supplied from the wake, i.e., the void region assumed at x  32 λD initially. After t = 25 ωp0-1, a 
few high energy electron beams start to appear, as shown in Fig. 3-11 (c). The distribution function has two 
beams whose most probable velocities are ve = 2.7 Vth,e and 4.5 Vth,e, respectively. The electron beams 
come repeatedly after t = 25 ωp0-1. The period corresponds to the charge disturbance D3. Fig. 3-11(d) 
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shows the distribution functions at t = 60.0 ωp0-1 (blue line) and at t = 63.0 ωp0-1 (red line). At t = 60.0 ωp0-1, 
the charge density at x = 90 λD is negative, while it is positive at t = 63.0 ωp0-1. The most remarkable 
difference between the two distributions can be seen at 4–5 Vth,e. The positive charge disturbance is 
propagated along an electron beam with a velocity of 4–5 Vth,e. The negative charge disturbance appears 
when there is an absence of electron beam and is formed by the increase of the distribution function at the 
lower energy and relatively dense electron component. It should be noted that the phase velocity of the 
disturbance D3 and the beam velocity of the electrons is almost the same. 
 
The time evolution of the electron velocity distribution function at x = 20 λD, the region around the wake 
edge, is shown in Fig. 3-12(a). In the initial condition, there are no plasmas at this position. After the start 
of the calculations, at first, only electron beams with negative velocities rush into this region. These 
electrons originate from the ambient plasma at x  26 λD. One of the examples of the electron distribution 
function in that situation is illustrated in Fig. 3-12(b). As time progresses, these electrons are reflected by 
the polarization electric field formed around the wake edge, and as a consequence. In parallel with this 
process, other electron streams flow from the positive direction, and fewer electrons come from the 
negative side. The distribution function at this time (t = 20.0 ωp0-1) is displayed in Fig. 3-12(c). The peaks 
identified at the most probable velocities of -1.4 Vth,e, 0.6 Vth,e, and 3.0 Vth,e correspond to the third electron 
stream from x > 20 λD, a group of reflected electron, and the first coming electron from x < 0, respectively. 
After that, the same sequence of the expansion of electrons is observed repeatedly, although the periods in 
which electrons entered from one side and from the other side are different. The electrons with negative 
velocities are responsible for the propagation of the charge disturbance D5. Fig. 3-12 (d) is a comparison 
between the distribution functions obtained at t = 80.4 ωp0-1 (blue line) and 85.3 ωp0-1 (red line). At x = 20 
λD, the charge density at t= 80.4 ωp0-1 and 85.3 ωp0-1 are negative and positive, respectively. A remarkable 
difference between the two distributions in Fig.3-12(d) is seen in the velocity range from -5 Vth,e to -2 Vth,e. 
At the timing when the positive charge disturbance is observed, an electron beam with a velocity of about 
-3 Vth,e appears. Note that the phase velocity of the disturbance D5 is calculated to be -2.8 Vth,e. These facts 
indicate that electrons whose velocity are -5 Vth,e–-2 Vth,e play an important role in the propagation of the 
disturbance D5. 
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Figure 3-10.  Time variation of electron distribution function at x = 0. Panel (a) shows for the whole time 
frame. The horizontal and vertical axes represent the time normalized by the ambient plasma frequency and 
electron velocity normalized by the thermal velocity of ambient electrons, respectively. The color contour 
describes the logarithm values of electron distribution function. The lowest three panels (b), (c), and (d) 
show snapshots of the distribution functions at t = 20.0 ωp0-1, 45.0 ωp0-1, and 70.0 ωp0-1, respectively.  
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Figure 3-11.  Time variation of the electron distribution function at x = 90 λD. Panel (a) shows as the same 
as that in Fig. 3-10(a). Panels (b) and (c) show snapshots of the distribution functions at t = 22.0 ωp0-1 and 
35.0 ωp0-1, respectively. Panel (d) describes the distribution function at t = 60.0ωp0-1 (blue line), overplotted 
with the one at t = 63.0ωp0-1 (red line).  
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Figure 3-12.  Time variation of the electron distribution function at x = 20 λD. How to read all of the 
panels is as the same as that in Fig. 3-11. Panels (b) and (c) show the snapshots of the distribution functions 
at t = 7.0 ωp0-1 and 20.0 ωp0-1, respectively. Panel (d) describes the distribution function at t = 80.4 ωp0-1 
(blue line), overplotted with the one at t = 85.3 ωp0-1 (red line).  
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3-5. Discussion 
 
3-5-1. Relationship between the electron distribution functions and the electric field 
 
In this subsection, we discuss the way the obtained electron distribution functions are generated in our 
simulation for mi/me = 40. The electric field affects the motion of plasma, especially electrons, therefore 
we focus on the relationship between the electric field and the phase space density of electrons.  
 
Fig. 3-13 shows the initial state of the phase space density of electrons. The horizontal and vertical axes 
indicate the normalized position and the normalized velocity of electrons, respectively. The color contour 
describes the electron distribution function. No electrons exist in the entire range of velocity space in the 
void region assumed from x = 0 to x = 25 λD at t = 0. In the region where x  26 λD, distribution functions 
are Maxwellians. 
 
As shown in Fig. 3-10, two- or multi-stream electron distributions appear at the wake center (x = 0). In 
order to show the reason why such distributions are formed, the initial time evolution of the phase space 
density of electrons around the void region is described in Fig. 3-14. The six figures in Fig. 3-14 are the 
snapshots at (a) t = 2.0 ωp0-1, (b) t = 4.0 ωp0-1, (c) t = 8.0 ωp0-1, (d) t = 12.0 ωp0-1, (e) t = 16.0 ωp0-1 and (f) t = 
20.0 ωp0-1, respectively. The figure is in the same format as Fig. 3-13. The red line overplotted on each 
figure illustrates the normalized potential multiplied by -1, whose slope is regarded as a potential wall for 
electrons.  Because there are very few electric fields at all positions at initial times, electrons with 
positive and negative speeds move to +x and -x directions in the phase space, respectively. At the same 
time as electrons enter the void region, a potential wall, or the inward polarization electric field (D2), 
starts form at the wake edge (Fig. 3-14(a)). As the potential wall becomes higher (Fig. 3-14(b)), electrons 
accelerate toward +x direction in the phase space, meaning electrons are reflected at the wake edge. After 
that, the height of the wall is lowered as illustrated in Fig. 3-14(c), while some electrons which are able to 
climb over the wall are observed at x < 30 λD. By t = 12.0 ωp0-1, electron beams from another side of the 
wake (x < 0) begin to appear (Fig. 3-14(d)). On the other hand, the height of the wall changes periodically. 
Its average frequency is ω = 0.97 ωp0-1 from t = 4.8 ωp0-1 to t = 56.5 ωp0-1. In accordance with the timing 
of its increase and decrease, new electron groups climb over the wall (Figs. 3-14(d) and (e)). Thus, four 
electron streams as seen in Fig. 3-10(b) are observed at the wake center. 
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In order to understand the formation process of electron beams observed at x = 90 λD and 20 λD (see Figs. 
3-11 and 3-12), snapshots of the phase space density after t = 48.0 ωp0-1 are described in Fig. 3-15: (a) t = 
48.5 ωp0-1, (b) t = 50.5 ωp0-1, (c) t = 52.0 ωp0-1, (d) t = 54.0 ωp0-1, (e) t = 55.5 ωp0-1 and (f) t = 57.0 ωp0-1. The 
red arrows overplotted in Fig. 3-15 show the normalized electric field vectors at respective positions. 
When the arrow points up, electrons will be accelerated in the negative direction on the v-axis. The 
lengths of the arrows are 10 times that of the amplitude of the electric fields, which are shown by the 
vertical axes in Fig. 3-15. Fig. 3-15(a) shows crests and troughs of the electric field at t = 48.5 ωp0-1. The 
second half-wave from the left, which we number as 1 (at around x = 40–50 λD), continues to oscillate 
and split into two waves 1’ propagating left (inward) and right (outward), respectively. Fig. 3-15 (b) 
illustrates the electric fields after the wave 1 splits into two waves 1’. At t = 52.0 ωp0-1 (Fig. 3-15(c)), the 
direction of the electric fields close to x = 40–60 λD (wave 2) is outward and the left part of the wave 1’ is 
merged with the polarization electric field. After that, the direction of the wave 2 begins to change 
inwards and splits into two waves 2’ (Fig. 3-15(d)). As can be seen in Fig. 3-15(e), a new wave is 
generated by t = 55.5 ωp0-1 at around x = 40–60 λD (wave 3) and then split into two waves 3’ propagating 
in opposite directions (Fig. 3-15(f)). Note that the generation region of the oscillating electric field 
(waves 1, 2, and 3) moves slightly outwards with time. This region corresponds to the disturbance D6 
line (see also Figs. 3-7(c), 3-7(d), and 3-8). The D6 line follows the boundary between the ambient and 
the more rarefied ion area (Fig. 3-7(b)). The oscillating electric field is due to the perturbation of 
electrons around this boundary (Fig. 3-7(a)). It is also important that the wavelengths of the electrostatic 
waves propagating outward and inward correspond to the spacing of the “pleats” that form on the upper 
and the lower side of the phase space density, respectively. The pleats in the phase space density move 
together with the two electrostatic waves, indicating that the two electrostatic waves are responsible for 
the development of the pleats. These two waves are the disturbances D3 and D5, as described in section 
3-4, each having a velocity of +4.8 Vth,e (propagating outward) and -2.9 Vth,e (propagating inward), 
respectively. Therefore, electrons whose speeds are about +4.8 Vth,e are accelerated or decelerated 
continuously by the disturbance D3 at positions x > 50 λD, while electrons with speeds of about -2.9 Vth,e 
are affected in the same way by the disturbance D5 at positions x < 30 λD. The acceleration and 
deceleration of electrons by the electric field result in the generation of electron beams shown in Figs. 
3-11 and 3-12, which are observed periodically in synchronization with the phase of the charge 
disturbances D3 and D5. 
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Figure 3-13.  Phase space density of electrons around the void region at t = 0. The horizontal and vertical 
axes indicate the normalized position and the normalized velocity of electrons. The color contour describes 
the electron distribution function.  
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Figure 3-14.  Initial time evolution of the phase space density of electrons around the void region: (a) t = 
2.0 ωp0-1, (b) t = 4.0 ωp0-1, (c) t = 8.0 ωp0-1, (d) t = 12.0 ωp0-1, (e) t = 16.0 ωp0-1 and (f) t = 20.0 ωp0-1. The 
horizontal and vertical axes, and the color contours are the same with those in Fig. 3-13. The red lines 
overplotted on each figure illustrate the normalized potential multiplied by (-1), whose slopes are regarded 
as potential walls for electrons.  
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Figure 3-15. Time evolution of the phase space density of electrons around the void region: (a) t = 48.5 
ωp0-1, (b) t = 50.5 ωp0-1, (c) t = 52.0 ωp0-1, (d) t = 54.0 ωp0-1, (e) t = 55.5 ωp0-1 and (f) t = 57.0 ωp0-1. The 
horizontal and vertical axes, and the color contours are the same with those in Figs. 3-13 and 3-14. The red 
vectors described at each position x/λD show the normalized electric fields. The lengths of the vectors are 
10 times the amplitude of the electric fields represented by the vertical axes. We number each half-wave to 
show the movements of the phases of the two electrostatic waves, which are related to the disturbances D3 
and D5.  
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3-5-2. Effects of the calculation methods 
 
The simulation results presented in subsection 3-4-2 show that the electric field is growing with time and 
the CFL condition is first violated at t = 91.7 ωp0-1. We should examine whether the growth of the electric 
field is realistic or not, because the plasma around the wake can merge with the ambient, undisturbed 
plasma. Therefore, we carry out three types of test simulations to investigate how the calculation methods 
can affect the simulation results. 
 
As explained in section 3-2, we calculated the electric field by integrating the charge density from x = 0 
for the positions 0 ≤ x ≤ xρ_max-2, and from x = 1050 λD for the positions xρ_max+2 ≤ x ≤ 1050 λD. At the 
overlapped three positions xρ_max-1, xρ_max, and xρ_max+1, the electric field was determined as the average 
of both of those integrations. If the results of the two integrations have a large difference, unnatural 
discontinuities appear at the merging points as shown in Fig. 3-16(a). This might affect the motion of 
electrons and ions. 
 
We tried three calculation methods to examine how the merging of electric fields affect the simulation 
results. First, the three overlapped points are connected more smoothly (Fig. 3-16(b)). In this case, we 
calculate the electric field at the three points as follows: 
 
E൫xρ_୫ୟ୶ − 1൯ =  
3
4
 E୅൫xρ_୫ୟ୶ − 1൯ +
1
4
E୆൫xρ_୫ୟ୶ − 1൯ ,            (3.36) 
 
E൫xρ_୫ୟ୶൯ =  
1
2
 E୅൫xρ_୫ୟ୶൯ +
1
2
E୆൫xρ_୫ୟ୶൯ ,                      (3.37) 
 
E൫xρ_୫ୟ୶ + 1൯ =  
1
4
 E୅൫xρ_୫ୟ୶ + 1൯ +
3
4
E୆൫xρ_୫ୟ୶ + 1൯ .            (3.38) 
Here, EA is the electric field deduced by integrating the charge density from x = 0, and EB is that from x = 
1050 λD. Secondly, we change the number of overlapped points from 3 to 7 (xρ_max-3  xρ_max  xρ_max+3) 
(see Fig. 3-16(c)), while keeping the same smoothing method as Fig. 3-16(b). Lastly, we use 11 
overlapped points (xρ_max-5  xρ_max  xρ_max+5) (Fig. 3-16(d)). Comparison among the four simulation 
results are described in Fig. 3-17. The four panels in Fig. 3-17 are the charge density, where the 
horizontal and vertical axes are the normalized time and space, respectively, and the color contours 
represent the charge density. The times when the simulations are stopped are slightly different: (a) t = 
95.9 ωp0-1, in the case using the method described in Fig. 3-16(a); (b) t = 95.7 ωp0-1, in Fig. 3-16(b); (c) t = 
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96.2 ωp0-1, in Fig. 3-16(c); (d) t = 96.7 ωp0-1, in Fig. 3-16(d). (All of the horizontal axes in Fig. 3-17 are 
described until t = 96.7 ωp0-1.) However, the patterns of the charge density disturbances appear to be very 
similar. Therefore, we conclude that the method of the calculation of the electric field hardly affects the 
simulation results. 
 
Next, we consider the discretization errors, which are in included all types of numerical simulations, by 
changing the time resolution from Δt = 0.1 ωp0-1 to Δt = 0.05 ωp0-1. Fig. 3-18 is a comparison between the 
calculation results of the charge density in the case using Δt = 0.1 ωp0-1 (Fig.3-18(a)) and Δt = 0.05 ωp0-1 
(Fig. 3-18(b)). In Fig. 3-18, we did not find large differences. The amplitudes of the electric field in both 
of the cases grow at certain rates, and the calculations are stopped at t = 95.9 ωp0-1 (Δt = 0.1 ωp0-1) and at t 
= 104.45 ωp0-1 (Δt = 0.05 ωp0-1). Fig. 3-19 shows the electron distribution functions in the case using Δt = 
0.05 ωp0-1 (green line) at (a) x = 0 at t = 30.0 ωp0-1, (b) x = 0 at t = 60.0 ωp0-1, (c) x = 90 λD at t = 30.0 ωp0-1, 
and (d) x =90 λD at t = 60.0 ωp0-1. Black lines in the four panels are the results for the case using Δt = 0.1 
ωp0-1. From Fig. 3-19, we found that there are few differences between the two simulation results; 
differences are only clear in the velocity space where the number of electrons is small, which means that 
electron densities are not largely affected by the time resolution in our simulation.  
 
Numerical errors due to the R-CIP scheme itself also have to be considered. As explained in section 3-2, 
the R-CIP scheme introduced in Xiao et al. (1996) focuses mainly on one-dimensional advection. In that 
scheme, f(x,v) and f/x are updated in the x-directional advection, and then f(x,v) and f/v are updated 
in the v-directional advection. However, f/v should be simultaneously changed with the x-directional 
advection, and f/x should also be changed in the v-directional advection. Nakamura and Yabe (1999) 
challenged this issue, and they suggested that we could update the two derivative values according to the 
equations as follows. 
∂fన,఩෩
∂v
=  
∂f୧,୨୫
∂v
−
∆t
4∆v
ቆv୧,୨ାଵ
∂fన,఩ାଵ෫
∂x
− v୧,୨ିଵ
∂fన,఩ିଵ෫
∂x
+ v୧,୨ାଵ
∂f୧,୨ାଵ୫
∂x
− v୧,୨ିଵ
∂f୧,୨ିଵ୫
∂x
ቇ ,        (3.39) 
∂f୧,୨୫ାଵ
∂x
=  
∂fన,఩෩
∂x
−
∆t
4∆x
ቆa୧ାଵ,୨
∂f୧∗ଵ,୨୫ାଵ
∂v
− a୧ିଵ,୨
∂f୧ିଵ,୨୫ାଵ
∂v
+ a୧ାଵ,୨
∂fనାଵ,఩෫
∂v
− a୧ିଵ,୨
∂fనିଵ,఩෫
∂v
ቇ .        (3.40) 
Here, fmi,j/x and fmi,j/v are the x-directional derivative and the v-directional derivative of a 
distribution function, respectively, at a position x = xi, a velocity v = vj, and a time t = tm. f
~
m
i,j,/x and f
~
m
i,j/v are derivatives after the first process of advection for a time step of Δt/2 in the x-direction. ai,j is an 
acceleration at x = xi at v = vj. Nakamura and Yabe (1999) called these processes the hyper-dimensional 
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CIP scheme.  
 
We try introducing the idea of the hyper-dimensional CIP scheme to our simulation code (hereinafter, this 
will be called “HD R-CIP scheme”). Figs. 3-20(a) and (b) show the simulation results for mi/me = 40 in 
the case using the simple R-CIP scheme and the HD R-CIP scheme, respectively. The electric field in 
both of the figures is deduced according to the method explained in Fig. 3-16(b). As can be seen in Fig. 
3-20(b), the amplitudes of the charge density disturbances D3 and D5 are significantly smaller in the case 
using the HD R-CIP scheme compared to the simple R-CIP scheme. Actually, the amplitudes of the 
corresponding electric field are also smaller in the case of the HD R-CIP, which allows the simulation to 
continue longer than t = 450.0 ωp0-1. However, Fig. 3-20(b) shows an enhancement of the charge density 
near x = 30 λD at t > 60 ωp0-1. When the calculation method of the electric field is changed to that 
illustrated in Figs. 3-16(c) and (d), the position where the charge density enhances changes, as described 
in Figs. 3-20(c) and (d). These charge density enhancements would be due to numerical errors which 
have become visible since the amplitudes of the disturbances D3 and D5 are not so large. 
 
Figs. 3-21 and 3-22 show the time evolutions of the electron distribution function at x = 0 and x = 90 λD, 
respectively, which are obtained from the results in the case using the HD R-CIP scheme (the 
corresponding charge density is shown in Fig. 3-20(b)). At the wake center (Fig. 3-21 (a)), electrons with 
higher velocities come at first, followed by lower energy electrons. This process is repeated periodically, 
similar to Fig. 3-10(a). However, each curve representing the electron stream is not very distinct from 
each other. This is because the electric field along the disturbances D3 and D5 become weaker compared 
to the case with the simple R-CIP scheme, and thus electrons move smoothly from the ambient plasma to 
the position x = 0. Figs. 3-21(b) and (c) are the snapshots of the distribution functions at t = 25.0 ωp0-1 and 
50.0 ωp0-1, respectively. The green lines are the results of the HD R-CIP scheme and the black lines are 
the results of the simple R-CIP method. While six electron beams are observed clearly in both of the 
figures of the simple R-CIP scheme, each beam is difficult to recognize or merges with other beams in 
the case of the HD R-CIP scheme. The same tendency is found in the electron distribution function at x = 
90 λD, described in Fig. 3-22. In Fig. 3-22(a), electron beams observed after about t = 30 ωp0-1 appear 
continuously rather than intermittently. Fig. 3-22(b) shows the electron distribution functions at x = 90 λD, 
t = 27 ωp0-1 in the case of the HD R-CIP scheme (green line) and the simple R-CIP scheme (black line). A 
prominent difference is seen in the range of 2 Vth,e ≤ ve ≤ 4 Vth,e; the number of electrons is larger in the 
case of the simple R-CIP scheme. This is because the calculation processes of the advection equations are 
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slightly different between the two schemes (this effect can appear more clearly if the number of particles 
is small), and because the polarization electric field (the disturbance D4) is relatively stronger in the 
R-CIP scheme (thus reflected electrons, with velocities of 2 Vth,e ≤ ve ≤ 4 Vth,e, increase). At x = 90 λD, 
differences between the results from the two schemes are also found in non-Maxwellian, small 
components of distribution function. 
 
Although the amplitudes of the disturbances largely change by using the HD R-CIP scheme, it is noted 
that the observed phenomena are essentially the same as for the simple R-CIP scheme except for the 
charge density enhancement at around x = 30 λD, t > 60 ωp0-1. This indicates that the results shown in 
section 3-4 and the discussion described in subsection 3-5-1 are qualitatively reasonable. We expect to 
observe the charge disturbances D1–D6 when some conservative schemes are applied, though their 
amplitudes will be different from the results in the present study.  
 
Finally, it should be noted that the simulation carried out in this study is one-dimensional both in the 
x-space and the v-space. The gyration of particles around the magnetic field is not solved since the 
x-direction is taken to be parallel to the magnetic field. A further study using a multi-dimensional scheme 
in both space and velocity space including the effect of the Lorentz force by the magnetic field should be 
considered to investigate the more realistic distribution of non-Maxwellian components of electrons and 
their formation processes. The calculations in this study reveal the expansion process of plasma along the 
magnetic field, and the resultant evolution of the electron distribution function. The results of the present 
study provide important clues in understanding simulation results obtained by future, multi-dimensional 
calculations. 
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Figure 3-16.  Schematic pictures which show the way the electric field is determined at around x* = 
x*ρ_max: (a) Average values are adopted in x*ρ_max-1 ≦ x* ≦ x*ρ_max+1.  (b) Weighted average values are 
adopted in x*ρ_max-1 ≦ x* ≦ x*ρ_max+1. (c) Weighted average values are adopted in x*ρ_max-3 ≦ x* ≦ 
x*ρ_max+3. (d) Weighted average values are adopted in x*ρ_max-5 ≦ x* ≦ x*ρ_max+5.  
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Figure 3-17.  Simulation results for the cases using 4 different methods of merging two electric field 
values: (a) Values in x*ρ_max-1 ≦ x* ≦ x*ρ_max+1 are averaged.  (b) Weighted averages are calculated in 
x*ρ_max-1 ≦ x* ≦ x*ρ_max+1. (c) Weighted averages are x*ρ_max-3 ≦ x* ≦ x*ρ_max+3. (d) Weighted 
averages are calculated in x*ρ_max-5 ≦ x* ≦ x*ρ_max+5. All of the figures show the charge density in the 
range of 0 ≦ t ≦ 96.7ωp0-1, although Figure (a) shows the same results as those of Fig. 3-7 (c) and Fig. 
3-8.  
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Figure 3-18. Simulation results for the cases of using (a) Δt = 0.1 ωp0-1 and (b) Δt = 0.05 ωp0-1. Figure (a) 
shows the same results as Fig. 3-7(c), Fig. 8 and Fig. 3-17(a).  
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Figure 3-19.  Comparisons of electron distribution functions between the cases using Δt = 0.05 ωp0-1 
(green line) and Δt = 0.1 ωp0-1 at (a) x = 0, t = 30.0 ωp0-1, (b) x = 0, t = 60.0 ωp0-1, (c) x = 90 λD, t = 30.0 
ωp0-1, and (d) x =90 λD, t = 60.0 ωp0-1, respectively.  
 
 
 
 
 
 
 
 
10-1
10-2
10-3
10-4
10-5
-10 -5 0 5 10
(a) x = 0, t=30.0 ωp0-1
fe/f0
ve/Vth,e
― Δt = 0.05 ωp0-1
― Δt = 0.1 ωp0-1 10-1
10-2
10-3
10-4
10-5
-10 -5 0 5 10
(b) x = 0, t=60.0 ωp0-1
fe/f0
ve/Vth,e
― Δt = 0.05 ωp0-1
― Δt = 0.1 ωp0-1
10-1
10-2
10-3
10-4
10-5
-10 -5 0 5 10
(c) x = 90 λD, t=60.0 ωp0-1
fe/f0
ve/Vth,e
― Δt = 0.05 ωp0-1
― Δt = 0.1 ωp0-1 10
-1
10-2
10-3
10-4
10-5
-10 -5 0 5 10
(d) x = 90 λD, t=60.0 ωp0-1
fe/f0
ve/Vth,e
― Δt = 0.05 ωp0-1
― Δt = 0.1 ωp0-1
90 
 
 
 
 
 
 
 
 
 
Figure 3-20.  Comparison of the simulation results for cases using (a) the R-CIP method, and (b)-(d) the 
hyper-dimensional R-CIP method. The difference between the panels (b), (c), and (d) is the calculation 
method of electric fields at around x = xρ_max: (a) Weighted averages are calculated in x*ρ_max-1  x*  
x*ρ_max+1. (b) Weighted averages are x*ρ_max-3  x*  x*ρ_max+3. (c) Weighted averages are calculated in 
x*ρ_max-5  x*  x*ρ_max+5. Figure (a) shows the same figure as Fig. 3-17(b).  
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Figure 3-21.  Time variation of the electron distribution function at x = 0 for the hyper-dimensional R-CIP 
method. The calculation method of the electric field is the same as Fig. 3-16(b). The horizontal and vertical 
axis in the panel (a) describes the time normalized by the ambient plasma frequency and electron velocity 
normalized by the thermal velocity of ambient electrons, respectively. The color contour represents the 
logarithm values of electron distribution function. The time range is taken from t = 0 to t = 96.7 ωp0-1 
although the simulation can be carried out even further. The green lines in lower panels (b) and (c) are the 
snapshots of the distribution functions at the times t = 25.0 ωp0-1and 50.0 ωp0-1, respectively. The black lines 
in the two panels are the results for the R-CIP method.  
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Figure 3-22.  Time variation of the electron distribution function at x = 90 λD for the hyper-dimensional 
R-CIP method. The calculation method of the electric field is the same as Fig. 3-16(b). The horizontal and 
vertical axis in the panel (a) describes the time normalized by the ambient plasma frequency and electron 
velocity normalized by the thermal velocity of ambient electrons, respectively. The color contour represents 
the logarithm values of electron distribution function. The time range is taken from t = 0 to t = 96.7 ωp0-1 
although the simulation can be carried out even further. The green lines in lower panels (b) and (c) are the 
snapshots of the distribution functions at the times t = 27.0 ωp0-1and 52.0 ωp0-1, respectively. The black lines 
in the two panels are the results for the R-CIP method.  
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Chapter 4                       
Conclusion 
 
 
In order to investigate the properties and the generation mechanisms of plasma waves induced around the 
wake of an ionospheric sounding rocket, we have analyzed observation results from the S-520-26 
sounding rocket experiment, and have carried out a one-dimensional Vlasov-Poisson simulation. 
 
In Chapter 2, we have studied wake-induced plasma waves found in the S-520-26 rocket experiment as 
reported by Endo et al. (2015). The S-520-26 rocket experiment was performed at Uchinoura Space 
Center in Japan at 20:51 UT on 11 January 2012, just before local sunrise. The NEI/PWM instrument is a 
combined system consisting of an impedance probe and a plasma wave receiver. It was installed on the 
S-520-26 sounding rocket and performed measurements successfully during the flight. As a result, 
electron density profiles below an altitude of 298 km have been obtained inside and outside the wake, 
and three kinds of plasma waves (Group A, B, and C waves) have also been observed. The frequencies of 
Group A waves change with altitude or the local plasma frequencies, in the range from 1.3 MHz to 2.3 
MHz. This feature is similar to the UHR mode waves reported in previous studies [Yamamoto, PhD. 
thesis, 2001; Uemoto, PhD. thesis, 2008]. Using the electron density data and the hot plasma theory, we 
have concluded that Group A waves are short-wavelength electrostatic waves including ESCH and UHR 
mode waves. Group B waves have frequencies of 0.02 MHz–0.6 fce (in the case of fp > fce) or 0.02 
MHz–fp (in the case of fp < fce), and Group C waves have frequencies of 0.5–0.9 fce, respectively. 
Therefore, both of the waves have been identified as whistler mode waves. Based on analysis of the 
rocket attitude data, we obtained the spin-phase dependence of the observed plasma waves. Waves from 
Group A and Group B were observed when the antennae were nearly parallel and perpendicular to the 
wake axis, respectively. Group C waves had the largest amplitudes in the spin-phase angles of 90–160°. 
Considering that the observed waves could be generated in the near-wake, and therefore, they could be 
short-wavelength electrostatic modes, we concluded that the spin-phase dependence of the waves 
represents the spatial distribution of free-energy sources for plasma wave instabilities. In order to discuss 
generation mechanisms of the observed plasma waves, we also calculated the linear growth rates of 
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electrostatic waves in Chapter 2. In the case of an electron beam whose speed and number density are 10 
Vth,e and 1 % of the total plasma density, respectively, we obtained the maximum growth rate at a 
frequency in those waves of Group A. We also show that the growth rate reaches maximum value for a 
temperature anisotropy T⊥/T// = 10 for frequency of the waves from Group C. However, we could not 
obtain further constrains on actual distribution functions around the rocket wake and the relation with the 
wake formation process. 
 
Therefore, in Chapter 3, we developed a one-dimensional Vlasov-Poisson code and carried out 
simulations for the velocity distribution functions around the wake. We assumed the simulation model as 
one adopted by Singh et al. (1987) where plasma expands into a void region along the magnetic field line. 
The purpose of this simulation is to discuss the spatial distribution of anisotropic electrons around the 
rocket wake through investigating the wake-filling process along the magnetic field. In this simulation, 
the time variation of plasma distribution was regarded as the spatial variation moving downstream. As for 
the simulation scheme, we adopted the time-splitting method [Cheng and Knorr, 1976] and the rational 
CIP method [Nakamura and Yabe, 1999], referring to S. Abe (Master’s thesis, 2006). We first carried out 
a simulation in the case of an ion-electron mass ratio mi/me = 2.9×104 , assuming O+ dominated plasmas 
in the lower ionosphere. As a result, we have identified four characteristic charge disturbances: 
   (1) expansion of a group of electrons (D1: Disturbance 1); 
   (2) charge separation which makes the polarization electric field (D2); 
   (3) disturbances propagating outward from the wake (D3); 
   (4) limit line of the disturbance D3 (D4). 
However, the simulation was stopped at t = 120.2 ωp0-1, which corresponds to 2 % of the length of the 
near-wake. This is because the amplitude of the disturbance D3 grew with time and the CFL condition 
for advection in the v-direction was violated. In order to investigate the behavior of electrons and ions in 
the region further downstream, we performed simulations with the mass ratio of mi/me = 40. The 
calculation was performed until t = 95.9 ωp0-1, where the ratio of the corresponding distance downstream 
to the scale size of the near-wake is 43 %. The results have shown that plasmas expand more rapidly into 
the void than in the case of mi/me = 2.9×104. In addition to the four characteristic disturbances D1–D4, 
two additional disturbances were found: 
   (5) disturbances propagating inward to the wake (D5); 
   (6) moving start point of the disturbances D3 and D5 (D6). 
We identified the disturbances D3 and D5 as Langmuir waves with phase velocities of about +4.8 Vth,e 
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(propagating outward) and -2.9 Vth,e (propagating inward), respectively. Moreover, the electron 
distribution functions like two- or multi-stream electrons (on the wake axis), or a non-Maxwellian 
distribution with an electron beam (around the wake edge) have also been observed in this simulation. In 
particular, we found that the two Langmuir waves D3 and D5 are closely related to electron beams whose 
speeds are close to 4–5 Vth,e and -3 Vth,e, respectively. Comparison between the time evolutions of the 
phase space density and the electric field has indicated that the inward polarization electric field (related 
to D2) and the oscillating electric field (related to D6) play important roles of producing non-Maxwellian 
electrons obtained in this simulation. 
 
Based on the simulation results summarized above, it is expected that anisotropic electrons are distributed 
in the wake and around the wake edges behind an ionospheric sounding rocket. Those electrons are 
produced by the negative potential in the wake and the oscillation electric field around the wake edges. 
The non-Maxwellian electrons should be responsible for the generation of electrostatic waves as 
observed in the S-520-26 rocket experiment.  
 
As shown in Fig. 6-1, the UHR mode waves was considered to generate behind an ionospheric sounding 
rocket from previous rocket experiments [Yamamoto, PhD thesis, 2001], and two- or multi-stream 
electrons were obtained on the wake-axis in the very near wake (1.3 % of the near-wake region) in 
previous numerical simulations [Singh et al., 1987]. From the S-520-26 rocket experiment, this study has 
revealed that ESCH waves as well as UHR mode waves (Group A) have large amplitudes when the 
antennae sweep near the wake-axis. Whistler mode waves (Group B and C) have also been observed and 
they have spin-phase dependences. The Vlasov-Poisson simulation in the present study has shown 
non-Maxwellian electrons more downstream (43 % of the near-wake region) on the wake-axis and near 
the wake edge. We should calculate the linear growth rates of electrostatic waves by using the obtained 
distribution functions in future.  
 
This study provides a model where short-wavelength electrostatic waves can be induced by 
non-Maxwellian electrons produced through the wake-filling process along the magnetic field. However, 
this model needs to be confirmed quantitatively because our simulations have shown that the population 
of the non-thermal electrons depends on simulation schemes. Other schemes might enable us to 
investigate the microphysics around the wake more downstream. In addition, the formation process of 
non-Maxwellian electrons proposed by the present study should be examined by multi-dimensional 
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simulations including the effect of the Lorentz force by the magnetic field. The results of the present 
study will contribute to understand results obtained in such future simulation studies and future rocket 
experiments. 
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Fig. 6-1 Schematic picture of plasma waves and non-Maxwellian electrons generated around the rocket 
wake. 
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