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1. INTRODUCTION, STATEMENT OF THE MAIN
RESULT, AND APPLICATIONS
This paper deals with the existence of positive periodic solutions for a
class of ordinary differential equations which has been considered as
relevant for many applications to population dynamics. More precisely, we
study the Kolmogorov system
xX s x h t , x , . . . , x .i i i 1 N 1 .
i s 1, . . . , N ,
where we assume
 .  .NH for each i s 1, . . . , N, h : R = R ª R is a continuous func-1 i q
 .tion which is T-periodic T ) 0 in the t-¨ariable.
 w .Here and in what follows, we denote by R [ 0, q` , the set ofq
q x . .non-negative real numbers and by R [ 0, q` , the set of positive reals.
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 .The assumption of a common period for all the functions h ?, x is,i
perhaps, a strong restriction, which, nevertheless, has been considered by
 wseveral authors see, for instance 2, 4, 9]11, 15, 16, 21, 23, 28, 29, 32, 33,
x .35, 38, 40 and the references therein and which is justified by many
applications describing the behaviour of the N-species x , . . . , x in a1 N
periodic environment due to seasonal fluctuations. In our main application
 .  . Theorem 1, below we also suppose that system 1 is competiti¨ e see
w x.33 , in a weak sense; namely, we assume
 .H the function h is nonincreasing in the x -¨ariable for each i and j2 i j
 .with i / j with, i, j s 1, . . . , N .
With respect to the behaviour of the ith component in absence of the
other competitors, we will consider some assumptions of logistic growth.
Namely, denoting by e the ith element of the standard orthonormal basisi
of R N, we define, for s g R,
h t , s [ h t , se s h t , 0, . . . , 0, s, 0, . . . , 0 .  .  .i i i i i
the variable s g R is in the ith position with respect to the x , . . . , x -q 1 N
.variables and suppose that
w xlim sup h t , s F h t , uniformly in t g 0, T , 2 .  .  .i i i , `
sªq`
with h : R ª R a suitable continuous and T-periodic function. It isi, `
 w x.known cf. 24, p. 71 that if the Landesman]Lazer type condition
T T
h t , 0 dt ) 0 ) h t dt , ; i s 1, . . . , N , 3 .  .  .H Hi i , `
0 0
holds, then, for each i s 1, . . . , N, the equation
u9 s uh t , u 4 .  .i i
has a positive T-periodic solution. Actually, one could find minimal and
 .  .maximal positive T-periodic solutions u ? and u ? such that any positiveÃi i
 .  .  .  .  .T-periodic solution u ? of 4 satisfies u t F u t F u t , ; t g R. It isÄ Ä Ãi i
also easy to see that u ' u , that is, the positive T-periodic solution isÃi i
 .  .unique, if h t, ? is nonincreasing for all t and decreasing strictly fori i
 w x.some t g R see, e.g., 29, 39 .
w xIn a previous paper 38 , it was proved that if the condition
T
h t , u t , . . . , u t , 0, u t , . . . , u t dt ) 0, .  .  .  . .Ã Ã Ã ÃH i i iy1 iq1 N
0
; i s 1, . . . , N ,
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 .holds, then permanence named also uniform persistence occurs for system
 .1 ; that is, there is a compact attractor contained in the open positive
 q. N  .  q. Northant R which attracts all the trajectories of 1 starting in R .
w xThis, by results on dissipative systems 37 , implies the existence of a
 .   .  ..  .  .T-periodic solution x ? s x ? , . . . , x ? , for system 1 , with x t ) 0Ä Ä Ä Äi N i
 w x.for all i s 1, . . . , N and t g R see also 38 . Periodic solutions of this
w x  .kind will be called, according to 23 , coexistence states for 1 .
The aim of this paper is to provide a result on the existence of
 .coexistence states for 1 in situations when permanence may not occur.
w xWith this respect, we recall some classical theorems of Butler et al. 5 and
w x  w x.Butler and Waltman 6 see also 20 , who found sufficient conditions for
uniform persistence in dynamical systems under the key hypothesis of
nonexistence of cyclic connections on the boundary. This excludes from
w x w xthe applicability of the theorems in 5 and 6 a famous example of three
w xspecies interaction due to May and Leonard 26 , further analyzed by
w x w x w xSchuster et al. 31 , Hofbauer 18 , Freedman and Waltman 13 , Wang and
w x  w x.Ma 36 , and others see also 19, Chapter 9.5 .
w x w x  .In 26 and 31 , the Gause]Lotka]Volterra GLV system with constant
 .3coefficients in Rq
xX s x 1 y x y a x y b x .1 1 1 2 3
xX s x 1 y b x y x y a x .2 2 1 2 3
xX s x 1 y a x y b x y x .3 3 1 2 3
was considered. If 0 - a - 1 - b , there are exactly five equilibrium
 .  .  .  .points: O s 0, 0, 0 , e s 1, 0, 0 , e s 0, 1, 0 , e s 0, 0, 1 , and P s1 2 3
 .  .1, 1, 1 r 1 q a q b . In this case, it is easy to see that the origin is a
repellor, and on the three quadrants x s 0, x s 0 and x s 0 at the3 2 1
 .3boundary of R , there are, respectively, the heteroclinic orbits,q
G G G3 2 16 6 6e e , e e , and e e .2 1 1 3 3 2
Thus, a cyclic connection G s G j G j G , of the form e ª e ª e ª1 2 3 3 2 1
 .3e , appears at the boundary of R . In other words, we have that when3 q
x s 0, x is carried to the extinction by x a situation that we will3 2 1
.describe by the notation x 4 x , and, cyclically, x 4 x when x s 01 2 3 1 2
and x 4 x when x s 0. The constant coexistence state P is asymptoti-2 3 1
cally stable for a q b - 2 and unstable for a q b G 2. In this latter case,
 q. 3for a q b s 2, there is an attracting limit cycle contained in R , while,
for a q b ) 2, it is the heteroclinic cycle G that attracts an open set of
 q. 3 w xpoints in R . Similar qualitative features were proved in 31 for the
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unsymmetric equation
xX s x 1 y x y a x y b x .1 1 1 1 2 1 3
xX s x 1 y b x y x y a x .2 2 2 1 2 2 3 5 .
xX s x 1 y a x y b x y x .3 3 3 1 3 2 3
with
0 - a - 1 - b , i s 1, 2, 3. 6 .i i
Thus, systems with the cyclic structure described above, represent a class
of models in which coexistence states are possible, independently of the
presence or lack of persistence. On the other hand, as long as we restrict
our consideration to the constant coefficients case, coexistence states will
be mainly given by positive equilibria, even if more complicated situations,
 w x.with limit cycles and Hopf bifurcations may occur cf. Hofbauer 18 .
Indeed, a coexistence state for the autonomous system xX si
 .  .x h x , . . . , x , i s 1, . . . , N , will be obtained as soon as we are able toi i 1 N
 q. Nguarantee the existence of a point Q g R which is a zero of the vector
 .field h s col h , . . . , h . Actually, with respect to some applications to1 N
``ecological'' models, it will also be interesting for us to show that these
 q. N  .equilibria do not accumulate to the boundary of R , and even better
 q. Nto find a compact set K ; R containing all the possible coexistence
states.
In the case of nonautonomous systems, a natural question which can be
raised is whether we can find positive periodic solutions for GLV equa-
 .tions of the May]Leonard type or even for more general equations , with
periodic coefficients, e.g., for systems like
xX s x a t y b t x y c t x y d t x .  .  .  . .1 1 1 1 1 1 2 1 3
xX s x a t y b t x y c t x y d t x .  .  .  . .2 2 2 2 1 2 2 2 3 7 .
xX s x a t y b t x y c t x y d t x , .  .  .  . .3 3 3 3 1 3 2 3 3
where a , b , c , d : R ª R are continuous and T-periodic functions satisfy-i i i i
ing some positivity conditions that will be fixed later. Clearly, looking for a
 .proper set of assumptions on system 7 in order to reproduce the
boundary behaviour of the May]Leonard model, we should search for
 .conditions implying x 4 x when x s 0 with i ' j mod 3 , or, ati iq1 iy1
least, the nonexistence of positive periodic solutions contained in the
 .3  w x.interiors of the faces in the boundary of R cf. 13 . With this in mind,q
w xwe can take advantage of a theorem of Ahmad 1 who for the competitive
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planar system
uX s u a t y b t u y c t ¨ .  .  . .
8 .
¨ X s ¨ d t y e t u y f t ¨ .  .  . .
proved that u 4 ¨ , if
a f ) c d and b d F a e ,L L M M M M L L
where w and w denote, respectively, the ``inf'' and the ``sup'' taken onL M
the whole real line, of a function w: R ª R. For further results in this
w x  .direction, see also 17, p. 121; 34 . Clearly, Eq. 8 can be considered as a
 . w x model for any of the three 2 = 2 reduced subsystems of 7 . In 1 , the not
.  .necessarily periodic coefficients in Eq. 8 are assumed to be bounded
above and below by positive constants. The case of periodic coefficients
considered here allows us to propose a slight improvement for the con-
straints in the parameters and therefore we assume for the two-dimen-
sional Kolmogorov system
u9 s uU t , u , ¨ .
9 .
¨ 9 s ¨ V t , u , ¨ , .
with T-periodic dependence in the t-variable, one of the following condi-
tions:
 X .H there are a constant m ) 0 and a T-periodic continuous map3
g : R ª R, with HT g G 0, such that, for any « ) 0, the function0
f t [ inf mU t , u , ¨ y V t , u , ¨ 4 .  .  .«
«FuF1r«
0F¨F1r«
satisfies
w xf t G g t , ; t g 0, T and f / g , .  .« «
or
 Y .H there are a constant m ) 0 and a T-periodic continuous map3
g : R ª R, with HT g G 0, such that, for any « ) 0, the function0
f t [ inf mU t , u , ¨ y V t , u , ¨ 4 .  .  .«
0FuF1r«
«F¨F1r«
satisfies
w xf t G g t , ; t g 0, T and f / g . .  .« «
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 X .With respect to condition H , we observe that it can be useful to3
 .  .  .consider the auxiliary function c t, u, ¨ [ mU t, u, ¨ y V t, u, ¨ . Note
that if, for a suitable constant m ) 0, the function c is nonincreasing in u
 X .and ¨ , for all t, then condition H holds provided that, for each u ) 0,3
 .  .c t, u, 0 G g t , with the strict inequality on a set of positive measure. In
1 T  . particular, introducing the notation w [ H w t dt the mean value in a0T
.period for a continuous and T-periodic function w: R ª R, we can find
 .some simple conditions on the periodic coefficients of Eq. 8 in order to
X .  .  .   . .have H satisfied. In fact, taking m s dra and g t s d t y da t ra ,3
X .  .  .  .we obtain that H holds for Eq. 8 , provided that a, d ) 0, db t F ae t ,3
w xfor all t g 0, T , with the strict inequality on a set of positive measure, and
 .  . w xaf t G dc t , for all t g 0, T . Similar remarks can be obviously made
Y .  .with respect to condition H which holds for Eq. 8 , whenever a, d )3
 .  . w x0, af t G dc t , for all t g 0, T , with the strict inequality on a set of
 .  . w xpositive measure, and db t F ae t , for all t g 0, T .
 .  .3If we deal now with the Kolmogorov system 1 in R , which weq
rewrite as
xX s x h t , x , x , x .1 1 1 1 2 3
xX s x h t , x , x , x .2 2 2 1 2 3 10 .
xX s x h t , x , x , x .3 3 3 1 2 3
 X .and assume H on each of the three 2 = 2 subsystems3
xX s x h t , x , x , 0 , xX s x h t , x , x , 0 , .  .1 1 1 1 2 2 2 2 1 2
xX s x h t , 0, x , x , xX s x h t , 0, x , x .  .2 2 2 2 3 3 3 3 2 3
and
xX s x h t , x , 0, x , xX s x h t , x , 0, x , .  .3 3 3 1 3 1 1 1 1 3
then we are led to consider the following condition.
 U .H For i s 1, 2, 3, there are positi¨ e constants m and T-periodic3 i
continuous maps g : R ª R, with HT g G 0, such that, for any « ) 0, thei 0 i
functions
f t [ inf m h t , x , x , 0 y h t , x , x , 0 , 4 .  .  .« , 1 1 1 1 2 2 1 2
«Fx F1r«1
0Fx F1r«2
f t [ inf m h t , 0, x , x y h t , 0, x , x , 4 .  .  .« , 2 2 2 2 3 3 2 3
«Fx F1r«2
0Fx F1r«3
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and
f t [ inf m h t , x , 0, x y h t , x , 0, x 4 .  .  .« , 3 3 3 1 3 1 1 3
«Fx F1r«3
0Fx F1r«1
satisfy
w xf t G g t , ; t g 0, T and f / g . .  .« , i i « , i i
 .Now, we are in position to state our existence result for system 1 in the
case N s 3.
 .  .  .  .  .THEOREM 1. Assume H , H , 2 , and 3 . Then system 10 has at1 2
 .  U .least one T-periodic coexistence state if H holds. Moreo¨er, there is a3
 q. 3  .compact set K ; R containing all the T-periodic coexistence states of
 .10 .
It could be noteworthy to compare Theorem 1 to a recent result of
w xOrtega and Tineo 29 who, under the stronger competitivity assumption
 .that h t, x , x , x is strictly decreasing in x for all i, j s 1, 2, 3 andi 1 2 3 j
T  . H h t, Re dt - 0, for some R ) 0 and all i s 1, 2, 3 a condition which0 i i
 .  ..corresponds to 2 , with the second inequality in 3 , proved that either
 .system 10 has a positive coexistence state or, alternatively,
min x t , x t , x t ª 0, as t ª q`, 11 4 .  .  .  .1 2 3
for each solution which is positive in all its components. Our result, in view
of May]Leonard model and Corollary 2 below, can provide coexistence
 .states for equations when 11 may happen for some solutions. Further
w xinvestigations in this direction have been pursued in 7 where sharp
conditions for the alternative coexistencerextinction are given for the
strictly monotone case.
w xWe remark that recently Merino 27 also studied a similar model in the
more general setting of reaction diffusion systems with periodic coeffi-
w xcients. The results in 27 require some smoothness in the h-functions, as
 .  .  .well as the fact that ­r­ s h t, s - 0 for s ) 0 and h t, s ª y` asi i i i
 .s ª q` two conditions which are not needed in our case . Thus, the
w xtheorems in 27 do not contain our results and, in particular, for the
 .simpler situation described by Eq. 7 , we obtain some improvements in
the constraints on the coefficients.
 .We wish now to apply Theorem 1 to the GLV system 7 with continu-
 .  .  .ous and T-periodic coefficients. For the validity of H , 2 , and 3 , we2
have to assume that, for i s 1, 2, 3,
w xa ) 0, b t , c t , d t G 0, ; t g 0, T and b c d ) 0. 12 .  .  .  .i i i i 1 2 3
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Then, we have:
 .COROLLARY 1. Assume 12 and suppose that the following inequalities
w xhold for all t g 0, T ,
a b t G a b t , a c t G a c t , .  .  .  .1 2 2 1 1 2 2 1
a c t G a c t , a d t G a d t , .  .  .  .2 3 3 2 2 3 3 2
a d t G a d t , a b t G a b t , .  .  .  .3 1 1 3 3 1 1 3
and
a b ) a b , a c ) a c , a d ) a d .1 2 2 1 2 3 3 2 3 1 1 3
 .Then, there is at least one coexistence state for Eq. 7 .
To illustrate the meaning of the above conditions, let us consider the
unsymmetric May]Leonard equation with periodic coefficients
xX s p t x 1 y x y a t x y b t x .  .  . .1 1 1 1 1 2 1 3
xX s p t x 1 y b t x y x y a t x .  .  . .2 2 2 2 1 2 2 3 13 .
xX s p t x 1 y a t x y b t x y x , .  .  . .3 3 3 3 1 3 2 3
where p : R ª Rq and a , b : R ª R are continuous and T-periodici i i q
wfunctions, for i s 1, 2, 3. From a result by de Mottoni and Schiaffino 28,
x  .Appendix it is known that any system of the form 7 , with coefficients
 .  .  .satisfying 12 , can be put into the form 13 , where p t , for i s 1, 2, 3, isi
the unique positive T-periodic solution of the logistic equation for the ith
 . single species in 7 , suppressing all the competitors that is, with x s 0j
.  .for j / i . Hence, applying Corollary 1, we have that Eq. 13 has at least
one coexistence state if the conditions
p p t p p t p p t .  .  .1 2 2 3 3 1
a t F , a t F , a t F .  .  .1 2 3p t p p t p p t p .  .  .1 2 2 3 3 1
and
p t p p t p p t p .  .  .1 2 2 3 3 1F b t , F b t , F b t .  .  .2 3 1p p t p p t p p t .  .  .1 2 2 3 3 1
w x  .hold for all t g 0, T , where each of the inequalities for b t is strict oni
w xsome set I ; 0, T , of positive measure.i
 .It is also possible to prove see Remark 2 in Section 2 , using a variant
 U .  Y .of condition H which can be derived from H , that the same result3 3
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holds true if we assume the hypothesis concerning the strict inequalities on
 .sets of positive measure for all the a 's instead of all the b 's . Thus, in thei i
 .  .  .  .special case when p t s p t s p t , so that Eq. 13 takes the form1 2 3
xX s x 1 y x y a t x y b t x .  . .1 1 1 1 2 1 3
xX s x 1 y b t x y x y a t x .  . .2 2 2 1 2 2 3 14 .
xX s x 1 y a t x y b t x y x .  . .3 3 3 1 3 2 3
we obtain that the condition
w x0 F a t F 1 F b t , ; t g 0, T , i s 1, 2, 3, 15 .  .  .i i
with
1 y a 1 y a 1 y a ) 0 or b y 1 b y 1 b y 1 ) 0, .  .  .  .  .  .1 2 3 1 2 3
16 .
 .implies the existence of a coexistence state for Eq. 14 . These assumptions
 .clearly improve and generalize condition 6 to the case of periodic
coefficients. Actually, we can prove even more, and indeed, we have the
following:
COROLLARY 2. Let the T-periodic continuous coefficients a , b satisfyi i
 .  .15 with a - b , ; i. Then, system 14 has at least one coexistence state andi i
 q. 3all its coexistence states are contained in a compact subset of R , if and
 .only if 16 holds.
The easy proof of the ``only if'' part is omitted.
We note that Corollary 2, as well as the more general Theorem 1 and
Corollary 1, can be applied to situations which are not covered by other
results implying persistence. With this respect, we observe that using the
w x  .result in 38 for the case of system 14 , it is possible to obtain uniform
 .persistence and hence, the same conclusion of Theorem 1 under the
assumption
a G 0, b G 0 and a q b - 1, ; i s 1, 2, 3,i i i i
 .which is not satisfied when 15 holds.
w xThe proof of Theorem 1 is based on a continuation principle in 8 that
 .we adapt to the special structure of Eq. 1 . This is discussed in the next
section.
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2. AUXILIARY RESULTS AND PROOF OF THEOREM 1
The proof of Theorem 1 will be obtained by means of a continuation
 w x.lemma based on coincidence degree cf. 24 . To this end, we first embed
 .Eq. 1 into a one-parameter family of equations of the form
X U w xx s h t , x , . . . , x ; l , l g 0, 1 , .i i 1 N 17 .
i s 1, . . . , N ,
U  .N w xwhere, for each i s 1, . . . , N, h : R = R = 0, 1 ª R is a continuousi q
 .function which is T-periodic T ) 0 in the t-variable and such that
NU w xh t , x ; 1 s h t , x , ; t g 0, T , ; x g R . .  .  .i i q
w x  .As in 8 , we also assume that for l s 0 the system 17 is autonomous,
that is,
hU t , x ; 0 s h0 x , .  .i i
0  0 0 .  .N Nwhere h s h , . . . , h : R ª R is a continuous function.1 N q
In the sequel, we make use of the following notation.
 4  4Given any set J s j , . . . , j ; 1, . . . , N of r G 1 indexes, we define,1 r
 . Nfor any x s x , . . . , x g R ,1 N
x [ x , . . . , x g R < J < s R r . .J j j1 r
Conversely, for any y g R r, we set
y J [ z , . . . , z , where z s y , for i g J and z s 0, for i f J . .1 N i i i
Moreover, if g : R N > D ª R N is a continuous function such that, for
y1 .some open set V ; D, g 0 l V is compact, then we can define the
integer
d g , V [ deg g , O , 0 , .  .
y1 .where O is any open and bounded set with g 0 l V ; O ; O ; V and
 .``deg'' is the Brouwer degree. Note that the definition of d g, V is
well-posed, as it is independent of the set O, by virtue of the excision
property of the degree. Then we have:
LEMMA 1. Assume
 . w x  4 T U  .K ;l g 0, 1 , ' l g 1, . . . , N : H h t, 0; l dt / 00 0 l
and suppose that the following conditions hold:
 .  .K there is M ) 0, such that any positi¨ e T-periodic solution x ? of1
 .  . w x17 satisfies x t F M, for all t g 0, T and i s 1, . . . , N;i
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 .  4  4K for each J s j , . . . , j ; 1, . . . , N , with 1 F r F N y 1 and2 1 r
 .each positi¨ e T-periodic solution y ? of the reduced subsystem
X U J w xy s y h t , y ; l , l g 0, 1 , .j j ji i i 18 .
i s 1, . . . , r ,
T U  J . .there is n f J such that H h t, y t ; l dt / 0.0 n
 q. NThen, there is a compact set K ; R such that any positi¨ e T-periodic
 .  .  .solution x ? of 17 satisfies x t g K, for all t g R. If , moreo¨er,
 .  0  q. N .K d h , R / 0,3
 .then, there exists a coexistence state for equation 1 .
 .We notice that the condition in K has to be considered as vacuously2
 .satisfied when system 18 has no positive T-periodic solutions.
Lemma 1 is an application to Kolmogorov systems of a continuation
w xtheorem in 8 . A version of Lemma 1 for the case of planar systems was
w xrecently considered in 3 and applied to various different models for the
interaction of two species.
 q. NProof. We prove at first that there is a compact set K ; R such
 .  .  .that any positive T-periodic solution x ? of 17 satisifes x t g K, for all
t g R.
To see this, assume by contradiction that, for any n g N, there is a
 .  . w xpositive T-periodic solution x ? of 17 , for some l s l g 0, 1 , suchn n
 . w xN  .that x R o 1rn, n . By K , we know that, for each n ) M, there isn 1
 4  .some i s i g 1, . . . , N such that min x - 1rn. On the othern w0, T x n i
 . < . < < X . <hand, K also implies that x F M and x F ML, for each` `1 n i n i
n g N and i s 1, . . . , N, where
NU< < w x w x w xL [ max sup h t , z ; l : t g 0, T , z g 0, M , l g 0, 1 . . 4 /i
is1, . . . , N
Hence, using the Ascoli]Arzela theorem and passing to a subsequence, weÁ
w x  .  .can find a parameter l g 0, 1 and a T-periodic solution u ? of 17 , for
 4l s l, such that min u s 0 for some index k g 1, . . . , N , withk
lim x t s u t , uniformly w.r. to t g R. .  .n
nªq`
 4Now, for an arbitrary index i g 1, . . . , N , we consider the ith equation in
 .17 , with l s l . Using the T-periodicity of the positive solution x , wen n
obtain that
xX t .  .T T n iUh t , x t ; l dt s dt s 0. . .H Hi n n x t .  .0 0 n i
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Hence, passing to the limit as n ª `, we obtain
T Uh t , u t , . . . , u t ; l dt s 0, ; i s 1, . . . , N. 19 .  .  . .H i 1 N
0
 4Let 1, . . . , N s J j K be such that min u ) 0 for j g J, and min u s 0j k
 .if k g K. Considering the k th equation in 17 , for l s l , we have thatn
 .  .  T < U   . . < .  .max x F min x exp H h t, x t ; l dt F min x exp LT .n k n k 0 k n n n k
Hence, passing to the limit as n ª `, we find that max u s 0 for allk
k g K.
 .  .Using assumption K we know that there is an index l s l l such that0
T Uh t , 0; l dt / 0. .H l
0
 .This, with 19 , implies that there is some index j with min u ) 0 andj
then we can conclude that J / B as well as K / B this latter fact was
.already proved above .
 4Now, let J s j , . . . , j for some 1 F r F N y 1 and observe that u is1 r J
a positive T-periodic solution of the reduced subsystem
X U Jy s y h t , y , l , .j j ji i i
i s 1, . . . , r .
Notice also that, consistently with the notation introduced above, we have
 . J  .that u s u, as u s 0 for k f J. Hence, according to assumption K ,J k 2
UT   . .there is an index n g K such that H h t, u t ; l dt / 0. This clearly0 n
 .contradicts condition 19 we have found before. Thus we have proved the
 q. Ninitial claim and we conclude that there is a compact set K ; R
 . w xcontaining all the positive T-periodic solutions 17 for any l g 0, 1 . We
observe also that K contains all the positive zeros of h0 which are, in fact,
 .positive T-periodic solutions of 17 for l s 0.
x y1w NWe take now « ) 0 sufficiently small, so that K ; « , « , and thus,
 .according to K ,3
N0 y1x wdeg col x h , « , « , 0 . .i i 1FiFN
NN0 y1 0 qx ws deg h , « , « , 0 s d h , R / 0. . .  .
Consider also the set v in the space C of continuous and T-periodic« T
N  < < .functions x: R ª R endowed with the sup-norm ? , defined by`
v [ x g C : « - x t - «y1 , ; t g R, ; i s 1, . . . , N . . 4« T i
N x y1w NNote that v is bounded, open with v l R s « , « .« «
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w xBy the choice of « , we know that for any l g 0, 1 , there is no positive
 .T-periodic solution x of 17 with x g ­v . Hence, a continuation theorem«
w xin 8, Theorem 2 can be applied in order to obtain the existence of at least
 .one solution x for Eq. 17 for l s 1, with x g v . This concludes theÄ Ä «
proof of Lemma 1.
Remark 1. Adapting to this setting a result on the Leray]Schauder
 wdegree for parametrized equations see 22, Theoreme Fondamental; 25;Â
x.or 30, Appendix ; one could also prove that there is a connected set
w x  .S ; C = 0, 1 of solution pairs x, l with x a positive T-periodic solu-T
 . w x  .tion of 17 , such that for each l g 0, 1 there is some x, l g S. More
w xprecisely, arguing like in 14 , it is possible to see that there is a connected
 .  .branch of solution pairs x, l with x a positive T-periodic solution of 17 ,
starting, at l s 0, from the set of positive zeros of h0 and reaching, at
 .l s 1, the set of positive T-periodic solutions of Eq. 1 .
 .Looking at K , it appears that it will be easier to check such condition2
for low-dimensional systems. The case when N s 2, has been recently
w xexamined in 3 . Here, we propose an application to a three-dimensional
system. Now we are in position to prove Theorem 1.
 .Proof of Theorem 1. In order to apply Lemma 1 to system 1 in the
competitive case, we choose, for each i s 1, . . . , N,
1 TUh t , z ; l [ lh t , z q 1 y l h t , z dt , .  .  .  .Hi i iT 0
N
; t g R, z g R , 20 .  .q
so that
1 T N0 qh z s h t , z dt , z g R . .  .  .HT 0
 .  .  .  .  .Assuming H and 2 , 3 , we can easily check that K and K of2 0 1
Lemma 1 are satisfied.
U  .  .Indeed, from the definition of h t, z; l in 20 , we have thati
T TUh t , 0, l dt s h t , 0 dt ) 0, .  .H Hi i
0 0
 .  .for each i and l, and thus K follows from the first condition in 3 . On0
 .  .the other hand, from 2 and the second condition in 3 , we can find a
constant R ) 0 and, for each i s 1, . . . , N, a continuous and T-periodic
y1 T  .  .function s : R ª R, with s [ T H s - 0, such that h t, s F s t ,i i 0 i i i i
U  .  .  .for all s G R. From this, it follows that h t, s; l F ls t q 1 y l si i i i
BATTAUZ AND ZANOLIN192
 .  .for all t g R and s G R. Now, if x ? is any positive solution of system 17
w x Ufor some l g 0, 1 , then, using the fact that h is nonincreasing in thei
X .  . U   . .x -variable for each j / i, we obtain that x t rx t F h t, x t ; l Fj i i i i i
XT .  .  .ls t q 1 y l s for any t such that x t G R. Hence, from H x rx si i i 0 i i
T   .  . .0, while H ls t q 1 y l s dt s Ts - 0, we find that there is some0 i i i
w x  .  .Ä Ät g 0, T such that x t - R. If x t F R, for all t g R, we are done, so,i i
 .  .suppose that x t ) R for some t g R. By the T-periodicity of x ? , wei i
can then find two points t9 and t0 with t9 - t0 - t9 q T such that
 .  .  .  . w xx t9 s R, x t0 s max x t and x t G R, for all t g t9, t0 . This im-i i i i
t 0 .  .    .  . . .  < < .plies that x t0 F x t9 exp H ls t q 1 y l s dt F R exp s .1i i t 9 i i i
 .Hence we have proved the validity of property K with M [1
  < < 4.R exp max s : i s 1, . . . , N .1i
 .Observe that this first step in the proof uses only the weak competitiv-
 .  .  .ity assumption H as well as 2 and 3 , and thus it is valid for any2
dimension. For the remaining part of the proof, we use in a crucial way the
restriction on the dimension N s 3.
 .We wish now to check condition K . To this aim, we first observe that2
 .  .there are no T-periodic solutions of system 17 having the form x , x , 0 ,1 2
 .  .0, x , x , or x , 0, x , with x ) 0. We consider only the first case as the2 3 1 3 i
other ones are completely similar. So, assume, by contradiction, that a
 .positive T-periodic pair x , x exists such that1 2
xX t s x t hU t , x t , x t , 0; l , .  .  .  . .1 1 1 1 2
21 .
xX t s x t hU t , x t , x t , 0; l , .  .  .  . .2 2 2 1 2
w x  U .for some l g 0, 1 . For m and g given in H , we obtain that1 1 3
m h t , x t , x t , 0 y h t , x t , x t , 0 G g t , .  .  .  .  . .  .1 1 1 2 2 1 2 1
w xfor all t g 0, T with the strict inequality on a set of positive measure and,
by the definition of h0, we obtain also that
m h0 z , z , 0 y h0 z , z , 0 ) 0, .  .1 1 1 2 2 1 2
for any z ) 0 and z G 0, so that1 2
m h0 x t , x t , 0 y h0 x t , x t , 0 ) 0, .  .  .  . .  .1 1 1 2 2 1 2
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w x  .for all t g 0, T . Then, from 21 , we have
xX t xX t .  .T 1 2
0 s m y dtH 1 /x t x t .  .0 1 2
T U Us m h t , x t , x t , 0; l y h t , x t , x t , 0; l dt .  .  .  . .  . .H 1 1 1 2 2 1 2
0
T
s l m h t , x t , x t , 0 y h t , x t , x t , 0 dt .  .  .  . .  . .H 1 1 1 2 2 1 2
0
T 0 0q 1 y l m h x t , x t , 0 y h t , x t , x t , 0 dt .  .  .  .  . .  . .H 1 1 1 2 2 1 2
0
T
) l g t dt G 0 .H 1
0
and thus we have reached a contradiction. This argument, repeated for the
other 2 = 2 subsystems, leads to the conclusion that there are no positive
 .  4T-periodic solutions for any of the subsystems 18 with J s 1, 2 , J s
 4  42, 3 , or J s 3, 1 and hence we have proved the corresponding conditions
 .  .in K which are vacuosly satisfied.2
 4  4  4Suppose now that J s 1 , J s 2 , or J s 3 . Again, we shall discuss
only the first case, as the treatment of the other ones is completely similar.
So, let u: R ª Rq be a T-periodic solution of
xX s x hU t , x , 0, 0; l .1 1 1 1
w x  U .for some l g 0, 1 . Using the first condition in H , we have that3
m h t , x t , 0, 0 G g t q h t , x t , 0, 0 , .  .  . .  .1 1 1 1 2 1
with the strict inequality on a set of positive measure and also
m h0 x t , 0, 0 ) h0 x t , 0, 0 , .  . .  .1 1 1 2 1
w xfor all t g 0, T . Therefore, we obtain that
xX t .T T1 U0 s m dt s m h t , x t , 0, 0; l dt . .H H1 1 1 1x t .0 01
T T 0s l m h t , x t , 0, 0 dt q 1 y l m h x t , 0, 0 dt .  .  . .  .H H1 1 1 1 1 1
0 0
T T T 0) l g q l h t , x t , 0, 0 dt q 1 y l h x t , 0, 0 dt .  .  . .  .H H H1 2 1 2 1
0 0 0
T UG h t , x t , 0, 0; l dt. . .H 2 1
0
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 4Thus we have proved that if J s 1 , then the condition on the average is
satisfied with n s 2. Repeating the same argument for the other possible
 .choices of J, we can complete the proof of the validity of K .2
 .Thus, it remains only to check that the degree condition K is satisfied.3
Before doing this, we recall a list of properties of h0 which come from the
assumptions on h in Theorem 1.
0  .3 3 0The map h : R ª R is continuous with h nonincreasing in theq i
0 .x -variable for i / j, 1 F i, j F 3 and with h 0, 0, 0 ) 0, for i s 1, 2, 3.j i
Furthermore, we have that there are d , R with 0 - d - R such that
0 . 0 .h se ) 0, for 0 F s F d and h se - 0, for s G R. In particular, wei i i i
 .find for each i s 1, 2, 3 a first positive zero u ) d of the real-valuedi
0 0 0 .  .  .function s ¬ h se , so that h u e s 0 and h se ) 0 for each s gi i i i i i i
Uw w  .0, u . Moreover, as a consequence of H , there are three positivei 3
 .constants m i s 1, 2, 3 such thati
A m h0 x , x , 0 ) h0 x , x , 0 , ; x ) 0, ; x G 0, .  .  .1 1 1 1 2 2 1 2 1 2
A m h0 0, x , x ) h0 0, x , x , ; x ) 0, ; x G 0, .  .  .2 2 2 2 3 3 2 3 2 3
A m h0 x , 0, x ) h0 x , 0, x , ; x ) 0, ; x G 0. .  .  .3 3 3 1 3 1 1 3 3 1
 .  .  .From A , A , and A , we have immediately that1 2 3
0 0 0h u , 0, 0 - 0, h 0, u , 0 - 0, h 0, 0, u - 0. .  .  .2 1 3 2 1 3
Now, we proceed with the computation of the degree, using two homo-
topies.
 4Let « ) 0, with « - min d , 1rR , be sufficiently small and such that all
the positive zeros of h0 are contained in the open bounded set
V [ x s x , x , x : « - x - «y1 , i s 1, 2 3 . . 4« 1 2 3 i
 .The existence of such a set comes from the first part of the theorem.
w x  .3For m g 0, 1 , we consider the system in R ,q
h0 x , m x , x s 0 .1 1 2 3
h0 x , x , m x s 0 .2 1 2 3 22 .
h0 m x , x , x s 0. .3 1 2 3
 .  .3  .Suppose that z s z , z , z g R is a solution of 22 for some m g1 2 3 q
w x 0 .0, 1 . As h 0, 0, 0 ) 0, we have that z / 0. So, suppose that z ) 0. If, byi 1
contradiction, z s 0, we can consider, respectively, the second equation in3
 .  . 022 , the assumption A , the monotonicity of h in the second variable,1 1
 .and the first equation in 22 , in order to have
0 s h0 z , z , 0 rm - h0 z , z , 0 F h0 z , m z , 0 s 0, .  .  .2 1 2 1 1 1 2 1 1 2
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which yields to a contradiction. Thus we have that z ) 0. If, by contradic-3
 .tion, z s 0, we can consider, respectively, the first equation in 22 , the2
 . 0assumption A , the monotonicity of h in the first variable, and the third3 3
 .equation in 22 , in order to have
0 s h0 z , 0, z rm - h0 z , 0, z F h0 m z , 0, z s 0, .  .  .1 1 3 3 3 1 3 3 1 3
which yields to a contradiction. Thus we have proved that z ) 0, fori
i s 1, 2, 3, when z ) 0. In the same manner, one can check that if z ) 01 2
or if z ) 0, then all the other components are positive.3
 .Moreover, from the first equation in 22 and using the monotonicity in
0 .the second and third variables, we have that 0 s h z , m z , z F1 1 2 3
0 . 0 .h z , 0, 0 and hence we conclude that z - R, because h x , 0, 0 - 01 1 1 1 1
for x G R. Similarly, we can see that z - R and z - R.1 2 3
 .  .3Therefore, we have verified that system 22 , in R , has all itsq
w x3 w x3solutions contained in 0, R and no solution on the boundary of 0, R .
Thus we can find a « ) 0 sufficiently small such that all the solutions of
 . w x22 , for any m g 0, 1 , are contained in V . Then, by the homotopic«
invariance of the Brouwer degree, we have that
deg h0 , V , 0 s deg g , V , 0 , . .« «
where
g x , x , x [ col h0 x , 0, x , h0 x , x , 0 , h0 0, x , x . .  .  .  . .1 2 3 1 1 3 2 1 2 3 2 3
w x  .3Next, for l g 0, 1 , we consider the equation in R ,q
1 y l h0 x , 0, x q l R y x y h x s 0, .  .  .1 1 3 1 3
1 y l h0 x , x , 0 q l R y h x y x s 0, .  .  .2 1 2 1 2 23 .
1 y l h0 0, x , x q l R y h x y x s 0, .  .  .3 2 3 2 3
where h G 1 is a suitable constant to be fixed later.
 .  .3  .Suppose that z s z , z , z g R is a solution of 23 for some1 2 3 q
x x  .l g 0, 1 the case l s 0 is already included in the previous step . If, by
0 . 0 .contradiction, z G R, we have that h z , 0, z F h z , 0, 0 - 0 and1 1 1 3 1 1
 .therefore, from the first equation in 23 , we obtain that l s 1, z s 0 and3
 .z s R. Then, by the third equation in 23 , we have z s Rrh and this1 2
 .yields to a contradiction with the second equation in 23 . Hence, we find
that z - R. Similarly, we can show that z - R and z - R.1 2 3
0 .As h 0, 0, 0 ) 0, we have that z / 0. So, suppose that z ) 0. Wei 1
claim that also z ) 0 and z ) 0. At first, suppose by contradiction that2 3
 .z s z s 0. In this case, from the third equation in 23 , we have that2 3
 . 0 . 0 .1 y l h 0, 0, 0 q lR s 0, which is impossible as h 0 ) 0.3 3
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Next, suppose by contradiction that z ) 0 and z s 0. In this case,2 3
 .using z - R, we find that l - 1 and thus, from the first equation in 23 ,1
0 .we have that h z , 0, 0 - 0. This implies that z ) u . Now, by the1 1 1 1
monotonicity of h0 with respect to the first variable, and using condition2
0 0 0 .  .  .  .A , we find that h z , z , 0 F h u , z , 0 - m h u , z , 0 F1 2 1 2 2 1 2 1 1 1 2
0 .  .m h u , 0, 0 s 0. Hence, from the second equation in 23 , we obtain that1 1 1
 .R y hz y z ) 0 and then z - Rrh, with z ) u ) d . Thus we get a1 2 1 1 1
contradiction if we have chosen at the beginning
h G Rrd . 24 .
In the same manner, if we suppose by contradiction that z s 0 and2
z ) 0, then, using z - R, we find that l - 1 and from the third equation3 3
0 .  .in 23 , we have that h 0, 0, z - 0. This implies that z ) u . Now, by3 3 3 3
the monotonicity of h0 with respect to the third variable, and using1
0 0 0 .  .  .  .condition A , we find that h z , 0, z F h z , 0, u - m h z , 0, u3 1 1 3 1 1 3 3 3 1 3
0 .  .F m h 0, 0, u s 0. Hence, from the first equation in 23 , we obtain3 3 3
 .that R y z y hz ) 0 with z ) u ) d . Thus we get again a contradic-1 3 3 3
 .tion if 24 is assumed.
 .Therefore, under the supplementary assumption 24 , we have proved
that z ) 0, for i s 1, 2, 3, when z ) 0. In the same manner, one cani 1
check that if z ) 0 or if z ) 0, then all the other components are2 3
positive.
 .  .3We have thus proved that system 23 in R has all its solutionsq
w x3 w x3contained in 0, R and no solution on the boundary of 0, R . Hence, we
 .have that for « ) 0 sufficiently small, all the solutions of 23 for any
w xl g 0, 1 are contained in V . By the homotopic invariance of the Brouwer«
degree, we find that
deg g , V , 0 s deg R ? 1 y M , V , 0 s ydeg M , V , R ? 1 , .  .  .« « «
 .where 1 s col 1, 1, 1 s e q e q e and1 2 3
1 0 h
h 1 0M s . 00 h 1
Since det M s 1 q h 3 ) 0 and the equation M x s R ? 1 has the unique
 .y1solution x s h q 1 R ? 1, which is positive in all its components, we
immediately obtain that
deg R ? 1 y M , V , 0 s ydeg M , V , R ? 1 s ysgn det M s y1. .  .  .« «
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Therefore, we have proved that
30 qd h , R / 0 . .
and the proof of Theorem 1 is completed.
Remark 2. We notice that a variant of Theorem 1 could be obtained,
 U .replacing condition H with condition3
 UU .H For i s 1, 2, 3, there are positive constants m and T-periodic3 i
continuous maps g : R ª R, with HT g G 0, such that, for any « ) 0, thei 0 i
functions
f t [ inf m h t , x , x , 0 y h t , x , x , 0 , 4 .  .  .« , 1 1 1 1 2 2 1 2
0Fx F1r«1
«Fx F1r«2
f t [ inf m h t , 0, x , x y h t , 0, x , x , 4 .  .  .« , 2 2 2 2 3 3 2 3
0Fx F1r«2
«Fx F1r«3
and
f t [ inf m h t , x , 0, x y h t , x , 0, x , 4 .  .  .« , 3 3 3 1 3 1 1 3
0Fx F1r«3
«Fx F1r«1
satisfy
w xf t G g t , ; t g 0, T and f / g . .  .« , i i « , i i
Remark 3. It is clear that the cyclic symmetry of the form x 4 x ,1 2
 U .x 4 x and x 4 x , which is implicit from condition H can be2 3 3 1 3
replaced by another condition which implies a cyclic symmetry of the form
x 4 x , x 4 x and x 4 x . This would yield, when applied to system1 3 3 2 2 1
 .  .  .13 with p s p , a condition of the form b t G 1 G a t , with the stricti j i i
inequalities on sets of positive measure for the a 's or for the b 's.i i
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