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Abstract
We compute the partition function on S3 of 3d N = 4 theories which arise as the
low-energy limit of 4d N = 4 super Yang-Mills theory on a segment or on a junction, and
propose its 1d interpretation. We show that the partition function can be written as an
overlap of wavefunctions determined by the boundary conditions. We also comment on
the connection of our results with the 4d superconformal index and the 2d q-deformed
Yang-Mills theory.
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1 Introduction
The aim of this note is to study the partition function on S3 of a class of 3dN = 4 theories
which arise as the 4d N = 4 theory with gauge group G = SU(N) put on a segment or a
junction. We will see that the resulting partition function can be understood in terms of
an overlap of wavefunctions, associated to the boundary conditions of the segment or the
junction.
The first class of theories we discuss is the T σρ [SU(N)] theory introduced in [1], where
ρ and σ are partitions of N . This arises as the low energy limit of 4d N = 4 SU(N) Yang-
Mills on a segment with two boundary conditions labeled by ρ and σ, with an S-duality
wall between them (see Fig. 1). This theory has mass deformations ζ and m associated to
ρ and σ, respectively. We evaluate the partition function of this theory using the matrix
model reduction [2] and will find that it has a universal form
Z[T σρ [SU(N)]] = 〈ρ, ζ |S|σ,m〉 . (1.1)
Here, the kets |ρ, ζ〉, |σ,m〉 are states in the Hilbert space H, the space of wavefunctions
defined on the Weyl chamber of SU(N) Lie algebra, and S is essentially the Fourier
transformation on it. This result has the following natural interpretation. We have the
4d theory on S3 times an interval. When the size of S3 is small, the system can be
regarded as a 1d theory on the segment, with initial and final states determined by the
boundary conditions. The segment represents a time evolution and the S-duality wall
inserts a corresponding operator S to the theory. By taking the limit where the segment
is also short, the time evolution drops out, and we have an overlap of wavefunctions (1.1).
(σ,m)
S-duality wall
(ρ, ζ)
= 〈ρ, ζ |S|σ,m〉
Figure 1: A graph with two boundary conditions ρ and σ. The wavy line represents an
S-duality wall.
The second class of the theories we discuss is the 3d version of the T ρ1,ρ2,ρ3N theory
introduced in [3]. The 4d version of this theory is generically non-Lagrangian, and the
expression of its superconformal index is recently conjectured in [4] via its relation to the
1
q-deformed two-dimensional Yang-Mills. When it is put on S1 and the low-energy limit
is taken, this theory has a mirror quiver description [5] and the partition function can be
calculated using the partition function of T σρ [SU(N)]. We find that the partition function
is given by
Z[T ρ1,ρ2,ρ3N ] = 〈〈〈TN | (|ρ1, ζ1〉 ⊗ |ρ2, ζ2〉 ⊗ |ρ3, ζ3〉) , (1.2)
where |TN〉〉〉 is a state defined in H3 by the TN = T
[1,...,1],[1,...,1],[1,...,1]
N theory. See Fig. 2.
ρ1
ρ2ρ3
TN
= 〈〈〈TN | (|ρ1, ζ1〉 ⊗ |ρ2, ζ2〉 ⊗ |ρ3, ζ3〉)
Figure 2: A trivalent graph with three boundary conditions ρ1, ρ2 and ρ3. |TN〉〉〉 acts as
a boundary condition at the center of the trivalent vertex.
We will see that this form (1.2) naturally arises as the small-radius limit of the su-
perconformal index of the 4d T ρ1,ρ2,ρ3N theory proposed in [4], following the procedure of
[6, 7, 8]. One essential ingredient in their proposal was the character χRλ(U) of a group
element U in the representation R whose highest weight is λ. The limit is taken by first
setting
2πm ∼ −βλ , U ∼ diag(e−iβζ1 , e−iβζ2 , . . . , e−iβζN ) , (1.3)
and letting β → 0, keeping ζ and m fixed. We will see that, roughly speaking,
χR(U)→ 〈ζ |S|m〉 , (1.4)
in the small β limit. Thus, two distinct mathematical objects, the representation R
and the group element U both become the Lie-algebra-valued objects ζ and m, and are
completely on the same footing in 3d.
The rest of the paper is organized as follows. After briefly reviewing the 4d N = 4
theory on a segment in Sec. 2.1, we compute in Sec. 2.2 and 2.3 the partition function
of the T σρ [SU(N)] theory by localization [2], and find a succinct expression with manifest
mirror symmetry. In Sec. 2.4, we give an interpretation of the partition function as an
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overlap of wavefunctions of a 1d theory on the segment. In Sec. 3, we show that the
partition function of the 3d theory T ρ1,ρ2,ρ3N arises as a limit of the superconformal index
of the 4d theory T ρ1,ρ2,ρ3N . We also comment on the relation of our 1d system with the
q-deformed 2d Yang-Mills theory. We conclude with a short discussion in Sec. 4. We have
a few appendices: in Appendix A, B, C and D, we provide further details of calculations,
checks and proofs. In Appendix E, we show the En invariance of the partition function
of the mirror quiver of the 3d En theories.
Note: When the authors barely started preparing the manuscript, the paper [9] ap-
peared, which has a substantial overlap of wavefunctions with this manuscript. The
paper [10] also has a small overlap.
2 T σρ [SU(N)]
2.1 4d Super Yang-Mills on a Segment
Let us put 4d N = 4 theory with gauge group G = SU(N) on a segment, with half-BPS
boundary conditions at the ends. To describe the boundary conditions, we split six scalar
fields Φ1,...,6 of the theory into ~X = X1,2,3 and ~Y = Y1,2,3. From the viewpoint of the 3d
theory, ~X is in the vector multiplet and ~Y is in the hypermultiplet. Let us denote by y
the distance to the boundary. A class of boundary conditions which preserves a fixed half
of 32 supercharges is described by an embedding ρ : SU(2)→ SU(N), which controls the
Nahm pole of ~X close to y = 0:
Xi ∼ ρ(ti)/y , (2.1)
where ti (i = 1, 2, 3) are three generators of SU(2). Note that ρ is specified by a partition
N = n1+n2+· · ·+nk, which we denote by ρ = [n1, . . . , nk]. We order ni so that ni ≥ ni+1.
Then
ρ(t3) = i diag(
n1 − 1
2
, . . . ,
1− n1
2︸ ︷︷ ︸
n1
, . . . ,
nk − 1
2
, . . . ,
1− nk
2︸ ︷︷ ︸
nk
) . (2.2)
Let wk the number of times the integer k appears in the partition ρ. Then the subgroup
of SU(N) commuting with ρ(SU(N)) is given by
Gρ = S[U(w1)× U(w2)× · · ·U(wN)] ⊂ SU(N) , (2.3)
and it remains as the flavor symmetry acting on the boundary. We denote this boundary
condition by ρX . We can similarly consider the boundary condition ρY . These boundary
3
conditions preserve dilatation centered at the boundary. One can modify the boundary
condition (2.1) so that one has
Xi ∼ ρ(ti)/y + δi,3m , (2.4)
where m is in the Cartan of the Lie algebra of Gρ:
m = i diag(m1, . . . , m1︸ ︷︷ ︸
n1
, . . . , mk, . . . , mk︸ ︷︷ ︸
nk
) . (2.5)
When ρ = [1, . . . , 1], there is no Nahm pole. We refer to this boundary condition as the
Dirichlet boundary condition.
Let us consider a domain wall, which we call the S-duality wall, across which the
S-duality of N = 4 super Yang-Mills is taken. We put the 4d N = 4 theory on a segment,
with σX on the left and ρY on the right, and the S-duality wall in between. The low-
energy limit is called T σρ [SU(N)] [1]. Recalling that
~X and ~Y are in the vector and the
hypermultiplet, respectively, we find that T ρσ [SU(N)] is the 3d mirror of T
σ
ρ [SU(N)]. For
convenience, when ρ or σ is equal to [1, . . . , 1], we often drop it from the notation. For
example, Tρ[SU(N)] is an abbreviation for T
[1,...,1]
ρ [SU(N)].
S-duality wall
ρX ρXσYσY
S-duality wall
Figure 3: Mirror symmetry between T σρ and T
ρ
σ theories. The low-energy theory is called
T σρ when the S-duality wall is close to the right boundary ρX , while it is called T
ρ
σ when
the wall is close to the left boundary σY .
4d N = 4 SU(N) super Yang-Mills arises as the low-energy limit of the theory on N
D3-branes. Then, ρX for ρ = [n1, . . . , nk] is realized by putting k D5-branes extending
along ~X , so that ni D3-branes end on the i-th D5-brane.
This allows us to find a linear quiver realization of Tρ[G]: we move the S-duality
wall to the boundary specified by ρ = [n1, . . . , nk], turning D5-branes to NS5-branes.
Rearranging them so that the low-energy gauge group can be straightforwardly read off,
we find that the low-energy limit is given by the quiver gauge theory shown in Fig. 4 with
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w1
v1vk−1 vk−2
wk−1 wk−2
Figure 4: The quiver for T σρ (SU(N)) theory. A circle represents U(vi) gauge groups, a box
represents U(wi) flavor symmetry, and the line connecting two unitary groups represents
hypermultiplets in the bifundamental representation.
gauge groups U(vi) (i = 1, . . . , k − 1) where
vk−1 = nk , vi = vi+1 + ni+1 for i = 1, . . . , k − 1 . (2.6)
with N additional flavors for U(v1).
The quiver for T ρσ (SU(N)) can also be found by rearranging the NS5- and D5-branes.
See Fig. 5 for an example. The result is again of the form given in Fig. 4. It has gauge
groups U(vi) with wi additional flavors for i = 1, . . . , k − 1. Here, vi and wi are related
to ρ = (ni) and σ = (νi) as follows:
σ = [k − 1, . . . , k − 1︸ ︷︷ ︸
wk−1
, . . . , s, . . . , s︸ ︷︷ ︸
ws
, . . .] , (2.7)
and
nk = vk−1, ni = ni+1 − 2vi + (wi + vi+1 + vi−1) for i = 1, . . . , k − 1 . (2.8)
See an example in Fig. 5. This rule was originally written down from the consideration
of the Higgs branch in [11]; it can also be derived from the brane rearrangement in [1].
The theory T σρ [G] is known to be empty [11, 1] unless σ
T ≥ ρ, where ρ′ ≥ ρ is defined
by the condition
k∑
i
n′i ≥
k∑
i
ni for all k , (2.9)
and σT denotes the transpose of σ. ρ′ ≥ ρ is equivalent to ρT ≥ ρ′T . This condition
ensures vi > 0.
We can deform the boundary conditions by the mass deformations m, ζ for σ, ρ,
respectively. In terms of the linear quiver, m comes from the mass parameters of wi
fundamentals, and ζ comes from the Fayet-Iliopoulos (FI) parameters αi of U(vi).
The partition function of this theory on S3 can be exactly evaluated by a matrix
integral [2], composed from the following ingredients:
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Figure 5: An example of brane construction of T σρ [SU(N)] theory with ρ = [1, 1, 1, 1]
and σ = [2, 1, 1]. The circle “⊗” stands for an NS5-brane, and the dotted and solid
lines denote D5- and D3-branes, respectively. When 5-branes are rearranged, some of
D3-branes are annihilated due to the Hanany-Witten effect [12].
• For each gauge group U(vi), we have integration variables σi = (σi,1, . . . , σi,vi) with
the measure
1
N !
∫
dσi∆
2(σi) , (2.10)
where
∆(σ) =
∏
a<b
sinh π(σa − σb) . (2.11)
• We have a factor exp(2πiαi
∑
a σi,a) coming from the FI term.
• Each bifundamental of U(vi)×U(vi+1) contributes a factor in the integrand∏
a,b
1
cosh π(σi,a − σi+1,b) .
(2.12)
• Each fundamental of mass m of U(vi) contributes a factor in the integrand∏
a
1
cosh π(σi,a −m) .
(2.13)
We denote the resulting partition function by Z[T σρ [SU(N)]](ζ,m).
2.2 T [SU(N)]
We begin with the partition function of the theory T [SU(N)], whose quiver diagram is
shown in Fig. 6. We have mass parameters m = (m1, . . . , mN) and FI parameters α =
(α1, . . . , αN−1). We define ζ = (ζ1, . . . , ζN) via the relation αi = ζi+1−ζi (i = 1, . . . , N−1).
Both m and ζ are subject to the constraints
∑
imi =
∑
i ζi = 0 of the SU(N) group.
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21
αN−1
NN − 1
αN−2 m1 · · · mNα1
Figure 6: A quiver diagram of the T [SU(N)] theory.
The partition function of this theory is given by a concise expression, with manifest
mirror symmetry [9, 10]:
Z[T [SU(N)]](ζ,m) =
1
N !
∑
w∈W (−1)
we2πim·w(ζ)
∆(m)∆(ζ)
. (2.14)
Here, ∆(ζ) is the sinh Vandermonde determinant
∆(ζ) =
∏
i<j
sinh π(ζi − ζj) , (2.15)
and w is an element of the Weyl groupW of SU(N), acting on the mass and FI parameters
by permutation, i.e., m · w(ζ) =
∑
imi ζw(i).
It is natural to generalize the expression (2.14) to an arbitrary gauge group. The
expression is manifestly invariant under the S-duality G↔ G∨
Z[T (G)](ζ,m) =
1
|W |
∑
w∈W (−1)
l(w)e2πim·w(ζ)
∆G(m)∆G∨(ζ)
, (2.16)
where W is a Weyl group of the gauge group G, and l(w) is the length of the Weyl group
element, and
∆G(m) =
∏
λ : roots of G
sinh(πλ ·m) . (2.17)
2.3 T σρ [SU(N)]
Let us next describe the partition function of T σρ [SU(N)]. For ρ = [n1, . . . , nk], we have
FI terms αi assigned to the quiver. We then define ζρ in the Cartan of G as
ζρ = ρ(t3) + diag(ζ1, . . . , ζ1︸ ︷︷ ︸
n1
, . . . , ζk, . . . , ζk︸ ︷︷ ︸
nk
) , (2.18)
where
ζs =
s−1∑
t=0
αt , (α0 = 0) . (2.19)
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See Fig. 7a for an example.
For σ = [ν1, . . . , νκ], we have mass terms m˜a,s of the s-th fundamental hypermultiplet
of U(va), where s = 1, . . . , wa. We then define m in the Cartan of G as
mσ = σ(t3) + diag(mκ, . . . , mκ︸ ︷︷ ︸
ν1
, . . . , m1, . . . , m1︸ ︷︷ ︸
νκ
) , (2.20)
where
m = (m˜1,1, . . . , m˜1,w1, . . . , m˜k−1,1, . . . , m˜k−1,wk−1) . (2.21)
See Fig. 7b for an example.
We then define a reduced Vandermonde determinant ∆ρ(ζ) as a product of a Vander-
monde determinant for variables associated with boxes in each row, i.e.,
∆ρ(ζ) =
∏
i
∏
a<b
sinh π((ζρ)i,a − (ζρ)i,b) , (2.22)
where the indices a, b run over boxes in a given row.
Then, we propose that the partition function of T ρσ [SU(N)] is given by
Z[T σρ [SU(N)]](ζ,m) =
1
N !
∑
w∈W (−1)
we2πimσ ·w(ζρ)
∆σ(m)∆ρ(ζ)
. (2.23)
making the mirror symmetry manifest. A few examples confirming this proposal are
presented in Appendix A, and we present a proof of (2.23) when σ = [1, . . . , 1] in Appendix
B. We provide another consistency check in Appendix C by showing that our answer
(2.23) is non-zero only when σT ≥ ρ, which agrees with the fact that T σρ is non-empty
only when σT ≥ ρ, as we recalled in Sec. 2.1.
Note that the real parts of ζ and m defined in (2.18) and (2.20) is in the Cartan of the
flavor symmetry Gρ or Gσ, but the imaginary parts of ρ(t3) and σ(t3) are not. In fact,
the vector ζ is exactly of the form that the state with momentum ζ in the Toda theory is
a unitary, semi-degenerate state of type ρ [13, 14]. This is natural from the point of view
of [15] where the T σρ theory acts as a duality kernel of the Toda theory.
2.4 1d Interpretation of the Partition Function
The partition function of the T [SU(N)] theory (2.14) is a Weyl-invariant kernel for the
Fourier transformation1. Using the standard measure
∫
dm∆(m)2 of the matrix model
1The role of the Fourier transformation in mirror symmetry is discussed in [16, 17].
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a)
1 3 5 8
m1 · · · m8αβγ
− i2
i
0
−i
α + β
+γα +
i
2
α− i2
α + β
α + β
+ i2
b)
1 3 5 5 5
1 12
2 4
α2α7 α1
m2,1 m2,2m3 m1
α6 α5 α4 α3
m3
m3 − i
m1m2,2 +
i
2
m2,2 −
i
2
m2,1 +
i
2
m2,1 −
i
2
m3 + i
Figure 7: a) An example of the general rule defining ζ in terms of FI parameters
associated with Tρ[SU(N)] theory. The reduced Vandermonde determinant becomes
∆ρ(ζ) = (cosh πα)
2(sinh πβ)2 cosh πγ (cosh π(α + β))2 cosh π(β + γ) sinh π(α + β + γ).
If the flavor symmetry is taken as U(8) symmetry and given an FI parameter δ, all the
parameters in the Young diagram will be shifted by δ. b) An example of the general rule
for defining m in terms of mass parameters associated with T ρ[SU(N)] theory. This is
mirror to the theory above.
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of [2], one can prove the following identity:∫
dζ ∆2(ζ)Z[T [SU(N)]](m, ζ)Z[T [SU(N)]](ζ,m′) =
δW (m,m
′)
∆2(m)
, (2.24)
where δW (m,m
′) is the Weyl-invariant delta function defined by
δW (m,m
′) =
1
N !
∑
w∈W
(−1)wδ(m− w(m′)) . (2.25)
The theory T [SU(N)] comes from a 4d theory on a segment with an S-duality wall in
between two Dirichlet conditions. Then it is natural to interpret Z[T [SU(N)]](ζ,m) as
the matrix element of the operator S of the 1d quantum mechanical system:
Z[T [SU(N)]](ζ,m) = 〈ζ |S|m〉 , (2.26)
where |m〉 and |ζ〉 are two states in H, the space of functions on the Cartan of the Lie
algebra of the gauge group SU(N). We assume that the states |m〉 satisfy
〈m|m′〉 =
δW (m,m
′)
∆2(m)
, and
∫
dm∆2(m)|m〉〈m| = 1 . (2.27)
Then the relation (2.24) is equivalent to S2 = 1. Intriguingly, the measure factor is the
Vandermonde determinant of SL(N,R) group, not of SU(N) group we started with. The
wavefunction can also be thought of that of N fermionic particles moving on a line. The
Hamiltonian cannot, however, be determined from this analysis.
The partition function Z[T σρ [SU(N)]] can now be written as
Z[T σρ [SU(N)]](ζ,m) = 〈ρ, ζ |S|σ,m〉 , (2.28)
where the state |ρ, ζ〉 is given by the wavefunction
〈m|ρ, ζ〉 =
δW (m, ζρ)
∆(m)∆ρ(ζ)
. (2.29)
3 TN and q-deformed 2d Yang-Mills
Another important boundary condition [5] is defined at the junction of three edges. We
consider the simplest one, which gauges the diagonal combination of three SU(N)s. Now
we put one S-duality wall on each segment, and put the boundary conditions ρ1,2,3Y at
the other ends. The low-energy limit is the 3d version of T ρ1,ρ2,ρ3N , which can also arise as
10
a)
ρ2
S-duality
wall
ρ1
ρ3
⇐⇒ b)
ρ3
ρ1
ρ2
Figure 8: 4d SYM put on a junction, in two S-dual descriptions. a) When three S-duality
walls are close to the junction, we have the TN theory at the center, and Nahm poles
ρ1,2,3 at the other ends of the segments. This figure represents the same theory as that
of Fig. 2. b) When each S-duality wall is close to each end of three segments, we have a
theory given by a star-shaped quiver. These theories are mirror to each other.
the S1 compactification of the 4d T ρ1,ρ2,ρ3N theory [5]. If we put all three S-duality walls
very close to the junction, as shown in Fig. 8a, we have Nahm poles at the ends and the
theory TN = T
[1,...,1],[1,...,1],[1,...,1]
N at the center, giving a non-Lagrangian theory. If we put
all three S-duality walls very close to the ends of three segments, as shown in Fig. 8b, we
go to a mirror description which is given by a star-shaped quiver. In this description the
evaluation of the partition function is simple, and we obtain
Z[T ρ1,ρ2,ρ3N ](ζ1, ζ2, ζ3) =
∫
dm∆2(m)
3∏
i=1
Z[Tρi [SU(N)]](ζi, m) , (3.1)
= 〈〈〈TN | (|ρ1, ζ1〉 ⊗ |ρ2, ζ2〉 ⊗ |ρ3, ζ3〉) , (3.2)
where |TN〉〉〉 is a state in H3 and is the wavefunction determined by the TN theory:
Z[TN ](ζ1, ζ2, ζ3) = 〈〈〈TN | (|ζ1〉 ⊗ |ζ2〉 ⊗ |ζ3〉) . (3.3)
This class includes the 3d version ofE6,7,8 theory; they are respectively T
[1,1,1],[1,1,1],[1,1,1]
3 ,
T
[1,1,1,1],[1,1,1,1],[2,2]
4 and T
[1,1,1,1,1,1],[2,2,2],[3,3]
6 . The mirror of these theories are Lagrangian the-
ories whose quiver diagrams are given by the extended Dynkin diagram of En. We will
prove the invariance of the partition function of these theories under the Weyl group of
E6,7,8 in Appendix E.
This result can be compared with the superconformal index of the 4d version of T ρ1,ρ2,ρ3N
theory proposed in [4]:
Iρ1,ρ2,ρ3(U1, U2, U3) = Nρ1,ρ2,ρ3(q)
∑
λ
1
dimqRλ
3∏
s=1
Aρs(Us)χRλ(Us) . (3.4)
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This formula is proven for N = 2, and there are many checks for N > 2 with various
types of punctures. Let us describe the quantities used in the formula.
• q = e−β measures the ratio of the radii of S1 and S3.
• Us (s = 1, 2, 3) is a diagonal matrix encoding the chemical potentials of the flavor
symmetries
Us = diag(e
−iβ(ζρs )j ) , (3.5)
where ζρs is chosen to have the form (2.18) for ρ = ρs, see [4].
• Rλ is the irreducible representation of SU(N) with highest weight λ.
• χRλ(U) is the character of U = diag(q
iζj) in the representation Rλ, given by the
Weyl character formula
χRλ(U) =
∑
w∈W (−1)
we−iβζ·w(λ+̺)
i
N(N−1)
2
∏
j<k sin
β
2
(ζj − ζk)
, (3.6)
where ̺ is the Weyl vector.
• dimq Rλ is the q-deformed dimension :
dimq Rλ =
∏
j<k
sinh β
2
(λj − λk + k − j)
sinh β
2
(k − j)
. (3.7)
• Aρ(U) is a normalization factor for each ρ, known to be
A[1,...,1](U) = exp
[
∞∑
n=1
qn
1− qn
1
n
χadj(U
n)
]
, (3.8)
for ρ = [1, . . . , 1];
A[N−1,1](U) = exp
[
∞∑
n=1
q
N
2
n
1− qn
aNn + a−Nn
n
]
, (3.9)
for ρ = [N − 1, 1] and U = diag(aq
N−2
2 , . . . , aq
2−N
2 , a1−N); and
A[2,2](U) = exp
[
∞∑
n=1
qn(1 + qn)
1− qn
a2n + a−2n
n
]
, (3.10)
for ρ = [2, 2] and U = diag(aq1/2, aq−1/2, a−1q1/2, a−1q−1/2). The general form is not
yet known.
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• Finally, Nρ1,ρ2,ρ3 is a normalization factor independent of the chemical potentials U .
The β → 0 limit [6, 7, 8] can be taken nicely by defining
2πm = −βλ , (3.11)
keeping m fixed. This converts the sum over λ to an integral over m. As for the integrand,
we find
χR(U)→
∑
w∈W (−1)
we2πim·w(ζ)∏
j<k(ζj − ζk)
, dimq R→
∆(m)∏
j<k(j − k)
, (3.12)
in the β → 0 limit, up to a divergent overall factor only depending on β. Similarly,
Aρ(U)→
∏
j<k((ζρ)j − (ζρ)k)
∆ρ(ζ)
, (3.13)
for the known cases ρ = [1, . . . , 1], ρ = [N − 1, 1] and ρ = [2, 2]. See Appendix D for
details. Assuming the validity of (3.13) for general ρ, the β → 0 limit of (3.4) becomes
(3.2). This analysis can be thought of as another check of the general proposal in [4], and
also a clue to find a general formula for the normalization factor Aρ(U).
Intriguingly, a discrete label λ for the representation R becomes a continuous param-
eter m. The parameter U in the group became a parameter in the Lie algebra ζ . Then
the pairing χR(U) became 〈m|S|ζ〉, in which ζ and m play symmetric roles, which was
not the case in 4d.
4 Remarks
In this paper, we studied the partition functions of 3d theory T σρ [SU(N)] and T
ρ1,ρ2,ρ3
N ,
which arise as the low-energy limit of 4d N = 4 SYM placed on a segment and a junction
with half-BPS boundary conditions. The theory T ρσ [SU(N)] has a linear quiver descrip-
tion, which makes it possible to perform the evaluation of the partition function. We
saw that the partition function is given by the overlap of wavefunctions given by two
boundary conditions, making the 3d mirror symmetry of T ρσ and T
σ
ρ manifest.
The theory T ρ1,ρ2,ρ3N is usually non-Lagrangian, but its 3d mirror has a Lagrangian
description, with which the partition function can be readily evaluated. We saw that the
result again admits an interpretation in terms of the overlap of the wavefunctions. We
also successfully compared the partition function of T ρ1,ρ2,ρ3N with the zero-radius limit
of the superconformal index of the corresponding 4d theory. We pointed out that the
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representation label and the holonomy label both reduce to the labels in the Cartan of
the Lie algebra and to play symmetric roles.
One shortcoming in our analysis is that we only studied the 4d theory on a segment
in the limit where the length of the segment can be ignored. Therefore we could only
identify the wavefunctions of our quantum mechanical system. It would be desirable to
study the theory at nonzero length of the segment. This would enable us to determine
the Hamiltonian of the 1d theory.
Another is our cursory analysis of the relation to the q-deformed Yang-Mills. In [4]
the equivalence of the superconformal index with the partition function of the q-deformed
2d Yang-Mills was discussed. The system treated in this note is a reduction on S1 × S˜1
of this higher dimensional system. This point deserves further study. The relation to 3d
SL(N,R) Chern-Simons theory [18, 19] which should be behind the q-deformed Yang-
Mills will also be interesting.
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A Examples
In this Appendix we present several explicit examples of our 3d partition functions. These
examples serve as the checks of mirror symmetry as well as the expressions given in the
main text.
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Figure 9: T[2,1,1][SU(4)] theory and the assignment of the FI parameters to a given Young
diagram .
A.1 T σρ [SU(4)]
We begin with T[2,1,1][SU(4)] theory whose quiver is given in Fig. 9. The partition function
of this theory is given by (σ2 = (σ2,1, σ2,2))
Z[T[2,1,1][SU(4)]] =
∫
dσ2dσ1∆
2(σ2)
e2πi(α[σ2]+βσ1)
c(σ2 − σ1)c(m− σ2)
, (A.1)
where we used a shorthanded notation
dσ :=
∏
i
dσi , [σ] :=
∑
i
σi , (A.2)
and
c(σ − ρ) :=
∏
i,j
cosh π(σi − ρj) , s(σ − ρ) :=
∏
i,j
sinh π(σi − ρj) , (A.3)
for vectors σ = (σ1, . . . , σk) and ρ = (ρ1, . . . , ρk). After evaluating the integral, we have
Z[T[2,1,1][SU(4)]] =
1
∆(m)∆˜(α)
[
e2πi(α+β)m1+αm2 sinh π(m3 −m4)± (perm.)
]
, (A.4)
where we have 4! signed permutations of mi such that the expression is invariant under
permutations of mi, and we have defined
∆˜(α) = cosh(πα) sinh(πβ) cosh(π(α + β)) . (A.5)
The first term inside the bracket can be written as∑
w∈W
e2πiζ·w(m) where ζ =
(
α + β, α,
i
2
,−
i
2
)
. (A.6)
Moreover, ∆˜(α) is equivalent to ∆[2,1,1](ζ). The graphical rule for representing ζ is also
shown in Fig. 9.
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2 2
21
1
m1
γ β α
m2 m3
Figure 10: A quiver diagram of T [2,1,1][SU(4)] theory.
A mirror theory is a T [2,1,1][SU(4)] theory with a quiver shown in Fig 10. The partition
function is given by
Z[T [2,1,1][SU(4)]] =
∫
dσ3dσ2dσ1∆
2(σ2)∆
2(σ3)
·
e2πi(α[σ3]+β[σ2]+γσ1)
c(σ2 − σ1)c(m1 − σ2)c(σ3 − σ2)c(σ3 −m2)c(σ3 −m3)
, (A.7)
where we used the shorthanded notation: σi = (σi,1, σi,2) (i = 2, 3). After integration,
one finds that it takes the same form as in (A.4) with the change of the parameters:
m1 → −α−
β
2
, m2 → −
β
2
, m3 →
β
2
, (A.8)
α→ m3 −m4 , β → m2 −m3 , γ → m1 −m2 ,
and we thus checked the mirror symmetry between the T [2,1,1][SU(4)] and T[2,1,1][SU(4)]
theories by explicit calculation of the partition functions.
11 21
m3 αβ m1 m2
Figure 11: A quiver diagram of T
[2,1,1]
[2,1,1] [SU(4)] theory.
We give one more example with self-mirror symmetry: T
[2,1,1]
[2,1,1] [SU(4)] theory, with the
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quiver diagram shown in Fig. 11. The partition function is given by
Z[T
[2,1,1]
[2,1,1] [SU(4)]] =
∫
dσ1dσ2
e2πi(ασ2+βσ1)
cosh π(σ2 −m1) cosh π(σ2 −m2) cosh π(σ2 − σ1) cosh π(σ1 −m3)
= −i
[
e2πi(α+β)m1
sinh πm12 cosh πm13 sinh πβ cosh π(α + β)
−
e2πi(α+β)m2
sinh πm12 cosh πm23 sinh πβ cosh π(α + β)
+
e2πi(αm3+βm1)
sinh πm12 cosh πm13 cosh πα sinh πβ
−
e2πi(αm3+βm2)
sinh πm12 cosh πm23 cosh πα sinh πβ
+
ie2πi(α+β)m3
cosh πm13 cosh πm23 cosh πα cosh π(α + β)
]
, (A.9)
where mij := mi −mj . This can be put into the form (2.23). This partition function is
invariant under the following replacements of the parameters:
m1 ↔
α + β
2
, m2 ↔
α− β
2
, m3 ↔ −
α + β
2
. (A.10)
We have confirmed that the T
[2,1,1]
[2,1,1] [SU(4)] theory is self-mirror as is expected.
A.2 SU(M) Theory with N Flavors
α m1 · · ·mN
M N
−N−M−1
2
i
α− M−12 i
α + M−1
2
iN−M−1
2
i
Figure 12: SU(M) theory with N flavors. A corresponding Young diagram is also shown
with an assignment of the FI parameters.
Next, let us consider T[N−M,M ][SU(N)] theory, namely, SU(M) theory with N flavors.
The corresponding quiver and the Young diagram are shown in Fig. 12. The partition
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function is given by
Z[T[N−M,M ][SU(N)]] =
∫
dσ∆2(σ)
e2πiα
∑M
i=1 σi∏N
a=1
∏M
i=1 cosh π(σi −ma)
. (A.11)
One can integrate out σi one by one picking up a single pole at ma+
2n+1
2
i (n = 0, 1, . . . ).
Each pole contributes a term (−1)nNe−(2n+1)πα that can be summed up to be
1
sinh πα
for N : even ,
1
cosh πα
for N : odd . (A.12)
Then we obtain
Z[T[N−M,M ][SU(N)]] =
1
∆˜(α)∆(m)
[
e2πiα
∑M
i=1 mi
∏
i<j≤M
sinh π(mi −mj)
·
∏
M<a<b
sinh π(ma −mb)± (perm)
]
, (A.13)
where
∆˜(α) =

 (sinh πα)
M for N : even ,
(cosh πα)M for N : odd .
This is reproduced by (2.23).
B Inductive Proof of Z[Tρ[SU(N)]]
Here we prove the expression for Z[T σρ [SU(N)]] (2.23) when σ = [1, . . . , 1]. The proof pro-
ceeds by induction with respect to the length of the quiver, and computation is essentially
the same as in the previous example in Appendix A.2.
Suppose that (2.23) holds for Tρ[SU(NM)], whose quiver is given by
SU(NM)−U(NM−1)− .....− U(N1) . (B.1)
We would like to show that (2.23) is true for Tρ′ [SU(NM+1)], which has a quiver
SU(NM+1)−U(NM )−U(NM−1)− .....− U(N1) . (B.2)
We begin with the expression for Z[Tρ[U(NM)]] (we neglect the overall normalization
constant in this Appendix):
Z[Tρ(U(NM))](σM , ζ) =
∑
w∈SNM
(−1)we2πiσM ·w(ζρ)
∆ρ(ζ)∆(σM)
, (B.3)
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where we do not impose the constraint
∑
i σM,i = 0. We then have
Z[Tρ′ [SU(NM+1)]] =
∫
dσM ∆
2(σM )
1
c(σM −mM+1)
Z[Tρ[U(NM)]](σM , ζρ) ,
=
1
∆ρ(ζ)
∫
dσM ∆(σM)
∑
w∈SNM
(−1)we2πiσM ·w(ζρ)
c(σM −mM+1)
,
where we used the notation of Appendix A. We can evaluate this integral by closing
the contour and summing up contributions from poles in the integrand. For an integral
with respect to σM,i, the poles are located at σM,i = m4,k + i(n + 1/2), where k ∈ J :=
{1, 2, . . . , NM+1} and n ≥ 0. Due to the existence of ∆(σM ) factor in the integrand (which
vanishes whenever two σM,i’s coincide), we need to choose different k’s for different i’s.
Let us denote this by k ∈ I, where I is a subset of J such that |I| = NM . The summation
over an integer n gives 1/ sinh π(ζρ)w(i) or 1/ cosh π(ζρ)w(i) depending on whether NM is
even or odd. After evaluating the integrals we have
Z[Tρ′ [SU(NM+1)]] =
∑
I
∑
w∈SNM
(−1)w(−1)I e2πi
∑
j∈I mM,j(ζρ)w(j)
∏
i<j,i,j∈J\I
sinh π(mi −mj)
∆(m)∆˜(ζ)
,
(B.4)
where (−1)I is a sign defined by
(−1)I = (−1)#{(i,j)|i∈I,j∈J\I,i>j} ,
and
∆˜(ζ) :=

∆ρ(ζ)
∏
i∈I sinh π(ζρ)w(i) for NM : even ,
∆ρ(ζ)
∏
i∈I cosh π(ζρ)w(i) for NM : odd .
Now by expanding sinh into a sum of two exponentials, we have∏
i<j, i,j∈J\I
sinh π(mi −mj) =
∑
w∗∈S(NM+1−NM )
(−1)w
∗
e2πζ
∗·w∗(m∗) ,
where m∗ = (mi)i∈J\I and ζ
∗ = (NM+1−NM−1
2
i, . . . ,−NM+1−NM−1
2
i). We therefore have
Z[Tρ′ [SU(NM+1)]] =
1
∆(m)∆˜(ζ)
∑
I
∑
w∈SNM
∑
w∗∈S(NM+1−NM )
(−1)w(−1)w
∗
(−1)I
× e2πi(
∑
j∈I mM,j(ζσ)w(j)+
∑
j∈J\I m
∗
j ζ
∗
w∗(j)
) .
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The sums over w,w∗ and I can be rewritten as a single sum over w′ ∈ SNM+1, when we
define ζ ′ = (ζρ, ζ
∗)
Z[Tρ′ [SU(NM+1)]] =
∑
w′∈SNM+1
(−1)w
′
e2πi(
∑
j∈J mM,j(ζ
′)w(j))
∆(m)∆˜(ζ)
. (B.5)
We can verify that ζ ′ coincides with ζρ′ , and ∆˜(ζ) with ∆ρ′(ζ). This is what we wanted
to show.
C A Consistency Condition for T σρ [SU(N)]
In this Appendix we prove that Z[T σρ [SU(N)]] vanishes when T
σ
ρ [SU(N)] is empty, that
is, when the condition σT ≥ ρ is not satisfied.
In the expression for the partition function given in (2.23), we need to compute a
pairing of two N -vectors ζσ and a permutation of ζ
′
ρ. Consider (i, a) and (j, a) in the
same column a of σ and another two boxes (k, b) and (l, b) in the same column b of ρ.
Then we can consider two possible pairing of these four boxes: (1) (i, a) with (k, b) and
(j, a) with (l, b) and (2) (i, a) with (l, b) and (j, a) with (k, b). These parings are related
by a single permutation, and the corresponding contributions cancel out in the expression
(2.23) due to the following identity
e2πi[ζ(i,a)ζ
′
(k,b)
+ζ(j,a)ζ
′
(l,b)
] − e2πi[ζ(i,a)ζ
′
(l,b)
+ζ(j,a)ζ
′
(k,b)
] = 0 . (C.1)
This is shown by noting that ζ(i,a) − ζ(j,a) ∈ Z and ζ
′
(k,b) − ζ
′
(l,b) ∈ Z.
This means that non-zero contributions are possible only when any two boxes in the
same column of ρ pair up with boxes in different columns of σ. For example, let us denote
the number of boxes in the i-th column of ρ (σT ) by ni (mi). Now n1 boxes in the first
column of ρ should all pair up with boxes in different columns of σ. This means σ should
have at least n1 columns, namely m1 ≥ n1. Similarly, n1+n2 boxes in the first and second
columns of ρ should be distributed to σ in such a way that at most two boxes are in the
same column of σ. This means m1+m2 ≥ n1+n2. By repeating this we conclude σ
T ≥ ρ.
D The β → 0 Limit of q-deformed Yang-Mills
We here check (3.13) for the known examples ρ = [1, . . . , 1], ρ = [N − 1, 1] and ρ = [2, 2].
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Firstly, the square of the normalization factor A[1,...,1] is an inverse of the vector mul-
tiplet contribution to the index. The β → 0 limit is given in (3.7) of [7] and it takes the
form of (3.13).
Secondly, (3.9) can be written as
A[N−1,1] =
∞∏
m=0
1
(1− aNq
N
2
+m)(1− a−Nq
N
2
+m)
reg
=
∞∏
m=0
[m+ N
2
]q
[m+ N
2
+ iζ ]q
[m+ N
2
]q
[m+ N
2
− iζ ]q
, (D.1)
where [n]q :=
1−qn
1−q
is the q-integer, and we have set aN = qiζ. In the last line, we
introduced a regularization to subtract a divergence in a manner that does not depend
on ζ . Then one can take β → 0 (q → 1) limit and obtain
A[N−1,1] =
∞∏
m=0
(
1 +
ζ2
(m+ N
2
)2
)−1
=


πζ
sinh πζ
N
2
−1∏
m=1
(ζ2 +m2) for N : even ,
1
cosh πζ
N−1
2∏
m=1
(
ζ2 + (m−
1
2
)2
)
for N : odd .
(D.2)
Recall that U = diag(aq
N−2
2 , . . . , aq
2−N
2 , a1−N) and equivalently
ζ[N−1,1] =
(
ζ
N
+
N − 2
2
i, . . . ,
ζ
N
−
N − 2
2
i,
1−N
N
ζ
)
, (D.3)
and it follows that (D.2) can be written as (3.13).
Finally, (3.10) becomes
A[2,2]
reg
=
∞∏
m=0
[m+ 1]q
[m+ 1 + iζ ]q
[m+ 1]q
[m+ 1− iζ ]q
[m+ 2]q
[m+ 2 + iζ ]q
[m+ 2]q
[m+ 2− iζ ]q
β→0
→
(
πζ
sinh πζ
)2
(ζ2 + 1) . (D.4)
Here we set a2 = qiζ and the above result is the same form as (3.13) with
ζ[2,2] =
(
ζ − i
2
,
ζ + i
2
,−
ζ + i
2
,−
ζ − i
2
)
. (D.5)
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E En Invariance of the Partition Function
Here we show that the partition function of 3d N = 4 quiver theory whose form is
given by the En Dynkin diagram has En symmetry. As a preparation, let us consider
T[N,N ](SU(2N)) theory, whose partition function is given in (A.13). Let us split the flavor
symmetry U(2N) into U(n1)× · · · ×U(nk) with
∑
nj = 2N , and introduce FI and mass
parameters βj , mj,aj (j = 1, . . . , k, aj = 1, . . . , nj) which correspond to a factor e
2πi
∑
j βj [mj ]
with [mj ] =
∑nj
a=1mj,a. Then the partition function is invariant under the operation
(α, βj) 7→ (−α, βj + α) . (E.1)
This represents the Weyl reflection acting on the FI parameters: let us introduce vectors
~v and ~wj satisfying (~v, ~v) = 2, (~wj , ~wj′) = 2δjj′ and (~v, ~wj) = −1. We also package the FI
parameters into a vector ~α satisfying α = (~v, ~α) and βi = (~wi, ~α). Then the action (E.1)
is the Weyl reflection with respect to ~v,
~α→ R~v~α = ~α− (~α,~v)~v . (E.2)
α1
β1
α2
γ
β3β2
α3
2N
3N
2N
N
NN
2N
Figure 13: Quiver of the rank-N version of the E6 theory.
Therefore, for the E6 quiver shown in Fig. 13, the partition function has the invariance
under the Weyl reflections which act
(αi, βi)→ (−αi, α + βi) for a specific i, (E.3a)
(αi, βi, γ)→ (αi + βi,−β, γ + βi) for a specific i, and (E.3b)
(γ, β1, β2, β3)→ (−γ, β1 + γ, β2 + γ, β3 + γ) . (E.3c)
They generate the affine Weyl group of E6 acting on α1,2,3, β1,2,3 and γ. The affine shift
corresponds to the FI parameter of the diagonal, completely decoupled U(1) and does not
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matter. Thus we conclude that the partition function is symmetric under E6, which is not
manifest in the UV Lagrangian description. Similarly, we can show the E7,8 invariance of
the partition function of the quiver of the form of Dynkin diagram of E7,8.
In general, it was argued in [1] using the property of the monopole operators that
the flavor symmetry of the Coulomb branch of a ‘good’ SU quiver theory is given by the
group whose Dynkin diagram is given by the sub-quiver formed by the ‘balanced’ nodes
of the quiver. This statement can be proved at the level of the partition function using
exactly the same argument as above.
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