Comparative assessment of face detection techniques by DE REGGI, ANDREAS LUKA
Univerza v Ljubljani
Fakulteta za elektrotehniko








V prvi vrsti bi se rad zahvalil mentorju doc. dr. Vitomirju Strucu za njegovo
pripravljenost in pomoc pri izdelavi tega diplomskega dela.







2 Pregled podrocja 7
2.1 Osnovni koncept metode drsecega okna . . . . . . . . . . . . . . . 9
3 Podatkovne zbirke in ovrednotenje rezultatov 11
3.1 Podatkovne zbirke . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Enoten sistem ovrednotenja: FDDB . . . . . . . . . . . . . . . . . 12
3.2.1 Ovrednotenje . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.2 Priprava poskusa . . . . . . . . . . . . . . . . . . . . . . . 15
4 Metode zaznavanja obrazov 17
4.1 Akademske metode . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.1.1 Viola-Jones in razvrscanje s Haarovo kaskado . . . . . . . 17
4.1.1.1 Haarove znacilke . . . . . . . . . . . . . . . . . . 18
4.1.1.2 Integralna slika . . . . . . . . . . . . . . . . . . . 19
4.1.1.3 Boosting algoritem . . . . . . . . . . . . . . . . . 20
4.1.1.4 Pozornostna kaskada . . . . . . . . . . . . . . . . 20
4.1.1.5 Izvedba postopka s Haarovimi znacilkami . . . . 21
v
vi Vsebina
4.1.2 Razvrscanje z LBP kaskado . . . . . . . . . . . . . . . . . 23
4.1.2.1 LBP znacilke . . . . . . . . . . . . . . . . . . . . 23
4.1.2.2 Izvedba postopka z LBP znacilkami . . . . . . . . 24
4.1.3 Razvrscanje s SURF kaskado . . . . . . . . . . . . . . . . 24
4.1.3.1 SURF znacilke . . . . . . . . . . . . . . . . . . . 25
4.1.3.2 Izvedba postopka s SURF kaskado . . . . . . . . 26
4.1.4 Razvrscanje s kaskado na podlagi posameznih pikslov . . . 27
4.1.4.1 Izvedba postopka s pico razvrscevalnikom . . . . 27
4.1.5 HOG piramida v kombinaciji s SVM razvrscevalnikom . . 28
4.1.5.1 HOG deskriptor . . . . . . . . . . . . . . . . . . 28
4.1.5.2 Izvedba postopka . . . . . . . . . . . . . . . . . . 28
4.1.6 Face Detection Without Bells and Whistles { DPM . . . . 29
4.2 Komercialne metode . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.1 Betaface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.2 Face++ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.3 Apple Photos . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.4 Microsoft Project Oxford . . . . . . . . . . . . . . . . . . . 33
5 Metodologija dela 35
6 Eksperimenti in rezultati 37
6.1 Vplivi parametrov . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1.1 Haarova in LBP kaskada s knjiznico OpenCV . . . . . . . 37
6.1.2 SURF kaskada s SCD razvrscevalnikom . . . . . . . . . . . 39
6.1.3 Razvrscevalnik Pico . . . . . . . . . . . . . . . . . . . . . . 41
Vsebina vii
6.1.4 HOG piramida s SVM razvrscevalnikom . . . . . . . . . . 42
6.2 Vrednotenje natancnosti pri primerljivem casu . . . . . . . . . . . 47
6.3 Primerjava vseh metod . . . . . . . . . . . . . . . . . . . . . . . . 51





2.1 Primer premika drsecega okna preko slike. . . . . . . . . . . . . . 10
2.2 Primer metode drsecega okna. Vec pozitivno razvrscenih oken
(levo) in predpostavka o najdenem objektu (desno). . . . . . . . . 10
3.1 Primer oznacevanja obrazov z elipsami v FDDB. . . . . . . . . . . 13
3.2 Primer ROC krivulj diskretne ocene (levo) ter zvezne (desno). . . 14
4.1 Primeri enostavnih Haarovih ltrov, uporabljenih v Haarovih
znacilkah. Crna obmocja imajo negativne vrednosti utezi, bela
pa pozitivne. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Primeri Haarovih znacilk, ki so pridobljene z razlicnimi postavi-
tvami Haarovih ltrov znotraj pravokotnih oken. . . . . . . . . . . 19
4.3 Enostaven primer integralne slike (desno), ki je pretvorjena iz ori-
ginala na levi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.4 Primer izracuna pravokotnega obmocje s pomocjo integralne slike. 20
4.5 Ponazoritev kaskade razvrscevalnikov. . . . . . . . . . . . . . . . . 21
4.6 Primerjava ROC krivulj diskretne ocene pri uporabi razlicnih ka-
skad z OpenCV razvrscevalnikom. . . . . . . . . . . . . . . . . . . 22
4.7 Primer izracuna LBP operatorja. . . . . . . . . . . . . . . . . . . 24
4.8 Razsirjen LBP operator z okolico (8, 2). . . . . . . . . . . . . . . 24
ix
x Seznam slik
4.9 LBP operator ni obcutljiv na monotone sivinske transformacije [1]. 25
4.10 Na levi Gaussovi parcialni odvod drugega reda (SIFT), na desni
priblizek z uporabo pravokotnih ltrov (SURF). . . . . . . . . . . 26
4.11 Primer znacilk obraza opisanega s HOG deskriptorji [2]. . . . . . . 28
4.12 Primer zaznavanja storitve Betaface. Original (levo) in tocke inte-
resa (desno). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.13 Primer zaznavanja storitve Face++. Original (levo) in zaznava
obraza (desno). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.14 Zaznavanje obrazov v programu Apple Photos. . . . . . . . . . . . 33
4.15 Zaznava storitve Project Oxford. Original (levo) in zaznava obraza
(desno). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.1 Primerjava ROC krivulj za diskretno oceno pri spremembah naj-
manjse velikosti zaznanega obraza za metodo Haarove in LBP ka-
skade. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.2 Primerjava ROC krivulj za diskretno oceno pri spremembah fak-
torja pomanjsave za metodo Haarove kaskade. . . . . . . . . . . . 40
6.3 Primerjava ROC krivulj za diskretno oceno pri spremembah naj-
manjse velikosti zaznanega obraza za metodo SURF kaskade. . . . 41
6.4 Primerjava ROC krivulj za diskretno oceno pri spremembah raz-
deljenosti piramide slike za metodo SURF kaskade. . . . . . . . . 42
6.5 Primerjava ROC krivulj za diskretno oceno pri spremembah fak-
torja velikosti slike za metodo pico. . . . . . . . . . . . . . . . . . 43
6.6 Primerjava ROC krivulj za diskretno oceno pri spremembah fak-
torja pomika razvrscevalnega okna za metodo pico. . . . . . . . . 44
6.7 Primerjava ROC krivulj za diskretno oceno pri spremembah stevila
predhodnih povecav slike za metodo HOG. . . . . . . . . . . . . . 45
Seznam slik xi
6.8 Primerjava ROC krivulj za najboljse metode iz razreda A. . . . . 48
6.9 Primerjava ROC krivulj za najboljse metode iz razreda D. . . . . 49
6.10 Primerjava ROC krivulj za najboljse metode iz razreda F. . . . . 50
6.11 Primerjava ROC krivulj za najboljse metode iz razreda I. . . . . . 50
6.12 Primerjava diskretnih ROC krivulj vseh izbranih metod s parame-
tri nastavljenimi za najboljso zaznavanje obrazov. . . . . . . . . . 51
6.13 Primerjava zveznih ROC krivulj vseh izbranih metod s parametri
nastavljenimi za najboljso zaznavanje obrazov. . . . . . . . . . . . 52
6.14 Primerjava diskretnih ROC krivulj vseh izbranih metod pri spre-
membi meje ujemanja iz 0,5 na 0,3. . . . . . . . . . . . . . . . . . 53
6.15 Primerjava zveznih ROC krivulj vseh izbranih metod pri spre-
membi meje ujemanja iz 0,5 na 0,3. . . . . . . . . . . . . . . . . . 54
6.16 Vse metode zelo dobro opravljajo zaznavanje portretnih obrazov. . 56
6.17 DPM metoda (spodnja vrsta) je edina izmed ostalih izbranih (pri-
meri v zgornji vrsti), ki dobro zaznava obraze v prolu. . . . . . . 56
6.18 Primer slik, kjer DPM metoda zazna prirezan obraz na robu (spo-
dnja vrsta). Zgoraj levo primer dveh obrazov, ki sta prekrita od
spodaj, torej imata vidne oci in nos, in sta zaradi tega lazje zaznana
z vecino metod. Desno zgoraj je prikazan primer dveh prekritih
obrazov, ki nista bogla biti razpoznana z nobeno izmed metod. . . 57
6.19 Manjsih zamegljenih obrazov z majhno locljivostjo ne uspe zaznati
nobena izmed izbranih metod. . . . . . . . . . . . . . . . . . . . . 58
6.20 Pri manjsih obrazih prednjacita metodi pico in SURF, blizu za
njima je Apple Photos, DPM pa ima z majhnimi obrazi tezave. . 58
6.21 Primeri tezje zaznavljivih pozicij obrazov. Pri nekaterih je metoda
DPM uspesna. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
xii Seznam slik
6.22 Nekaj obrazov je pravilno zaznanih, pa niso oznaceni v sistemu
FDDB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.23 Med napacnimi zaznavami se hitro najde kravatni vozel ali roka. . 59
6.24 Poseben obraz zaznan samo z metodo DPM. . . . . . . . . . . . . 60
Seznam tabel
4.1 Osnovna razvrstitev storitve Betaface za primer s slike 4.12. . . . 30
4.2 Osnovna razvrstitev storitve Face++ za primer s slike 4.13. . . . . 32
4.3 Osnovna razvrstitev storitve Project Oxford za primer s slike 4.15. 33
6.1 Primerjava casa zaznavanja pri spremembah najmanjse velikosti
zaznanega obraza za metodo Haarove in LBP kaskade. . . . . . . 39
6.2 Primerjava casa zaznavanja pri spremembah faktorja pomanjsave
za metodo Haarove kaskade. . . . . . . . . . . . . . . . . . . . . . 39
6.3 Primerjava casa zaznavanja pri spremembah najmanjse velikosti
zaznanega obraza za metodo SURF kaskade. . . . . . . . . . . . . 40
6.4 Primerjava casa zaznavanja pri spremembah razdeljenosti piramide
slike za metodo SURF kaskade. . . . . . . . . . . . . . . . . . . . 43
6.5 Primerjava casa zaznavanja pri spremembah najmanjse velikosti
zaznanega obraza za metodo pico. . . . . . . . . . . . . . . . . . . 43
6.6 Primerjava casa zaznavanja pri spremembah faktorja velikosti slike
za metodo pico. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.7 Primerjava casa zaznavanja pri spremembah faktorja pomika
razvrscevalnega okna za metodo pico. . . . . . . . . . . . . . . . . 45
6.8 Primerjava casa zaznavanja pri spremembah velikosti slike za me-
todo HOG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
xiii
xiv Seznam tabel
6.9 Razredi hitrosti razpoznave. . . . . . . . . . . . . . . . . . . . . . 47
6.10 Primerjava casa potrebnega za obdelavo vseh FDDB slik in fre-
kvenca za najboljse metode iz razreda A. . . . . . . . . . . . . . . 48
6.11 Primerjava casa potrebnega za obdelavo vseh FDDB slik in fre-
kvenca za najboljse metode iz razreda D. . . . . . . . . . . . . . . 49
6.12 Primerjava casa potrebnega za obdelavo vseh FDDB slik in fre-
kvenca za najboljse metode iz razreda F. . . . . . . . . . . . . . . 49
6.13 Primerjava casa potrebnega za obdelavo vseh FDDB slik in fre-
kvenca za najboljse metode iz razreda I. . . . . . . . . . . . . . . 49
6.14 Primerjava casa, potrebnega za obdelavo vseh FDDB slik, in fre-
kvenc za akademske metode pri najboljsi zaznavi. . . . . . . . . . 53
6.15 Knjiznice akademskih metod. . . . . . . . . . . . . . . . . . . . . 55
6.16 Omejitve brezplacnih verzij komercialnih metod. . . . . . . . . . . 55
Seznam uporabljenih kratic
TPR delez pravilno zaznanih obrazov (angl. True Positive Rate)
FPR delez napacno zaznanih obrazov (angl. False Positive Rate)
FP napacno zaznani obrazi (angl. False Positive)
ROC krivulja, ki prikazuje odvisnost TPR od FP
(angl. Receiver Operating Characteristic curve)
AUC obmocje pod krivuljo ROC krivuljo (angl. Area Under ROC Curve)
LBP krajevni dvojiski vzorci (angl. Local Binary Pattern)
DPM model delov spremenljivih oblik (angl. Deformable Part Model)
HOG histogram usmerjenih gradientov (angl. Histogram of Oriented Gradients)
SVM metoda podpornih vektorjev (angl. Support Vector Machine)
xv
xvi Seznam uporabljenih kratic
Povzetek
V pricujocem delu so predstavljeni problemi pri zaznavanju obrazov v slikah
ter nekaj pristopov, kako te probleme resiti. Opisan je sistem FDDB kot nacin
enotnega sistema za ovrednotenje in primerjavo med razlicnimi pristopi zaznave.
Izpostavljene so nekatere implementacije prosto dostopnih akademskih metod in
brezplacne razlicice komercialnih resitev. Med akademskimi metodami je povzeto
ogrodje za zaznavanje objektov Viola-Jones, njegove izvedbe s Haarovo, LBP in
SURF kaskado, resitve z uporabo DPM, HOG piramide in SVM razvrscevalnikom
ter primerjave svetilnosti pikslov. Predstavljene komercialne resitve zajemajo
Face++, ki koristi globoko ucenje in nevronske mreze ter resitve BetaFace, MS
Project Oxford in Apple Photos, za katere metoda obdelave ni javno dostopna.
Iz rezultatov je razvidno, da je mozno s skrbno izbiro parametrov odprtokodnih
resitev dobiti vsaj primerljive rezultate s komercialnimi. Po primerjavi potreb-
nega casa za zaznavanje je mogoce zakljuciti, da se najbolje obnese metoda pico.
Najbolj natancen rezultat pa dajeta metodi HOG v izvedbi knjiznice dlib in DPM
v izvedbi knjiznice voc-dpm.
Kljucne besede: zaznavanje obrazov, kaskadni rzvrscevalnik, primerjava zazna-
valnikov, Viola-Jones zaznavalnik objektov, LBP, SURF, HOG, DPM, OpenCV,




The paper introduces a few major issues with image face detection and pre-
sents some solutions to tackle them. It sets out with a description of the FDDB
system as a means of evaluation and comparison of dierent approaches in this
eld. It furthermore examines some freely available implementations of academic
methods and free versions of commercial solutions. Among the academic methods
the paper concentrates on analysing the Viola-Jones object detection framework
along with dierent implementations of the detection cascades based on Haar,
LBP and SURF features. In addition, it describes solutions which use the DPM,
HOG pyramids with a SVM classier and pixel-intensity classier. The selected
commercial solutions presented in the paper include Face++ (which utilizes deep
learning and neural network algorithms), BetaFace, MS Project Oxford and Apple
Photos (which do not publicly reveal the method of detection). Finally, the pa-
per concludes with establishing that a careful parameter selection of open-source
solutions can bring about at least comparable results to those achieved with the
commercial solutions. The comparison of detection time determines pico as the
fastest method that still yields useful results while the HOG method implemented
with dlib and the DPM method implemented with voc-dpm are found to give the
most accurate results.
Key words: face detection, cacade classier, detector comparison, Viola-Jones




Zaznavanje obrazov je poleg razpoznavanja dandanes zanimivo podrocje. V za-
dnjem desetletju lahko opazimo velik porast komercialnih resitev, bodisi storitev,
bodisi podpornih produktov v fotoaparatih, kamerah, mobilnih telefonih ipd.
Razvitih je bilo ze vec razlicnih metod zaznavanja, od zelo preprostih primer-
jav posameznih pikslov, do kompleksnejsih nevronskih mrez, ucenih na ogromni
mnozici danes ze veliko lazje dostopnih podatkov. V luci te razsirjenosti se po-
javlja vprasanje, katere metode so bolj natancne, katere hitrejse in navsezadnje,
katere se da relativno preprosto uporabiti za lasten projekt.
V tem delu je predstavljenih nekaj bolj ali manj uspesnih metod. V osnovi so
razdeljene na akademske, torej prosto dostopne, namenjene tako raziskovalnemu
delu kakor uporabi v lastnem programu, in komercialne, ki so posredno ali nepo-
sredno placljive. Vec pozornosti je posvecene akademskim metodam, saj zaradi
svoje odprtosti in raziskovalnega znacaja omogocajo vpogled v nacin delovanja
ter prilagajanje razlicnih parametrov.
V drugem razdelku je predstavljen pregled podrocja zaznavanja obrazov. V
tretjem razdelku so nastete nekatere podatkovne zbirke, ki jih je mogoce upora-
biti za ucenje metod za zaznavanje obrazov, ter predstavitev enotnega sistema
za primerjavo in vrednotenje le teh. V cetrtem so izpostavljeni izbrani primeri
akademskih in komercialnih metod. Metodologija dela je povzeta v petem raz-
delku. V sestem sledi predstavitev eksperimentov in rezultatov, kjer so prikazane
ocene pri razlicni izbiri parametrov, primerjave metod glede na njihovo hitrost ter




Zaznavanje obrazov (in objektov nasploh) je za ljudi trivialno opravilo, za stroje
pa ta naloga predstavlja kar nekaj izzivov. Slika (bodisi posamezna, bodisi ena
izmed slicic videa) ima stevilo lokacij, kjer se lahko obraz nahaja, tudi reda 105 in
vec. Po navadi pa je obrazov na slikah malo (cca. 0{50), kar predstavlja izredno
majhen odstotek v primerjavi s stevilom vseh moznih podoken slike. Tako mo-
ramo pregledati ogromno stevilo oken, kjer velika vecina ne vsebuje obraza. Na
teh oknih je za prakticno uporabo (npr. zaznavanje obrazov iz video posnetka ali
uporaba na bolj okrnjenih sistemih) izgubljanje casa in procesorske moci nespre-
jemljivo. Dodatno se problemi pojavijo, ce obraz na sliki odstopa od frontalne
lege, je izven fokusa ali je delno prekrit. Opazen je tudi vpliv osvetljenosti in
zasencenosti. Kljub vsem tem motnjam zaznavanja pa je zazeljeno, da je stopnja
napacno oznacenih obrazov (angl. False Positive Rate) cim manjsa { reda 10-6
in manj.
V zacetku prejsnjega desetletja sta Paul Viola in Michael Jones osnovala
ogrodje za zaznavanje obrazov [3], ki je se danes pogosto v uporabi. V njunem,
zdaj t.i. Viola-Jones, algoritmu sta se pri izbiri znacilk zgledovala po Haarovih
valcnih funkcijah in za iskanje uporabila metodo drsecih oken. Hitrost izracunov
sta si pohitrila z integralno sliko in pozornostno kaskado (angl. attentional ca-
scade), nauceno z boosting algoritmom, ki je hitro zavrnila okna brez obrazov.
Njun algoritem je bil tako ucinkovit, da predstavlja prelomnico na podrocju za-
znavanja obrazov in objektov nasploh.
Poleg dobrih znacilnosti (hitrost, neodvisnost od merila objekta) pa ima sam
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algoritem tudi nekaj slabosti. Zaradi pocasnega ucnega postopka ter slabega za-
znavanja obrazov, ki so rotirani ali v slabsih svetlobnih pogojih, so drugi razisko-
valci kar hitro zaceli snovati izboljsave na podlagi njunega ogrodja. Ze naslednje
leto je Lienhart s sodelavci [4] predlagal razsiritev postopka, ki doda za 45 ro-
tirane znacilke ter drugo razlicico boosting algoritma, kar je dodatno izboljsalo
rezultate.
V iskanju zanesljivejsega zaznavanja in pohitritve ucnega algoritma sta Ji-
anguo Li in Yimin Zhang vpeljala SURF (angl. Speeded-Up Robust Features)
znacilke v Viola-Jones ogrodje [5]. Z uporabo vecdimenzionalnih SURF znacilk
in nekaterimi drugimi ucnimi prijemi sta uspela zmanjsati stevilo stopenj kaskade
ter mocno pohitriti ucni cas. Poleg tega so SURF znacilke neodvisne od merila
in zasuka, kar prav tako pozitivno vpliva na samo zaznavanje.
Namesto Haarovih znacilk v Viola-Jones algoritmu je mozno uporabiti tudi
LBP znacilke [6, 7]. Zaradi njihove narave je lahko zaznavanje neobcutljivo na
zasuk obraza na sliki. Sam postopek je tudi malo hitrejsi na racun slabse zane-
sljivosti.
Da bi omogocili zaznavanje obrazov na bolj okrnjenih sistemih, so Nenad
Markus in sodelavci Viola-Jones ogrodje uporabili tako, da so pri odlocitvenih
drevesih uporabili primerjave svetilnosti pikslov (angl. pixel intensity) [8]. Njihov
algoritem je zaradi tega zelo hiter in procesorsko nezahteven. Metoda je neodvisna
od zasuka, vendar slabse prenasa sum in motnje. Podobno se je zadeve lotil
Shengcai Liao s sodelavcema, ki je vpeljal novo znacilko, imenovano normirana
razlika pikslov { NPD (angl. Normalized Pixel Dierence) [9].
Ce se malo oddaljimo od Viola-Jones ogrodja, sta Navneet Dalal in Bill Tri-
ggs uspesno izvedla zaznavanje cloveske podobe v slikah s pomocjo premikanja
drsecega okna preko piramide slike, opisane s HOG deskriptorji, ter uporabe line-
arnega SVM razvrscevalnika [10]. Kasneje so Pedro F. Felzenszwalb in sodelavci
ta algoritem se izboljsali ter med drugim uspesno zaznavali tudi obraze [11]. Z
razsiritvijo globokega ucenja (angl. deep learning) in umetnih nevronskih mrez
2.1 Osnovni koncept metode drsecega okna 9
(angl. neural network) se pojavljaja zaznavanje (in razpoznavanje) obrazov tudi
na tem podrocju [12, 13]. Pri tem je bistvena ogromna kolicina ucnih podatkov,
kjer govorimo o milijonih oznacenih obrazov.
Za verodostojno primerjavo uspesnosti razlicnih metod je potreben enoten
sistem. Eden taksnih sistemov na podrocju zaznavanja obrazov je FDDB (angl.
Face Detection Data Set and Benchmark), ki so ga pripravili v Laboratoriju za
racunalniski vid univerze v Massachusetts-u [14]. FDDB je sestavljen iz natancno
oznacene podatkovne baze in podrobno opisanega sistema za ovrednotenje. Slike
v podatkovni bazi so zajete v nekontroliranih pogojih in kot take predstavljajo
kar se da realne pogoje pri zaznavi.
2.1 Osnovni koncept metode drsecega okna
Metoda drsecega okna (angl. sliding window) nam pomaga pri dolocanju lege
iskanega objekta na dani sliki. Deluje tako, da si izberemo manjsi predel slike
(t.i. okno) in ga dvojisko razvrstimo bodisi kot je iskani objekt ali ni iskani objekt.
Okno nato pomikamo preko slike in vsakic naredimo enako razvrstitev (slika 2.1).
Ce temu dodamo se razlicne povecave slike (t.i. piramida slike) ali povecave okna
samega, lahko vrsimo zaznavanje na razlicnih pozicijah in pri razlicnih povecavah.
To je osnova za sistem zaznavanja, ki je neodvisen od merila in pozicije objekta
(angl. location and scale invariant detection). Ce na dolocenem obmocju dobimo
vec oken, oznacenih kot je iskani objekt, lahko predpostavimo, da na sliki na tem
obmocju dejansko obstaja iskani objekt (slika 2.2).
Ta metoda je tako ucinkovita, da ostaja kot ena glavnih orodij pri zaznavanju
objektov, se posebej pri zaznavanju obrazov. Uporabila sta jo ze na zacetku
prejsnjega desetletja P. Viola in M. Jones [3] ter H. Rowley s sodelavci [15] se
pred njima.
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Slika 2.1: Primer premika drsecega okna preko slike.
Slika 2.2: Primer metode drsecega okna. Vec pozitivno razvrscenih oken (levo)
in predpostavka o najdenem objektu (desno).
3 Podatkovne zbirke in ovrednotenje
rezultatov
Za ovrednotenje razlicnih postopkov in programov za zaznavanje obrazov je po-
trebna vecja zbirka oznacenih slik. Pri problemu zaznavanja obrazov so oznacbe
navadno podane kot pozicija in velikost pravokotnika ali elipse, ki vsebuje obraz.
Na podrocju razpoznavanja se pogosto podajo tudi karakteristicne tocke, kot so
koticki oces, ust, uses, brade ipd. Poleg zbirke pa je za verodostojno primerjavo
postopkov nujno imeti enoten sistem ovrednotenja. V tem razdelku je nastetih ne-
kaj akademsko dostopnih podatkovnih zbirk ter opisan poskus enotnega sistema
vrednotenja, ki je tudi uporabljen v tej obravnavi.
3.1 Podatkovne zbirke
Obstaja vec podatkovnih zbirk z oznacenimi obrazi. Posnetki so lahko zajeti v
kontroliranih pogojih, kar v vecini primerov predstavljajo doprsni portreti (npr.
zbirki BioDB [16, 17] in FERET [18, 19]), ali v nekontroliranih, kar so po navadi
kar slike iz realnega sveta. Prvi so bolj uporabni pri razpoznavanju oseb na slikah,
kar ni predmet obravnave tega dela. V nadaljevanju so opisani trije primeri zbirk
drugih, nekontroliranih posnetkov; obstaja jih pa se veliko vec1.
1Face Recognition Homepage { Databases (http://www.face-rec.org/databases/) [do-
stopano: 21. 2. 2016].
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FaceScrub je ena od najvecjih podatkovnih zbirk oznacenih obrazov [20].
Zbirko so ustvarili s pomocjo internetnih iskalnikov, tako da so avtomatizirano
zbirali slike zadetkov iskanja znanih oseb in nato s posebnim postopkom odstra-
njevali tiste, ki niso ustrezale iskanim pogojem [21]. Na koncu so rezultate se
rocno pregledali in precistili. Zbirka vsebuje 530 moskih in zenskih znanih oseb-
nosti s priblizno 200 slikami na osebo. To v skupnem sestevku prinese 107.818
oznacenih obrazov. Fotograje so slikane v realnih okoliscinah (nekontrolirani
pogoji). Zbirka je objavljena pod Creative Commons licenco in poleg oznacb ne
podaja samih slik, ampak absolutne spletne naslove do njih.
Faces in the Wild { Obrazi v divjini { je podatkovna zbirka 30.281 obrazov,
pridobljenih iz fotograj v novicah in so kot taki v realnih okoliscinah (nekontro-
lirani pogoji). Obrazi so bili avtomatsko oznaceni po sistemu opisanem v clanku
Who's in the Picture [22] s priblizno 80% natancnostjo. Podatkovna zbirka je
namenjena raziskovalnim namenom in je prosto dostopna na spletu [23].
FDDB (angl. Face Detection Data Set and Benchmark) je preciscen in po-
polnoma oznacen del Faces in the Wild zbirke [24]. Vsebuje 2854 slik s 5171
oznacenimi obrazi. FDDB poleg same podatkovne zbirke predstavi tudi enoten
sistem ovrednotenja za razlicne zaznavne algoritme. Vec o tem v razdelku 3.2.
3.2 Enoten sistem ovrednotenja: FDDB
Kakor je ze na kratko opisano v razdelku 3.1, je FDDB preciscena in oznacena
zbirka ter predlog enotnega sistema ovrednotenja zaznavalnikov obrazov [14]. Po-
leg velikega stevila obrazov, katerih lega na sliki je natancno oznacena z elipsami
(slika 3.1), so predstavili sistem vrednotenja s sledecimi komponentami:
 Algoritem za iskanje ujemanj med izhodnimi obmocji zaznavalnika obrazov
in oznacenimi obmocji.
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 Dve razlicni oceni za ovrednotenje kateregakoli algoritma, ki deluje na tej
podatkovni bazi. Ti dve metodi imata razlicni uporabnosti.
 Celotna izvorna koda za izvedbo tega postopka.
Slika 3.1: Primer oznacevanja obrazov z elipsami v FDDB.
3.2.1 Ovrednotenje
Predlagani oceni za ovrednotenje in primerjavo razlicnih zaznavalnikov obrazov
sta denirani kot:
Diskretna ocena (angl. discrete score), ki predstavlja mero grobega ujemanja
s stvarnostjo. Torej meri ucinkovitost zaznavanja { razmerje med stevilom
pravilno zaznanih in oznacenih obrazov, kjer je meja pravilnosti vsaj 50%
ujemanje zaznanega obmocja z oznacenim:
yi = S(di;vi)>0:5 (3.1)
Zvezna ocena (angl. continuous score), ki predstavlja mero tocnega ujemanja
s stvarnostjo. Torej meri natancnost zaznavanja { razmeje ujemanja med
obmocjem zananega obraza in obmocjem oznacbe le tega:
yi = S(di; vi) (3.2)
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V enacbah (3.1) in (3.2) yi predstavlja diskretno oz. zvezno oceno, di in vi pa
predstavljata i-to zaznavo in temu ustrezno oznacbo obraza. S predstavlja mero
ujemanja, ki je izracunana po enacbi:
S =
pd \ pv
pd [ pv ; (3.3)






kjer sta d in v stevilo pravilnih zaznav in stevilo vseh oznacb na sliki.
Za primerjavo uspesnosti razlicnih algoritmov se pri obeh ocenah predlaga
uporabo ROC krivulj. Ta prikazuje odvisnost pravilno oznacenih obrazov (TPR)
diskretne oz. zvezne ocene napram stevilu napacno oznacenih obrazov (FP),
torej stevilu oznacb, kjer je zaznavalnik zaznal obraz, pa ga tam v resnici ni.
Zaznavalnik je ovrednoten kot boljsi, ce njegova krivulja lezi visje. Stremi se torej
k temu, da je koleno krivulje cimbolj levo zgoraj (primer izgleda ROC krivulje
je podan na sliki 3.2). Za uspesen izracun ROC krivulj, ovrednotenje po FDDB
























Slika 3.2: Primer ROC krivulj diskretne ocene (levo) ter zvezne (desno).
Iz primera na sliki 3.2 je razvidno, da je diskretna ocena dosti visja od zvezne.
To je po navadi tako, ker je tezje zaznati tocno postavitev obraza (nekateri za-
znavalniki temu tudi niso namenjeni). Problem je tudi v predstavitvi rezultatov,
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npr. ce zaznavalnik poda rezultat kot kvadrat okoli obraza, se ta ne bo nikoli
tocno prilegal oznacbam, ki so opisane z elipsami.
3.2.2 Priprava poskusa
Za cimbolj verodostojno ovrednotenje razlicnih pristopov k zaznavi, sistem FDDB
predlaga razlikovanje rezultatov glede na ucno podatkovno zbirko. Predlozena sta
dva razlicna poskusa:
Navzkrizno vrednotenje z desetimi pregibi (10-fold cross-validation)
Pri tem poskusu se FDDB podatkovna zbirka razdeli na deset pregibov,
kjer jih vsakic po devet predstavlja ucno mnozico, preostali pa sluzi za
ovrednotenje. Skupna uspesnost je nato podana kot povprecna krivulja
vseh desetih ROC krivulj pridobljenih iz razlicnih pregibov.
Neomejeno ucenje Pri tem poskusu je kot ucno mnozico mogoce uporabiti
katerokoli podatkovno zbirko. Vrednotenje v tem primeru poteka z vsemi
desetimi pregibi hkrati, skupna uspesnost pa je zopet podana kot povprecna
krivulja desetih ROC krivulj.
V tem delu je povsod v uporabi drugi nacin.
16 Podatkovne zbirke in ovrednotenje rezultatov
4 Metode zaznavanja obrazov
Metode zaznavanja obrazov, preucevane v tem delu, so v osnovi razdeljene na
akademske metode in komercialne metode. Razdelitev je taka predvsem zato, ker
so akademske metode odprtega tipa in jih je moc bolj podrobno preuciti, medtem
ko pri komercialnih resitvah po vecini ni razviden nacin zaznave. Akademske me-
tode se da tudi primerjati po casu zaznave, saj so izvedene na istem racunalniku.
Komercialne metode v svoji brezplacni razlicici ne omogocajo take resitve in je
zato primerjava po casu nemogoca.
4.1 Akademske metode
V tem razdelku so predstavljene nekatere akademske metode za zaznavanje obra-
zov. Poleg metod samih so opisane tudi uporabljene knjiznice, s katerimi so
bile metode udejanjene. Najprej je predstavljeno Viola-Jones ogrodje (s Haaro-
vimi znacilkami), ki se uporablja tudi v nekaterih ostalih metodah (LBP, SURF,
pico). Pri zaznavanju so uporabljene ze vnaprej naucene kaskade ali modeli, ki so
vkljuceni v uporabljene knjiznice. Knjiznice poleg zaznavanlnika omogocajo tudi
lastno ucenje razvrscevalnikov, vendar to presega obseg tega dela.
4.1.1 Viola-Jones in razvrscanje s Haarovo kaskado
P. Viola in M. Jones [3] in kasneje Lienhart s sodelavci [4] so predlagali resitev,
ki je se danes pogosto v uporabi. Kljucne ideje postopka so:
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1. Uvedba Haarovih znacilk, ki predstavljajo preproste pravokotne oblike.
2. Predpripravljene integralne slike za hitro oceno znacilk.
3. Boosting algoritem za izbiro znacilk.
4. Pozornostna kaskada za hitro zavrnitev negativnih oken.
4.1.1.1 Haarove znacilke
Haarovi ltri (angl. Haar-like features) so bili pridobljeni po zgledu Haarovih
valcnih funkcij (angl. Haar wavelet). Njihovo poenostavljeno obliko predstavljajo
crna in bela pravokotna obmocja. Crna obmocja imajo negativne vrednosti utezi,
bela pa pozitivne. Primer razsirjenega nabora Haarovih ltrov, ki so sedaj pogo-
sto v uporabi v Haarovih znacilkah in so tudi uporabljeni pri Haarovi kaskadi v
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Slika 4.1: Primeri enostavnih Haarovih ltrov, uporabljenih v Haarovih znacilkah.
Crna obmocja imajo negativne vrednosti utezi, bela pa pozitivne.
Z razlicnimi postavitvami Haarovih ltrov znotraj okna ter razlicnimi
povecavami dobimo koncne Haarove znacilke, ki se jih uporabi pri razvrscanju
(slika 4.2).
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Slika 4.2: Primeri Haarovih znacilk, ki so pridobljene z razlicnimi postavitvami
Haarovih ltrov znotraj pravokotnih oken.
4.1.1.2 Integralna slika
Integralna slika (angl. integral image) je posebna predstavitev slike, kjer
vsaka vrednost predstavlja sestevek vseh dosedanjih vrednosti. Za uporabo pri
znacilkah, ki niso zasukane (ltri 1.a, 1.b, 2.a, 2.b, 2.c, 2.d in 3.a v sliki 4.1),
bi bila vrednost integralne slike v tocki x; y enaka vsoti vrednosti tocke x; y v







Slika 4.3: Enostaven primer integralne slike (desno), ki je pretvorjena iz originala
na levi.
Prednost integralne slike je v tem, da je mozno zelo enostavno izracunati
vsoto svetilnosti pikslov kateregakoli pravokotnega izseka slike. Sestevek pikslov
v obmocju D v sliki 4.4 je mogoce izracunati s pomocjo le stirih vrednosti iz
integralne slike. Vrednost integralne slike v tocki 1 je sestevek pikslov iz obmocja
A. Vrednost v tocki 2 je A + B, v tocki 3 je A + C in v tocki 4 je A+B+C+D.
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Slika 4.4: Primer izracuna pravokotnega obmocje s pomocjo integralne slike.
4.1.1.3 Boosting algoritem
Boosting algoritem je nacin nadzorovanega ucenja, ki zdruzuje sibke
razvrscevalnike (angl. weak learner) v en sam bolj natancen razvrscevalnik.
Za sibkek razvrscevalnik zadostuje le to, da je boljsi od nakljucja. Ucenje
razvrscevalnika z Boosting algoritmom je pocasen iterativen postopek, ki za svoj
uspeh potrebuje veliko kolicino vzorcev. Klub temu pa je enostaven za uporabo
in daje zelo dobre rezultate.
4.1.1.4 Pozornostna kaskada
Pozornostna kaskada (angl. attentional cascade) je nacin gradnje verige po-
sameznih razvrscevalnikov, ki mocno izboljsa zaznavne lastnosti in hrati dra-
sticno zmanjsa cas racunanja. Kljucna poteza pri tem je, da je mozno na-
rediti preprostejse (in s tem bolj ucinkovite) razvrscevalnike, ki zavrzejo ve-
liko oken brez obrazov in hkrati zaznajo skoraj vsa okna, ki vsebujejo obraz.
Ti enostavnejsi razvrscevalniki, ki delujejo z manj znacilkami, so postavljeni
na zacetek verige in tako zavrzejo vecino negativnih oken, preden se pozenejo
zahtevnejsi razvrscevalniki, ki zmanjsujejo FPR. Ideja je torej postaviti verigo
razvrscevalnikov, ki postajajo vedno bolj zahtevni (z vedno vec znacilkami), vsako
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okno pa je zavrzeno takoj, ko ga nek clen verige oznaci kot ne vsebuje obraza.








Slika 4.5: Ponazoritev kaskade razvrscevalnikov.
4.1.1.5 Izvedba postopka s Haarovimi znacilkami
Postopek dopolnjenega Viola-Jones algoritma s Haarovimi znacilkami je bil iz-
veden s pomocjo knjiznice OpenCV 1 [26]. Knjiznica vsebuje vec predhodno
naucenih Haarovih kaskad in med njimi stiri za frontalne obraze. Kaskade so
bile ucene s 5000 pozitivnih in 3000 negativnih vzorcev na stopnjo [4]. Lienhart
je v svojem delu za portretni zaznavalnik primerjal razlicne velikosti vhodnih
vzorcev, razlicne boosting algoritme, razlike med drevesom in kaskado ter raz-
like med enoravenskim (angl. stump-based) in vecravenskim (angl. tree-based)
razvrscevalnikom. Ugotovil je, da se velikost vhodnih vzorcev 20 20 ter Gentle
Adaboost algoritem najbolje obneseta v kombinaciji s pozornostno kaskado. Ta
ugotovitev je tudi vidna na sliki 4.6. V skladu s tem se vsi rezultati doticne
metode nanasajo na kaskado haarcascade frontalface alt.xml.
Seznam in opis Lienhartovih kaskad za obraz od spredaj, vkljucenih v knjiznico
OpenCV :
haarcascade frontalface default.xml :
Enoravenski razvrscevalnik z velikostjo vhodnih vzorcev 24  24, ucen z
diskretnim Adaboost algoritmom (na sliki 4.6 z imenom Haar FF default).
1OpenCV, razlicica 3.0.0 (http://opencv.org) [dostopano: 21. 2. 2016].
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haarcascade frontalface alt.xml :
Enoravenski razvrscevalnik z velikostjo vhodnih vzorcev 20  20, ucen z
Gentle Adaboost algoritmom (na sliki 4.6 z imenom Haar FF alt).
haarcascade frontalface alt2.xml :
Vecravenski razvrscevalnik z velikostjo vhodnih vzorcev 20  20, ucen z
Gentle Adaboost algoritmom (na sliki 4.6 z imenom Haar FF alt2 ).
haarcascade frontalface alt tree.xml :
Enoravenski razvrscevalnik z velikostjo vhodnih vzorcev 2020, ucen z Gen-
tle Adaboost algoritmom. Ta razvrscevalnik uporablja odlocitveno drevo






















Slika 4.6: Primerjava ROC krivulj diskretne ocene pri uporabi razlicnih kaskad z
OpenCV razvrscevalnikom.
Poleg razlicnih kaskad je mozno v OpenCV knjiznici razvrscevalniku podati
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se dodatne parametre:
scaleFactor Koliksen naj bo faktor pomanjsave slike (1.05 pomeni 5%) pred
vsakim ciklom razvrscanj.
minNeighbors Narekuje, koliko sosednjih pozitivnih oznacb zadostuje za pozi-
tivno zaznavo.
minSize Najmanjsa mozna velikost iskanega objekta (obraza).
maxSize Najvecja mozna velikost iskanega objekta (obraza).
4.1.2 Razvrscanje z LBP kaskado
Pri postopku z Viola-Jones razvrscanjem lahko Haarove znacilke nadomestimo z
LBP znacilkami. Preostali deli postopka ostanejo zelo podobni [7].
4.1.2.1 LBP znacilke
LBP je neparametricen operator, ki opisuje krajevno strukturo slike. Pri dani
tocki x, y je LBP operator deniran kot urejeno zaporedje dvojiskih primerjav
svetilnosti pikslov med osrednjim in njegovimi osmimi sosedi. To zaporedje se
tolmaci kot dvojisko stevilko. Izracun operatorja je prikazan na sliki 4.7. Opera-
tor je mogoce razsiriti na krozno obmocje z razlicnimi radiji. Oznacba operatorja
LBPP;R ponazarja P enakomerno razmaknjenih tock na kroznici z radijem R. Ce
tocke niso nad sredini pikslov, se njihove vrednosti kombinira iz bliznjih pikslov.
Primer LBP8;2 operatorja je prikazan na sliki 4.8.
Prednost LBP operatorja je med drugim tudi to, da nanj ne vplivajo monotone
sivinske transformacije [27]. To je razvidno na sliki 4.9, kjer je v zgornji vrsti slika
pri razlicnih vrednostih sivin, v spodnji pa so njihove LBP preslikave.














Slika 4.7: Primer izracuna LBP operatorja.
Slika 4.8: Razsirjen LBP operator z okolico (8, 2).
4.1.2.2 Izvedba postopka z LBP znacilkami
Tudi postopek Viola-Jones algoritma z LBP znacilkami je bil izveden s pomocjo
knjiznice OpenCV [25]. Knjiznica vsebuje nekaj predhodno naucenih LBP kaskad
in med njimi eno za frontalne obraze. Parametri pri razvrscevalniku ostanejo isti
kot je bilo opisano v poglavju 4.1.1.5. Kako se razvrscanje z LBP kaskado primerja
s postopki, ki uporabljajo Haarove znacilke, je razvidno na sliki 4.6, kjer je ROC
krivulja LBP razvrscevalnika oznacena z imenom LBP FF default. V splosnem
je zaznavanje hitrejse na racun malo slabsih rezultatov.
4.1.3 Razvrscanje s SURF kaskado
Pri razvrscanju s SURF kaskado sta Jianguo Li in Yimin Zhang [5] uporabila
Viola-Jones ogrodje, vpeljala pa sta tri kljucne spremembe. Prvo, uporaba
vecdimenzionalnih SURF deskriptorjev v znacilkah namesto enodimenzionalnih
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Slika 4.9: LBP operator ni obcutljiv na monotone sivinske transformacije [1].
vrednosti, pridobljenih s Haarovimi ltri. Tako sta lahko zmanjsala nabor znacilk
iz nekaj sto tisoc na nekaj sto, kar mocno vpliva na hitrost ucenja kaskade. Drugo,
uporaba logisticne regresije za sibke razvrscevalnike namesto odlocitvenih dreves.
Tretje, uporaba AUC kot edini kriterij za preverjanje konvergacije med ucenjem
kaskade, namesto dveh (FPR in TPR) uporabljenih pri Viola-Jones ogrodju.
4.1.3.1 SURF znacilke
SURF (angl. Speeded-Up Robust Features) [28, 29] postopek je nadgradnja in
pohitritev SIFT (angl. Scale-Invariant Feature Transform) postopka. Tocke za-
nimanja so dolocene kot mesta ekstremov v prostoru velikosti (angl. scale-space),
s cimer zagotovimo neodvisnost znacilk na merilo objektov. Pri SURF znacilkah
se pri iskanju prostora velikosti za priblizek Gaussovih parcialnih odvodov dru-
gega reda uporabijo pravokotni ltri (angl. box lters). Primer je prikazan na
sliki 4.10). Velika prednost tega postopka je, da je racunanje s pravokotnimi l-
tri veliko lazje in posledicno hitrejse zaradi uporabe integralnih slik (opisanih v
poglavju 4.1.1.2).
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Slika 4.10: Na levi Gaussovi parcialni odvod drugega reda (SIFT), na desni pri-
blizek z uporabo pravokotnih ltrov (SURF).
4.1.3.2 Izvedba postopka s SURF kaskado
Za zaznavanje s pomocjo SURF kaskade je uporabljen SCD (angl. SURF-Cascade
Detection) modul knjiznice libccv 2, ki se zgleduje po delu J. Li in Y. Zhang.
Z modulom je bila uporabljena h knjiznici prilozena kaskada face.sqlite3, ki je
bila ucena s pomocjo AFLW3 podatkovne zbirke, sest stopenj v globino. Sama
razpoznava je hitrejsa od OpenCV metode s Haarovo kaskado, ce ne uporabljamo
paralelizacije. SURF znacilke so sicer primerne za hkratno obdelavo, vendar
se tega libccv knjiznica v trenutni izvedbi ne posluzuje. Zato je na vecjedrnih
sistemih OpenCV znatno hitrejsi.
SCD razvrscevalniku je mozno spreminjati sledece parametre:
min neighbors Parameter zdruzevanja. Pri vrednosti 0 ni zdruzevanja. Pri
vrednostih vecjih od 0, se prekrivajoca zaznana okna zdruzujejo, rezultat
je obraz pa je vrnjen le, ce je stevilo zdruzenih oken vecje ali enako tej
vrednosti.
step through Velikost koraka razvrscevalnika.
2libccv, razlicica 0.7 (http://libccv.org/doc/doc-scd/) [dostopano: 20. 2. 2016].
3AFLW (http://lrs.icg.tugraz.at/research/aflw/) [dostopano: 21. 2. 2016].
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interval Koliko slik naj sestavlja piramido med polno velikostjo in polovicno
velikostjo (npr. ce je vrednost enaka 2, potlej bosta ustvarjeni se dve ve-
likostni stopnji med polno in polovicno velikostjo, skupaj: polna velikost,
5/6 velikosti, 2/3 velikosti in 1/2 velikosti).
size Najmanjsa mozna velikost iskanega objekta, ki nas zanima.
4.1.4 Razvrscanje s kaskado na podlagi posameznih pikslov
Za znacilke se uporabi razliko med svetilnostjo pikslov [8] oz. normirano razliko
piksla { NPD (angl. Normalized Pixel Dierence) [9]. Ta znacilka ima pred-
nost, da je neobcutljiva na povecavo in rotacijo ter ima moznost rekonstrukcije
originalne slike. Kaskada je sestavljena iz optimiranih odlocitvenih dreves, ki
uporabljajo NPD znacilke. Metoda je zaradi svoje enostavnosti zelo hitra (na
racun malo manjse natancnosti) in je zato zelo primerna za uporabo na okrnje-
nih sistemih.
4.1.4.1 Izvedba postopka s pico razvrscevalnikom
Za zaznavanje je bila uporabljena originalna pico4 knjiznica Nenada Markusa.
S knjiznico je vkljucena tudi kaskada za zaznavanje obrazov, ki je bila ucena s
300.000 pozitivnimi in 300.000 negativnimi vzorci z drevesi globine 6 in dvajsetimi
stopnjami razvrscevalnika.
Razvrscevalniku je mozno podati se dodatne parametre:
scaleFactor Za koliko naj se velikost slike spremeni med procesom razvrscanja.
strideFactor Za koliko naj se okno premakne med sosednjima razvrscanjima.
qualityThreshold Meja kvalitete razvrscanja.
pyramid Parameter, ki pove ali se uporabi slikovno piramido ali ne.
4pico (https://github.com/nenadmarkus/pico) [dostopano: 20. 2. 2016].
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minSize Najmanjsa mozna velikost iskanega obraza.
maxSize Najvecja mozna velikost iskanega obraza.
4.1.5 HOG piramida v kombinaciji s SVM razvrscevalnikom
4.1.5.1 HOG deskriptor
Ideja histograma orientiranih gradientov oz. HOG (angl. Histogram of Oriented
Gradients) deskriptorja je, da je mogoce oblike na sliki opisati s porazdelitvijo
smeri robov oz. gradientov svetilnosti. Slika se razdeli na majhne celice in za
vsako celico se izracuna histogram smeri gradientov. Bliznje celice se zdruzuje v
bloke in se jih po le teh normira. To vpliva na manjso obcutljivost na sence in
spremembe v osvetlitvi. HOG deskriptor nato dobimo z nizanjem teh lokalnih
histogramov v vektor [10].
Slika 4.11: Primer znacilk obraza opisanega s HOG deskriptorji [2].
Zaradi operiranja na bliznjih celicah je HOG deskriptor ucinkovit tudi pri
manjsih geometrijskih spremembah. Tako je zelo uporaben pri zaznavanju ljudi
v slikah in videu.
4.1.5.2 Izvedba postopka
Postopek je bil izveden z modulom za obdelavo slik (angl. Image Processing)
knjiznice dlib5. Zaznavalnik premika linearni SVM razvrscevalnik z drsecim
5dlib: Image Processing (http://dlib.net/imaging.html) [dostopano: 20. 2. 2016].
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oknom stalne velikosti preko piramide slike, opisane s HOG deskriptorji. Resitev
sledi nacinu, ki sta ga opisala Navneet Dalal in Bill Triggs [10], z dopolnitvijo
HOG znacilk, ki so jih predlagali Pedro F. Felzenszwalb in sodelavci [11].
Razvrscevalnik je bil ucen za obraze najmanjse velikosti 80x80, zato je za
manjse obraze predlagan postopek povecevanja slike pred procesom obdelave. Po
predlogu avtorjev je pripravljen parameter, ki narekuje stevilo povecanj (angl.
number of upsamples), ki je tako edini parameter pri tej metodi.
4.1.6 Face Detection Without Bells and Whistles { DPM
V clanku Face Detection Without Bells and Whistles so Markus Mathias in so-
delavci predlagali izboljsano ovrednotenje zaznavalnikov obrazov [30]. Med dru-
gim predstavijo svoj HeadHunter zaznavalnik z zelo dobrimi rezultati in argu-
mentirajo, da je mogoce zaznavanje obrazov zadovoljivo dobro vrsiti ze z osnov-
nim DPM zaznavalnikom [11]. Slednji je tudi uporabljen v tem delu in sicer s
knjiznico voc-dpm [31] po navodilih z razsiritvijo dpm face detector 6 in modelom
dpm baseline7.
4.2 Komercialne metode
Komercialne metode po vecini v rezultatu zaznanavanja obrazov poleg obmocja
ne podajo ocene zanesljivosti. V tem primeru rezultat v ROC grafu ni prikazan
kot krivulja, ampak samo kot tocka.
Pri vseh komercialnih metodah je uporabljena njihova brezplacna razlicica
(bodisi preizkusno obdobje, bodisi omejeno na stevilo klicev). Na zalost pa
6Doppia DMP (https://bitbucket.org/rodrigob/doppia/src/
50700e4f6df04e126bdf64c62403d94091b21e04/src/applications/dpm_face_detector)
[dostopano: 21. 2. 2016].
7Doppia Model (https://bitbucket.org/rodrigob/doppia/src/
50700e4f6df04e126bdf64c62403d94091b21e04/data/trained_models/face_detection)
[dostopano: 21. 2. 2016].
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ni nacina za oceno, ali je njihova brezplacna razlicica po kvaliteti primerljiva
s placljivo.
4.2.1 Betaface
Betaface8 ponuja storitev, ki mocno presega samo zaznavanje obrazov. Iz po-
drocja obrazov ponujajo razpoznavanje obrazov, lastnosti osebe (npr. spol, sta-
rost, rasa in custvovanje), dodatke na obrazu (npr. ocala, brki in brada) ter se
bolj natancna dolocila (npr. nacin frizure, stopnja porascenosti, posamezne dele
obraza ter barve oci, koze, las ipd.). Omogocajo tudi predrugacitve obrazov (npr.
zdruzevanje obrazov in spreminjanje izraza obraza). Primer zaznavanja tock inte-
resa je prikazan na sliki 4.12, v tabeli 4.1 pa je podan rezultat osnovne razvrstitve
za isti obraz. Poleg tega podrocja pa se Betaface ukvarja tudi z zaznavanjem in
razpoznavanjem drugih objektov, tako iz slik kakor tudi iz videa. Za storitev
potrebujemo aktivno povezavo do interneta, saj je potrebno slike najprej naloziti
na njihov streznik, ki vrsi samo razpoznavo. Storitev je placljiva v vec placilnih
razredih, ki se v tej spletni razlicici razlikujejo glede na stevilo slik. Najnizji (in










Tabela 4.1: Osnovna razvrstitev storitve Betaface za primer s slike 4.12.
8Betaface (http://www.betaface.com) [dostopano: 5. 2. 2016].
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Slika 4.12: Primer zaznavanja storitve Betaface. Original (levo) in tocke interesa
(desno).
4.2.2 Face++
V zadnjem casu se tudi pri zaznavanju obrazov pojavlja zaznavanje in razpo-
znavanje z nevronskimi mrezami (angl. neural networks) in globokim ucenjem
(angl. deep learning) [12]. Za ucenje nevronskih mrez je po navadi potrebno
veliko stevilo ucnih vzorcev. Megvii Inc. npr. uporablja za svojo storitev Face++
svojo lastno oznaceno bazo Megvii Face Classication (MFC) database, ki vsebuje
5 milijonov oznacenih obrazov z okoli 20.000 posamezniki [13].
Komercialna resitev kotira kar visoko9. Na zalost brezplacna izvedba ne daje
tako dobrih rezultatov. Prav tako ti rezultati niso ovrednoteni z oceno zaneslji-
vosti in je zato v ROC grafu prikazan samo kot tocka.
Primer zaznavanja obraza z brezplacno razlicico storitve Face++ je prikazan
na sliki 4.13, v tabeli 4.2 pa je podan rezultat osnovne razvrstitve.
9Face++ (http://www.faceplusplus.com/know-more-about-face-detection-performance/)
[dostopano: 21. 2. 2016].
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Slika 4.13: Primer zaznavanja storitve Face++. Original (levo) in zaznava obraza
(desno).
Znacilka Razvrstitev (zanesljivost)





Tabela 4.2: Osnovna razvrstitev storitve Face++ za primer s slike 4.13.
4.2.3 Apple Photos
Apple Photos je predstavnik samostojecega komercialnega programa namenje-
nega urejanju fotograj, ki ponuja tudi zaznavanje in razpoznavanje obrazov (slika
4.14). Ker je program zaprtokoden komercialni produkt, ni javno znano, kateri
algoritmi za zaznavanje obrazov so v uporabi.
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Slika 4.14: Zaznavanje obrazov v programu Apple Photos.
4.2.4 Microsoft Project Oxford
Microsoftov Project Oxford10 je komercialen oblacen projekt, ki ponuja kar nekaj
storitev iz podrocja zaznavanja in strojnega ucenja. Ponuja tri kategorije storitev:
vid, govor in jezik. Na podrocju vida se ukvarjajo s splosnim zaznavanjem slik
(kategorizacija, analiza, ocr ipd.), z videom, z zaznavanjem custev in obdelavo
obrazov (zaznava, razpoznava, iskanje podobnosti, identikacija ipd.). Primer
zaznavanja obraza in osnovnih tock interesa je prikazan na sliki 4.15, v tabeli
4.3 pa je podana osnovna razvrstitev za isti obraz. Projekt omogoca brezplacen








Tabela 4.3: Osnovna razvrstitev storitve Project Oxford za primer s slike 4.15.
10Project Oxford (https://www.projectoxford.ai) [dostopano: 21. 2. 2016].
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Slika 4.15: Zaznava storitve Project Oxford. Original (levo) in zaznava obraza
(desno).
5 Metodologija dela
Vsi preizkusi so bili narejeni na sistemu s stirimi jedri pri 2,2 GHz in 16 GB delov-
nega pomnilnika. Metode so bile izvedene bodisi v C/C++ jeziku, Python jeziku
ali v Matlabu. V C/C++ jeziku so bili izvedeni postopki: Viola-Jones postopek
s Haarovo (poglavje 4.1.1) in LBP kaskado (poglavje 4.1.2), Viola-Jones posto-
pek s SURF kaskado (poglavje 4.1.3), postopek pico (poglavje 4.1.4) in HOG
piramida s SVM (poglavje 4.1.5). Komercialne metode so bile izvedene s pro-
gramskim jezikom Python. Python je bil zaradi svoje enostavnosti v pomoc tudi
pri zaganjanju C/C++ programov z razlicnimi parametri ter predstavitvi rezulta-
tov. V Matlabu je bila izvedena metoda DPM (poglavje 4.1.6), saj knjiznica s
C++ razlicico postopka zahteva CUDA1 nabor ukazov in NVidia gracno kartico.
Knjiznici OpenCV in voc-dpm za svoje delovanje uporabljata vec procesorskih
jeder, libccv, dlib in pico pa le eno jedro.
Izvedba vsake izmed akademskih metod je bila sestavljena iz treh delov. Pr-
vega, pridobitev knjiznice ali izvorne kode metode. Drugega, priprava ovojnega
programa za zagon knjiznice (C/C++, Matlab), ki sprejme razlicne parametre
glede na metodo ter shranjuje rezultate v primernem formatu. In tretjega, pri-
prava skript (Python), ki zaganjajo ovojni program z razlicnimi parametri in
izrisujejo ali izpisujejo rezultate. V primeru komercialnih metod, kjer je bilo po-
trebno slike za obdelavo posiljati na streznik, je bila metoda izvedena s pomocjo
skripte (Python) in knjiznic za povezovanje. Parametrov tu ni bilo mogoce spre-




minjati. Pri metodi s samostojecim programom Apple Photos (poglavje 4.2.3)
je bilo mogoce do podatkov priti z zdruzevanjem iz posameznih SQLite baz iz
shrambe programa.
Ovrednotenje metod je bilo narejeno s pomocjo programa evaluate in skripte
runEvaluate.pl podanegih v okviru sistema FDDB2. Za pravilno delovanje
evaluate programa, morajo biti rezultati zapisani na sledec nacin:
...
<ime slike i>






Kjer je vsaka razpoznava obraza v pravokotni obliki predstavljena kot:
<levi_rob zgornji_rob sirina visina zanesljivost >
Gra so bili narisani s pomocjo odprtokodnega programa Gnuplot3.
2FDDB Evaluation (http://vis-www.cs.umass.edu/fddb/results.html#eval) [dosto-
pano: 21. 2. 2016].
3Gnuplot, razlicica 5.0 (http://www.gnuplot.info) [dostopano: 21. 2. 2016].
6 Eksperimenti in rezultati
V tem razdelku so opisani narejeni preizkusi in dobljeni rezultati dela. Kriterija
vrednotenja sta natancnost zaznavanja (zvezna in diskretna ROC krivulja) ter
cas, ki je bil za to potreben. Na zacetku so opisani rezultati posameznih metod
pri spreminjanju razlicnih parametrov razvrscevalnikov. Sledi primerjava metod,
ki so primerljive po dolocenem kriteriju (npr. primerjava natancnosti zaznavanja
pri podobnih casih). Za tem je podana primerjava vseh metod pri najboljsem
izboru parametrov ter nekatere njihove lastnosti. Na koncu sledi se kvalitativen
pregled rezultatov.
6.1 Vplivi parametrov
Nekateri razvrscevalniki omogocajo spremembe parametrov, ki bolj ali manj vpli-
vajo na kakovost in cas razvrscanja. Za preverjanje tega vpliva so bile pripravljene
skripte, ki so zaganjale razvrscevalnik pri razlicnih kombinacijah vhodnih para-
metrov. V tem razdelku so predstavljeni rezultati tega preizkusa. Preucevanje
vpliva parametrov na razvrscanje je bilo mozno le na akademskih metodah, saj
komercialne dostopa do njih nimajo.
6.1.1 Haarova in LBP kaskada s knjiznico OpenCV
Opis posameznih parametrov in primerjava razlicnih vnaprej naucenih kaskad za
frontalne obraze je podan v razdelku 4.1.1.5. Primerjava ocen pri spremembah
najmanjse velikosti obraza je prikazana na sliki 6.1. Podobna slika je pri primer-
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javi zveznih ocen, le da je vse skupaj malo nizje. Tabela 6.1 prikazuje porabo
casa pri istih spremembah. Iz rezultatov je razvidno, da lahko s spremembo naj-
manjsega moznega obraza iz 24 24 na 48 48 na racun malo slabsih rezultatov























Slika 6.1: Primerjava ROC krivulj za diskretno oceno pri spremembah najmanjse
velikosti zaznanega obraza za metodo Haarove in LBP kaskade.
Drugi zanimiv parameter je faktor pomanjsave (angl. scale factor), katerega
vpliv na ROC krivuljo in cas je razviden s slike 6.2 in tabele 6.2. Pri spremembi
koraka pomanjsave slike iz 1% na 11% (vrednost parametra 1.11) je viden
25% upad natancnosti, ampak tudi desetkratno pohitritev postopka. Podobno
sorazmeren je vpliv doticnega parametra tudi pri LBP metodi.
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Metoda Najmanjsa velikost [px] Cas [s] Frekvenca [slika/s]
Haar
24 24 549,64 5,18
30 30 385,22 7,39
48 48 201,07 14,15
LBP
24 24 291,83 9,75
30 30 297,97 9,55
48 48 123,10 23,11
Tabela 6.1: Primerjava casa zaznavanja pri spremembah najmanjse velikosti za-
znanega obraza za metodo Haarove in LBP kaskade.











Tabela 6.2: Primerjava casa zaznavanja pri spremembah faktorja pomanjsave za
metodo Haarove kaskade.
6.1.2 SURF kaskada s SCD razvrscevalnikom
Opis parametrov je podan v razdelku 4.1.3.2. Primerjava ocen pri spreminjanju
najmanjse velikosti obraza je prikazana na sliki 6.3. Podobna slika je pri pri-
merjavi zveznih ocen, le da je vse skupaj malo nizje. ROC krivulji pri razlicnih
minimalnih velikostih se prakticno prekrivata, iz cesar lahko sklepamo, da me-
toda slabo zaznava obraze pri majhnih velikostih. Tabela 6.3 prikazuje porabo
casa pri istih spremembah. Pri vecjih minimalnih velikostih je potrebnih manj
premikov za zajem celotne slike in temu primerno je cas krajsi.
Parameter razdeljenosti piramide (interval) po neki kriticni meji zgoscenosti


























Slika 6.2: Primerjava ROC krivulj za diskretno oceno pri spremembah faktorja
pomanjsave za metodo Haarove kaskade.
(ko se zacno zaznave med razlicnjimi stopnjami prekrivati) izgubi vpliv na na-
tancnost zaznave. Glede na sliko 6.4 se da postaviti to mejo na dve vmesni stopnji,
torej skupna piramida stirih velikostnih stopenj. Cas se z vecanjem razdeljenosti
povecuje (slika 6.4), saj s tem dodajamo stopnje, po katerih mora drseti okno
razvrscevalnika.
Metoda Najmanjsa velikost [px] Cas [s] Frekvenca [slika/s]
SURF
24 24 3861,99 0,74
48 48 796,26 3,57
Tabela 6.3: Primerjava casa zaznavanja pri spremembah najmanjse velikosti za-
znanega obraza za metodo SURF kaskade.



















Slika 6.3: Primerjava ROC krivulj za diskretno oceno pri spremembah najmanjse
velikosti zaznanega obraza za metodo SURF kaskade.
6.1.3 Razvrscevalnik Pico
Parametri razvrscevalnika so opisani v razdelku 4.1.4.1. Natancnost zaznavanja
se pri spremembi najmanjse velikosti iskanega objekta drasticno ne spremeni, je
pa vidna pohitritev (tabela 6.5). Uporaba slikovne piramide ne vpliva niti na na-
tancnost niti na cas zaznave. Zanimiva ja primerjava parametra faktorja velikosti
slike (angl. scale factor). Pogled na sliko 6.5 kaze minimalno slabsanje kvalitete
zaznavanja napram ogromnim pohitritvam (tabela 6.6). Prav tako povecava fak-
torja pomika (angl. stride factor) iz vrednosti 0,1 na 0,2 na racun minimalnega
zmanjsanja natancnosti zaznavanje pohitri za stirikrat.






















Slika 6.4: Primerjava ROC krivulj za diskretno oceno pri spremembah razdelje-
nosti piramide slike za metodo SURF kaskade.
6.1.4 HOG piramida s SVM razvrscevalnikom
ROC krivulje so pri tej metodi sicer visoke, ampak zelo kratke. Vpliv edinega
parametra se v natancnosti zaznavanja ne kaze veliko, mocno pa vpliva na potre-
ben cas. Veckrat kot je slika predhodno povecana, vecje je obmocje zaznavanja
in posledicno daljsi cas.
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Tabela 6.4: Primerjava casa zaznavanja pri spremembah razdeljenosti piramide
slike za metodo SURF kaskade.
Metoda Najmanjsa velikost [px] Cas [s] Frekvenca [slika/s]
Pico
24 24 1638,60 1,74
48 48 520,70 5,46
Tabela 6.5: Primerjava casa zaznavanja pri spremembah najmanjse velikosti za-


























Slika 6.5: Primerjava ROC krivulj za diskretno oceno pri spremembah faktorja
velikosti slike za metodo pico.
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Slika 6.6: Primerjava ROC krivulj za diskretno oceno pri spremembah faktorja
pomika razvrscevalnega okna za metodo pico.
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Tabela 6.7: Primerjava casa zaznavanja pri spremembah faktorja pomika





















Slika 6.7: Primerjava ROC krivulj za diskretno oceno pri spremembah stevila
predhodnih povecav slike za metodo HOG.
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Tabela 6.8: Primerjava casa zaznavanja pri spremembah velikosti slike za metodo
HOG.
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6.2 Vrednotenje natancnosti pri primerljivem casu
Pri vrednotenju natancnosti pri primerljivem casu so rezultati razdeljeni v razrede
po stevilu obdelanih slicic na sekundo. V tabeli 6.9 je prikazano tudi pojavlja-
nje metod po posameznih razredih. Videti je, da se metoda DPM pojavlja le v
razredih A in B, ki sta sicer zelo pocasna, predstavljata pa zelo natancne rezul-
tate. Metoda SURF se pojavlja v zgornji polovici razredov, kar jo uvrsca med
pocasnejse metode. Metodi Haar in pico se pojavljata v vecini razredov, kar
kaze na vsestranskost metod oz. moznost spreminjanja parametrov na nacin, da
se cimbolj prilega danim zahtevam. Podrobneje so predstavljeni bolj zanimivi
razredi A, D, F in I. Predstavitve zajemajo najboljse predstavnike posamezne
metode, torej pri izbiri parametrov, za najboljso natancnost zaznave.
Razred Razpon [fps] Pojavljanje metod
A 0,7{2,0 DPM, SURF, HOG, pico
B 2{7 DPM, SURF, Haar, pico
C 7{12 SURF, HOG, Haar, LBP, pico
D 12{17 SURF, Haar, pico
E 17{24 SURF, LBP, pico
F 24{32 Haar, pico
G 32{60 HOG, Haar, LBP, pico
H 60{120 Haar, LBP, pico
I 120{240 Haar, LBP, pico
J 240{480 Haar, LBP, pico
K 480{960 LBP, pico
L > 960 pico
Tabela 6.9: Razredi hitrosti razpoznave.
Razred A, ima z najdaljsim casom po pricakovanjih najnatancnejso zaznavanje
obrazov. ROC krivulje diskretnih in zveznih ocen prikazuje slika 6.8, potreben
cas pa je podan v tabeli 6.10. Razred D je zanimiv, ker predstavlja hitrost slicic
(angl. frame rate) pri slabsih kamerah. Lahko opazimo, da sta si metodi Haar in
pico zelo blizu, metoda SURF, pa ima malo slabsi rezultat. Razred F je zanimiv,
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ker predstavlja hitrost, pri kateri nase oko gibanje zacne dojemati zvezno, torej
ne zaznamo vec posameznih slicic. Te hitrosti so zato v uporabi pri lmih in
navadnih kamerah. Iz slike 6.10 in tabele 6.12 je razvidno, da je metoda pico za
skoraj 10% boljsa od metode Haar in je celo malce hitrejsa. Razred I je zanimiv
kot predstavnik zelo hitrega zaznavanja s se zadovoljivo natancnostjo. Tu se
metoda pico izkaze kot najboljsa in s tem potrdi postavko, da je bila metoda
narejena za hitro delovanje, na racun malo slabsih rezultatov. Enako se izkaze
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Slika 6.8: Primerjava ROC krivulj za najboljse metode iz razreda A.





Tabela 6.10: Primerjava casa potrebnega za obdelavo vseh FDDB slik in frekvenca
za najboljse metode iz razreda A.
























Slika 6.9: Primerjava ROC krivulj za najboljse metode iz razreda D.




Tabela 6.11: Primerjava casa potrebnega za obdelavo vseh FDDB slik in frekvenca
za najboljse metode iz razreda D.
Metoda Cas [s] Frekvenca [fps]
Haar 94,47 30,12
pico 91,76 31,00
Tabela 6.12: Primerjava casa potrebnega za obdelavo vseh FDDB slik in frekvenca
za najboljse metode iz razreda F.






Tabela 6.13: Primerjava casa potrebnega za obdelavo vseh FDDB slik in frekvenca
za najboljse metode iz razreda I.















































Haar1 Haar2 LBP pico1 pico2
Slika 6.11: Primerjava ROC krivulj za najboljse metode iz razreda I.
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6.3 Primerjava vseh metod
V tem razdelku je prikazana primerjava vseh izbranih metod. Uporabljeni so
najboljsi rezultati, ne glede na porabljen cas zaznavanja. Pri metodah, ki pri
rezultatih niso imele podane ocene zanesljivosti (to so predvsem komercialne me-
tode) je na ROC grafu namesto krivulje vrisana samo tocka. V tabeli 6.14 sta
podana cas, potreben za obdelavo vseh FDDB slik, in frekvenca za akademske
metode, kjer je bilo cas moc meriti. Pri komercialnih metodah cas ni bil merjen,




























Slika 6.12: Primerjava diskretnih ROC krivulj vseh izbranih metod s parametri
nastavljenimi za najboljso zaznavanje obrazov.
Na slikah 6.12 in 6.13 je razvidno, da komercialne resitve kotirajo slabse od
akademskih. Rezultat se zdi sumljiv, saj bi pricakovali, da so komercialne resitve
vsaj primerljive, ce ne celo boljse. Ob preverjanju izrisov rezultatov na slikah je



























Slika 6.13: Primerjava zveznih ROC krivulj vseh izbranih metod s parametri
nastavljenimi za najboljso zaznavanje obrazov.
moc opaziti, da v veliko primerih metoda sicer zazna obraz, ampak je regija dosti
manjsa od elipsaste oznacbe sistema FDDB (najbol opazno pri Apple Photos).
Na podlagi te ugotovitve je bila spremenjena meja, kdaj se smatra, da je zaznava
di primerljiva z oznacbo vi (opisano v razdeleku 3.2.1). V enacbi (3.1) je meja
postavljena na 0,5. Na slikah 6.14 in 6.15 je prikazan rezultat pri postavljeni meji
na 0,3. Sprememba pri zvezni oceni skrci ROC kivuljo bolj v levo, kar je posledica
manjsega stevila FP pri posamezni sliki. Vecja sprememba je opazna pri diskretni
oceni, kjer komercialne resitve postanejo bolj primerljive z akademskimi, pri vseh
metodah pa se vidi izboljsava rezultata. Vsekakor pa je potrebno opozoriti, da
so v uporabi brezplacne razlicice komercialnih storitev in da so lahko placljive se
boljse.
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Tabela 6.14: Primerjava casa, potrebnega za obdelavo vseh FDDB slik, in fre-



























Slika 6.14: Primerjava diskretnih ROC krivulj vseh izbranih metod pri spremembi
meje ujemanja iz 0,5 na 0,3.



























Slika 6.15: Primerjava zveznih ROC krivulj vseh izbranih metod pri spremembi
meje ujemanja iz 0,5 na 0,3.
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Vse izbrane akademske metode so bile izvedene s pomocjo knjiznic odprtega
znacaja (tabela 6.15). Pri izbranih komercialnih metodah so strezniske storitve
placljive in omogocajo na nek nacin okrnjeno brezplacno razlicico. Metoda Apple
Photos je samostojec program, ki je brezplacno vkljucen v operacijski sistem
Mac OS X. Poslovni modeli komercialnih metod in omejitve njihovih brezplacnih
razlicic so prikazani v tabeli 6.16.
Metoda Knjiznica Licenca
SURF libccv
Izvorna koda: BSD 3-clause
Model: CC Attribution 4.0 International
pico pico Odprtokodna licenca1
Haar OpenCV BSD 3-clause
LBP OpenCV BSD 3-clause
HOG dlib BSL-1.0
DPM voc-dpm MIT
Tabela 6.15: Knjiznice akademskih metod.
Metoda Poslovni model Omejitve brezplacne verzije
BetaFace Placljiva strezniska storitev 500 slik na dan




v okolju Mac OS X
MS Project Oxford Placljiva strezniska storitev
20 transakcij na minuto,
5000 transakcij na mesec
Tabela 6.16: Omejitve brezplacnih verzij komercialnih metod.
6.4 Kvalitativna primerjava
Iz rezultatov se da zakljuciti, da vse metode zelo dobro opravljajo zaznavanje pri-
blizno portretnih obrazov, tudi ce so ti malo zamegljeni (slika 6.16). Drugace pa
1https://github.com/nenadmarkus/pico/blob/master/LICENSE
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je pri prolih, kjer prednjaci metoda DPM, ki jih izmed izbranih metod edina za-
znava (slika 6.17). To tudi pojasnjuje najboljsi rezultat na sliki 6.12 iz prejsnjega
poglavja. Metoda je tudi sposobna zaznavanja odrezanih obrazov, kjer je vidno
vsaj malo drugega ocesa. Nasploh se pri vseh metodah izkaze, da imajo zelo
velike tezave pri zaznavi prekritih obrazov. Se posebej, ce ni vidno obeh oces.
V primeru, da je prekrit samo spodji del obraza, je zadeva manj kriticna (slika
6.18).
Slika 6.16: Vse metode zelo dobro opravljajo zaznavanje portretnih obrazov.
Slika 6.17: DPM metoda (spodnja vrsta) je edina izmed ostalih izbranih (primeri
v zgornji vrsti), ki dobro zaznava obraze v prolu.
Sposobnost zaznavanja tudi upade, ce so obrazi zelo zamegljeni pri majhni
locljivostji. Na sliki 6.19 je primer, kjer nobena izmed metod ni uspela zaznati
majhnih obrazov. Drug problem so pojavi pri raznih zasukih obraza npr. kjer
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Slika 6.18: Primer slik, kjer DPM metoda zazna prirezan obraz na robu (spodnja
vrsta). Zgoraj levo primer dveh obrazov, ki sta prekrita od spodaj, torej imata
vidne oci in nos, in sta zaradi tega lazje zaznana z vecino metod. Desno zgoraj je
prikazan primer dveh prekritih obrazov, ki nista bogla biti razpoznana z nobeno
izmed metod.
clovek gleda navzdol. Metoda DPM se tudi tukaj izkaze za boljso, vendar ni
uspesna v vseh primerih (slika 6.21). Obratno pa se DPM metoda ne obnese
najbolje pri majhnih obrazih pri nizki locljivosti. Tu prednjacita metodi pico in
SURF, preostale so, izvzemsi MS Project Oxford, kmalu za njima (slika 6.20).
Po pregledu izrisov zaznav na slikah je moc najti pravilno zaznane obraze,
ki nimajo ustrezne oznacbe v sistemu FDDB. Predvsem so to nekateri prolni
obrazi ter nekateri obrazi kipov (slika 6.22).
Kot zanimivost, Viola-Jones skupina metod (SURF, Haar in LBP) ter resitev
BetaFace vcasih za obraz, sicer z nizjo zanesljivostjo, oznacijo kravatni vozel. In
samo resitvi MS Project Oxford in Face++ nista oznacili kaksne dlani oz. pesti
namesto obraza (slika 6.23). Za konec, DPM je edina metoda, ki je zaznala
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Slika 6.19: Manjsih zamegljenih obrazov z majhno locljivostjo ne uspe zaznati
nobena izmed izbranih metod.
Slika 6.20: Pri manjsih obrazih prednjacita metodi pico in SURF, blizu za njima
je Apple Photos, DPM pa ima z majhnimi obrazi tezave.
poseben obraz, prikazan na sliki 6.24.
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Slika 6.21: Primeri tezje zaznavljivih pozicij obrazov. Pri nekaterih je metoda
DPM uspesna.
Slika 6.22: Nekaj obrazov je pravilno zaznanih, pa niso oznaceni v sistemu FDDB.
Slika 6.23: Med napacnimi zaznavami se hitro najde kravatni vozel ali roka.
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Slika 6.24: Poseben obraz zaznan samo z metodo DPM.
7 Diskusija
Zanimivo je spoznanje, da je mozno s skrbno izbiro parametrov odprtokodnih
resitev dobiti kar primerljive rezultate komercialnim resitvam. Seveda pa moramo
tu upostevati dejstvo, da so bile v uporabi brezplacne razlicice komercialnih metod
(v primeru BetaFace, Face++ in MS Project Oxford) ali da zaznavanje obrazov
ni primarna dejavnost programa (v primeru Apple Photos). Iz rezultatov lahko
sklepamo, da se iz izbranih komercialnih storitev najbolje odreze MS Project
Oxford.
Ce je pomembno delovanje v realnem casu ali se hitrejse, potlej je najbolj
zanimiva metoda pico. Metoda je tudi zelo prilagodljiva s stalisca razlicnih para-
metrov. Mogoce jo je nastaviti za zelo natancno ali zelo hitro delovanje. Zaradi
svoje enostavnosti (napisana v cistem C in ne potrebuje drugih vecjih knjiznic)
pa jo je mogoce uporabiti tudi na bolj okrnjenih sistemih. V primeru najvecje
natancnosti sta zanimivi metodi HOG in DPM, vendar jima je, vsaj pri zvezni




V delu so bili predstavljeni problemi zaznavanja obrazov, kako se jih da resiti
ter osnoven pregled podrocja. Predstavljenih je bilo nekaj podatkovnih zbirk za
ucenje algoritmov razvrscanja ter enoten sistem za ovrednotenje le teh. Nadalje
so bili opisani primeri razlicnih akademskih in komercialnih metod ter predsta-
vljene programske knjiznice, ki te metode uporabljajo. Na koncu so bile izvrsene
primerjave uspesnosti razlicnih metod po casu in natancnosti.
Pri akademskih metodah so bile pri zaznavi uporabljene ze vnaprej naucene
kaskade ali modeli, ki so vkljuceni v uporabljene knjiznice. Vse te knjiznice po-
leg zaznavanlnika samega omogocajo se lastno ucenje razvrscevalnikov. Sistem
FDDB predlaga dva nacina preizkusanja: navzkrizno vrednotenje z desetimi pre-
gibi in neomejeno ucenje. V tem delu je bilo uporabljeno slednje, za nadaljnje
delo bi bilo zanimivo pregledati se prvo moznost. Torej opraviti lastno ucenje
kaskad oz. modelov in ponoviti teste.
Kot drugo razsiritev bi bilo mogoce uporabiti popravke ovrednotenja, predla-
gane v delu FDBW [30] in primerjati rezultate s FDDB vrednotenjem, uporablje-
nim v tem delu.
Zanimivo bi bilo tudi v okviru raziskav pridobiti placljive razlicice komercial-
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