Abstract. This work is concerned with the unique determination of a periodic diffraction grating profile in three dimensions by some scattered electromagnetic fields measured above the grating. In general, it is well known that global uniqueness may not be true when the measurement is only taken for one incident field. Our goal is to completely characterize the global uniqueness properties when the periodic structure is of polyhedral type. Corresponding to each incident plane wave, we are able to classify all unidentifiable structures into three classes and show that any periodic polyhedral structure can be uniquely determined by one incident field if and only if it belongs to none of the three classes. Consequently, the minimum number of incident waves required for the unique determination of a periodic polyhedral structure can be easily read.
Introduction
This work is concerned with the unique determination of a bi-periodic diffraction grating in three dimensions by the scattered electromagnetic fields corresponding to some incident plane waves. A grating structure S is said to be bi-periodic of period Λ = (Λ 1 , Λ 2 ) if for any point x = (x 1 , x 2 , x 3 ) ∈ S the point (x 1 + n 1 Λ 1 , x 2 + n 2 Λ 2 , x 3 ) also belongs to S for all integers n 1 and n 2 . We consider such a periodic grating structure S, which is ruled on a perfect conductor. The medium above S is assumed to be homogenous with a constant dielectric coefficient 0 > 0 and magnetic permeability μ 0 > 0, and the corresponding region is denoted by Ω. Let E i (x) = se iq·x (with time dependence e −iωt ) be an incident time-harmonic electromagnetic wave incident to the grating structure S from above. Vectors s and q are orthogonal, and the incident direction q can be written as q = (α 1 , α 2 , −β) for some β > 0. Accordingly, the wave number k and frequency ω involved are respectively given by k = |q| , ω = |q|/ √ 0 μ 0 .
For the subsequent analysis, we will frequently need vector α = (α 1 , α 2 , 0), partially taken from vector q. Let E be the total field, which is the sum of the incident field and the scattered field. Then E satisfies the following vector-valued Helmholtz system: ΔE + k 2 E = 0 in Ω, (1) divE = 0 in Ω, (2) ν × E = 0 on S, (3) where ν is the unit outward normal vector to the surface S.
In view of the bi-periodic structure of S, we are only interested in the quasiperiodic solutions E to the system (1)-(3), i.e., e −iα·x E is periodic respectively with period Λ 1 in the x 1 direction and Λ 2 in the x 2 direction; see [8] , [12] . We also impose a radiation condition in the x 3 direction by assuming that E is composed of bounded outgoing plane waves plus the incident wave E i . Then it follows from the knowledge of the fundamental solution to the periodic Helmholtz equation (cf. [8] , [12] ) that E can be expressed in the following form:
A n e iq n ·x for all x in R 3 above the highest point on S, where all A n 's are complex vectors, called the Rayleigh coefficients, and all q n 's are given by q n = α n + α + (0, 0, β n ) with α n = (2πn 1 /Λ 1 , 2πn 2 /Λ 2 , 0) and
One can see from (5) that there are only finitely many n's for which β n are real, i.e., there are only a finite number of propagating plane waves in the scattered field while the remaining modes decay exponentially along the x 3 direction.
Throughout this work we assume that
The assumption (6) is the usual condition to ensure the uniqueness of the forward scattering problem (1)-(4) (cf. [8] , [12] ). For the sake of convenience, we introduce the index set Ξ = {n ∈ Z 2 ; β n > 0}
and denote by E p the propagating field, namely, the part of the total field E in (4) with those exponentially decaying modes removed:
Unlike the total field E in the expression (4), the complex vector-valued function E p can be extended to the whole space R 3 naturally, and this fact will be used repeatedly in the subsequent analysis.
Given the periodic structure S and the incident field E i , the forward diffraction problem is to solve for the system (1)-(4) the total field E. The direct diffraction problem has been well studied mathematically; see, e.g., [12] , [4] - [6] . The current work is mainly concerned with an inverse problem associated with the system (1)- (4) . For a given incident wave E i , assume that the total field E can be measured on a plane Γ b = {x 3 = b} above the structure S. Then we want to find out how many incident waves should be sent so that the measurements of the resulting total fields on the plane Γ b can uniquely determine the shape and position of the structure S. It is well known that global uniqueness with one incident wave is generally not true. This can be seen from a simple example that when one incident wave is sent, two grating profiles, both parallel to the plane {x 3 = 0} with distance of a certain multiple of the wavelength of the incident wave, generate the same total field E in the domain above Γ b . As far as the general periodic grating profiles are concerned, the global uniqueness of this inverse problem still remains open. However, when it is confined to some special classes of periodic structures, important progress has been made in recent years, particularly in the two-dimensional case. Hettlich and Kirsch showed in [19] that a finite number of incident waves are sufficient to identify a C 2 -smooth periodic structure in two dimensions. In a series of works by Elschner, Schmidt and Yamamoto (see [14] , [15] and [18] ), the global uniqueness problem for the class of periodic polygonal structures was studied and the minimal number of incident waves to ensure the global uniqueness was obtained. On the other hand, Bao and Friedman established in [7] the local stability for gratings that consist of pairs of smooth periodic curves, while the case of interfaces with corner points was addressed by Elschner and Schmidt in [16] .
To our knowledge, there are only two uniqueness results for the aforementioned inverse problem in the three-dimensional case, both for gratings which can be described by graphs of C 2 Λ−periodic functions. Local uniqueness was established in [8] , where a crucial step was to estimate a lower bound of the first eigenvalue to the problem (1) in a convex domain. The global uniqueness result was obtained in [3] with one incident plane wave when the medium above the perfect conductor was assumed to be lossy, i.e., k had a non-zero imaginary part, while for the case when k was real, global uniqueness was established with infinitely many incident waves.
In this work we will restrict ourselves to the Lipschitz polyhedral gratings, so the grating structure S is assumed to be a Lipschitz polyhedral surface with a period Λ. For each given incident wave, we are able to identify three classes of polyhedral gratings and demonstrate that these are all the possible polyhedral gratings which cannot be uniquely determined by the incident wave. Using these results, we can determine the minimum number of incident waves to uniquely determine a polyhedral grating. The novelty of our approach lies in the following two significant aspects:
• Our central analysis is basically constructive, which provides clear characterizations of all unidentifiable periodic grating structures, even though we adopt contradicting arguments from time to time. It should be noted that all the methodologies used in the existing uniqueness studies for inverse obstacle scattering problems are carried out purely by contradiction arguments; see [2] , [8] , [9] , [10] , [11] , [17] , [18] , [19] , [21] , [23] and the references therein.
• A major technique used in this work is dihedral group theory, which is for the first time introduced in the uniqueness study for inverse scattering problems and turns out to be extremely helpful to characterize the unidentifiable periodic structures.
The rest of the paper is organized as follows. In Section 2, we present some technical tools and observations which are frequently needed in the subsequent analysis. In Section 3, we discuss how to start from one or two perfect planes of the total field to find all the possible grating profiles to which the global uniqueness fails. Finally, the main result is established on the uniqueness of the scattering problem in Section 4.
Preliminaries
We begin by introducing the following conventions and notation:
(1) For any vector b ∈ R 3 , its norm is denoted by b . For convenience, we may often view a point r ∈ R 3 also as the vector originating from the origin which directs to the point r.
(2) A vector r ∈ R 3 is said to be parallel to a line l in R 3 with a tangential unit vector ν if r ν. For a plane Π in R 3 , we denote by ν Π the unit normal vector to Π . A vector r is said to be parallel to a plane Π in R 3 if r ⊥ ν Π . (3) For any c ∈ C 3 and r ∈ R 3 , the dot product c · r = 0 means Re(c) · r = 0 and Im(c) · r = 0. The same conventions will be made for the relations c || r, c × r and c ⊥ Π for any plane Π in R 3 . (4) Let Π be a plane in R 3 ; we denote by R Π the reflection with respect to the plane Π in R 3 . The reflection R Π is always understood to act on a point in R 3 . Let Π be the plane that passes through the origin and is parallel to Π, and let R Π be the derivative of R Π , namely the linear part of R Π . One can see that R Π is the reflection with respect to the plane Π . For a point r ∈ R 3 , R Π r can also be viewed as the reflection of the vector that initiates from the origin and points to the point r, with respect to the plane Π . By natural extension, we apply R Π to complex vectors in C 3 as well. (5) For a set A, we denote by |A| the number of elements in A. (6) Let G be a group which acts on a set A, and let a ∈ A. Then G{a} means the orbit of a under the action of the group G. By the group property, we know that for any two elements a, b ∈ A, either G{a} = G{b} or G{a} ∩ G{b} = ∅. Next we introduce two concepts, i.e., perfect sets and perfect planes, that are crucial to the subsequent analysis.
and plane Π passing through x}.
The points in P F are called perfect points of F . For any x ∈ P F , we denote by Π the plane involved in the definition of P F . Furthermore, we let Π be the connected component of Π ∩ O containing x. Then by the analyticity of F and analytic continuation, we have ν × F = 0 on Π. In the sequel, such Π will be referred to as a perfect plane of F . We also use P F to denote the set of perfect planes of F whenever there is no cause for confusion.
Note that the electric field E to the system (1)- (3) is analytic in the domain Ω, which leads us to the important reflection property of a perfect plane in the following lemma; see [22] . 
Lemma 2.1 (Reflection Principle
The following two lemmas present some results that will be used repeatedly in the subsequent sections. Lemma 2.2. Let n ∈ N, let λ 1 , λ 2 , . . . , λ n be n real numbers, and assume that the following relation holds for n complex vectors a 1 , . . . , a n ∈ C m for m ∈ N:
Proof. We prove the second part of the lemma first by induction. The case n = 1 is trivial. Now we assume that the conclusion holds for some n ∈ N; we need to show that it also holds for n + 1. a j e iλ j t = 0.
If there is some 1 ≤ j ≤ n + 1 such that a j = 0, then the result for n + 1 follows from the assumption for n. Now assume that a j = 0 for 1 ≤ j ≤ n + 1. Then we can derive the following relations by multiplying both sides of (10) 
Similarly, we deduce from (12) and (14) that
Since e iλ 1 −e iλ j and e i √ 2λ 1 −e i √ 2λ j cannot be zero simultaneously, we conclude that a j = 0 for 2 ≤ j ≤ n + 1, which is a contradiction. This completes the induction and the proof of the second part of the lemma.
To prove the first part, for each λ j we combine all the terms in (9) which have the same λ j , and then we apply the previously proved result for the resulting expression. 
Then it holds that
Proof. It is easy to see that the first result of the lemma follows directly from the second one, so we shall show only the second result. First we prove that for any q ∈ R 3 and q = 0, 
Note that there exists a constant C = C( q ) such that
so we derive
from which the equality (15) follows immediately. a j e iq j ·x = 0.
If there is some 1 ≤ l ≤ n such that a l = 0, then we get from (16) that
Now integrating both sides of (17) over the ball B(r) and then dividing by r 3 yields that a l = 0 by means of (15), leading to a contradiction. This completes the proof of Lemma 2.3.
Classification of unidentifiable periodic structures
The aim of this section is to determine and classify all the unidentifiable periodic structures corresponding to a given incident field.
3.1. Observations and auxiliary tools. We start by recalling some basic notation from Section 1: E i (x) = se iq·x : the incident electric field; E(x): the total field; S: the grating profile of bi-period Λ; Γ b : the plane {x 3 = b} above the grating S, on which the total field E is measured;
Ω b : the domain above the plane Γ b ; Ξ = {n ∈ Z 2 ; β n > 0}.
We also write:
We now introduce a very useful concept to the subsequent analysis. The following lemma presents a crucial observation. Proof. We separate the proof into two cases: Π ∦ {x 3 = 0} and Π {x 3 = 0}. Case 1. Π is not parallel to the plane {x 3 = 0}. We choose x 0 ∈ Π and two linearly independent vectors v 1 , v 2 in R 3 such that their components in the x 3 direction are positive and that x 0 + λv 1 + μv 2 belongs to Π for all λ > 0, μ > 0. Note that for x 3 ≥ b we have the expansion
which, along with the property that E s decays exponentially as x 3 → ∞ and E × ν Π = 0 on Π by the definition of a perfect plane, yield that
Then it follows from Lemma 2.2 that
Considering that all exponential functions involved above are analytic, we know immediately that the above equality holds for all μ ∈ R by analytic continuation. So the desired result is proved for Case 1.
Case 2. Π is parallel to the plane {x 3 = 0}. Let Π = {x 3 = c} with c > b. Since Π is a perfect plane of E, we have for all x ∈ Π that
Note that {e
of variables x 1 and x 2 . Therefore we obtain
Then for all x ∈ Π we derive
This completes the proof of Case 2.
The subsequent analysis is mainly based on the study of the perfect planes of the total field E. But we recall that a perfect plane of E is usually not a true plane in R 3 . By means of Lemma 3.1, it would be much more convenient for us to investigate the perfect planes of the propagating field E p , as those perfect planes are truly two-dimensional planes in R 3 . To see this, we may first observe that E p is analytic in the whole space R 3 since E p contains only a finite number of exponential functions, and each of the functions is analytic in R 3 . Then by the analytic continuation, each perfect plane of E p , namely each element in P, is a truly two-dimensional plane.
For each incident field E i , we will find all the grating structures which cannot be identified by the incident field. We begin with the following assumption, which is the first fundamental fact to be established in the proof of our main result on the global uniqueness in Section 4. Proof. By the Reflection Principle (Lemma 2.1) the following relation holds for each perfect plane Π ∈ P:
which implies by the definition of E p that
It is easy to check that R Π x = R Π x + R Π 0 and that R Π is symmetric, so we can rewrite the above equation as
From this relation and Lemma 2.3, we know immediately that each vector of Q must be reflected by R Π to one and only one vector in Q. Thus R Π Q ⊆ Q. By noting that R Π is a bijective transformation in R 3 , we know that R Π Q = Q and the map R Π : Q → Q is also a bijection.
The remaining results in Proposition 3 about P follow directly from the Reflection Principle (Lemma 2.1) and the bijectiveness of R Π in R 3 .
Proposition 4. For a Π 0 -reflecting periodic part S l of grating S, each face of S l must lie on some perfect plane in P.
Proof. By Proposition 2 we have R Π 0 S l ⊂ P. On the other hand, it follows from Lemma 3.1 that Π 0 ∈ P. Hence we know
The following lemma presents some useful properties about perfect planes.
Lemma 3.2.
Let F = te ip·x be one of the Fourier modes of E p in (19) . Therefore,
Proof. (a) is a direct consequence of the definition of a perfect plane. To see (b), we apply Lemma 2.3 to equality (21) with Π to obtain which shows that the field F = te ip·x satisfies the symmetric relation (8) as in Lemma 2.1 with respect to the plane Π, so Π is a perfect plane of F .
Finally, we prove (c). We do it in two cases:
The assertion for the former case follows readily from (a) and (b), while the proof of the latter follows from the fact that ν
3.2. First class of unidentifiable gratings. We are now ready to start the process to find all of the unidentifiable gratings corresponding to the incident field E i = se iq·x . More precisely, these structures are classified into three classes. The first unidentifiable class corresponds to the special case when all the planes in P are parallel to Π 0 , as stated in the following lemma. On the other hand, if Π is a plane that is parallel to Π 0 and the distance between Π and Π 0 is some integer multiple of π/β, then Π is a perfect plane in P.
Proof. By Proposition 4 we know that each face of any Π 0 -reflecting periodic part S l of S can be reflected by Π 0 into a plane in P, so they are parallel to the plane Π 0 . Due to the periodic structure of S, all the faces of S must be parallel to Π 0 as well. But this is possible only if S is an entire plane in R 3 . Noting that S is bounded in the x 3 direction, both S and Π 0 are parallel to the plane {x 3 = 0}.
To see that the distance between any two neighboring perfect planes in P is the same, let Π be a plane in P; then Π Π 0 {x 3 = 0}. Let q * = R Π q; then q * = q since otherwise q Π {x 3 = 0}. By Proposition 3, we have {q, q * } ⊂ Q. We now claim that Q = {q, q * }. If it is not true, there is someq ∈ Q such thatq = q, q * . By Proposition 3, R Πq ∈ Q. As Π {x 3 = 0}, eitherq or R Πq has a non-positive x 3 component, which is in contradiction to Proposition 1. Now, we have q * = R Π 0 q and Q = {q, q * }. One can see easily that q * = (α 1 , α 2 , β) = q (0,0) . We further write the propagating field E p in (19) as
iq * ·x . Applying equality (21) respectively to the planes Π 0 and Π, we
From equation (22), we see that
Let dist(Π, Π 0 ) be the distance between the planes Π 0 and Π; then we have
By substituting this equality into equation (24) and using the fact that q * · e 3 = −q · e 3 = β, we get dist(Π, Π 0 ) = mπ β for some integer m. Finally, let Π be a plane in R 3 that is parallel to Π 0 with a distance of some integer multiple of π/β from Π 0 . Then one can easily deduce using the above derivations that the relation (21) holds for Π, and therefore Π is also a perfect Let r be an arbitrary point in R 3 . Then Lemma 3.3 leads us to the first class of unidentifiable gratings corresponding to the incident field E i (x) = se iq·x :
S 0 (q, r) = all planes which are parallel to {x 3 = 0} and have equal distance π/β between each other, with r lying on one of the planes .
Using the class S 0 (q, r), we can conclude that any two gratings belonging to the class S 0 (q, r) cannot be distinguished by the incident wave E i . To see this, let S 1 and S 2 be two planes in S 0 (q, r). Then E p , which is completely determined by two quantities s and q from E i by the proof of Lemma 3.3, is the solution to the system (1)- (4) with the boundary S replaced respectively by S 1 and S 2 . Therefore two different planes S 1 and S 2 correspond to the same total field generated by the incident wave E i in the domain above S 1 and S 2 .
Preparation for finding other classes of unidentifiable gratings.
We considered the special case in Subsection 3.2 where all perfect planes are parallel to the same plane Π 0 . We now proceed to study the more general case when there is some plane in P which is not parallel to Π 0 . As we shall see, this case leads to two other classes of unidentifiable gratings. For this purpose, let Π 1 be a plane in P which is not parallel to the plane Π 0 . We introduce the following notation: L: the line of intersection between Π 0 and Π 1 ; r: an arbitrary but fixed point on L; ν: a unit tangential vector along L, with non-negative x 3 component; Γ: the plane in R 3 which passes through the origin and has normal ν. For convenience, we assign the following orientation to the plane Γ: the normal ν and Γ form a right-handed coordinate system in R 3 . P Γ : the projection from R 3 onto Γ. T θ : the rotation on the plane Γ about the origin by angle θ. Clearly T θ can also be viewed as a rotation in the whole space R 3 about the axis fixed to be a line passing through the origin and parallel to direction ν. In both cases, the rotation is understood to be counterclockwise with respect to the assigned orientation on the plane Γ.
We remark that ν ∦ e 3 . Otherwise one gets e 3 Π 0 by noting that ν Π 0 , contradicting the assumption that Π 0 is not perpendicular to the plane {x 3 = 0}. As a result, Γ does not coincide with the plane {x 3 = 0}.
Viewing (ν, Γ) as a coordinate system, we can split all vectors in Q as follows:
where τ and τ n are constants. It is important to observe that Proof. To see (1), we take any two planes Π * and Π * * in P 0 . One can easily derive by using (25) and P Γ q = 0 (Lemma 3.4) that the following three relations are equivalent:
To show (2), let Π * and Π * * be two planes in P 0 such that the angle, say θ, formed by Π * and Π * * is the smallest among all the angles formed by any two planes in P 0 . Then we have θ ≤ π |P 0 | . By Proposition 3, we see that R Π P 0 = P 0 for Π = Π * or Π * * . Thus all the planes generated by rotating the plane Π * about the axis L with angles of integral multiples of θ belong to P 0 . We can get at least |P 0 | such planes since θ ≤ π |P 0 | . From this we can conclude that all the planes in P 0 can be generated in this manner and that the angles formed by any two neighboring planes in P 0 are all equal. Then it is easy to check that G consists of |P 0 | reflections and |P 0 | rotations; hence G has the structure of a dihedral group of order 2 |P 0 |.
In the sequel, we denote by G * the subgroup of G which consists of all its rotations. Clearly, we know |G * | = |P 0 |. Note that the identity element, denoted by Id, of both the group G and G * is the rotation by the angle 2π. When the domain which the transformations in G act on is restricted to the plane Γ, G reduces to the dihedral group (see [20] , e.g.) which acts only on the vectors lying on the plane Γ.
Next, we present additional properties about the group G and the set P 0 .
Lemma 3.6. The following properties hold for the group G and the set P 0 : Proof. To see (1) , noting the fact that Π ν for all Π ∈ P 0 , we have R Π ν = ν. On the other hand, it follows from Proposition 3 that R Π Q = Q for all Π ∈ P 0 . Then by the definition of the group G, we know T Q = Q and T ν = ν for all T ∈ G. To see τ n = τ for any q n ∈ G{q}, we have G{q} = G{τ ν + P Γ q} = τ ν + G{P Γ q} by the decomposition (25). Since all the elements in G{P Γ q} lie on the plane Γ, the desired result follows immediately.
Next we consider (2). We note that R Π q = R Π * q if and only if Π = Π * for any two given planes Π and Π * in P 0 . Therefore we have |{R Π q; Π ∈ P 0 }| = |P 0 |. In addition, we know P Γ q = 0 by Lemma 3.4, so we derive |G * {q}|= |G
To show (3), we consider the stabilizer subgroup G q of q, i.e., G q = {T ∈ G; T q = q}. It follows that P Γ q = 0 by Lemma 3.4, so we know that the only rotation in G which maps q into itself is the identity. On the other hand, there is at most one reflection in G which transforms q into itself. Hence we know G q = {Id} or G q = {Id, R Π } for some Π ∈ P 0 ; then |G q | = 1 or |G q | = 2. By the orbitstabilizer theorem and Lagrange's theorem (see [20] , e.g.), |G{q}| = |G| |G q | , which implies |G{q}| = 2|P 0 | or |G{q}| = |P 0 |.
If |G{q}| = |P 0 |, we see from the previous analysis that |G q | = 2. Hence there is a reflection in G which maps q into itself. That is, there exists a plane Π in P 0 such that R Π q = q. For the case with |G{q}| = 2|P 0 | = 2|G * |, we first note from the group's property that either G * {q 
In either of the sets G * {P Γ q} and G * {P Γ q 1 }, one can find at least one element whose x 3 component is non-positive. This completes the proof of Lemma 3.6.
Recalling that the line L is the intersection line between Π 0 and Π 1 , L is either parallel to the plane {x 3 = 0} or unparallel. When L is parallel to the plane {x 3 = 0}, the following result holds. Proof. To see Q = G{q}, it suffices to show that Q \ G{q} = ∅. If this is not true, there is some q m ∈ Q \ G{q}. Then we can write G{q m } = τ m ν + G{P Γ q m }. By Lemma 3.6, at least one element from G{P Γ q m } has a non-positive x 3 component. So does at least one element from G{q m } by noting that the x 3 component of ν is zero, leading to a contradiction with Proposition 1. Therefore we have Q = G{q}.
As the x 3 component of ν is zero, we see from the decomposition (25) that the sign of the x 3 components of the vectors in G{q} are determined by those in G{P Γ q}. If |P 0 | > 3, then |G{q}| ≥ |P 0 | > 3. Thus there are at least two elements in G{P Γ q} whose x 3 components are non-positive by Lemma 3.6(3); hence the same for G{q}. This contradicts Proposition 1. So we have proved that |P 0 | ∈ {2, 3}.
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Based on Lemma 3.7, our analysis may be decomposed into two cases: L {x 3 = 0} or L ∦ {x 3 = 0}. The former is considered in Subsections 3.5 and 3.6, while the latter is studied in Subsection 3.7. As we shall see, the former case leads us to two classes of grating structures which cannot be identified by the incident field E i , while the latter case will be shown to be impossible to occur.
A simple transformation.
In the subsequent analysis we will frequently use a simple transformation by change of variables that can significantly simplify many technical derivations. To do so, we fix one point r on the line L, and then introduce the following simple transformation by change of variables:
In terms of thex-variable, the propagating field E p (x) in (19) takes the form A significant advantage of using thex-variable, instead of the original x-variable, can be seen from the following lemma, where we writeŝ forÂ 0 and q for q 0 .
Lemma 3.8. Let Π be a plane passing through the line L, the intersection line between Π 0 and Π 1 (see the beginning of Section 3.3). Then Π ∈ P 0 if and only if R Π Q ⊂ Q, and the relation R ΠÂ
Proof. We first note that R Π r = r since Π passes through the line L. Then it follows that
Consequently,
As a result, the Reflection Principle (Lemma 2.1) can be written in terms ofÊ p (x) as follows. Π ∈ P 0 if and only if the following equation holds:
Now, by substituting the expression (27) into the equation (28) and making use of Lemma 2.3, we obtain the desired results by comparing the coefficients of the Fourier modes.
3.5. Second class of unidentifiable gratings. We now start to consider the case when L {x 3 = 0}. By Lemma 3.7, we know |P 0 | ∈ {2, 3}. We will study the case |P 0 | = 2 in this subsection and the case |P 0 | = 3 in the next subsection. These two cases will lead to two new classes of unidentifiable grating structures corresponding to the incident field E i (x) = se iq·x . We first derive a few properties corresponding to the case |P 0 | = 2. Proof. It follows from Lemma 3.7 that Q = G{q}. So we have |G{q}| = 2 or |G{q}| = 4 by Lemma 3.6 (3). But one concludes from Lemma 3.6 (4) that it is only possible to have |G{q}| = 2, leading to (1).
By (1) and Lemma 3.5 we know that P 0 = {Π 0 , Π 1 } and Π 0 ⊥ Π 1 . We know from Lemma 3.6 (3) that there exists a plane in P 0 , which we may assume to be Π 0 (possibly after relabeling the subscripts), such that R Π 0 q = q. Let q 1 = R Π 1 q; we have by Lemma 3.6 (3) that {q, q 1 } = G{q} = Q. Using this fact and the transformation (26), we can write
Then we derive with the help of Lemma 3.8 and the relations R Π 0 q = q and
The first relation in (30) impliesŝ ⊥ Π 0 . Noting that L lies on the plane Π 0 , we haveŝ ⊥ L. But we know L ⊥ e 3 from the assumption, so L (ŝ × e 3 ). Observing that vector s differs fromŝ only by a scalar, we immediately obtain that L (s×e 3 ); hence we have proved (2) and (3). Finally, directly using the relationsŝ ⊥ Π 0 and Π 0 ⊥ Π 1 we know thatŝ Π 1 , which impliesÂ 1 = −R Π 1ŝ = −ŝ and hence proves (4). Proof. We first show that all the planes in P are parallel to either Π 0 or Π 1 . To see this, we consider a plane Π ∈ P. By Proposition 3 we have R Π Q = Q, i.e. R Π {q, q 1 } = {q, q 1 }. Using Lemma 3.8, we know that R Π q = q implies Π Π 0 and R Π q = q 1 implies Π Π 1 . Next, it is easy to see by the definition of a perfect plane and the expression (29) that all the planes parallel to Π 0 belong to P. So it suffices to consider only the planes that are parallel to Π 1 . Let Π be such a plane in P. By applying the relation (8) (Reflection Principle) to the plane Π 1 and Π, we obtain the following equations:
Subtracting the second equation from the first one yields
Noting that R Π 1 = R Π , the above relation reduces to
Hence if we substitute the expression (29) into this equation and make use of the equality R Π x = R Π x + R Π 0 = R Π 1 x + R Π 0 and the symmetry of the reflection transformation R Π 1 , we further deduce that
which implies by using Lemma 2.3 that Π) is the distance between Π 1 and Π. Indeed, by using the relation ν · ν Π 1 = 0 and
But we know from Lemma 3.9 that P Γ q and ν Π 1 are parallel to each other since they are both perpendicular to the vector s and ν. Thus |P Γ q · ν Π 1 | = P Γ q , and our claim follows readily from the observation that P Γ q 1 = T π P Γ q = −P Γ q. By the claim we know that the two equalities in (31) hold if and only if the distance between Π and Π 1 is some multiple of π P Γ q . Therefore, we have shown that if Π Π 1 is a plane in P, then d(Π 0 , Π) equals some multiple of π P Γ q . On the other hand, if Π is a plane such that Π Π 1 and d(Π 0 , Π) equals some multiple of π P Γ q , then one can reverse the above deduction to show that equation (8) holds for all x ∈ R 3 . Then by the Reflection Principle, we conclude that Π ∈ P. This completes the proof of the first part of the lemma.
Finally, we show the second part of the lemma. LetF be an open face of the grating S and let F be the plane such thatF ⊂ F . It suffices to prove that F ⊂ P. For this purpose, consider the four sequences of open faces {F + mΛ 1 e 1 } m<0 , {F +mΛ 1 e 1 } m>0 , {F +mΛ 2 e 2 } m<0 and {F +mΛ 2 e 2 } m>0 , all of which lie on S due to the periodicity of the grating S. By the definition of a Π 0 -reflecting periodic part, we see that for sufficiently large m 0 > 0, one of the sequences {F + mΛ 1 e 1 } m<−m 0 , {F +mΛ 1 e 1 } m>m 0 , {F +mΛ 2 e 2 } m<−m 0 and {F +mΛ 2 e 2 } m>m 0 belongs to the Π 0 -reflecting periodic part of S. Let {F + mΛ 1 e 1 } m<−m 0 be such a sequence. Then Proposition 4 implies that all the open faces {F + mΛ 1 e 1 } for m < −m 0 lie on planes in P. Choose n 0 > m 0 ; thenF is the reflection ofF − 2n 0 Λ 1 e 1 with respect toF − n 0 Λ 1 e 1 . By the Reflection Principal (Lemma 2.1) again, we knowF is a perfect plane of E p , and so is the plane F , namely F ∈ P. This completes the proof of Lemma 3.10. Lemma 3.10 enables us to find a new class of unidentifiable grating profiles. To describe the class explicitly, we first clarify some notation:
r: a position vector, viewed as a point in R 3 ; Γ: a plane which passes through the origin with normal s × e 3 ; Π 0 : a plane which passes through r with normal s; Π 1 : a plane which passes through r with normal (s × e 3 ) × s. Then by Lemma 3.10 all the perfect planes of E p can be described by
This suggests a new class of unidentifiable gratings corresponding to the incident field
S 1 (s, q, Λ, r) = gratings with profile S, which are Λ-periodic polyhedral structures such that faces of S lie on planes in P .
One can see that each class S 1 (s, q, Λ, r) corresponds to a unique electric field E p , which solves the direct scattering problem (1)-(4) for any gratings in S 1 (s, q, Λ, r). So any two grating in S 1 (s, q, Λ, r) cannot be identified by the incident field E i (x) = se iq·x . This proves Lemma 3.11. If the line L is parallel to {x 3 = 0} and |P 0 | = 2, then the grating profile S belongs to S 1 (s, q, Λ, r) for some point r ∈ R 3 . Furthermore, all gratings in S 1 (s, q, Λ, r) generate the same total field.
Next we give a concrete example which has a non-empty class S 1 (s, q, Λ, r). (1, 0, −1) and r be the origin. Then we can check by direct computations that (s × e 3 ) e 2 and
In this case P consists of two sets of planes: the first set contains planes that are perpendicular to the vector s = e 1 − e 3 , and the second set contains planes that are perpendicular to the vector e 1 + e 3 and have the distance
β between each two neighboring planes.
Next we try to find some Λ-periodic structures in P. For each l ∈ Z, we denote by L 2l and L 2l+1 the line of the form {( 1 (s, q, Λ, r) . By appropriate translations, we can get infinitely many Λ-periodic structures in S 1 (s, q, Λ, r).
3.6. Third class of unidentifiable gratings. Continuing the discussion in the previous subsection, we now consider the case when L {x 3 = 0} and |P 0 | = 3. This case will lead to the third class of unidentifiable gratings corresponding to the given incident field E i .
Lemma 3.12.
If the line L is parallel to the plane {x 3 = 0} and |P 0 | = 3, then we have 
where
Proof. The proof of (1) is the same as that of Lemma 3.9 (1). To prove the rest, we may write P 0 = {Π 0 , Π 1 , Π 2 } due to the fact that |P 0 | = 3. Also, we know that each two neighboring planes in P 0 form an angle of π/3. By Lemma 3.6 (3), there exists a plane, say Π, in P 0 such that R Π q = q. Without loss of generality, we may assume that this plane is Π 0 . For j = 1, 2, let
Then it follows from part (1) that {q, q 1 , q 2 } = G{q} = Q, and we can writeÊ p in (27) as
Now using Lemma 3.8 and the relation q j = R Π j q we deduce that
The first equation in (35) impliesŝ ⊥ Π 0 and further yieldŝ
Finally a similar argument to that of Lemma 3.9 (2) leads to the relation L (s×e 3 ). This proves Lemma 3.12.
Similar to the proof of Lemma 3.10, we can derive Lemma 3.13 leads us to a new class of unidentifiable grating profiles corresponding to the incident field E i = s e iq·x . To describe this class explicitly, we first clarify some notation: r: a position vector, viewed as a point in R 3 ; Γ: a plane which passes through the origin with normal s × e 3 ; Π 0 : a plane which passes through r with normal s; Π 1 , Π 2 : planes which pass through r and form an angle of π/3 and 2π/3 with Π 0 , respectively.
Then by Lemma 3.13, we can describe all the perfect planes of E p in (19) by
which suggests a new class of unidentifiable gratings corresponding to the incident field E i : S 2 (s, q, Λ, r) = gratings with profile S, which are Λ-periodic polyhedral structures such that faces of S lie on planes in P .
One can see that each class S 2 (s, q, Λ, r) corresponds to a unique propagating field E p , which solves the direct scattering problem (1)-(4) for any grating in S 2 (s, q, Λ, r). Thus any two gratings in S 2 (s, q, Λ, r) cannot be identified by the incident field E i (x) = se iq·x . This leads to the following lemma. Next we give a concrete example which has a non-empty class S 2 (s, q, Λ, r).
, s = e 1 and r be the origin. Then we can check by direct computations that (s × e 3 ) e 2 and
Moreover, P consists of three sets of parallel planes, respectively with e 1 , −e 1 + √ 3e 3 and −e 1 + √ 3e 3 as the normal directions, and the distance between any two neighboring parallel planes in each set is
. Next we try to find some Λ-periodic structures in P. For each l ∈ Z, we denote by L 2l and L 2l+1 the line of the form {(
, λ, 0); λ ∈ R} and {(
3 ); λ ∈ R}, respectively. For any m ∈ Z, let Π m be the plane that passes through the lines L m and L m+1 , and let F m be the part of Π m which lies between the lines L m and L m+1 . Then it is clear that Π m belongs to P for all m ∈ Z and that m∈Z F m forms a Λ-periodic structure in S 2 (s, q, Λ, r). By appropriate translations, we can obtain infinitely many Λ-periodic structures in S 2 (s, q, Λ, r).
3.7.
Excluding the case with L ∦ {x 3 = 0}. We have discussed in Subsections 3.5-3.6 the case that the intersection line L between two perfect planes Π 0 and Π 1 is parallel to the plane {x 3 = 0}, which has led to two non-trivial classes of unidentifiable grating structures. In this subsection we study the case when the line L is not parallel to the plane {x 3 = 0}. As we will see, this case cannot happen. Recall that the x 3 component of ν is positive when L ∦ {x 3 = 0}. We start with the following result that is the foundation of the analysis in this subsection.
Proof. Assume the lemma does not hold. Then all the perfect planes of E p are parallel to the line L. But by Proposition 4 each face of a Π 0 -reflecting periodic part S l of grating S lies on some perfect plane of E p . Hence all the faces of S l are parallel to the line L, and so are all the faces of S due to the periodic structure of S. Since L ∦ {x 3 = 0}, the grating profile S cannot be bounded in the x 3 direction, which is a contradiction.
Next, we show some useful relations for the subsequent analysis.
Lemma 3.16. If line L is not parallel to the plane {x 3 = 0}, then it holds that
Proof. We know from Lemma 3.15 that there exists a plane Π * ∈ P such that Π * ∦ L. To see (36), we set Q = q + n∈Ξ 0 q n . Recall that for any Π ∈ P, R Π Q = Q, so R Π Q = Q as R Π is bijective. Therefore, Q Π for all Π ∈ P. Especially, we have Q Π 0 , Q Π 1 , and Q Π * . Hence Q = 0 by noting that
To see (38), consider the orbit G{q n } of q n ∈ Q\G{q} under the action of G; we have G{q n } = τ n ν +G{P Γ q n }. Referring to Lemma 3.6 (4) , there exists at least one element of G{P Γ q n } with non-positive x 3 component. There also exists at least one element in G{q n } if τ n ≤ 0, which is in contradiction to Proposition 1. Therefore we have τ n > 0.
Based on the following decomposition from (25),
we are now going to separate the remaining arguments into two cases, τ = 0 and τ = 0, and show that both cases cannot happen (Lemmas 3.17, 3.18 and 3.19), thus concluding that the case when the line L is not parallel to the plane {x 3 = 0} cannot occur. Proof. We prove the lemma by contradiction. Assume τ = 0. Using (37) and (38), we know Q \ G{q} = ∅, so we have Q = G{q}. We now turn to exclude each possibility based on |G{q}|:
(1) |G{q}| > 3. By Lemma 3.6 (4), there are at least two elements in G{q} whose x 3 components are not positive. This yields a contradiction to Proposition 1. (2) |G{q}| = 3. By Lemma 3.6 (3), we should have |G{q}| = |P 0 | = 3, which further yields that G{q} = {R Π q : Π ∈ P 0 }. Let Π * be the plane mentioned in Lemma 3.15. Then it follows from Proposition 3 that R Π * q ∈ Q = G{q}, and thus there exists a plane Π ∈ P 0 such that R Π * q = R Π q. Using Lemma 3.2, we know that Π Π * , giving contradiction to the facts that Π L but Π * ∦ L. (3) |G{q}| = 2. It can be shown in the same argument as that for the case of |G{q}| = 3.
Using Lemma 3.17, we need only to consider the case with τ = 0.
Lemma 3.18. If L ∦ {x 3 = 0}, it cannot happen that |G{q}| ≥ 3 and τ = 0.
Proof. We first exclude the case with |G{q}| > 3 and τ = 0. Noting τ n = τ for any q n ∈ G{q} (Lemma 3.6 (1)) and the equalities (37) and (38), we know that τ n = 0, so it is the x 3 component of the vector τ ν. Now consider the set G{q} = τ ν +G{P Γ q}. By Lemma 3.6 (4), there exist at least two elements in G{P Γ q} whose x 3 components are non-positive. Hence there are at least two elements in G{q} which have nonpositive x 3 components, yielding a contradiction to Proposition 1.
We next exclude the case with |G{q}| = 3 and τ = 0. By equality (37) and the fact that τ = 0, we know that Q \ G{q} = ∅. So there exists some q m ∈ Q \ G{q} such that τ m > 0 by (38). As |G{q}| = 3, we have by Lemma 3.6 (3) that |P 0 | = 3 and |G{q m }| ≥ 3; in fact |G{q m }| = 3 or = 6. Now, noting τ n = τ for all q n ∈ G{q}, we have
We can find q n 1 ∈ G{q} \ {q} such that the x 3 component of P Γ q n 1 is less than or equal to −
is non-positive, which is in contradiction to Proposition 1. Proof. First by Lemma 3.6 (3) we know that G{q} ≥ 2, so it suffices to show that the case with |G{q}| = 2 and τ = 0 cannot occur. We will prove this by contradiction. By Lemma 3.15, there exists a perfect plane Π * ∈ P such that Π * ∦ L. We shall derive contradictions for each possibility specified by the geometric relations among the planes Π * and Π 0 , Π 1 .
Since |G{q}| = 2, we may write G{q} = {q, q * }. Clearly there are only two reflections in G, and we know that q * = τ ν − P Γ q if q = τ ν +P Γ q. As Π * ⊥ Π 0 and Π 1 , we derive R Π * G{q} = {−τ ν +P Γ q, −τ ν −P Γ q} ⊂ Q. This shows that both q * and −q * belong to Q. As a result one of them must have a non-positive x 3 component, which is in contradiction to Proposition 1.
Case 2. Π * ⊥ Π 0 . LetL,P 0 ,G denote the line of intersection between Π * and Π 0 , perfect planes in P which pass through the lineL, and the group generated by the reflections {R Π : Π ∈P 0 }. Since Π * ⊥ Π 0 , we see that |P 0 | ≥ 3, and hence |G{q}| ≥ 3 by following the proof of Lemma 3.6 (3).
We first consider the case whenL is not parallel to the plane {x 3 = 0}. In this case we have |G{q}| ≥ 3. Then one can deduce a contradiction by following the same arguments as those in Lemmas 3.17 and 3.18.
We then consider the case whenL {x 3 = 0}. This is the same situation as we have addressed in Lemma 3.7, Subsection 3.3 and the entire Subsection 3.6. We see that the current case can occur only when |G{q}| = |G| = 3. Following the steps in Subsection 3.6, we can work out all the perfect planes in P. As shown in the case considered in Subsection 3.6, the intersection lines of the planes in P are all parallel toL. In particular, we have L L ; thus L {x 3 = 0}, which is in contradiction to the assumption of Lemma 3.19.
The same argument as that for Case 2 above leads to a contradiction.
This completes the proof of Lemma 3.18.
One can readily conclude from Lemmas 3.17, 3.18 and 3.19 that the case considered in this subsection when the line L is not parallel to the plane {x 3 = 0} cannot occur.
3.8. Summary on all unidentifiable gratings. Summing up the results in Subsection 3.2-3.3 and 3.5-3.7, especially Lemmas 3.3, 3.11, 3.14 and Lemmas 3.17-3.19, we come to the following conclusion. Theorem 3.1. Let S be a polyhedral grating with bi-period Λ, E i (x) = se iq·x be an incident electric field, and E be a solution to the direct scattering problems (1)- (4) . Then under condition (6) and Assumption 1, we have
Unique determination of a periodic polyhedral grating profile
In this section we apply the results developed in the previous section on the classification of unidentifiable periodic grating structures in correspondence to one incident field for the unique determination of a given periodic polyhedral grating profile by the scattered field. In addition, as A n 1 · q n = 0 and A n 2 · q n = 0, which can be deduced from the fact that both the fields E 1 and E 2 are divergence free, we have
Now, if A n 1 − A n 2 = 0 for some n ∈ Z 2 , then we can conclude from (42) and (43) that q n · e 3 = β n = 0, which is in contradiction to the assumption (6). Thus we have shown that E 1 = E 2 in the domain above the plane {x 3 = b}. Since both E 1 (x) and E 2 (x) are analytic functions, we see that E 1 (x) = E 2 (x) in their common domain S is the domain in R 3 above S i for i = 1, 2. As a result, faces of the grating profile S 2 which lie above S 1 are perfect planes of E 1 , and faces of the grating profile S 1 which lie above S 2 are perfect planes of E 2 . Now we may assume without loss of generality that the grating profile S 2 has some part above S 1 . Then the Lipschitz condition we imposed on S 2 allows us to find a face (referring to an open part of a plane) on S 2 which is above S 1 and is not parallel to e 3 . By the previous discussions, this face is a perfect plane of E 1 , which is denoted by Π.
One may notice that the perfect plane Π may not necessarily extend above the measurement plane {x 3 = b}. In order to apply Theorem 3.1, we need to construct a perfect plane which extends above the plane Γ b and which is not parallel to e 3 . This is done in the following.
First we choose a perfect point x 0 ∈ Π. Let γ(t) be the ray emitted from x 0 and directed along e 3 ; more precisely, γ(t) = x 0 + te 3 for t ≥ 0. Let d 0 > 0 be a number less than half of the distance between the ray γ(t) and the grating profile S 1 . Consider the ray R Π γ(t). If it does not intersect S 1 , then it directs upward or horizontally and lies entirely above the grating profile S 1 . So does its projection on the plane Π, which is then our desired perfect plane. Otherwise, the ray R Π γ(t) intersects S 1 at some point; let t 1 = min {t ≥ 0; R Π γ(t) belongs to S 1 }.
Clearly t 1 > d 0 and R Π γ(t 1 ) belongs to a (closed) face of S 1 , which is not parallel to R Π e 3 . By the Reflection Principle (Lemma 2.1), γ(t 1 ) is a perfect point of E 1 and has a perfect plane, say Π 1 , which passes through γ(t 1 ) but Π 1 e 3 . We can do the same procedure for γ(t 1 ) and Π 1 as we did for γ(t 0 ) = γ(0) and Π above. Then either Π 1 is our desired perfect plane or we can find another perfect point γ(t 2 ) and perfect plane Π 2 of E 1 such that Π 2 passes through γ(t 2 ) and Π 2 e 3 . Clearly we see that t 2 − t 1 > d 0 . Repeating this procedure, we can get a sequence of perfect points {γ(t n )} and perfect planes {Π n } of E 1 such that Π n passes through γ(t n ) and Π n e 3 , and t n − t n−1 > d 0 . So after a finite number of steps we can get a desired perfect plane of E 1 Then by Theorem 4.1 a grating profile S which is not parallel to {x 3 = 0} cannot be identified by both E i,1 and E i,2 if and only if S ∈ S 1 ∩ S 2 . We clearly see that if condition (a) holds, then S 1 ∩ S 2 = ∅, which immediately leads to the corollary.
One can see from Corollaries 4.1 and 4.2 that a general polyhedral grating structure can be uniquely determined by one or two incident plane waves. Only gratings of very special structures may require more incident waves for their unique determination.
