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Abstract
A generalized version of the Tjon–Wu equation is considered. Solutions of this equation are functions
with values in the space of probability measures on [0,∞). We prove that the stationary solution μ∗ of the
equation has the following property: Either μ∗ is supported at one point or suppμ∗ = [0,∞). Moreover
we show that in the second case the distribution function of μ∗ is continuous. Some open questions are
discussed.
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1. Introduction
J.A. Tjon and T.T. Wu [8] introduced the following version of the Boltzmann equation:
∂u(t, x)
∂t
+ u(t, x) =
∞∫
x
dy
y
y∫
0
u(t, y − z)u(t, z) dz for t  0, x  0. (1)
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u(0, x) = f (x) for x  0. (2)
The solution u of the problem (1), (2) has a simple physical interpretation. Namely u(t, ·) for
fixed t  0 is a probability distribution function of the energy of particles. Thus it is natural to
assume that the initial density satisfies conditions
∞∫
0
f (x)dx =
∞∫
0
xf (x)dx = 1 and f (x) 0 for x  0. (3)
Setting
P0v(x) =
∞∫
x
dy
y
y∫
0
v(y − z)v(z) dz for x  0, (4)
we may consider (1) as an evolutionary equation of the form
du
dt
+ u = P0u for t  0, (5)
where u is a function of time which admits the values in the space L1([0,∞)). The operator
given by formula (4) has the following probabilistic interpretation. Let ξ1, ξ2 and η be three
independent random variables such that ξ1, ξ2 have the same probability distribution function v
and η is uniformly distributed on the interval [0,1]. Then P0 is the density distribution function
of the variable
η(ξ1 + ξ2). (6)
Physically this means that the energies of two particles before a collision are independent quanti-
ties and that a particle after a collision takes the η part of the sum of the energies of the colliding
particles.
The assumption that η has the uniform distribution on the interval [0,1] can be replaced by a
more general one. In fact to prove the existence, the uniqueness, and even the asymptotic stability
of solutions of Eq. (5) it suffices to assume that the first and the second moments of η satisfy some
natural conditions.
Evidently in this general case it is necessary to redefine the operator P0. It is also convenient
to consider the solutions of (5) as functions of time with values in the space of measures. In this
paper we will discuss these problems in detail at the beginning of the next section.
It should be noted that the proofs of the existence and the uniqueness of solutions to the
initial value problem for Eq. (1) and its generalizations are relatively easy. On the other hand
the question of the asymptotic stability is much harder and was solved step by step by different
methods of functional analysis and probability theory (see for example [1,3–6]). For the equation
considered in the space of measures an asymptotically stable stationary solution is a probability
measure on [0,∞). It is interesting to know what are properties of this measure. The present
paper gives a partial answer to this question.
Our main result can be formulated as the following alternative: Either the support of the
stationary measure reduces to one point or it is equal to the whole half line [0,∞). Moreover in
the second case the stationary measure contains at most one atom. These theorems are proved
under the same conditions which imply the global asymptotic stability of solutions. We have
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problems related to this question remain still open.
The paper is organized as follows. Section 2 contains the definition of the operator P acting
on the space of measures and the main results of the paper represented by a set of theorems
describing the properties of stationary solutions, i.e. the fixed points of P .
Section 3 is devoted to the proofs. It contains also some results which would be interesting by
themselves. For example the combinatorial lemma. In Section 4 we discuss some open question
related with the smoothness of the distribution function of the invariant measure.
2. Results
Let N be the set of positive integers and let N0 = N∪ {0}. Further let R be the real line and let
R+ = [0,∞). ByM we denote the family of all finite Borel measures on R+ and byM1 ⊂M
the family of probability measures.
Finally let
Msig = {μ1 − μ2: μ1,μ2 ∈M}
be the linear space of signed measures.
For s  0 we write
ms(μ) =
∫
R+
xsμ(dx), (7)
|m|s(μ) =
∫
R+
xs |μ|(dx), (8)
where |μ| is the total variation of μ. By F1 we denote the space of Lipschitzean functions
f :R+ → R with Lipschitz constant equal to one. The following abbreviation will be constantly
used
〈f,μ〉 =
∫
R+
f (x)μ(dx).
We are going to study a generalization of Eq. (5) in the linear space
Msig,1 =
{
μ ∈Msig
∣∣ |m|1(μ) < ∞} (9)
equipped with the norm
‖μ‖1 = sup
{∣∣〈f,μ〉∣∣ ∣∣ f ∈F1}. (10)
It is known that the subset
D = {μ ∈M1 ∣∣m1(μ) = 1} (11)
ofMsig,1 with the distance generated by the norm ‖ · ‖1 is a complete metric space [7].
In order to define the operator P on the spaceMsig we recall the following definitions.
The convolution of measures μ1,μ2 ∈Msig is the unique measure μ1 ∗ μ2 satisfying
〈f,μ1 ∗ μ2〉 =
∫ ∫
f (x + y)μ1(dx)μ2(dy), (12)
R+ R+
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integrable. Analogously given μ1,μ2 ∈Msig we define μ1 ◦μ2 as the unique measure satisfying
〈f,μ1 ◦ μ2〉 =
∫
R+
∫
R+
f (xy)μ1(dx)μ2(dy), (13)
for every Borel measurable f :R+ → R such that the function (x, y) → f (xy) is |μ1| × |μ2|
integrable.
Now fix the ν ∈M1, m1(ν) = 12 . We define the operator P on the spaceMsig,1 by the formula
Pμ = ν ◦ (μ ∗ μ) for μ ∈Msig,1. (14)
It is easy to verify that P maps the spaceMsig,1 into itself and P(D) ⊂ D. Moreover P restricted
to the set D is a Lipschitzean operator with the constant one.
From now on we will consider equation
du
dt
+ u = Pu for t  0, (15)
with P given by formula (14). A function u :R+ →Msig,1 will be called a solution of (15) if
the strong derivative du
dt
exists in the space (Msig,1,‖ · ‖1) for every t  0 and condition (15) is
satisfied.
From the result of Crandall [2] it follows that for every μ0 ∈ D there exists a unique solution
u of (15) satisfying the initial condition
u(0) = μ0. (16)
If some additional conditions concerning the moments of ν are satisfied the solutions of (15)
are asymptotically stable. According to the results of [5] we have the following theorem.
Theorem 2.1. Assume that
ν ∈M1, m1(ν) = 12 , ms(ν) <
1
2
, (17)
where s > 1 is a given real number. Then the operator P has in the set D a unique fixed point
μ∗ and for every μ0 ∈ D the solution u of (15), (16) satisfies
lim
t→∞
∥∥u(t) − μ∗∥∥1 = 0.
Evidently μ∗ is the unique solution in D of the equation
μ = ν ◦ (μ ∗ μ). (18)
Our main purpose is to study properties of the measure μ∗. These properties are summarized
in the statements of Theorem 2.2. Propositions 2.1–2.5 contain auxiliary results. Some of them
are valid for an arbitrary measure μ satisfying Eq. (18).
Proposition 2.1. Assume that measures μ,ν ∈M satisfy Eq. (18) and have the following prop-
erties:
0 ∈ suppμ, (19)
ν((0,1)) > 0, ν
((
1
2
,∞
))
> 0. (20)
Then either suppμ = R+ or suppμ = {0}.
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inconvenient assumption (19) by some stronger concerning ν.
Proposition 2.2. Assume that measures μ,ν ∈M1 satisfy Eq. (18) and that
ν({0}) = 0, m1(ν) = 12 , ν = δ 12 . (21)
Then either suppμ = R+ or suppμ = {0}.
Observe that for ν = δ1/2 Eq. (18) has in D a unique solution μ∗ = δ1. This follows immedi-
ately from the fact that ν = δ1/2 satisfies conditions of Theorem 2.1.
Our finite result concerning the support of the measure μ∗ is given by
Proposition 2.3. Assume that ν ∈M1 satisfies conditions (17). Then the unique solution μ∗ ∈ D
of Eq. (18) has the following property: either suppμ∗ = R+ or suppμ∗ = {1}. The second case
holds if and only if ν = δ1/2.
The following two propositions concern the regularity of an arbitrary probability measure μ
satisfying Eq. (18).
Proposition 2.4. Assume that ν,μ ∈M1 satisfy conditions ν({0}) < 1, μ({0}) < 1 and Eq. (18).
Then
μ
({0})= ν({0})
1 − ν({0}) and ν
({0})< 1
2
. (22)
Proposition 2.5. Assume that μ,ν ∈M1 satisfy Eq. (18) and that μ is not supported on a finite
set. Then μ has no atoms on the half line (0,∞).
From Propositions 2.3–2.5 the main result of our paper immediately follows.
Theorem 2.2. Let ν ∈M1 and satisfy conditions (17) and let μ∗ ∈ D be the unique stationary
solution of Eq. (18). Then either ν = δ1/2 and μ∗ = δ1 or ν = δ1/2 and suppμ∗ = R+. In the
second case μ∗ has no atoms on the open half line (0,∞).
In the sequel we will consider every μ ∈M as a finite measure defined on Borel subsets of R
such that μ((−∞,0)) = 0. Having μ we denote by F its distribution function, i.e.
F(x) = μ((−∞, x)) for x ∈ R.
Corollary 2.1. Assume that the measure ν ∈M1 satisfies conditions (17) and that
ν
({0})= 0, ν = δ 1
2
. (23)
For given μ0 ∈ D let u :R+ →M1 be a solution of (15), (16) and let Ft be the distribution func-
tion of the measure u(t), t  0. Then (Ft )t0 converges uniformly for t → ∞ to the distribution
function F∗ of the stationary solution μ∗ ∈ D of Eq. (15).
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example if ν satisfies (17) and is absolutely continuous then the stationary measure μ∗ is also
absolutely continuous. This fact follows immediately from Eq. (18). When the density function
of ν satisfies some additional conditions and the initial measure μ0 is absolutely continuous then
Theorem 2.1 can be replaced by a stronger result (see [5]).
It is interesting that μ satisfying (18) can be absolutely continuous even if ν is not (see Ex-
ample 4.1).
For μ ∈M1 we denote by γ its characteristic function, i.e.
γ (t) =
∫
R
eitxμ(dx) for t ∈ R. (24)
An elementary calculation shows that μ satisfies (18) if and only if γ is the solution of the
equation
γ (t) =
∫
[0,∞)
γ 2(tr)ν(dr) for t ∈ R. (25)
It is known that if μ ∈M1 is absolutely continuous, then its characteristic function satisfies the
condition
lim|t |→∞γ (t) = 0. (26)
This necessary condition for the absolute continuity is satisfied under relatively weak conditions
concerning ν.
Theorem 2.3. Assume that ν satisfies conditions (17) and that
ν
({0})= 0, ν = δ 1
2
. (27)
Then the characteristic function γ of the solution μ∗ ∈ D of Eq. (18) satisfies (26).
Replacing (27) by a stronger condition we have the following
Theorem 2.4. Assume that ν satisfies conditions (17) and that
0 /∈ suppν, ν = δ 1
2
. (28)
Then the solution μ∗ ∈ D of Eq. (18) is absolutely continuous and its density function f has
derivatives of all orders.
3. Proofs
We start from the following combinatorial lemma.
Lemma 3.1. Let numbers p > 1 and q ∈ (0,1) be given. Then for every ε > 0 there exist positive
integers m,n such that
qmpn < ε and (2q)mpn  1. (29)
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−m log 2 log ε − logp. (30)
Having m choose the smallest integer n satisfying
m log 2q + n logp  0. (31)
Evidently n is a positive number and
m log 2q + (n − 1) logp < 0. (32)
From (30) and (32) it follows that
m logq + n logp < log ε.
This and (31) imply (29). In the case 2q  1 the proof is obvious. 
In order to apply Lemma 3.1 to Eq. (18) let us recall some properties of the convolution of
measures.
Remark 3.1. Let μ1 and μ2 be two Borel measures on R. Then for every two points x1, x2 ∈ R
the following implications hold
x1 ∈ suppμ1, x2 ∈ suppμ2 ⇒
{
x1 + x2 ∈ suppμ1 ∗ μ2,
x1x2 ∈ suppμ1 ◦ μ2.
Proof of Proposition 2.1. Denote A = suppμ and assume that A = {0}. According to conditions
(19), (20) we can choose r , q and p′ such that
r ∈ A, r > 0; q,p′ ∈ suppν, 0 < q < 1, p′ > 1
2
. (33)
Using Eq. (18) and the condition 0 ∈ A it is easy to verify by Remark 3.1 that the set A has the
following properties
a ∈ A ⇒ qa ∈ A, (34)
a, b ∈ A ⇒ q(a + b) ∈ A, (35)
a ∈ A ⇒ pa ∈ A, with p = 2p′. (36)
Since r ∈ A from (34) and (36) it follows that
qmpnr ∈ A for n,m ∈ N0.
Thus according to (35)
qr
(
qm1pn1 + qm2pn2) ∈ A
for m1, n1,m2, n2 ∈ N0. Analogously it can be verified that
qsr
(
qm1pn1 + · · · + qmt pnt ) ∈ A (37)
for arbitrary s, t = 2s and m1, n1, . . . ,mt , nt ∈ N0.
Now fix s  0, k ∈ {1, . . . ,2s} and the exponents m1, n1, . . . ,mk,nk ; nk+1, . . . , nt (t = 2s).
Since q ∈ (0,1) and A is a closed set, passing to the limit in (37) with
mk+1 → ∞, . . . , mt → ∞,
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qsr
(
qm1pn1 + · · · + qmkpnk ) ∈ A. (38)
This condition is satisfied for arbitrary s ∈ N0, k ∈ {1, . . . ,2s} and m1, n1, . . . ,mk,nk ∈ N0.
Fix ε′ > 0 and choose integers m,n for ε = ε′
r
according to Lemma 3.1. Now set m1 = · · · =
mk = 0, n1 = · · · = nk = n and s = m. From (38) it follows that
xk := kqmpnr ∈ A, k = 1, . . . , t = 2m.
Evidently
xk+1 − xk = qmpnr  εr = ε′ for k = 1, . . . , t − 1,
moreover
x1 = qmpnr  ε′ and xt = 2mqmpnr  r.
Since ε′ was an arbitrary positive number, this implies that the set A is dense in the interval
[0, r]. Further, since A is a closed set, we have [0, r] ⊂ A. Finally, according to (36), the interval
[0,pnr] is also contained in A for every n ∈ N. This and the inequality p = 2p′ > 1 implies that
R+ = A. The proof is completes. 
Proof of Proposition 2.2. Conditions (21) imply (20). Moreover according to (21) there exists
a point
q ∈
(
0,
1
2
)
∩ suppν.
If suppμ = {0} we choose r ∈ suppμ, r > 0. Now using Remark 3.1 it is easy to verify that
(2q)nr ∈ suppμ for n ∈ N.
Since (2q) ∈ (0,1) and suppμ is a closed set, this in turn implies that 0 ∈ suppμ. An imme-
diate application of Proposition 2.1 completes the proof. 
Proof of Proposition 2.3. First consider the case ν = δ1/2. Then the conditions (17) are satisfied
and according to Theorem 2.1, Eq. (18) has exactly one solution μ∗ ∈ D. Since μ = δ1 and
ν = δ1/2 satisfy (18) we have μ∗ = δ1. Now assume that ν = δ1/2. From this and (17) it follows
that
ν
([
0,
1
2
))
> 0 and ν
((
1
2
,∞
))
> 0.
If ν({0}) = 0, the assumptions of Proposition 2.2 are satisfied. Further, since μ∗ ∈ D the
condition suppμ∗ = {0} is excluded and we have suppμ∗ = R+. If ν({0}) > 0, then according
to (18) μ∗({0}) > 0 and in this case condition (19) of Proposition 2.1 is satisfied. In order to
verify (20) it suffices to observe that ν((0,1)) > 0. In fact in the opposite case condition (17)
gives
1
2
= m1(ν) =
∫
[1,∞)
xν(dx)
∫
[1,∞)
xsν(dx) <
1
2
which is impossible. An application of Proposition 2.2 completes the proof. 
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of measures are necessary.
As before we consider every measure μ ∈M as a finite measure defined on the Borel subsets
of R such that μ((−∞,0)) = 0. Observe that for every μ ∈M there exists a point c  0 such
that
μ
({x}) μ({c}) for x ∈ R. (39)
Lemma 3.2. Let μ ∈M1 and μ˜ := μ ∗ μ. If the condition (39) is satisfied, then
μ˜
({x}) μ({c}) for x ∈ R. (40)
Moreover if μ˜({x}) = μ({c}) for some x ∈ R then
μ
({
y: μ
({x − y})= μ({c})})= 1. (41)
Proof. From the definition of the convolution of measures it follows that
μ˜
({x})= ∫
R
μ
({x − y})μ(dy) for x ∈ R. (42)
This and (39) imply (40). Further, if μ˜({x}) = μ({c}) then∫
R
μ
({c})− μ({x − y})μ(dy) = 0.
Since the integrand is nonnegative this implies (41). 
Corollary 3.1. Assume that the suppμ (μ ∈M1) is not a finite set. Then the inequalities
μ(c) > 0 and (39) imply that
μ˜
({x})< μ({c}) for x ∈ R. (43)
Proof of Proposition 2.4. The proof is based on the properties of the characteristic function γ
of a solution μ of (18). Let a = μ({0}) and b = ν({0}). Now Eq. (25) can be written in the form
γ (t) = b +
∫
(0,∞)
γ 2(tr)ν(dr). (44)
Consequently
1
2T
T∫
−T
γ (t) dt = b +
∫
(0,∞)
(
1
2T r
T r∫
−T r
γ 2(t) dt
)
ν(dr).
Since γ 2 is the characteristic function of μ˜ = μ ∗ μ and μ˜({0}) = a2, passing to the limit as
T → ∞ we obtain
a = b + a2(1 − b). (45)
This and conditions a < 1, b < 1 imply (22). 
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such that μ({c}) > 0 and condition (39) satisfies. Observe that the conditions of Proposition 2.4
are satisfied and define
μ = 1
1 − a (μ − aδ0), a = μ
({0}).
Let γ be the characteristic function of μ. Then
γ (t) = 1
1 − a
(
γ (t) − a)
and from Eqs. (44), (45) it follows that
γ = (1 − a)
∫
(0,∞)
γ 2(tr)ν(dr) + 2a
∫
(0,∞)
γ (tr)ν(dr). (46)
Consequently
1
2T
T∫
−T
e−itcγ (t) dt = (1 − a)
∫
(0,∞)
(
1
2T r
T r∫
−T r
e−i(
c
r
)t γ 2(t) dt
)
ν(dr)
+ 2a
∫
(0,∞)
(
1
2T r
T r∫
−T r
e−i(
c
r
)t γ (t) dt
)
ν(dr).
Passing to the limit as T → ∞ we obtain
μ
({c})= (1 − a) ∫
(0,∞)
μ˜
({
c
r
})
ν(dr) + 2a
∫
(0,∞)
μ
({
c
r
})
ν(dr), (47)
where μ˜ = μ ∗ μ. Evidently μ(x)  μ(c) for x ∈ R and suppμ is not a finite set. Thus, from
Corollary 3.1 applied to the measure μ it follows that
μ˜(x) < μ(c) for x ∈ R.
Using this inequality and (47) we obtain
μ
({c})< (1 − a)μ({c})(1 − b) + 2aμ({c})(1 − b).
Since μ(c) > 0, according to Proposition 2.4 we have
1 < (1 − a)(1 − b) + 2a(1 − b) = 1.
This contradiction completes the proof. 
Proof of Theorem 2.3. The proof will be done in two steps.
Step I. From conditions (17) and (18) it follows that there exists a number c such that
ν
([c,∞))< 1
2
and c ∈ (0,1). (48)
Since ν({0}) = 0 there exists a positive integer k such that
d := ν([0, ck))+ ν([c,∞))< 1 . (49)
2
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function γ of μ∗ satisfies the inequality∣∣γ (t)∣∣< 1 for t ∈ R, t = 0. (50)
Let ω(t) = |γ (t)|. Using (49) and (50) we can find a number σ < 1 such that
σ  d(1 + σ) and σ  ω(t) for t ∈ [ck,1]. (51)
Since ν({0}) = 0 from Eq. (25) it follows that
ω(t)
∫
(0,∞)
ω2(tr)ν(dr) for t  0. (52)
From (49) and (52) we obtain
ω(t) d +
∫
[ck,c)
ω2(tr)ν(dr) for t  0. (53)
Now using (53) we are going to show by an induction argument that for every n ∈ N0
ω(t) σ for t ∈ [ck, c−n], n ∈ N0. (54)
For n = 0 inequality (54) follows from the definition of σ . Now suppose that (54) is satisfied for
a given n 0. If t ∈ [c−n, c−n−1] and r ∈ [ck, c), then
tr ∈ [c−n+k, c−n]⊂ [ck, c−n].
Consequently (53) and (54) imply
ω(t) d + σ 2ν([ck, c))= d + σ 2(1 − d).
According to (51) we have ω(t)  σ for t ∈ [c−n, c−n+1] which completes the proof of (54).
Since c−n → ∞ as n → ∞ we finally obtain
ω(t) σ for t  ck. (55)
Step II. Let c, k and σ be the same as in Step I and let b = c−k . Fix α ∈ (1,2). Put p0 = ck .
Since ν({0}) = 0 for every integer n 0 there exists a number pn+1  1 such that
ν
((
0, b−pn+1
])+ ν((b−pn+1 ,∞))σ 2αn  σαn+1 . (56)
We claim that
ω(t) σαn for t  bqn, (57)
where qn = p0 + · · · + pn. We are going to verify (57) by induction. For n = 0 condition (57)
follows from (55). Suppose that (57) is satisfied for some n 0 and that t  bqn+1 . Then tr  bqn
for r  b−pn+1 . From (52) it follows that
ω(t) ν
((
0, b−pn+1
])+ ∫
(b−pn+1 ,∞)
ω2(tr)ν(dr) for t  0.
Consequently using (57) we obtain
ω(t) ν
((
0, b−pn+1
])+ ν((b−pn+1 ,∞))σ 2αn,
for t  bqn+1 .
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that |γ (t)| = ω(t) converges to 0 as t → ∞. 
Proof of Theorem 2.4. Fix m ∈ N. From the assumption 0 /∈ suppν and Eq. (25) it follows that
ω(t)
∫
[a,∞)
ω2(tr)ν(dr) for t  0 (58)
for some a ∈ (0,1), where, as before, ω(t) = |γ (t)|. From Theorem 2.3 it follows that there
exists a number t1 > 0 such that
ω(t) 1
2
for t  t1.
Let tn = t1a−n. Using (58) it is easy to verify by the induction that
ω(t)
(
1
2
)2n
for t  tn, n ∈ N0.
Therefore
∞∫
t1
tmω(t) dt =
∞∑
n=1
tn+1∫
tn
tmω(t) dt  tm+11 a
−m(a−1 − 1) ∞∑
n=1
(
1
2
)n
a−n(m+1) < ∞
which shows that the characteristic function γ of μ∗ is integrable and has finite moments of all
orders. This implies that μ∗ is absolutely continuous and its density function is C∞. 
4. Open questions
In the sequel we assume that conditions (17) concerning the measure ν are satisfied and that
μ∗ ∈ D is the unique solution of Eq. (18).
The results contained in Theorems 2.3 and 2.4 suggest the following conjecture.
Conjecture 4.1. If ν = δ 1
2
then μ∗ can be written in the form
μ∗ = μ∗
({0})δ0 + μ1, (59)
where μ1 is an absolutely continuous measure.
We can support this conjecture by the following
Example 4.1. Let
ν = 1
4
δ0 + 34δ 23 . (60)
Then the conditions (17) are satisfied and there exists a unique solution μ∗ ∈ D of (18). We are
going to show that in this case the measure μ1 in (59) is absolutely continuous.
Equation (25) for the characteristic function γ of μ∗ has the form
γ (t) = 1 + 3γ
(
2
t
)
(61)4 4 3
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function of the measure μ = (1 − a)−1μ1 satisfies the equation
γ (t) = 1
2
γ 2
(
2
3
t
)
+ 1
2
γ
(
2
3
t
)
(62)
which is the special case of (46). Consider the sequence of intervals
Δn =
[
1
3
(
3
2
)n
,
1
2
(
3
2
)n]
for n ∈ N0. (63)
Let
λn = max
{∣∣γ (t)∣∣: t ∈ Δn} for n ∈ N.
From (62) it follows that
λn+1 
1
2
λ2n +
1
2
λn. (64)
Since suppμ = supμ∗ = R+, we have λ0 < 1 and consequently the sequence (λn) is decreasing.
The value λ∞ = limn→∞ λn satisfies the inequality
λ∞ 
1
2
λ2∞ +
1
2
λ∞, 0 λ∞ < 1,
which imply λ∞ = 0.
Fix θ ∈ ( 12 , 23 ). Since λn → 0 as n → ∞, according to (64) there exists an integer n0 such that
λn  θn−n0 for n n0. (65)
Let r0 = 13 ( 32 )n0 . We have
I =
∞∫
0
∣∣γ (t)∣∣dt  r0 + ∞∑
n=n0
∫
Δn
∣∣γ (t)∣∣dt.
From (63) and (65) it follows that
I  r0 + 16θ
−n0 ∑
n=n0
(
3
2
θ
)n
.
Since 32θ < 1 we finally have I < ∞. The integrability of γ implies that μ is an absolutely
continuous measure.
If Conjecture 4.1 is true the problem of the regularity of the density f = dμ1
dx
is still an open
question. We believe that in general, without condition (28) f is not a smooth function.
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