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Abstrakt
Tato práce se zabývá teoretickým popisem procesorové cache pocˇítacˇe, a dále pak jejím
využitím pro implementaci optimalizovaných algoritmu˚. Konkrétneˇ se zameˇrˇuje na al-
goritmy relacˇního spojení, jako jsou naprˇíklad nested loop a hash-join. Hlavní cˇást práce
bude pojednávat o algoritmech GRACE hash-join a radix-cluster hash-join, které jsem
implementoval v jazyce C++, s du˚razem na využití procesorové cache. Také zde budou
zmíneˇny nástroje, které mohou pomoci prˇi optimalizaci algoritmu˚ pro cache. V záveˇru
pak budou tyto algoritmy mezi sebou porovnány, a také bude provedeno srovnání s ne-
optimalizovaným algoritmem hash-join.
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Abstract
This thesis deals with theoretical description of processor’s cache, as well as it’s exploita-
tion in implementing optimalized algorithms. It will focus on algorithms for relational
joins. These algorithms are, for example, nested loop and hash-join. The core part of the
thesis will explain GRACE hash-join algorithm and radix-cluster hash-join algorithm,
which were implemented in C++ with emphasis on processor’s cache exploitation. Fur-
thermore, the tools that can be used during cache aware optimalizations of algorithms
will be mentioned. In the conclusion, these algorithms will be compared to each other, as
well as with unoptimized hash-join algorithm.
Keywords: cache, TLB, relational join, optimalization, hash-join, GRACE hash-join, radix-
cluster hash-join
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TLB – Translation Lookaside Buffer
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GPU – Graphics Processing Unit
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L1 – Level 1 cache
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LLC – Last Level Cache
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51 Úvod
Za posledních neˇkolik desetiletí došlo k extrémnímu zvýšení výkonu pocˇítacˇu˚, které
ovšem nebylo rovnomeˇrneˇ rozdeˇleno mezi všechny hardwarové komponenty. Naprˇíklad
výkon procesoru vzrostl za poslední dekády mnohonásobneˇ více, než výkon RAM pa-
meˇtí, a tím se prˇístup do pameˇti stává úzkým místem celého systému. Pro demonstraci,
jednoduchý pru˚chod databázové tabulky vykazoval zhruba stejný celkový cˇas na hard-
ware z roku 1992, jako tomu bylo na hardware z roku 2000. Tato situace je zpu˚sobena tím,
že na noveˇjším zarˇízení stráví procesor 95% cyklu˚ cˇekáním na data z pameˇti[1].
Teˇchto poznatku˚ lze využít prˇi implementaci algoritmu˚, jako jsou naprˇíklad algo-
ritmy relacˇního spojení, jejichž efektivita mu˚že výrazneˇ ovlivnit efektivitu celého dotazu,
kterého je spojení soucˇástí, a kterému bude tato práce veˇnovat nejveˇtší pozornost.
V kapitole 2 budou prˇedstaveny základní algoritmy pro relacˇní spojení, které ovšem
nevyužívají skutecˇností zmíneˇných výše. V kapitole 3 a 4 pak bude podrobneˇ popsána
procesorová cache a TLB, které lze využít pro zmenšení zpoždeˇní vyvolaného pomalým
prˇístupem do pameˇti, a také programátorské praktiky, jimiž lze kód pro cache optimali-
zovat.
V kapitole 5 a 6 se bude práce podrobneˇ veˇnovat algoritmu˚m spojení využívající
práveˇ procesorovou cache. Tyto algoritmy jsou GRACE hash-join a radix-cluster hash-
join, jejichž implementace budou testovány a výsledky pak budou v kapitole 7 porov-
nány jak mezi sebou, tak spolu hash-join algoritmem, který tyto optimalizace nevyužívá.
V záveˇru pak ješte bude práce porovnána s výsledky jiné práce[1] z roku 2002.
62 Operace relacˇní spojení
Spojení, neboli join, je operace, která kombinuje záznamy dvou ru˚zných tabulek na zá-
kladeˇ spojovací podmínky. Výsledkem spojení je opeˇt tabulka, se kterou pak mu˚žeme
dále pracovat. ANSI standard pro SQL definuje 5 druhu˚ spojení. Mezi neˇ patrˇí INNER
JOIN, LEFT OUTER JOIN, RIGHT OUTER JOIN, FULL OUTER JOIN a CROSS JOIN.
Jako další typ spojení lze považovat SELF JOIN nebo SEMI JOIN, pro které ale v SQL
neexistuje explicitní výraz.
SELECT ∗ FROM Oddeleni o JOIN Zamestnanec z ON o.IdOddeleni = z.IdOddeleni
Výpis 1: Ukázkový prˇíkaz SELECT v jazyce SQL
2.1 Základní druhy spojení
Pravdeˇpodobneˇ nejvíce používaný druh spojení je INNER JOIN(vnitrˇní spojení), který
pro každý prvek z jedné relace prochází každý prvek z relace druhé. Výsledkem je pak
tabulka obsahující ty záznamy obou relací, které splnˇují spojovací podmínku.
Dalšími, méneˇ používanými, ale zdaleka ne méneˇ du˚ležitými jsou LEFT OUTER,
RIGHT OUTER a FULL OUTER JOIN, které patrˇí do kategorie vneˇjších spojení. Stejneˇ
jako u INNER JOINu se také vytvárˇí nová množina dle spojovací podmínky. Rozdíl mezi
nimi spocˇívá v rozsahu prvku˚, které se mohou do výsledné relace uložit.
Naprˇíklad prˇi LEFT OUTER joinu se do výsledné relace po této operaci uloží narozdíl
od INNER JOINu všechny záznamy první relace, a to i ty, ke kterým nebyl spojovací
podmínkou nalezen žádný záznam z relace druhé. Tyto atributy z druhé relace jsou pak
nahrazeny NULL hodnotami. Analogicky lze pochopit i ostatní spojení.
Mezi speciální druhy spojení lze pak považovat CROSS JOIN, SELF JOIN nebo SEMI
JOIN. CROSS JOIN vytvárˇi kartézský soucˇin spojovaných tabulek a SELF JOIN je druh
spojení, kdy je tabulka spojena sama na sebe. SEMI JOIN pak vrací pouze záznamy první
relace, ke kterým by existoval záznam v relaci druhé a lze jej použít naprˇíklad k omezení
množství prˇenášených dat.
Poznámka 2.1 Prˇi práci s NULL hodnotou je pak nutné si uveˇdomit neˇkterá úskalí, jeli-
kož bývá nesprávneˇ považována za synonymum prázdné nebo nulové hodnoty. Ve sku-
tecˇnosti by se ale o NULL hodnoteˇ melo uvažovat jako o neurcˇité hodnoteˇ s tím, že platí,
že NULL se nerovná NULL.
72.2 Algoritmy implementující relacˇní spojení
Existuje mnoho rozdílných implementací relacˇního spojení, každé se svými výhodami a
nevýhodami. Mezi základní algoritmy patrˇí nested loop, sort-merge a hash-join.
2.2.1 Nested loop join
Jedná se o základní algoritmus operace spojení, který jak mu˚žeme videˇt na algoritmu
cˇíslo 1, využívá dva zanorˇené cykly. Nejdrˇíve se prochází první relace a pro každý její
prvek se vyhledávají v druhé relaci záznamy, pro které je splneˇna spojovací podmínka.
Asymptotická složitost algoritmu je Θ(|R| ∗ |S|), kde |R| je velikost (pocˇet prvku˚) relace
R a |S| je pocˇet prvku˚ relace S. Je zrˇejmé, že tento algoritmus není vhodný pro relace s
velmi velkými pocˇty prvku˚ (naprˇ. milióny, ale i rˇádoveˇ nižší), nýbrž s rostoucím pocˇtem
prvku˚ se složitost kvadraticky navyšuje, a je tedy vhodný, když je jedna z relací velmi
malá.
Algoritmus 1: Nested loop join
input : relace R, relace S
output: relace Q
1 for each r v R do
2 for each s v S do
3 if r a s splnˇují spojovací podmínku then





Sort-merge join je dalším z algoritmu˚ relacˇního spojení a popisuje jej algoritmus cˇíslo 2.
Princip spocˇívá v tom, že obeˇ vstupní relace jsou nejdrˇíve setrˇízeny podle spojovacího
atributu. Prvky relací, které splnˇují spojovací podmínku, jsou poté soucˇástí výsledné re-
lace.
Výhodou algoritmu je, že pokud jsou obeˇ relace setrˇízené, máme složitost celého al-
goritmuΘ(|R|+ |S|). Nevýhoda je práveˇ v požadavku, že obeˇ relace musí být setrˇízené, a
trˇídeˇní tedy degraduje ideální složitost celého algoritmu na Θ((|R|log|R|) + (|S|log|S|) +
(|R|+ |S|)) za prˇedpokladu, že pro trˇídeˇní použijeme merge sort[2].
2.2.3 Hash-join
Posledním ze základních prˇedstavovaných algoritmu˚ je hash-join. Oproti nested-loop,
který se hodí na data malých velikostí, a sort-merge joinu, který se hodí na data pru˚meˇr-
ných velikostí, je hash-join vhodný na spojování tabulek s nejveˇtším pocˇtem záznamu˚.
8Také je dobré zmínit, že tento algoritmus lze na rozdíl od prˇedchozích použít pouze na
Equi-join, ve kterém je spojovací podmínka založena na rovnosti hodnot specifikovaných
sloupcu˚. Pru˚beˇh tohoto algoritmu popisuje algoritmus cˇíslo 3.
Algoritmus se skládá ze dvou základních cˇástí, build fáze (viz rˇádek cˇíslo 1) a probe
fáze (viz rˇádek cˇíslo 8)[3].
Build fáze je prˇípravnámetoda, která z menší relace vytvorˇí pomocí hashovací funkce
hash tabulku. Probe fáze je pak metoda, která pro každý prvek veˇtší relace, respektive
pro spojovací atribut nalezne odpovídající pole hash tabulky, ve které se mu˚že nacházet
prvek splnˇující spojovací podmínku.
Tyto algoritmy lze také implementovat s prˇihlédnutím ke cache procesoru a tím ra-
pidneˇ snížit jejich rychlost. V následující kapitole bude tato cache popsána a také bude
zavedeno názvosloví, které je nutné ovládat pro porozumeˇní a tvorbu optimalizovaných
algoritmu˚.
Algoritmus 2: Sort-merge[4]




3 vyber první záznam r z R;
4 vyber první záznam s ze S;
5 while R a S není na konci do
6 if r a s splnˇují spojovací podmínku then
7 vlož r a s do Q;
8 vyber další záznam s ze S;
9 else if r < s then
10 vyber další záznam r z R;
11 else




input : relace R, relace S
output: relace Q
1 for each r v R do // Build fáze
2 vypocˇti hash pole pro r;
3 vlož r do vypocˇteného hash pole;
4 if hash pole je plné then
5 zveˇtši hash pole;
6 end
7 end
8 for each s v S do // Probe fáze
9 vypocˇti hash pole pro s;
10 for each p ve vypocˇteném hash poli do
11 if p == s then






Cache (Cache Memory), neboli cˇesky mezipameˇt’, je v informatice oznacˇení pro kompo-
nentu, která slouží k omezení úzkého místa mezi dveˇma systémy s ru˚znými rychlostmi.
Úcˇelem cache je tedy urychlit prˇístup k datu˚m z pomalého subsystému na rychlý subsys-
tém uložením dat do této mezipameˇti. Pokud se požadované informace nachází v cache,
nemusí se cˇekat, než jsou data dopravena z pomalejšího média a požadovaná operace
bývá vykonána mnohonásobneˇ rychleji. Prˇíkladem hardwarových komponentu˚, kde se
cache využívá, je naprˇíklad procesor. Tato cache se nachází mezi procesorem a pameˇtí
RAM, a její využití správnými programátorskými praktikami mu˚že extrémneˇ ovlivnit
rychlost, se kterou se budou tyto algoritmy vykonávat.
Mezi další HW komponenty obsahující cache patrˇí naprˇíklad GPU, HDD a SSD. Cache
ovšem nejsou omezené pouze na HW komponenty, jelikož se dnes používají i webové
cache v prohlížecˇích, a také naprˇíklad DNS nebo P2P cache. Dalším speciálním druhem
této komponenty je tzv. TLB, která bude dále více rozvedena.
3.1 CPU Cache
3.1.1 Historie
Vynalezení cache je jednou z nejdu˚ležiteˇjších událostí ve vývoje pocˇítacˇu˚. Motivací pro
její rozvoj byl fakt, že mikroprocesor zacˇal být v polovineˇ 80. let natolik rychlý, že jej
zacˇala pameˇt’ RAM zpomalovat. První možností, jak situaci vyrˇešit, bylo zrychlení celé
RAM pameˇti. To sice technicky možné je, ale za cenu mnohonásobného zdražení. A tak se
vyrazilo ekonomicˇteˇjší cestou, kdy se k pomalé RAM pameˇti prˇidaly rychlé, malé pameˇti
cache[5]. Pozdeˇji se cache umist’ovala vedle procesoru, ale nakonec se s ním sloucˇila.
Cache se postupneˇ velice zdokonalovala a v dneˇšním sveˇteˇ pocˇítacˇu˚ si již život bez ní
nelze prˇedstavit. Obrázek 1 obecneˇ zobrazuje, jaký byl rozdíl v ru˚stu výkonu CPU a















Obrázek 1: Vývoj CPU a RAM[6]
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3.1.2 Fyzické usporˇádání cache úrovní
Typický procesor obsahuje hlavní, L1 cache, která je umísteˇna prˇímo na procesoru. Tato
cache se dále rozdeˇluje na L1 datovou cache a L1 instrukcˇní cache, které mají veˇtšinou stej-
nou velikost. Velikost této cache se pohybuje v rˇádu desítek kB pro každé jádro. Dále
obsahuje L2 cache, která je pomalejší, ale zato má veˇtší velikost. Tato pameˇt’ se také na-
chází prˇímo na cˇipu. Její velikost se ru˚zní podle toho, zda je prˇítomna i L3 cache. Pokud
prˇítomna je, bývá její velikost typicky 256kB nebo 512kB pro každé jádro. Pokud není,
mu˚že být i v rˇádech MB[7][8]. V beˇžných moderních procesorech se pak ješteˇ nachází
nejveˇtší, L3 cache, která má velikost neˇkolik MB a je sdílená pro všechna jádra.
Nedílnou soucˇástí CPU je pak sada registru˚, neboli Registers, které slouží k uchovávání
operandu˚ a mezivýsledku˚. Obrázek cˇíslo 2 popisuje pameˇt’ovou architekturu CPU, kde
šírˇka cˇar znacˇí prˇenosovou rychlost mezi jednotlivými komponentami.
CPU















Obrázek 2: Architektura cache[7]
Procesorová cache obsahuje kopie dat z hlavní pameˇti RAM, neboli Main Memory. Prˇi
transportu dat do cache se zde vytvorˇí záznam, tzv. cache entry. Tato data jsou uložena
v takzvaných rˇádcích cache, neboli cache lines. Typicky se cache entry skládá ze trˇí zá-
kladních soucˇástí. Z adresy, odkud byla data zkopírována, z aktuálních dat, tedy cache
line a z pomocných bitu˚. Tyto bity jsou naprˇíklad valid bit, který ukazuje, zda byla data
korektneˇ nahrána a dirty bit, který rˇíká, zda byla data nahraná v cache zmeˇneˇna, a tyto
zmeˇny se ješteˇ neprojevily v pu˚vodní pameˇti[9].
Celkový pocˇet cache entries Ex lze vypocˇíst ze vztahu cˇíslo 1, kde x je úrovenˇ (level)
cache, |Lx| je celková velikost x-té cache a |Linex| je velikost jedné rˇádky Lx cache.
Ex = |Lx| / |Linex| (1)
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3.1.3 Organizace nacˇítání dat z RAM
Aby mohl procesor pracovat s obsahem pameˇti, musí si ji nejdrˇíve prˇesunout do cache.
Pokud nacˇítáme data z pameˇti, je du˚ležité definovat, jakými pravidly se bude rˇídit ma-
pování dat z RAM do cache. V následujících rˇádcích budou popsány dveˇ metody, které
se tímto zabývají.
3.1.3.1 Plneˇ asociacˇní prˇístup neboli Fully - Associative, je metoda, prˇi které je cache
i hlavní pameˇt’ rozdeˇlena na rˇádky (cache lines) stejné velikosti. Jak napovídá název, lze
jakoukoli rˇádku hlavní pameˇti mapovat na jakoukoli rˇádku pameˇti cache. Tato metoda se
vyznacˇuje nejveˇtším výkonem, protože lze každou adresu hlavní pameˇti zapsat kdekoli
do cache. Problém ale zpu˚sobuje komplexita porovnávání všech rˇádek, a tak se tento typ
hodí pouze na cache pameˇti malých velikostí[10].
3.1.3.2 Prˇímé mapování neboli Direct Mapping je druhý zpu˚sob, který bude v této
práci prˇedstaven. Hlavní pameˇt’ je zde rozdeˇlena na stránky, neboli Main Memory Cache
Pages. Každá stránka má takovou velikost, jako je celková velikost cache. Rozdíl mezi
prˇímým a plneˇ asociacˇním prˇístupem je ten, že každá rˇádka pameˇti se mu˚že mapovat
pouze na jednu konkrétní rˇádku cache. Naprˇíklad rˇádka 1 stránky 1 se mu˚že mapovat
pouze na rˇádku 1 v cache. Tímto odpadá režie nahrazování stránek a snižuje se nárocˇnost
na implementaci a cenu. Nevýhodou však je menší flexibilita a výrazneˇ nižší výkonnost
pameˇti, a to hlavneˇ v prˇípadeˇ, kdy je potrˇeba prˇeskakovat mezi jednotlivými stránkami.






























































Obrázek 4: Rozdeˇlení pameˇti(Main Memory) na stránky[10]
3.1.4 Metody pro nahrazování dat v cache(replacement policy)
Aby se vytvorˇilo místo pro nový záznam v cache, je trˇeba smazat neˇkterý ze stávají-
cích záznamu˚. Prˇi prˇímém mapování volba smazaného záznamu není problém, protože
je vždy jasné, kam se nový záznam zapíše. Nicméneˇ prˇi plneˇ asociacˇním mapování je
správný algoritmus, rˇešící tzv. replacement policy faktor, který mu˚že výrazneˇ ovlivnit
výkon. V ideálním prˇípadeˇ by se vždy uvolnˇoval takový záznam, který se již v budoucnu
nebude používat. Prˇedpovídat budoucnost ale stále není možné, a tak optimálního algo-
ritmu není možno dosáhnout.
Existují ovšem metody, které se o to více cˇi méneˇ úspeˇšneˇ pokoušejí. Mezi tyto algo-
ritmy patrˇí naprˇíklad metoda náhodného výbeˇru, First In-First Out , neboli FIFO nebo
metoda Least Recently Used, neboli LRU. U náhodného výbeˇru (random selection) prˇi prˇe-
pisování rˇádky hraje roli náhoda, zatímco metoda FIFO funguje na principu fronty. U
metody LRU je vybrán ten záznam, který je v cache a byl nejdéle nevyužit. Tato metoda
se také osveˇdcˇila jako nejvíce efektivní[11].
3.1.5 Cache hit a Cache miss
Cache hit a cache miss jsou další termíny, které je nutno definovat. Jestliže procesor potrˇe-
buje data, nejdrˇíve se podívá do cache, a pokud zde byl záznam nalezen, došlo ke cache
hit. Samozrˇejmeˇ není možné, aby byla veškerá data z hlavní pameˇti uložena v cache, a
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proto dochází ke cache misses, jejichž pocˇet lze do jisté míry eliminovat. 1
Jestliže se data nacházejí v L1 cache, mluvíme o L1 cache hit a procesor mu˚že po-
kracˇovat v práci v plné rychlosti. V prˇípadeˇ, že se data nenacházejí v L1 cache, nastal L1
cache miss, a procesor zkontroluje další cache level, tedy L2 cache. Pokud se data nachází
v L2 cache, pak hovorˇíme o L2 cache hit. V prˇípadeˇ, že se data v cache nenachází vu˚bec,
je nutno je nacˇíst z hlavní pameˇti RAM. Pocˇet L1 cache misses lze tedy definovat vztahem
cˇíslo 2.
|L1misses| = |L2hits|+ ..+ |LLChits|+ |LLCmisses| (2)
Kde LLC znacˇí Last-Level Cache, tedy cache poslední úrovneˇ. V prˇípadeˇ, že tedy dojde
ke cache miss, dochází ke zpoždeˇní, které je rovno cache latency. Latency lze definovat
jako cˇas, bud’to v CPU cyklech nebo nanosekundách, který CPU ztratí z du˚vodu jednoho
cache miss. 2 3
3.1.5.1 Rozdeˇlení cache misses Nespocˇet výzkumu˚ týkajících se cache bylo pro-
vedeno pro nalezení ideálního pomeˇru mezi velikostí, asociativitou a pocˇtem a veli-
kosti bloku˚, aby se co nejvíce snížil pocˇet misses. Jedním z nejvýznamneˇnších badatelu˚
v této oblasti je Mark Hill [13], který rozdeˇlil procesorové cache misses do následujících
kategorií[14][15].
• Povinné(compulsory) misses: Jedná se o misses, které jsou zpu˚sobeny dotazem na
místo v pameˇti, které ješteˇ prˇedtím nebylo požadováno. Teˇmto misses nelze nikdy
úplneˇ prˇedejít, nicméneˇ se dají omezit pomocí metody zvané prefetching, která bude
zmíneˇna v další kapitole, nebo pomocí veˇtší rˇádky cache, což se dá také považovat
za jistý druh prefetche.
• Kapacitní(capacity) misses: Jsou založeny na faktu, že cache má konecˇnou velikost
a nelze tedy celou pameˇt’ mapovat do cache.
• Konfliktní(conflict) misses: Misses, ke kterým došlo tím, že byla v budoucnu po-
trˇebná rˇádka v cache nahrazená rˇádkou novou. Tento druh se dá dále rozdeˇlit do
dvou podkategorií.
– Mapovací(mapping) misses, kterým se nelze vyhnout v rámci používané asoci-
ativity(viz kapitola prˇímé mapování)
– Nahrazovací(replacement) misses, které vznikají špatnou volbou nahrazení na-
hrazovací metody, a lze je tedy pouze omezit použitím co nejvhodneˇjšího na-
hrazovacího algoritmu.
1Neˇkteré pameˇt’ové regiony cachovat nelze, což je otázka implementace OS a programátor toto nemu˚že
ovlivnit[12].
2Všechna zpoždeˇní, jak cache tak i hlavní pameˇti, se liší podle modelu procesoru, a samozrˇejmeˇ cˇím
menší, tím lepší.
3Procentuální vyjádrˇení úspeˇšnosti, kdy jsou data nalezena v cache, tedy cache hit, vyjadrˇuje tzv. cache hit
rate a bývá okolo 95 procent.
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Dále lze cache misses rozdeˇlit podle toho, zda vznikají beˇhem cˇtení, nebo zápisu do
cache.
• Cache miss beˇhem zápisu (write miss) zpu˚sobuje nejkratší odezvu, protože zápis
se mu˚že uložit do fronty, a procesor mu˚že pokracˇovat v práci, dokud není fronta
zaplneˇna.
• Cachemisses vzniklé beˇhem cˇtení (read miss) lze dále rozdeˇlit do dvou subkategorií,
a to na readmiss z instrukcˇní cache a readmiss z datové cache. Cachemiss read z in-
strukcˇní cache zpu˚sobuje nejdelší zpoždeˇní, protože procesor nebo alesponˇ vlákno
musí cˇekat, dokud není instrukce dodána z pameˇti. Oproti tomu cache miss read
z datové cache zpu˚sobuje menší zpoždeˇní, protože instrukce nezávislé na datech
mohou pokracˇovat, a závislé instrukce budou dokoncˇeny pozdeˇji.
3.1.6 Neprogramátorské metody rˇešící cache misses
Jednou z teˇchto metod je naprˇíklad prefetching. Jednoduše lze rˇíci, že nastává v prˇípadeˇ,
kdy procesor nacˇte v budoucnu požadovaná data z hlavní pameˇti spolu s dalšími, která
jsou aktuálneˇ nepotrˇebná. Pokud poté bude procesor tato data potrˇebovat, budou v ide-
álním prˇípadeˇ nalezena v cache a nedojde ke zdržení procesoru[16]. Další variantou je
minimalizovat dopad cache miss až poté, co k neˇmu došlo. Jednou z teˇchto technologií je
naprˇíklad Hyper-Threading od spolecˇnosti Intel, a funguje na základeˇ rozdeˇlování zdroju˚
mezi dveˇ vlákna každého jádra. Pokud tedy jedno jádro cˇeká z du˚vodu cache misses na
data z pameˇti, druhé jádro si vypu˚jcˇí výpocˇetní výkon druhého[17].
3.1.7 TLB
Procesorové procesy pracují s daty na virtuálních adresách. Pokud proces potrˇebuje pou-
žít data v pameˇti, kde jsou uchovávána na fyzických adresách, je nutno virtuální adresu
prˇevést na fyzickou. V takovém prˇípadeˇ je úkolem operacˇního systému, aby procesu tuto
adresu zajistil, tedy adresu, kde jsou uložena skutecˇná data. Tuto funkci urychluje TLB,
neboli Translation Lookaside Buffer, což je další druh procesorové cache a konkrétneˇ je sou-
cˇástí MMU, neboli Memory Management Unit, která tento prˇeklad vykonává.
TLB tedy obsahuje cˇást naposledy použitých adres nacˇtených z tzv. page table, což je
datová struktura, která mapuje všechny virtuální adresy na fyzické. Tato cache je plneˇ
asociacˇní a stejneˇ jako procesorovou cache ji lze rozdeˇlit na omezený pocˇet záznamu˚,
neboli entries. Každý záznam obsahuje VPN, neboli Virtual-Page-Number obsahující vir-
tuální adresu, PFN, neboli Page-Frame-Number, ze které lze zjistit hledaná fyzická adresa
a další bity. V následujícím odstavci je zjednodušeneˇ popsán algoritmus hledání v TLB.
Nejdrˇíve se zjistí, zda-li TLB obsahuje záznam s aktuálneˇ prˇekládanou virtuální adre-
sou. Pokud ano, nastal TLB hit a celá operace je velice rychlá. V opacˇném prˇípadeˇ dochází
k TLB miss a je trˇeba vykonat urcˇitou práci navíc. Nejdrˇíve se prochází page table a po
nalezení se hledaný záznam prˇenese do TLB. Tento proces se pak zopakuje s již aktuali-
zovanou TLB tabulkou[18].
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4 Tvorba optimalizovaných algoritmu˚
4.1 Motivace pro tvorbu optimalizovaných algoritmu˚
Na následujícím zjednodušeném prˇíkladu se pokusíme demonstrovat, procˇ je proceso-
rová cache du˚ležitá. Prˇedstavme si, že procesor musí nahrát data z L1 cache stokrát za
sebou. Naprˇíklad na jednom z testovacích procesoru˚ trvá prˇístup k datu˚m v L1 cache
1ns. Procesor tedy potrˇebuje 100ns, aby tuto operaci vykonal. Moderní procesory mají
L1 cache hit rate okolo 95%. Zjednodušeneˇ mu˚žeme tedy rˇíci, že prvních 95 prˇístupu˚ se
vykonalo za 95ns, ale posledních 5 záznamu˚ nebylo nalezeno v L1 cache. Nastal tedy L1
cachemiss. Zbylá data byla nalezena v L2 cache, což vyústilo v L2 cache hit. L1 cachemiss
zpoždeˇní je na mém stroji 6ns. Z tohoto lze odvodit, že prˇístup k posledním 5 záznamu˚m
trval procesoru 30ns, a to za prˇedpokladu, že data byla nalezena v L2 cache.
Pokud by data nebyla nalezena ani v L2 cache, musel by procesor sáhnout do pa-
meˇti RAM, ze které trvá dopravit data do procesoru prˇibližneˇ 30ns. Z tohoto faktu lze
vyvodit, že nacˇtení zbylých peˇti záznamu˚ z pameˇti by procesoru trvalo déle, než nacˇtení
prˇedchozích 95[19].
4.2 Nástroje pro optimalizaci algoritmu˚ vu˚cˇi cache a TLB
Pokud chceme optimalizovat algoritmy s prˇihlédnutím ke cache, je nutné si o ní nejdrˇíve
zjistit základní parametry. Velikost veˇtšinou není problém oveˇrˇit naprˇíklad na interneto-
vých stránkách výrobce konkrétního procesoru, ale veˇtšinou lze, stejneˇ jako v této práci,
využít znalosti podrobneˇjších parametru˚.
Pro tyto úcˇely byl použit nástroj Calibrator. Jedná se o malý program napsaný v jazyce
C, který zanalyzuje procesor a je schopen zjistit následující parametry[20]:
• Pocˇet cache úrovní a jejich velikosti
• Velikost rˇádky a pocˇet záznamu˚
• Miss latency
• Pocˇet TLB úrovní, jejich velikost a latency
Na obrázku5 vidíme ukázkový výstup programu Calibrator.
Pro oveˇrˇení výsledku˚ a správnosti algoritmu˚ bylo mimomeˇrˇení doby beˇhu programu
také meˇrˇen pocˇet cache misses. Pro tento úcˇel posloužil program AQTime od spolecˇnosti
SmartBear Software. Tento nástroj umí meˇrˇit cache misses pro druhý level cache, tedy
L2[21].
Poznámka 4.1 V 64-bit operacˇních systémech windows lze meˇrˇit pouze skutecˇnou dobu
beˇhu programu, jelikož 64-bit systémy od verze Windows XP mají tzv. Kernel Patch Pro-
tection, která brání záplatování kernelu. Pro zprˇístupneˇní všech profilovacích nástoju˚
vcˇetneˇ meˇrˇení cache misses bylo trˇeba aktivovat debug mód v operacˇním systému[22].
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Obrázek 5: Ukázkový výstup nástroje Calibrator
Pro Windows 7 lze tento mód aktivovat spušteˇním následujících prˇíkazu˚:
Bcdedit /debug ON
Bcdedit /dbgsettings SERIAL DEBUGPORT:1 BAUDRATE:115200 /start AUTOENABLE
Pro deaktivaci pak stacˇí zadat prˇíkaz:
Bcdedit /debug OFF
V obou prˇípadech je nutno pro projevení zmeˇn restartovat pocˇítacˇ.
4.3 Programátorské techniky cache optimalizací
Jedná se o optimalizace, které mu˚že programátor využít k urychlení provádeˇní kódu.
Tyto techniky lze rozdeˇlit do dvou kategorií, a to na optimalizace prˇístupu k datu˚m a opti-
malizace rozložení dat.
• První kategorií je zmeˇna prˇístupu k datu˚m. Tyto optimalizace veˇtšinou fungují na
principu zmeˇny porˇadí, ve kterém jsou iterace zanorˇených cyklu˚ provádeˇny. Efekt
teˇchto zmeˇn se nazývá vylepšená docˇasná lokalita dat. Mezi tyto optimalizace patrˇí
naprˇíklad prohození cyklu˚ nebo splynutí cyklu˚.
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– Prohození cyklu˚ je transformace, která prohodí dva prˇilehlé cykly. Obecneˇ se
dá rˇíci, že ji lze použít tam, kde nezáleží na porˇadí, ve kterém jsou cykly vyko-
návány. Prˇíkladem takového algoritmu mu˚že být naprˇíklad scˇítání matic, kde
je tento problém demonstrován na výpisu kódu cˇíslo 4, kde podtržené cˇásti
rˇádku˚ znacˇí rozdíly mezi implementacemi, a na obrázku cˇíslo 6.
Algoritmus 4: Ukázka prohození cyklu˚
1 for i = 0 to N do // Prˇed prohozením
2 for j = 0 to N do
3 C[i][j] = A[i][j] + B[i][j];
4 end
5 end
6 for j = 0 to N do // Po prohození
7 for i = 0 to N do







Obrázek 6: Ilustrace prohození cyklu˚
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– Splynutí cyklu˚ je technika, která spojí dva po sobeˇ jdoucí cykly mající stejný
pocˇet iterací do jednoho cyklu. Její použití je možné za prˇedpokladu, že vý-
sledky druhého cyklu nejsou závislé na výsledky prvního. Kromeˇ jasné úspory
cˇasu zpu˚sobené odstraneˇním jednoho cˇi více cyklu˚ dojde také k lepší docˇasné
lokaliteˇ dat.
• Druhou kategorií je zmeˇna rozložení dat. Tyto optimalizace meˇní zpu˚soby, jakými
jsou data usporˇádána v pameˇti. Zameˇrˇují se zejména na to, aby omezili konfliktní
cache misses a zlepšili prostorové usporˇádání kódu.
– Array padding mezi dveˇ na-alokovaná pole vloží pole další, které se rˇíká vy-
cpávka, neboli pad. Velikost této vycpávky by meˇla ideálneˇ být o velikosti
jedné cache rˇádky.
– Splynutí polí vylepšuje prostorovou lokalitu mezi prvky více polí tím, že spojí
více jednorozmeˇrných polí do jednoho vícerozmeˇrného. Hodí se zejména v
prˇípadeˇ, kdy by byly pole na-alokovány v pameˇti daleko od sebe, ale prˇistu-
povalo by se k nim spolecˇneˇ.
Dalším typem optimalizace je prˇihrádkování, které bude zmíneˇno v následující ka-




Prvním z algoritmu˚, které byly v rámci této práce implementovány je GRACE hash-join,
neboli partitioned hash-join. Jedná se o optimalizovanou variantu hash-joinu, která vyu-
žívá jedné z cache optimalizací, a to konkrétneˇ prˇihrádkování, což je technika, kdy je
datová struktura, jejíž celková velikost se nevejde do cache, rozdeˇlena do struktur men-
ších. Tento algoritmus je také popsán na výpisu cˇíslo 5.
Stejneˇ jako hash-join, který byl zmíneˇn kapitole 2, i partitioned hash-join se skládá ze
dvou fází, a to z build fáze (viz rˇádky cˇíslo 1 a 8) a probe fáze (viz rˇádek 15). U GRACE
hash-joinu je soucˇástí build fáze navíc prˇihrádkování veˇtší relace. Rˇádky, které jsou od-
ližné od obycˇejného hash-joinu jsou zde podtrženy.
Algoritmus 5: GRACE hash-join
input : relace R, relace S
output: relace Q
1 for each r v R do // Build fáze relace R
2 vypocˇti hash pole pro r;
3 vlož r do vypocˇteného hash pole;
4 if hash pole je plné then
5 zveˇtši hash pole;
6 end
7 end
8 for each s in S do // Build fáze relace S
9 vypocˇti prˇihrádku pro s;
10 vlož s do vypocˇtené prˇihrádky;




15 for each prˇihrádku relace S do // Probe fáze
16 for each záznam s v prˇihrádce do
17 vypocˇti hash pole pro s;
18 for each r ve vypocˇteném hash poli do
19 if r == s then






Prˇihrádkování druhé relace (relace B) samozrˇejmeˇ znamená mnoho operací navíc,
protože podle velikosti relací, je trˇeba rozdeˇlit, a tím pádem sekvencˇneˇ projít relace i
velmi velké velikostech. Zvýšené cˇasové náklady na build fázi ale nakonec eliminuje jeho
výhoda, která se projeví až v probe fázi.
Tato výhoda zpocˇívá práveˇ v omezení cache misses, které je zpu˚sobena tím, že mu˚-
žeme mít najednou celé prˇistupované cˇásti hash tabulky relace A v cache, a také jsme tím
cˇástecˇneˇ usporˇádali veˇtší relaci podle spojovacího atributu. Podmínkou pro toto serˇazení
je prˇihrádkování relace podle spojovacího atributu, a ne podle primárního klícˇe.
Nevýhodou teˇchto optimalizací je samotný proces prˇihrádkování, který zvyšuje nejen
cˇasovou nárocˇnost, ale také výrazneˇ zvyšuje využití pameˇt’ových zdroju˚, a také nutnost
pomocné datové struktury, která by si uchovávala aktuální pocˇet prvku˚ a maximální
pocˇet prvku˚ v každé prˇihrádce, respektive hashovaném poli tabulky.
Beˇhem implementace bylo nejdrˇíve pro tyto úcˇely použito dvourozmeˇrné pole, ale
následnou transformací na pole jednorozmeˇrné jsme získali souvislý blok dat, který se
nacˇte do rˇádky cache první referencí na toto pole, cˇímž v budoucnu omezíme pocˇet cache
misses. Konkrétní výsledky této optimalizace budou prezentovány v sekci 7.3.
5.2 Radix-Cluster
Druhý prˇedstavovaný algoritmus se nazývá radix-cluster hash-join. Z názvu lze vycˇíst,
že se jedná o další vylepšení algoritmu hash-join, prˇesneˇji již optimalizovaného GRACE
hash-joinu. Oproti GRACE hash-joinu je proces tvorby hashovací tabulky vykonáván ve
více etapách, jejichž pocˇet lze oznacˇit písmenem P. 4 Když tvorba hashovací tabulky za-
cˇíná, je celá relace považována za jednu prˇihrádku a je prvním pru˚chodem rozdeˇlena do
jednotlivých polí tabulky. V dalším pru˚chodu se pak vezme každé nové pole, které se
následneˇ opeˇt rozdeˇlí do polí nových. Více pru˚chodové rozdeˇlování se aplikuje pouze
na menší relaci, která má po build fázi mnohonásobneˇ veˇtší pocˇet prˇihrádek, než relace
veˇtší. Abychom tedy dosáhli u veˇtší relace stejného efektu, jako u relace menší, musela
by relace mít enormní velikost, rˇádoveˇ stovky miliónu˚ až miliardy.
Pro názornost ukazuje rozdíl mezi GRACE hash-joinem a radix-cluster hash-joinem
obrázek cˇíslo 7.
Du˚ležitou vlastností, a smysl celého algoritmu je ten, že najednou hashujeme pouze
do omezenému pocˇtu prˇihrádek, cˇímž se omezí množství prˇistupovaných regionu˚ v pa-
meˇti. Prˇesneˇji, pokud nový pocˇet prˇihrádek z jediné prˇihrádky bude menší, než pocˇet
dostupných rˇádek cache, výrazneˇ omezíme cache misses build fáze, a navíc, pokud tento
pocˇet bude menší, než pocˇet TLB entries, eliminujeme tím i pocˇet TLB misses.
4Pokud je P = 1, vznikne z algoritmu jednoduchý GRACE hash-join.
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(a) Jedno-pru˚chodový GRACE hash-join (b) Dvou-pru˚chodový radix-cluster
Obrázek 7: Srovnání GRACE hash-joinu s radix-clusterem
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6 Popis implementace a vycˇíslení potrˇebných vstupu˚
Pro implementaci byl z výkonnostních du˚vodu˚ zvolen jazyk C++ a programováno bylo
v prostrˇedí Microsoft Visual Studio 2012 Professional.
Pro prˇípravu dat byly použity mimo základních knihoven také externí knihovny Bo-
ost, které tato práce využívá pro generování náhodných cˇísel o velikosti v rˇádech mili-
ónu˚, jelikož základní funkce rand() z knihovny stdlib.h generuje pouze cˇísla do velikosti
RAND_MAX, jehož hodnota je garantována pouze na velikost 32 767[24][25].
Všechny algoritmy byly také zpracovávány s du˚razem na genericitu, a díky použití
šablon mu˚žeme algoritmus použít pro jakýkoliv datový typ. Jediná podmínka zde spo-
cˇívá v tom, že je nutné si nadefinovat svou vlastní hashovací funkci, která je, samozrˇejmeˇ,
jiná prˇi práci s typem int, který byl ve všech testech používán, a u kterého lze použít ope-
raci deˇlení, modulo, poprˇípadeˇ bitové operace. Tato volba hashovací funkce se realizuje
pomocí ukazatele na funkci, který je podle potrˇeby prˇedáván algoritmu.
Prˇedávání hashovací funkce bylo ješteˇ dále optimalizováno na úkor jednoduché roz-
širˇovatelnosti. I prˇesto, že byla funkce implementována jako inline, docházelo z du˚vodu
velkého množství volání prˇedávané funkce, které je v rˇádu miliónu˚, k cˇasovému zpoma-
lení. Tento problém byl vyrˇešen prˇedáváním celé funkce pro build fázi, respektive probe
fázi a tím se prˇedávaná funkce volá pouze jednou.
6.1 Vycˇíslení potrˇebných vstupu˚
Pro úspeˇšné vykonání algoritmu je potrˇeba stanovit následující parametry:
• Prˇedpokládaný pocˇet prvku˚ jedné prˇihrádky obou relací
• Pocˇty prˇihrádek obou relací
V prˇípadeˇ, že se jedná o radix-cluster algoritmus, je zapotrˇebí také stanovit další hod-
noty:
• Pocˇet nových prˇihrádek vzniklých každým pru˚chodem z jednotlivé prˇihrádky
• Pocˇet pru˚chodu˚ build fáze
6.1.1 Prˇedpokládaný pocˇet prvku˚ v prˇihrádkách
Urcˇení prˇedpokládaného pocˇtu prvku˚ se liší v tom, zda se jedná o menší relaci, nebo o re-
laci veˇtší. V prvním prˇípadeˇ jsme tento problém vyrˇešili testováním na všech pocˇítacˇích.
Tímto testováním jsme se dostali na ideální hodnoty deseti až trˇinácti prvku˚ na jednu
prˇihrádku, a tak byla hodnota 10 použita jako referencˇní hodnota pro všechny algoritmy.
Testování probíhalo meˇrˇením celkového algoritmického cˇasu s tím, že všechny vstupní
hodnoty byly zafixovány a meˇnili jsme pouze hledaný pocˇet prvku˚. Graf cˇ. 1 pak toto
meˇrˇení v závislosti na cˇase zobrazuje.
Poznámka 6.1 Test probíhal na algoritmu hash-join, který byl dále modifikován tak, aby
bylo možno prˇesneˇ specifikovat velikost jednoho hashovaného pole.
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Graf 1: Test pocˇtu prvku˚ v hashovaném poli
Tento pocˇet byl dále upraven, aby byl pocˇet hashovaných polí násobkem cˇísla dva, a
tím se mohlo využít méneˇ nárocˇných bitových operací.
Vyrˇešit tuto hodnotu u veˇtší relace je už o neˇco jednodušší. Jedná se zejména o to,
aby se celá prˇihrádka vešla do cache pameˇti, pro kterou chceme optimalizovat. Celkový
pocˇet prvku˚ lze tedy získat vztahem cˇíslo 3, kde |cache_size| je velikost cache, pro kterou
chceme optimalizovat(v bytech) a sizeof(T) je pocˇet bytu˚, který daný datový typ zabírá v
pameˇti.
|Bbucket| = |cache_size|/sizeof(T ) (3)
V ideálním prˇípadeˇ by tyto hodnoty meˇly samozrˇejmeˇ být takové, aby každá prˇi-
hrádka byla po buid fázi úplneˇ zaplneˇna, a zárovenˇ nedocházelo k volání funkce enlarge(),
která nám navýší naplneˇné hashované pole, respektive prˇihrádku veˇtší relace. Tohoto se
ovšem dá bez prˇedchozích pru˚chodu˚, prˇi kterých bychom byli schopni zjistit, jakým zpu˚-
sobem jsou prvky v závislosti na spojovací atribut rozmísteˇny, docílit jen teˇžko.
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Byla tedy použita silneˇ optimistická metoda, prˇi které se pocˇítá s tím, že jsou prvky
rozmísteˇny rovnomeˇrneˇ. I prˇesto však algoritmy používají dva zpu˚soby, jak rˇešit pro-
blémy týkající se nerovnomeˇrného rozmísteˇní. Zaprvé, jestliže dojde k naplneˇní prˇihrádky,
je zavolána výše zmíneˇná metoda enlarge(). Tato konstrukce umožnˇuje algoritmu aby po-
kracˇoval dále, nicméneˇ dochází k rapidnímu snížení výkonu a také k plýtvání s operacˇní
pameˇtí. Aby již prˇi malé odchylce od ideálního stavu nedocházelo k tomuto problému,
do každé prˇihrádky je navíc prˇidán urcˇitý pocˇet prvku˚ navíc.
Tento pocˇet lze vyjádrˇit vztahem 4, který tento problém vyjadrˇuje pro relaci B. 5
Bbucketadded_size = |Bbucket| ∗ (scattery_coeficient/100) + 3 (4)
Promeˇnná scattery_coeficient prˇedstavuje vstupní hodnotu algoritmu, kterou mu˚že
uživatel algoritmu sdeˇlit, jak moc nerovnomeˇrneˇ jsou data rozmísteˇna. Lze tedy rˇíci, že
tento koeficient procentuálneˇ navyšuje velikost každé prˇihrádky. Zajímavá vlastnost této
optimalizace je ta, že tím nijak neutrpí výkon probe fáze, protože v prˇípadeˇ, že nebude
navýšená velikost dosažena, je stále procházena pouze naplneˇná cˇást, což zarucˇuje zna-
lost aktuálního pocˇtu prvku˚ v prˇihrádce v pomocné strukturˇe.
Hodnota 3 se mu˚že pak zdát bezvýznamná, opak je ale pravdou. Tato hodnota slouží
k tomu, abychom byli schopni navýšit takové prˇihrádky, jejichž velikost je prˇiliš malá a
navýšení o neˇkolik procent by nemeˇlo žádný význam.
Jedinou nevýhodou, kterou tato operace prˇináší, je prˇípadné plýtvání pameˇti. Je po-
tom na uživateli, který podle svého uvážení musí rozhodnout, jestli navýšení velikosti o
desítky cˇi stovky procent mu˚že pro jeho pameˇt’ové zdroje zpu˚sobit markantní zatížení.
6.2 Pocˇet prˇihrádek
Když nyní známe hodnoty vypocˇtené v prˇechozích odstavcích, vypocˇíst pocˇty bucketu˚
již není problém. U menší relace urcˇíme takový násobek cˇísla dva, aby byl celkový pocˇet
záznamu˚ deˇleno tímto pocˇtem co nejblíže cˇíslu 10, a u relace veˇtší vydeˇlíme celkový pocˇet
prvku˚ relace pocˇtem prvku˚ jedné prˇihrádky.
6.3 Vycˇíslení parametru˚ pro radix-cluster
V prˇípadeˇ radix-cluster joinu nám nyní zbývá zjistit pocˇet nových hashovaných polí,
které vzniknou každým pru˚chodem z každého pu˚vodního pole a pocˇet pru˚chodu˚. První
zminˇovaná hodnota je jeden ze vstupních parametru˚ a musí se jednat o násobek cˇísla
dva. Pocˇet pru˚chodu˚ je pak nejnižší mocnina prˇedchozí hodnoty, která je veˇtší nebo rovna
celkovému pocˇtu hashovaných polí. Jednotlivé výsledky pro ru˚zné volby teˇchto hodnot
lze vycˇíst z grafu˚ v kapitole 7.
5Pro relaci A platí stejný vztah s tím rozdílem, že místo velikosti jedné prˇihrádky relace B použijeme
velikost jednoho hash pole relace A.
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7 Testování algoritmu˚
V této kapitole budou probírány testy pro jednotlivé algoritmy. Nejdrˇíve se podíváme na
to, jaké výhody prˇineslo prˇevedení dvourozmeˇrné pomocné struktury na strukturu jed-
norozmeˇrnou. Dále budeme testovat pru˚beˇh a chování GRACE hash-join algoritmu tím,
že ponecháme stejné vstupní hodnoty, ale budeme meˇnit pocˇet prˇihrádek relace veˇtší. Z
meˇrˇení pak budou vyvozeny zajímavé du˚sledky.
V dalším testu pak porovnáme výkon GRACE hash-joinu s obycˇejným hash-joinem.
Tento test bude provádeˇn s algoritmem optimalizujícím L1 cache, jelikož prˇedchozí test
ukázal, že je tato volba efektivneˇjší..
Cílem posledních testu˚ pak bylo zjistit, jak lze GRACE hash-join algoritmus zefektiv-
nit využitím více pru˚chodového radix-cluster hash-joinu.
Ve všech testech se také meˇrˇil pouze celkový cˇas build a probe fáze. Prˇípravné výpo-
cˇty, alokace a následné dealokace soucˇástí tohoto meˇrˇení nebyly.
7.1 Popis testovaných hodnot
V experimentech byla použita vlastní testovací data, jejichž struktura zde bude nyní po-
psána.
Obeˇ vstupní relace byly reprezentovány jednoduchým jednorozmeˇrným polem ob-
jektu˚. Tato pole byla beˇhem testování relace A a relace B s kardinalitou N:1. Jeden prvek
relace A tedy mu˚že mít 0 až N odpovídajících prvku˚ z relace B a každý prvek relace B
meˇl vždy odpovídající prvek v relaci A. Všechny testy probíhaly s náhodneˇ rozmísteˇ-
nými daty a s malým rozptýlením mezi jednotlivé cizí klícˇe. Dále byla data taková, že se
každý hrácˇ mapoval na jeden ze serveru˚.
Pro zjednodušení bylo pracováno s prˇedpokladem, že spojovací atribut je primární
klícˇ relace jedné, a cizí klícˇ relace druhé. Díky tomu nám stacˇí pracovat pouze s poli spo-
jovacích atributu˚, a s polem primárního klícˇe relace druhé, který potrˇebujeme pro jedno-
znacˇnou identifikaci záznamu. Dále také prˇedpokládejme, že menší relace je ta relace, ze
které známe pouze primární klícˇ a že všechny atributy, se kterými se pracovalo byly typu
int.
Poznámka 7.1 Relace A a relace B byla každá reprezentována jako trˇída, kde prˇed kaž-
dým spušteˇním algoritmu docházelo k extrakci potrˇebných atributu˚. Tato extrakce nebyla
soucˇástí našich meˇrˇení.
7.2 Seznam testovacích stroju˚
Pro oveˇrˇení korektnosti algoritmu˚ bylo provádeˇno testování na trˇech ru˚zných pocˇítacˇích,
jejichž využití je u každého odlišné.
Prvním pocˇítacˇem, na kterém byly provádeˇny testy je ultrabook Acer Aspire S3, ozna-
cˇený v tabulce 1 jako PC1. Tento pocˇítacˇ obsahuje dvoujádrový procedor Intel s L1, L2 i
L3 cache. L1 má velikost 128KB pro instrukcˇní i datovou cache, L2 cache pak 512KB.
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PC1 PC2 PC3
CPU IntelCorei3− 3217U AMD Athlon II X2 240 IntelXeonCPUX5670
CPUspeed 1.80GHz 2.80GHZ 2.97GHZ
RAM 4.00GB 4.00GB 92.00GB
RAMlat 29ns 27ns -
L1size 128KB 64KB 32KB
L1lat 1ns 4ns -
L1entries 500 500 -
L2size 512KB 1MB 256KB
L2lat 5ns 23ns -
L2entries 1000 1000 -
L3size 3MB − 12MB
L3lat 23ns − -
L3entries 12000 − -
TLBpagesize 4KB 4KB -
TLBentries 64 40 -
TLBlat 8ns 2ns -
Tabulka 1: Seznam testovaných procesoru˚
L1 i L2 má každé jádrou své vlastní, L3 cache o velikosti 3MB je pak sdílená. CPU dále
také disponuje technologií Hyper-Threading.
Dalším z pocˇítacˇu˚ je beˇžné stolní zarˇízení staršího data výroby, v tabulce 1 oznacˇený
jako PC2. Jeho AMD procesor se zacˇal vyrábeˇt v polovineˇ roku 2009 a v dobeˇ, kdy tato
práce vznikla byl již šest let starý. Procesor je dvoujádrový a každé jádro má svou vlastní
cache, L1 a L2. L3 cache zde chybí, protože jak bylo rˇecˇeno v prˇedchozích kapitolách,
starší modely beˇžných osobních pocˇítacˇu˚ ji neobsahují. Tím pádem obsahuje ve srovnání
s ostatními procesory velkou L2 cache, jejíž velikost je 1MB. L1 cache pak nabízí pro
každé jádro 64KB datovou a instrukcˇní cache.
Posledním pocˇítacˇem je pak šestijádrový procesor Intel Xeon, oznacˇený v tabulce 1
jako PC3. K tomuto pocˇítacˇi byl v rámci tématu umožneˇn prˇístup vedoucím bakalárˇské
práce. Všechna jádra mají k dispozici 12MB sdílené L3 cache, každé jádro pak 256KB L2
cache a také 32KB instrukcˇní a datové L1 cache. Hyper-Threading je samozrˇejmostí.
Více informací o všech procesorech pak obsahuje tabulka cˇíslo 1. U trˇetího procesoru
nebylo možné prˇesneˇ urcˇit neˇkteré parametry a také nebylo možno meˇrˇit cache misses,
jelikož tento model CPU není v programu AQTime podporován[26]. Stejneˇ tak nebylo
možno meˇrˇit cache misses na PC cˇíslo 1, jelikož zde také AQTime nepracoval korektneˇ.
Neˇkteré další údaje, jako jsou naprˇíklad délky zpoždeˇní je pak nutné brát jako orien-
tacˇní.
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7.3 Test transformace pomocné struktury
Tento test byl proveden za použití GRACE hash-joinu na PC2 a popisuje situaci, která
byla zmíneˇna v sekci 5. Vstupní relace meˇly velikost jeden milión prvku˚ pro relaci A a
peˇt miliónu˚ prvku˚ pro relaci B. Tato na první pohled nedu˚ležitá optimalizace snížila pro
testovanou sestavu cˇasovou nárocˇnost až o 20 procent z pu˚vodních 680ms na 550ms. Také
jsme snížili pocˇet cache misses, a to zejména v build fázi, kde rozdíl cˇiní 10 procent.
7.4 Pru˚beˇh GRACE hash-joinu
Testování probíhalo na PC2 a vstupní relace meˇly opeˇt velikost jeden a peˇt miliónu˚. Pro
meˇrˇení byly konstantní velikosti všech atributu˚, kromeˇ pocˇtu prˇihrádek veˇtší relace. Vý-
sledná data mu˚žeme videˇt na grafu cˇíslo 2, který se skládá ze trˇí datových rˇad, a to z
celkového cˇasu, cˇasu probe fáze a cˇasu build fáze veˇtší relace. Z grafu cˇíslo 2 pak mu˚-
žeme vyvodit neˇkolik zajímavých faktu˚.
• Cˇas probe fáze se snižuje s roustoucím pocˇtem prˇihrádek.
• Cˇas build fáze roste s navyšováním pocˇtu prˇihrádek.
• Celkový cˇas zvyšováním pocˇtu prˇihrádek klesá do té doby, dokud benefit v probe
fázi nezastíní zpomalení build fáze.
Cˇasový nárust u build fáze je zaprˇícˇineˇn tím, že se zvedá pocˇet prˇihrádek a tedy i
pocˇet pameˇt’ových regionu˚, ze kterých je potrˇeba cˇíst a zapisovat, a tedy je trˇeba držet v
cache více referencí. Ve výsledku to pak znamená, že dojde ke cache misses a tedy i ke
snížení výkonu.
Pru˚beˇh grafu také dokazuje existenci L1 cache. Pocˇet prˇihrádek o hodnoteˇ 20 je hod-
nota optimalizovaná pro L2 cache a jelikož má L1 cache menší velikost, je zapotrˇebí veˇtší
množství prˇihrádek. V této konfiguraci je tento pocˇet 312 a jak mu˚žeme videˇt, celkový
cˇas se prˇibližneˇ do této hodnoty rapidneˇ snižuje. Výsledné pocˇty cache misses pak tento
graf podporují.
Pru˚meˇrný pocˇet cache misses build fáze vzrostl z 2,3 miliónu pro 20 prˇihrádek na 4
milióny pro 2000 prˇihrádek. U probe fáze pak pocˇet cache misses klesl z 8 miliónu˚ na 4
milióny.
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Graf 2: Pru˚beˇh GRACE hash-joinu
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7.5 Porovnání GRACE hash-joinu s hash-joinem
V tomto testu byl porovnáván výkon teˇchto algoritmu˚ zafixováním všech hodnot, kromeˇ
velikosti relací, které zde meˇly shodný pocˇet prvku˚.6 Výsledky testu˚ pak ukazují grafy
cˇíslo 3, 4, 5 a 6. Tabulka 2 pak ješte dále ukazuje, kolik milisekund bylo navíc u GRACE
hash-joinu potrˇeba pro build fázi veˇtší relace.
Poznámka 7.2 Prˇestože název práce napovídá implementaci pro L2 cache, všechny testy
byly provedeny s optimalizací pro L1 cache, jelikož výsledky optimalizace pro L2 nebyly
prˇíliš vypovídající. V zásadeˇ lze rˇíci, že pro L2 cache meˇly výsledky shodný pru˚beˇh, tedy
zvýšení cˇasu v build fázi a snížení cˇasu v probe fázi. Rozdíl byl v tom, že toto snížení
nebylo dostatecˇné, aby byl výsledný rozdíl markantneˇjšího charakteru, nebo byl nulový.
V neˇkterých prˇípadech byl dokonce obycˇejný hash-join výkonneˇjší než GRACE hash-join,
a to i prˇi takových testech, kdy L1 cache optimalizovaný GRACE hash-join exceloval.


















(a) Cˇas probe fáze


















Graf 3: Porovnání GRACE hash-joinu s hash-joinem, PC1
6Shodný pocˇet prvku˚ byl zvolen, jelikož jsme se snažili napodobit testy z cˇlánku [1], kde byly také použity
shodné velikosti relací.
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(a) Cˇas probe fáze




















Graf 4: Porovnání GRACE hash-joinu s hash-joinem, PC2



















(a) Cˇas probe fáze






















Graf 5: Porovnání GRACE hash-joinu s hash-joinem, PC3
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(a) Pocˇet cache misses build fáze


















(b) Pocˇet cache misses probe fáze
Graf 6: Porovnání cache misses GRACE hash-joinu s hash-joinem, PC2
Velikost relací [mil] PC1 PC2 PC3
0.25 5ms 16ms 4ms
1 25ms 40ms 15ms
5 110ms 300ms 100ms
10 300ms 780ms 300ms
Tabulka 2: Cˇasy build fází
Z grafu˚ lze vyvodit, že až na PC3 došlo po optimalizaci k rapidnímu cˇasovému zrych-
lení. Na tomto stroji (PC3) pak meˇly tyto optimalizce spíše negativní charakter. Prˇi veli-
kosti relací okolo deseti miliónu˚ jsme ješte byli schopni pozorovat slabé zlepšení, nicméneˇ
se snižováním pocˇtu prvku˚ se stával GRACE hash-join pomalejší volbou. Prˇestože stejneˇ
jako u ostatních pocˇítacˇu˚ došlo ke snížení cˇasu˚ probe fáze, navýšená cˇasová nárocˇnost
build fáze tento rozdíl eliminovala. Tyto výsledky lze prˇisuzovat tomu, že se nejedná o
beˇžný pocˇítacˇ, ale o serverové PC. Je tedy pravdeˇpodobné, že má nízké cache zpoždeˇní a
jeho pameˇt’ je velice rychlá.
U zbývajících dvou pocˇítacˇu˚ je pak pru˚beˇh velice podobný. Pro velké vstupní relace
dominuje GRACE hash-join, ale se snižováním pocˇtu prvku˚ dochází k úbytku výkonu a
jakmile se dostaneme na urcˇitou úrovenˇ, zacˇne být rychlejší hash-join.
Podle prˇedpokladu skoncˇilo i porovnání cache misses obou algoritmu˚. Zatímco probe
fáze meˇla mnohem méneˇ cache misses u GRACE hash-joinu, než u hash-joinu, build fáze
optimalizovaného algoritmu zaznamenávala náru˚st v pocˇtu cache misses. 7
7Pocˇet cache misses je nutné brát jako orientacˇní, jelikož výstup z AQTime se cˇasto liší pro jednotlivá
spušteˇní pro stejné hodnoty. Opakovaní meˇrˇení a zpru˚meˇrování hodnot však všechny zmíneˇné trendy po-
tvrdilo.
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Také mu˚žeme videˇt, že zrychlení probe fáze bylo znatelneˇjší na PC cˇíslo 2, kde byl cˇas
snížen optimalizací až o dveˇ trˇetiny. Oproti tomu na PC cˇíslo 2 docházelo ke zrychlení
menšímu, a to o polovinu pu˚vodních hodnot. Tento rozdíl prˇisuzujeme faktu, že PC cˇíslo
1 má cache s kratšími zpoždeˇními vyvolanými cache misses, a tak jejich eliminace nemá
takový dopad. Jistý podíl zde bude mít i prˇítomnost Hyper-Threadingu u PC1.
7.6 Srovnání radix-cluster algoritmu s GRACE hash-join algoritmem
V poslední sekci se budeme veˇnovat testování radix-cluster hash-joinu. V prˇípadeˇ, že
pracujeme velice velkými relacemi, build fáze se stává úzkým místem celého algoritmu.
Pro prˇedstavu pokud máme relace o velikosti 25 miliónu˚ prvku˚, trvá celý algoritmus
na pocˇítacˇi cˇíslo dva 9.5 sekundy, a z toho jen tvorba hashovací tabulky trvá 5 sekund.
Tento fakt je zpu˚soben tím, že zde máme enormní množství polí, do kterých mu˚žeme
hashovat. Prˇesneˇji je tento pocˇet více než dva milióny. O omezení tohoto úzkého místa se
snaží práveˇ radix-cluster algoritmus.
Beˇhem testování byla použita data jako u prˇedchozího testu, tedy relace stejných ve-
likostí, s prvky typu integer. Relace meˇly malou nerovnomeˇrnost usporˇádání mezi jed-
notlivé prˇihrádky a také neexistoval prvek, který by se v prˇípadné výsledné relaci nevy-
skytoval.
U tohoto algoritmu je du˚ležité správneˇ urcˇit, o kolik se každým pru˚chodem zveˇtší
pocˇet polí v hashované tabulce. Jak již bylo rˇecˇeno v prˇedchozí kapitole, abychom co
nejvíce omezili pocˇet cache misses, respektive TLB misses, meˇl by tento pocˇet být menší,
než je pocˇet cache lines, respektive pocˇet TLB entries.
Všechny testy na všech pocˇítacˇích prˇinesly srovnatelné výsledky. Prˇi velikosti relací
menší než jeden milión prvku˚ meˇla optimalizace spíše negativní dopad, a všechny op-
timalizace se ukázaly jako nevhodné. Vyjímkou v tomto pravidle byl PC2, na kterém i
pro tyto malé velikosti beˇžel radix-cluster hash-join s až 20 procentním zrychlením, než
GRACE hash-join. Tento fakt mu˚žeme opeˇt usuzovat tomu, že PC2 má nejvyšší cenu za
cache miss, a zmenšený pocˇet misses se na neˇm projeví nejvíce.
Pro tento pocˇítacˇ jsme také meˇrˇili pocˇet cache misses, které mnohonásobneˇ klesaly z
pu˚vodních hodnot, což nám potvrdilo, že je tento algoritmus cache optimalizací.
Grafy 7 popisují tento test pro PC1, grafy 8 pro PC2 a grafy 9 pro PC3. Grafy 10 pak
ješteˇ zobrazují pocˇty cache misses pro PC2. Promeˇnná B znacˇí, kolikrát se zveˇtšil pocˇet
hashovaných polí každým pru˚chodem, tedy vstupní hodnotu algoritmu, která nám rˇíká,
kolik nových hashovaných polí vznikne z každého existujícího pole. Pocˇet pru˚chodu˚ pak
ukazuje tabulka 3.
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(a) Cˇasy build fází, B = 32

















(b) Cˇasy build fází, B = 128

















(c) Cˇasy build fází, B = 1024
Graf 7: Porovnání GRACE hash-joinu s hash-joinem, PC1
Velikost relací [mil] B = 32 B = 128 B = 1024
1 5 3 3
5 4 3 2
10 4 3 2
25 4 3 2
Tabulka 3: Pocˇty pru˚chodu˚
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(a) Cˇasy build fází, B = 32





















(b) Cˇasy build fází, B = 128





















(c) Cˇasy build fází, B = 1024
Graf 8: Porovnání GRACE hash-joinu s hash-joinem, PC2
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(a) Cˇasy build fází, B = 32




















(b) Cˇasy build fází, B = 128




















(c) Cˇasy build fází, B = 1024
Graf 9: Porovnání GRACE hash-joinu s hash-joinem, PC3
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(a) Pocˇty cache misses build fáze, B = 32

























(b) Pocˇty cache misses build fáze, B = 128

























(c) Pocˇty cache misses build fáze, B = 1024
Graf 10: Porovnání cache misses GRACE hash-joinu s hash-joinem, PC2
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8 Záveˇr
Cílem této práce bylo podat cˇtenárˇi ucelené informace o operaci relacˇního spojení, pro-
cesorové cache a zejména pak o tvorbeˇ algoritmu˚, které jsou pro cache optimalizovány.
Hlavní cˇást práce se zabývala implemetací a následným testováním trˇí algoritmu˚. Radix-
cluster hash-join, GRACE hash-join a poté také hash-join, který jakožto neoptimalizo-
vaný algoritmus posloužil k vzájemnému testování.
Podrobné testování na trˇech rozdílných pocˇítacˇích ukázalo, že procesorová cache má
nezastupitelnou funkci v moderních pocˇítacˇích a jejím využitím lze zrychlit algoritmy o
desítky procent. Zjednodušeneˇ mu˚žeme rˇíci, že jsme prˇi zde implementovaných algorit-
mech vymeˇnili pomalý prˇístup do pameˇti za rychlé CPU operace. Tyto algoritmy nemusí
být omezeny pouze na operaci relacˇního spojení, ale lze je použít i v ostatních odveˇtvích
programování, zejména tam, kde se pracuje s velkým množstvím dat.
V závislosti na vstupních datech a typuCPUmu˚žeme pozorovat uGRACE hash-joinu
snížení doby beˇhu až o 30% oproti neoptimalizovanému hash-joinu. Radix-cluster hash-
join pak v našich testech dosahoval dalšího zrychlení, a to až o 40%. Obeˇ optimalizace,
zejména však radix-cluster hash-join v porovnání s GRACE hash-joinem také prˇinesly
rapidní pokles v pocˇtu cache misses. Nejlepší zrychlení jsme pozorovali na PC cˇíslo 2.
Tento fakt usuzujeme tomu, že má tento procesor nejveˇtší cenu za cache miss, nemá L3
cache a také nedisponuje technologiemi jako je naprˇíklad Hyper-Threading.
Testy také ukázaly, že je du˚ležité správneˇ zvolit korektní algoritmus pro dané vstupy
a daný pocˇítacˇ, jelikož i optimalizovaný, neoptimálneˇ zvolený algoritmus bude pomalejší
než neoptimalizovaný.
Práce dále potvrdila poznatky zmíneˇné v cˇlánku[1] z roku 2002, kde byly porovná-
vány stejné algoritmy, a kde byly vyvozeny záveˇry, že prˇístup do pameˇti je úzkým mís-
tem celého systému, a že se tento trend v následujících letech nezmeˇní. Je zajímavé, že i po
témeˇrˇ 15 letech rychlého vývoje pocˇítacˇu˚ jsou tyto poznatky stále velice aktuální. Zda-li
bude tento trend pokracˇovat nadále je otázkou, jelikož naprˇíklad testovací procesor cˇíslo
3 již prˇi neˇkterých testech tyto výsledky nevykazoval. Nicméneˇ lze usoudit, že v blízké
dobeˇ si bude cache stále nacházet své místo mezi vhodnými kandidáty na optimalizaci.
Z pohledu dalšího vývoje projektu lze algoritmy dále optimalizovat použitím pokro-
cˇilého nízkoúrovnˇového programování a naprogramování dalších hashovacích funkcí
pro jednotlivé datové typy. V neposlední rˇadeˇ by bylo vhodné algoritmy hloubeˇji ana-
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