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Abstract
One fundamental goal of high-dimensional statistics is to detect or recover structure from noisy data.
In many cases, the data can be faithfully modeled by a planted structure (such as a low-rank matrix)
perturbed by random noise. But even for these simple models, the computational complexity of estima-
tion is sometimes poorly understood. A growing body of work studies low-degree polynomials as a proxy
for computational complexity: it has been demonstrated in various settings that low-degree polynomials
of the data can match the statistical performance of the best known polynomial-time algorithms for
detection. While prior work has studied the power of low-degree polynomials for the task of detecting the
presence of hidden structures, it has failed to address the estimation problem in settings where detection
is qualitatively easier than estimation.
In this work, we extend the method of low-degree polynomials to address problems of estimation and
recovery. For a large class of “signal plus noise” problems, we give a user-friendly lower bound for the
best possible mean squared error achievable by any degree-D polynomial. To our knowledge, this is the
first instance in which the low-degree polynomial method can establish low-degree hardness of recovery
problems where the associated detection problem is easy. As applications, we give a tight characterization
of the low-degree minimum mean squared error for the planted submatrix and planted dense subgraph
problems, resolving (in the low-degree framework) open problems about the computational complexity
of recovery in both cases.
∗Email: tselil@stanford.edu. This work was done while virtually visiting the Microsoft Research Machine Learning and
Optimization group.
‡Email: awein@cims.nyu.edu. Partially supported by NSF grant DMS-1712730 and by the Simons Collaboration on Algo-
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1 Introduction
Many problems in high-dimensional statistics exhibit a gap between what is achievable statistically and what
is achievable with known computationally-efficient (i.e., polynomial-time) algorithms. Such information-
computation gaps appear in many of the canonical models of statistical estimation problems, including sparse
principal component analysis (PCA), planted clique, and community detection, among others. Because these
are average-case problems in which the input is drawn from a specially chosen probability distribution, it
is unlikely that the computational hardness of such problems can be established under standard worst-
case complexity assumptions such as P 6= NP (e.g. [FF93, BT06, AGGM06]). Instead, to provide rigorous
evidence for such gaps, researchers prove lower bounds in restricted models of computation;1 these include
lower bounds against families of convex programs (see e.g. [RSS18]), lower bounds in the statistical query
framework (e.g. [Kea98, FGR+17]), lower bounds against local algorithms (e.g. [GZ17, BGJ18]), and more.
The focus of this work is the low-degree polynomial model of computation, in which we require that our
algorithm’s output is computable via a polynomial of bounded degree in the input. This model has recently
come into focus as a promising framework for studying the complexity of hypothesis testing problems. The
study of low-degree polynomials for hypothesis testing was initiated implicitly in the work of Barak et al.
on sum-of-squares lower bounds for planted clique [BHK+19], and was subsequently refined and extended to
numerous additional settings by Hopkins and Steurer [HS17], followed by others (see e.g. [HKP+17, Hop18],
and also [KWB19] for a survey). In these works, the goal is to hypothesis test (with asymptotically vanishing
error probability) between a null distribution (typically i.i.d. “noise”) and a planted distribution (which
includes a planted structure hidden in noise). Many state-of-the-art algorithms for such problems—including
spectral methods and approximate message passing (AMP) algorithms [DMM09]—can be represented as low-
degree (multivariate) polynomial functions of the input, where “low” means logarithmic in the dimension.
Furthermore, it has been shown that the class of low-degree polynomials is precisely as powerful as the
best known polynomial-time algorithms for many canonical problems, including planted clique [BHK+19],
sparse PCA [DKWB19], community detection [HS17], tensor PCA [HKP+17, KWB19], and others. From this
picture emerges the intriguing conjecture that low-degree polynomials may be as powerful as any polynomial-
time algorithm for a broad class of high-dimensional testing problems [Hop18]. Thus, an impossibility result
for low-degree polynomials is not merely a lower bound within a restricted model of computation, but further
constitutes compelling evidence for average-case computational hardness.
While the low-degree framework has had many successes, one limitation of the existing theory is that
it is restricted to hypothesis testing (also called detection) problems2. But more often, in high-dimensional
statistics we are interested in recovery (also called estimation or localization), where the goal is to find the
planted structure rather than merely detect its presence. For some problems (e.g. planted clique) detection
and recovery are believed to be equally hard in the sense that both tasks admit polynomial-time algorithms
in precisely the same regime of parameters. In such cases, computational hardness of recovery can often
be deduced from computational hardness of detection (via a polynomial-time reduction from detection to
recovery, as in Section 5.1 of [MW15]). On the other hand, other problems are believed to exhibit detection-
recovery gaps3 where the recovery task is strictly harder (computationally) than the associated detection
task. For such problems, existing work has often struggled to find compelling concrete evidence for hardness
of recovery in the parameter regime where detection is easy.
One popular problem that appears to exhibits a detection-recovery gap is the following planted submatrix
problem (studied by e.g. [KBRS11, BI13, BIS15, MW15, CX16, CLR17, GJS19] and also used as a model
for sparse PCA in the spiked Wigner model [DM14, BMR20, BWZ20]), where a submatrix of elevated mean
is hidden in a Gaussian random matrix. In the planted submatrix problem, we observe an n × n matrix
Y = λvv⊤ +W where λ > 0 is the signal-to-noise ratio (SNR), v ∈ {0, 1}n is a planted signal with i.i.d.
Bernoulli(ρ) entries, and W is a symmetric matrix of Gaussian N (0, 1) noise (see Definition 2.4). We are
interested in the high-dimensional setting, where n→∞ with λ = n−a and ρ = n−b for constants a > 0 and
1There is also an alternate line of research on average-case reductions, in which different statistical problems are reduced to
each other (e.g. [BR13, MW15, BBH18]).
2One exception is the work of [GJW20], which studies low-degree polynomials in the context of random optimization problems
(with no planted signal).
3In this work, we refer to detection-recovery gaps as situations where the computational limits of detection and recovery
differ; there are also situations where the statistical limits of detection and recovery differ.
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0 < b < 1. (To see why this is the interesting regime for a and b: if a < 0 then recovery is easy by entrywise
thresholding, and if b > 1 then the planted submatrix typically has size zero.) When b < 1/2 there appears
to be a detection-recovery gap: distinguishing between Y = λvv⊤ +W and the null distribution4 Y = W
is easy when a < 2(1/2 − b), simply by summing all entries of Y ; however, when a > 1/2 − b there are no
known polynomial-time algorithms for recovering v (or even for producing a non-trivial estimate of v).
In this work we give the first results that directly address recovery (as opposed to detection) in the
low-degree framework. Suppose we are given some observation Y ∈ RN , and the goal is to estimate a scalar
quantity x ∈ R (which could be, for instance, the first coordinate of the signal vector). Let R[Y ]≤D denote
the space of polynomials f : RN → R of degree at most D. Define the degree-D minimum mean squared
error
MMSE≤D := inf
f∈R[Y ]≤D
E
(x,Y )∼P
(f(Y )− x)2 (1)
where the expectation is over the joint distribution P of x and Y . No generality is lost by restricting
to polynomials with deterministic (as opposed to random) coefficients; see Appendix A. As we see below,
understanding MMSE≤D is equivalent to understanding the degree-D maximum correlation (which will be
technically more convenient)
Corr≤D := sup
f∈R[Y ]≤D
EP[f
2]=1
E
(x,Y )∼P
[f(Y ) · x] = sup
f∈R[Y ]≤D
EP[f
2] 6=0
E(x,Y )∼P[f(Y ) · x]√
EY∼P[f(Y )2]
. (2)
The expert reader will note that in contrast to prior low-degree polynomial lower bounds (e.g. [HS17]), there
is no null distribution involved in this expression; the expectations in the numerator and denominator are
both over the planted distribution P. From now on, expectations will be implicitly taken over P unless stated
otherwise.
Fact 1.1. MMSE≤D = E[x2]− Corr2≤D.
Proof. Suppressing the constraint f ∈ R[Y ]≤D for ease of notation, we have
MMSE≤D = inf
E[f2]=1
inf
α∈R
E (αf(Y )− x)2 = inf
E[f2]=1
E[x2]− (E[f(Y ) · x])2
= E[x2]−
(
sup
E[f2]=1
E[f(Y ) · x]
)2
= E[x2]− Corr2≤D.
For the case of the planted submatrix problem (discussed above) we will take x to be the first coordinate of
the signal: x = v1. Note that due to symmetry, recovering v1 is equivalent to recovering the entire vector v
in the sense that
inf
f1,...,fn∈R[Y ]≤D
E
1
n
n∑
i=1
(fi(Y )− vi)2 = inf
f∈R[Y ]≤D
E (f(Y )− v1)2 = MMSE≤D.
We remark that some problems possess additional symmetry such that it is impossible to discern whether
the planted vector is v or −v. In such cases, one can break symmetry by choosing x = v1v2. However, this
issue does not arise for the examples considered in this paper.
1.1 Our Contributions
While MMSE≤D is a natural quantity, it is difficult to bound, and for this reason it has not yet received
attention in prior work. In this work, we obtain the first useful lower bounds on MMSE≤D in various
“signal plus noise” settings, namely the general additive Gaussian noise model (see Section 2.1) and the
general binary observation model (see Section 2.3). This allows us to tightly characterize MMSE≤D for
both the planted submatrix problem (see Section 2.2) and the related planted dense subgraph problem (see
Section 2.4). For example, we show the following for planted submatrix (restricting to the most interesting
regime b < 1/2, where there appears to be a detection-recovery gap).
4The reader may wonder whether the detection-recovery gap can be closed by simply choosing a better null distribution that
matches the mean and covariance of the planted distribution. We show in Appendix B that this closes the gap partially but
not all the way: detection is still easy when a < 4
3
(1/2 − b).
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Theorem 1.2 (Special case of Theorem 2.5). Consider the planted submatrix problem with n→∞, λ = n−a,
and ρ = n−b for constants a > 0 and 0 < b < 1/2.
(i) If a > 1/2− b then there exists a constant ǫ = ǫ(a, b) > 0 such that MMSE≤nǫ = ρ− (1 + o(1))ρ2, i.e.,
no degree-nǫ polynomial outperforms the trivial estimator f(Y ) = E[v1] = ρ (which has mean squared
error ρ− ρ2).
(ii) If a < 1/2− b then there exists a constant C = C(a, b) such that MMSE≤C = o(ρ), i.e., some degree-C
polynomial achieves asymptotically perfect estimation.
Part (ii) is unsurprising and simply confirms that low-degree polynomials succeed in the regime where
recovery is already known to be computationally easy. Our main result is part (i), which establishes that
low-degree polynomials cannot be used for recovery throughout the “hard” regime where no computationally-
efficient algorithms are known. This resolves (in the low-degree framework) an open problem that has been
mentioned in various works [BKR+11, MW15, CX16]. Crucially, our result shows hardness of recovery in a
regime where detection is easy, and thus provides concrete evidence for a detection-recovery gap.
1.1.1 Implications for other models of computation.
We note that many of the best known algorithmic approaches can be represented as (or approximated by) low-
degree polynomials, and part (i) of Theorem 2.5 implies failure of any such algorithm in the “hard” regime.
One such family of algorithms are spectral methods which involve computing the leading eigenvector of some
symmetric matrix M (of dimension poly(n)) constructed from the data Y . The matrix M can either be Y
itself (e.g. [BBP05, FP07, BGN11]), or a more sophisticated function of Y (e.g. [HSS15, HSSS16, HKP+17,
HSS19]). It is typical for the leading “signal” eigenvalue to be larger than the rest by a constant factor, in
which case O(log n) rounds of power iteration suffice to approximate the leading eigenvector. If each entry of
M is a constant-degree polynomial in Y (which is the case for most natural spectral algorithms), the whole
process amounts to computing an O(log n)-degree polynomial. Another family of low-degree algorithms are
those based on the approximate message passing (AMP) framework [DMM09] (see also e.g. [Bol14, BM11,
RF12, JM13]). These typically involve a constant number of nonlinear iterations, each of which can be
well-approximated by a constant-degree polynomial; thus the whole process is a constant-degree polynomial.
In some cases, a spectral initialization is needed (e.g. [MV17]), bringing the total degree to O(log n). Finally,
other state-of-the-art algorithms have been designed directly from low-degree polynomials [HS17, BCL+19].
Part (i) of Theorem 2.5 rules out the success of all of these algorithms.
1.2 Prior Work
In this section, we discuss how low-degree polynomials compare to some other restricted models of computa-
tion which are popular in the study of information-computation gaps. While each model offers valuable (and
complementary) insights, we emphasize that our work is the only one to simultaneously meet the following
two criteria:
• Our approach directly addresses the recovery problem and is able to establish detection-recovery gaps,
i.e., it can show hardness of recovery in regimes where detection is easy.
• Our approach rules out a class of algorithms (namely low-degree polynomials) which are as powerful
as all known polynomial-time algorithms for standard testbed problems such as planted clique, sparse
PCA, and tensor PCA.5
For the specific applications we consider—planted submatrix and planted dense subgraph—we defer an
in-depth discussion of prior work to Sections 2.2 and 2.4, respectively.
5As we will see, some methods do not predict the correct computational thresholds for these problems, at least without some
caveats.
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Low-degree likelihood ratio. In the setting of hypothesis testing between a planted distribution Pn
and a null distribution Qn (where n is a notion of problem size, e.g. dimension), the most closely related
prior work (including [HS17, HKP+17, Hop18, BKW20, KWB19, DKWB19]) has analyzed (the norm of)
the low-degree likelihood ratio
‖L≤D‖ := sup
f∈R[Y ]≤D
EY∼Pn [f(Y )]√
EY∼Qn [f(Y )2]
, (3)
which is a heuristic measure of how well degree-D polynomials can distinguish Pn from Qn. The notation
‖L≤D‖ stems from the fact that this quantity can be computed by projecting the likelihood ratio Ln = dPndQn
onto the subspace of degree-D polynomials (see e.g. [Hop18, KWB19] for details).
The behavior of ‖L≤D‖ for D ≈ logn has been observed to coincide with the conjectured computational
threshold in many detection problems, including planted clique, community detection, tensor PCA, and
sparse PCA [BHK+19, HS17, HKP+17, Hop18, KWB19, DKWB19]: ‖L≤D‖ → ∞ as n→∞ in the “easy”
regime (where polynomial-time algorithms are known) while ‖L≤D‖ = O(1) in the “hard” regime. It has been
conjectured [Hop18] that the boundedness of ‖L≤D‖ as the dimension goes to infinity indicates computational
intractability for a large class of high-dimensional testing problems.6 Assuming this conjecture, bounding
‖L≤D‖ implies hardness of detection. However, this approach is limited to regimes where detection is hard,
and so cannot be used to establish detection-recovery gaps.
Null-normalized correlation. Hopkins and Steurer [HS17], in one of the early works that proposed the
low-degree likelihood ratio, also proposed a related heuristic for understanding recovery problems. Namely,
they study the quantity
sup
f∈R[Y ]≤D
EY∼Pn [f(Y ) · x]√
EY∼Qn [f(Y )2]
. (4)
Note that this resembles the maximum correlation Corr≤D defined in (2) (which is related to MMSE≤D via
Fact 1.1), except the expectation in the denominator is not taken with respect to the planted distribution but
rather with respect to some appropriate choice of null distribution—this is purely a matter of convenience,
as it makes bounding (4) analytically tractable when Qn has independent coordinates. In [HS17] it is shown
that the behavior of (4) correctly captures the conjectured computational threshold in the stochastic block
model (which does not have a detection-recovery gap). However, we show in Appendix C that in the presence
of a detection-recovery gap, (4) actually captures the detection threshold instead of the recovery threshold:
when detection is easy, a polynomial can “cheat” by outputting a much larger value under Pn than under
Qn, causing (4) to diverge to infinity. In this work, we give the first techniques for bounding the more natural
quantity Corr≤D.
Sum-of-squares lower bounds. The sum-of-squares (SoS) hierarchy is a powerful family of semidefi-
nite programs that has been widely successful at obtaining state-of-the-art algorithmic guarantees for many
problems; see e.g. [RSS18] for a survey. SoS is most naturally suited to the task of certification (or refuta-
tion): when there is no hidden structure, SoS can certify (or fail to certify) the absence of structure. SoS
lower bounds show that SoS fails to certify the absence of structure (e.g. [BHK+19, KMOW17, HKP+17]),
providing strong evidence of computational intractability for certification.7
However, recent work reveals that the certification problem may be harder than the associated recovery
problem8 [BKW20, BBK+20]. Thus, SoS certification lower bounds are not necessarily evidence for compu-
tational hardness of recovery. A variant of the SoS hierarchy called the local statistics hierarchy [BMR19]
was recently proposed to directly address detection, but it has not been used to study recovery.
6See [Hop18, KWB19, HW20] for discussion regarding the class of problems for which the low-degree conjecture is believed
to hold.
7 In fact, the low-degree likelihood ratio was originally motivated by its connection to the pseudocalibration approach to SoS
lower bounds, in which the indistinguishability of low-degree moments of planted and null distributions is used to establish SoS
lower bounds for certain problems [BHK+19, HKP+17, KMOW17]. For this reason, the certification power of SoS is thought
to be related to the power of low-degree polynomials for Bayesian inference problems (see [Hop18, RSS18]). However, no results
have established that this phenomenon holds in broad generality.
8For instance, this seems to be the case for the Sherrington–Kirkpatrick spin glass model [BKW20, Mon19].
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Spectral algorithms. Spectral algorithms involve computing eigenvectors or singular vectors of matrices
constructed from the data; for example, the leading algorithms for a number of PCA tasks are spectral
methods [BBP05, FP07, BGN11]. Recently, a line of work has demonstrated that sum-of-squares algorithms
for recovery can often be translated into “low-degree” spectral algorithms, in which the resulting matrix
has entries which are constant-degree polynomials of the data and constant spectral gap [HSS15, HSSS16,
HSS19].9 Thus, remarkably, for many recovery problems, even algorithms based on powerful convex programs
are equivalent in power to low-degree algorithms, and are thus ruled out by our lower bounds (as discussed
in Section 1.1.1 above).
Statistical query algorithms. For settings where the observed data consists of i.i.d. samples drawn from
some distribution, the statistical query (SQ) model [Kea98, FGR+17] is used to understand information-
computation tradeoffs. A statistical query algorithm is allowed to compute the average of any (not necessarily
efficiently computable) bounded function or “query” on the samples, up to an adversarial error of bounded
magnitude—the number of queries is a proxy for computational efficiency, and the magnitude of the error is
a proxy for the signal-to-noise ratio. In some cases, predictions in the SQ framework match the conjectured
computational thresholds; in other cases, the fact that the queries need not be efficiently computable causes
a separation.10 While SQ algorithms apply to both detection and recovery, the standard method for proving
SQ lower bounds [FGR+17, FPV18, Fel17] are based on hardness of detection; as a result, these techniques
cannot be used to establish detection-recovery gaps.
Approximate message passing. The approximate message passing (AMP) framework (e.g. [Bol14,
DMM09, BM11, RF12, JM13]) gives state-of-the-art algorithmic guarantees for a wide variety of prob-
lems. In some settings, AMP is information-theoretically optimal (e.g. [DAM17]), and when it is not, AMP
is often conjectured to be optimal among polynomial-time algorithms (or at least among nearly-linear-
time algorithms) [LKZ15b, LKZ15a]. For this reason, the failure of AMP is often taken as evidence that no
efficient algorithm exists (specifically for the recovery problem). However, there are some natural problems—
including planted clique and tensor PCA—where AMP is known to have strictly worse performance than
other polynomial-time algorithms [DM15, RM14]. There are state-of-the art algorithms for tensor PCA
which can be interpreted as a “lifting” of AMP in some sense [WEM19], but it remains unclear whether
similar liftings can be performed more generally (e.g. for planted clique).
AMP and its liftings can be approximated by low-degree polynomials, and the success of AMP is thus
ruled out by our lower bounds.11
Optimization landscape. There are a number of related approaches for understanding the “difficulty”
of combinatorial or non-convex optimization landscapes. Typically, one characterizes structural properties
of the solutions space, including variants of the overlap gap property (OGP), to prove that certain classes
of algorithms fail (e.g. [AC08, GS14, RV17, COHH17, CGPR19, GJ19, GJW20]). Restricting our discussion
to the context of planted problems, the algorithms ruled out include certain local algorithms and MCMC
(Markov chain Monte Carlo) methods [GZ17, GZ19, GJS19, BWZ20]. This framework complements the
low-degree framework because low-degree methods do not rule out local/MCMC algorithms and OGP-based
methods (for planted problems) do not rule out low-degree algorithms. Like AMP, the OGP approach
directly addresses the recovery problem but suffers from one caveat: in some settings—including planted
clique and tensor PCA—local and MCMC methods perform strictly worse than the best known polynomial-
time algorithms (see [BGJ18, GZ19]). While this can sometimes be overcome with problem-specific fixes
(e.g. [GZ19, BCRT19]), there is currently no general framework for lower bounds which captures all plausible
fixes.
9 There is a result due to Hopkins et al. [HKP+17] which formally equates the power of SoS and low-degree spectral
algorithms for detection in a wide variety of noise-robust problems; however this result does not guarantee that the low-degree
matrices have a sufficiently large spectral gap, and thus it falls short of implying that SoS is captured by the low-degree method.
10In a concurrent work, [BBH+20] compare SQ and low-degree algorithms, showing that they are comparable for a large class
of detection problems. We refer the reader there for a more thorough discussion.
11 We note that the more traditional analysis of AMP based on the so-called state evolution (SE) equations [DMM09, BM11,
JM13] typically gives sharper results than what we can hope to achieve with our methods; namely, the SE equations allow for
the exact mean squared error of AMP (in the limit n→∞) to be calculated in many cases.
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Average-case reductions. Average-case reductions (e.g. [BR13, MW15, Che15, HWX15,WBS16, GMZ17,
CLR17, WBP16, ZX18, CW18, BBH18, BB19, BB20]) provide fully rigorous connections between average-
case problems, showing that if one problem can be solved in polynomial time then so can another. Existing
reductions that establish hardness of average-case problems need to start from an average-case problem that
is assumed to be hard (such as planted clique or its “secret leakage” variants [BB20]). Methods such as
the low-degree framework complement these results by giving concrete evidence that the starting problem is
hard.
Existing average-case reductions have only established the presence of detection-recovery gaps when
using a starting problem that is assumed to already have a detection-recovery gap12. For example, [BBH18]
establishes detection-recovery gaps in a few different problems assuming the planted dense subgraph (PDS)
recovery conjecture, which asserts the presence of a detection-recovery gap in the planted dense subgraph
problem. However, concrete evidence for this conjecture has been somewhat lacking until now: in this paper,
we give tight recovery lower bounds for planted dense subgraph in the low-degree framework.
1.3 Proof Techniques
We now summarize the difficulties in proving lower bounds on MMSE≤D, and explain the key insights that
we use to overcome these. By Fact 1.1, it is equivalent to instead prove an upper bound on Corr≤D, defined
in (2). Suppose we choose a basis {hα} for R[Y ]≤D, which could be, for instance, the standard monomial
basis or the Hermite basis. Expanding an arbitrary polynomial f ∈ R[Y ]≤D as f =
∑
α fˆαhα with coefficients
fˆα ∈ R, and treating fˆ = (fˆα) as a vector, we can equivalently express Corr≤D as
Corr≤D = sup
fˆ
〈c, fˆ〉√
fˆ⊤Mfˆ
(5)
where
cα := E[hα(Y ) · x]
and
Mαβ := E[hα(Y )hβ(Y )].
We can compute c and M explicitly, and then after the change of variables g = M1/2fˆ we have that the
value of (5) is
Corr≤D = sup
g
c⊤M−1/2g
‖g‖ =
√
c⊤M−1c,
since the optimizer is g =M−1/2c. Thus, we have an explicit formula for Corr≤D. However, it seems difficult
to analytically control this expression due to the matrix inversion M−1 (which in most examples does not
seem tractable to express in closed form)13.
We are able to overcome the above difficulties by performing some manipulations to obtain a more
conveniently structured M : we apply Jensen’s inequality to the “signal” but not the “noise”. Concretely,
consider the additive Gaussian noise model Y = X + Z where the signal X is drawn from some prior, and
Z is i.i.d. Gaussian noise. In this case, we can bound the denominator of (2) using
E[f(Y )2] = E
Z
E
X
f(X + Z)2 ≥ E
Z
(
E
X
f(X + Z)
)2
. (6)
In turns out that after applying this bound, some fortuitous simplifications occur: we end up arriving at an
expression similar to (5) except that the matrixM is replaced with an upper triangular matrix, and can thus
be inverted explicitly. The resulting upper bound on Corr≤D is presented in Theorem 2.2, and the full proof
12To some extent, an exception is the reduction of [CLR17] which establishes recovery hardness for planted submatrix assuming
hardness of planted clique (which does not have a detection-recovery gap). However, this result does not show hardness of the
canonical planted submatrix formulation with i.i.d. Gaussian noise that we consider here.
13If {hα} were a basis of orthogonal polynomials (with respect to the planted distribution) then M would be the identity
matrix and inversion would be trivial; however, it is not clear how to find such an orthogonal basis in closed form.
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is given in Section 3.1. Surprisingly enough, the bounds obtained in this fashion are sharp enough to capture
the conjectured recovery thresholds for problems like planted submatrix and planted dense subgraph. Some
intuition for why the Jensen step (6) is reasonably tight is as follows: in the parameter regime where recovery
is hard, the output of any low-degree polynomial of Y depends almost completely on Z and hardly at all on
X , since the signal is too “small” to be seen by low-degree polynomials; thus, f(X + Z) ≈ f(Z) and so the
inequality in (6) is essentially tight. We remark that applying Jensen’s inequality to both X and Z does not
yield a useful bound on Corr≤D.
1.4 Notation
We use the conventions N = {0, 1, 2, . . .} and [N ] = {1, 2, . . . , N}. For α ∈ NN , define |α| = ∑Ni=1 αi,
α! =
∏N
i=1 αi!, and (for X ∈ RN ) Xα =
∏N
i=1X
αi
i . We use α ≥ β to mean αi ≥ βi for all i. The operations
α+ β and α− β are performed entrywise. For α, β ∈ NN with α ≥ β, define (αβ) =∏Ni=1 (αiβi). The notation
β  α means β ≤ α and α 6= β (but not necessarily βi < αi for every i). On the other hand, β 6≤ α simply
means that β ≤ α does not hold. In some cases we will restrict to α ∈ {0, 1}N , in which case all the same
notation applies.
In some cases we will take N = n(n + 1)/2 and view α ∈ NN as a multigraph (with self-loops allowed)
on vertex set [n], i.e., for each i ≤ j, we let αij represent the number of edges between vertices i and j. In
this case, V (α) ⊆ [n] denotes the set of vertices spanned by the edges of α.
We use standard asymptotic notation such as O(·), Ω(·), Θ(·) and o(·), always pertaining to the limit
n → ∞ unless stated otherwise. Notation such as O˜(·) or Θ˜(·) hides multiplicative factors of polylog(n) =
logO(1) n. We use fn ≪ gn to mean there exists a constant ǫ > 0 (not depending on n) such that fn ≤ n−ǫgn
for all sufficiently large n.
We use 1A or 1[A] for the {0, 1}-valued indicator of an event A. All logarithms use the natural base
unless stated otherwise.
2 Main Results
We now state our main results. We first analyze a general additive Gaussian noise model (Section 2.1) and
then specialize to the planted submatrix problem (section 2.2). Then we analyze a general binary observation
model (Section 2.3) and specialize to the planted dense subgraph problem (Section 2.4).
2.1 Additive Gaussian Noise Model
We consider the following general setting, which captures the planted submatrix problem but also various
other popular models such as the spiked Wigner [FP07, CDF09] and (positively-spiked) Wishart [BBP05,
BS06] models with any prior on the planted vector (see e.g. [PWBM18] and references therein), as well as
tensor PCA [RM14]. A general low-degree analysis of the detection problem in the additive Gaussian noise
model can be found in [KWB19], and the above special cases are treated in [HKP+17, Hop18, BKW20,
DKWB19, LWB20].
Definition 2.1. In the general additive Gaussian noise model we observe Y = X + Z where X ∈ RN is
drawn from an arbitrary (but known) prior, and Z is i.i.d. N (0, 1), independent from X . The goal is to
estimate a scalar quantity x ∈ R, which is a function of X .
Our main result for the additive Gaussian noise model is the following upper bound on Corr≤D as defined
in (2) (which by Fact 1.1 implies a lower bound onMMSE≤D). The notation used here is defined in Section 1.4
above.
Theorem 2.2. In the general additive Gaussian model (Definition 2.1),
Corr
2
≤D ≤
∑
α∈NN
0≤|α|≤D
κ2α
α!
,
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where κα for α ∈ NN is defined recursively by
κα = E[xX
α]−
∑
0≤βα
κβ
(
α
β
)
E[Xα−β]. (7)
The proof is given in Section 3.1; the strategy is outlined in Section 1.3. The recursive definition (7) requires
no explicit base case; in other words, the base case is simply the case α = 0 of (7), which is κ0 = E[x].
Remark 2.3. The quantity κα is equal to the joint cumulant of the following collection of random variables:
one instance of x, and αi instances of Xi for each i ∈ [N ]. We discuss cumulants and their connection to
this formula in more detail in Appendix D.
2.2 Planted Submatrix
We now restrict our attention to a special case of the additive Gaussian model: the planted submatrix
problem (which is also a variant of sparse PCA in the spiked Wigner model).
Definition 2.4. In the planted submatrix problem, we observe the n×n matrix Y = λvv⊤+W where λ ≥ 0,
v ∈ {0, 1}n is i.i.d. Bernoulli(ρ) for some ρ ∈ (0, 1), and W has entries Wij = Wji ∼ N (0, 1) for i < j and
Wii ∼ N (0, 2), where {Wij : i ≤ j} are independent14. We assume the parameters λ and ρ are known. The
goal is to estimate x = v1.
Prior work has extensively studied this model and variations thereof [SWPN09, KBRS11, BKR+11, ACD11,
BI13, BIS15, MW15, CX16, DM14, CLR17, BBH18, GJS19, BMR20, BWZ20]. The statistical limits of both
the detection [BI13] and recovery [KBRS11, BIS15] tasks are well-understood, as well as the computational
limits of the detection problem (assuming the planted clique hypothesis) [MW15, BBH18]. We will focus
our discussion on the regime ρ = n−b for b ∈ (0, 1), although the regime ρ = Θ(1) has also received
attention [DM14, GJS19]. We are primarily interested in identifying the correct power of n for λ, and so
will use in our informal discussions the notation f ≪ g to mean there exists a constant ǫ > 0 such that
f ≤ n−ǫg (although often only logarithmic factors will be hidden by ≪). We now summarize some of the
relevant statistical and computational thresholds.
• Sum test for detection: The detection task is to hypothesis test between Y = λvv⊤+W and Y =W
with o(1) error probability for both type I and type II errors. Detection is easy when λ ≫ (ρ√n)−2,
simply by summing all entries of Y and thresholding. In Appendix B we investigate detection against
different null distributions that more closely match the moments of the planted model.
• Recovery algorithms: When λ≫ 1, a simple entrywise thresholding algorithm can exactly recover
v (with probability 1 − o(1)) [KBRS11]. When λ = (1 + Ω(1))(ρ√n)−1, the leading eigenvector of
Y has non-trivial correlation with v (due to the “BBP transition” in random matrix theory [BBP05,
BS06, FP07, CDF09, BGN11]), and this can be “boosted” to exact recovery as explained in [BWZ20].
Thus, exact recovery is possible in polynomial time when λ ≫ min{1, (ρ√n)−1}. On the other hand,
no efficient algorithm is known (even for non-trivial estimation of v) when λ≪ min{1, (ρ√n)−1}.
• Statistical threshold for recovery: An estimator based on exhaustive search can achieve exact
recovery when λ≫ (ρn)−1/2 [KBRS11, BIS15], but this is not computationally efficient. No estimator
can succeed when λ≪ (ρn)−1/2 [KBRS11, BIS15].
The regime ρ ≫ 1/√n is of particular interest because here a detection-recovery gap appears: when
(ρ
√
n)−2 ≪ λ ≪ (ρ√n)−1, detection is easy but no efficient algorithm for recovery is known. Resolv-
ing the computational complexity of recovery in this regime is a problem that was left open by prior
work [BKR+11, MW15, CX16]. Some evidence has been given that recovery is hard when λ≪ (ρ√n)−1: a
reduction from planted clique shows recovery hardness for a variant of the problem, but not the canonical
i.i.d. Gaussian noise model that we consider [CLR17]; a different reduction shows recovery hardness under
14The choice Wii ∼ N (0, 2) is in accordance with the standard Gaussian orthogonal ensemble in random matrix theory, but
our results apply equally well if Wii ∼ N (0, 1).
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the assumption that a similar detection-recovery gap exists in the planted dense subgraph problem (which
we discuss in Section 2.4) [BBH18]; and a large family of MCMC methods have been shown to fail [BWZ20].
We now state our main result, which resolves the computational complexity of recovery in the low-degree
framework. Part (i) shows that degree-nΩ(1) polynomials fail to achieve recovery when λ≪ min{1, (ρ√n)−1},
matching the best known algorithms. Part (ii) confirms that low-degree polynomials succeed in the “easy”
regime λ ≫ min{1, (ρ√n)−1} (provided ρ ≫ 1/n, which ensures that the planted submatrix has non-
trivial size). For context, note that the trivial estimator f(Y ) = E[x] = ρ achieves the mean squared error
E(f(Y )− x)2 = ρ− ρ2. The results are non-asymptotic: they apply for all values of n,D, λ, ρ.
Theorem 2.5. Consider the planted submatrix problem (Definition 2.4).
(i) For any 0 < r < 1 and D ≥ 1, if
λ ≤ r
D(D + 1)
min
{
1,
1
ρ
√
n
}
then
MMSE≤D ≥ ρ− ρ2/(1− r)2.
In particular, when λ ≤ Θ˜
(
min
{
1, 1
ρ
√
n
})
, the MMSE≤polylog(n) is at most o(ρ2) smaller than the
error of the trivial estimator.
(ii) For any 0 < r < 1 and odd D ≥ 1, if
λ ≥ 24
r
√
log 8 + 2D log(9/ρ)min
{
1,
1
ρ
√
n
}
and
324
r2n
[log 8 + 2D log(9/ρ)] ≤ ρ ≤ 1/2
then
MMSE≤D ≤ D2rD−1.
In particular, provided that Θ˜
(
1
n
) ≤ ρ ≤ 12 and λ ≥ Θ˜(min{1, 1ρ√n}), the MMSE≤log n is at most
n− log logn.
The proof of part (i) is given in Section 3.2, while the proof of part (ii) follows by combining Theorems 4.4
and 4.5 in Section 4.
Discussion and future directions. While we have pinned down the correct power of n for the critical
value of λ, some more fine-grained questions remain open. The first is to extend the result to larger values
of D. It has been conjectured [Hop18] that for a broad class of high-dimensional problems, degree-D
polynomials are as powerful as nΘ˜(D)-time algorithms, where Θ˜(·) hides factors of logn. This conjecture is
consistent with the best known algorithms for tensor PCA and sparse PCA; see [KWB19, DKWB19]. In the
setting of planted submatrix, the best known algorithms in the “hard” regime λ≪ min{1, (ρ√n)−1} run in
time nO˜(λ
−2) [DKWB19, HSV20], and a large class of MCMC methods can do no better [BWZ20]. To give
low-degree evidence that this is the best possible runtime, one could hope to prove that MMSE≤D is large
for all D ≪ λ−2 whenever λ≪ min{1, (ρ√n)−1}.
An additional direction for future work is to more precisely understand the boundary between the “easy”
and “hard” regimes. Specifically, in Appendix E we give a more refined analysis that suggests a sharp
computational threshold at λ = (ρ
√
en)−1 in the regime ρ ≫ 1/√n, although these results are limited to
fairly low degree: D ≈ logn. This threshold is similar to the one discovered for AMP by [DM15] for a
similar submatrix recovery problem, and computationally efficient recovery may be achievable by an AMP-
style algorithm similar to theirs above the threshold.
To make progress on the above questions, one would need to improve the D-dependence in Theorem 2.5.
This would require tighter control on the cumulants κα (appearing in Theorem 2.2) than what we give in
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Lemma 3.4. In Appendix D.2, we give some partial progress in this direction by giving an exact formula for
κα for a variant of the planted submatrix problem (where v is i.i.d. Poisson instead of Bernoulli). However,
even in the Poisson setting we have not been able to improve Theorem 2.5, as such an improvement would
further require a more fine-grained accounting for different subgraph structures corresponding to the various
α.
2.3 Binary Observation Model
We next consider a different setting, where the observed variables are binary-valued. This captures, for
instance, various problems where the observation is a random graph.
Definition 2.6. The general binary observation model is defined as follows. First, a signal X ∈ [0, 1]N
is drawn from an arbitrary (but known) prior. We observe Y ∈ {0, 1}N where E[Yi|X ] = Xi and {Yi} are
conditionally independent givenX . Assume that the law ofX is supported on [τ0, τ1]
N where 0 < τ0 ≤ τ1 < 1.
The goal is to estimate a scalar quantity x ∈ R, which is a function of X .
In this setting, we obtain an upper bound on Corr≤D that is similar to the additive Gaussian setting.
Theorem 2.7. In the general binary observation model (Definition 2.6),
Corr
2
≤D ≤
∑
α∈{0,1}N
0≤|α|≤D
κ2α
(τ0(1 − τ1))|α| ,
where κα for α ∈ {0, 1}N is defined recursively by
κα = E[xX
α]−
∑
0≤βα
κβ E[X
α−β ]. (8)
The proof is given in Section 3.3. Note that this is the same definition of κα as in Theorem 2.2; the factor
of
(
α
β
)
is not needed here since we are restricting to α, β ∈ {0, 1}N . In particular, κα can be interpreted as a
certain joint cumulant (see Remark 2.3) and thus enjoys properties such as shift-invariance (Proposition D.4),
which will be useful for us later on.
2.4 Planted Dense Subgraph
We now specialize the result of the previous section to the planted dense subgraph problem, which can be
thought of as the analogue of the planted submatrix problem in random graphs. Our result also captures
the case when the planted subgraph is sparser than the rest of the graph.
Definition 2.8. In the planted dense subgraph problem, we observe a random graph Y ∈ {0, 1}(n2) generated
as follows. First a planted signal v ∈ {0, 1}n is drawn with i.i.d. Bernoulli(ρ) entries. Conditioned on v, the
value Yij ∼ Bernoulli(q0+(q1− q0)vivj) is sampled independently for each i < j, for some q0, q1 ∈ [0, 1]. We
assume that the parameters ρ, q0, q1 are known. The goal is to estimate x = v1.
Here, q1 represents the connection probability within the planted subgraph, and q0 represents the connection
probability elsewhere.
Like the planted submatrix problem, this problem (and variants) have been extensively studied [BCC+10,
AV13, Ame13, VA15, CX16, HWX15]. The statistical limits of detection [AV13, VA15, HWX15] and re-
covery [Ame13, CX16] are known, as well as the computational limits of detection (assuming the planted
clique hypothesis) [HWX15]. Resolving the computational limits of recovery is stated as an open problem
in [CX16, HWX15].
Since our bound on Corr≤D for the binary model (Theorem 2.7) is similar to our bound in the Gaussian
model (Theorem 2.2), we are able to export our results on planted submatrix to this setting and obtain the
following.
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Theorem 2.9. Consider the planted dense subgraph problem (Definition 2.8). Let
λ :=
|q1 − q0|√
min{q0, q1}(1−max{q0, q1})
. (9)
For any 0 < r < 1 and D ≥ 1, if
λ ≤ r
D(D + 1)
min
{
1,
1
ρ
√
n
}
then MMSE≤D ≥ ρ− ρ2/(1− r)2.
The proof is given in Section 3.4. For context, the trivial estimator f(Y ) = E[x] = ρ achieves the mean
squared error E(f(Y )− x)2 = ρ− ρ2.
Discussion and future directions. Theorem 2.9 resolves (in the low-degree framework) the computa-
tional complexity of recovery in a number of previously-studied settings. For instance, [HWX15] considers
the regime q1 = cq0 = Θ(n
−a) and ρ = Θ(nb−1) for constants a ∈ [0, 2], b ∈ [0, 1], and c > 1. In this setting,
Theorem 2.9 shows low-degree hardness of recovery at degree nΩ(1) whenever a > 0, b < 1, and b < (1+a)/2,
resolving the complexity throughout the entire regime left open by [HWX15] (see Figure 2 of [HWX15]).
A more general regime of parameters is considered by [BBH18] (for a close variant of the problem where
v has exactly ρn nonzero entries). They state the PDS (planted dense subgraph) recovery conjecture which
postulates hardness of exact recovery under the conditions
lim inf
n→∞ logn ρ > −1/2 and lim supn→∞ logn
(
ρ2(q1 − q0)2
q0(1− q0)
)
< −1, (10)
and they show that this conjecture implies (via average-case reductions) detection-recovery gaps in some other
problems: biased sparse PCA and biclustering (which is an asymmetric version of planted submatrix). Prior
to our work, concrete evidence for the PDS recovery conjecture was somewhat lacking (see the discussion
following Conjecture 2.8 of [CX16]). Our results establish low-degree hardness of recovery in much (but not
all) of the conjectured hard regime; for instance, if q0 ≤ q1 ≤ 1−Ω(1) (or even if q0 ≤ q1 ≤ 1− n−o(1)) then
Theorem 2.9 shows low-degree hardness at degree nΩ(1) whenever (10) holds. One special case not covered
by Theorem 2.9 is the planted clique problem, where q1 = 1 (since the denominator of (9) is zero in this
case). We believe that our techniques can be adapted to handle this case, but we leave this for future work.
3 Lower Bounds
In this section, we prove our lower bounds on MMSE≤D (or equivalently, upper bounds on Corr≤D) in the
various settings discussed in Section 2.
3.1 Additive Gaussian Noise Model
In this section we prove Theorem 2.2. We will work with the Hermite polynomials, which are orthogonal
polynomials with respect to Gaussian measure (see [Sze39] for a standard reference). Recall the notation
regarding α ∈ NN , defined in Section 1.4. Let (hk)k∈N be the normalized Hermite polynomials hk = 1√k!Hk
where (Hk)k∈N are defined by the recurrence
H0(z) = 1, H1(z) = z, Hk+1(z) = zHk(z)− kHk−1(z) for k ≥ 1. (11)
The normalization ensures orthonormality Ez∼N (0,1)[hk(z)hℓ(z)] = 1k=ℓ. In particular, Ez∼N (0,1)[hk(z)] = 0
for all k ≥ 1. Also, for α ∈ NN and Z ∈ RN , let hα(Z) =
∏
i∈[N ] hαi(Zi); these form an orthonormal basis
with respect to N (0, 1)⊗N , i.e., if Z has i.i.d. N (0, 1) entries then E[hα(Z)hβ(Z)] = 1α=β . A shifted Hermite
polynomial can be expanded in the Hermite basis as follows.
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Proposition 3.1. For any k ∈ N and z, µ ∈ R,
Hk(z + µ) =
k∑
ℓ=0
(
k
ℓ
)
µk−ℓHℓ(z) (12)
and so
hk(z + µ) =
k∑
ℓ=0
√
ℓ!
k!
(
k
ℓ
)
µk−ℓhℓ(z). (13)
In particular,
E
z∼N (0,1)
hk(z + µ) =
µk√
k!
. (14)
The proof is by induction on k, using the recurrence (11); we provide the details in Appendix F.1.
Proof of Theorem 2.2. For a degree-D polynomial f , write the Hermite expansion f(Y ) =
∑
|α|≤D fˆαhα(Y ).
Using (14), we have
E[f(Y )x] =
∑
α
fˆα E[hα(Y )x] =
∑
α
fˆα E
X
xE
Z
hα(X + Z) =
∑
α
fˆα E
X
xXα/
√
α!,
and by Jensen’s inequality,
E[f(Y )2] ≥ E
Z
(
E
X
f(X + Z)
)2
=: E
Z
g(Z)2 = ‖gˆ‖2
where {gˆα} are the Hermite coefficients of the function g(Z) = EX f(X + Z), and ‖gˆ‖2 denotes
∑
|α|≤D gˆ
2
α.
We may calculate the {gˆα} directly, as a function of the {fˆα}:
g(Z) = E
X
f(X + Z) =
∑
α
fˆα E
X
hα(X + Z)
=
∑
α
fˆα E
X
∏
i
hαi(Xi + Zi) (by definition of hα)
=
∑
α
fˆα E
X
∏
i
αi∑
ℓ=0
√
ℓ!
αi!
(
αi
ℓ
)
Xαi−ℓi hℓ(Zi) (by Proposition 3.1)
=
∑
α
fˆα E
X
∑
0≤β≤α
∏
i
√
βi!
αi!
(
αi
βi
)
Xαi−βii hβi(Zi) (exchanging
∑
ℓ
with
∏
i
)
=
∑
α
fˆα
∑
0≤β≤α
hβ(Z) E[X
α−β ]
√
β!
α!
(
α
β
)
=
∑
β
hβ(Z)
∑
α≥β
fˆα E[X
α−β ]
√
β!
α!
(
α
β
)
.
To summarize, E[f(Y )x] = 〈c, fˆ〉 where c = (cα)|α|≤D is defined by cα := E[xXα]/
√
α!, and E[f(Y )2] ≥ ‖gˆ‖2
where gˆ =Mfˆ with
Mβα := 1β≤α E[Xα−β ]
√
β!
α!
(
α
β
)
for all α, β ∈ NN with |α| ≤ D, |β| ≤ D. Note that M is upper triangular with 1’s on the diagonal, and is
thus invertible. Now
Corr≤D ≤ sup
fˆ 6=0
〈c, fˆ〉
‖Mfˆ‖ = supgˆ 6=0
c⊤M−1gˆ
‖gˆ‖ = ‖c
⊤M−1‖ =: ‖w‖
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where w⊤M = c⊤ (since the optimizer for gˆ is (M−1)⊤c). Solve for w recursively:
cα =
∑
β
wβMβα =
∑
β≤α
wβ E[X
α−β]
√
β!
α!
(
α
β
)
and so
wα = cα −
∑
βα
wβ E[X
α−β]
√
β!
α!
(
α
β
)
.
Equivalently, wα = κα/
√
α! where
κα = E[xX
α]−
∑
βα
κβ
(
α
β
)
E[Xα−β].
We have now shown
Corr
2
≤D ≤ ‖w‖2 =
∑
|α|≤D
w2α =
∑
|α|≤D
κ2α
α!
,
completing the proof.
3.2 Planted Submatrix
In this section we prove Theorem 2.5(i) using Theorem 2.2. To cast planted submatrix as a special case of the
additive Gaussian noise model, we take X = (Xij)i≤j defined by Xij = λvivj . Note that we have removed
the redundant lower-triangular part of the matrix, and decreased the noise on the diagonal from N (0, 2) to
N (0, 1). This modification on the diagonal can only increase Corr≤D (see Claim A.2 in Appendix A), and
so an upper bound on Corr≤D in this new model implies the same upper bound on Corr≤D in the original
model.
We will think of α = (αij)i≤j (where αij ∈ N) as a multigraph (with self-loops allowed) on vertex set [n],
where αij represents the number of edges between vertices i and j.
Lemma 3.2. If α has a nonempty connected component that does not contain vertex 1, then κα = 0.
Here, nonempty means that the connected component contains at least one edge.
Remark 3.3. Lemma 3.2 is crucial to separating recovery from detection, as it allows us to restrict our
attention to connected multigraphs. As illustrated by the proof of Proposition C.1, the multigraphs responsible
for making detection easy are highly disconnected.
Using the cumulant interpretation of κα (Remark 2.3), Lemma 3.2 follows easily from the following basic
property of cumulants: the joint cumulant of a collection of random variables is zero whenever the random
variables can be partitioned into two nonempty parts that are independent from each other; see Appendix D
and particularly Proposition D.2. We also give an alternative self-contained proof of Lemma 3.2 in Ap-
pendix F.2.
Proof of Lemma 3.2. From Claim D.5, κα is the joint cumulant of v1 along with the edge variables Xij =
λvivj for each edge (i, j) of α. Since the vi are sampled independently, if there is a connected component C
not containing v1, then v1 and the edge variables in C are independent from the edge variables in C. This
gives κα = 0 by Proposition D.2.
Let V (α) ⊆ [n] denote the set of vertices spanned by α.
Lemma 3.4. κ0 = ρ and for |α| ≥ 1,
|κα| ≤ (|α| + 1)|α|λ|α|ρ|V (α)|.
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Proof. Proceed by induction on |α|. In the base case |α| = 0, we have κ0 = ρ. For |α| ≥ 1, by Lemma 3.2
we can assume α is connected and spans vertex 1. We have by the triangle inequality,
|κα| ≤ |E[xXα]|+
∑
βα
|κβ|
(
α
β
)
|E[Xα−β ]|.
Now, for any multigraph γ, E[Xγ ] = E[
∏
(i,j)∈E(γ) λvivj ] = λ
|γ| ·E
[∏
i∈V (γ) v
degγ (i)
i
]
= λ|γ|ρ|V (γ)|, since the
vi are independent Bernoulli(ρ). Similarly, E[xXγ ] = λ|γ|ρ|V (γ)∪{1}|. Thus, we may bound the above:
≤ λ|α|ρ|V (α)| +
∑
βα
|κβ|
(
α
β
)
λ|α−β|ρ|V (α−β)|
= λ|α|ρ|V (α)| + λ|α|ρ1+|V (α)| +
∑
06=βα
|κβ |
(
α
β
)
λ|α−β|ρ|V (α−β)|,
and now applying the induction hypothesis to κβ for all 0 6= β  α,
≤ 2λ|α|ρ|V (α)| +
∑
06=βα
(|β|+ 1)|β|λ|β|ρ|V (β)|
(
α
β
)
λ|α−β|ρ|V (α−β)|.
Since |V (β)|+ |V (α− β)| ≥ |V (α)| and ρ ≤ 1, we may pull out a factor of ρ|V (α)|,
≤ λ|α|ρ|V (α)|

2 + ∑
06=βα
(|β| + 1)|β|
(
α
β
) ,
and now, we bound the parenthesized quantity in a straightforward manner:
= λ|α|ρ|V (α)|

2 + |α|−1∑
ℓ=1
(ℓ + 1)ℓ
(|α|
ℓ
)
≤ λ|α|ρ|V (α)|

2 + |α|−1∑
ℓ=1
|α|ℓ
(|α|
ℓ
)
≤ λ|α|ρ|V (α)|
|α|∑
ℓ=0
|α|ℓ
(|α|
ℓ
)
= λ|α|ρ|V (α)|(|α| + 1)|α|,
where the last step used the binomial theorem. This completes the proof.
We will combine our bounds on κα with a bound on the number of multigraphs α that we must consider.
Lemma 3.5. For integers d ≥ 1 and 0 ≤ h ≤ d, the number of connected multigraphs α on vertex set [n]
such that (i) |α| = d, (ii) 1 ∈ V (α), and (iii) |V (α)| = d+ 1− h, is at most (dn)d ( dn)h.
Proof. For any such α, we can order the edges so that every prefix of edges is connected, the first edge spans
vertex 1, each of the first d − h edges spans a new vertex (not including vertex 1), and the last h edges do
not span any new vertices. For the first d− h steps there are ≤ dn choices, and in the last h steps there are
≤ d2 choices. In total this gives (dn)d−h(d2)h = (dn)d(d/n)h.
Proof of Theorem 2.5(i). Using Theorem 2.2 and Lemma 3.2, we have
Corr
2
≤D ≤
∑
0≤|α|≤D
κ2α
α!
≤ ρ2 +
∑
1≤|α|≤D
1∈V (α), α connected
κ2α.
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Now, splitting the sum over α according to the number of edges d and the number of vertices d + 1 − h
(there are at most d + 1 vertices, as α is connected), and applying our bounds on the magnitude of the
corresponding κα and on the number of such α from Lemmas 3.4 and 3.5,
≤ ρ2 +
D∑
d=1
d∑
h=0
(dn)d
(
d
n
)h [
(d+ 1)dλdρd+1−h
]2
= ρ2 ·
D∑
d=0
d∑
h=0
[
d(d+ 1)2λ2ρ2n
]d ( d
ρ2n
)h
≤ ρ2
D∑
d=0
d∑
h=0
[
D(D + 1)2λ2ρ2n
]d ( D
ρ2n
)h
= ρ2
D∑
h=0
[
D2(D + 1)2λ2
]h D∑
d=h
[
D(D + 1)2λ2ρ2n
]d−h
≤ ρ2
D∑
h=0
rh
D∑
d=h
rd−h ≤ ρ2
∞∑
h=0
rh
∞∑
d=h
rd−h =
ρ2
(1− r)2 .
The result now follows from Fact 1.1.
3.3 Binary Observation Model
Proof of Theorem 2.7. For the proof, it is convenient to work with a linear change of variables: let T (y) =
(µ+1/µ)y−1/µ where µ :=√(1 − τ1)/τ0. Define X˜i := T (Xi) and Y˜i := T (Yi). We still have E[Y˜i|X˜ ] = X˜i,
but now Y˜i ∈ {−1/µ, µ}. Also, X˜i ∈ T ([τ0, τ1]), and one can check that this simplifies to X˜i ∈ γ[−1/µ, µ]
where γ = τ1 − τ0. Introduce i.i.d. random variables Zi ∈ {−1/µ, µ} such that E[Zi] = 0, namely Pr{Zi =
µ} = 1/(1 + µ2), and note that E[Z2i ] = 1. We can now sample Y˜ as follows: first sample X˜ along with
independent bits σi ∼ Bernoulli(γ) for i ∈ [N ]. For each i, if σi = 1 then draw Y˜i ∈ {−1/µ, µ} such
that E[Y˜i|X˜] = X˜i/γ, and if σi = 0 then let Y˜i = Zi. One can check that this sampling scheme yields
E[Y˜i|X˜ ] = X˜i as desired. Any polynomial f ∈ R[Y˜ ]≤D has a unique expansion in the multilinear monomial
basis f(Y˜ ) =
∑
|α|≤D fˆαY˜
α where α ∈ {0, 1}N . We have
E[f(Y˜ )x] =
∑
|α|≤D
fˆα E[Y˜
αx] =
∑
|α|≤D
fˆα E[xX˜
α] = 〈c, fˆ〉
where cα := E[xX˜α], and by Jensen’s inequality,
E[f(Y˜ )2] ≥ E
Z
(
E
X˜,σ
f(Y˜ )
)2
=: E
Z
g(Z)2 = ‖gˆ‖2
where
g(Z) = E
X˜,σ
f(Y˜ )
= E
X˜,σ
∑
α
fˆαY˜
α
=
∑
α
fˆα
∑
β≤α
Zβ(1− γ)|β|γ|α|−|β|E[(X˜/γ)α−β]
=
∑
β
Zβ
∑
α≥β
(1− γ)|β|fˆα E[X˜α−β].
In other words, gˆ =Mfˆ where
Mβα = 1β≤α(1− γ)β E[X˜α−β].
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As in the proof of Theorem 2.2, we have Corr≤D ≤ ‖w‖ where w is the solution to w⊤M = c⊤. Solving for
w,
wα(1 − γ)|α| = E[xX˜α]−
∑
βα
wβ(1− γ)|β| E[X˜α−β],
and so, letting κ˜α = wα(1− γ)|α|,
κ˜α = E[xX˜
α]−
∑
βα
κ˜β E[X˜
α−β].
Thus, due to the cumulant interpretation from Remark 2.3, κ˜α is the joint cumulant of x along with αi
instances of X˜i for each u ∈ [N ]. Using the relation between X˜ and X , and the behavior of cumulants under
shifting and scaling (Proposition D.4), we have κ˜α = (µ+ 1/µ)
|α|κα, and so we conclude
Corr
2
≤D ≤ ‖w‖2 =
∑
|α|≤D
κ˜2α
(1− γ)2|α| =
∑
|α|≤D
κ2α
(
µ+ 1/µ
1− γ
)2|α|
=
∑
|α|≤D
κ2α
(τ0(1− τ1))|α| .
3.4 Planted Dense Subgraph
Proof of Theorem 2.9. Without loss of generality, assume q0 ≤ q1; the case q1 ≤ q0 can be reduced to this
case by considering the complement of the graph Y (which has the effect q0 → 1− q0 and q1 → 1− q1). Note
that planted dense subgraph is an instance of the general binary observation model (Definition 2.6) with
Xij = q0+(q1−q0)vivj , x = v1, τ0 = q0, and τ1 = q1. Write κα(x,X) for the quantity from Theorems 2.2 and
2.7 with the dependence on x and X made explicit. By the shift-invariance of cumulants (Proposition D.4),
κα(x,X) = κα(x, X¯) where X¯ij = (q1−q0)vivj . By comparing Theorems 2.7 and 2.2, this reduces to planted
submatrix with effective SNR λ = q1−q0√
τ0(1−τ1)
. The result now follows from Theorem 2.5(i).
4 Upper Bounds
In this section we prove upper bounds on MMSE≤D for the planted submatrix problem. In Theorems 4.4
and 4.5, we will show that two standard algorithms (diagonal thresholding and power iteration, respectively)
can be implemented as low-degree polynomials. Combining these two theorems immediately yields the proof
of Theorem 2.5(ii).
4.1 Preliminaries
4.1.1 Polynomial Approximation of the Threshold Function
Proposition 4.1. For any integer k ≥ 0, there is a degree-(2k + 1) polynomial τ = τk : R → R such that
for any ℓ ∈ {0, 1} and any 0 ≤ ∆ ≤ 1/2,
|τ(y) − ℓ| ≤ (k + 1/2)(6∆)k
whenever |y − ℓ| ≤ ∆.
Proof. Let τ(y) = C
∫ y
0
tk(1 − t)kdt for C > 0 to be chosen later. This ensures τ(0) = 0. Also, using the
definition of the Euler Beta function B(·, ·) and its connection to the Gamma function Γ(·), we have
τ(1) = C
∫ 1
0
tk(1− t)kdt = C · B(k + 1, k + 1) = C Γ(k + 1)
2
Γ(2k + 2)
= C
(k!)2
(2k + 1)!
=
C
2k + 1
(
2k
k
)−1
.
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Choose C = (2k+1)
(
2k
k
)
so that τ(1) = 1. Due to the symmetry τ(1− y) = 1− τ(y), it suffices to prove the
claim for ℓ = 0. In this case, for |y| ≤ ∆ we have
|τ(y)| = C
∣∣∣∣
∫ y
0
tk(1 − t)kdt
∣∣∣∣ ≤ C ·∆ ·∆k(1 + ∆)k
= (2k + 1)
(
2k
k
)
∆k+1(1 + ∆)k
≤ (2k + 1)22k∆k+1(1 + ∆)k = (2k + 1)∆ [4∆(1 + ∆)]k ≤ (k + 1/2)(6∆)k
where the last step used ∆ ≤ 1/2.
4.1.2 Hypercontractivity
Here we record some standard facts related to the hypercontractivity phenomenon (see e.g. [O’D14] for a
standard reference), which roughly states that moments of low-degree polynomials are well-behaved. Corol-
lary 4.3 below will be needed later to translate a high-probability bound on a polynomial’s mean squared
error into a bound on its expected mean squared error.
Theorem 4.2 (e.g. [O’D14]). Let ρ ∈ (0, 1/2] and let y = (y1, . . . , ym) be independent (but not necessarily
identically distributed), each distributed either as N (0, 1) or Bernoulli(pi) with pi ∈ [ρ, 1/2]. If g : Rm → R
is a polynomial of degree at most k then
E[g(y)4] ≤ (9/ρ)k E[g(y)2]2.
For the proof, see Theorem 10.21 of [O’D14] and note that a Gaussian can be approximated to arbitrary
precision by the i.i.d. sum of many Rademacher ±1 random variables.
Corollary 4.3. In the planted submatrix problem with ρ ≤ 1/2, if f(Y ) has degree at most D and satisfies
(f(Y )− x)2 ≤ ǫ with probability at least 1− 12 (ρ/9)2D, then E(f(Y )− x)2 ≤ ǫ(1− 1/
√
2)−1 ≤ 4ǫ.
Proof. Let g(v,W ) = f(Y )− x = f(λvv⊤ +W )− v1 and note that g is a polynomial of degree at most 2D
in the variables v and W , which are independent Gaussian and Bernoulli(ρ) random variables. If E[g2] ≤ ǫ
then we are done, so assume otherwise. Using the Paley–Zygmund inequality and Theorem 4.2,
δ := Pr{g2 > ǫ} ≥ (1− ǫ/E[g2])2 E[g2]2
E[g4]
≥ (1− ǫ/E[g2])2 (ρ
9
)2D
.
This can be rearranged to give
E[g2] ≤ ǫ
1−√δ(9/ρ)2D .
Since δ ≤ 12 (ρ/9)2D, this gives E[g2] ≤ ǫ(1− 1/
√
2)−1.
4.2 Diagonal Thresholding
The simple diagonal thresholding algorithm simply picks out the largest diagonal entries of the input ma-
trix [JL09, AW08, KBRS11]. Here we show how to construct a low-degree polynomial based on this idea
that achieves small mean squared error when λ≫ 1.
Theorem 4.4. Consider the planted submatrix problem (Definition 2.4) with ρ ≤ 1/2, and let τk be as
in Proposition 4.1. Let k ≥ 0 and consider the polynomial f(Y ) = τk(Y11/λ) = τk(v1 +W11/λ) of degree
D := 2k + 1. For any 0 < r < 1, if
λ ≥ 12
r
√
log 4 + 2D log(9/ρ)
then
E(f(Y )− x)2 ≤ D2rD−1.
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Proof. Let ∆ = 2λ−1
√
log 4 + 2D log(9/ρ) ≤ r/6 by the assumption on λ. The Gaussian tail bound
Pr{N (0, 1) ≥ t} ≤ exp(−t2/2) gives
Pr{|W11/λ| ≥ ∆} ≤ 2 exp(−λ2∆2/4) = 1
2
(ρ/9)2D
by the choice of ∆. In the event that |W11/λ| ≤ ∆, we have by Proposition 4.1,
(f(Y )− x)2 ≤ (k + 1/2)2(6∆)2k =: ǫ.
By Corollary 4.3,
E(f(Y )− x)2 ≤ 4ǫ
= 4(k + 1/2)2(6∆)2k
= 4(D/2)2(6∆)D−1
≤ D2rD−1
since 6∆ ≤ r.
4.3 Power Iteration
When λ ≥ (1 + Ω(1))(ρ√n)−1, it is well-known in random matrix theory that the leading eigenvector of
Y is correlated with v [FP07, CDF09, BGN11]. Furthermore, the associated eigenvalue is larger than the
other eigenvalues by a constant factor, and so the leading eigenvector can be well-approximated by O(log n)
rounds of power iteration.
To simplify our analysis, we will consider a single round of power iteration starting from the all-ones
vector, followed by thresholding. While this does not capture the sharp threshold above, we show that this
achieves small mean squared error provided λ≫ (ρ√n)−1 and ρ≫ 1/n.
Theorem 4.5. Consider the planted submatrix problem (Definition 2.4) with ρ ≤ 1/2, and let τk be as in
Proposition 4.1. Let k ≥ 0 and consider the polynomial
f(Y ) = τk
(
1
λρn
n∑
i=1
Y1i
)
= τk
(
1
λρn
n∑
i=1
(λv1vi +W1i)
)
of degree D := 2k + 1. For any 0 < r < 1, if
λ ≥ 24
rρ
√
n
√
log 8 + 2D log(9/ρ) (15)
and
ρ ≥ 324
r2n
[log 8 + 2D log(9/ρ)] (16)
then
E(f(Y )− x)2 ≤ D2rD−1.
Proof. Let
∆ =
√
max
{
16
λ2ρ2n
,
9
ρn
}[
log 8 + 2D log
(
9
ρ
)]
≤ r/6
using the assumptions (15) and (16). Since
∑n
i=1W1i ∼ N (0, σ2) with σ2 ≤ 2n, the Gaussian tail bound
Pr{N (0, 1) ≥ t} ≤ exp(−t2/2) gives
Pr
{∣∣∣∣∣ 1λρn
n∑
i=1
W1i
∣∣∣∣∣ ≥ ∆/2
}
≤ 2 exp
(
− 1
16
∆2λ2ρ2n
)
≤ 1
4
(ρ/9)2D
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using the choice of ∆ (specifically the first term in max{· · · }). By Bernstein’s inequality,
Pr
{∣∣∣∣∣
n∑
i=1
(vi − ρ)
∣∣∣∣∣ ≥ t
}
≤ 2 exp
(
− t
2/2
ρn+ t/3
)
and so
Pr
{∣∣∣∣∣
(
1
ρn
n∑
i=1
vi
)
− 1
∣∣∣∣∣ ≥ ∆/2
}
≤ 2 exp
(
− (∆ρn)
2/8
ρn+∆ρn/6
)
= exp
(
−∆
2ρn/8
1 + ∆/6
)
≤ 2 exp
(
−∆
2ρn
9
)
≤ 1
4
(ρ/9)2D,
again using the choice of ∆ (the second term in max{· · · }). Combining the above, with probability at least
1− 12 (ρ/9)2D, we have
∣∣((λρn)−1∑ni=1 Y1i)− v1∣∣ ≤ ∆. In this event, we have by Proposition 4.1,
(f(Y )− x)2 ≤ (k + 1/2)2(6∆)2k =: ǫ.
By Corollary 4.3,
E(f(Y )− x)2 ≤ 4ǫ = 4(k + 1/2)2(6∆)2k = 4(D/2)2(6∆)D−1 ≤ D2rD−1
since 6∆ ≤ r.
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A Basic Properties of the Low-Degree MMSE
In this section, we record some basic facts regarding the definition of MMSE≤D and some simple equivalences
between variants of the planted submatrix problem.
Claim A.1 (Random coefficients do not help). Our first claim is that the valueMMSE≤D remains unchanged
if we modify the definition (1) to allow not just deterministic polynomials f ∈ R[Y ]≤D but also random
polynomials, i.e., polynomials with random coefficients (that are independent from x and Y ). To see this,
suppose we have a random polynomial fω whose coefficients depend on some random seed ω ∈ Ω. Then
there exists a deterministic choice of ω∗ ∈ Ω such that
E
x,Y
(fω∗(Y )− x)2 ≤ E
ω
E
x,Y
(fω(Y )− x)2.
In other words, fω∗ is a deterministic polynomial that performs at least as well as the random one.
Claim A.2 (Adding noise can only hurt). A corollary of the first claim is the following fact (which is used
at the start of Section 3.2). Write MMSE≤D(x;Y ) = MMSE≤D to make explicit the observation Y and
quantity x to be estimated. If Z is independent from x and Y , then MMSE≤D(x;Y +Z) ≥ MMSE≤D(x;Y ).
To see this, note that any degree-D polynomial for the input Y + Z can be turned into a random degree-D
polynomial for the input Y that achieves the same mean squared error, simply by simulating the additional
noise Z.
Claim A.3 (Equivalence of symmetric and asymmetric noise). In Definition 2.4, we define the planted
submatrix model as Y = λvv⊤ +W where Wij is symmetric Gaussian noise: Wij = Wji ∼ N (0, 1) and
Wii ∼ N (0, 2). We claim that this model is equivalent to the asymmetric noise model Y = λ√2vv⊤+Z where
Z is (non-symmetric) i.i.d. N (0, 1). To see this, first note that the second model can be transformed into
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the first by symmetrizing: Y → 1√
2
(Y + Y ⊤). Also, the first model can be transformed into the second via
Y → 1√
2
(Y + A) where A is anti-symmetric noise Aij = −Aji ∼ N (0, 1) and Aii = 0, independent of Y .
Note that both of these transformations can be implemented by random polynomials (without increasing
the degree), and so the value of MMSE≤D is equal in the symmetric and asymmetric noise models (using
Claim A.1).
B Detection with a Modified Null Distribution
In the main text, we have cited the presence of a detection-recovery gap as a source of difficulty for obtaining
tight computational lower bounds for recovery. One might wonder whether this can be remedied simply by
choosing a better null distribution Qn that is harder to distinguish from the planted distribution Pn. In this
section, we will argue that this approach does not work for planted submatrix.
Recall that in the planted submatrix problem (Definition 2.4) with ρ ≫ 1/√n, detection (with the
“standard” i.i.d. N (0, 1) null distribution) is easy when λ≫ (ρ√n)−2, but recovery seems to be hard when
λ ≪ (ρ√n)−1. One might hope to construct a different null distribution such that detection is hard when
λ≪ (ρ√n)−1, and use this to prove a tight recovery lower bound. (This would also require a reduction from
detection to recovery in this model, but this can be shown so long as the null distribution does not have a
submatrix whose size and average value is comparable to the planted one; see e.g. Section 5.1 of [MW15].)
For planted submatrix, the first natural attempt at constructing a better null distribution is to match the
mean of the planted distribution so that the simple “sum test” (sum all entries of Y ) no longer succeeds at
detection. We will show that this new null distribution partially closes the detection-recovery gap: detection
is now low-degree hard when λ≪ (ρ√n)−3/2 (Proposition B.2). However, there is still a degree-2 polynomial
that achieves detection when λ≫ (ρ√n)−3/2 (Proposition B.4).
The next natural attempt to improve the null distribution further is to match both the mean and
covariance of the planted distribution. We will show that here, there is still a degree-3 polynomial that
achieves detection when λ≫ (ρ√n)−4/3 (Proposition B.6). Beyond this, it is not clear how to construct an
even better null distribution: in order to match more moments, it would need to be non-Gaussian. Even if
such a thing could be constructed, the low-degree analysis would likely be difficult.
The mean-corrected null distribution. We now begin by defining a modified null distribution that
matches the mean of the planted distribution. More accurately, we take the equivalent approach of sub-
tracting a constant from the planted distribution so that its mean is zero. We use i.i.d. noise here, which is
equivalent to the symmetric noise used in the main text, up to a factor of
√
2 in λ; see Claim A.3.
Definition B.1. The mean-corrected submatrix detection problem is the hypothesis testing problem between
the following two distributions over n× n matrices.
• Under Pn, observe Y = λ(vv⊤ − E[vv⊤]) + Z where v is i.i.d. Bernoulli(ρ) and Z is i.i.d. N (0, 1).
• Under Qn, observe Y = Z where Z is i.i.d. N (0, 1).
We first show that in the regime ρ≫ 1/√n, detection is low-degree hard when λ≪ (ρ√n)−3/2. Specifically,
we bound the low-degree likelihood ratio as defined in (3).
Proposition B.2. Consider the mean-corrected submatrix detection problem (Definition B.1). Let
r = CD2λ2max
{
1, ρ3n3/2
}
where C > 0 is a universal constant. If r < 1 then
‖L≤D‖2 − 1 ≤ r
1− r .
Proof. Let u, v ∈ {0, 1}n be independent vectors with i.i.d. Bernoulli(ρ) entries. Note that M := E[uu⊤] =
E[vv⊤] = ρ2J + ρ(1 − ρ)I where J is the all-ones matrix and I is the identity matrix. Let 1 denote the
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all-ones vector. Using the formula in Theorem 2.6 of [KWB19] for ‖L≤D‖ in the additive Gaussian noise
model, we have
‖L≤D‖2 − 1 =
D∑
d=1
λ2d
d!
E
〈
uu⊤ − E[uu⊤], vv⊤ − E[vv⊤]〉d
=
D∑
d=1
λ2d
d!
E
(〈u, v〉2 − u⊤Mu− v⊤Mv + ‖M‖2F)d
=
D∑
d=1
λ2d
d!
E
(〈u, v〉2 − ρ2〈u,1〉2 − ρ(1− ρ)‖u‖2 − ρ2〈v,1〉2 − ρ(1− ρ)‖v‖2 + ‖M‖2F)d
=
D∑
d=1
λ2d
d!
E
(〈u, v〉2 − ρ2〈u,1〉2 − ρ(1− ρ)〈u,1〉 − ρ2〈v,1〉2 − ρ(1 − ρ)〈v,1〉+ ‖M‖2F )d .
We have ‖M‖2F = n(n − 1)ρ4 + nρ2. Introduce the mean-zero random variables Xuv = 〈u, v〉 − ρ2n,
Xu = 〈u,1〉 − ρn, and Xv = 〈v,1〉 − ρn. The above becomes
‖L≤D‖2 − 1 =
D∑
d=1
λ2d
d!
E
(
X2uv + 2ρ
2nXuv − ρ2X2u − 2ρ3nXu − ρ2X2v − 2ρ3nXv − ρ2(1− 2ρ+ ρ2)n
)d
≤
D∑
d=1
7dλ2d
d!
(
E[X2duv] + (2ρ
2n)d E |Xuv|d + 2ρ2d E[X2du ] + 2(2ρ3n)d E |Xu|d + (ρ2n)d
)
where we have used the fact
(∑k
i=1 ai
)d
≤ (kmaxi |ai|)d = kdmaxi |ai|d ≤ kd
∑
i |ai|d. Using Lemma B.3
(below),
‖L≤D‖2 − 1 ≤ √2π
D∑
d=1
7dλ2d
d!
[
(4dρ2n)d + (8d/3)2d + (2ρ2n)d(2dρ2n)d/2 + (2ρ2n)d(4d/3)d
+ 2ρ2d(4dρn)d + 2ρ2d(8d/3)2d + 2(2ρ3n)d(2dρn)d/2 + 2(2ρ3n)d(4d/3)d + (ρ2n)d
]
≤
D∑
d=1
Cdd2dλ2dmax
{
1, ρ2n, ρ3n3/2
}d
=
D∑
d=1
Cdd2dλ2dmax
{
1, ρ3n3/2
}d
≤
D∑
d=1
rd
≤ r
1− r .
Above, we have used the following lemma, which uses an argument similar to [LWB20].
Lemma B.3. If X ∼ Binomial(n, p)− pn and d ∈ [1,∞), then
E |X |d ≤
√
2π
[
(2dpn)d/2 + (4d/3)d
]
.
Proof. Bernstein’s inequality gives
Pr{|X | ≥ t} ≤ 2 exp
(
− t
2/2
pn+ t/3
)
≤ 2 exp
(
− t
2
4pn
)
+ 2 exp
(
−3t
4
)
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and so
E |X |d =
∫ ∞
0
Pr{|X |d ≥ x} dx
=
∫ ∞
0
Pr{|X | ≥ x1/d} dx
≤ 2
∫ ∞
0
exp
(
−x
2/d
4pn
)
dx+ 2
∫ ∞
0
exp
(
−3x
1/d
4
)
dx.
Using substitution and the definition of the Gamma function,
∫ ∞
0
exp(−ax1/b)dx = bΓ(b)
ab
=
Γ(b+ 1)
ab
≤
√
π
2
(
b
a
)b
for all a > 0 and b ≥ 1/2. In the last step, we used Γ(b + 1) ≤ √π/2 bb for all b ≥ 1/2. This yields the
result.
Next we show the converse result: there is a degree-2 polynomial f(Y ) such that thresholding f succeeds at
detection (with both type I and type II errors tending to zero) when λ≫ (ρ√n)−3/2.
Proposition B.4. Consider the mean-corrected submatrix detection problem (Definition B.1). Suppose
1/n ≤ ρ < 1/8. Let
f(Y ) =
n∑
i=1

 n∑
j=1
Yij


2
.
For any
0 < t ≤ min
{
1
2
√
ρn,
√
2
18
(
1
8
− ρ
)√
n
}
, (17)
define the threshold
τ = n2 + t
√
2n3/2.
If
λ ≥
√
4
√
2 t
1/8− ρ (ρ
√
n)−3/2 (18)
then
Pr
Y∼Qn
{f(Y ) < τ} ≥ 1− 1
t2
(19)
and
Pr
Y∼Pn
{f(Y ) > τ} ≥ 1− 2
t2
. (20)
Here we should imagine choosing t = tn to be a slowly-growing function of n, e.g., t = logn.
Proof. Under Qn, f(Y ) ∼ nχ2n. We have E[f(Y )] = n2 and Var[f(Y )] = 2n3. By Chebyshev’s inequality,
Pr{|f(Y )− n2| ≥ t
√
2n3} ≤ 1/t2, which proves (19).
Under Pn, let s =
∑
i vi. We have E[s] = ρn and Var[s] = ρ(1 − ρ)n ≤ ρn. Chebyshev’s inequality
gives Pr{|s − ρn| ≥ t√ρn} ≤ 1/t2. Since t ≤ √ρn/2, we have with probability at least 1 − 1/t2 that
ρn/2 ≤ s ≤ 3ρn/2. In the following, fix v satisfying these bounds on s and consider only the randomness of
Z. Write
f(Y ) =
∑
i
[
λ(svi − µ) +
√
nzi
]2
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where {zi} are i.i.d. N (0, 1) and µ = ρ + (n − 1)ρ2 = ρ2n + ρ(1 − ρ) ≤ ρ2n + ρ. Since ρ ≥ 1/n, we have
µ ≤ 2ρ2n. Compute
E
Z
[f(Y )] = s[λ2(s− µ)2 + n] + (n− s)(λ2µ2 + n)
= sλ2(s− µ)2 + (n− s)λ2µ2 + n2
= λ2s2(s− 2µ) + λ2µ2n+ n2
≥ λ2s2(s− 2µ) + n2
≥ 1
4
λ2ρ2n2(ρn/2− 4ρ2n) + n2
= λ2ρ3n3(1/8− ρ) + n2.
If z ∼ N (0, 1), one can compute Var[(a+ bz)2] = 4a2b2 + 2b4. This gives
Var
Z
[f(Y )] =
∑
i
Var
Z
[(
λ(svi − µ) +
√
nzi
)2]
= s[4λ2(s− µ)2n+ 2n2] + (n− s)[4λ2µ2n+ 2n2]
= 4sλ2(s− µ)2n+ (n− s)4λ2µ2n+ 2n3
= 4λ2s2(s− 2µ)n+ 4λ2µ2n2 + 2n3
≤ 4λ2s3n+ 4λ2µ2n2 + 2n3
≤ 27
2
λ2ρ3n4 + 16λ2ρ4n4 + 2n3
≤ 16λ2ρ3(1 + ρ)n4 + 2n3
≤ 18λ2ρ3n4 + 2n3.
By Chebyshev’s inequality, with probability (over Z) at least 1− 1/t2,
f(Y ) > n2 + (1/8− ρ)λ2ρ3n3 − t
√
18λ2ρ3n4 + 2n3
≥ n2 + (1/8− ρ)λ2ρ3n3 − t√18λρ3/2n2 − t√2n3/2
since
√
a+ b ≤ √a + √b. To compute the proof, we need this to exceed the threshold τ = n2 + t√2n3/2,
i.e., we need
(1/8− ρ)λ2ρ3n3 ≥ t√18λρ3/2n2 + t · 2√2n3/2.
It is sufficient for each term on the right-hand side to be at most half as large as the left-hand side, i.e.,
t
√
18λρ3/2n2 ≤ 1
2
(1/8− ρ)λ2ρ3n3 (21)
and
t · 2
√
2n3/2 ≤ 1
2
(1/8− ρ)λ2ρ3n3. (22)
Now (22) is equivalent to the assumption (18) on λ. Also, (22) is equivalent to
λ ≥ 2
√
18 t
1/8− ρ ρ
−3/2n−1,
which is subsumed by (18) given the second upper bound on t in (17).
The covariance-corrected null distribution. We now consider a more refined null distribution that
matches the first two moments of the planted distribution. Here we take the liberty of switching to an
asymmetric variant of the problem; this variant has essentially the same statistical and (conjectured) com-
putational thresholds as the original problem, but is more convenient here.
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Definition B.5. The covariance-corrected submatrix detection problem is the hypothesis testing problem
between the following two distributions over n× n matrices.
• Under Pn, observe Y = λ(uv⊤ − ρ2J) + Z where u, v are i.i.d. Bernoulli(ρ) and Z is i.i.d. N (0, 1).
(Here J is the all-ones matrix.)
• Under Qn, observe Y = (Yij) defined as Yij = α(ri+cj)+βZij where {ri}, {cj}, {Zij} are i.i.d. N (0, 1)
and where α, β ≥ 0 are defined by
α2 = λ2ρ3(1− ρ),
β2 = 1 + λ2ρ2(1 − ρ)2.
One can check that Pn and Qn have exactly the same mean and covariance: for i 6= k and j 6= ℓ, both
have E[Yij ] = E[YijYkℓ] = 0, E[Y 2ij ] = 1 + λρ
2(1 − ρ2), and E[YijYiℓ] = E[YijYkj ] = λρ3(1 − ρ). This
precludes detection via any degree-2 polynomial. However, we will show that a degree-3 polynomial succeeds
at detection when (ρ
√
n)−4/3 ≪ λ ≤ (ρ√n)−1. Here we measure success in terms of the low-degree likelihood
ratio (3), i.e., we show ‖L≤3‖ → ∞.
Proposition B.6. Consider the covariance-corrected submatrix detection problem (Definition B.5). Suppose
1/n ≤ ρ ≤ 1/8 and λ ≤ (ρ√n)−1. Let
f(Y ) =
n∑
i=1

 n∑
j=1
Yij


3
.
Then
EY∼Pn [f(Y )]√
EY∼Qn [f(Y )2]
≥ cλ3ρ4n2
for a universal constant c > 0.
Proof. First bound the numerator: under Pn, we have for any i,∑
j
Yij = λ
∑
j
(uivj − ρ2) +
√
ngi
where gi ∼ N (0, 1), and so
E

∑
j
Yij


3
= λ3 E

∑
j
(uivj − ρ2)


3
= λ3 E

ui∑
j
vj − ρ2n


3
.
Using E
(∑
j vj
)3
≥ ρ3n3 and E
(∑
j vj
)2
≤ ρn+ ρ2n2,
E
Y∼Pn
[f(Y )] =
∑
i
E

∑
j
Yij


3
= λ3
∑
i
E

ui∑
j
vj − ρ2n


3
≥ λ3
∑
i
E

ui

∑
j
vj


3
− 3ρ2nui

∑
j
vj


2
− ρ6n3


≥ λ3n (ρ4n3 − 3ρ3n(ρn+ ρ2n2)− ρ6n3)
= λ3ρ4n4(1− 3/n− 3ρ− ρ2)
≥ λ3ρ4n4(1− 7ρ)
≥ 1
8
λ3ρ4n4
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where we have used 1/n ≤ ρ ≤ 1/8 in the last two steps. Now bound the denominator:
E
Y∼Qn
[f(Y )2] =
∑
i
∑
j1,j2,j3
∑
k
∑
ℓ1,ℓ2,ℓ3
Yij1Yij2Yij3Ykℓ1Ykℓ2Ykℓ3 ,
which, after some case analysis, can be bounded by (for a universal constant C)
≤ Cmax{β6n4, β4α2n5, β2α4n6, α6n7}
= Cβ6n4
provided λ ≤ ρ−3/2n−1/2, which is implied by λ ≤ (ρ√n)−1. Finally, λ ≤ (ρ√n)−1 also implies λ ≤ 1/ρ,
which implies β2 ≤ 2. Putting it all together yields the result.
C Null-Normalized Correlation
In this section we investigate the null-normalized correlation as defined in (4). This was proposed as a
heuristic for low-degree recovery in [HS17]. However, we show that in the planted submatrix problem, the
null-normalized correlation diverges to infinity in the regime where detection is easy, thus capturing the
detection (rather than recovery) threshold. We will show that this happens even with the mean-corrected
null distribution (from Appendix B) and when estimating the mean-zero quantity x = v1 − ρ. Recall that
here, detection is easy when λ≫ (ρ√n)−3/2; see Appendix B.
Proposition C.1. Consider the mean-corrected submatrix detection problem (Definition B.1) and let x =
v1− ρ be the quantity to estimate. For any even 2 ≤ D ≤ n/4, there exists a degree-D polynomial f(Y ) such
that
EY∼Pn [f(Y )x]√
EY∼Qn [f(Y )2]
≥ (1− ρ)
√
2
n
(
λρ3/2n3/4
(8D)1/4
)D
.
Note that for instance, this tends to infinity as n → ∞ if λ = nΩ(1)(ρ√n)−3/2 and D is a sufficiently large
constant.
Proof. Let M be the set of graphs on vertex set [n] with k = D/2 connected components, each of which is
a (simple) path of length 2, and one of which has vertex 1 as an endpoint. Let f(Y ) =
∑
M∈M Y
M where
YM :=
∏
(i,j)∈E(M) Yij and where E(M) is the edge set ofM , represented as pairs (i, j) with i < j. We have
|M| ≥ (n− 2D)
3k−1
(k − 1)! 2k−1 ≥
(n/2)3k−1
(2k)k
=
2
n
(
n3
16k
)k
=
2
n
(
n3/2√
8D
)D
.
Now
E
Y∼Pn
[f(Y )x] = |M|λDρ3D/2(1− ρ)
and
E
Y∼Qn
[f(Y )2] = |M|,
and so
EPn [f(Y )x]√
EQn [f(Y )2]
= (1 − ρ)λDρ3D/2
√
|M| ≥ (1 − ρ)
√
2
n
(
λρ3/2n3/4
(8D)1/4
)D
.
D Cumulants
In Section D.1, we record some basic properties of cumulants which we will make use of in bounding Corr≤D.
In Section D.2, we give a precise formula for the cumulants which arise from additive noise models in which
the planted signal is Poisson-distributed.
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D.1 Definition and Basic Properties
Here we give a brief overview of cumulants and some of their basic properties. See e.g. [Nov14] for more
details.
Definition D.1. Let X1, . . . , Xn be jointly-distributed random variables. Their cumulant generating func-
tion is the function
K(t1, . . . , tn) = logE
[
exp
(
n∑
i=1
tiXi
)]
,
and their joint cumulant is the quantity
κ(X1, . . . , Xn) =
((
n∏
i=1
∂
∂ti
)
K(t1, . . . , tn)
)∣∣∣∣∣
t1=···=tn=0
=
∑
π∈P
(|π| − 1)!(−1)|π|−1
∏
B∈b(π)
E
[∏
i∈B
Xi
]
,
where P is the set of all partitions15 of [n], and for a given π ∈ P we use b(π) to denote the set of all parts
of the partition and |π| to denote the number of parts in the partition.
Cumulants are an alternative to moments in specifying a probability distribution. The joint cumulant
κ(· · · ) is symmetric, i.e., it depends only on the (multi)set of random variables {X1, . . . , Xn} and not the
order in which they are listed. The cumulants enjoy some convenient properties, which we record here.
Proposition D.2. If a, b ≥ 1 and X1, X2, . . . , Xa, Y1, . . . , Yb are random variables with {Yi}i∈[a] independent
from {Xj}j∈[b], then
κ(X1, X2, . . . , Xa, Y1, . . . , Yb) = 0.
Proof. By independence, the cumulant generating function splits:
logE

exp

 a∑
i=1
siXi +
b∑
j=1
tjYj



 = logE
[
exp
(
a∑
i=1
siXi
)]
+ logE

exp

 t∑
j=1
tjYj



 .
Now we apply linearity of the derivative operator
∏a
i=1
∂
∂ti
∏b
j=1
∂
∂tj
: the operator ∂∂t1 sets the first term on
the right-hand side to 0, and the operator ∂∂s1 sets the second term to 0.
Proposition D.3. If X1, . . . , Xn and Y1, . . . , Yn are random variables with {Xi}i∈[n] independent from
{Yi}i∈[n], then
κ(X1 + Y1, . . . , Xn + Yn) = κ(X1, . . . , Xn) + κ(Y1, . . . , Yn).
Proof. We use independence to split the cumulant generating function:
logE
[
exp
(
n∑
i=1
tiXi + tiYi
)]
= logE
[
exp
(
n∑
i=1
tiXi
)]
+ logE
[
exp
(
n∑
i=1
tiYi
)]
.
The conclusion now follows by linearity of the derivative operator.
Proposition D.4. The joint cumulant is invariant under constant shifts and is scaled by constant multipli-
cation. That is, if X1, . . . , Xn are jointly-distributed random variables and c is any constant, then
κ(X1 + c,X2, . . . , Xn) = κ(X1, . . . , Xn) + c · 1[n = 1], and κ(cX1, X2, . . . , Xn) = c · κ(X1, . . . , Xn).
Proof. The first claim can be obtained as a consequence of Propositions D.2 and D.3. The second claim can
be obtained by noting that the same scaling property holds for moments, and using the second expression
for the cumulant in Definition D.1.
15Here we are considering partitions of n labeled elements into nonempty unlabeled parts.
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In equations (7) and (8), we introduced quantities κα for α ∈ NN . Here we will think of α as a multiset
{a1, . . . , am} which contains αi copies of i for all i ∈ [N ]. We can show that these are the joint cumulants of
a (multi)set of entries of the planted signal.
Claim D.5. If α = {a1, . . . , am}, then
κα = κ(x,Xa1 , . . . , Xam).
Proof. In both (7) and (8), the κα quantity is defined as
κα = E[xX
α]−
∑
0≤βα
κβ
(
α
β
)
E[Xα−β],
where in the case of (8) we have that α is a set rather than a multiset so
(
α
β
)
= 1 always. We will prove by
induction that for random variables Y1, . . . , Yn,
κ(Y1, . . . , Yn) = E
[
n∏
i=1
Yi
]
−
∑
S⊆[n]\{1}
κ(Yi : i 6∈ S) · E
[∏
i∈S
Yi
]
. (23)
where by κ(Yi : i 6∈ S) we mean the joint cumulant of those variables not in S. From this our conclusion
will follow, by taking Y1 := x and the remaining Y2, . . . , Yn to be the variables Xai for ai ∈ α, as the
(
α
β
)
takes care to count each subset with the proper multiplicity.
We will prove (23) by induction on the number of variables n. For n = 1, κ(Y1) = E[Y1] and we are done.
Now, supposing the conclusion holds for up to n variables, consider the cumulant of n+ 1 variables. Define
PS to be the set of all partitions of a set S, and for a partition π let |π| be the number of parts of π and
b(π) be the set of parts in π. We have that
κ(Y1, . . . , Yn+1) =
∑
π∈P[n+1]
(|π| − 1)!(−1)|π|−1
∏
B∈b(π)
E
[
Y B
]
= E

 ∏
i∈[n+1]
Yi

− ∑
S⊆[n+1]
S 6∋1,|S|≥1
E
[
Y S
]

 ∑
π∈P[n+1]
S∈b(π)
(|π| − 2)!(−1)|π|−2
∏
B∈b(π)\{S}
E
[
Y B
]


= E

 ∏
i∈[n+1]
Yi

− ∑
S⊆[n+1]
S 6∋1,|S|≥1
E
[
Y S
] ∑
πS∈P[n+1]\S
(|πS | − 1)!(−1)|πS|−1
∏
B∈b(πS)
E
[
Y B
]
= E

 ∏
i∈[n+1]
Yi

− ∑
S⊆[n+1]
S 6∋1,|S|≥1
E
[
Y S
] · κ(Yj : j 6∈ S),
where in the second line, we have separated the partition which puts all elements in the same block, and
summed over the remaining partitions as follows: since each of the partitions must have at least two parts,
one of the parts does not contain the element 1. We sum over non-empty subsets S which do not contain
the element 1, and then sum over all partitions π containing S as a part. We divide by a factor of (|π| − 1)
since each partition π is counted |π| − 1 times, once for each of its parts which do not contain element 1. In
the third line, we replace the sum over partitions π containing S with the sum over partitions of [n+ 1] \ S,
and in the final line we use that [n+ 1] \ S is nonempty to apply the induction hypothesis. This completes
the proof.
D.2 Poisson Cumulants
In this section, we give an exact expression for the cumulants κα for a variant of the planted submatrix
problem where vi is distributed as Poisson(ρ) instead of Bernoulli(ρ). This may help prove sharper results
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regarding the information-computation tradeoff as the degree D of Corr≤D increases. Note that the Poisson
and Bernoulli variants of the problem are very similar when ρ≪ 1, since in the Poisson case only about a ρ2
fraction of the entries of v will exceed 1. We consider the Poisson case here because it admits a particularly
nice expression for the cumulants.
We require the following fact which follows from the form of higher-order Poisson moments:
Fact D.6. Let v1, . . . , vn be independent samples from Poisson(ρ), and let d1, . . . , dn be non-negative integers.
Then E
[∏n
i=1 v
di
i
]
=
∏n
i=1
(∑di
j=0 ρ
j
{
di
j
})
, where
{
a
b
}
is the Stirling number of the second kind which counts
the number of ways to partition [a] into b nonempty sets.
For the planted submatrix and planted dense subgraph problems, the cumulants κα we consider are
cumulants of a single variable v1 and a collection of products λvivj . The effect of the scalar multiple λ is
captured by Proposition D.4, so we can take λ = 1 without loss of generality.
Just as in Lemma 3.2, it will be helpful to think of each α = (αij)i≤j as a multigraph (with self-loops
allowed) on the vertex set [n], where αij represents the number of edges between vertices i and j. Let αi
denote the degree of vertex i when α is viewed as a multigraph. Recall that κα is the cumulant of v1 and the
products vivj of the edges in α; we think of the graph in this cumulant as the graph α with an additional
“dangling half-edge” on vertex 1, and we will denote it by α(+1). We will make use of the following definition:
Definition D.7. For a multigraph α (possibly with dangling half-edges) on vertex set [n], let V (α) be the
set of vertices i ∈ [n] spanned by α.
Let F (α) be the factor graph of α, which is obtained from α by replacing each edge (i, j) into a two-path
by removing the edge (i, j), adding a node eij , and adding edges (i, eij) and (eij , j). If α contains a dangling
half-edge on a vertex i, then we add the edge (i, ei0), leaving ei0 as a vertex of degree 1. Note that F (α) is
a bipartite graph with bipartitions V (α) and U(α) = {eij}(i,j)∈α ∪ {ei0}i∈α0 , where α0 is the set of vertices
with dangling half-edges in α.
Define the set of vertex-wise partitions of α, denoted P(α), to be the set of all sets of |V (α)| partitions
{πi}i∈V (α), where for each i ∈ V (α), πi is a partition of the neighbors of vertex i in the factor graph F (α).
For {πi} ∈ P(α), we define the associated multigraph α({πi}) obtained from α by starting with F (α),
making |πi| copies i1, . . . , i|πi| of vertex i for each i ∈ V (α), allocating edges incident on each copy of i
according to the partition defined by πi, and replacing each two-path of the form (iℓ, eij), (eij , jk) with a
single edge (iℓ, jk). For any edge of the form (iℓ, ei0) with ei0 of degree 1, we replace it with a dangling
half-edge on iℓ.
Lemma D.8. Let α = (αij)i≤j with αij ∈ N, and suppose furthermore that [n] is identified with a set of
independent Poisson(ρ)-distributed random variables {vi}i∈[n]. Define κα to be the joint cumulant of the
random variables v1 and of vivj for each edge (i, j) ∈ α. Let α(+1) be the multigraph given by the union of
α with the graph which is a dangling half-edge on vertex 1. Then
κα =
∑
{πi}∈P(α(+1))
ρ
∑
i∈V (α(+1))
|πi| · 1[α(+1)({πi}) is connected ].
Proof. Proceed by induction on the number of edges in α. If α has no edges, then κα = E[v1] = ρ, as desired.
For the inductive step, assume this holds true for any α containing m edges, and consider some α with
m+1 edges. Let vα =
∏
i≤j(vivj)
αij . We will use the recursive characterization of κα given in (7). We have
that
κα = E[v1 v
α]−
∑
0≤βα
κβ ·
(
α
β
)
E[vα−β ].
By Fact D.6, the first term is equal to
E[v1 v
α] =
∑
{πi}∈P(α(+1))
ρ
∑
i∈V (α(+1))
|πi|.
Now, each term β in the summation corresponds to the contribution of a set of {πi} for which α(+1)({πi})
is disconnected. We can disregard the summands for which β is disconnected or does not span 1, as κβ = 0
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in these cases by Lemma 3.2. Now, for each β which spans 1 and is connected, there are
(
α
β
)
ways to
choose β containing exactly these vertices and edges. The term κβ , by the induction hypothesis, counts the
contribution from the vertices in the β component of partitions within β which keep β connected, and the
term E[vα−β ] counts the sum over all possible partitions within P(α− β) (with no regard to connectivity).
Thus,
E[vα−β ]
(
α
β
)
κβ =

 ∑
{φi}∈P(β(+1))
ρ
∑
i∈V (β(+1))
|φi| · 1[β(+1)({φi}) connected]

 · (α
β
)
·

 ∑
{ψi}∈P(α−β)
ρ
∑
i∈V (α−β) |ψi|


=
∑
{σi}∈P(α(+1))
β∋1 is connected in α(+1)({σi})
{σi} separates β(+1) from α−β
ρ
∑
i∈V (α) |σi|.
Thus, each β term removes exactly the contribution of those partitions {σi} which disconnect the graph and
have the connected component of 1 equal to β. This completes the proof.
E Sharp Threshold
In this section we give a refined analysis of the planted submatrix problem that suggests a sharp compu-
tational phase transition at λ = (ρ
√
en)−1 when 1/
√
n ≪ ρ ≪ 1. This threshold differs from the spectral
transition λ = (ρ
√
n)−1 [FP07, CDF09, BGN11] (at which point the leading eigenvector of Y achieves non-
trivial recovery) by a factor of
√
e. A similar sharp threshold was discovered in [DM15], where an AMP-style
algorithm was shown to solve planted clique below the spectral transition by a factor of
√
e. While the
analysis of [DM15] does not apply to planted submatrix (unless λ = Θ(1) and ρ = Θ(1/
√
n)), a similar
AMP-style algorithm may achieve the sharp threshold that we predict here.
Our results in this section are unfortunately limited to fairly low degree: D ≤ log2(1/ρ) − 1. Recall
that ρ2 is the “trivial” value for Corr2≤D, achievable by a constant function. The following result shows that
when ρ ≫ 1/√n, we have (i) if λ ≤ (1 − ǫ)(ρ√en)−1 then Corr2≤D can only exceed ρ2 by a constant factor
(which depends on ǫ), and (ii) if λ ≥ (1 + ǫ)(ρ√en)−1 then our cumulant-based upper bound on Corr2≤D
(from Theorem 2.2) exceeds ρ2 by an arbitrarily large factor as D grows.
Theorem E.1. Consider the planted submatrix problem (Definition 2.4).
(i) If for some 0 < r < 1,
λ ≤
√
r
eρ2n
and
D ≤ min
{
log2(1/ρ)− 1,
√
e
3
rρ2n
}
,
then Corr2≤D ≤ 2ρ2/(1− r)2.
(ii) If 1 ≤ D ≤ min{log2(1/ρ)− 1, n− 1} then
∑
0≤|α|≤D
κ2α
α!
≥ ρ
2
4eD3/2
[eλ2ρ2(n−D)]D
where κα is defined as in Theorem 2.2.
The rest of this section is dedicated to the proof of Theorem E.1. We first give a bound on the values
κα (from Theorem 2.2) for small |α| that is sharper than Lemma 3.4. Following the setup at the start of
Section 3.2, we view α = (αij)i≤j as a multigraph on vertex set [n] and let V (α) denote the set of vertices
spanned by α.
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Lemma E.2. If α is connected and spans vertex 1, and if 1 ≤ |α| ≤ log2(1/ρ)− 1, then
1
2
λ|α|ρ|V (α)| ≤ κα ≤ λ|α|ρ|V (α)|.
Proof. Proceed by induction on |α|. Recall κ0 = ρ. Suppose α is connected and spans vertex 1, and |α| ≥ 1.
For any 0  β  α we have |V (β)|+ |V (α− β)| ≥ |V (α)|+ 1. We have
κα = E[xX
α]−
∑
0≤βα
κβ
(
α
β
)
E[Xα−β] = λ|α|ρ|V (α)| −
∑
0≤βα
κβ
(
α
β
)
λ|α−β|ρ|V (α−β)|. (24)
Since κβ ≥ 0 by induction, this gives the upper bound κα ≤ λ|α|ρ|V (α)|. To prove the lower bound,
∑
0≤βα
κβ
(
α
β
)
λ|α−β|ρ|V (α−β)| = κ0λ|α|ρ|V (α)| +
∑
0βα
κβ
(
α
β
)
λ|α−β|ρ|V (α−β)|
≤ λ|α|ρ|V (α)|+1 +
∑
0βα
λ|β|ρ|V (β)|
(
α
β
)
λ|α−β|ρ|V (α−β)|
≤ λ|α|ρ|V (α)|+1 +
∑
0βα
(
α
β
)
λ|α|ρ|V (α)|+1
≤ 2|α|λ|α|ρ|V (α)|+1
≤ 1
2
λ|α|ρ|V (α)|,
where we have used |α| ≤ log2(1/ρ)− 1 in the last step. Combining this with (24) gives the result.
Next, we give a more refined version of Lemma 3.5.
Lemma E.3. For integers d ≥ 1 and 1 ≤ u ≤ d + 1, the number of connected multigraphs α on vertex set
[n] such that (i) |α| = d, (ii) 1 ∈ V (α), and (iii) |V (α)| = u, is at most 2(en)u−1(3d2)d−u+1.
Proof. There are
(
n−1
u−1
)
ways to choose V (α). By Cayley’s tree formula, there are then uu−2 ways to choose
a spanning tree on V (α). To complete α, we need to choose d − u + 1 additional edges (not necessarily
distinct) from u(u+ 1)/2 possibilities; using “stars and bars”, the number of ways to do this is(
u(u+ 1)/2 + d− u
d− u+ 1
)
≤
(
(d+ 1)(d+ 2)/2 + d− 1
d− u+ 1
)
≤ [(d+ 1)(d+ 2)/2 + d− 1]d−u+1
= [d(d + 5)/2]d−u+1 ≤ (3d2)d−u+1.
To complete the proof, we will show
(
n−1
u−1
)
uu−2 ≤ 2(en)u−1 for all u ≥ 1. The case u = 1 is true, so assume
u ≥ 2. Using the bounds (nk) ≤ ( enk )k for 1 ≤ k ≤ n, and ( uu−1 )u−1 ≤ e for u ≥ 2, we have(
n− 1
u− 1
)
uu−2 ≤
(
e(n− 1)
u− 1
)u−1
uu−2 = (e(n− 1))u−1
(
u
u− 1
)u−1
1
u
≤ 2(en)u−1.
Proof of Theorem E.1(i). Using Theorem 2.2, Lemmas 3.2, E.2 and E.3, and the bound
(
n
k
) ≤ ( enk )k for
1 ≤ k ≤ n, we have
Corr
2
≤D ≤
∑
0≤|α|≤D
κ2α
α!
≤ ρ2 +
∑
1≤|α|≤D
κ2α
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and since κα = 0 unless 1 ∈ V (α) and α is connected,
≤ ρ2 +
D∑
d=1
d+1∑
u=1
2(en)u−1(3d2)d−u+1λ2dρ2u,
= ρ2 +
D∑
d=1
d+1∑
u=1
2ρ2(eλ2ρ2n)d
(
3d2
eρ2n
)d−u+1
≤ 2ρ2
D∑
d=0
d+1∑
u=1
(eλ2ρ2n)d
(
3d2
eρ2n
)d−u+1
≤ 2ρ2
D∑
d=0
rd
d+1∑
u=1
rd−u+1
≤ 2ρ2/(1− r)2.
Proof of Theorem E.1(ii). Let TD denote the set of α that correspond to trees with exactly D edges (without
self-loops or multiple edges) that span vertex 1. Using Cayley’s tree formula and the Stirling bound n! ≤
enn+1/2e−n (valid for all n ≥ 1), we have
|TD| =
(
n− 1
D
)
(D + 1)D−1
=
(n− 1)!
D!(n− 1−D)! (D + 1)
D−1
≥ (n−D)
D
D!
(D + 1)D−1
≥ (n−D)
DeD−1(D + 1)D−1
DD+1/2
= (n−D)DeD−1
(
D + 1
D
)D−1
D−3/2
≥ (n−D)DeD−1D−3/2.
We now have
∑
0≤|α|≤D
κ2α
α!
≥
∑
α∈TD
κ2α
α!
=
∑
α∈TD
κ2α ≥
1
4
∑
α∈TD
λ2Dρ2(D+1) ≥ 1
4
λ2Dρ2(D+1)(n−D)DeD−1D−3/2.
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F Additional Proofs
F.1 Shifted Hermite Formula
Proof of Proposition 3.1. Proceed by induction on k. The base cases k = 0 and k = 1 can be verified directly.
For k ≥ 2, using the recurrence (11) and the induction hypothesis, and defining Hℓ(z) = 0 for ℓ < 0, we have
Hk(z + µ) = (z + µ)Hk−1(z + µ)− (k − 1)Hk−2(z + µ)
= (z + µ)
k−1∑
ℓ=0
(
k − 1
ℓ
)
µk−1−ℓHℓ(z)− (k − 1)
k−2∑
ℓ=0
(
k − 2
ℓ
)
µk−2−ℓHℓ(z)
=
k−1∑
ℓ=0
(
k − 1
ℓ
)
µk−1−ℓzHℓ(z) +
k−1∑
ℓ=0
(
k − 1
ℓ
)
µk−ℓHℓ(z)− (k − 1)
k−2∑
ℓ=0
(
k − 2
ℓ
)
µk−2−ℓHℓ(z)
=
k−1∑
ℓ=0
(
k − 1
ℓ
)
µk−1−ℓ(Hℓ+1(z) + ℓHℓ−1(z)) +
k−1∑
ℓ=0
(
k − 1
ℓ
)
µk−ℓHℓ(z)− (k − 1)
k−2∑
ℓ=0
(
k − 2
ℓ
)
µk−2−ℓHℓ(z)
= Hk(z) +
k−1∑
ℓ=0
Hℓ(z)
[
µk−ℓ
((
k − 1
ℓ− 1
)
+
(
k − 1
ℓ
))
+ µk−ℓ−2
(
(ℓ+ 1)
(
k − 1
ℓ+ 1
)
− (k − 1)
(
k − 2
ℓ
))]
= Hk(z) +
k−1∑
ℓ=0
Hℓ(z)µ
k−ℓ
(
k
ℓ
)
=
k∑
ℓ=0
Hℓ(z)µ
k−ℓ
(
k
ℓ
)
.
This completes the proof of (12). Now (13) follows immediately from the definition of hk. Finally, (14)
follows from (13) because Ez∼N (0,1)[hk(z)] = 0 for all k ≥ 1; this in turn follows from the orthonormality of
{hk} along with the fact h0(z) = 1.
F.2 Cumulants of Disconnected Multigraphs
As discussed in the main text, Lemma 3.2 follows easily from basic properties of cumulants (namely Propo-
sition D.2). We also give a self-contained proof here that does not require knowledge of cumulants.
Proof of Lemma 3.2. Proceed by induction on |α|. The base case |α| = 0 is vacuously true. For the inductive
step, let γ be the connected component containing vertex 1 (which may be empty, in which case γ = 0). If
β  α with β 6≤ γ then κβ = 0 by induction. We have
κγ = E[xX
γ ]−
∑
βγ
κβ
(
γ
β
)
E[Xγ−β]
and so
κα = E[xX
α]−
∑
β≤γ
κβ
(
α
β
)
E[Xα−β]
= E[xXα]− κγ
(
α
γ
)
E[Xα−γ ]−
∑
βγ
κβ
(
α
β
)
E[Xα−β]
= E[xXα]−

E[xXγ ]−∑
βγ
κβ
(
γ
β
)
E[Xγ−β]

(α
γ
)
E[Xα−γ ]−
∑
βγ
κβ
(
α
β
)
E[Xα−β]
=
(
E[xXα]−
(
α
γ
)
E[xXγ ]E[Xα−γ ]
)
+
∑
βγ
κβ
((
γ
β
)(
α
γ
)
E[Xγ−β]E[Xα−γ ]−
(
α
β
)
E[Xα−β]
)
= 0.
In the last step we have used the facts
(
α
γ
)
= 1,
(
γ
β
)
=
(
α
β
)
, E[xXγ ]E[Xα−γ ] = E[xXα], and E[Xγ−β]E[Xα−γ ] =
E[Xα−β ].
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