In high-throughput cell phenotype screens large amounts of image data are acquired. The evaluation of these microscopy images constitutes a bottleneck and motivates the development of automated image analysis methods. Here we introduce a computational scheme to process 3D multi-cell image sequences as they are produced in large-scale RNAi experiments. We describe an approach to automatically segment, track, and classify cell nuclei into seven different mitotic phases. In particular, we present an algorithm based on a finite state machine to check the consistency of the resulting sequence of mitotic phases and to correct classification errors. Our approach enables automated determination of the duration of the single phases and thus the identification of cell cultures with delayed mitotic progression.
INTRODUCTION
The technology of RNA interference (RNAi) is a very effective tool for identifying the biological function of genes. With this screening method genes are systematically silenced and the resulting morphological changes are analyzed. However, such large-scale screens provide enormous amounts of data which require tools for automated image analysis.
Our work is carried out within the project MitoCheck, which has the goal to explore the processes of cell division (mitosis) in human cells at a molecular level. In this project RNAi secondary screens are performed and fluorescence microscopy image sequences of the treated cell cultures are acquired to study the effects of the silenced genes on mitosis. This contribution is concerned with the automated evaluation of an assay for studying delays in mitotic phases, which are caused by gene silencing. Thus, the duration of the phases of cell division has to be measured for the treated cells and compared with the normal cells from control experiments. To automatically determine the lengths of the mitotic phases, cells have to be observed throughout their life cycle and for each time point the respective phase has to be determined.
Methods for automated analysis of complex cell images have been developed in different application fields of biology. Complete cells as well as subcellular structures have been studied. The automated analysis of subcellular structures is a major task in location proteomics and work has been done using 2D and 3D fluorescence microscopy images (e.g., [1] ). Automated analysis of multi-cell images of complete cells or cell nuclei is often motivated by high-throughput screens in gene function studies or for drug profiling. Methods to analyze single-frame multi-cell 2D images from largescale experiments have been described, e.g., in [2] . Recently, work has been done on automatically processing multi-cell 2D image sequences for cell cycle analysis. With these approaches, cells are segmented, tracked, and classified given phase-contrast [3, 4] or fluorescence [5, 6] microscopy images. The approaches [3, 4, 5, 6] process 2D images and classify cells or cell nuclei into a maximum of four phases. 3D image sequences have been analyzed in [7] . There, cell nuclei are classified into seven cell cycle phases but no consistency check of the resulting phase sequences has been performed.
Our approach allows to analyze 3D multi-cell image sequences from a confocal fluorescence microscope. We classify cell nuclei into seven mitotic phases. To this end, we have developed a workflow that comprises segmentation, tracking of splitting nuclei, extraction of static and dynamic features, and classification. In particular, we present a scheme to check the consistency of the resulting sequences of mitotic phases of cells based on biological constraints. This scheme is based on a finite state machine which enables to automatically resolve errors using the confusion probabilities of the classifier. As a result, we can determine the lengths of the seven mitotic phases of cell nuclei automatically.
ANALYSIS OF MITOTIC CELL CYCLE PHASES

Image analysis workflow
To analyze the mitotic phases high-resolution confocal fluorescence microscopy 3D images of the DNA are acquired which consist of three confocal planes (slices). Because of (6) Classification, (7) Consistency check, error correction, and determination of phase durations technical reasons in the image acquisition process the number of slices is restricted to three. During mitosis the cell changes its shape (gets more rounded) and therefore in different phases the DNA is visible in different slices. Since we are using multi-cell images that contain cells in different mitotic phases, it is impossible to define one slice per time step that well represents the DNA of all cells. Therefore, we have developed the workflow shown in Fig. 1 . First, we apply a maximum intensity projection (MIP) for each time step, resulting in 2D images. Based on these MIP images we perform segmentation and tracking to determine the correspondences in subsequent frames. We now go back to the 3D images and define 3D ROIs for each cell based on the segmentation and tracking result. For each 3D ROI we choose the most informative slice and extract static and dynamic features. Then we apply a classifier which results in a sequence of mitotic phases for each cell trajectory. Finally, the resulting phase sequences are parsed with a finite state machine to check their consistency, to resolve inconsistencies, and to determine the lengths of the single phases.
Segmentation and tracking of mitotic cell nuclei
For segmentation we apply region-adaptive thresholding which proved to be fast and robust in our application. This scheme computes local intensity thresholds in overlapping image regions using two histogram-based threshold selection schemes: Otsu and minimum error thresholding.
To analyze the mitotic behavior of single cells, a tracking scheme is required that determines the temporal connections for splitting objects. We have developed the following twostep scheme: First, initial, non-splitting trajectories are established, and second, mitotic events are detected and the re- lated trajectories are merged. The initial trajectories are determined using a feature point tracking algorithm that considers the Euclidean distance of the feature points and the smoothness of the possible trajectories to establish correspondences. In the second step, mitotic events are detected based on the distance-overlap-ratio of potential parent and child objects. Large overlaps and short distances indicate a high likelihood for an ancestral relationship. Finally, corresponding tracks are merged resulting in tree-structured trajectories (see Fig. 2 ).
Feature extraction and classification
To compute image features we select for each cell nucleus its individual most informative slice. Our experiments showed that the maximum total intensity performs very well as selection criterion compared to manual selection. Within the most informative slice we compute static and dynamic image features. The static features comprise object-and edge-related features, texture features, grey scale invariants, and Zernike moments. As dynamic features we compute the difference of the object size, intensity mean and standard deviation, and the circularity for each nucleus to its predecessor and successor. We apply a Support Vector Machine (SVM) classifier with a Radial Basis Function (RBF) kernel to classify the nuclei into the classes Interphase, Prophase, Prometaphase, Metaphase, Anaphase1, Anaphase2, and Telophase (see Fig. 3 ).
Consistency check and error correction
Since automated classification is not always correct we suggest to check the consistency of the resulting phase sequences. To this end, we have developed a finite state machine (FSM) that accepts only biologically possible phase sequences. Each phase is represented by one state of the FSM. The possible phase transitions are represented by the state relations. Additionally, the FSM contains error states which correct occurring inconsistencies. Fig. 4 shows a sketch of the FSM; for reasons of clarity only the most important relations are displayed. An error state is quit if the following phase is a valid phase; then the most likely phase for the error state is determined. To illustrate how the error correction works we now give some examples for different error types. Suppose that the seven phases in Fig. 3 are consecutively numbered from 1 to 7. If an error of length 1 occurs within one phase (e.g., 1113111), where the error is printed in bold, then the correct phase can uniquely be determined. Also if one phase is completely lacking (e.g., 1115333) the correct phase is the lacking phase. However, if the error occurs at the transition of two phases (e.g., 1115222) then the decision is ambiguous. In this case we choose the more likely phase based on the confusion probabilities of the classifier that have been established in the training phase of the classifier. If the error cannot be defined uniquely (e.g., 1121222) we also use the classifier's confusion matrix to decide which phase is more likely to be not correct (2, 1 or both). In one run of the FSM inconsistencies of length 1 are completely removed. Errors of length larger than 1 can be successively removed in multiple runs of the FSM. In addition, the FSM determines the phase durations.
EXPERIMENTAL RESULTS
Our experiments are based on four multi-cell 3D image sequences each consisting of 124 time steps. 29 cell nuclei have been segmented and tracked over 124 time steps resulting in 4225 single cell 3D image stacks (note that the cells proliferate). Some few trajectories have been manually corrected since our tracking scheme currently detects 80% of the occurring mitoses. We have performed a kind of two-fold crossvalidation on the 29 available trajectories where in each loop 18 tracks have been used for training and 11 tracks for testing. In each cross-validation loop first the classification accuracy (confusion probability) was determined using a fivefold cross-validation on the training set. Then, the classifier was trained with the whole training set and tested with the test set. It turned out that we obtain an overall classification accuracy of 96.6%. In Tab. 1 the sample numbers and accuracies per class for both cross-validation loops are given. The class Interphase reaches the highest accuracy of 99.0%, the lowest accuracy of 57.1% results for the class Anaphase1. The lower accuracy for Anaphase1 is due to the large variability within this class and the relatively small number of available samples, which is because Anaphase1 is a rather short phase where the movement of the chromosomes is large. The resulting phase sequences for the 22 classified trajectories were processed with the finite state machine (FSM) using the confusion matrices determined on the training sets to resolve consistency errors. Finally, the corrected phase sequences have been compared with manually assigned correct phases (ground truth). It turned out that all inconsistencies of length 1 have been resolved in the first run of the FSM. Applying the FSM a second time on the corrected sequences resolved also all inconsistencies of length 2. Longer inconsistencies have partly been resolved. In total 25 phases have been corrected. This correction is particularly important for automatically determining the phase lengths. As an example for a final result Fig. 5 shows a phase sequence where all phases have been computed correctly, e.g., for Prophase the computed length is 2 time steps.
DISCUSSION
We have presented an approach for automated analysis of the duration of mitotic phases in 3D confocal microscopy image sequences. Our approach allows to classify the cells into seven mitotic phases. The consistency of the computed phase sequences is checked and inconsistencies that result from classification errors are resolved using a priori knowledge. This biological knowledge is represented by a finite state machine which is used for error correction and for determining the phase durations.
In future work, we plan to improve the performance of the tracking and classification schemes by including additional image features. We will also apply our approach to a larger number of image sequences and evaluate its performance.
