Traditional methods of modelling returns and testing the Capital Asset Pricing Model (CAPM) do so at the mean of the conditional distribution. Instead, we model returns and test whether the conditional CAPM holds at other points of the distribution by utilizing the technique of quantile regression (Koenker and Bassett 1978). This method allows us to model the performance of firms or portfolios that underperform or overperform in the sense that the conditional mean under-or overpredicts the firm's return. In the context of a conditional CAPM, the market price of beta risk is significant in both tails of the conditional distribution of returns -negative for firms that underperform and positive for firms that overperform -but is insignificant around the median, and the opposite pattern obtains for large firms. Underperforming firms exhibit a positive relationship between size and returns in support of Merton's (1987) prediction, and there is some evidence of a positive relationship between returns and financial paper for overperforming firms. Quantile regression alleviates some of the statistical problems which plague CAPM studies: errors-invariables; omitted variables bias; sensitivity to outliers; and non-normal error distributions. JEL Classifications: G12; C14; C21.
Introduction
Classic approaches to modelling returns and testing the Capital Asset Pricing Model (CAPM) of Sharpe (1964) , Lintner (1965) , Mossin (1966) and Black (1972) include the twopass method of Fama and MacBeth (1973) , the generalized method of moments (GMM) approach of Harvey (1989) , and MacKinlay and Richardson (1991) and the seemingly unrelated regression (SUR) approach of Gibbons (1982) and Gibbons, Ross, and Shanken (1989) . All of these methods and their embellishments effectively model returns and test the CAPM at the mean of the conditional distribution of returns; that is, they model and test assets that behave as the mean would predict that they behave.
It is in the second, cross-sectional pass of the Fama and MacBeth (1973) framework that most researchers have tried to improve upon the traditional method. The innovation of the present paper is to use the quantile estimator developed by Koenker and Bassett (1978) , and popularized, in part, by Buchinsky (1998) , in the second stage of the Fama and MacBeth (FM) regressions. By so doing, it is possible to model the relationship between returns and beta not just for those firms that behave according to the mean of the conditional distribution, but also for firms that overperform and underperform relative to the mean. In this sense, not only are we evaluating the CAPM relationship at different points in the conditional distribution, we are also exploring why conditional mean approaches have yielded ambiguous results regarding the impact of beta on returns. 2 Quantile regression methodology provides a way of understanding and testing how the relationship between returns and other conditioning variables or risk factors changes across the distribution of conditional returns, it is these changes that are our primary focus here. We demonstrate that the marginal effects differ greatly, both across firm size and conditional quantile. In so doing, we add new evidence to the debates on the relationships between beta and returns, size and returns, and financial paper and returns.
A fortunate by-product of using this approach is that we can address some of the statistical problems that have plagued the literature. The standard problem faced by the two-pass method is errors-in-variables (EIV).
3 Starting with Fama and MacBeth (1973) , studies in the two-pass tradition try to solve the EIV problem by grouping the firms into portfolios 4 2 If the coefficient on beta is of opposite sign at opposite ends of the distribution of conditional returns, then at some point in the distribution the coefficient will pass through zero. In fact, we show that this is the case in the empirical example considered here, and that the zero point is around the center of the distribution of conditional returns, underscoring the fact that looking at just the conditional mean can sweep a lot of interesting economic relationships under the carpet. In this case, it can lead us to conclude, as much of the literature has concluded, that beta is insignificant, whereas it is statistically significant for under-and over-performing firms.
3 This approach performs time-series estimation of beta in the first step, and then uses these estimates in the second stage cross-sectional regression of returns on the time-series estimates of beta along with any other variables thought to be correlated with the cross section of returns. 4 The rationale for this procedure is that if the errors in the betas for the different firms are not perfectly per Blume's (1970) suggestion. 5 Shanken (1992) derives an asymptotically valid correction to the precision of the Fama and MacBeth (FM) estimates of the price of beta risk due to the EIV problem. 6 Both the approaches of Gibbons (1982) and Harvey (1989) were developed in large part to ameliorate the EIV problem by simultaneously exploiting the time-series and cross-sectional dimensions of the data. In practice, however, most applications using the GMM and maximum likelihood-based methodologies also use the grouping procedures popularized by Fama and MacBeth (1973) . Like ordinary least squares (OLS), the quantile regression estimator is inconsistent under EIV. Though the statistical properties of the quantile estimator are not the focus of the present paper, we motivate its use by presenting the results of a small Monte Carlo. 7 We demonstrate that the effect of EIV on quantile regression and OLS is similar -estimates are invariably biased towards zero. Shrinkage of the estimates in this way will have the effect of masking any interquantile variation, implying that attenuation will force us to be more conservative in our analysis than strictly necessary. Since we are comparing results across quantiles, it is important, however, that any estimator bias be uniform across the distribution. We show that in small samples the bias is not uniform, but it becomes so as the sample size increases, suggesting that we could benefit from pooling the cross sections and using panel data techniques. We use these results to justify our divergence from the literature's practice of using portfolio grouping which dramatically reduces the available number of observations. Any aggregation bias is also avoided when using individual firm data. Another statistical problem faced by these types of studies is that cross-sectional regressions with stock returns as the dependent variable are susceptible to heteroskedastic and correlated errors. Fama and MacBeth (1973) suggest using a simple average of rolling betas and associated t-statistics estimated from data prior to each cross-sectional regression to address these issues. 8 Ferson and Harvey (1999) improve the Fama and MacBeth (1973) approach by developing an efficient weighting scheme. Jagannathan and Wang (1998) develop the asymptotic distribution of the FM estimators without assuming conditional homoskedasticity and show that when this assumption is violated, the FM standard errors correlated, the betas of the portfolios could provide more precise estimates of true beta than the betas for individual securities due to noise cancellation. 5 Litzenberger and Ramaswamy (1979) recommend an errors-in-the-variables regression model as a substitute for the grouping procedures typically used in this literature. 6 Jagannathan and Wang (1996) follow Shanken (1992) and develop a formula for correcting the EIV bias in a GMM framework. 7 A result of the experiment, of interest to the statistical literature on quantile regression is that, in small samples, the median regression estimator (a special case of quantile regression) has less attenuation bias than OLS. This result demands further attention. 8 Shanken (1992) discusses the properties of this two-pass method using OLS and generalized least squares (GLS), and shows that the GLS version is asymptotically equivalent to the Gauss-Newton maximumlikelihood approach of Gibbons (1982) . Hence, the linearization required to use the Gauss-Newton estimator leaves the SUR approach of Gibbons (1982) vulnerable to the EIV criticism.
do not necessarily overstate the precision of the estimates. Ahn and Gadarowski (1999) develop a minimum distance estimation framework for which the two-pass estimator is robust to conditional heteroskedasticity and/or autocorrelation in asset returns and compare their estimator to generalized least squares (GLS) and maximum likelihood (ML). While the quantile regression estimator is not robust to heteroskedasticity per se it can be used to help elucidate the nature of any heteroskedasticity that may be present, indeed the quantile regression estimator has been employed in the service of a test for heteroskedasticity that is robust to departures from Gaussianity (Koenker and Bassett (1982) , Buchinsky (1998) ).
The existence of such a test may lead one to the conclusion that any differences found in regressions at different quantiles are merely due to heteroskedasticity. As Buchinsky (1998) asserts, however, "...potentially different solutions at distinct quantiles may be interpreted as differences in the response of the dependent variable to changes in the regressors at various points in the conditional distribution of the dependent variable...", implying that it is possible to interpret changing coefficients across the distribution as the result of systematic differences in firm behavior. Another heteroskedasticity related concern is obtaining estimates of the variance covariance matrix that are robust under nonstandard error distributions. Following Buchinsky (1998), we choose the design matrix bootstrap estimator which is robust to dependencies between the regressors and the regression errors. Most studies implicitly assume that the error distribution is Gaussian. 9 Since quantile estimators may be more efficient than OLS when the distribution is nonnormal (Buchinsky (1998) ), they may be more appropriate than LS-based methods in the context of stock market returns for which the normality assumption may not be appropriate. Quantile methods can be useful for thinking about omitted variables bias too. One interpretation of the quantile is that it identifies points in the conditional distribution where omitted variables are favorably and/or unfavorably influencing returns. For example, if a firm falls in the bottom tail of the conditional distribution, this could imply that the combination of factors that were omitted from the model meant that the firm performed worse than predicted by the factors that were included in the model. One may think of these omitted factors as representing idiosyncratic shocks, or as the receipt of bad news during the sample period by firms located in the lower quantiles. By using quantile regression, we are therefore exploring whether the market prices firms' underlying characteristics consistently given different degrees of good versus bad news 10 .
9 The use of portfolio grouping techniques ensures that sample sizes are moderate at best, implying that asymptotic approximations may be poor. 10 A nice interpretation of the quantile would be that it indicates firms with "good" versus "bad" managers.
We find, however, that there is very little intertemporal persistence in the location of firms in the conditional distribution, implying that firms tend not to consistently under-or overperform in the context used here. Too, idiosyncratic shocks likely influence idiosyncratic volatility which Campbell, Lettau, Malkiel, and Xu (2001) and Goyal and Santa-Clara (2002) find to be a major component of the volatility of individual stock returns. For these reasons, we prefer the interpretation provided here.
The traditional CAPM is built on the theory that idiosyncratic risk is irrelevant when pricing assets; in this way, the construction of interquantile tests, or tests of whether, say, the 10% and 90% quantile regression coefficients on beta significantly differ, can be loosely interpreted as a test of CAPM across the entire conditional distribution. If the coefficients on beta are different, then the market price of beta risk is different for firms that underor overperform, or for firms that receive bad versus good news. If the coefficient on beta differs across the conditional distribution, we cannot claim that beta conditionally explains the entire cross section of returns in a linear fashion.
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Note that using methods that estimate these relationships at the conditional mean, i.e. LS-based methods, implicitly assumes a constant price of beta risk across firms, as CAPM theory would predict. Our main focus, however, will be in analyzing how the relationship between risk factors and returns changes across the conditional distribution. In this context, we will also ask the standard question of whether the market price of beta risk is statistically significant, but we will focus on the question for particular points of the conditional distribution, as opposed to looking collectively at the entire distribution, or just at the mean.
A host of firm or portfolio-specific and marketwide conditional variables and risk factors have been put forward in the literature to test CAPM. These include firm size (Banz 1981 , Berk 1995 and Kothari, Shanken, and Sloan 1995 , bid-ask spread Mendelson 1986, 1989) , leverage (Bhandari 1988) , book to market value (Chan, Hamao, and Lakonishok 1991) and marketwide phenomena (Ferson and Harvey 1999 ) among other variables. Although sometimes marketwide factors are aggregated into a single variable (Ferson and Harvey (1999) ), in this paper they are disaggregated in order to better understand both what may cause CAPM to fail at different points of the conditional distribution of returns and the relationship between returns and these variables over the entire distribution. Here, the empirical CAPM includes both marketwide and firm-specific conditional variables.
Results from the interquantile tests indicate that the coefficients in the cross-sectional regression are indeed significantly different from each other at the 10% and 90% quantiles. Beta is a strongly significant cross-sectional explanatory variable for firms that underperform and overperform vis-à-vis the mean, but is insignificant for firms with average performance. This illustrates that one should not summarize an entire distribution of conditional returns by just one point, what Koenker (2000) calls "throwing the mountains into the sea", since we lose much of the informational content of the distribution. Economic relationships that are insignificant at the mean may be highly significant over other parts of the conditional distribution of the dependent variable. This may also explain why the literature has achieved such mixed results on the relationship between beta and returns.
The interquantile relationship between average returns and beta differs markedly for large and small firms, with large under-(over-) performing firms having a significantly positive (negative) coefficient on beta and small under-(over-) performing firms having a significantly negative (positive) coefficient on beta. Large firms have smaller coefficients on beta (in absolute value) than small firms too. The market price of beta risk crosses the zero axis around the center of the distribution, corroborating some of the existing evidence on the (ir)relevance of beta. Many of the marketwide variables considered here are statistically significant at least over some quantiles; as with the firm-specific variables, the coefficients tend to take on both negative and positive values, depending on the quantile of interest.
Some of the differences between our results and those found in the literature may arise because we consider daily, firm-level data instead of monthly or quarterly portfolio-level data. We assert that since the quantile estimates change so dramatically across the distribution, it is unlikely that mere data differences could be solely responsible. Too, at the center of the conditional distribution of returns, we do obtain results similar to the existing literature. The quantile regression methodology enables an entirely fresh perspective on the standard types of relationships studied in this literature. Indeed, we uncover several results that are at odds with past empirical studies that focused exclusively on the mean.
The paper is organized as follows. In Section 2, the relevant theory of quantile regression is presented and testing issues are discussed. Section 3 details the empirical example that forms the main focus of the paper. The small sample bias properties of the quantile and least absolute deviation regression estimators in the presence of EIV are examined in Section 4. This section also includes a discussion of why daily individual firm data are employed in this study instead of the standard monthly portfolio data. Section 5 discusses the empirical findings and the consequences of this research for the theoretical and empirical CAPM literature, while the final section concludes the discussion.
Quantile Regression
Quantile regression, developed by Koenker and Bassett (1978) , is an extension of the classical least squares estimation of the conditional mean to a collection of models for different conditional quantile functions. As the median (quantile) regression estimator minimizes the symmetrically weighted sum of absolute errors (where the weight is equal to 0.5) to estimate the conditional median (quantile) function, other conditional quantile functions are estimated by minimizing an asymmetrically weighted sum of absolute errors, where the weights are functions of the quantile of interest.
12 Thus, quantile regression is robust to the presence of outliers. This technique has been used widely in the past decade in many areas of applied econometrics; applications include investigations of wage structure (Buchinsky and Leslie 1997) , earnings mobility (Eide and Showalter 1999; Buchinsky and Hunt 1996) , and educational attainment (Eide and Showalter 1998) . Financial applications include Engle and Manganelli (1999) and Morillo (2000) to the problems of Value at Risk and option pricing respectively, but to date the application of Koenker and Bassett's (1978) method to the cross section of stock market returns has not been considered.
The general quantile regression model, as described by Buchinsky (1998) , is
where β θ is an unknown k × 1 vector of regression parameters associated with the θ th percentile, x i is a k × 1 vector of independent variables, y i is the dependent variable of interest and u θi is an unknown error term. The θ th conditional quantile of y given x is
Its estimate is given by x i β θ . As θ increases continuously, the conditional distribution of y given x is traced out. Although many of the empirical quantile regression papers assume that the errors are independently and identically distributed (i.i.d.), the only necessary assumption concerning u θi is
that is, the conditional θ th quantile of the error term is equal to zero. Thus, the quantile regression method involves allowing the marginal effects to change for firms at different points in the conditional distribution by estimating β θ using several different values of θ, θ ∈ (0, 1). It is in this way that quantile regression allows for parameter heterogeneity across different types of assets. Thus, the quantile regression estimator can be found as the solution to the following minimization problem:
i.e., by minimizing a weighted sum of the absolute errors, where the weights are symmetric for the median regression case (θ = 0.5) and asymmetric otherwise. This minimization can be formulated either as a linear programming or as a GMM problem. The former implies that the method is computationally straightforward while the latter implies that
so tests can be constructed using critical values from the normal distribution with asymptotic justification. A plot of β θ against θ is called the quantile plot. If this indicates significant variation, it implies that the effect of the x i variable changes as the conditional performance of the stock improves. Note that all data observations are used to construct each quantile regression estimate; there is no partitioning of data performed on the dependent variable as this would incur sample selection bias. Several estimators are available for Ω θ ; the most commonly used in practice, and the one most favored by Buchinsky (1995) because it is more efficient in small samples and is robust to dependence between the regressors and the regression errors, is based on the design matrix bootstrap. This method involves computing , are obtained by sampling with replacement from the original sample, (y i , x i ). This procedure can be implemented using the software program Stata.
In order to construct joint tests, including tests of interquantile restrictions across m quantiles (θ 1 , · · · , θ m ), we can define the hypotheses of interest as
Here, R is a q × km matrix and r is a q × 1 vector that characterizes the restrictions of interest, where q is the number of restrictions imposed under the null. We can use the F-statistic, described by Buchinsky (1998) ,
which is asymptotically F (q, n − k − 1) under H 0 . In this case, Σ is the estimated variancecovariance matrix for β * which, again, can be obtained via application of the design matrix bootstrap. We use this bootstrap to compute standard errors and variance-covariance matrices throughout the paper. In every case we use 100 bootstrap samples due to the large sample sizes involved.
Methodology and Data
The CAPM states that the expected excess return from asset i at time period t, is directly proportional to the beta estimated using information available at time t. Mathematically,
where τ < t + 1 denotes that the beta-risk is determined over moving samples, β i,τ is the beta-risk obtained from a time series regression
and R i,τ and R m,τ are the excess return on the asset and the market portfolio, respectively. The standard FM approach involves OLS regression of the average return from several portfolios of assets on values of beta and a vector of marketwide (and/or firm-specific) factors, that is,
The CAPM is then tested by investigating whether theseβ i,τ and Z i,t are able to explain variations in the conditional mean of the cross section of stock market returns. More recent extensions include, among others, additional risk factors whose coefficients are estimated along with beta in a time series regression and then included in the cross-sectional regression as above.
For our purposes, we are most interested in whether or not γ 1,t+1 , the market price of beta risk, is significant over any portion of the conditional distribution, since many studies have found beta to be a weak or even insignificant explanatory variable in such conditional mean cross-sectional regressions. We also explore whether the coefficient changes significantly across quantiles. If this is so, it would imply that the market prices beta risk differently for under-and overperforming stocks. In turn this would imply that the theoretical prediction of a single market price of beta risk for all stocks, a hallmark of capital asset pricing theory, would be violated for the empirical example considered in this paper.
Here, our additional variables include both firm-specific and marketwide variables. For the marketwide variables, which vary intertemporally but are constant across firms, we include just the estimated coefficients from the multivariate time series regression of individual returns on the lagged variables in the cross-sectional regression. In effect, this treats these lagged predictors or conditional variables as additional factors. More precisely, there is little qualitative difference between treating these lagged variables as conditioning or instrumental variables (i.e., including the estimated coefficient as a multiplicative of the lagged exogenous variable) or as risk factors (i.e., including just the estimated coefficient) in the cross-sectional regression since the marketwide (lagged exogenous) variables have the same value for all firms at a particular point in time.
We analyze the cross section of returns using quantile regression methods applying two distinct methods of pooling. In the first method, 36 different cross sections of 1,093 firms are studied in the two-pass framework. In order to construct these cross sections, we run, for each firm, a standard time series regression of 100 observations of excess returns on the independent variables -hence we obtain simple OLS estimates of beta and the coefficients on the marketwide variables. The BIDASK variable is calculated as a simple average of the bid-ask spread over these 100 observations. The average return over the subsequent 25 days is then computed; this constitutes one cross section. We do this for 36 different periods in time by rolling forward in 25-day steps. Thus, the dependent variable is constructed in such a way that it is nonoverlapping over time; this is important to avoid possible intertemporal correlation across cross-sections. We then compute quantile regression estimates (and OLS estimates for comparison) for each cross section and combine the results using the efficient weighting scheme recommended by Ferson and Harvey (1999) .
The second method involves pooling the 36 cross sections together and performing quantile regressions of the returns on all the risk factors mentioned above. In this case we use time dummies to control for any time-specific fixed effects that may be present in the data.
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The value of pooling, motivated by Koenker and Machado (1999) , is to dramatically improve the precision of the estimates by increasing the available degrees of freedom.
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The firm-specific data used in this paper for the individual returns are drawn from the Center for Research in Security Prices (CRSP) database and consist of 1,093 firms observed across 1028 consecutive trading days, ending on December 30, 1994. The associated market capitalization and bid and ask prices for these firms are also extracted from CRSP, along with the value-weighted CRSP (VWCRSP) return index series. Marketwide data are obtained from the Federal Reserve Bank, Board of Governors' web site. A list of the variables used for this part of the analysis is contained in Appendix 1. The returns data for the market and individual firms are filtered for day of the week and month of the year effects using the dummy variables described in the appendix. They are then transformed into excess returns by subtracting away the proxy for the risk-free rate, labelled "Finpaper." In all cases, the returns data are expressed as daily returns; they are not annualized. The money market yield data are annualized.
A short summary of the independent variables follows: BETA -A simple estimate of β i,τ for each firm obtained by regressing the individual 13 Estimating fixed individual effects in this framework defeats the purpose of quantile regression in the sense that the distinction between underperforming and overperforming firms will be lost when different intercept terms are allowed for each firm. 14 We investigate whether estimated coefficients vary over time by considering four separate panels consisting of nine cross sections each. We find that the results are qualitatively similar to those presented in the paper, hence they are not reported. In other words, the results are robust to different levels of pooling. Naturally they are available on request.
firm's daily excess return on the market excess return, that is,
using 100 time series observations. This variable is a measure of reward for holding systematic risk associated with asset i. LOGSIZE -The natural logarithm of the market capitalization of the firm at the midpoint in the data (the same for all 36 cross sections).
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BIDASK -The average bid-ask spread for the firm across 100 observations. The bid-ask spread is calculated as
This variable is a measure of the liquidity of asset i. The larger is the bid-ask spread, the lower is the liquidity of the stock and hence the more the investor must be compensated for holding it. Theoretically we expect a positive relationship between BIDASK and expected return. RF -The risk factors, or coefficients from the time-series regression of excess return on the following (lagged) marketwide variables simultaneously: finp (financial paper -proxy for the risk-free rate), junk (yield on Moody's Baa-rated corporate bonds less the yield on Aaa-rated corporate bonds), slfh (Ten-year constant maturity T-bond yield less the 3-month constant maturity T-bill rate), term (spread between a ten-year and a one-year T-bond yield), mnt6 (six-month Treasury constant maturity yield less the one-month yield, finpaper) and mnt3 (three-month yield less the one-month yield). These are similar to the variables used to test the CAPM by French (1989, 1992) , Campbell (1987) , Harvey (1989) , Breen, Glosten, and Jagannathan (1989) , and Harvey (1991, 1999) among others.
The model we estimate is
where β 4 is a 6 × 1 vector and RF i is an n × 6 matrix containing the risk factors. For the combined cross-section method (i.e. the first method of pooling) we consider Ferson and Harvey's (1999) efficient-weighted FM estimator (labelled EOLS), efficientweighted least squares (EWLS), the various efficient-weighted quantile regressions as well as efficient-weighted OLS, similar to EOLS, but where the weights and standard errors are computed based on White's (1980) heteroskedasticity robust variance-covariance matrix (labelled EOLS-WC). This method is less efficient than EOLS but may be the preferred method if heteroskedasticity is suspected. The estimators used in the fixed time effects panels (i.e. the second method of pooling) are OLS, OLS with White (1980) 
Quantile Regression in the Presence of Errors-in-Variables
The attenuation problem has been well-documented in the finance literature (see MacBeth 1973 and Wang 1996) . Simply put, because the BETA variable consists of estimates from an OLS time series regression, it suffers from an EIV problem that causes estimates of the effect of BETA on average return to be biased towards zero. The standard method of dealing with this is to aggregate the individual firms into portfolios. It is argued that portfolio betas can be estimated more precisely than betas for individual firms, thus reducing, but not eliminating, the resultant bias.
There are several problems associated with this approach. Firstly, aggregation can reduce the informational content inherent in the individual returns data. Further, the construction of large portfolios may induce an aggregation bias. Since individual firms are themselves merely portfolios of individual assets, and since the parameters will be estimated more precisely using a larger data set, the optimal solution to the attenuation problem involves a trade-off between reducing bias (via aggregation) and improved efficiency (via disaggregation). Under standard conditions, using OLS regression, the main concern is bias, so typically only about 20-25 portfolios (Kothari, Shanken, and Sloan 1995 and Harvey 1999) are considered.
In our application, using so few cross-sectional (portfolio) observations would prevent identification of the quantile regression estimates across a wide range of quantiles (see Buchinsky (1998) ). Those estimates that could be computed, particularly in the tails of the conditional distribution, would be measured very imprecisely and subsequent significance tests would lack power. Further, by using quantile regression, we seek to delineate the behavior of bad news versus good news firms (i.e. underperforming and overperforming firms). If we aggregate the firms into large portfolios, this will have the effect of diversifying away the effect of the idiosyncratic shocks or the effect of the omitted variables for a particular firm and will dilute the impact of the quantile regression findings.
17 Since we are more interested in the relative values of the parameters across the quantiles, the absolute amount of bias is of secondary concern; in this section we study how the bias of the quantile regression estimator changes across θ. The properties of the quantile regression estimator in the presence of errors-in-variables have not been considered in the statistics or econometrics literature. If quantile methods can be shown to help deal with bias caused by EIV, these methods may gain wider acceptance with those who analyze aggregated data since portfolio formation reduces, but does not eliminate, the EIV problem. Here, a Monte Carlo simulation is employed to examine the small sample properties. The asymptotic properties are unknown and beyond the scope of this paper but, like OLS, the quantile regression estimator is inconsistent when applied in the presence of omitted variables.
The design of the experiment is as follows. A design matrix is taken from one of the cross sections considered in the empirical example. Then, a series of average returns is generated according to the equation
where Z i is a matrix containing the other variables. The parameters used are extracted from OLS estimates based on the actual returns data. β 1 , the parameter of interest here, is allowed to take the values 0.05 and 0.1. A new series for BET A i that incorporates measurement error is then constructed according to
In this case, determining a realistic value for σ ε is difficult so it is allowed to vary from 0 (no errors-in-variables), through 0.2 to 0.4. The sample size takes the values of 100 and 1,093 (the sample used for the individual cross sections in this paper). We use 5,000 Monte Carlo replications throughout. The primary aim here is to assess the bias of the quantile regression estimator across θ and to compare it to the OLS estimator. Under the assumptions of the classical linear regression model (namely independence of the errors and regressors), the true quantile slope parameters are the same for all quantiles and the quantile regression estimator is consistent (Buchinsky (1998) ). We must use this method to generate data with known quantile properties because of the difficulties associated with generating data with different slopes at different points in the distribution, this property is discussed by Buchinsky (1995) . Including σ 2 ε = 0 allows determination of the small sample bias where the asymptotic bias is zero -it thus represents a control experiment against 17 Again, the reader should note that we use terms such as "overperforming" and "underperforming" firms in a specific sense. We prefer to think of location in a quantile as corresponding to the magnitude and sign of the idiosyncratic shock to a firm at a particular time. More precisely, it can be viewed as the effect of omitted variables on the pricing of risk.
which the results for the case of EIV can be compared. The Monte Carlo output is included in Table 1 .
The results indicate that for every experiment considered, quantile regression estimates of β 1 are larger, on average, for low values of θ than for high values of θ. Where σ ε is zero and the classical assumptions hold, there is a small sample bias evident in the quantile regression estimator that is positive where θ < 0.5 and negative where θ > 0.5. For the special case of median regression (θ = 0.5), the quantile regression estimator is unbiased (up to a small Monte Carlo error) as expected. The bias is generally smaller for n = 1, 093 at all quantiles when compared to n = 100, demonstrating the asymptotic convergence properties. This small sample bias deserves greater attention, which is beyond the scope of this paper.
When EIV are induced, the shape of the function relating bias to θ is roughly equivalent to that observed for σ ε = 0, that is, the average coefficient is higher for θ = 0.1 than for θ = 0.9. In the case of EIV, however, the median regression estimator is actually less biased than OLS and thus may be the preferred estimator when dealing with the EIV problem. When θ = 0.5, the improved bias of the median regression estimator means that it suffers less squared error loss than OLS, despite being less efficient. This result provides strong evidence that, at least for the present problem, median regression is a better estimator than OLS.
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When the EIV problem is rendered more extreme by considering σ ε = 0.4, the bias of the quantile regression estimator is less than for OLS even when θ > 0.5. For n = 100, β 1 = 0.1, the bias of the OLS estimator exceeds that of the quantile estimator for all θ under consideration. The same experiments were run for the case where β 1 = −0.05 and −0.1 and the results were found to be qualitatively the same but the direction of the attenuation bias was still towards zero. The effect of the bias means that the quantile plot (the plot of β θ against θ) will generally be flatter than it is in reality, 19 i.e. patterns will appear to be less extreme in the sample than they are in the population. There is evidence that the plot of the bias of the quantile regression estimator against θ 'flattens out' as n is increased to 1,093. This finding was confirmed by a small experiment involving pooled cross sections, suggesting that pooling is favored relative to methods based on combining individual cross sections. Since we use pooling in this paper, interquantile variation solely due to bias differences across θ can be ruled out.
Results and Discussion
The results of the empirical analysis are contained in Tables 2 through 8 Table 1 : Small Sample Performance of the Quantile Regression Estimator in the Presence of Errors in Variables. The results of the Monte Carlo experiment used to assess the properties of the quantile regression estimator in the presence of errors-invariables. Coef. is the average coefficient value, S.D. is the standard deviation of the estimates, RMS is root mean square loss, σ ε represents the amount of error in the estimate of β 1 , n is sample size, θ is the quantile and LS stands for the least squares estimator. in behavior between underperforming and overperforming stocks, or firms that may be receiving negative or positive idiosyncratic shocks, and that such behavior differs for large as opposed to small firms. The quantile regression technique therefore provides considerable insight that cannot be obtained by using standard regression techniques. Although focusing this results section on the two-pass efficient-weighted quantile regression results for the 36 individual cross sections would provide greater conceptual comparability with the existing literature, we choose to focus our discussion on the results for the pooled, fixed time effects quantile regressions for the following reasons: 1) The interquantile F-test of equality of coefficients is easily interpretable and need not be averaged over 36 cross sections; 2) Greater sample size and degrees of freedom improve the precision of estimates; 3) Monte Carlo evidence suggesting that larger samples display more evenly-distributed attenuation bias across quantiles than observed for smaller samples; and 4) Both approaches yield qualitatively similar results.
Reported p-values are constructed using the design matrix bootstrap approach and hence are robust to serial correlation, heteroskedasticity and any general dependence between the regressors and the regression errors. Throughout this section, we primarily discuss the pooled results but note any discrepancies between the results from the two levels of pooling.
CAPM Performance Across Quantiles. Table 2 presents the results for interquantile tests of whether or not the parameters are equal across quantiles. The table compares parameter values for θ = 0.1 and 0.5, for θ = 0.5 and 0.9, and for θ = 0.1 and 0.9. Interquantile tests are performed individually for each risk factor, for groups of factors such as firm-specific or marketwide factors and for all factors jointly.
All of the individual firm-specific tests resoundingly reject the null hypothesis that the coefficients are the same across the quantiles. The only exceptions are for size and beta for large firms where the p-values comparing the 10 th and 50 th percentiles are 0.2834 and 0.0838
respectively. This result may in part be due to the data containing fewer large firms than small firms. The joint tests for all firm-specific factors find a significant difference between the coefficients across quantiles for both large and small firms. The marketwide factors generally do not significantly differ across the quantiles when considered individually, but jointly, the coefficients on these factors vary significantly with θ. Also, joint tests of the null that the coefficients on all firm-specific and marketwide factors are equal to zero are also strongly rejected across all quantiles and firm sizes. Similar estimation results obtain for the 36 efficiently-weighted pooled cross sections too. This body of evidence implies that the particular version of conditional multifactor CAPM tested here fails, since the market price of beta risk changes across quantiles (and is different for firms of different sizes). Furthermore, these results imply that there are locations in the conditional distribution of returns where the market price of beta risk is strongly significant, even without the two extra Fama Table 2 : Individual and Joint Interquantile Tests Using Pooled Quantile Regressions. Individual and joint interquantile tests based on pooled quantile regressions with time-specific fixed effects. We include F-statistics and p-values. The p-values are based on the F-distribution with the stated number of numerator (ndof) and denominator (ddof) degrees of freedom. FS-MW is a joint test of whether firm-specific and marketwide factors are constant across the stated quantiles; FS tests just the firm-specific factors; and MW tests just the marketwide factors. ALL represents the case where all firms are included in the data set; SMALL includes only firms with lower than average market capitalization; and BIG includes only larger than average firms. 10 − 50 indicates that the test is for determining whether or not the coefficients differ across the 10th and 50th quantiles; 50 − 90 indicates the test is for the 50th and 90th quantiles; and 10 − 90 indicates the test is for determining whether the coefficients differ across the 10th and 90th quantiles.
other factors that have typically helped to resuscitate the CAPM. Since it is the case that we can reject the hypothesis that the coefficients are the same across quantiles, we find that none of the empirical or theoretical results previously uncovered in the literature (positive, negative or zero market prices of risk) are supported unambiguously. By construction, we show that the results obtained using LS-based methods are but one perspective on the more complex set of patterns revealed by quantile regression.
Firm-Specific Conditional Variables. Theory says that returns should increase with beta, so we would expect a positive and significant coefficient on the market price of beta risk across all quantiles. Furthermore, the expected return for an individual firm should share the same market price of risk as all firms in equilibrium. Above, we showed that the market price of risk is not the same across all firms. Here, by inspection of the coefficients and t-statistics from the pooled quantile regression in Figures 1 and 2 and in Tables 3 through 5, we reveal that beta is not a significant explanator of returns across the entire conditional distribution. In general, an "S" pattern is observed, where beta has a negative coefficient for firms that underperform the mean (or have a negative idiosyncratic shock or bad news) and a positive coefficient for firms that overperform the mean. In particular, beta is significant and positive for the top 30% of firms, implying that the theoretical CAPM relationship applies conditionally, but only for firms that out-perform the mean. Firms in the lower quantiles have unobserved characteristics that are not conducive to high returns. The market appears to price these assets in such a way that there is a significant negative return to beta risk. Moving across the quantiles, the quality of the unobserved factors improves and the effect of additional beta risk becomes positive. An interesting result here is the negative slope that occurs in the quantile plot in the upper 25% of the distribution. This implies that in this range, as the unobserved factors improve, firms experience a lower return to increased beta risk.
The opposing results for large and small firms are striking. As the unobserved factors improve, the return to beta risk for large firms decreases, suggesting that the market places a positive price on beta risk for large firms that receive negative idiosyncratic shocks or are underperforming and a negative price on this risk for overperforming or good-news large firms. On the contrary, for small firms that are underperforming, the price of beta risk is negative while for overperforming small firms, the market price of beta risk is positive. Small firms are dominating the overall pattern in the quantile plot, as the majority that are included in our sample are small. Not surprisingly, around the center of the distribution, the coefficients lie on either side of zero without statistical significance, underscoring the ambiguous results typically found in the literature where the mean is the only point considered.
These results suggest that the conditional or multi-factor CAPM studied here holds only outside the center of the conditional distribution of returns. To date, empirical results have generally found that the CAPM predicted a positive (though often insignificant and occasionally negative and insignificant) relationship between cross-sectional returns and beta. It may also be the case that the results found in the literature to date are dominated by large firms and overperforming small firms, or, perhaps, because these types of firms are over-represented in the samples used. As is evident from Tables 6 through 8, the results for the efficient-weighted (à la Ferson and Harvey 1999) 36 cross sections are similar to the pooled results reported here.
A long debate has ensued as to whether size should be significantly related to returns and, if it is, then what sign should its coefficient take. Some, like Banz (1981) , demonstrate empirically that smaller firms have higher risk-adjusted returns, on average, than larger firms and that this is evidence against the CAPM, i.e. it represents an anomaly. Merton (1987) , in contrast, relaxes some of the informational assumptions of the CAPM and shows theoretically that the expected return on the asset should be an increasing function of size. Finally, Berk (1995) also argues that size-related stylized facts are not anomalies, but instead maintains that size and returns should be inversely related if the covariance of cash flows and returns is non-negative.
As demonstrated in Figures 3 and 4 and in Tables 3 through 5 , quantile methods provide some support for Merton's argument, in that the coefficient on size in these pooled quantile regressions is largely positive overall, except for the top 10% of overperforming firms. The result that small firms have a significant positive coefficient on size for all but the overperforming firms is a strong result from a statistical point of view and one that rekindles the debate on what the pricing of size represents. For large firms, the coefficients are negative in the second half of the conditional distribution, but are significant only for the top 10% of performers. So, the inverse relationship between size and returns documented in the literature occurs in our empirical example only for firms that perform significantly better than average (very good-news firms) and for large firms.
If beta were to fully explain the cross section of returns as per the traditional (unconditional single-factor) CAPM, size, along with other factors and conditioning variables, should be insignificant. We find that it is significant, though, indicating that size is at least proxying for a factor that should be priced but is not included in the model.
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In constructed with the same proportion of large and small firms as our sample, the results would not be so striking. A recent working paper by Chen and Bassett (2002) demonstrates a related point in a different context. They show that large-cap portfolios can have positive SMB cefficients in the Fama-French 3-factor model, giving the illusion of being small simply because the first factor, the market excess return, already includes components related to size. If the market factor is already 90% big, then a portfolio that is less than 90% big would have a positive SMB.
21 Berk (1995) suggests using the significance of size as a barometer of how well the model prices risk. 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 White (1980) heteroskedasticity corrected variancecovariance matrix and WLS regressions. We present coefficients and z-statistics. θ denotes quantile for which relationship is estimated. All firms included in the regressions.
other words, size contributes to the evidence against an unconditional single-factor CAPM for nearly all points in the conditional distribution and, using Berk's (1995) interpretation, against the particular conditional CAPM we consider. Note that for most of the quantile plot, the coefficient on size for small firms lies above the coefficient for large firms, mirroring Banz's (1981) empirical results. Finally, these results are slightly different for the efficiently weighted 36 cross sections as illustrated in Tables 6 through 8 : Unexpectedly, for large firms, the size effect is more significant in these efficient-weighted cross-sectional results than in the pooled quantile regression results. Merton (1987) also suggests that returns are a decreasing function of the public availability of information on returns. Amihud and Mendelson (1989) second half of the distribution, or for firms that perform at or better than average. For bad-news firms, below the middle quantiles, the coefficient on spread is actually negative, for both large and small firms. For these firms, increased illiquidity has a negative effect on subsequent return. The coefficient on spread does increase, though, as θ increases -this is a highly significant result. Bid-ask spread is another firm-specific variable which uncovers the failings of traditional CAPM. There does not appear to be a large difference in the pattern of coefficients for large and small firms across quantiles, but big firms do have a larger positive coefficient on spread for firms that overperform and an even more negative coefficient for firms that underperform relative to the mean. The most notable difference between the pooled and cross-sectional results (c.f. Tables 6-8) for this factor is that at the median, for large firms, without pooling the 36 cross sections, the positive coefficient is not significant at the 5% level. White (1980) heteroskedasticity corrected variance-covariance matrix and WLS regressions. We present coefficients and z-statistics. θ denotes quantile for which relationship is estimated. Only firms with larger than average market capitalization included in the regressions.
Overall, we see evidence that the results from the LS-based mean and the median estimators appear to be some summary or average measure of the multifaceted patterns revealed by quantile regression. In general, the 10% and 90% quantile-estimated coefficients tend to be much larger in absolute value and more significant than the median or mean (LS-based) estimated coefficients. In addition, these two extreme quantile estimates flip signs, meaning that extremely overperforming and underperforming firms have relationships between excess returns and firm-specific variables or factors that are qualitatively opposite in nature. The Monte Carlo simulation reported in Section 3 illustrates that for such cases where the sign flips across quantiles, the actual quantile plot is likely to be steeper than the estimated quantile plot. Finally, in the center of the distribution where the market price of beta risk is insignificant, both spread and size are significant.
Marketwide Factors. Numerous authors, including Breen, Glosten and Jagannathan (1989) , Ferson and Harvey (1991) and Campbell (1987) follow the Fama and Schwert (1977) tradition and find a negative relationship between returns and financial paper (finp). It is clear from the quantile plot of the t-statistics (Figure 7 ) and from Tables 3 through 5 that this pattern is significant for large firms only in the bottom 10% of the conditional distribution for the empirical example considered here.
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Small firms tend to exhibit a negative partial correlation between these variables for the top 70% of conditional returns, but the coefficients are largely insignificant. Overall, the small firms appear to dominate the pattern of the quantile plot since our sample largely consists of small firms. This negative relationship is significant at the median for all firms at the 10% level of significance.
In Figure 8 , the quantile plot for the t-statistic on the coefficient on the three-month yield spread factor (mnt3), a measure of the short-maturity term structure, shows very little substantiating evidence for the Harvey (1989) and Ferson and Harvey (1991) predictions of a positive relationship between the three-month yield spread and returns. Mostly, the results indicate that there tends to be a positive but largely insignificant relationship for small firms (with some statistical significance around the center of the distribution) and a negative relationship for large firms which is significant at or just below the median (at the 30% and 50% quantiles). This is corroborated by the results in Tables 3 through 5 . In contrast, Figure 9 demonstrates that for the six-month yield spread (mnt6), another measure of the term structure used by Campbell (1987) , the coefficient is positive almost everywhere for large firms, and is generally significant for the first 50% of the conditional distribution. For small firms, the coefficient is largely insignificant (except for the 50% and 70% quantiles) and negative.
The default or junk bond premium, or the spread between Moody's Aaa and Baa yields (junk), is used as a measure of business conditions by Fama and French (1989) and as a measure of changes in the risk of corporate default by Ferson and Harvey (1991) . Both of these studies find empirical support for a positive relationship between returns and the junk premium. Fama and French (1989) argue that the default premium captures time variation in expected stock returns as a result of changes in business conditions that endure longer than business cycles. They find that the default premium moves in opposition to business conditions, and argue that returns move in a similar way using a consumptionsmoothing argument. They also note that some consumption-smoothing-based arguments yield the opposite prediction. From Figure 10 and Tables 3 through 5 it is apparent that their positive prediction holds true across most of the quantile plot for both large and small firms. However, in this empirical example, this is not a significant result. In fact, the only (slightly) significant results obtain for small and large firms in the 50 th percentile for the 22 The extensive literature on the Fisher hypothesis in the context of stock returns demonstrates that such results can be sensitive to data frequency, so the results here may differ from those found in the literature due to our choice of data frequency. 
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all small large efficient-weighted 36 cross sections, with a negative coefficient on this factor for small firms and a positive coefficient for large firms. Fama and French (1989) similarly argue that the term spread (term), which can be measured as the difference between long-term and short-term bond yields, also varies inversely with business conditions, again implying a positive relationship between expected returns and the term premium. Figure 11 , the quantile plot for the t-statistic of the coefficient on the term spread factor, demonstrates that the price of this source of risk is largely negative across the conditional distribution and is largely significant for the central 40% of the distribution. Both large and small firms display negative coefficients on this risk factor, but these coefficients are significant only for large firms. In comparing Tables 3 through  5 with Tables 6 through 8 , the most striking difference between the results of these pooled regressions and the efficient-weighted 36 cross sectional regressions is that in the latter, a significant and positive relationship occurs for small firms in the bottom 10% of performers.
A measure of the changing slope of the Treasury yield curve, the difference between the yield of a ten-year Treasury bond and a three-month Treasury bill (slfh), is also used as an economic risk variable by Ferson and Harvey (1991) . Although they find that the relationship between the price of this type of risk and returns is significant and positive, we find that the coefficient on this variable is largely insignificant across the entire conditional distribution for small firms and for all firms overall. It is positive for large firms and underperforming small firms and is significant and positive only for large firms, with larger coefficients and t-statistics for underperforming firms.
In summary, many of the marketwide variables considered here are statistically significant, at least over some range of the conditional distribution of returns, and, as with the firm-specific variables, the coefficients tend to take on both negative and positive values, depending on the quantile. In other words, the quantile regression approach supports qualitatively different theoretical predictions simultaneously. In fact, some of the previously discovered empirical relationships between marketwide conditioning variables and returns are further substantiated when quantile methods are used as the second pass estimator, but these results generally do not hold, even weakly, over the entire distribution. Again, the existing literature exclusively analyzes these relationships at the center of the conditional distribution, so it is not surprising that more intricate patterns are revealed when these relationships are analyzed for other parts of the distribution. What is apparent is that, taken together, many of these marketwide conditioning variables are significantly related to the cross section of returns over some part of the quantile plot and jointly contribute more evidence against unconditional single-factor CAPM.
The fact that we find joint significance but less evidence of individual significance may indicate the presence of multicollinearity. A cursory glance at the correlation matrix contained in Table 9 indicates that the marketwide factors are all positively correlated with each other and the magnitudes are larger for the marketwide factors than for the firm-specific Finally, since joint interquantile tests support the notion that the coefficients on these risk factors vary significantly across the distribution, the version of conditional multi-factor CAPM considered here is also rejected since this implies the market price of risk for these factors differs across quantiles and hence firms, whereas theory posits that the market price of any factor should be the same for all firms. Whether the rejection is due to inherent heterogeneity across firms or heteroskedasticity unrelated to such economically-determined heterogeneity is an open question.
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Comparison of Quantile Methods with LS-based Approaches. In Tables 3  through 5 we compare the results of using quantile regression methods to the results of using LS-based methods (OLS, White-corrected OLS (OLS-WC), and WLS) for the pooled 36 cross sections. Similarly, in Tables 6 through 8, the efficient-weighted quantile regression method is compared to the efficient-weighted LS-based methods (EOLS, White-corrected EOLS (EOLS-WC), and EWLS) for the 36 different cross sections. Focusing the discussion on the firm-specific factors will ensure a brief and clear discussion.
Generally, the expected results are manifested and hold for both the 36 efficient-weighted cross sections as well as for the pooled regressions. The White-corrected OLS and EOLS-WC have smaller t-statistics than OLS and EOLS respectively, and WLS and EWLS estimates are more significant and often larger in size than those from the OLS (EOLS) and OLS-WC (EOLS-WC) estimators. The median regression estimate is typically smaller and 23 The highest correlations are between the mnt3 and mnt6 factors (0.838), between the term and the slfh factors (0.760) and between the term and finp factors (0.631). 24 Of course, the classical CAPM test would likely reject our model as well, since the market price of risk is insignificant around the center of the conditional distribution of returns. less significant than those from the mean regression estimators, which is notable since the median regression estimator is most robust to EIV bias, outliers, and nonnormality.
Conclusion
Using quantile methods in the second pass of the FM procedure uncovers a potential reason why so many researchers have found conflicting or inconclusive evidence regarding the importance of beta in explaining the cross section of returns: around the mean of the distribution, beta 'flops around' either side of zero and is insignificant; for both overperforming and underperforming firms, however, beta is strongly significant though with contrasting signs. Previous studies concentrate their efforts on the central tendency of conditional returns, and thus overlook those regions of the distribution where beta has bite.
By using quantile methods, some additional light is shed on other controversies such as the relevance of firm size and the negative relationship between returns and financial paper. Here we discover that size is significant and positive for firms in the bottom 50% of conditional returns (that is, for firms who receive negative idiosyncratic shocks or bad news of varying magnitude), and significant and negative for the top 25% of overperforming (or good news) firms. This provides new empirical support for Merton's (1987) prediction that size and returns are positively related and is in contrast to many of the empirical findings reported in the literature. In addition, overperforming firms have a positive and sometimes significant association between returns and financial paper, and underperforming firms tend to have a negative and sometimes significant relationship in the empirical example considered here.
In this paper we establish that the quantile regression method is a statistically viable and appropriate way of analyzing the cross section of returns. One of the implications of the failure of the interquantile tests to find parameter homogeneity across quantiles is that the multifactor conditional CAPM considered here is rejected, since the prices of risk factors, including beta risk, systematically change across the conditional distribution of returns. A more profound implication is that we open the door for further theoretical exploration of why such risk factors should be priced differently, depending on firm size and whether the firm received good, bad or indifferent news during the sample period.
