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2 GEN KUROKI AND TAKASHI TAKEBE
0. Introduction
The purpose of this paper is to construct an integral representation of solutions of the Knizhnik-Zamolodchikov-
Bernard equations, using the Wakimoto modules.
Correlation functions of the (chiral) Wess-Zumino-Witten models satisfy a system of differential equations.
In the genus zero case, it is the well-known Knizhnik-Zamolodchikov (KZ) equations [KZ], [TK]. Bernard [B1]
found a system of equations for the genus one case, which is now called the Knizhnik-Zamolodchikov-Bernard
(KZB) equations. In general, it is known (cf. [TUY]) that correlation functions are solutions of a holonomic
system over the base space of a family of Riemann surfaces with marked points and principal bundles on them.
See also [B2] and [F].
There are a vast amount of works on the KZ equations, among which are studies on integral representation
of solutions. There are several different approaches to this subject. One is from the viewpoint of the theory
of hypergeometric type integrals; e.g., [DJMM], [Mat], [SV1], [SV2]. Another approach comes from free field
theories on Riemann surfaces and the Wakimoto realization of affine Lie algebras; e.g., [Mar], [GMMOS], [BeF],
[ATY], [A]. The third one is the off-shell Bethe Ansatz developed in [BaF], the representation theoretical
meaning of which was clarified by [FFR]. See also [RV] and [Ch].
The first approach in the genus one case was pursued by Felder and Varchenko in [FV], while Babujian et
al. [BLP] study the off-shell Bethe Ansatz approach of the KZB equations (with an additional term). Our goal
in this paper is to apply the second approach to the genus one case to obtain an integral representation of
solutions of the KZB equations. In the genus zero case, an integral over a suitable (twisted) cycle of a matrix
element of product of vertex operators and screening charges gives a solution of the KZ equations. In the genus
one case, we take a twisted trace instead of a matrix element to give a solution of the KZB equation in the
integral form. We apply the method of the screening current Ward identity used in [ATY] and [A] mutatis
mutandis, and obtain an explicit formula for this integral representation. For the sl(2) case Bernard and Felder
found the same result in [BeF] by using Wakimoto modules.
The paper is organized as follows. In Section 1, mainly following [Ku], we review several fundamental
techniques in the conformal field theory, especially the free field realization of the affine Lie algebra found by
Wakimoto [W], Feigin and Frenkel [FF1], [FF2]. We state the problem in Section 2. Namely we formulate
the Wess-Zumino-Witten model on elliptic curves, following [FW], and give a definition of N -point functions.
The KZB equations are introduced as a system of equations satisfied by N -point functions. Section 3 is
the main part of this paper, where we give an integral representation of an N -point function on elliptic curves
(Theorem 3.4). If we restrict an N -point function to a certain submodule, it is a solution of the KZB equations.
We thus give an integral representation of solutions of the KZB equations (Theorem 3.12). To write down the
integrand explicitly, we use the screening current Ward identity on elliptic curves. Appendix A is a table of
theta functions used in the paper. In Appendix B we review the method of coherent states well known in the
string theory. We also compute the one-loop correlation function of vertex operators.
1. Bosonization and Wakimoto modules
In this section we review basic facts about the Wakimoto representations of the affine Lie algebras, following
[Ku]. See also [W], [FF1], [FF2], [FFR].
1.1. Notations for the finite dimensional algebra. Here we recall fundamental facts about finite dimen-
sional simple Lie algebras to fix the notations.
Let g be a finite dimensional simple Lie algebra of rank l, h its Cartan subalgebra and
g = h⊕
⊕
α∈∆
gα(1.1)
the root space decomposition, where ∆ is the set of roots. The Cartan-Killing form is denoted by (·|·),
through which we identify h and its dual space h∗. We fix the simple roots {α1, . . . , αl}, Chevalley generators
{Hi, Ei, Fi}i=1,...,l and a basis eα of gα, such that eαi = Ei for i = 1, . . . , l and (eα|e−α′) = δα,α′ . The set of
positive and negative roots are denoted by ∆+ = {β1, . . . , βs} and ∆− respectively. The Borel and nilpotent
subalgebras corresponding to ∆± are denoted by b±, n± as usual.
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Let G, B± and N± be an algebraic group corresponding to g, the subgroups corresponding to b± and to
n±. As is well known, there exists a Lie algebra homomorphism Rλ from g to the sheaf of twisted differential
operators Dλ on the flag variety B−\G once one fixes a dual vector λ ∈ h∗. Denote the base point [B+] ∈ B−\G
by o. With respect to the coordinate on oN+ ∼= n+, a big cell of B−\G, introduced by the exponential map:
C∆+ ∋ (xα)α∈∆+ 7→ o exp(xβ1eβ1) · · · exp(xβseβs) ∈ oN+,
the twisted differential operator Rλ(X) for X ∈ g is represented by a first order differential operator acting on
the space of polynomials C[xα;α ∈ ∆+]:
Rλ(X) = R(X ;x, ∂x, λ),(1.2)
where ∂x = (∂/∂x
α)α∈∆+ . The operator R(X ;x, ∂x, λ) is a polynomial in X , x, ∂x and λ(Hi) (i = 1, . . . , l).
More explicitly, there are polynomials Rα(X ;x) in x for X ∈ g, α ∈ ∆+ such that
Rλ(Ei) =
∑
α∈∆+
Rα(Ei;x)
∂
∂xα
,
Rλ(Fi) =
∑
α∈∆+
Rα(Fi;x)
∂
∂xα
+ xαiλ(Hi),
Rλ(H) = −
∑
α∈∆+
α(H)xα
∂
∂xα
+ λ(H),
(1.3)
for Chevalley generators Ei, Fi (i = 1, . . . , l) and H ∈ h. Note that Rλ(Ei) does not depend on λ. Hence we
sometimes omit the suffix and denote it by R(Ei).
The nilpotent subgroup N+ acts on the big cell from the left as
n · (oa) = ona for n, a ∈ N+.
The infinitesimal action of n+ induced by this action is denoted by Scr:
n+ ∋ X 7→ Scr(X ;x, ∂x) ∈ C[x, ∂x].(1.4)
1.2. Ghosts and free bosons. Let us introduce the algebra of (bosonic) ghosts, Ĝh(g), and the algebra of
free bosons, B̂os(g).
The generators of the algebra Ĝh(g) are βα[m] and γ
α[m] (α ∈ ∆+, m ∈ Z) satisfying the canonical
commutation relations:
[βα[m], γ
α′ [n]] = δα
′
α δm+n,0 · 1,(1.5)
for α, α′ ∈ ∆+ and m,n ∈ Z. We call the formal generating functions of generators,
βα(z) =
∑
m∈Z
z−m−1βα[m], γ
α(z) =
∑
m∈Z
z−mγα[m],(1.6)
ghost fields. They satisfy the following operator product expansions:
βα(z)γ
α′(w) ∼ δ
α′
α
z − w .(1.7)
The ghost Fock space Fgh is defined as a left Ĝh(g)-module generated by the vacuum vector |0〉gh, satisfying
βα[m]|0〉gh = 0, γα[n]|0〉gh = 0(1.8)
for any α ∈ ∆+, m ≧ 0, n > 0.
The algebra B̂os(g) is generated by φi[m] (i = 1, . . . , l, m ∈ Z), the defining relation of which is
[φi[m], φj [n]] = κ(Hi|Hj)mδm+n,0 · 1,(1.9)
where κ is a non-zero complex parameter. We extend the algebra to B˜os(g) by adding the boost operator epi
and its logarithm pi which satisfies the relation:
[φi[m], e
pj ] = κ(Hi|Hj)δm,0epj , [φi[m], pj] = κ(Hi|Hj)δm,0.(1.10)
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Fields
φi(z) := κpi + φi[0] log z +
∑
m∈Zr{0}
z−m
−m φi[m],
∂φi(z) :=
∑
m∈Z
z−m−1φi[m]
(1.11)
are important generating functions of generators of this algebra. The field φi(z) is called the free boson field .
For any H =
∑l
i=1 aiHi ∈ h, we also use the notations like
φ[H ;m] =
l∑
i=1
aiφi[m], p[H ] =
l∑
i=1
aipi, φ(H ; z) =
l∑
i=1
aiφi(z).
The free boson fields satisfy the following operator product expansion.
φ(H ; z)φ(H ′;w) ∼ κ(H |H ′) log(z − w),
∂φ(H ; z)∂φ(H ′;w) ∼ κ(H |H
′)
(z − w)2 ,
(1.12)
for any H,H ′ ∈ h. For a dual vector λ ∈ h∗, the boson Fock space Fbosλ with momentum λ is defined as a left
B̂os(g)-module generated by the vacuum vector |λ〉bos, satisfying
φi[m]|λ〉bos = 0, φi[0]|λ〉bos = λ(Hi)|λ〉bos(1.13)
for any i = 1, . . . , l, m > 0. The boost operator epi acts on the direct sum of Fock spaces
⊕
λFbosλ by shifting
the momentum:
epi |λ〉bos = |λ+Hi〉bos.(1.14)
The normal ordered product :P : of a monomial P of βα[m]’s, γ
α[m]’s, φi[m]’s and e
pi ’s is defined by putting
annihilation operators of |0〉gh and |λ〉bos (βα[m] (m ≧ 0), γα[m] (m > 0), φi[m] (m > 0)) and φi[0] appearing
in P to the right side in the product.
For example, the bosonic vertex operator is defined by
V (λ; z) := :e
φ(λ;z)
κ :
= exp
(
1
κ
∑
m<0
z−m
−m φ[λ;m]
)
ep[λ]z
1
κ
φ[λ;0] exp
(
1
κ
∑
m>0
z−m
−m φ[λ;m]
)
.
(1.15)
We introduce the following notations for later use.
V (λ; z) = V˜ (λ; z)V0(λ; z),(1.16)
V˜ (λ; z) := :e
φ˜(λ;z)
κ : = exp
(
1
κ
∑
m<0
z−m
−m φ[λ;m]
)
exp
(
1
κ
∑
m>0
z−m
−m φ[λ;m]
)
,(1.17)
V0(λ; z) := e
p[λ]z
1
κ
φ[λ;0],(1.18)
where φ˜(λ; z) = φ(λ; z)− κp[λ]− φ[λ; 0] is the non-zero mode part of φ(λ; z).
1.3. Bosonization and Wakimoto modules. Bosonizing the differential operators R(X ;x, ∂x, λ) in Sec-
tion 1.1 by ghosts and free bosons in Section 1.2 gives the Wakimoto realization of the affine Lie algebra
gˆ.
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Define current operator X(z) (X ∈ g) and the energy-momentum tensor T (z) by
X(z) := :R(X ; γ(z), β(z), ∂φ(z)): for X = Ei, Hi and i = 1, . . . , l,(1.19)
Fi(z) := :R(Fi; γ(z), β(z), ∂φ(z)): + ci∂γ
αi(z) for i = 1, . . . , l,(1.20)
T (z) := T gh(z) + T φ(z),(1.21)
T gh(z) :=
∑
α∈∆+
:∂γα(z)βα(z):,(1.22)
T φ(z) :=
1
2κ
l∑
i=1
:∂φ(Hi; z)∂φ(H
i; z):− 1
2κ
∂2φ(2ρ; z),(1.23)
where {Hi}i=1,... ,l is a basis of h dual to {Hi} with respect to (·|·), ρ is the half sum of positive roots (h and
h∗ are identified via the inner product) and {ci}i=1,...,l is a set of constants to be determined. More explicitly,
we have from (1.3)
Ei(z) =
∑
α∈∆+
:Rα(Ei; γ(z))βα(z):,(1.24)
Fi(z) =
∑
α∈∆+
:Rα(Fi; γ(z))βα(z): + γαi(z)∂φi(z) + ci∂γ
αi(z),(1.25)
H(z) = Hgh(z) + ∂φ(H ; z), Hgh(z) := −
∑
α∈∆+
α(H):γα(z)βα(z):(1.26)
for Chevalley generators Ei, Fi (i = 1, . . . , l) and H ∈ h.
We expand these series in the following way: for X ∈ g,
X(z) =
∑
m∈Z
z−m−1X [m], T (z) =
∑
m∈Z
z−m−2T [m].(1.27)
The coefficients X [m] and T [m] belong to a certain completion of the algebra Ĝh(g)⊗ B̂os(g).
Theorem 1.1. [W], [FF1], [FF2], [Ku]. There exists a unique set of constants {ci}i=1,...,l, such that a Lie
algebra homomorphism from the affine Lie algebra gˆ = g ⊗ C[t, t−1] ⊕ Ckˆ to a completion of Ĝh(g) ⊗ B̂os(g)
can be defined by
ω(X ⊗ tm) = X [m], ω(kˆ) = κ− h∨,(1.28)
for all X ∈ g, m ∈ Z, where kˆ is the center of gˆ and h∨ is the dual Coxeter number of g. Moreover, the energy-
momentum tensor T (z) defined by (1.21) coincides with the image of TSug(z) in U gˆ defined by the Sugawara
construction:
T (z) = ω(TSug(z)), TSug(z) :=
1
2κ
dimg∑
p=1
◦
◦Jp(z)J
p(z)
◦
◦ ,(1.29)
and T [m]’s generate the Virasoro algebra Vir with the central charge cV = dim g−12(ρ|ρ)/κ = k dim g/κ. Here
Jp(z) =
∑
m∈Z z
−m−1Jp ⊗ tm, {Jp} is a basis of g, {Jp} is its dual basis with respect to (·|·) and the symbol
◦
◦
◦
◦ is the normal ordered product in U gˆ.
Namely, ω can be extended to a Lie algebra homomorphism from gˆ⊕Vir to a completion of Ĝh(g)⊕ B̂os(g)
such that
T [m] = ω(TSug[m]).(1.30)
Therefore Kac-Moody current operators satisfy the operator product expansions:
X(z)Y (w) ∼ k(X |Y )
(z − w)2 +
[X,Y ](w)
z − w ,(1.31)
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where X,Y ∈ g and k = κ− h∨, and the energy-momentum tensor satisfies
T (z)T (w) ∼ cV/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w ,(1.32)
T (z)X(w) ∼ X(w)
(z − w)2 +
∂X(w)
z − w .(1.33)
We can regard Fgh ⊗Fbosλ as a representation of gˆ of level k = κ− h∨ through ω.
Definition 1.2. Denote Fgh ⊗Fbosλ by Wakλ,k and call it a Wakimoto module of level k, weight λ.
There is a g-submodule generated by |0〉gh ⊗ |λ〉bos, which is spanned by ∏α∈∆+ γα[0]I(α)|0〉gh ⊗ |λ〉bos
(I(α) ∈ N), and is isomorphic to the dual Verma module M∗λ of g with the highest weight λ. (See Proposition
4.4 of [Ku].) We denote it by Wak0λ,k:
Wak0λ,k := SpanC
{ ∏
α∈∆+
γα[0]I(α)|0〉gh ⊗ |λ〉bos
∣∣∣ (I(α))α∈∆+ ∈ N∆+} ∼= M∗λ .(1.34)
It is easy to show that for any m > 0 and X ∈ g,
X [m]Wak0λ,k = 0,(1.35)
and the quadratic Casimir operator C2 =
∑
p JpJ
p acts as a multiplication operator:
C2|Wak0
λ,k
= (λ|λ+ 2ρ)id.(1.36)
1.4. State-operator correspondence. Let us recall the state-operator correspondence in the two dimen-
sional conformal field theories. A primary field generates a highest weight representation of the algebra of
symmetries of the theory in a space of operator valued functions (“local operators”). In our case, the algebra
of symmetries is Ĝh(g)⊕ B̂os(g) and the representation space is:
Oλ := SpanC{x̂1[m1] · · · x̂n[mn]V (λ; z)|n ∈ N;xi = βα, γα or φj for certain α, j;mi ∈ Z}
⊂ Ĝh(g)⊕ B̂os(g)((z)),
(1.37)
where V (λ; z) is defined by (1.15) and the action of x[m], denoted by x̂[m], is defined by
x̂[m]Φ(z) := Resζ=z(ζ − z)m+h−1x(ζ)Φ(z), (x = βα, γα),
φ̂i[m]Φ(z) := Resζ=z(ζ − z)m∂φi(ζ)Φ(z),
(1.38)
where h is the conformal spin of the field x(z) =
∑
n∈Z x[n]z
−n−h (cf. (1.6)) and Φ(z) ∈ Oλ. An element of
Oλ maps Wakµ,k to Wakλ+µ,k for any µ:
Oλ ⊂ HomC(Wakµ,k,Wakλ+µ,k).(1.39)
Because of the operator product expansions, (1.7), (1.12), Oλ is a Ĝh(g)⊕ B̂os(g) module:
Lemma 1.3. (i) For any fields x, y = βα, γ
α, φi and any integers m,n ∈ Z, we have
[x̂[m], ŷ[n]] = [x[m], y[n]]∧ ∈ EndC(Oλ).
(ii) Oλ is generated by V (λ; z), which satisfies
β̂α[m]V (λ; z) = γ̂α[n]V (λ; z) = φ̂i[m]V (λ; z) = 0, φ̂i[0]V (λ; z) = λ(Hi)V (λ; z),(1.40)
for α ∈ ∆+, i = 1, . . . , l, m ≧ 0, n > 0.
The second statement is due to the operator product expansions:
βα(z)V (λ;w) ∼ 0, γα(z)V (λ;w) ∼ 0, φi(z)V (λ;w) ∼ λ(Hi)
z − wV (λ;w).(1.41)
Hence, the universality of Fock representations implies
BOSONIZATION AND KZB EQUATIONS 7
Corollary 1.4. There exists a unique surjective homomorphism
Φλ : Wakλ,k → Oλ,(1.42)
which maps |0〉gh ⊗ |λ〉bos to V (λ; z).
It follows immediately from (1.38) that the g-submodule Wak0λ,k defined by (1.34) is isomorphically mapped
to
Pλ := {P (γ(z))V (λ; z) |P (x) is a polynomial of x = (xα)α∈∆+ }(1.43)
by Φλ:
Φλ(P (γ[0])|0〉gh ⊗ |λ〉bos) = P (γ(z))V (λ; z).(1.44)
Since gˆ ⊕ Vir is realized in terms of ghosts and bosons through (1.28) and (1.30), we can define action of
X [m] (X ∈ g, m ∈ Z) and T [m] (m ∈ Z) on Oλ by replacing βα[n] etc. in ω(X [m]), ω(T [m]) with β̂α[n] etc.
defined by (1.38) respectively. In fact, their actions are described more simply, thanks to the following lemma:
Assume that Bi(z) =
∑
m∈ZBi[m]z
−m−hi (i = 1, 2) are fields which have the operator product expansion
B1(z)B2(w) =
N∑
j=1
B12,j(w)
(z − w)j + :B1(z)B2(w):,(1.45)
where the normal order product : : is defined by
:B1[m]B2[n]: =
{
B1[m]B2[n], m ≦ −h1,
B2[n]B1[m], m > −h1
(1.46)
and the field :B1(z)B2(w): has no singularity at z = w. We denote its restriction to the diagonal {z = w} by
B3(z):
B3(z) :=
∑
m∈Z
B3[m]z
−m−h3 , B3[m] =
∑
n∈Z
:B1[n]B2[m− n]:,(1.47)
where h3 = h1 + h2.
Lemma 1.5. For any Φ(z) ∈ Oλ, we have
B̂3[m]Φ(z) =
∑
n∈Z
◦
◦ B̂1[n]
̂B2[m− n]◦◦Φ(z),
where
B̂i[m]Φ(z) = Resζ=z(ζ − z)m+hi−1Bi(ζ)Φ(z),
and the normal ordering ◦◦
◦
◦ is defined by the same rule as in (1.46).
Corollary 1.6. For X ∈ g, m ∈ Z and Φ(z) ∈ Oλ, we have
X̂ [m]Φ(z) = Resζ=z(ζ − z)mX(ζ)Φ(z),(1.48)
T̂ [m]Φ(z) = Resζ=z(ζ − z)m+1T (ζ)Φ(z),(1.49)
where action in the left hand side is defined by replacing βα[m] etc. in ω(X [m]) and ω(T [m]) by β̂α[m] etc.
defined by (1.38).
Using the operator product expansions,
T (z)V (λ;w) ∼ ∂V (λ;w)
z − w +
∆λV (λ;w)
(z − w)2 ,(1.50)
where ∆λ = (λ|λ + 2ρ)/2κ is the conformal weight of V (λ;w), and the fact
[T [−1], x(z)] = ∂x(z),(1.51)
for x = βα, γ
α or ∂φi, which is a direct consequence of (1.21), we can prove the following formula by induction.
Lemma 1.7. For any Φ(z) ∈ Oλ, we have
∂Φ(z) = [T [−1],Φ(z)] = T̂ [−1]Φ(z).(1.52)
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1.5. Screening operators. Bosonization of the operator Scr(X ;x, ∂x) in (1.4) gives the screening operator.
The ghost sector of the screening operator is defined for any positive root α ∈ ∆+ as follows:
Scrα(z) := :Scr(eα; γ(z), β(z)):.(1.53)
The screening operator or the screening current is defined for simple roots αi (i = 1, . . . , l) as the product of
Scrαi and a bosonic vertex operator (see (1.15)):
scri(z) := Scrαi(z)V (−αi; z) ∈ O−αi .(1.54)
Important property of screening currents is the following operator product expansions.
X(z)scri(w) ∼ 0,(1.55)
Fj(z)scri(w) ∼ −κδi,j ∂
∂w
V (−αi;w)
z − w ,(1.56)
T (z)scri(w) ∼ ∂
∂w
scri(w)
z − w ,(1.57)
where X ∈ b+ and i, j = 1, . . . , l. The ghost sector of the screening current has the following operator product
expansion, which shall be used in computing explicit forms of the integral representations of solutions of the
KZB equations:
Hgh(z)Scrα(w) ∼ α(H)Scrα(w)
z − w ,(1.58)
T gh(z)Scrα(w) ∼ ∂Scrα(w)
z − w +
Scrα(w)
(z − w)2 ,(1.59)
Scrα(z)Scrβ(w) ∼
fα+βα,β Scrα+β(w)
z − w ,(1.60)
Scrα(z)P (γ(w)) ∼ (ScrαP )(γ(w))
z − w ,(1.61)
for any P (x) ∈ C[x] (x = (xα)α∈∆), where fα+βα,β is the structure constant of the Lie algebra n+, [eα, eβ ] =
fα+βα,β eα+β , and (ScrαP )(x) ∈ C[x] is the polynomial (ScrαP )(x) = Scr(eα;x, ∂x)P (x) ∈ C[x].
2. WZW models on elliptic curves
In this section we recall the definition (or a characterization) of N -point functions on elliptic curves.
2.1. Space of conformal coinvariants and space of conformal blocks. N -point functions of the WZW
model take values in the space of the conformal blocks which is the dual of the space of the conformal coin-
variants. (Exactly speaking, N -point functions are sections of a vector bundle, a fiber of which is the space
of conformal blocks. See Section 2.2.) To define the space of conformal coinvariants and conformal blocks, we
first need a Lie algebra bundle over an elliptic curve with marked points.
For each q ∈ C×, |q| < 1, we define an elliptic curve X = Xq by
Xq := C
×/qZ,(2.1)
where qZ = {qn |n ∈ Z} is a multiplicative group acting on C× by z 7→ qnz. A Lie algebra bundle gH is defined
for each H ∈ h by
gH = C× × g/ ∼,(2.2)
where the equivalence relation ∼ is
(t, A) ∼ (qt, e− adHA).(2.3)
This Lie algebra bundle gH has a natural connection, ∇d/dt = td/dt, and is decomposed into a direct sum
of line bundles and a trivial bundle with fiber h:
gH ∼=
⊕
α∈∆
Lα(H) ⊕ (h×X).(2.4)
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Here the line bundle Lc (c ∈ C) on X is defined by
Lc := (C× C)/≈c,(2.5)
where ≈c is an equivalence relation defined by
(t, x) ≈c (qt, e−cx).(2.6)
As usual, the structure sheaf on X = Xq is denoted by OX and the sheaf of meromorphic functions on X by
KX . A stalk of a sheaf F on X at a point P ∈ X is denoted by FP . When F is an OX -module, we denote its
fiber FP /mPFP by F|P , where mP is the maximal ideal of the local ring OX,P . Denote by F∧P the mP -adic
completion of FP .
We shall use the same symbol for a vector bundle and for a locally free coherent OX -module consisting of its
local holomorphic sections. For instance, the invertible sheaf associated to the line bundle Lc is also denoted
by the same symbol Lc. Denote by Ω
1
X the sheaf of holomorphic 1-forms on X , which is isomorphic to OX
since X is an elliptic curve. The fiberwise Lie algebra structure of the bundle gH induces that of the associated
sheaf gH over OX . Define the invariant OX -inner product on gH by
(A|B) := 1
2h∨
TrgH (adA adB) ∈ OX for A,B ∈ gH ,(2.7)
where the symbol ad denotes the adjoint representation of the OX -Lie algebra gH . Then the inner product on
gH is invariant under the translations with respect to the connection ∇ : gH → gH ⊗OX Ω1X :
d(A|B) = (∇A|B) + (A|∇B) ∈ Ω1X for A,B ∈ gH .(2.8)
Under the trivialization of gH defined by the construction (2.2), the connection ∇ coincides with the exterior
derivative by t d/dt.
The fiber of gH is isomorphic to g. For any point P on X with t(P ) = z, we put
gP := (gH ⊗OX KX)∧P ,(2.9)
which is a topological Lie algebra non-canonically isomorphic to the loop algebra g((t − z)). Its subspace
gP+ := (g
H)∧P
∼= g[[t− z]] is a maximal linearly compact subalgebra of gP under the (t− z)-adic linear topology.
Let us fix mutually distinct points P1, . . . , PN on X whose coordinates are t = z1, . . . , zN and put D :=
{P1, . . . , PN}. We shall also regard D as a divisor on X (i.e., D = P1 + · · ·+ PN ). Denote X rD by X˙. The
Lie algebra gD :=
⊕N
i=1 g
Pi has the natural 2-cocycle defined by
ca(A,B) :=
N∑
i=1
Rest=zi(∇Ai|Bi),(2.10)
where A = (Ai)
N
i=1, B = (Bi)
N
i=1 ∈ gD and Rest=z is the residue at t = z. (The symbol “ca” stands for “Cocycle
defining the Affine Lie algebra”.) We denote the central extension of gD with respect to this cocycle by gˆD:
gˆD := gD ⊕ Ckˆ,
where kˆ is a central element. Explicitly the bracket of gˆD is represented as
[A,B] = ([Ai, Bi]
0)Ni=1 ⊕ ca(A,B)kˆ for A,B ∈ gD,(2.11)
where [Ai, Bi]
0 are the natural bracket in gPi . The Lie algebra gˆP for a point P is non-canonically isomorphic
to the affine Lie algebra gˆ and gˆPi can be regarded as a subalgebra of gˆD. Put gP+ := (g
H)∧P as above. Then
gPi+ can be also regarded as a subalgebra of gˆ
Pi and gˆD.
Let gH,D
X˙
be the space of global meromorphic sections of gH which are holomorphic on X˙:
g
H,D
X˙
:= Γ(X, gH(∗D)).
There is a natural linear map from gH,D
X˙
into gD which maps a meromorphic section of gH to its germ at Pi’s.
The residue theorem implies that this linear map is extended to a Lie algebra injective homomorphism from
g
H,D
X˙
into gˆD, which allows us to regard gH,D
X˙
as a subalgebra of gˆD.
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Definition 2.1. The space of conformal coinvariants CCH(Xq, D,M) and that of conformal blocks CBH(Xq, D,M)
associated to gˆPi-modules Mi with the same level kˆ = k are defined to be the space of coinvariants of
M :=
⊗N
i=1Mi with respect to g
H,D
X˙
and its dual:
CCH(Xq, D,M) := M/g
H,D
X˙
M, CBH(Xq, D,M) := (M/g
H,D
X˙
M)∗.(2.12)
(In [TUY], CCH(Xq, D,M) and CBH(Xq, D,M) are called the space of covacua and that of vacua respectively.)
In other words, the space of conformal coinvariants CCH(Xq, D,M) is generated by M with relations
AX˙v ≡ 0 for all AX˙ ∈ gH,DX˙ and v ∈M ,(2.13)
and a linear functional Φ on M belongs to the space of conformal blocks CBH(Xq, D,M) if and only if it
satisfies that
Φ(AX˙v) = 0 for all AX˙ ∈ gH,DX˙ and v ∈M .(2.14)
These equations (2.13) and (2.14) are called the Ward identities.
2.2. N-point functions. N -point functions are flat sections of a sheaf of conformal blocks over the base space
S of a family X˜ of pointed curves with marked points defined as follows:
S := { (z; q;H) = (z1, . . . , zN ; q;H) ∈ (C×)N × C× × h | zi/zj 6∈ qZ if i 6= j },
X˜ := S × C×.
Let π˜ = π
X˜/S be the projection from X˜ onto S along C
×, π(z; q;H ; t) = (z; q;H), and p˜i the section of π˜ given
by zi:
p˜i(z; q;H) := (z; q;H ; zi) ∈ X˜ for (z; q;H) = (z1, . . . , zN ; q;H) ∈ S.
A family of N -pointed elliptic curves π : X։ S is constructed as follows. Define the action of Z on X˜ by
m · (z; q;H ; t) := (z; q;H ; qmt) for m ∈ Z, (z; q;H ; t) ∈ X˜.(2.15)
Let X be the quotient space of X˜ by the action of Z:
X := Z\X˜.(2.16)
Let π
X˜/X be the natural projection from X˜ onto X and π = πX/S the projection from X onto S induced by π˜.
We put
pi := πX˜/X ◦ p˜i, Pi := pi(S), D :=
N⋃
i=1
Pi, X˙ := XrD, D˜ := π
−1
X˜/X
(D).
Here pi is the section of π induced by p˜i and D is also regarded as a divisor
∑N
i=1 Pi on X. The fiber of π at
(z; q;H) = (z1, . . . , zN ; q;H) ∈ S is an elliptic curve with modulus q and marked points z1, . . . , zN .
We refer to [FW] for the construction of a sheaf of conformal blocks and its flat connection and, using their
result, define the N -point functions as follows. (See also [S].)
We identify each fiber of gH with g via the standard trivialization defined by the construction of gH , (2.2).
Then the algebra gP defined by (2.9) is identified with g((t − z)) where t is the coordinate on the complex
plane and z is the coordinate of P . For X ∈ g, the element X ⊗ (t − z)m of gP ∼= g((t − z)) is denoted by
X [m]. The Virasoro generator defined by the Sugawara construction (1.29) is denoted by T [m]:
T [m] =
1
2κ
dimg∑
p=1
∑
n∈Z
◦
◦Jp[m− n]J
p[n]
◦
◦ .(2.17)
Let us denote the representation of gˆPi on the i-th component of the tensor product M =
⊗N
i=1Mi by ρi
and its dual by ρ∗i : for v ∈M , v∗ ∈M∗, A ∈ gˆPi ,
〈ρ∗i (A)v∗, v〉 = −〈v∗, ρi(A)v〉(2.18)
where 〈·, ·〉 is the pairing of M∗ and M . We assume that the Virasoro algebra with central charge cV acts on
Mi and M
∗
i through the Sugawara construction (2.17).
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For v ∈M , v∗ ∈M∗, H ∈ h and a multi-valued meromorphic function f(t) on Xq, all poles of which belong
to {z1, . . . , zN} (mod qZ), we define
ρ
(
T
{
f(t)
d
dt
})
v :=
N∑
i=1
∑
m∈Z
fi,m+1ρi(T [m])v, ρ
∗
(
T
{
f(t)
d
dt
})
v∗ :=
N∑
i=1
∑
m∈Z
fi,m+1ρ
∗
i (T [m])v
∗,
(2.19)
ρ(H{f(t)})v :=
N∑
i=1
∑
m∈Z
fi,mρi(H [m])v, ρ
∗(H{f(t)})v∗ :=
N∑
i=1
∑
m∈Z
fi,mρ
∗
i (H [m])v
∗,(2.20)
where f(t) =
∑
m∈Z fi,m(t− zi)m is the Laurent expansion of f(t) around t = zi.
Fix a meromorphic function Z(z; q;H ; t) on X˜ with poles only at {z1, . . . , zN} (mod qZ) (namely Z(z; q;H ; t) ∈
Γ(X˜,O
X˜
(∗D˜))) satisfying
Z(z; q;H ; qt) = Z(z; q;H ; t)− 1.(2.21)
We abbreviate Z(q; z;H ; t) as Z(t).
Example 2.2. We may take the following function as Z(t) = Z(z; q;H ; t):
Z(z; q;H ; t) :=
1
2πi
t
zi0
d
dt
log θ11(t/zi0 ; q),(2.22)
for i0 ∈ {1, . . . , N}.
Let us take a coordinate system of h as h ∋ H =∑la=1 ξaHa, where {Ha}la=1 is an orthonormal basis of h.
Definition 2.3. A multi-valued holomorphic function Ψ(z; q;H) on S with values in M∗ is called an N -point
function in genus one if it satisfies the following conditions (I), (II), (III) and (IV).:
(I) For any (z, q,H) ∈ S, Ψ(z; q;H) ∈ CBH(Xq, D,M);
(II) For j = 1, . . . , N ,
∂
∂zj
Ψ(z; q;H) = ρ∗j (T [−1])Ψ(z; q;H);(2.23)
(III) (
q
∂
∂q
+
cV
24
)
Ψ(z; q;H) = ρ∗
(
T
{
Z(t)t
d
dt
})
Ψ(z; q;H);(2.24)
(IV) For r = 1, . . . , l,
∂
∂ξr
Ψ(z; q;H) = −ρ∗(Hr{Z(t)})Ψ(z; q;H).(2.25)
Assume that each Mi contains a g-submodule Vi such that for any m > 0 and X ∈ g,
X [m]Vi = 0,(2.26)
and the Casimir operator C2 =
∑
p JpJ
p acts as a multiplication,
ρi(C2) = c
(i)
2 idVi .(2.27)
Let us define a function Π(q;H) by
Π(q;H) := qdim g/24(q; q)l∞
∏
α∈∆+
2 sinh(α(H)/2)
∏
α∈∆
(qeα(H); q)∞.(2.28)
Then we can restrict an N -point function Ψ(z; q;H) to V =
⊗N
i=1 Vi:
ΨV (z; q;H) := Ψ(z; q;H)|V ,(2.29)
and Ψ˜V (z; q;H) = Π(q;H)ΨV (z; q;H) satisfies the following system, which is called the Knizhnik-Zamolodchikov-
Bernard (KZB) equations first found by Bernard [B1]. (See Theorem 4.1 of [FW].): The functions σc(z) and
ζ(z) below are defined by (A.7) and (A.8).
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(I′) For any H ∈ h,
N∑
i=1
ρ∗i (H)Ψ˜V (z; q;H) = 0;(2.30)
(II′) For j = 1, . . . , N ,
κ
(
zj
∂
∂zj
+
c
(j)
2
2κ
)
Ψ˜V (z; q;H) =
l∑
r=1
ρ∗j (Hr)
∂
∂ξr
Ψ˜V (z; q;H) +
∑
i6=j
(ρ∗i ⊗ ρ∗jΩ(zi, zj))Ψ˜V (z; q;H),(2.31)
where
Ω(z, w) = Ω(z, w; q;H) := −
∑
α∈∆
σ−α(H)
( z
w
)
eα ⊗ e−α −
l∑
r=1
ζ
( z
w
)
Hr ⊗Hr.(2.32)
(III′)
2κq
∂
∂q
Ψ˜V (z; q;H) =
l∑
r=1
(
∂
∂ξr
)2
Ψ˜V (z; q;H) +
N∑
i,j=1
(ρ∗i ⊗ ρ∗jH(zi, zj))Ψ˜V (z; q;H),(2.33)
where
(2.34) H(z, w) = H(z, w; q;H) :=
:= −
∑
α∈∆
(
ζ
(
eα(H)z
w
)
− ζ(eα(H))
)
σ−α(H)
( z
w
)
eα ⊗ e−α −
l∑
r=1
1
2
(
ζ
( z
w
)2
+
z
w
ζ′
( z
w
))
Hr ⊗Hr.
Conversely, restriction of an N -point function to V is characterized by the KZB equations with additional
conditions. For example, Felder and Wieczerkowski [FW] used the automorphic properties and asymptotic
behavior of Ψ˜V as the additional conditions, while Suzuki [S] found a holonomic system characterizing Ψ˜V
which includes the KZB equations.
3. N-point functions from Wakimoto modules
In this section we construct N -point functions for Wakimoto modules, Mi = Wakλi,k, where λi ∈ h∗ and∑N
i=1 λi belongs to the positive root lattice of g.
Fix ordered sets of the simple roots of g, {αi1 , . . . , αiM }, such that
M∑
j=1
αij =
N∑
i=1
λi.(3.1)
Denote the following linear map by ψ(z; t; q;H), where z = (z1, . . . , zN), t = (t1, . . . , tM ) and (z, t) belongs
to (the universal covering of) (C×)N+M r { diagonals }:
(3.2) Wakλ1,k ⊗ · · · ⊗WakλN ,k ∋ v1 ⊗ · · · ⊗ vN 7→
7→ TrWakµ,k(Φλ1(v1; z1) · · ·ΦλN (vN ; zN)scri1 (t1) · · · scriM (tM )qT [0]−cV/24eH[0])dt1 ∧ · · · dtM .
Note that, thanks to (1.39) and (3.1), the operator inside the bracket in the right hand side is an endomorphism
of Wakµ,k.
Proposition 3.1. There is a local system of rank one L on { (z; t; q;H) | (z; t) = (z1, . . . , zN ; t1, . . . , tM ) ∈
XN+Mq r {diagonals}, q ∈ C×, H ∈ h } such that ψ(z; t; q;H)(v) is a holomorphic section of L for any v ∈M .
Namely, the monodromy of ψ(z; t; q;H)(v) is independent of v.
Proof. First note that Φλi(vi; zi) ∈ Oλ is of the form,
Φλi(vi; zi) =
∑
x̂1[m1] · · · x̂n[mn]V (λ; z)
=
∑∮
Ci1
dζi1(ζi1 − zi)m1+h1−1 · · ·
∮
Cin
dζin(ζin − zi)mn+hn−1x1(ζi1) · · ·xn(ζin)V (λi; zi),
(3.3)
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where xj is βα, γ
α or ∂φj and mj ∈ Z. The contour Cij encircles zi, lies outside of Cij′ (j′ > j) and does not
contain 0 and zi′ (i
′ 6= i) inside it.
It follows from (1.54), (1.53) and this expression (3.3) that ψ(z; t; q;H)(v1 ⊗ · · · ⊗ vN ) is sum of integrals of
the form∮
Ci1
dζi1 · · ·
∮
Cin
dζin(rational function of ζij , zi)F
gh(ζij , ti; q;H)F
bos(ζij , zi, ti; q;H)dt1 ∧ · · · dtM ,(3.4)
F gh(ζij , ti; q;H) := TrFgh
(
(polynomial of βα(ζij), βα(ti), γ
α(ζij), γ
α(ti))q
T gh[0]eH
gh[0]
)
(3.5)
F bos(ζij , zi, ti; q;H) :=TrFbosµ
(∏
j
φr1j (ζ1j)V (λ1; z1) · · ·
∏
j
φrNj(ζNj)V (λN ; zN)×
× V (−αi1 ; t1) · · ·V (−αiM ; tM )qT
φ[0]eφ[H;0]
)(3.6)
where “polynomial of βα, etc.” contain possibly normal ordered products coming from Scrαij (tj).
The first trace in the integrand in (3.4), F gh(ζij , ti; q;H), has singularities at ζij = ζi′j′ and ζij = ti′ , which
are poles because of the operator product expansions (1.7).
The second trace in the integrand in (3.4), F bos(ζij , zi, ti; q;H), has singularities at (1) ζij = ζi′j′ ; (2)
ζij = zi′ or ti′ ; (3) zi = zi′ , zi = ti′ , ti = ti′ . The first singularities (1) are poles because of the operator
product expansion (1.12). The second singularities (2) are also rational by virtue of the third expansion in
(1.41). The formula (cf. [Ku] (5.32))
V (λ; z)V (λ′;w) = :V (λ; z)V (λ′;w):(z − w)(λ|λ′)/κ(3.7)
implies that F bos has non-trivial monodromy around the singularities (3):
F bos(ζ; z; t; q;H)→ e2pii(λi|λj)/κF bos(ζ; z; t; q;H), when zi goes around zj , (1 ≦ i < j ≦ N),
F bos(ζ; z; t; q;H)→ e2pii(λi|−αij )/κF bos(ζ; z; t; q;H), when zi goes around tj , (1 ≦ i ≦ N, 1 ≦ j ≦M)),
F bos(ζ; z; t; q;H)→ e2pii(αij |αij′ )/κF bos(ζ; z; t; q;H), when tij goes around tij′ , (1 ≦ j < j′ ≦M).
(3.8)
Summarizing, we conclude that the integrand in (3.4) is rational function with respect to ζij ’s and also
rational with respect to zi’s and ti’s except at zi = zi′ , zi = ti′ , ti = ti′ , where it has the same monodromies
as F bos, (3.8).
As a next step, we show that ψ(z; t; q;H)(v1⊗ · · · ⊗ vN ) has the same monodromy as the integrand in (3.4).
This is proved by applying the following lemma iteratively.
Lemma 3.2. Assume that a function F (ζ, z, t) is rational with respect to ζ and has monodromy with respect
to z and t around the diagonal z = t: F (ζ, z, t)→ cF (ζ, z, t) when z goes around t, where c is a constant. Then
ψ(z, t) =
∮
C(z)
F (ζ, z, t)dζ(3.9)
has the same monodromy around z = t, where C(z) is a small contour surrounding z.
Proof. Fix a small circle γ around t,
γ(θ) = t+ ε exp(iθ), θ ∈ [0, 2π].
When z goes around t along γ, F (ζ, z, t) is multiplied by c. Since F is rational with respect to ζ, the integration
contour C(z) in (3.9) can be replaced with a cycle γ+ − γ−, where
γ±(θ) = t+ ε± exp(iθ), θ ∈ [0, 2π]
and ε± are suitable constants satisfying ε− < ε < ε+. Now that γ± do not depend on z and do not intersect
with γ, it is obvious that
ψ(z, t) =
∮
γ+
F (ζ, z, t)dζ −
∮
γ−
F (ζ, z, t)dζ
is multiplied by c when z goes around t along γ.
14 GEN KUROKI AND TAKASHI TAKEBE
We can similarly prove that the monodromies of ψ(z; t; q;H)(v1 ⊗ · · · ⊗ vN ) around the cycles of Xq (along
the paths, zi = r exp(2πiθ) (0 ≦ θ ≦ 2π) and zi → qzi, and the same for ti) do not depend on v1 ⊗ · · · ⊗ vN .
This completes the proof of the proposition.
Remark 3.3. We can also write down an explicit expression of the second trace in the integrand in (3.4),
TrFbosµ
(
(
∏
i,j ∂φrij (ζij)V (λi; zi))q
Tφ[0]eφ[H;0]
)
, by using (B.15) and (B.17). In fact, since
∂
∂z
∂
∂t
∣∣∣∣
t=0
V˜ (tλ; z) = ∂φ(λ; z),
applying differential operators of the form ∂z∂t|t=0 to (B.17) and combining the result with (B.15), we have a
desired expression, which also shows that this trace is rational with respect to ζij and has monodromy around
the diagonals zi = zi′ etc.
Theorem 3.4.
Ψ(z; q;H) =
∫
C(z,q,H)
ψ(z; t; q;H)(3.10)
is an N -point function with values in (Wakλ1,k ⊗ · · · ⊗WakλN ,k)∗, where C(z, q,H) is a family of M -cycles
with coefficients in the local system L∗ dual to L.
Remark 3.5. We refer to [AK] or [FV] for integrals over cycles with coefficients in the local system. Proposi-
tion 3.1 guarantees that the integration in the right hand side of (3.10) is well-defined and that the right hand
sides of (2.23), (2.24) and (2.25) are meaningful.
Proof. This can be shown in almost the same way as Proposition 3.4.1 of [S].
The condition (I) of Definition 2.3 is checked as follows. Fix (z, q,H) ∈ S. The condition (I) means that for
any J(t) ∈ gH,D
X˙
,
N∑
i=1
ρ∗i (J(t))Ψ(z; q;H) = 0.(3.11)
Thanks to the decomposition (2.4), we may assume J(t) = X ⊗ f(t) where X ∈ gα (α ∈ ∆ ⊔ {0}, g0 := h),
f(t) ∈ Γ(Xq, Lα(H)(∗D)) (L0 = OXq ). The left hand side of (3.11) is equal to∫
C(z,q)
N∑
i=1
ρ∗i (X ⊗ f(t))ψ(z; t; q;H)(v1 ⊗ · · · ⊗ vN )
=
∫
C(z,q)
−
N∑
i=1
Tr
(
Φλ1(v1; z1) · · · (X ⊗ f(t))∧t=ziΦλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
=
∫
C(z,q)
−
N∑
i=1
Resζ=zi f(ζ)Tr
(
Φλ1(v1; z1) · · ·X(ζ)Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
dζ,
(3.12)
where Tr is TrWakµ,k and (X ⊗ f(t))t=zj is the Laurent expansion of X ⊗ f(t) at t = zj . The last line is due
to the following fact, which is easily checked by (1.48): for any Φ(z) ∈ Oλ and X ∈ g,
(X ⊗ f(t))∧t=zΦ(z) = Resζ=z f(ζ)X(ζ)Φ(z)dζ.(3.13)
By the commutativity of current X(ζ), vertex operator Φλ(v; z) and screening current scri(z), we have
f(ζ)Tr
(
Φλ1(v1; z1) · · ·X(ζ)Φλi (vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
dζ
=f(ζ)Tr
(
X(ζ)Φλ1(v1; z1) · · ·Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
dζ
=f(ζ)Tr
(
Φλ1(v1; z1) · · ·Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]X(ζ)
)
dζ
=f(qζ)Tr
(
Φλ1(v1; z1) · · ·Φλi(vi; zi) · · · scrij (tj) · · ·X(qζ)qT [0]−cV/24eH[0]
)
qdζ,
(3.14)
where we used
eH[0]X(ζ) = eα(H)X(ζ)eH[0], qT [0]X(ζ) = qX(qζ)qT [0],(3.15)
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and f(qt) = e−α(H)f(t) (cf. (2.5)). Therefore,
f(ζ)Tr
(
Φλ1(v1; z1) · · ·X(ζ)Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
dζ ∈ Γ(Xq,Ω1X(∗D)).
Hence the sum of its residues at ζ = zj (j = 1, . . . , N) is zero by the residue theorem. Thus (3.12) implies
(3.11).
The condition (II) of Definition 2.3 is a direct consequence of (1.52).
We prove the condition (III), assuming |q| < |tM | < · · · < |t1| < |zN | < · · · < |z1| < 1. The general case
follows from this case by the analytic continuation. By the same argument as (3.12), we have
(3.16) ρ∗
(
T
{
Z(t)t
d
dt
})
ψ(z; q;H) =
=
N∑
i=1
Resζ=zi Z(ζ)Tr
(
T (ζ) · · ·Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]
)
dM t⊗ ζdζ.
Deforming the integration contour, the right hand side of (3.16) is rewritten as
(3.17)
1
2πi
∮
|ζ|=1
−
∮
|ζ|=|q|
−
M∑
j=1
∮
ζ=tj
 ζdζZ(ζ) ×
× Tr(T (ζ) · · ·Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0])dM t
The first integral in (3.17) is equal to
1
2πi
∮
|ζ|=1
ζ dζ Z(ζ)Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · · qT [0]−cV/24eH[0]T (ζ))dM t
=
1
2πi
∮
|ζ|=1
ζ dζ Z(ζ)Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · · q2T (qζ)qT [0]−cV/24eH[0])dM t
=
1
2πi
∮
|ζ|=1
qζ d(qζ)Z(ζ)Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · ·T (qζ)qT [0]−cV/24eH[0])dM t
=
1
2πi
∮
|ζ|=|q|
ζdζ Z(q−1ζ)Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · ·T (ζ)qT [0]−cV/24eH[0])dM t,
(3.18)
where we used
eH[0]T (ζ) = T (ζ)eH[0], qT [0]T (ζ) = q2T (qζ)qT [0].(3.19)
The second integral in (3.17) is equal to
1
2πi
∮
|ζ|=|q|
ζdζ Z(ζ)Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · ·T (ζ)qT [0]−cV/24eH[0])dM t(3.20)
The third integral in (3.17) turns into a term of the form ∂/∂tj(· · · ) by the operator product expansion (1.57),
and therefore the sum of those terms is an exact M -form. Hence they do not contribute to the integral over C.
Thus by summing up (3.16), (3.18) and (3.20) and using the property of Z, (2.21), we obtain
ρ∗
(
T
{
Z(t)t
d
dt
})
Ψ(z; q;H) =
∫
C(z,q)
Tr
(· · ·Φλi(vi; zi) · · · scrij (tj) · · ·T [0]qT [0]−cV/24eH[0])dM t
=
(
q
∂
∂q
+
cV
24
)
Ψ(z; q;H),
(3.21)
which proves the condition (III).
The condition (IV) is proved in the same way.
Recall that the Wakimoto module Wakλ,k contains a g-submodule Wak
0
λ,k, (1.34), which is isomorphic to
the dual Verma module M∗λ and satisfies (1.35) and (1.36). As is mentioned at the end of Section 2.2, the
restriction of Ψ(z; q;H) to
⊗N
i=1Wak
0
λi,k
satisfies the KZB equation. The simple structure of Wak0λ,k makes
it possible to write down the restriction of ψ(z; t; q;H) explicitly.
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Each vector vi in Wak
0
λi,k
corresponds to a polynomial Pi(x) ∈ C[x] (x = (xα)α∈∆+) and to an operator in
Pλ (1.43) as
vi = Pi(γ[0])|0〉gh ⊗ |λi〉bos, Φλi(vi; z) = Pi(γ(z))V (λi; z).(3.22)
See (1.44). Let us compute ψ(z; t; q;H) for this vi. Inserting the expression (3.22) into the definition (3.2), we
obtain
(3.23) ψ(z; t; q;H)(v1 ⊗ · · · ⊗ vN )
= q−cV/24 TrFbosµ (V (λ1; z1) · · ·V (λN ; zN)V (−αi1 ; t1) · · ·V (−αiM ; tM )qT
φ[0]eφ[H;0])×
× TrFgh(P1(γ(z1)) · · ·PN (γ(zN ))Scrαi1 (t1) · · ·ScrαiN (tN )qT
gh[0]eH
gh[0])dt1 ∧ · · · ∧ dtM ,
where T φ[0], T gh[0] andHgh[0] are zero mode part of T φ(z) (1.23), T gh(z) (1.22) andHgh(z) (1.26), respectively.
Since the right hand side of (3.23) splits into the bosonic sector and the ghost sector, we can calculate each
part separately.
The computation of the bosonic sector correlation function reduces to the following lemma. Denote the
one-loop correlation function of any element A of B˜os(g) (Section 1.2) by
〈A〉bosµ,q,H := TrFbosµ (AqT
φ[0]eφ[H;0]),(3.24)
when A|µ〉bos ∈ Fbosµ .
Lemma 3.6. Let µi (i = 1 . . . , N) be weights in h satisfying
∑N
i=1 µi = 0. Then the one-loop correlation
function of bosonic vertex operators (1.15) is
(3.25) 〈V (µ1; z1) · · ·V (µN ; zN )〉bosµ,q,H = ℓµ1,...,µN ,µ(z1, . . . , zN ; q;H) :=
:= (q; q)−l∞ q
∆µe(H|µ)
(
N∏
i=1
(
√−1η(q)3)(µi|µi)/2κ z(µi|2µ−µi)/2κi
) ∏
1≤i<j≤N
θ11(zi/zj; q)
(µi|µj)/κ,

where ∆µ = (µ|µ+ 2ρ)/2κ is the conformal weight and η(q) = q1/24(q; q)∞ is the Dedekind eta function.
The proof is in Appendix B. This is shown by the standard method of coherent states (cf. for example,
[GSW]).
The ghost sector can be computed in a similar way as Proposition 3.2 of [ATY] and Theorem I of [A]. Let
us define the ghost sector one-loop correlation function by
〈A〉ghq,H := TrFgh(AqT
gh[0]eH
gh[0]),(3.26)
for A ∈ Ĝh(g).
The important lemma is the following screening current Ward identity.
Lemma 3.7. For any Pa(x) ∈ C[x] (a = 1, . . . , n), a root α and a sequence of positive roots {α(j)}mj=1, we
have
(3.27) 〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(t)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H =
=
n∑
a=1
(−wα(H)(t, za))〈P1(γ(z1)) · · · (ScrαPa)(γ(za)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H +
+
m∑
j=1
(−wα(H)(t, tj))fα+α(j)α,α(j) 〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα+α(j)(tj) · · ·Scrα(m)(tm)〉ghq,H .
Here we used the notations in (1.60) and (1.61).
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Proof. We may assume that |q| < |tm| < · · · < |t1| < |t| < |zn| < · · · < |z1| < 1. The left hand side of (3.27) is
rewritten as follows because of (A.5):
〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(t)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H
=
1
2πi
∮
ζ=t
dζ wα(H)(t, ζ)〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(ζ)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H
=
1
2πi
∮
|ζ|=1
−
n∑
a=1
∮
ζ=za
−
m∑
j=1
∮
ζ=tj
−
∮
|ζ|=|q|
 dζ wα(H)(t, ζ)×
× 〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(ζ)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H .
(3.28)
The first integral in (3.28) is equal to
1
2πi
∮
|ζ|=1
dζ wα(H)(t, ζ)TrFgh(Scrα(ζ)P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)qT
gh[0]eH
gh [0])
=
1
2πi
∮
|ζ|=1
dζ wα(H)(t, ζ)TrFgh(P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)qT
gh[0]eH
gh[0]Scrα(ζ))
=
1
2πi
∮
|ζ|=1
dζ qeα(H)wα(H)(t, ζ) ×
× TrFgh(P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)Scrα(qζ)qT
gh [0]eH
gh[0])
=
1
2πi
∮
|ζ|=|q|
dζ eα(H)wα(H)(t, q
−1ζ)〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)Scrα(ζ)〉ghq,H ,
(3.29)
where we used the following facts derived from (1.58) and (1.59):
eH[0]Scrα(ζ) = e
α(H)Scrα(ζ)e
H[0], qT [0]Scrα(ζ) = qScrα(qζ)q
T [0].(3.30)
Therefore the property (A.4) of the function wα(H)(t, ζ) and (3.29) imply that the first integral and the last
integral in (3.28) cancel.
Using the operator product expansions (1.60) and (1.61), the second and the third integrals in (3.28) are
rewritten as
1
2πi
∮
ζ=za
dζ wα(H)(t, ζ)〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(ζ)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H
=wα(H)(t, za)〈P1(γ(z1)) · · · (ScrαPa)(γ(za)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H ,
1
2πi
∮
ζ=tj
dζ wα(H)(t, ζ)〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(ζ)Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H
=wα(H)(t, tj)f
α+α(j)
α,α(j) 〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα+α(j)(tj) · · ·Scrα(m)(tm)〉ghq,H ,
which proves the lemma.
Lemma 3.8. For any polynomial P (x) ∈ C[x] with constant term cP ,
〈P (γ(z))〉ghq,H = cP chFgh(q,H),
where chFgh(q,H) = 〈1〉ghq,H is the character of the ghost Fock space. An explicit expression of the character is
chFgh(q,H) =
∏
α∈∆+
(e−α(H); q)−1∞ (qe
α(H); q)−1∞(3.31)
Proof. It is sufficient to prove that
TrFgh(
n∏
i=1
γβi [ni]q
T gh[0]eH
gh[0]) = 0,(3.32)
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for any n ∈ Z>0, βi ∈ ∆+, ni ∈ Z (i = 1, . . . , n). The Fock space Fgh has a basis consisting of vectors of the
form ∏
γα(i)[−mi]
∏
βα′(j)[−m′j]|0〉gh,(3.33)
where α(i), α′(j) ∈ ∆+, mi ∈ Z≥0, m′j ∈ Z>0. The action of T gh[0] and Hgh[0] is diagonal with respect to
this basis. Hence what we must show is that the action of
∏n
i=1 γβi [ni] does not have diagonal components
with respect to this basis. This can be shown by elementary method which uses only the commutation relation
(1.5).
The character chFgh(q;H) is calculated by factorizing the total Fock space into the Fock space Fα,m generated
by βα[m] and γ
α[−m]:
Fgh =
⊗
α∈∆+,m∈Z
Fα,m.(3.34)
When m ≧ 0, Fα,m = C[γα[−m]]|0〉gh, and when m < 0, Fα,m = C[βα[m]]|0〉gh. The character of each space
is:
TrFα,m(q
T gh[0]eH
gh[0]) =
{
(1− qme−α(H))−1, m ≧ 0,
(1− q−meα(H))−1, m < 0,(3.35)
which follows from the commutation relations,
[T gh[0], βα[m]] = −mβα[m], [T gh[0], γα[m]] = −mγα[m],
[Hgh[0], βα[m]] = α(H)βα[m], [H
gh[0], γα[m]] = −α(H)γα[m],
and T gh[0]|0〉gh = Hgh[0]|0〉gh = 0. Multiplying (3.35) over all α and m, we obtain (3.31).
Corollary 3.9. For P (x) ∈ C[x] and a sequence of simple roots {αi(j)}nj=1, we have
〈(Scrαi(1) · · ·Scrαi(n)P )(γ(z))〉ghq,H = chFgh(q,H)(−1)n(Ei(n) · · ·Ei(1)P ),
where  : M∗λ
∼= Wak0λ,k → C is the pairing with the highest weight vector of the Verma module of g with the
highest weight λ, Mλ. (See (1.34).) Explicitly written,
(Ei(n) · · ·Ei(1)P ) = R(Ei(n)) · · ·R(Ei(1))P (x)|x=0,(3.36)
where R(Ei) is the differential operator corresponding to the Chevalley generator Ei given by (1.3). In partic-
ular, (Ei(n) · · ·Ei(1)P ) does not depend on λ.
Proof. According to Lemma 3.3 of [ATY], the constant term of (Scrαi(1) · · ·Scrαi(n)P )(z) is given by (−1)n(Ei(n) · · ·Ei(1)P ) =
(−1)nR(Ei(n)) · · ·R(Ei(1))P (x)|x=0.
Lemma 3.10. For any α(i) ∈ ∆+ (i = 1, . . . ,m) and Pa(x) ∈ C[x] (a = 1, . . . , n), we have
(3.37)
〈P1(γ(z1)) · · ·Pn(γ(zn))Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H
chFgh(q,H)
=
=
∑
I1⊔···⊔In={1,... ,m}
n∏
a=1
〈Pa(γ(za))
∏
i∈Ia
Scrα(i)(ti)〉ghq,H
chFgh(q,H)
Proof. This is a purely combinatorial lemma. We can apply the inductive proof of (5.3) in [A], replacing the
screening current Ward identity for genus 0 with that for genus 1, (3.27). The first step of the induction (the
case m = 0) is assured by Lemma 3.8.
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Lemma 3.11. For any P (x) ∈ C[x] and roots α(i) (i = 1, . . . ,m), we have
(3.38) 〈P (γ(z))Scrα(1)(t1) · · ·Scrα(m)(tm)〉ghq,H =
=
∑
σ∈Sm
(−wα(σ(1))(tσ(1), tσ(2)))(−wα(σ(1))+α(σ(2))(tσ(2), tσ(3))) · · · (−wα(σ(1))+···+α(σ(m))(tσ(m), z))×
× 〈(Scrα(σ(1)) · · ·Scrα(σ(m))P )(γ(z))〉ghq,H ,
where we write wα(H) as wα for short.
Proof. We prove this statement by induction on m, as in the proof of (5.4) in [A]. When m = 0, the statement
is trivial and when m = 1, it is nothing but the screening current Ward identity (3.27).
Assume that (3.38) holds for all m ≦ n. Let us regard the left and right hand side of (3.38) for m = n+ 1
as functions of t0:
F1(t0) :=〈P (γ(z))Scrα(0)(t0)Scrα(1)(t1) · · ·Scrα(n)(tn)〉ghq,H ,
(3.39)
F2(t0) :=
∑
σ∈Sn+1
(−wα(σ(0))(tσ(0), tσ(1)))(−wα(σ(0))+α(σ(1))(tσ(1), tσ(2))) · · · (−wα(σ(0))+···+α(σ(n))(tσ(n), z))×
× 〈(Scrα(σ(1)) · · ·Scrα(σ(n))P )(γ(z))〉ghq,H ,(3.40)
where σ is a permutation, σ : {0, 1, . . . , n} → {0, 1, . . . , n}. We now show that F1(t0) = F2(t0).
First, note that both functions are meromorphic on C× and poles exist at t0 = ti (i = 1, . . . , n) and at t0 = z.
(i) Both functions have the same quasi-periodicity,
f(qt0) = e
−α(0)(H)q−1f(t0).(3.41)
In fact, (3.41) is proved for f = F1 similarly to (3.29). It follows from the property of the function w (A.4)
that F2(t0) also satisfies the same periodicity property (3.41).
(ii) The principal parts of the pole at t0 = z are equal to
1
t0 − z 〈(Scrα(0)P )(γ(z))Scrα(1)(t1) · · ·Scrα(n)(tn)〉
gh
q,H .(3.42)
For F1(t0), this is a direct consequence of the Ward identity (3.27). The pole of F2(t0) at t0 = z comes from
terms in (3.40) such that σ(n) = 0. Using (A.5) and the induction hypothesis, we can show that its principal
part is of the form (3.42).
(iii) The principal parts of the pole at t0 = ti are equal to
f
α(0)+α(i)
α(0),α(i)
t0 − ti 〈P (γ(z))Scrα(1)(t1) · · ·Scrα(0)+α(i)(ti) · · ·Scrα(n)(tn)〉
gh
q,H .(3.43)
The Ward identity (3.27) implies (3.43) for F1(t0). The pole of F2(t0) at t0 = ti comes from terms in (3.40)
such that (σ(0), σ(i)) = (j − 1, j) or (σ(0), σ(i)) = (j, j − 1) (j = 1, . . . , n). The principal part becomes
(3.44)
1
t0 − ti
n∑
j=1
∑
σ
(−wα(σ(0))(tσ(0), tσ(1))) · · ·
· · · (−wα(σ(0))+···+α(σ(j−2))(tσ(j−2), ti))(−wα(σ(0))+···+α(σ(j−2))+α(0)+α(i)(ti, tσ(j+1))) · · ·
〈(Scrα(σ(0)) · · · [Scrα(0), Scrα(i)] · · ·Scrα(σ(n))P )(z)〉ghq,H .
where σ runs through the set of permutations σ : {0, . . . , j − 2, j + 1, . . . , n} → {1, . . . , i − 1, i + 1, . . . , n}.
Since [Scrα(0), Scrα(i)] = f
α(0)+α(i)
α(0),α(i) Scrα(0)+α(i), it follows from the induction hypothesis that (3.44) is equal
to (3.43).
Comparing F1(t0) and F2(t0) by (i), (ii) and (iii), we conclude that F1(t0) = F2(t0).
Putting together (3.23), Lemma 3.6, Lemma 3.10, Lemma 3.11, Corollary 3.9, and (3.31), we finally obtain
the integral representation of a solution of the KZB equations.
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Theorem 3.12. The following integral gives a solution of the KZB equations, (2.30), (2.31) with c
(j)
2 = (λj |λj+
2ρ) and (2.33):
Ψ˜0(z; q;H) =
∫
C(z,q,H)
ℓ0−αi1 ,...,−αiM ,λ1,...,λN ,µ
(t; z; q;H)ψgh(t; z; q;H ;P1, . . . , PN ),(3.45)
where C(z, q,H) is a family of M -cycles with coefficients in L∗,
(3.46) ℓ0µ1,...,µN ,µ(z1, . . . , zN ; q;H) :=
:= q(µ+ρ|µ+ρ)/2κeµ(H)
(
N∏
i=1
(
√−1η(q)3)(µi|µi)/2κ z(µi|2µ−µi)/2κi
) ∏
1≤i<j≤N
θ11(zi/zj; q)
(µi|µj)/κ,

and the M -form ψgh is defined as follows: Pa(x) are polynomials in x,
ψgh(t; z; q;H ;P1, . . . , PN ) = e
ρ(H)
∑
I1⊔···⊔IN={1,... ,M}
N∏
a=1
〈Pa(γ(za))
∏
j∈Ia
Scrαij (tj)〉
gh
q,H
chFgh(q,H)
dt1 ∧ · · · ∧ dtM ,
(3.47)
and the last factor in (3.47) for a (1 ≦ a ≦ N) is
(3.48)
〈P (γ(z))Scrαi(1)(t1) · · ·Scrαi(m)(tm)〉ghq,H
chFgh(q,H)
=
=
∑
σ∈Sm
wαi(σ(1)) (tσ(1), tσ(2))wαi(σ(1))+αi(σ(2)) (tσ(2), tσ(3)) · · ·wαi(σ(1))+···+αi(σ(m)) (tσ(m), z)×
× (Ei(σ(m)) · · ·Ei(σ(1))P ),
if {ij | j ∈ Ia} = {i(1), . . . , i(m)}.
This result is an elliptic analogue of [SV1], [SV2], [ATY], [A] and a generalization of a result for sl(2) in
[BeF]. Felder and Varchenko have obtained a similar formula in [FV] from a different standpoint.
4. Concluding remarks
We found an integral representation of N -point functions of the WZW model on elliptic curves and gives an
explicit expression for a solution of the KZB equations, using the Wakimoto realization. Let us list some of
related problems.
1. Higher genus: Is there a similar integral representations of correlation functions of the Wess-Zumino-
Witten models on higher genus Riemann surfaces? There are several works to this direction [GMMOS],
[Ko]. Their formulations are, however, different from ours.
2. Twisted Wess-Zumino-Witten models: In [KT] we formulated “another” Wess-Zumino-Witten model on
elliptic curves which we named a “twisted WZW model”. Is it possible to give an integral representation
of solutions of the KZ type equations for the correlation functions?
3. Critical level: Feigin, Frenkel and Reshetikhin [FFR] found that the Bethe vector of a certain spin chain
model is obtained from the Wakimoto realization of the Wess-Zumino-Witten model on the Riemann
sphere at the critical level. How about the genus one case?
We shall study the last question in the forthcoming paper. In fact, Felder and Varchenko [FV] have found a
relation of their integral representation of solutions of the KZB equations with a solution of a quantum N -body
system. We shall take the conformal field theoretical approach to this problem.
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Appendix A. Theta functions
We denote the theta function with characteristic (1/2, 1/2) (cf. Chapter I of [Mu]) additively as
θ11(x; τ) =
∑
n∈Z
e(n+1/2)
2piiτ+2pii(n+1/2)(x+1/2)(A.1)
and multiplicatively as
θ11(z; q) = θ11(x; τ),(A.2)
where z = exp(2πix) and q = exp(2πiτ). The infinite product expansion
θ11(z; q) = i(q; q)∞q
1/8z1/2(z−1; q)∞(qz; q)∞(A.3)
is also useful, where (x; q)∞ =
∏∞
n=0(1− xqn).
We use a function wc(w, z) on C
× × C× with parameter c ∈ C× characterized by the following properties:
1. wc(w, z) is a meromorphic function of z and w.
2. wc(w, z) has a following (quasi-)periodicity
wc(w, qz) = e
cwc(w, z), wc(qw, z) = q
−1e−cwc(w, z).(A.4)
3. wc(w, z) has only one simple pole on the elliptic curve C
×/qZ at z = w as a function of z. Its Laurent
expansion around z = w is:
wc(w, z) =
1
z − w + regular.(A.5)
An explicit form of wc(w, z) is as follows:
wc(w, z) =
θ′11(1; q)
θ11(e−c; q)
θ11(e
−cz/w; q)
wθ11(z/w; q)
,(A.6)
where θ′11(z; q) = d/dzθ11(z; q).
To write down the Knizhnik-Zamolodchikov-Bernard equations, we need following functions:
σc(z) :=
θ′11(1; q)
θ11(e−c; q)
θ11(e
−cz; q)
θ11(z; q)
,(A.7)
ζ(z) := z
θ′11(z; q)
θ11(z; q)
.(A.8)
Appendix B. Method of coherent states and one-loop correlation functions
In this appendix we review the method of coherent states, following Chapter 7.A and 8.1 of [GSW] and
compute one-loop correlation functions of vertex operators of the free bosons, which proves Lemma 3.6.
Let a and a† be generators of a Heisenberg algebra H:
[a, a†] = 1,(B.1)
and |0〉 and 〈0| be the generating vector of the Fock space representation of H and that of its (restricted) dual,
respectively:
F := H|0〉, a|0〉 = 0,(B.2)
F∗ := 〈0|H, 〈0|a† = 0.(B.3)
There are natural bases {|n〉}n∈N of F and {〈n|}n∈N of F∗, consisting of eigenvectors of the number counting
operator Na = a
†a:
|n〉 = (a
†)n√
n!
|0〉, 〈n| = 〈0| a
n
√
n!
,
Na|n〉 = n|n〉, 〈n|Na = 〈n|n, 〈m|n〉 = δmn.
(B.4)
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The coherent states are defined by
|λ) := exp(λa†)|0〉 =
∞∑
n=0
λn√
n!
|n〉,
(λ| := 〈0| exp(λ¯a) =
∞∑
n=0
〈n| λ¯
n
√
n!
,
(B.5)
for λ ∈ C. Here λ¯ is the complex conjugate of λ. In particular, |0) = |0〉 and (0| = 〈0|. They have the following
properties:
a|λ) = λ|λ), (λ|a† = (λ|λ¯,(B.6)
(µ|λ) = eµ¯λ,(B.7)
qNa |λ) = |qλ),(B.8)
where q ∈ C×. The trace of an operator A ∈ EndC(F) is computed by the following integral:
TrF (A) =
1
π
∫
C
d2λ e−|λ|
2
(λ|A|λ).(B.9)
Using these formulae, we calculate the one-loop correlation function (3.24) of vertex operators of the free
boson fields V (µi; z) (1.15):
〈V (µ1; z1) · · ·V (µN ; zN )〉bosµ,q,H = TrFbosµ (V (µ1; z1) · · ·V (µN ; zN)qT
φ[0]eφ[H;0]),(B.10)
where
∑N
i=1 µi = 0.
Let us fix an orthonormal basis {Hr}lr=1 of h. The boson Fock space Fbosµ is factorized as
Fbosµ = F0,µ ⊗
l⊗
r=1
∞⊗
n=1
Fr,n,(B.11)
where F0,µ is the zero-mode space C|µ〉bos and Fr,n is a non-zero-mode Fock space generated by φr[±m] :=
φ[Hr ;±n]. Note that φr[±m] and φr′ [±n] (m,n ∈ Z>0, r, r′ = 1, . . . , l) commute with each other unless r = r′
andm = n. Hence, to compute the value of (3.24), we have to compute the trace of V (µ1; z1) · · ·V (µN ; zN )qTφ[0]eφ[H;0]
over F0,µ and Fr,n and multiply all of them. The vertex operators V (µi; zi) are factorized into product of the
zero mode part V0(µi; zi) ((1.18)) and the non-zero mode part V˜ (µi; zi) ((1.17)), while the operator T
φ(z) is
decomposed into sum of the zero mode and the non-zero mode parts as
T φ(z) = T φ0 (z) + T˜
φ(z),(B.12)
T φ0 (z) :=
1
2κ
l∑
i=1
φ[Hi; 0]φ[H
i; 0] +
1
2κ
φ[2ρ; 0],(B.13)
T˜ φ(z) :=
1
κ
l∑
r=1
∞∑
n=1
φr[−n]φr[n].(B.14)
(I) Zero-mode: It is easy to see that the zero mode part of V (µ1; z1) · · ·V (µN ; zN )qTφ[0]eφ[H;0] acts on |µ〉bos
as
(B.15) V0(µ1; z1) · · ·V0(µN ; zN)qT
φ
0 [0]eφ[H;0]|µ〉bos
=
∏
1≤i<j≤N
z
(µi|µj)/κ
i
N∏
i=1
z
(µi|µ)/κ
i q
(µ+2ρ|µ)/2κeµ(H)|µ〉bos.
(II) Non-zero-mode: The algebra Hr,n generated by φr[±n] is isomorphic to H through the isomorphism
defined by
a =
φr[n]√
κn
, a† =
φr [−n]√
κn
.
BOSONIZATION AND KZB EQUATIONS 23
The Hr,n part of V (µ1; z1) · · ·V (µN ; zN)qTφ[0]eφ[H;0] is
exp
(
µr1
κ
zn1
n
φr[−n]
)
exp
(
µr1
κ
z−n1
−n φr[n]
)
· · · exp
(
µrN
κ
znN
n
φr[−n]
)
exp
(
µrN
κ
z−nN
−n φr [n]
)
qφr[−n]φr[n]/κ,
where µi =
∑l
r=1 µ
r
iHr. Its trace over Fr,n is computed by means of the formula (B.9). The result is
1
1− qn exp
 −1
κn(1− qn)
∑
1≤i<j≤N
µriµ
r
j
(
zj
zi
)n
+
−qn
κn(1− qn)
∑
1≤i≤j≤N
µriµ
r
j
(
zi
zj
)n .(B.16)
Multiplying (B.16) for all r and n, we have
(B.17) Tr⊗
r,n
Fr,n(V˜ (µ1; z1) · · · V˜ (µN ; zN )qT˜
φ[0]) =
= (q; q)−l∞
N∏
i=1
(q; q)(µi|µi)/κ∞
∏
1≤i<j≤N
(
(zj/zi; q)∞(qzi/zj; q)∞
)(µi|µj)/κ
.
Putting (B.15) and (B.17) together, we obtain the final result (3.25), using the infinite product expansion of
the theta function (A.3). This completes the proof of Lemma 3.6.
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