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Abstract
Atomistic simulation technique such as first-principles, molecular dynam-
ics and Monte Carlo methods has been recognised as a powerful engineering
tool to design a new functional material. It serves as the most fundamental
procedure to construct a reliable and integral multiscale simulation frame-
work, as well as gives the mechanisms behind the characteristic property
and process at atomic scale. In this work some attempts to realize a kind
of multiscale simulation have been carried out, paying attention to the nec-
essary information availabe from smaller scale simulations for larger scale
simulations. Firstly, an efficient first-principles approach with virtual crys-
tal approximation has been proposed for calculating the material properties
of solid solutions within density functional theory. The capability of the
previous approaches was extended to treat a virtual atom composed of the
heterovalent atoms with reasonable accuracy. The results for the perovskite
structure ferroelectric solid solution, xBiScO3–(1-x )PbTiO3, which contains
the heterovalent atoms, have been compared with the previous computations.
The obtained results indicate that the approach proposed in this work can
give the reasonable values for the electronic, atomic vibrational, mechanical
and piezoelectric properties. Secondly, a way to connect the first-principles
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simulation to the Monte Carlo simulation has been presented, applying to
surface phenomena. In this attempt the fundamental energetics was calcu-
lated with detailed atomic morphology of the surface structure by means of
the first-principles simulations, which are utilised in larger scale Monte Carlo
simulation to simulate larger scopic morphology and fast kinetic process.
This approach was applied to the epitaxial growth phenomena using vicinal
Si(001) surface and the glass corrosion phenomena using multicomponent sil-
icate mineral surfaces, diopside (CaMgSi2O6) and a˚kermanite (Ca2MgSi2O7).
The kink energy according to the kink angle to the straight step as well as
step energies of the stepped and kinked vicinal Si(001) surfaces have been
studied showing the almost linear behavior of kink energy to the kink angle.
The surface energy, hydroxylation energy of the surface, the adsorption en-
ergy of oxalic acid molecule on the hydroxylated silicate surfaces have been
computed, presenting the fact that the under-coordinated Si atoms are the
main active sites for the hydroxylation while the oxalate ions are adsorbed on
Ca and Mg atoms. Thirdly, molecular dynamics simulations have been per-
formed to calculate the material parameters for continuum scale phase field
simulations. The first-principles simulation results are utilised to construct
the interatomic potential in the embedded atom method, and the results of
molecular dynamics simulations are served as the phase field parameters. To
clearly determine the interface atoms in the calculation of interfacial free
energy, a slightly different approach has been proposed. The applications to
Al and Ni crystal growth have been presented, giving the melting temper-
ature, diffusion constants, kinetic coefficients and interfacial free energy of
solid-liquid interface with crystallographic anisotropy.
Kurzfassung
Techniken atomistischer Simulationen, wie First Principles, Molecular
Dynamics oder Monte Carlo Methoden, sind als starke ingenieurwissenschaftl-
iche Werkzeuge fu¨r das Design neuer funktionaler Materialien anerkannt. Sie
dienen als grundlegendste Art um ein verla¨ssliches und integriertes Bezugssys-
tem fu¨r Multiskalensimulationen zu konstruieren, und geben daru¨ber hinaus
Auskunft u¨ber die Mechanismen, die hinter den charakteristischen Eigen-
schaften und Prozessen auf der atomistischen Skala stehen. In dieser Arbeit
sind einige Ansa¨tze durchgefu¨hrt worden, um eine Art Multiskalensimula-
tion auszufu¨hren, mit besonderer Beachtung der verfu¨gbaren Informationen
von Simulationen auf kleineren Skalen fu¨r solche auf gro¨ßeren Skalen. Als
erstes ist ein effizienter “First principles”-Ansatz mit virtuellen Kristallap-
proximationsmethoden erstellt worden um die Materialeigenschaften von fes-
ten Lo¨sungen mit Hilfe der Dichte-Funktional-Theorie zu berechnen. Die
Fa¨higkeiten der vorhergehenden Ansa¨tze wurden erweitert, indem virtuelle
Atomzusammensetzungen von heterovalenten Atomen mit der beno¨tigten
Pra¨zision behandelt worden sind. Die Ergebnisse fu¨r ferroelektrische feste
Lo¨sungen fu¨r heterovalentes Perowskit, xBiScO3–(1-x )PbTiO3, sind mit fru¨h-
eren Berechnungen verglichen worden. Die gewonnenen Resultate weisen
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darauf hin, dass der in dieser Arbeit aufgestellte Ansatz sinnvolle Werte
fu¨r die elektronischen, mechanischen und piezoelektrischen Eigenschaften
sowie das atomistische Vibrationspotential liefern kann. Weiterhin wird eine
Mo¨glichkeit pra¨sentiert, die First-Principles-Simulation mit der Monte Carlo-
Simulation fu¨r Oberfla¨chenpha¨nomene zu verknu¨pfen. Dafu¨r ist die fun-
damentale Energetik mit Hilfe der detaillierten atomistischen Morphologie
der Oberfla¨chenstruktur durch First-Principles-Simualtionen berechnet wor-
den, welche in Monte Carlo-Simulationen genutzt wird um eine großskalige
Morphologie und schnelle kinetische Prozesse zu simulieren. Diese Vorge-
hensweise ist auf epitaxische Wachstumsprozesse auf einer vicinalen Si(001)-
Oberfla¨che sowie auf Glaskorrosionspha¨nomene mit multikomponentigen Silikat-
Mineral Diopsiden (CaMgSi2O6) und A˚kermanit (Ca2MgSi2O7) angewen-
det worden. Die Knickstellenenergie abha¨ngig vom Knickwinkel der ger-
aden Stufe sowie die Stufenenergien der gestuften und geknickten vicinalen
Si(001)-Oberfla¨che sind untersucht worden um das nahezu lineare Verhalten
der Knickstellenenergie zum Knickwinkel zu zeigen. Die Oberfla¨chenenergie,
die Hydroxylierungsenergie der Oberfla¨che und die Adsorptionsenergie der
Oxalsa¨ure-Moleku¨le auf der hydroxylierten Silikatoberfla¨che sind berechnet
worden um zu zeigen, dass hauptsa¨chlich an den gering geordneten Si Atomen
die Hydroxilierung stattfindet, wa¨hrend die Oxalationen von Ca und Mg
Atomen adsorbiert werden. Ausserdem sind Molecular Dynamics-Simulationen
durchgefu¨hrt worden um die Materialparameter fu¨r Phasenfeldsimulationen
auf der Kontinuumsskala zu bestimmen. Die Ergebnisse der First Principles-
Simulationen sind dazu verwendet worden, das interatomare Potential in der
Embedded Atom-Methode zu konstruieren und die Resultate der Molecular
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Dynamics-Simulationen sind wiederum als Parameter der Phasenfeldsimu-
lation verwendet worden. Um die Oberfla¨chenatome genau in der Berech-
nung der Grenzfla¨chenenergie bestimmen zu ko¨nnen, ist ein leicht vera¨nderter
Ansatz gewa¨hlt worden. Durch die Anwendung auf das Wachstum von Al-
und Ni-Kristallen lassen sich die Schmelzetemperaturen, Diffusionskonstan-
ten, kinetische Koeffizienten und die freie Energie der fest-flu¨ssigen Gren-
zschicht mit ihrer kristallographischen Anisotropie berechnen.
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Introduction
New functional materials are playing a more and more important role in
modern science and industry. To facilitate the development of new materials
by computational materials engineering, the multiscale simulation method
has recently attracted attention as powerful tool for analysing and predict-
ing the material properties and processes spanning from the atomic scale
to the continuum scale [1, 2]. A multiscale method is really required in the
simulation of surface and interface phenomena.
Surface and interface are boundaries between different material phases,
i.e., a surface between vacuum and solid or liquid, and interface between
solid and liquid as well as between gas and solid or liquid. At surface and
interface, molecules from gas or liquid come into contact with solid, resulting
in the break of chemical bonds in these molecules and in the formation of new
bonds with solid atoms. It is clear that such processes occurring at surfaces
play a critical role in the performance of materials. Simulating the surface
processes is an inherent challenge to the computational materials design: it
is essentially the multiscale problem. Molecular processes at surfaces proceed
on a length scale of 0.1 nm, where electrons move and adjust to perturbations
within femto seconds, and atoms vibrate on a time scale of pico seconds: it
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is an electronic regime. However, the observable processes such as surface
corrosion, catalysis and crystal growth only develop within a mesoscopic
(10−9 s ∼ 10−3 s in time scale, and 10−9 m ∼ 10−3 m in length scale) or a
macroscopic (10−3 s ∼ 10 s in time scale, and 10−3 m ∼ 10 m in length scale)
regime. Clearly, in order to measure the observables, we have to go to the
meso- or even macro-scopic regime. Although everything is determined by
the electronic regime, how systems evolve and behave is described in meso-
and macro-scopic regimes [3].
Therefore, the simulation of surface and interface phenomena requires to
be addressed with more than one simulation method, that is, by a multiscale
approach. There are two ways to realize the multiscale simulation: the dy-
namical concurrent way and the step-by-step bottom-up way. In fact, even if
an innovative approach to concurrently couple the different regimes including
from electronic regime to macroscopic regime were developed theoretically,
it is still almost impossible to manage extremely heavy computational load
for its implementation with today-available computer resources. Rather, it
is more realistic and reasonable to rely on the bottom-up way, where the
smaller scale simulation should provide the input information for the larger
scale simulations. This means that different scale simulations are not per-
formed concurrently but connected separately from smaller to lager scales.
The most fundamental electronic regime simulations can tell us what happens
at the surface in the context of atomic behaviour and can provide material
properties without using any experimental data. Apart from the importance
of such study for understanding the mechanism of the material properties
and processes as well as for obtaining the material parameters of larger scale
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simulations, it allows to build an interatomic potential, which is the driving
factor of mesoscopic regime simulations such as kinetic Monte Carlo (KMC)
and molecular dynamics (MD). Mesoscopic simulations can manage up to
the millions of atoms in calculating the material parameters of a solid-liquid
interface, which can be utilised as input parameters for continuum scale simu-
lations, for example by the phase field method (PFM) [4], of the macroscopic
phenomena such as crystal growth.
This work is not confined to one special material. Rather efforts were
directed to find a method how smaller scale atomistic simulations, first-
principles and MD, can provide the necessary material parameters for larger
scale simulations such as MC and PFM in the simulation of surface and in-
terface phenomena. This is the main goal of the work. As supplementary
aim, atomistic morphology or structure of the surfaces and interfaces are
explored, giving the mechanism behind the surface processes at atomic level.
This work is divided into three parts. The first part concentrated on the
electronic regime simulation, first-principles within density functional theory
(DFT) [5,6], developing an efficient approach for the virtual crystal approx-
imation (VCA) method [7]. DFT is widely used for the electronic structure
calculations of various material systems. Among the many numerical meth-
ods that are available to solve the (Kohn-Sham) equations that result from
DFT, the plane wave pseudopotential (PW+PP) method will be used. As
for any basis set method, the computation time scales strongly with the
number of atoms. The upper limit that at present can be reached using a
typical computer system, is some hundreds of atoms. To calculate the ma-
terial properties of solid solutions and alloys avoiding the large supercell,
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the VCA was adopted where the alloy atom can be described as a virtual
atom by averaging over its compositional atoms. Here the shortcomings of
previous VCA approaches were overcome, thus providing the capability to
treat heterovalent atoms and improving the accuracy. This work is meaning-
ful for multiscale simulations of crystal growth of an alloy in the sense that
accurate calculations of solid alloys can be utilised to construct interatomic
potentials of the alloys for MD simulations. By application to heterovalent
solid solution BSPT (xBiScO3–(1-x )PbTiO3) the validation of the approach
is proven.
The second part introduces a way to connect the first-principles simula-
tion with the KMC simulation of epitaxial growth and glass corrosion. Here,
the energetics of surfaces such as the step and kink formation energy of vic-
inal surfaces and the chemisorption energy are calculated by first-principles,
giving the atomistic morphology of differently terminated surfaces with the
mechanism of the characteristic processes at an atomic scale. Utilising these
quantities as well as experimental data KMC simulations are performed to
obtain the morphology of epitaxial growth on the mesoscopic scale and the
dissolution rate of glass corrosion. The results from first-principles simulation
for the epitaxy of the Si(001) vicinal surface and from both first-principles and
KMC simulations for the glass corrosion of multicomponent silicate mineral
diopside (CaMgSi2O6) and a˚kermanite (Ca2MgSi2O7) surfaces are presented.
In the third part the embedded atom method (EAM) MD [8,9] was em-
ployed to calculate the material parameters of a metal in crystalline and liq-
uid forms and at its solid-liquid interfaces. These parameters will be utilised
by PFM simulations for studying the morphology of encountered during and
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after crystal growth. Calculated properties comprise the melting tempera-
ture of the crystal, the diffusion constants of the liquid, kinetic coefficients
during crystallisation and interfacial free energies of solid-liquid interfaces to
Al and Ni metals, obtained using the EAM potentials, which were previously
built by fitting the first-principles data and/or experimental data. Some ap-
proaches to improve the previous methods are presented. Since typical scale
simulations are all involved in the work, this work can contribute to the con-
struction of a more complete multiscale simulation framework for the crystal
growth.
To summarize the proceeding in this thesis in survey it consists of three
chapters. In the first chapter, the improved VCA approach and application
are described. Second and third chapters present the efforts/steps for con-
necting the first-principles calculations with the KMC formalism, and the
MD approach to modelling with the PFM, respectively.
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Chapter 1
An efficient virtual crystal
approximation approach for
bulk solid solutions and alloys
The material properties of solid solutions and alloys have been widely
studied both experimentally and theoretically throughout material science.
Especially ferroelectric ceramics correspond to a typical material class for
which most of the realistic applications are implemented by solid solutions.
To treat such material systems within first principles methods, there exists
two ways: super cell (SC) method and VCA method. Firstly, it is necessary
to mention the advantage and shortcoming of both methods. The former
can gives more correct results but requires more computational resources
compared with the latter. The issue of correctness is related with the fact
that the SC method can describe the local interaction between two atoms
which consist the virtual atom but VCA method can not do that. It is clear
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that the effectiveness of the calculation is connected with the fact that the
super cell may contain many unit cells compared with the primitive unit
cell of the VCA method. In year 2000, several modern VCA approaches
were developed with their own advantages and shortcomings. Here mainly
two issues are considered: capability of treating the heterovalent atoms and
accuracy of the calculation.
Let’s consider such approaches simply. The simplest VCA approach will
be the simple mixing of the pseudopotentials [10, 11]. In practice, this is
performed through the averaging of the matrix elements in reciprocal space
(Fourier momentum space). The advantage is the simplicity but it is not
sufficiently accurate in some cases. The reason of the incorrectness is mixing
of only the potentials. Ramer and Rappe developed more accurate VCA
approach through performing the averaging at the level of atomic calcula-
tion, where the averaging of eigenvalues of valence orbitals, Coulomb nuclear
potentials, core charge densities and wave functions are performed. The
shortcoming of this method is not to be able to treat the heterovalent atoms;
their method only creates the pseudopotential of the virtual atom composed
of homovalent atoms. The weighted averaging method of Bellaiche and Van-
derbilt [12] gives another capability to realize effective VCA approach. Its
advantages are ability to treat the heterovalent system and generality to ap-
ply to all kinds of first principles pseudopotentials. However, this method
can be considered also as a kind of simple mixing of pseudopotentials in the
case of the norm-conserving types, though the additional averaging process
(with respect to a kind of wave functions, Q(r)), is performed in the case
of ultrasoft pseudopotential. Therefore, the resulting values in the case of
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complex heterovalent systems [7] show small deviation from the SC and the
experimental values.
Through the simple explanation of the previous VCA approaches we can
find that the accuracy of the calculation improves according to the level of av-
eraging: more averaging approach can make more reasonable results. Here it
is necessary to carefully consider the procedure of constructing the Kleinman-
Bylander (KB) [13, 14] nonlocal separable pseudopotential, in the form of
which the pseudo potentials [15–20] are generally used. Transformation from
the semi-local into the KB nonlocal pseudopotential is performed by adopting
angular-momentum dependent nonlocal projectors, which in principle may
be an arbitrary complete set of functions. Usually the pseudo wave func-
tions of isolated pseudo atoms are used as such a set of functions [21–23]. To
avoid the problem of ghost states and to improve the transferability, multiple-
projector formalism has been developed [24,25]. In this context it is essential
to realize that an arbitrary set of functions can be used for constructing a
KB pseudopotential, except for the condition that the set is complete and
orthonormalized.
Based on the above consideration we propose an approach where the
pseudo wave functions as well as the ionic pseudopotential of pseudo atoms
are averaged, with imposing the norm-conserving condition of the averaged
wave functions. We demonstrate that this approach allows us to solve the
previously encountered difficulty in treating heterovalent atoms in Ramer
and Rappe approach with the reasonable results. And also this approach
has the advantage that it is very simple to apply. We applied this approach
to the structural, electronic, electrical and elastic properties of (1-x)BiScO3–
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xPbTiO3 (BS-PT) investigated in previous work [7] by weighted averaging
VCA.
1.1 Computational formalism
1.1.1 Main formalism
The first step consists in performing all-electron calculations of the iso-
lated atoms. From this one obtains the all-electron potential, wave func-
tions and eigenvalues, which are required to construct the norm-conserving
pseudopotential. Afterwards the pseudo wave functions and the semi-local
pseudopotentials are generated from the all-electronic quantities.
The next step is the averaging of the descreened angular momentum (l−)
dependent ionic pseudopotentials,
V ion,V Al (r) = xV
ion,A
l (r) + (1− x)V ion,Bl (r) (1.1)
where V ion,Al (r), V
ion,B
l (r) and V
ion,V A
l (r) are l components of the ionic
pseudopotentials of atom A, atom B and the virtual atom AxB1−x, respec-
tively [10, 11].
When these ionic pseudopotentials are used in calculations of poly-atomic
systems such as solids and molecules, they are transformed into the sum of
an l-independent local part and l-dependent nonlocal parts. In semi local
formalism, the pseudopotential operator is written as follows:
V̂ PP = V loc(r) +
∑
l
∆V nll (r)P̂l , (1.2)
where V loc(r) is a local pseudopotential, ∆V nll (r) = V
ion
l (r) − V loc(r) are
nonlocal pseudopotentials and P̂l are projection operators, which pick out
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the l-th component from the subsequent wave-function. The pseudopotential
operator V̂ PP is called a semi local operator in the sense that it is local with
respect to the radial coordinate r, but nonlocal with respect to the angular
coordinates rˆ.
In the KB formalism, the pseudopotential operator can be written in a
fully nonlocal representation as follows:
V̂ PP = V loc(r) +
∑
i,j
|αi〉Bij〈αj| , (1.3)
where αi(r) are suitably chosen projection functions which are strictly lo-
calised within the core cutoff radius and Bij is the integer value matrix. We
show the detailed transformation of the semi local pseudopotential into the
fully nonlocal pseudopotential in the Sec. 1.1.21. Kleinman and Bylander
proposed that the pseudo wave functions, ψ0lm(r) = R
0
l (r)Ylm(rˆ), where R
0
l (r)
are radial wave functions and Ylm(rˆ) are spherical harmonics, can be used as
set of appropriate projection functions [13, 14] i.e.:
V̂ PP = V loc(r) +
∑
lm
|∆Vlψ0lm〉〈ψ0lm∆Vl|
〈ψ0lm|∆Vl|ψ0lm〉
. (1.4)
At this point it is essential to understand that this expression for the projec-
tion functions remains an approximation, since V̂ PPψ0lm = V
PPψ0lm is valid
for an isolated atom, but usually V̂ PPψ ' V PPψ for a poly-atomic system2.
However, the effect of this difference on the pseudo wave functions can be
1Note that this construction is still fully along the lines of the KB formalism, which
only requires the set of projection functions to be complete, orthonormalized and localised
within the core cutoff radius.
2The reason for this is that the chemical environment of the latter differs from the one
in an isolated atom.
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assumed to be just a perturbation, so that the approximation is certainly a
reliable one.
Now equation (1.4) can be rewritten based on the radial wave functions
R0l (r) as follows [21]:
V̂ PP = V loc(r) +
∑
lm
|ψKBlm 〉EKBl 〈ψKBlm | , (1.5)
where the KB eigenvectors ψKBlm (r) and KB energy E
KB
l are expressed as:
ψKBlm (r) = Ylm(rˆ)R
KB
l (r) = Ylm(rˆ)
∆Vl(r)R
0
l (r)
[
∫∞
0
dr r2|R0l (r)|2|∆Vl(r)|2]1/2
, (1.6)
EKBl =
∫∞
0
r r2|R0l (r)|2|∆Vl(r)|2∫∞
0
dr r2|R0l (r)|2∆Vl(r)
. (1.7)
As shown extensively in the literatures, the pseudopotential matrix in
momentum space can be designed such that the construction time and mem-
ory cost of the matrix can be reduced largely. The matrix elements are then
given as follows:
〈K|V̂ PP |K′〉 = 4pi
Ω
∑
l
EKBl Pl
(
cos(K̂K′)
)
·[∫ ∞
0
dr fK(r)
]
·
[∫ ∞
0
dr fK′(r)
]
(1.8)
where K = k + G and fK(r) = r
2jl(Kr)R
KB
l (r). Moreover, k is the special
point in the irreducible Brillouin zone, G is the lattice vector in reciprocal
space, Ω is the volume of the unit cell, K̂K′ is an angle between wave vectors
K and K′, Pl is the l-th Legendre polynomial and jl is the l-th spherical
Bessel function.
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Here we propose that the averaging of the pseudo wave functions can be
used as pseudo wave functions of the virtual atom, as follows:
R
′V A
l (r) = xR
0,A
l (r) + (1− x)R0,Bl (r) . (1.9)
At this time, since the normalisation condition of the wave functions is lost,
we impose the normalisation to them as follows:
RV Al (r) =
R
′V A
l (r)
[
∫∞
0
dr r2|R′V Al (r)|2]1/2
. (1.10)
Then, R0l (r) in equations Eq. 1.6 and Eq. 1.7 has to be replaced by R
V A
l (r).
The physical motivation for this is the following: Since the Schro¨dinger equa-
tion is non-linear with respect to the eigen-functions, the linear combination
of the eigen-functions (RV Al ) is not an exact eigen-function of the linear
combination of the potentials (V V Al ). However, it is justified to assume the
difference to the exact eigen-function to be small. Moreover, the exact eigen-
functions of V V Al in the environment of an isolated virtual atom are actu-
ally no longer accurate ones, when the virtual atom is put into a solid or
a molecule. Therefore the linear combination of the pseudo wave functions
taking into account the mixing ratio should fit even better to the poly-atomic
environment than the exact eigen-function of the virtual atom in an isolated
environment.
This approach as outlined above has the advantage, that it is easy to
implement for heterovalent atoms because it does not require to solve the
Schro¨dinger equation for the virtual atom. When applying this approach,
note that the maximum angular momentum number lmax, up to which the
semi local pseudopotentials are generated, must be the same for all com-
ponent atoms. Moreover, unbounded states must have the same l, as well.
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In ab initio calculation of solid solutions based on this VCA approach, the
virtual atomic number of the virtual atom has to be averaged as ZV A =
xZA + (1− x)ZB, as well.
1.1.2 Transformation of pseudopotential
In this section we show how to transform the semi local pseudopoten-
tials into the fully nonlocal pseudopotentials by using an orthonormalized
complete set of projection functions.
The semi local pseudopotential operator can be written as follows,
V̂ seminl =
lmax∑
l=0
l∑
m=−l
|Ylm〉∆Vl(r)〈Ylm| (1.11)
where we do not consider the local part because those are the same for both
semi local and nonlocal formalism. Then, the matrix element in momentum
space is as follows,
V seminl (K,K
′) =
∑
lm
∫ ∞
0
dr r2〈K|Ylm〉rˆ∆Vl(r)〈Ylm|K′〉rˆ′ (1.12)
where rˆ and rˆ′ are angular coordinates of position vectors r and r′, respec-
tively.
Any orthonormalized and complete basis set,
∑
i
|αi〉〈αi| = 1, 〈αi|αj〉 = δij (1.13)
Eq. 1.13 can be put into Eq. 1.12, and then the matrix element can be
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divided as follows,
V KBnl (K,K
′) =
∑
lm
∫ ∞
0
dr r2
(∑
i
〈K|αi〉〈αi|Ylm〉rˆ∆Vl(r)
∑
j
〈Ylm|αj〉rˆ′〈αj|K′〉
)
=
∑
ij
∑
lm
〈K|αi〉
[∫ ∞
0
dr r2αlmi (r)∆Vl(r)α
lm
j (r)
]
〈αj|K′〉
=
∑
ij
∑
lm
〈K|αi〉∆V lmij 〈αj|K′〉
=
∑
ij
〈K|αi〉Vij〈αj|K′〉 (1.14)
where αi(r) =
∑
lm α
lm
i (r)Ylm(rˆ) and ∆V
lm
ij =
∫∞
0
dr r2αlmi (r)∆Vl(r)α
lm
j (r).
1.2 Application to BSPT
The results we present in this work concern on the electronic, structural,
electrical and elastic properties of the perovskite piezoelectric solid solution
bismuth scandinate-lead titanate, (1-x)BiScO3–xPbTiO3, which was already
investigated by both first-principles [7] and experiments [26,27]. Since it was
discovered recently, it is proved that BS-PT single crystal near the morpho-
logical boundary (MPB) region possesses a significantly high Curie temper-
ature and good piezoelectric properties. Because there are not the appli-
cations to the heterovalent systems by first principles VCA method except
the BS-PT, we verify the validation of our improved VCA method through
the comparison with previous work [7]. Moreover, we display the additional
properties of BS-PT which was not mentioned there.
The construction of pseudopotentials is performed by using Opium pack-
age3, which adopts the optimised norm-conserving pseudopotential with de-
3Features of Opium package: atomic structure calculation, generation of norm-
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signed non-local potential approach suggested by Rappe, et al. [18]. Here two
pairs of atoms, Bi-Pb and Sc-Ti, are considered as the virtual atoms. Perdew-
Zunger formalism [28] for local density approximation (LDA) exchange-correlation
functional is used. As stated in Ref [7], Bi-Pb and Sc-Ti are the pairs of
neighbouring atoms in the Periodic Table and Bi-Sc and Pb-Ti pairs have
the same total nominal ionic charge of +6, allowing them to be mixed in
arbitrary proportions. The valence electronic configurations of atoms used
in this work are as follows: Bi: 5d10, 6s2, 6p3, Pb: 5d10, 6s2, 6p2, Sc: 3s2,
3p6, 3d1, 4s2, Ti: 3s2, 3p6, 3d2, 4s2 and O: 2s2, 2p4. The implementation
for the crystals is performed by using ABINIT 5.2.4 [29] with the following
parameters: cut-off energy 45 Ha, Monkhorst-Pack special k-point sets are
(4× 4× 4) for structural optimisation, (6× 6× 6) for dynamical calculation
and (4 × 4 × 10) for polarisation calculation of tetragonal phase by Berry-
phase method. The structural relaxation is evolved until the residual force
is smaller than 10−6 Ha/Bohr.
1.2.1 Structural properties
Firstly we verify that the Vegard’s law with respect to the lattice con-
stants is satisfied well. In the case of BS, due to the large difference of ionic
radii of Bi and Sc, its cubic phase is very instable so that the experimen-
tal value is not available, being not able to compare with the experimental
values. Table 1.1 shows the results and the fitting into Murnaghan’s state
equation. From Table 1.1, it is found that the lattice constants simulated
conserving type pseudopotential and capability of using in ABINIT package by converting
into fhi format, http://opium.sourceforge.net/index.html
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by optimisation satisfy the Vegard’s law within allowable error and ones ob-
tained by fitting into Murnaghan’s state equation are also agreed with the
law. Meanwhile the bulk moduluses have properly averaged behaviour.
Lattice constant (Bohr) Murnaghan
Calc. Ave. a0 (Bohr) B0 (MBar) B
′
0
BS 7.611 7.611 7.615 6.635 5.194
0.75BS-0.25PT 7.575 7.567 7.563 7.054 5.905
0.5BS-0.5PT 7.520 7.523 7.517 7.412 4.655
0.25BS-0.75PT 7.485 7.480 7.484 7.556 4.757
PT 7.436 7.436 7.441 7.815 4.284
Table 1.1: Cubic lattice constants optimised and fitting into Murnaghan’s
state equation, where Ave. means averaging values.
Then we get the optimised tetragonal lattice parameters, which include
the relaxed atomic positions, lattice constants a and c or tetragonal ratio
d = c/a. The calculated values are displayed at Table 1.2, where BS-PT is
considered at x=0.5 and ∆E is the difference energy relative to their equilib-
rium cubic phase. In ABO3-type perovskite, the relaxed atomic coordinates
relative to A site are shown in units of c. Note that the atoms are relaxed in
direction of z axis in tetragonal phase and the ideal cubic perovskite coordi-
nates are z(B) = 0.5, z(Ox, Oy) = 0.5 and z(Oz) = 0.0. Our tetragonal ratio
d (1.087) in BS-PT(x=0.5) is rather better than the previous one (1.114),
from the fact that the experimental value is 1.023 in x=0.64. Moreover our
value is very close to the SC one (1.079). The order of atomic relaxation is
similar to the previous results. However ∆Es are larger in magnitude than
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the previous values. These results suggest that the cubic-perovskite structure
is not a very natural one for BS which is mentioned in the previous work.
This work Previous worka Exp.
BS BS-PT PT BS BS-PT PT PTb BS-PTa
(VCA) (SC) (x=0.64)
a (Bohr) 7.182 7.415 7.373 7.113 7.244 7.293 7.373
c (Bohr) 9.270 8.061 7.806 9.140 8.070 7.650 7.852
d=c/a 1.291 1.087 1.059 1.285 1.114 1.079 1.049 1.065 1.023
z(B) 0.571 0.569 0.540 0.573 0.571 0.535 0.538
z(Ox, Oy) 0.730 0.672 0.621 0.729 0.682 0.606 0.612
z(Oz) 0.174 0.129 0.102 0.177 0.145 0.094 0.117
∆E (eV) -1.725 -0.935 -0.659-1.124 -0.376 -0.472-0.060
a Ref [7], b Ref [30]
Table 1.2: Lattice parameters of tetragonal phase obtained by full optimi-
sation, where the relaxed atomic coordinates relative to A site are shown in
units of c. In the case of theoretical works BS-PT was considered at x=0.5.
1.2.2 Electronic properties
We calculate the band structure and density of states in cubic lattice,
where the lattice constants optimised by this work are used. Through the
analysis of band structure and density of states, we can find the fundamental
role of the individual atoms in the structural instabilities. Such explana-
tion can be also performed through the valence electronic charge densities.
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Figure 1.1: Band structure of the compounds near the band gaps from Γ to
X point.
Fig. 1.1 shows the band structure near the band gaps from Γ to X point.
Through Fig. 1.1 we can find the proper averaging behaviour of the band
structures. However the band-gaps are not well averaged as the previous
works also mentioned the fact. In some works [31], the line of band-gaps in
solid solution semiconductors is usually nonlinear along the concentration of
the component. Through the band structures along the concentration, we
can verify that the band structures of solid solutions calculated by using our
approach are well averaged in the context of the overall tendency, except the
band-gaps.
We then observe the partial density of states (PDOS), which are shown in
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Figure 1.2: Partial DOS of BS (top panel), BS-PT0.5 (middle panel) and
PT (bottom panel), respectively. In the middle panel BP and ST means the
pairs of Bi-Pb and Sc-Ti.
Fig. 1.2. In the part under -20 eV, we can find that there are two peaks which
are originated from B site atom 3s state and 3p state hybridising with O 2s
and 2p states. These energy of peaks go downward gradually as mixing ratio
x is increased. This shows that the role of the 3s and 3p electrons of B site
Application to BS-PT 27
atoms in ferroelectric instability is gradually weaker as the concentration of
PT is increased. In the interval (-25 eV, -5 eV), we find the different two facts
that the band from O 2s is downward and the bands from A site 6s and 5d
states are upward, as the concentration of PT is increased. Consequently we
can conclude that the role of 6s and 5d electrons of A site atoms gets become
more important but 2s electrons of oxygen atom weaker for the ferroelectric
instabilities, as the concentration of PT is increased. The most important
part in this analysis is the detailed feature of the band gap region, (-10eV,
10eV). In the case of BS, we can find clearly that the hybridisation between Bi
6p and O 2p orbitals plays more important role in the ferroelectric instability
than the hybridisation between Sc 3d and O 2p orbitals, while in the case
of PT the hybridisation between Ti 3d and O 2p orbitals plays the role of
instability. In other words, A site metal atom plays an important role in
the ferroelectric properties in BS, but the B site transition metal atom plays
such role in PT. Furthermore, we find the proper averaging characteristics
between the PDOS of BS and PT in the solid solution BS-PT (x=0.5).
In order to search the change of charge densities as the concentration
of PT is increased, we observe the line density in the directions of [001]
and [111] (Fig. 1.3). We can find that the charge density around the A
atoms is gradually decreased, but the charge density around the B atoms is
increased, from BS to PT. This fact is reflected in the effective charge which is
considered the following section. The effect of Bi atom on the chemical bond
is stronger than the Pb atom, which is already mentioned in the analysis of
band structures.
We emphasise that it is possible to calculate and analyse the reasonable
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Figure 1.3: Electronic charge densities in the [001] and [111] directions of BS
(left panel), BS-PT0.5 (middle panel) and PT (right panel).
electronic properties of the solid solutions directly, while it is not possible or
difficult in the cases of SC and weighted VCA.
1.2.3 Physical properties
Based on the fully optimised tetragonal lattices, we calculate the spon-
taneous polarisations, Born effective charge tensor, elastic tensor and piezo-
electric tensors within modern density functional perturbation theory [32].
The electronic part of the polarisation can be calculated by Berry phase
method. It is well-known that we can calculate the polarisation difference
between two states of the same solid, under the necessary condition that
the crystal remains an insulator along the adiabatic path that transforms
two states into each other. The magnitude of the electronic polarisation of
a system in one state is defined only modulo ec/Ω, where c is the shortest
real-space lattice vector. The electronic polarisation difference between two
crystal states is expressed as P el = P el(λ2) − P el(λ1). We calculated the
polarisations along the adiabatic path that the crystal transforms from the
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Figure 1.4: Polarisations in adiabatic path.
centrosymetric state (atomic positions are not relaxed) to the ferroelectric
state (atomic positions are relaxed) and estimated the differences between
the centrosymetric state and ferroelectric relaxed state. Here the atomic
positions of the intermediate states are estimated like, xλ = x0 + λ(xrelax −
x0); 0 < λ < 1), where λ is an adiabatic path parameter, x0 is the position
in centrosymetric state and xrelax is relaxed position. Here the polarisation
differences along the adiabatic path should be linear. The linearity of the
polarisation differences along the adiabatic path is shown in Fig. 1.4. In
Fig. 1.4, we also find the good averaging behaviour of BS-PT’s polarisation
differences between BS and PT.
Table 1.3 shows the spontaneous polarisations of the compounds. Our
values of BS (1.251) and BS-PT (1.074) are larger than the previous work
(0.93, 0.92) [7] but the averaging behaviour is good. Since the polarisation
is strongly dependent on the structure and our atomic relaxation is rather
strong than Vanderbilt’s one, our larger values were already expected.
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This work Previous work Exp.
BS 1.251 0.93a –
0.5BS-0.5PT (VCA) 1.074 0.92 (VCA)a 0.32 (x=0.64)a
1.06(SC)a 0.74 (thin film)b
Average 1.070
PT 0.889 0.82c 0.75c
a Ref [7], b Ref [26], c Ref [30]
Table 1.3: Spontaneous polarisation (C/m2)
As mentioned previously, the largest contribution to the polarisation
comes from the displacement of Bi relative to its neighbouring O ions (Ox
and Oy ions). We can find that the relative displacement (0.159) of Bi in our
work is a little larger than the previous work (0.146) in table 1.2. Here we
emphasise that the polarisation of the BS-PT is very well averaged between
BS and PT and moreover agrees almost with the SC value (1.06). Generally
the experimental spontaneous polarisation is measured in polycrystalline ce-
ramics and the polarisation of polycrystal is smaller than the one of single
crystal. Therefore it is necessary to establish the theorem for predicting the
spontaneous polarisation of the polycrystal from the one of single crystal.
Next we consider the Born effective charge tensor of the compounds in
table 1.4. Firstly we can confirm that the charge neutrality condition is also
satisfied,
∑
m Z
∗
αα(m) = 0, indicating that the calculations are relatively fully
converged with respect to computational conditions. We observe that the
averaging of the effective charges is reasonable, especially for A virtual atom.
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Therefore we can say that within VCA method the averaging behaviour of
Born effective charge occurs. In fact, we can expect such result from the
well averaged polarisation values. Our results for PT are a little different
Z∗xx / Z
∗
yy Z
∗
zz
A B Ox Oy Oz A B Ox Oz
BS 5.72 3.26 -2.89 -3.34 -2.75 2.90 4.47 -1.99 -3.38
BS-PT 4.82 4.73 -4.09 -3.03 -2.43 3.18 5.13 -2.07 -4.17
Average 4.78 4.92 -4.21 -3.03 -2.46 3.16 5.03 -2.07 -4.06
PT 3.83 6.58 -5.53 -2.72 -2.16 3.42 5.59 -2.14 -4.73
BSa 2.90
BS-PT a 4.26 5.27 -4.47 -2.77 -2.29
PTb 3.74 6.20 -5.18 -2.61 -2.15 3.52 5.18 -2.16 -4.38
a Ref [7], b Ref [30]
Table 1.4: Born effective charge tensor in tetragonal phase, where Z∗xx
/ Z∗yy means that Z
∗
xx(Ox) is replaced with Z
∗
yy(Oy) and vise versa, and
Z∗zz(Oy)=Z
∗
zz(Ox). Upper part is for this work and lower part is for ex-
perimental work. In the case of BS-PT, x are 0.5 in this work and 0.7 in the
experimental work, respectively.
from the previous ones, because ours were obtained from the lattice constant
(7.43 bohr) optimised in this work but latters from the experimental (7.50
bohr). It is useful to consider the effective charges into the perpendicular
part (Zxx, Zyy → Z⊥) and parallel part (Zzz → Z‖) to the Z axis. In Z⊥,
it is found that the deviation from the nominal value is large for Bi (+3 →
+5.72) of BS, Ti (+4→ +6.58) of PT and O⊥ (Ox and Oy) (-2→ -5.53, -3.03,
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-3.34) of three compounds. Meanwhile also Ti (+5.59) of PT but Sc (+3 →
+4.47) of BS and O‖ (Oz) (-2 → -4.73, -4.17, -3.38) are large in Z‖. From
the fact that the deviation of effective charge from the nominal ionic charge
is rised by orbital hybridization (charge transfer) and through the view of
perpendicular part area where the atomic relaxation were not allowed, we
can find that there exist the hybridization between Bi atom orbitals and
O⊥ orbitals and therefore Bi atom plays more important role in ferroelectric
instability than Sc atom in BS, while in the case of PT, Ti and O⊥ atoms
play such role and Pb atom plays an assistant role. And through the parallel
part, it can be concluded that the role of B site atoms and O‖ increases when
the atomic relaxation is performed.
C11 C12 C13 C33 C44 C66
BS 2.00 0.72 0.77 0.91 0.48 0.67
BS-PT 2.47 0.87 0.93 0.92 1.39 0.80
PT 2.68 1.06 0.86 0.87 0.51 0.93
BS-PT Exp.a 1.26 1.06 0.99 1.00 0.49 0.41
PT Exp.b 2.37 0.90 0.70 0.60 0.69 1.04
PT Calc.b 1.33 0.85 0.89 0.93 0.80 0.93
a Ref [27], b Ref [33]
Table 1.5: Elastic stiffness tensor in tetragonal phase (unit: ×102GPa). Up-
per part is for this work and lower part is for previous work. In the case of
BS-PT, x are 0.5 in our work and 0.57 in experimental work.
Then we calculate the elastic tensor of compounds, which is a fourth-rank
tensor orginally but is reduced to the sixth-rank matrix by Voigt notation.
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In perovskite tetragonal phase (P-4mm space group), there are only 6 inde-
pendent elements. The elastic property of BS-PT can be compared with the
experimental values, except the C44 which is much larger than the experimen-
tal value. (Table 1.5) In table 1.6, the piezoelectric response properties are
strain (C/m2) stress (pC/N)
e15 e31 e33 d15 d31 d33
BS 1.64 -0.68 -1.38 34.18 3.43 -20.93
BS-PT (x=0.5) 13.72 -0.94 -3.05 98.53 15.12 -64.08
PT 5.68 1.61 4.44 111.30 -13.33 77.06
BS-PT (x=0.57) Exp.a 16 -6.6 13.6 330 -550 1150
BS-PT (x=0.7) Calc.b 7.25 168
PT Calc.c 5.65 1.87 3.68
PT Exp.d 4.4 2.1 5.0 53 -4.4 51
a Ref [27], b Ref [7], c Ref [30], d Ref [33]
Table 1.6: Piezoelectric tensor in tetragonal phase where “strain” means
piezoelectric strain tensor and “stress” means piezoelectric stress tensor. Up-
per part is for this work and lower part is for previous work.
shown. Here we concentrate on the e15 and d15 which measures the change of
polarization perpendicular to the z axis induced by shear strain and stress.
In our case e15 (13.72 C/m
2) is much closer to the experimental value (16
C/m2) than the previous one (7.25 C/m2) and also d15 is sufficiently large.
If we perform the calculation at MPB (x ≈ 0.67), we think that the result
will be more closer to the experimental value but in this work it is sufficient.
Anyhow we can conclude that the piezoelectric response property of BS-PT is
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good at least concerning the shear strain, compared with the PZT (e15=7.58
C/m2).
1.3 Summary and discussion
In this work, we proposed the efficient VCA approach capable of treating
the heterovalent atoms and investigated the overall material properties of
the perovskite ferroelectrics such as BS, PT and their solid solution BS-PT.
The material properties contain the electronic properties (band structure,
partial DOS, and valence electronic charge density), structural properties
(equilibrium cubic lattice constant, tetragonal lattice parameters with the
relaxation of the atomic positions) and physical tensors (Born effective charge
tensor, spontaneous polarisation, elastic tensors and piezoelectric tensors).
Most of results are reasonably good compared with the previous results and
the experimental values.
The Vegard’s law was well satisfied with respect to the cubic lattice con-
stants. Moreover, our value of tetragonal lattice ratio agreed with the value
of super cell method though still far away from the experimental value. Such
agreement with the super cell method was also observed in the spontaneous
polarisation of the compounds. Concerning the electronic properties, it is
concluded that the behaviour of the solid solution is generally well averaged
from their parent compounds, except the band gaps. Also the calculated
elastic and piezoelectric tensors are reasonable compared with the experi-
mental values, except for some elements. With respect to the piezoelectric
properties, it is necessary to do more careful consideration.
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Compared with the previous result, it is emphasised to obtain better
valuse for the tetragonal lattice ratio and the spontaneous polarisation, namely,
our calculated values are much closer to the super cell method than the pre-
vious ones. Moreover our approach can perform the direct calculations and
their analysis of the electronic properties of the solid solutions but with
the previous method it is not possible to do that because of the additional
“ghost” atoms. We consider that this approach can be applied to the wide
sorts of alloys and solid solutions without any complicated process and with
reasonable results.
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Chapter 2
Surface simulations by
first-principles and kinetic
Monte Carlo method
In this chapter, the investigations how first-principles simulation can pro-
vide the information necessary for larger scale KMC simulation are demon-
strated.
The first work reports DFT calculations of step and kink formation en-
ergies at vicinal Si(001) surfaces. The surfaces were modeled by periodic
supercells. All required parameters were obtained from first principles, in a
series of simulations that ranges from bulk Si, over flat surfaces to stepped
surfaces without and with kinks. The performance of different types of basis
sets was examined. A qualitative difference between the surface morpholo-
gies obtained within the LDA and GGA is observed. The presence of several
types of surface reconstructions was taken into account. The dependency of
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kink formation energies on the kink angle was analyzed. The quantitative
values obtained in this work will be useful as input for the simulation of
surface phenomena by simulation tools that operate at a larger length- and
time scale.
In the second work, a systematic study of the silicate minerals diopside
(CaMgSi2O6) and a˚kermanite (Ca2MgSi2O7) are performed using ab initio
DFT. It was observed that the surface Si atom for diopside and the surface
Si and Mg atoms for a˚kermanite after surface relaxation as well as after hy-
droxylation have the same coordination numbers as in bulk crystals. The
surface complexes that are the oxalate or bioxalate ions bonded to unsatu-
rated surface Ca and/or Mg atoms form a hydrophobic layer on the surface
and thus protect the leaching of metal cations from the glass surface. This
provides a description of the mechanism of glass corrosion inhibition at the
atomic level: the chemisorption energy of oxalic acid being larger than the
physisorption energy of water, the former is the process that will actually
happen.
In the third work, a kinetic model is proposed for the simulation of ad-
sorption processes on a glass surface in the presence of oxalic acid, which is
subsequently used for an investigation of strategies to inhibit glass corrosion
by means of surface oxalate complexes. The behavior of individual adsorbing
species is resolved by a kinetic Monte-Carlo method (KMC). Kinetic param-
eters for different process specifications were chosen from experimental data
or were calculated ab initio by density functional theory (DFT). The simu-
lations point out that the surface complexation occurs at pH < 8. Moreover
it reveals, that on the one hand the surface protonation catalyses the sur-
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face complexation, which can inhibit the glass corrosion. On the other hand
the formation of magnesium and aluminium surface complexes catalyses the
proton promoted dissolution. The overall effect leads to the inhibition of cor-
rosion at pH values less than 5 for diopside glass due to formation of stable
calcium-magnesium oxalate complexes.
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2.1 Energetics of stepped and kinked vicinal
Si(001) surfaces from ab initio calcula-
tion
Si surfaces have been widely investigated over the past couple of decades,
theoretically as well as experimentally. Due to their fundamental role in
the majority of modern electronic devices, it remains useful to examine by
computer simulations features of those surfaces that are not yet completely
understood. Stepped and kinked surfaces are of special importance to under-
stand and control the epitaxial growth of Si single crystals [34–38]. In order to
get complete insight in how to control the surface morphology during epitaxy,
multiscale methods have recently been developed and applied to Si epitaxial
growth. Examples of such methods are a hybrid method combining a con-
tinuum phase–field and a kinetic Monte Carlo (KMC) simulation [39], and
similar method [40] that uses a terrace-step-kink (TSK) [41] model. These
methods rely on a number of input parameters, for instance the kink energy,
that can be determined by atomistic simulations.
It is well accepted both from simulations [42–50] as well as from ex-
perimental observations [51–53] that at the Si(001) surface dimerisation of
neighboring top surface atoms occurs, in order to minimize the surface energy.
The result is a reduction of the number of dangling bonds, while simultane-
ously large surface stress is induced. Extensive first-principles total energy
calculations [47] have allowed to rank the various surface reconstructions
according to increasing dimerisation energy as follows: symmetric p(2×1)
without buckling of the dimer, asymmetric p(2×1), p(2×2) and c(4×2) with
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buckling. Due to the surface stress anisotropy, which is tensile in the dimer
bond direction and compressive along the perpendicular [110] dimer row di-
rection [54–56], the Si(001) surface tends to break up into two degenerate
stress domains with monoatomic steps or double atomic steps as their bound-
aries [54, 57, 58]. The dimer rows rotate 90◦ from one terrace domain to the
next. According to the notation of Chadi [58], there are four types of steps
– SA, SB, DA and DB– where A and B label steps that are parallel or per-
pendicular to the upper terrace dimer row, respectively, while and S and D
indicate single and double atomic steps, respectively.
At a surface with single atomic steps, two different terrace domains ex-
ist that show alternating SA and SB steps. STM experiments [59–62] show
that the SA step is smooth, while the SB step contains a lot of thermally
excited kinks. A surface with double atomic steps is a single domain sur-
face. Each terrace domain appears in one of the before-mentioned Si(001)
surface reconstructions. Considering a miscut angle of the vicinal surface in
the [110] direction, it was observed that single layer steps form under about
1.5◦ while double layer steps appear for 1.5◦ ∼ 6◦. The atomic morphol-
ogy of vicinal surfaces have been investigated by simulations with empirical
potentials [57,63–70] and by first-principles methods [71–76], and were exper-
imentally observed by scanning tunneling microscopy (STM) [59–61, 77–84]
and low energy electron diffraction (LEED) [62, 85–90].
Surface energetics such as the surface energy or step and kink formation
energies govern the thermodynamic behavior of a surface. In general, it is
difficult to measure a surface energy experimentally, and therefore theoretical
methods are the preferred alternative. To simulate the surface, the supercell
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approximation is commonly adopted: atomic slabs alternate with vacuum
and build in this way a 3D periodic structure. Due to the large number
of atoms included in the supercell model of a vicinal surface, the accuracy
that can be achieved with first-priciples simulations is restricted by the long
computation times. This raises the question of the reliability of such calcula-
tions. Previously obtained step and kink energies for vicinal Si(001) surfaces
show very different values, strongly depending on the adopted potential in
the empirical methods [58, 69, 91–93] and on calculation parameters in the
first-principles [72] calculations.
Using the supercell model for a surface, there are two methods to get the
relaxed surface structure: either one allows the atoms of both the top and
bottom layers to relax, or the bottom layer is passivated with hydrogen and
frozen while only the top layers relax. The former method requires a larger
slab thickness in order to decouple the two surfaces from each other, and is
therefore less efficient in terms of computer time. The second method runs
into the problem of taking into account the surface energy of the hydrogen
covered bottom surface. Recently, Stekolnikov et al. [49] proposed an efficient
approach to estimate the surface energy of a hydrogen covered surface and
applied it to various reconstructions of flat group-IV semiconductor surfaces.
Meanwhile, there is a debate on how to determine the bulk atom energy
that is needed for the calculation of a surface energy. Usually the bulk atom
energy from a separate bulk crystal calculation is taken. This method intro-
duces a mild systematic error due to the different effective accuracies in the
slab and bulk calculations [50]. To avoid this error, it has been proposed [50]
to fit the total energy of the slab supercell as a function of slab atomic layer.
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This was applied in Ref. [50] to study Si surfaces, without H-passivation.
In the present work we combine H-passivation with a bulk atom energy
calculated by varying the slab thickness, in order to obtain the surface ener-
getics of a vicinal Si(001) surface, and this with two first-principle methods
with a different intrinsic accuracy. We aim to find out how the kink forma-
tion energies of both single-layer and double-layer stepped surfaces depend
on the angle with the direction parallel to the step edge (‘kink angle’).
2.1.1 Methodology and computational details
In the present work, we create a kinked vicinal surface using information
from first-principles simulations only. First the equilibrium bulk crystal lat-
tice constant for Si is determined. A supercell for a slab with this lattice
constant is constructed, and various surface reconstructions are considered:
unrelaxed p(1×1), relaxed p(1×1), symmetric p(2×1), asymmetric p(2×1),
p(2×2) and c(4×2).Then we build slab supercell models for various vicinal
surfaces, including a surface with simultaneously a SA and a SB single-layer
step (SA-SB, see Fig. 2.2), and with DA or DB surfaces. Then we build slab
supercell models for various vicinal surfaces, including a surface with simul-
taneously a SA and a SB single-layer step (SA-SB, see Fig. 2.2), with DA and
DB double-layer steps, and stepped flat (= not vicinal) surfaces, including a
surface with a either a SA or a SB step. Note that it is not possible to build a
single-layer step vicinal surface containing only SA or SB steps, because the
directions of dimer on lower terrace and upper terrace are different. Both
steps have to be combined in on surface, which will lead to additional calcu-
lations for flat stepped surfaces in order to obtain the formation energy for
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an individual SA (SB) step. Finally, vicinal surfaces with kinked steps are
simulated, and this for different kink angles. At each stage in this procedure,
the several layers of atoms at and underneath the surface are allowed to re-
lax (how many depends on the supercell). In this way we obtain the atomic
morphology at each stage, as well as of the surface energetics such as surface,
step and kink formation energies.
In order to calculate the surface energy of Si(001) reconstructed surfaces,
modeled by a slab supercell with H-passivation at the bottom surface, we need
to know the surface energy of a H-covered surface, EHsurf , and the chemical
potentials of Si and H atoms, µSi and µH [49]:
En×msurf =
1
n ·m
(
En×mtot − µSiNSi − µHNH
)− EHsurf , (2.1)
where En×mtot is the total energy of a relaxed Si(001) (n×m) slab supercell, and
NSi and NH are the number of Si atoms and H atoms in the slab. However,
if we would calculate the energy gain per 1×1 cell of a relaxed surface with
respect to the unrelaxed surface,
∆En×m =
1
n ·m(E
n×m, unrel
tot − En×mtot ), (2.2)
where En×m, unreltot is the total energy of an unrelaxed (n×m) slab supercell,
then we can obtain the surface energy of relaxed (n×m) (001) surfaces from
the surface energy of unrelaxed p(1×1) surfaces, E1×1, unrelsurf , as follows:
En×msurf = E
1×1, unrel
surf −∆En×m. (2.3)
Note that since we do not consider reconstructions with missing atoms in
this work, there is no change in the number of Si atoms between unrelaxed
and relaxed surfaces in equation 2.2.
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The surface energy of an unrelaxed p(1×1) surface, E1×1, unrelsurf , must be
determined previously, using a slab without H-passivation:
E1×1, unrelsurf =
1
2
(E1×1, unreltot − µSiNSi). (2.4)
The chemical potential of a Si atom is unknown, and is often approximated
by the energy per atom in a bulk Si crystal. Instead, we adopted the so-called
slab method [50], in which the surface energy and chemical potential of a Si
atom are determined simultaneously by a linear regression fit of the total
energies as function of the number of atomic layers (or number of atoms) in
the slab:
E1×1, unreltot (NSi) = µSiNSi + 2E
1×1, unrel
surf , (2.5)
where E1×1, unreltot (NSi) is the total energy of a two-sided supercell slab (no
H-passivation), which should be a linear function of the number of atomic
layers in the slab.
After determination of this surface energy, we can now calculate the sur-
face energy of a H-covered bottom surface using equation 2.1 inversely. The
chemical potential of a H atom is approximated as the energy of an isolated
H atom calculated including spin polarization. The chemical potential of
the hydrogen atoms varies depending on the reservoir. We assume that the
reservoir is given by free hydrogen atoms. Note that the surface energy of the
flat surface is not be affected by the choice of hydrogen chemical potential.
To calculate the surface formation energy of vicinal surfaces, we used
equation 2.1 with the previously determined H-covered surface energy and
the chemical potentials of Si and H atoms from the flat Si(001) surface, due
to the fact that they are all Si(001) surfaces. Then the step formation energy
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can be calculated by subtracting the surface energy of a terrace domain
surface, displaying one of the (001) surface reconstructions, from the surface
energy of a vicinal surface:
λstep = ly
[
1
lxly
(
Evicitot − µSiNSi − µHNH
)− EHsurf − En×msurf ] , (2.6)
where λstep is the step formation energy per unit of length, lx and ly are the
number of surface unit cells in the width and length of the vicinal surface
supercell, respectively, and Evicitot is the total energy of the slab. In the case of
a flat stepped surface, equation 2.6 must be divided by 2 due to the presence
of two identical steps.
The kink energy is calculated by subtracting the surface energy of a
stepped vicinal surface from the surface energy of a kinked vicinal surface:
λkink = ly
[
Ekinkvicisurf − Estepvicisurf
]
, (2.7)
where λkink is the kink formation energy per unit of length, and Ekinkvicisurf and
Estepvicisurf are the surface energies of kinked and stepped vicinal surfaces per
1×1 cell.
For the first principles methods that were used to carry out these proce-
dures, we choose the plane wave norm conserving pseudopotential method
as implemented in ABINIT [29] for flat surfaces, and the localised basis set
norm conserving pseudopotential method as implemented in the SIESTA
code [94] for vicinal surfaces. FHI98pp norm conserving pseudopotentials [15]
were used throughout. We used the Perdew-Wang local density approxi-
mation (PW-LDA) [95] and Perdew-Burke-Ernzerhof generalized gradient
approximation (PBE-GGA) [96] as exchange-correlation functionals. With
respect to the reciprocal space integrals over two-dimensional Brillouin zones
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for the surfaces, a Monkhorst-Pack (4×4×1) mesh of special points was used
for the flat surface and a (2× 2× 1) mesh for the vicinal surface. The cut-off
energy for the plane wave expansion of the single-particle eigenfunctions in
ABINIT calculations was set at 16 Ry. For calculations with SIESTA, a
standard double zeta basis plus polarization (DZP) was selected for Si and
H atoms. The orbital-confining cutoff radius was fixed at 0.02 Ry, and the
equivalent plane wave cutoff for the grid at 200 Ry.
2.1.2 Flat Si(001) surfaces
Surface supercells were built using the theoretical crystal lattice con-
stant (5.469 A˚ (ABINIT, GGA), 5.387 A˚ (ABINIT, LDA), 5.413 A˚ (SIESTA,
GGA) and 5.429 A˚ (SIESTA, LDA)), which are all reasonably close to the
experimental value of 5.43 A˚. First, we calculated the surface energy and bulk
atom energy of Si by equation 2.5 for the unrelaxed p(1×1) surfaces. The
total energies of supercells with two identical surfaces and with the atoms of
four atomic layers around the centre of slab frozen on their bulk positions,
were recorded upon increasing the number of layers from 16 to 22. The prim-
itive (1×1) surface unit cell was used as surface of the slab. Figure 2.1 shows
a good linear dependence of the total energy of the supercell on the number
of layers. In table 2.1 we summarize the results of surface energies of unre-
laxed p(1×1) surfaces and bulk atom energies of Si with different calculation
conditions. For the chemical potential, the difference between SIESTA and
ABINIT (0.2-0.3 eV) is smaller than the difference between LDA and GGA
(0.7-0.8 eV). A similar conclusion holds for the surface energy. This demon-
strates that the less accurate method (SIESTA), which we will use for the
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Figure 2.1: Total energy versus number of atomic layers in the unrelaxed
Si(001) p(1×1) surfaces with SIESTA/GGA.
largest supercells, is sufficiently reliable.
Method µSi (eV) E
1×1, unrel
surf
bulk slab (eV)
ABINIT
LDA -108.032 -108.000 2.312
GGA -107.222 -107.194 2.138
SIESTA
LDA -107.640 -107.693 2.414
GGA -107.018 -106.989 2.205
Table 2.1: Surface energy of unrelaxed Si(001) p(1×1) surface and Si bulk
atom energy. ‘Bulk’ refers to a bulk crystal calculation and ‘slab’ means the
linear regression method.
As a next step, we calculate the surface energies of a series of recon-
structed surfaces: relaxed p(1×1), symmetric p(2×1), asymmetric p(2×1),
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p(2×2) and c(4×2). The bottom layers of each slab were passivated with hy-
drogen atoms of which the positions were previously optimized (starting from
initial positions along the bulk Si directions with all Si atoms fixed). Ten
Si atomic layers and sufficiently thick vacuum layers (over 10 A˚ in ABINIT
and 20 A˚ in SIESTA) were used to model the surfaces (adding vacuum is
computationally less expensive for a localized basis set method, whence the
comfortably thick vacuum layer used with SIESTA). When performing the
surface relaxation, the atoms in eight atomic layers from the top were allowed
to relax until the forces on individual atoms were under 0.01 eV/A˚, while
the remaining Si and H atoms were kept fixed. Due to the computational
load, (2×2) cells were used with ABINIT and (4×2) cells with SIESTA.
Table 2.2 reports the dimerisation energy. The energy differences between
Surface ABINIT SIESTA Ref. [47, 97]
LDA GGA LDA GGA
p(2×1)s -1.475 -1.408 -2.215 -2.067
p(2×1)a -1.691 {0.216} -1.629 {0.220}-2.331 {0.116}-2.250 {0.183}{0.12±0.01}
p(2×2) -1.759 {0.068} -1.707 {0.079}-2.428 {0.097}-2.373 {0.124}{0.048±0.018}, {0.15}
c(4×2) -1.718 {-0.041}-1.712 {0.005}-2.435 {0.007}-2.387 {0.014}{0.003±0.013}, {0.03}
Table 2.2: Dimerisation energy of Si(001) reconstructed surfaces in eV per
1×1 cell. The values in curled brackets and in the column of references are
energy differences between the present and the preceding line. “s” and “a”
mean “symmetric” and “asymmetric”.
these 4 types of reconstructions are in overall agreement with previous values
obtained with a plane wave norm-conserving pseudopotential method [47] as
well as with the SIESTA code [97]. The energy difference between p(2×2)
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and c(4×2) reconstructions is sufficiently small to fall within the accuracy
limits of DFT: these two reconstructions can be considered to be similarly
stable. Therefore we will use p(2×2) reconstructions as the terrace domain
for vicinal surface calculations, in order to reduce the supercell size.
In table 2.3 we give the surface energies and the surface areas per 1×1 cell.
In the calculation of the surface energy of a H-covered surface, we used the
hydrogen energy calculated for an isolated H atom: -12.775 eV (ABINIT-
GGA), -12.419 eV (ABINIT-LDA), -13.344 eV (SIESTA-GGA) and -12.792
eV (SIESTA-LDA). Note that the chemisorption energy per hydrogen atom,
EHads = (E
n×m
surf − EHsurf)/2, is larger in all cases than the molecular binding
energy per atom in the range 2.53 ∼ 3.02 eV. Our values with the Si bulk
atom energy determined by the slab method are different from the values of
Ref. [49], in which the bulk atom energy was calculated by the bulk method.
Our results with SIESTA-GGA are close to the values of Ref. [50], where
the slab method was used, but without H-passivation.
The fair agreement between the (more accurate) ABINIT and (less accu-
rate) SIESTA results indicates that the accuracy achieved in our SIESTA
calculations is sufficient in order to have confidence to apply them to the
computationally more expensive vicinal surfaces.
2.1.3 Vicinal surfaces with straight steps
Using a localized basis set allows to treat larger supercells than is pos-
sible with a plane wave basis set. In the simulations that will be described
in this section, the supercells contain six Si atomic layers with a hydrogen
termination and a vacuum layer of 15 A˚. As mentioned in section 2.1.2, we
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Method Surface Esurf (eV/1×1 cell) γ (J/m2)
LDA GGA LDA GGA Ref. [49, 50]
ABINIT
p(1×1)u 2.312 2.138 2.553 2.291 2.39, 2.58
p(1×1)r 2.309 2.136 2.550 2.288 2.39, 2.36
p(2×1)s 1.572 1.432 1.736 1.534
p(2×1)a 1.464 1.322 1.617 1.416 1.45, 1.51
p(2×2) 1.430 1.282 1.579 1.373 1.47
c(4×2) 1.450 1.279 1.601 1.371 1.41, 1.47
H-covered -4.995 -4.914 -5.515 -5.265 -5.34
SIESTA
p(1×1)u 2.414 2.205 2.624 2.411
p(1×1)r 2.341 2.201 2.545 2.407
p(2×1)s 1.604 1.475 1.744 1.613
p(2×1)a 1.545 1.383 1.680 1.512
p(2×2) 1.496 1.316 1.626 1.439
c(4×2) 1.495 1.317 1.625 1.440
H-covered -5.138 -4.630 -5.586 -5.063
Table 2.3: Surface energies of Si(001) reconstructed surfaces. “u” and “r”
mean “unrelaxed” and “relaxed”. The surface areas of (1×1) cell are 14.510
(ABINIT-LDA), 14.955 (ABINIT-GGA), 14.737 (SIESTA-LDA) and 14.650
A˚2 (SIESTA-GGA). In Ref. [49,50] plane wave pseudopotential methods with
LDA were used.
assumed the terrace domain to have a p(2×2) surface reconstruction, which
has a stability that is comparable to c(4×2). To mimic a vicinal surface, we
used supercell slabs with two orthogonal cell axes (a1 and a3 in Figure 2.2)
and one cell axis (a2) that is not perpendicular to those. The inclination
of a2 in the a3 direction is determined by the step height (the double arrow
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in Figure 2.2), while in the a1 direction it corresponds to one half of the
length of surface lattice constant. The length of each terrace domain is 4a,
Figure 2.2: Supercell slab for a SA-SB vicinal surface. In each terrace domain,
Si atoms at the top surface are relaxed from the initial p(2×2) reconstruction.
a1, a2 and a3 refer to the axises of the supercell and the arrows indicate the
step height.
where a is a surface lattice constant given by a0/
√
2, and the width is 2a in
most cases. To check the validity of such cells, we also used a width of 4a
sometimes. In the latter case, the number of atoms in the cell are as follows:
180 Si and 60 H for vicinal SA-SB, and 140 Si and 44 H for vicinal DB. In
the former case, the total number of atoms is about 100: 90 Si and 30 H for
vicinal SA-SB, 60 Si and 24 H for stepped flat SA, 96 Si and 32 H for stepped
flat SB, 68 Si and 22 H for vicinal DA and 70 Si and 22 H for vicinal DB.
Ab initio vicinal surface 53
As pointed out by Chadi [58], in order to obtain a step formation energy,
simulations for four different surfaces are needed: vicinal SA-SB, DAand DB,
and flat SA or SB (‘flat’ refers to a supercell that is not inclined). After
atomic relaxation, it was observed that in our LDA calculations in the lower
terrace domain of all considered vicinal surfaces the top surface atoms close
to the step do not show buckling, and hence the lower terrace does not have a
p(2×2) reconstruction but rather a mixture between the p(2×2) and symmet-
ric p(2×1) reconstructions. When GGA was used, the buckling was present.
Figure 2.3 shows the atomic morphologies of DB vicinal surfaces for LDA and
GGA. In the case of SA-SB and SB simulations, the same effect was observed.
The behaviour described by LDA is not expected [75, 98], and we conclude
therefore that LDA does not properly describe the interaction between step
atoms and lower terrace atoms. Therefore, for further simulations of kinked
steps we will work only with GGA.
We examined the Si surface dimer bonds and tilt angles near the steps,
which are 2.38 A˚ and 19.6◦ for the p(2×2) reconstruction of a flat surface
with SIESTA-GGA (experiment gives 2.24±0.08 A˚ (using a different lattice
constant) and 19±2◦ [53]). For the DB vicinal surface, the dimer bond length
increases when going from the lower terrace to the upper terrace: 2.335 A˚ (α),
2.378 A˚ (β), 2.382A˚ (γ) and 2.397 A˚ (δ), where α, β, γ and δ are shown in
Figure 2.3. The corresponding dimer tilt angles are 17.2◦ (α), 19.2◦ (β), 19.1◦
(γ) and 18.6◦ (δ). When compared to the bond length and angle for a flat
surface with this same reconstruction, it turns out that the dimers nearest to
the step edge (α and δ) are affected most. Similar observations were made
for the other vicinal surfaces.
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Figure 2.3: Atomic morphology of a Si(001) DB vicinal surface. (a) within
LDA and (b) within GGA. The arrow points to the dimer that is not buckled
with SIESTA-LDA, and α, β, γ and δ refer to specific dimers discussed in
the text.
Surface energies, and from these step formation energies (Eq. 2.6) for the
5 cases of stepped surfaces were calculated using H-passivated slabs, with
the surface energy of the H-covered surface and the Si bulk atom energies
determined from flat surfaces, and the hydrogen atom energy calculated from
the H2 molecule (all GGA only). The results are listed in table 2.4. Values
for step formation energies obtained by other theoretical calculations and by
experiment are listed in this table as well. These values are scattered within
rather broad intervals, and in most cases our values fall into these intervals
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Surfaces Eslabsurf Size (a) λ
step (eV/a)
(eV/1×1 cell) lx ly this work Calc. [58, 92] Exp. [92]
SA(flat) 1.469 2 6 0.082 0.002∼0.09 0.03
SB(flat) 1.488 2 8 0.115 -0.011∼0.15 0.06 ∼0.09
SA-SB 1.479 2 7.5 0.198 -0.009∼0.16 0.086
DA 1.527 2 5.5 0.483 0.16 ∼0.54 0.15
DB 1.453 2 5.5 0.077 -0.04 ∼0.17 0.05
Table 2.4: Surface energy and step formation energy of vicinal Si(001) sur-
faces with straight steps.
as well. Various factors influence a theoretically predicted step formation
energy: the length of the terrace domain (it should be long enough to prevent
step-step interaction), the number of atomic layers in the slab, and – in
the case of empericial or semi-empirical methods – the adopted interatomic
potentials. The results in table 2.4 indicate that the formation of the DA step
is energetically most unfavorable, while the DB and flat SA steps are easiest
to form.
2.1.4 Vicinal surfaces with kinked steps
Since it was observed from STM images [59–62] that at SA-SB vicinal sur-
faces the SA steps are much smoother than the SB steps, and since DA steps
are not energetically favorable (table 2.4), we considered kinks only at DB vic-
inal surfaces and in the SB steps at SA-SB vicinal surfaces. For these cases,
the kink formation energy (Eq. 2.7) and its dependence on the kink angle was
calculated (the kink angle is defined as the angle with the direction parallel
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to the step edge).
At this stage, we used a supercell with a width of 4a. As Figure 2.4
shows, this supercell size allows to study two kink angles in the case of the
SA-SB kinks and three kink angles in the case of the DB kinks. In the
Figure 2.4: Supercell model used for kinked steps at vicinal surfaces. (a)
kinked SA-SB vicinal surface with 26.6
◦ kink angle and (b) kinked DB vicinal
surface with 14◦ kink angle. The red box indicates the surface unit cell, the
blue lines show the kink angle, and the dashed lines follow the step contours.
Step atoms are marked in yellow for clarity. a, b, c, d and e in (a), and p and
q in (b) refer to dimers discussed in the text.
case of SA-SB kinks, the distance between neighbouring kinks was 2a. For
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the DB kinks, the x axis of the supercell was inclined in order to keep the
distance between neighbouring kinks equal to 4a.
We investigated the dimer geometries after atomic relaxation. At the
SA-SB kinked vicinal surface, the bond length of dimers (a) near the kink,
on the upper terrace, is 2.40 A˚, which is the maximal value found, and those
of dimers (c) near the SA step, on the lower terrace, is 2.33A˚ (the smallest
value found). Those of dimers (d, e) near the kink, on the lower terrace, are
respectively 2.34 and 2.38 A˚. For the dimer tilt angles, the smallest value
is 16.92◦ (c) near the SA step on the lower terrace and the largest value is
19.78 ◦, for the dimers (b) located in the middle between a SA step and a
SB step. At the DB kinked surface, the shortest dimer bond length (p: 2.32
A˚) is found at the lower terrace near the kink, while the longest one (q: 2.40
A˚) is found at the upper terrace, near the lower step, which is 4a length
away from the upper step. The dimer tilt angle changes from 16.48◦ (p) near
the kink on the lower terrace to 18.83◦ (q) near the lower step on the upper
terrace. From these observations, we can conclude that the presence of kinks
strongly influences the morphology of the dimers near to them.
Using equation 2.7, we have calculated the kink formation energies. Table
2.5 lists the surface energy, the step formation energy for the case of 4a
wide stepped vicinal surfaces, and the kink formation energy for the case of
kinked vicinal surfaces. We can verify that in the case of stepped vicinal
surfaces, the step formation energies are in good agreement with the 2a wide
vicinal surfaces that were considered in the previous section. This table shows
that the kink formation energies at the DB vicinal surface are two orders of
magnitude larger than those at the SA-SB vicinal surface. In both cases,
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Surfaces Eslabsurf Number of atoms Size (a) Angle (
◦) λ (eV/a)
(eV/1×1 cell) Si H lx ly
SA-SB-step 1.4651 180 60 4 7.5 0 0.1958
SA-SB-kink1 1.4767 184 60 4 7.5 26.6 0.0029
SA-SB-kink2 1.4778 188 60 4 7.5 45.0 0.0032
DB- step 1.4524 140 44 4 5.5 0 0.0737
DB- kink1 1.9415 138 44 4 5.5 14.0 0.1223
DB- kink2 1.9961 136 44 4 5.5 26.6 0.1359
DB- kink3 2.0690 134 44 4 5.5 36.9 0.1542
Table 2.5: Surface energy and step formation energy in the 4a wide DB and
SA-SB vicinal surfaces and kink formation energy in the kinked vicinal sur-
faces.
the kink formation energy increases with increasing kink angle. Considering
the small number of data points that could be studied, a linear relation
between the kink formation energy and the kink angle can be inferred for
the DB kinked vicinal surface (this relation is displayed in Figure 2.5 for
both studied surfaces). We can compare these results with tight-binding
simulations by Bowler et al. [69] as shown in Figure 2.6, where the kink
depth is used instead of kink angles defined in this work and the kink energy
is calculated by multiplying the kink energy defined in this work by the
surface unit cell constant a. Although our values are larger than those by
Bowler, the slope of the linear relation is almost equal: 0.061 in this work
and 0.08 in Bowler’s.
Table 2.5 shows that – starting from a flat p(2×2) surface – it is harder
to create SA-SB steps (λ=0.1958 eV/a) then DB steps (λ=0.0737). But once
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Figure 2.5: Kink formation energy in kinked DB vicinal surfaces (a) and
SA-SB vicinal surfaces with SIEATA GGA.
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Figure 2.6: Kink energy as a function of kink depth in a kinked DB vici-
nal surface. The values calculated by Bowler et al. [69] using tight-binding
method are shown as well.
those steps are there, it is much easier to create kinks at the SA-SB steps
(λ=0.0029) then at the DB steps (λ=0.1223). The net result is that the
formation energies for kinked SA-SB steps and kinked DB steps are nearly
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identical.
2.1.5 Summary
In summary, we have investigated the atomic morphology and energet-
ics of stepped and kinked Si(001) vicinal surfaces using H-passivated super-
cell slab models. We obtained surface, step and kink formation energies of
Si(001) surfaces in several stages from surface reconstruction to kinked vic-
inal surfaces. From looking at the results for dimerisation energies of flat
surface reconstructions, it was confirmed that surface energetics obtained by
a numerical localized basis set method are reliable. Regarding the dimer
morphology at stepped vicinal surfaces, a localized basis set method within
LDA cannot provide a reasonable geometry for dimers near the step: the
expected buckling of these dimers was not observed. On the contrary, the
same basis set with GGA did result in buckling for all dimers, including the
ones near the step ledge.
The kink formation energies obtained for kinked SA-SB and DB vicinal
surfaces increase (probably linearly) with increasing kink angle. The quanti-
tative information on kink formation energies obtained in the present work,
will be useful for larger scale simulations as well as for understanding the
thermodynamic behaviour of surfaces as it is observed in experiments. In-
deed, simulations with methods that operate at larger length and time scales,
such as kinetic Monte Carlo, the phase field method and their hybrid ver-
sions [39] require step and kink formation energies as important input param-
eters. In this way, ab initio information can be indirectly used to study the
surface morphology at a mesoscopic scale (µm or mm) during e.g. epitaxial
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growth processes. A second topic where the present results can contribute
to understanding is the thermodynamic behaviour of surfaces: a determining
quantity is the surface free energy, which depends on parameters as the step
free energy and kink creation energy [92].
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2.2 Ab initio modeling of glass corrosion: hy-
droxylation and chemisorption of oxalic
acid at diopside and a˚kermanite surfaces
A multicomponent glass consists of several kinds of oxides, such as silica
(SiO2), calcia (CaO) and magnesia (MgO). In actual glass production pro-
cesses, a variety of minerals can be used as sources for these oxides. Diopside
(CaO ·MgO · 2 SiO2) and a˚kermanite (2CaO ·MgO · 2 SiO2) are two examples
of such minerals. They are frequently used in the glass industry [99,100], in
traditional ceramics and in biomedical applications (e.g. as implant mate-
rial [101]). As natural minerals are often contaminated by heavy metals and
refractory minerals, the synthetic production of such minerals near or within
a glass plant has received considerable research interest [102]. Surface phe-
nomena play an important role in many applications of materials [3], and
for multicomponent glasses this is not different. For instance, they tend to
undergo surface corrosion when being in aqueous solution, especially at high
temperature and at specific pH values [103].
In recent experimental work, Gross, Dahlmann and Conradt [104] ob-
served that upon adding organic acids into the aqueous solution the dissolu-
tion rate of glass cations was lower than what is predicted by thermodynamic
models. Carbonic acids with different functional groups were examined, for
instance the family of compounds HOOC−(CH2)m−(CX1X2)n−(CH2) p−COOH
wherein m is in 0–1, n is in 0–2 and p is in 0–1, while X1 and X2 represent
each individually H, OH, or COOH. The largest difference between thermo-
dynamic model predictions and experiment was observed in the case of oxalic
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acid. Gross et al. propose the inhibition of glass corrosion is due to the for-
mation of surface complexes after the adsorption of organic acid molecules.
The purpose of the present paper is to study these glass surface phenomena
at the atomic scale by ab initio calculations, and to reveal the mechanism
behind the observed corrosion protection. It is difficult to address by this
methodology glass surfaces directly, as reproducing the absence of long-range
order would require exceedingly long computation times. One way to deal
with this, is to equilibrate by ab initio molecular dynamics a moderately
sized glass supercell, which is then cut to obtain a surface (see for instance
Ref. [105] and references therein). The approach we have chosen is to take
crystalline minerals instead of glasses, with as justification the fact that at
the atomic scale the local environments in the mineral are similar to the ones
in the real glass.
A more detailed description of the corrosion inhibition mechanism sug-
gested by Gross et al. [104] goes as follows. First, the silicate mineral surfaces
created by cutting the crystalline solid are easily hydroxylated due to the in-
teraction with water molecules present either in the aqueous solution or in
the atmosphere [106–110]. Subsequently, alkali earth cations such as Ca 2+
and Mg 2+ are rapidly released from the hydroxylated silicate mineral sur-
face, with the exchange of a proton (H+) [106]. This leaching of cationic
glass constituents leads to a rough surface layer with mechanical and optical
properties that significantly differ from the bulk glass phase. To prevent this
dissolution of metal ions, it can be expected that the chemisorption of small
multidentate organic molecules on the hydroxylated surfaces provides a pas-
sivating layer that strongly binds to the glass surface and thereby inhibits
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the dissolution of cations. Despite the fact that such procedures are widely
used, the mechanisms of hydroxylation and chemisorption are still not well
understood in terms of the relevant adsorption sites and geometry of the
surfaces and surface complexes.
The crystal structure of silicate minerals has been investigated before
by experiments [111–115] and by ab initio density functional theory (DFT)
simulations [116–118]. The structure of diopside is characterized by parallel
chains of corner-sharing silicon tetrahedra (Si), edge-sharing octahedra (M1)
and another edge-sharing polyhedron (M2), where the M1 site is occupied
by six-fold coordinated magnesium and the M2 site is occupied by eight-fold
coordinated calcium [111–113]. In the case of a˚kermanite, the M1 octahe-
dron is replaced by a tetrahedron and thus the coordination of magnesium
becomes four-fold, the same as for silicon [114, 115]. The crystal lattices are
monoclinic with the C2/c space group in the case of diopside and tetragonal
with the P4¯21m space group in the case of a˚kermanite, respectively. The high
pressure structures of diopside as predicted by ab initio simulations are in
good agreement with experiment after applying a pressure correction [117].
Silica surfaces have been intensively investigated before by DFT simula-
tions, paying attention to the local surface structure [119,120], to the hydrox-
ylated surface with structural analysis and the OH–surface interaction mech-
anism [109,110,121,122], and to water adsorption on the hydroxylated silica
surface [108,123]. These papers can serve as the basis for understanding more
complicated silicate mineral surfaces, as we will study in the present work.
Using a model potential, Parker et al. have performed a series of atomistic
simulations of silicate mineral surfaces containing two different cation species,
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for example, forsterite (Mg2SiO4) [107], wollastonite (CaSiO3) [106,124] and
several oxide surfaces [125]. These studies provide a general picture for the
atomistic mechanism of hydration and hydroxylation of silicate minerals: hy-
droxylation is realized by adsorbing a dissociated water molecule onto surface
cation-oxygen pairs in such a way that the OH group is bond to a surface
cation and the H atom to a surface oxygen atom. Here a surface cation is
a metal cation rather than a silicon atom, because it is expected [106] that
Si–O bonds along the chain direction are stronger than M–O bonds between
chains.
Following similar trends in the recent literature (e.g. Ref. [105]), a chal-
lenge in the present work is a further increase in complexity by studying
silicate mineral surfaces containing three different cations by ab initio meth-
ods. Moreover, chemisorption of oxalic acid on a hydroxylated mineral sur-
face requires further considerations for estimating the adsorption sites. An
illustration of the latter is a study of adsorption of oxalic acid on the TiO2
surface using simple cluster modeling and the Hartree–Fock method, where it
has been observed that oxalate groups are adsorbed on Ti sites and hydrogen
atoms are adsorbed on surface oxygen sites [126]. It is therefore not a priori
obvious which sites are responsible for adsorption of oxalic acid components
on the hydroxylated diopside and a˚kermanite surfaces, due to the presence
of several types of cations.
The aim of this paper is to unravel by DFT simulations the atomistic
mechanism of hydroxylation silicate mineral surfaces with three different
cations, and the chemisorption of bidentate organic molecules on these hy-
droxylated surfaces. Such information is meaningful for understanding the
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corrosion of silicate-based multicomponent glasses. Furthermore, the ob-
tained surface energetics and chemisorption sites could be used as input pa-
rameters for kinetic Monte Carlo simulations of the corrosion process, by
which fast adsorption (non-adiabatic) phenomena and dissolution rates can
be investigated.
2.2.1 Methodology and computational details
We have performed a systematic ab initio DFT study, starting from the
crystalline solid towards the chemisorption of oxalic acid on hydroxylated
surfaces. To model the physical and chemical processes that occur in real
experiments as reasonably as possible, we follow the procedures described
hereafter.
As a first step, total energy minimization is used to obtain the theoretical
crystal lattice structures. A comparison of the theoretical lattice constants,
angles and atomic positions with experimental values provides a reliability
check for our computational method. Simulations for isolated oxalic acid
molecules are performed as well, and this for several conformations. The
total energies that are obtained allow to select the conformation that will be
used later for the computation of the adsorption energy.
In the next step, interesting surface indexes are selected on the basis
of experimentally known favorable cleavage planes. Two-dimensional peri-
odic slabs are created, which allow to model these surfaces within a three-
dimensional simulation code. Our slabs have a thickness of 2 conventional
crystal unit cells, separated by about 20 A˚vacuum. The atoms in one half of
a crystal unit cell at each side of the slab are allowed to relax, and the surface
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unit cell is twice the primitive surface unit cell. We checked the convergence
of this supercell model by increasing the slab thickness up to 4 conventional
unit cells, and the vacuum thickness up to 30 A˚: this led to variations in the
surface energy that were smaller than 0.05 J/m2. To check the stability of
the surface, the surface formation energies are calculated for both unrelaxed
and relaxed surfaces. The surface formation energy can be approximated as
the difference between the total energies of the slab and the corresponding
bulk crystal:
γ =
Esurf − NsurfNbulk Ebulk
2A
(2.8)
where Nsurf and Nbulk are the numbers of atoms in surface slab and in the
bulk unit cell, A is the slab surface area, and Esurf and Ebulk are the total
energies of the slab and bulk structures, respectively. The surface formation
energy is usually positive, which means energy should be provided in order to
create a surface. The larger the surface energy, the more difficult it is to create
a surface and hence the more unstable such a surface is. In the creation of the
surface for a particular Miller index, there may be several possible cutting
planes that all guarantee a net neutral surface charge perpendicular to the
surface [127]. To select the most stable surface among these cuts, the surface
energy of each cut is calculated and it is the surface with the lowest energy
that is used in this paper.
For the relevant relaxed surfaces, we estimate the surface oxygen sites that
will be responsible for the hydroxylation. This can be done by analyzing the
coordination numbers of top surface atoms. Hydroxyl groups are then put
at these sites, and a new structural relaxation is performed. From these, the
hydroxylation reaction energy (adsorption energy) can be determined.
68 Ab initio silicate simulation
Finally, we simulate the chemisorption of oxalic acid on the hydroxy-
lated surface. After making an educated guess for the initial state for the
chemisorption, atomic relaxation is performed to obtain a stable final state
for the chemisorbed molecule. The chemisorption energy can then be calcu-
lated as follows:
Eads =
1
Nmol
[Emol−surf − (Esurf +NmolEmol)] (2.9)
where Nmol is the number of adsorbed molecules, and Emol−surf and Emol
are the total energies of the adsorbed surface and of the isolated molecule,
respectively. The adsorption energy can be either negative or positive. If
it is negative, then energy is released during the adsorption and therefore
this process can happen spontaneously (exothermic). Positive adsorption
energies indicate that the adsorption is not spontaneous and energy should
be provided to make it happen (endothermic).
All calculations in this work were performed within DFT [5, 6, 128]. The
ABINIT code [29] was employed to solve the Kohn-Sham equations by the
plane wave–pseudopotential (PW–PP) method, and the SIESTA code [94]
to solve them using a localized numerical basis set. FHI pseudopotentials [15]
are used in both ABINIT and SIESTA, and PBE–GGA [96] was chosen as the
exchange-correlation functional. For the PW-PP work, a cut-off energy of
40 Ha and a 4×4×4 k -mesh (for the bulk crystals) are used. In the SIESTA
work, a standard double-zeta (DZ) basis set is used for every atom. The
energy shift was taken as 300 meV, and the mesh cutoff is 100 Ry. Only a
single k -point was used in the surface calculations, thanks to the large size
of the simulation cell. Forces on the individual non-fixed atoms were allowed
to relax to less than 0.02 eV/A˚ or better.
Ab initio silicate simulation 69
2.2.2 Structure of bulk crystal and surface
The crystal lattice of diopside is monoclinic with space group C2/c, in
which Si is at a four–fold coordinated tetrahedral site, the Mg cation is at a
regular six–fold coordinated octahedral site, Ca is at a distorted eight–fold
coordinated site, and oxygen occupies three different sites. A˚kermanite has
a tetragonal lattice with space group P4¯21m, in which Mg and Si have a
four–fold tetrahedral coordination, and Ca an eight–fold polyhedral coordi-
nation. The difference between diopside and a˚kermanite with respect to the
cation–polyhedra is the Mg–polyhedron: an octahedron or a tetrahedron,
respectively. In table 2.6, the lattice parameters and atomic positions as
obtained by requiring the stress tensor to vanish are reported. They show
good agreement with the experimental values.
The interatomic distances and angles within the cation-site polyhedra
are shown in table 2.7. Our values for the SiO4 tetrahedron reasonably agree
with the experimental condition for a stable Si tetrahedron [129]: 1.57 A˚ <
Si-O < 1.72 A˚ , 98◦ < ∠O-Si-O < 122◦.
The interatomic distances and angles within the cation-site polyhedra
are shown in table 2.7. Our values within SiO4 tetrahedron are reasonably
agreed with the experimental condition for the stable Si tetrahedron, 1.57
A˚ < Si-O < 1.72 A˚ , 98◦ < ∠OSiO < 122◦ [129].
The experimentally observed cleavage plane for diopside is {110}, while
for a˚kermanite they are {001} (distinct) {110} (poor) [130]. These are all low-
index planes, and therefore we restrict our computational study to possible
different low-index planes: {001}, {010}, {100}, {011}, {101} and {110} for
diopside, and {001}, {100}, {011} and {110} for a˚kermanite.
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Diopside A˚kermanite
Method a (A˚) b (A˚) c (A˚) β (◦) a (A˚) c (A˚)
ABINIT 9.862 8.899 5.299 105.49 7.908 5.054
SIESTA 9.799 8.881 5.387 104.82 7.806 5.020
Experiment1 9.804 9.030 5.275 105.63 7.785 5.021
a Ref. [111] for diopside and Ref. [114] for a˚kermanite
Table 2.6: Crystal lattice parameters of bulk diopside and a˚kermanite. Diop-
side has a monoclinic lattice (α=γ = 90◦) with space group C2/c, and
a˚kermanite is tetragonal (a=b, α = β = γ = 90◦) with space group P4¯21m.
Si Mg Ca
Mineral MethodSi–O (A˚)∠OSiO(◦)CNMg–O (A˚)∠OMgO(◦)CNCa–O (A˚)∠OCaO(◦)CN
Diopside
Theory 1.686 109.1 4 2.051 90.0 6 2.501 103.9 8
Exp1 1.658 109.3 4 2.123 89.6 6 2.544 100.7 8
A˚kermanite
Theory 1.697 108.5 4 1.883 109.5 4 2.522 102.0 8
Exp2 1.625 108.6 4 1.916 110.1 4 2.554 – 8
a Ref. [111], b Ref. [114]
Table 2.7: Interatomic distances and angles in the cation-surrounding poly-
hedra of bulk diopside and a˚kermanite, as obtained by our SIESTA calcu-
lations. The bond lengths and bond angles are average values. ‘CN’ means
the coordination number of the cation in the polyhedron.
By cutting the crystal while making the net dipole moment normal to the
surface zero, the surface atoms become less coordinated than they are in the
bulk crystal. The coordination of a Si atom is reduced from 4 in the bulk to
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2 or 3 at a surface, while for Ca the reduction goes from 8 to 4. Mg has a 6–
fold coordination in bulk diopside and a 4–fold one in bulk a˚kermanite, which
reduce to 4 or 5 at diopside surfaces and to 2 or 4 at a˚kermanite surfaces.
Such an undercoordination renders the surface to be unstable. Bonds will
be broken and new bonds will be created, in order to make the coordination
as similar as possible to the bulk situation. Table 2.8 shows the surface
areas, coordination number of surface cations, type of surface according the
classification of Tasker [127] and surface formation energies both before and
after surface relaxation.
At the {001} diopside surface, the surface reconstruction modifies a three-
fold coordinate surface silicon atom bond to a lone oxygen into a four-fold
coordinated silicon atom, while the previously six-fold coordinated surface
calcium atom lost one oxygen to silicon and has its coordination number
decreased from six to five. This is because the Si–O bond is stronger than
the Ca–O bond. In the surface region, the Si–O bond length is between 1.66
and 1.95 A˚ where the same in bulk is within 1.60–1.77 A˚. The Mg–O bond
distance is in the range 1.95–2.13 A˚, compared to 2.02–2.06 A˚ in bulk. For
Ca–O, the ranges are 2.40–2.65 A˚ at the surface and 2.34–2.63 A˚ in bulk.
Figure 2.7 shows the direction of movement of top surface atoms, and broken
as well as created bonds after the relaxation.
At the {010} diopside surface, the three-fold coordinated surface silicon
atom does not succeed to become four-fold coordinated.
For the {100} diopside case, the slab contains mostly layers that contain
only a single element per layer: an oxygen layer, a silicon layer, another
oxygen layer, and a mixed Ca–Mg layer. We considered a silicon terminated
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Area γaunrel γ
b
rel Type
c CN
(hkl) (A˚2) (J/m2) (J/m2) Si Mg Ca
{001} 87.03 3.34 2.62 II 3, 4 5 6
{010} 51.03 4.74 4.00 II 3 4 6
{100} 47.85 6.40 5.55 II 4 - -
{011} 100.88 4.02 3.21 II 3, 4 4, 5 4, 7
{101} 109.51 6.83 4.63 II 2, 4 5 6
{110} 69.95 2.86 2.47 II 4 4 7
{001} 60.93 5.25 4.64 II 3 2 -
{100} 39.18 3.68 3.06 II 4 2 6, 8
{011} 72.44 3.67 3.03 I 2, 4 2 6, 7
{110} 55.41 3.55 3.33 II 4 2 5
a Unrelaxed surface energy, b Relaxed surface energy,
c Coordination number
Table 2.8: Surface characteristics and formation energies for diopside (upper
part of table) and a˚kermanite (lower part of table) surfaces. The coordination
number (CN) is the one before surface reconstruction.
surface, at which the top Si atoms have coordination number two, while Mg
and Ca atoms under the top layer have their maximal coordination numbers
(6 and 8, respectively). The top Si atoms attract the inner oxygen atoms,
and as a result the latter are taken away from Ca. After the surface recon-
struction, therefore, the coordination numbers of Si and Ca atoms become
three and six, respectively.
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The {011} diopside surface consists of three– and four–fold coordinated
silicon atoms, four– and five–fold coordinated magnesium atoms and four–
and seven–fold coordinated calcium atoms. After the surface reconstruction,
these coordinations become four–, four–, five– and seven–fold, respectively.
Again this is because the Si–O bond is stronger than the Mg–O and Ca–O
bonds.
After the reconstruction of the diopside {101} surface, the coordination
number of Si increases from two to three, while for Ca atoms it decreases
from six to five. There is no distinct change of the Mg environment.
At the {110} diopside surface, the bond lengths and angles are not much
affected by the reconstruction, and no bond breaking or bond creation occurs.
This is because the surface silicon atoms are already four–fold coordinated.
The coordination of Mg and Ca is lower than in the bulk, but again due
to the stronger Si-O bond it is the Si coordination which is decisive. This
suggests that the {110} plane is rather stable, and might be a good cleavage
plane.
The {001} a˚kermanite surface contains no calcium in the top layer – all
calcium atoms are fully surrounded by oxygens. After relaxation, surface
magnesium attracts the oxygen from calcium in deeper layers. Therefore, its
coordination number becomes three, while that of deeper calcium is reduced
to seven. The buried Ca move a bit towards the surface. There is no change
of coordination number for the surface silicon.
At the {100} a˚kermanite surface, two–fold coordinated surface magne-
sium becomes three–fold coordinated by bond breaking and attracting oxy-
gen of eight–fold coordinated deeper-lying calcium atoms.
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Figure 2.7: Top view of the surface structure of the {001} diopside surface
unit cell. The upper panel (a) shows the direction of atom movement and
the lower panel (b) shows the resulting structure after the relaxation, where
the dotted lines represent the bonds broken by the reconstruction process.
At the {011} a˚kermanite surface, two–fold coordinated surface silicon and
magnesium atoms become four– and three–fold coordinated by attracting
oxygens from the six– and seven–fold coordinated surface calcium atoms, of
which the coordination numbers reduce to five. The fact that silicon ends
up to be fully coordinated while Mg is less coordinated than in bulk again
shows that the Si–O chemical bond is stronger than the Mg–O bond.
Finally, at the {110} a˚kermanite surface, a two–fold coordinated surface
magnesium atom becomes three–fold coordinated by sharing oxygen with
a five–fold coordinated calcium atom, while another two–fold coordinated
magnesium atom keeps its low coordination.
Table 2.9 summarizes the bond lengths and angles as a function of coor-
dination numbers of the cations in diopside and a˚kermanite surfaces.
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Si Mg Ca
{hkl}Si-O (A˚) ∠OSiO(◦) CNMg-O (A˚) ∠OMgO(◦) CNCa-O (A˚)∠OCaO(◦) CN
{001} 1.75 95.4∼131.3 4 2.04 78.1∼175.5 5 2.47 61.4∼156.4 5
{010} 1.65 115.7∼122.0 3 1.93 83.7∼173.5 4 2.35 69.6∼160.0 6
{100} 1.75 95.1∼115.9 3 2.01 76.4∼173.4 6 2.36 69.6∼162.2 6
{011} 1.73 97.8∼145.6 4 1.97 76.9∼169.9 4 2.42 60.7∼134.34, 5, 7
{101} 1.74 95.6∼134.5 3 2.04 74.0∼170.0 5 2.44 60.1∼158.3 5, 6
{110} 1.75 97.8∼130.2 4 1.92 91.8∼158.7 4 2.44 61.1∼152.9 7
{001} 1.73 96.3∼98.7 3 1.84 105.1∼124.1 3 2.50 63.3∼159.6 7
{100} 1.71 95.5∼126.4 4 1.92 82.6∼118.6 3 2.48 67.0∼162.5 6, 7
{011} 1.72 86∼139.4 4 1.91 79.6∼134.5 3 2.37 69.1∼157.8 5
{110} 1.70 97.7∼124.7 4 1.92 83.7∼124.7 3 2.42 64.7∼137.9 5
Table 2.9: Cation-Oxygen distances and Oxygen-cation-Oxygen angles in the
cation-surrounding polyhedron of diopside surfaces (upper part of the table)
and a˚kermanite surfaces (lower part of table), after surface reconstruction.
CN stands for ‘coordination number’.
From these observed theoretical surface reconstructions, we can obtain
some conclusions about the cation–oxygen chemical bond in these mineral
surfaces. It was found that the Si–O bond is the strongest among the three
cation–oxygen bonds, while the Ca–O bond is the weakest. This is not very
surprising, because we can expect that the Si–O bond will be a covalent bond,
the Mg–O bond a partially covalent and partially ionic bond, and Ca–O bond
close to an ionic bond. Covalent bonding is stronger than ionic bonding, in
general. These observations will be useful for estimating the hydroxylation
sites on these surfaces.
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2.2.3 Hydroxylation of surface and chemisorption of
oxalic acid
The hydroxylation of these surfaces can be described as a Brønsted-Lowry
acid-base reaction where the proton is transferred from water to the surface
oxygen and the hydroxide is bond to a surface cation. This reaction can be
written with Kro¨ger–Vink notation [131] as:
H2O + O
x
O −→ OH ·O + OH
′
i (2.10)
where O xO is a surface oxygen at a lattice oxygen site with zero charge, OH
·
O is
a hydroxyl group at a surface oxygen lattice site with charge +1 (conjugate
acid) and OH
′
i is a hydroxyl group at an interstitial site with charge -1
(conjugate base).
The hydroxylation can be considered as a stabilizing process for the sur-
face, because bonding the hydroxyl groups with surface cations brings the
coordination number of the latter closer to the bulk values [106]. In the min-
eral surfaces studied in this work, there are three different surface cations:
–O−Si+, –O−Mg+ and –O−Ca+. Given the fact that the surface has only a
limited capacity to adsorb water, we should make an educated guess about
which cations will most likely be at the adsorption/hydroxylation sites. This
information is required for the (time-consuming) ab intio calculations, which
can relax the atomic positions for a given initial situation, but which are
not capable of finding the relevant initial situations. Examining all possible
initial situation would take an unfeasible amount of computer time. From
our observations on the reconstruction of pure surfaces (see previous section),
we expect that at diopside surfaces undercoordinated Si will be the first to
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bind to the oxygen atom of the hydroxyl group, because the Si–O bond is
stronger than the Mg–O and Ca–O bonds. Once all Si sites are exhausted,
undercoordinated Mg and Ca sites have a similar tendency to be hydroxy-
lated. At a˚kermanite surfaces, Si and Mg both have the priority for binding
to hydroxyl, followed by Ca. The result is that after dissociation of a water
molecule OH – is attached to the low–coordinated silicon at diopside sur-
faces, and to silicon and magnesium at a˚kermanite surfaces. At both types
of surfaces, H+ is captured by the dangling oxygen bond according to Eq.
2.10.
In the next paragraphs, we describe the different hydroxylated surfaces,
as we observed them in our ab initio simulations.
In the case of the {001} diopside surface, one hydroxyl group was found
to be attached to a three–fold coordinated silicon forming SiO3−OH, which
are connected with each other forming a chain like this:
(· · ·O−SiO−OH · · ·OH · · · )
∧ l
> SiO2
The · · · indicate a hydrogen bond and > indicates an internal chemical bond.
The chain specified in the above formula is indicated by the thick black line
in Fig. 2.8 (a). Hence, SiO4H are connected by hydroxyl–hydroxyl as well as
by hydroxyl–oxygen hydrogen bonds, where the OH· · ·OH distance is 1.79
A˚ and the OH· · ·O distance is 2.85 A˚ (see Figure 2.8 (a)). We tried to adsorb
four and six water molecules on this surface, and observed that only two
of them were dissociatively adsorbed at Si sites (chemisorption), while the
others were adsorbed without dissociation at magnesium and/or calcium sites
(physisorption). The physisorption energies are -6.38 kJ/mol (exothermic)
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in the case of two molecules, and 12.03 kJ/mol (endothermic) in the case
of four molecules. The reason for the absence of dissociative adsorption at
unsaturated Mg or Ca sites is that the chemical bond in water is stronger
than the Mg–O or Ca–O bonds. We conclude that water molecules can be
dissociatively adsorbed only at Si sites, which means a fully hydroxylated
{001} diopside surface will contain 2 water molecules per surface unit cell
(see also Tab. 2.10).
At the {010} diopside surface, the surface silicon is part of two silanols,
[SiO2(OH)2], which are parallel to each other and form an unclosed ring like
this:
∨
· · ·OH−SiO−OH · · ·
...
· · ·HO−SiO−HO · · ·
∧
The distances between the hydroxyl groups are 1.69, 1.70 and 2.05 A˚. Also
here, not more than two water molecules can be dissociatively adsorbed.
Two water molecules are adsorbed dissociatively to the Si–terminated
diopside {100} surface unit cell. At the hydroxylated diopside {100} surface,
it was observed that the top Si surface atom is bond to one hydroxyl group,
while another hydrogen atom from the water molecule is attached to a sur-
face oxygen connected to Mg and Ca atoms. This results in the following
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repeating unit of Si tetrahedrons:
· · · HO O
l l
−(O−Si−O−Si)−
l l
O · · · HO
The distance between oxygen and the hydroxyl group is around 1.99 A˚.
At the {011} diopside surface, the surface silicon tetrahedron contains
one silanol group. Three tetrahedra are connected by one hydrogen bond
(1.31 A˚), and one is almost isolated, having a bond length of 2.96 A˚. This
connection can be described as follows:
>SiO−OH · · ·OH−OSi<
l
O OH
l l
>SiO−OH · · ·O−OSi<
The OH· · ·OH distance in the upper line is 2.96 A˚ and the OH· · ·O distance
in the lower line is 1.31 A˚.
At the hydroxylated {101} diopside surface, there are two different Si
tetrahedra: one containing one hydroxyl group and another containing two
hydroxyl groups, which are connected by hydrogen bonds as follows:
∨ ∨
· · · (O−Si−HO · · ·HO−Si−OH) · · ·
l
O
The hydrogen bond length is around 1.43 A˚.
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At the {110} diopside surface, a water molecule can only be physisorbed
at the Mg and Ca sites. The reason is that this surface does not contain
any unsaturated silicon atom. Only undercoordinated Mg and Ca ions are
present in the surface layer. Due to this observation, we did not take this
surface further into account in our chemisorption study. The physisorption
energy of water at this surface is is -90.41 kJ/mol (Tab. 2.10), which is smaller
than the chemisorption energies.
In the case of the {001} a˚kermanite surface, two water molecules can be
adsorbed dissociatively, of which one hydroxyl group is attached to silicon
and another is shared by silicon and magnesium. The two hydroxyl groups
lie rather close to each other (hydrogen bond of 1.58 A˚). Two hydrogens are
attached to two dangling surface oxygen bonds and create in this way two
new hydroxyl groups. Of these, only one lies close to a Si (hydrogen bond
of 2.11 A˚) while the other is effectively an isolated hydroxyl group, far away
from Si atoms. Two Si tetrahedra are connected sharing one oxygen:
OH OH
l l
>SiO−O−OSi< .
The area of the surface unit cell of {100} a˚kermanite is roughly one half
of area of the {001} surface unit cell, such that not two but only one water
molecule can be adsorbed per surface unit cell (the density of adsorbed water
molecules is more or less similar, see Tab. V). The corresponding chemisorp-
tion energy is much smaller (-20.12 kJ/mol) than it was in the previous cases
(-114.08 ∼ -472 kJ/mol), and is also below the range of typical chemisorption
energies (40-800 kJ/mol) [132]. We tried to simulate molecular adsorption on
the hydroxylated surface, and found an adsorption energy of -174.76 kJ/mol.
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This is much larger than in the case of the diopside {001} surface and {110}
surfaces, where we concluded physisorption takes place.
At the {011} a˚kermanite surface, two–fold coordinated silicon and mag-
nesium atoms share one hydroxyl group, while another hydroxyl group is
attached exclusively to silicon. In this configuration, magnesium is still un-
dercoordinated, and therefore it attracts deeper-lying oxygen, resulting in
a four–fold coordination. The hydrogen bond lengths are 1.46 and 1.97 A˚.
There are hydroxyl groups formed from surface oxygen and hydrogen of wa-
ter and they are located between Mg and Ca. These hydroxyl groups are
not connected with silicon and are therefore called to be ‘isolated’. The
connection of two Si tetrahedra can be depicted as
(> SiO−O · · ·HO−SiO−OH)
. (see the thick black line in Fig. 2.8-b).
At the {110} a˚kermanite surface, two hydroxyl groups are located at the
interstitial site between five–fold coordinated Ca and two five–fold coordi-
nated Mg atoms. Hydrogen atoms bind with the surface oxygens of a Si
tetrahedron. Hence, silicon has two silanols, and these Si tetrahedra are
connected with each other by a hydrogen bond of 1.67 A˚, i.e.:
OH
l
(· · ·O−Si−OH · · · ).
∧
Table 2.10 summarizes the reaction energies, that is, chemisorption en-
ergies for dissociative adsorption of a water molecule, and the capacity of
the different surfaces for dissociative water adsorption. Figure 2.8 shows the
hydroxylated diopside {001} and a˚kermanite {011} surfaces.
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Figure 2.8: Top view of the surface structure of hydroxylated diopside {001}
(a) and a˚kermanite {011} (b) surfaces. Colored dotted lines show the weak
bonds between Ca, Mg and O, while grey dotted lines show the hydrogen
bonds with their bond lengths. The thick black lines in both pictures indicate
the skeletons that are described in the text.
By these hydroxylation simulations, we can conclude that the unsatu-
rated surface silicon atoms are responsible for the chemisorption of water on
diopside surfaces, while on a˚kermanite surfaces unsaturated surface silicon
and magnesium atoms are responsible. The observation that Mg plays a
more important role in a˚kermanite than in diopside is related to its different
polyhedral coordination. We also observed that at most two water molecules
can be chemisorbed onto the surface unit cell.
The oxalic acid molecule has a planar geometry and there are several con-
formations. In the lowest energy conformation, two reverse carboxyl groups
are connected by a hydrogen bond (O· · ·H is 1.87 A˚). The O–O distances are
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REa ACb CNc
{hkl} (kJ/mol) (10−10 mol/cm2) Si Mg Ca
{001} -167.42 3.82 4 5 7
{010} -156.85 6.51 4 4 6
{100} -466.83 6.94 4 6 6
{011} -165.22 3.29 4 3, 5 5, 7
{101} -472.00 6.07 4 5 6
{110} -90.41 - 4 4 8
{001} -229.99 5.45 4 2, 4 6
{100} -20.12 4.24 4 3 6,7
{011} -199.71 4.59 4 4 6
{110} -114.08 5.99 4 4 6
a Reaction energy,b Adsorption capacity,c Coordination number
Table 2.10: Reaction energy for the hydroxylation (RE), the maximum capac-
ity for dissociatively adsorbing water (AC), and the resulting coordination
number (CN) of cations at the hydroxylated surfaces. The upper part is
for diopside surfaces, the lower part for a˚kermanite surfaces. In the case of
diopside {110} surface that is physisorption.
2.62 A˚ between two different carboxyl groups and 2.35 A˚ inside one carboxyl
group. It can be dissociated into a bioxalate ion (HOOC−COO – ) or into an
oxalate ion (C2O
2 –
4 ) and a proton (H
+).
The dissociative adsorption of oxalic acid on the hydroxylated surface too
can be described as a Brønsted-Lowry acid-base reaction where the proton
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is transferred to a surface oxygen forming a hydroxyl group or creating a
water molecule, and the bioxalate ion or the oxalate ion is adsorbed at a
metal cation site forming a surface complex. The bioxalate can attach to
the surface with the two oxygen atoms of the carboxylate group, or with
one oxygen from the carboxylate group and one from the carboxyl group.
It is reasonable to expect that the chemisorption sites at the hydroxylated
surface will be low–coordinated surface Ca and/or Mg atoms. In the following
paragraphs, we will describe the geometry of surface complexes resulting from
the chemisorption of oxalic acid on hydroxylated surfaces, and we will give
the corresponding chemical reaction equations.
In the case of the hydroxylated {001} diopside surface, a bioxalate ion is
adsorbed on the Ca and Mg sites, and a hydrogen is bond to a surface oxygen.
The geometry of the adsorbates is planar, and two adsorbate oxygens are
bond to several hydroxyl groups on the surface by a strong hydrogen bond
(1.5 and 1.6 A˚ )(see Fig. 2.9), which helps to attract the adsorbate to the
surface. The chemical formula for this chemisorption can be described as
follows:
> CaMg·OSi(OH) + H+ + HOx− −−⇀↽−
> Si(OH)2+ > CaMgHOx ; − 352.12 kJ/mol (2.11)
HOx – represents a bioxalate ion, HC2O
–
4 . The adsorption of an oxalate
ion was not observed. After the chemisorption, the coordination numbers of
surface Mg and Ca atoms become the same as in bulk.
For the hydroxylated {010} diopside surface, a bioxalate ion is adsorbed
at the Mg site, after which the coordination of the latter becomes six–fold,
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Figure 2.9: Top view of the structure of a surface complex on the hydroxy-
lated {001} diopside surface. The bioxalate ion is combined with surface Ca
and Mg cations, and there exist strong hydrogen bonds between adsorbed
bioxalate and surface hydroxyl groups.
as it is in bulk. Since the top Ca atom lies lower than the Mg atom and it is
surrounded by hydroxyl groups, it is not a suitable site for the oxygen of the
oxalate to attach to it. The adsorbed bioxalate is surrounded by hydroxyl
groups as well, with distances from 1.53 to 1.96 A˚. The chemical formula for
the reaction on the Mg site can be described as follows:
> Mg·OSi(OH)2 + H+ + HOx− −−⇀↽−
> Si(OH)3+ > MgHOx ; − 400.74 kJ/mol (2.12)
Although the adsorption of the oxalate ion happened with the orthogonal
conformation (not planar), the adsorption energy is lower than it is for the
hydrogen oxalate. Hence, we conclude that hydrogen oxalate is more favor-
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able than oxalate in the case of this {010} surface.
In the simulation of adsorption of oxalic acid on the hydroxylated Si–
terminated {100} diopside surface, we observed weak chemisorption: the
hydrogen of oxalic acid was attached to surface oxygen, and the bioxalate
ion was weakly attached to the six–fold coordinated Ca atom. The distance
between the oxygen of the bioxalate ion and the surface Ca atom is 2.73 A˚,
which is larger than the Ca–O bond length in the calcium-oxygen polyhedron
(2.5 A˚). As there are several hydrogen bonds between oxygens of the adsorbed
bioxalate ion and hydroxyl groups of the surface, it can be expected that the
adsorbed bioxalate ions are very stable.
> Ca·OSi(OH) + H+ + HOx− −−⇀↽−
> Si(OH)2+ > CaHOx ; − 263.48 kJ/mol (2.13)
At the hydroxylated {011} diopside surface, the bioxalate and oxalate
were adsorbed in configurations where they bridge Mg and Ca cations. Their
geometries are planar in the case of bioxalate and orthogonal in the case of
oxalate adsorption. The chemical reactions are as follows:
> Mg·OSi(OH)+ > Ca·OSi(OH) + H+ + HOx− −−⇀↽−
> Si(OH)2+ > SiO(OH)2+ > CaMgHOx; − 645.37 kJ/mol (2.14)
> Mg·OSi(OH)+ > Ca·OSi(OH) + 2 H+ + Ox 2− −−⇀↽−
> 2Si(OH)2+ > CaMgOx; − 438.29 kJ/mol (2.15)
where Ox 2 – is an oxalate ion, C2O
2 –
4 . The adsorption energy of hydrogen
oxalate is larger than the one of oxalate.
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At the hydroxylated {101} diopside surface, the bioxalate and oxalate
ions were attached to the surface Mg and Ca atoms. After chemisorption,
the surface Mg atoms are saturated (coordination number six). In the case
of oxalate adsorption, the adsorbed oxalate ion was surrounded by hydroxyl
groups of the surface, forming several hydrogen bonds.
> CaMg·O2Si(OH) + H+ + HOx− −−⇀↽−
> Si(OH)2+ > CaMgHOx; − 231.39 kJ/mol (2.16)
> CaMg·O2Si(OH) + 2 H+ + Ox 2− −−⇀↽−
> Si(OH)3+ > CaMgOx; − 288.23 kJ/mol (2.17)
It was observed that oxalate adsorption is more favorable than bioxalate
adsorption. Figure 2.10 shows the geometries of surface complexes on the
diopside {001} and {010} surfaces.
Figure 2.10: Side view of surface complexes on the diopside {001} (a) and
{010} (b) surfaces.
At the {001} hydroxylated a˚kermanite surface, the two top Mg atoms
with coordination numbers 2 and 4 are bond with a bioxalate ion and an
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oxalate ion. Although there exist unsaturated Ca atoms at the layer un-
derneath the surface, we did not observe them to react with the absorbed
molecule. The geometry of adsorbed bioxalate is planar. The adsorbed ox-
alate is twisted by about 35◦, and therefore the oxygen of the oxalate almost
shares a hydrogen with the surface oxygen. The reaction formula can be
written as follows:
> Mg·[OSi(OH)]·Mg + H+ + HOx− −−⇀↽−
> Si(OH)2+ > Mg2HOx; − 383.37 kJ/mol (2.18)
> Mg·2 [OSi(OH)]·Mg + 2H+ + Ox 2− −−⇀↽−
> 2Si(OH)2+ > Mg2Ox; − 385.09 kJ/mol (2.19)
At the hydroxylated {100} a˚kermanite surface, the bioxalate is adsorbed as
a bridge between Mg and Ca sites and hydrogen was bond to an independent
hydroxyl group forming a water molecule. Meanwhile, oxalate is adsorbed on
a Ca atom, and a water molecule was created that bonds with a Mg atom.
The geometry of adsorbed oxalate is twisted by about 30◦. The chemical
formula is as follows:
> MgOH+ > Ca·O2Si(OH) + H+ + HOx− −−⇀↽−
> SiO2(OH)+ > CaMgHOx + H2O; − 507.60 kJ/mol (2.20)
> MgOH+ > Ca·O2Si(OH) + 2H+ + Ox 2− −−⇀↽−
> SiO(OH)2+ > CaOx+ > Mg + H2O; − 576.16 kJ/mol. (2.21)
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These two processes are continuous and the reaction energy of chemisorption
of oxalate is larger than the one for bioxalate.
At the hydroxylated {011} a˚kermanite surface, bioxalate is adsorbed on
two Ca sites, which was followed by the continuous adsorption of oxalate on
the same sites. During the adsorption, the existing hydrogen bond was bro-
ken and new hydrogen bonds with the adsorbate were created. The formula
can be described as follows:
> Ca·SiO+ > Ca·OSi(OH)2 + H+ + HOx− −−⇀↽−
> Si(OH)+ > OSi(OH)2+ > Ca2HOx; − 389.00 kJ/mol (2.22)
> Ca·SiO+ > Ca·OSi(OH)2 + 2H+ + Ox 2− −−⇀↽−
> Si(OH)+ > Si(OH)3+ > Ca2Ox; − 448.57 kJ/mol. (2.23)
Also the adsorption of oxalate is more favorable than the adsorption of hy-
drogen oxalate.
In the case of a hydroxylated {110} a˚kermanite surface, the bioxalate
and oxalate are attached to a Mg atom, since the Ca atom is located at the
subsurface layer and is surrounded by other atoms. Their reaction formula
is as follows:
> Mg·OSi(OH)2 + H+ + HOx− −−⇀↽−
> Si(OH)3+ > MgHOx; − 550.62 kJ/mol (2.24)
> Mg·OSi(OH)2 + 2 H+ + Ox 2− + O xO −−⇀↽−
> Si(OH)3+ > MgOx + OH
x
i ; − 434.84 kJ/mol (2.25)
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where O xO is a surface oxygen at the lattice site. Oxalate adsorption is less
favorable than bioxalate adsorption. Figure 2.11 shows the geometries of
the surface complexes created by the chemisorption of oxalic acid on the
hydroxylated a˚kermanite surfaces as examples. In table 2.11 we summarize
the chemisorption energies of the hydrogen oxalate and oxalate ions.
Figure 2.11: Side view of surface complexes on the a˚kermanite {100} surface
(a) and a˚kermanite {011} surface.
It is clear that the chemisorption of an oxalic acid molecule on the hy-
droxylated surfaces is easier than the physisorption of a water molecule on
the same surfaces: reaction energies for the former are in the range -231 ∼
-645 kJ/mol, while for the latter they are in the range 12 ∼ -175 kJ/mol.
Therefore, it can be concluded that oxalic acid adsorption effectively will
happen, with its protective effects for the corrosion of these glass surfaces.
2.2.4 Summary
By using ab initio simulation techniques we have studied the surface struc-
ture, hydroxylation and chemisorption of oxalic acid molecules on the hydrox-
ylated surface of diopside and a˚kermanite containing Si, Mg and Ca cations.
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CN
{hkl} bioxalate oxalate Mg Ca
{001} -352.12 - 6 8
{010} -400.74 -340.87 5, 6 7
{100} -264.48 - 6 7
{011} -645.37 -438.29 4, 6 6, 8
{101} -231.39 -288.23 6 6, 7
{001} -383.37 -385.09 3, 5 6
{100} -507.60 -576.16 3, 4 6
{011} -389.00 -448.57 4 6
{110} -550.62 -434.84 4, 5 7
Table 2.11: Dissociative adsorption energy (kJ/mol) of bioxalate and/or ox-
alate on the hydroxylated surface, and the coordination number of Mg and
Ca after the chemisorption. The upper part is for diopside surfaces, the lower
part for a˚kermanite surfaces.
Based on good cleavage planes of the crystals, the related low index surfaces
have been studied. After cutting the crystal, the reconstruction of the sur-
faces was investigated. This helped to understand the different behavior of
several cations. We obtained the surface formation energies by calculating
the total energy of the reconstructed surface.
We have studied the hydroxylation of the surfaces. The simulations
showed that some surfaces such as {100} and {110} of diopside do not experi-
ence hydroxylation because there is no unsaturated surface silicon. Where it
occurs, hydroxylation stabilizes the surfaces due to the effect of coordination
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saturation. We estimated the capacity of dissociatively adsorbing water. Av-
erage values are 5.33·10−10 mol/cm2 in diopside and 5.07·10−10 mol/cm2 in
a˚kermanite surfaces. It was found that the unsaturated surface silicon atoms
in diopside and additionally magnesium atoms in a˚kermanite are the main
responsibles for the hydroxylation of silicate mineral surfaces. The reason
is that it is more difficult to break a water molecule than to form a cation-
oxygen bond or a cation-hydroxyl group for unsaturated surface Ca and/or
Mg atoms, while it is easier to form Si–O and/or Si–OH bonds.
The chemisorption of oxalic acid molecule on the hydroxylated surface
have been studied. The geometries of adsorbed hydrogen oxalate and ox-
alate ions were planar in the former case and twisted or orthogonal in the
latter case. The chemisorption sites were mainly yet unsaturated surface
Mg and Ca atoms, and the effect of the chemisorption is to increase the
coordination, which in turn stabilizes the surface to protect the corrosion.
The chemisorption energies were calculated, and we find them to be larger
than the physisorption energies for new water molecules. This is the ba-
sic atomistic argument that explains the experimentally observed corrosion
protection by oxalic acid.
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2.3 Kinetic Monte Carlo simulation of ad-
sorption processes on glass surface
Based on the ab initio DFT simulations of mineral surfaces, we got an
atomic insight how to inhibit the glass corrosion as well as surface energetics
(see the section 2.2 and Ref. [133]). In this section we present the KMC
simulation work for the same process to get more realistic view for the glass
corrosion in the mesoscopic scale.
First, a kinetic model for the adsorption of ions on the surface and the
kinetics of chemical reactions including the surface oxalate complexation is
described and then KMC simulation results are presented. The applied al-
gorithm takes into account the surface charge caused by various adsorbed
ions.
2.3.1 Modeling of kinetic processes at the glass/solution
interface
We have chosen two types of glasses for which long term corrosion experi-
ments in aqueous solutions containing organic acids were performed by Gross
et al. [104]. The first type, glass A, is a composition of anorthite, a˚kermanite
and diopside. The second model glass, glass B, is pure diopside. The mole
fractions of oxides and atoms in the model glasses are shown in Table 2.12.
Further in this section we describe the physical and chemical processes
which occur at the interface between the solution and the model glass. The
following kinetic processes are taken into account: adsorption and desorption
of protons and hydroxide ions, dissociation of oxalic acid, complex creation
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Oxide SiO2 Al2O3 CaO MgO Si Al Ca Mg
glass A 0.465 0.130 0.225 0.115 0.157 0.087 0.075 0.038
glass B 0.500 0 0.250 0.250 0.20 0 0.10 0.10
Table 2.12: Chemical composition of the model glasses (molar fraction wi)
in the solution and on the surface, and dissolution of metal cations from the
surface.
1. Aqueous reactions
In aqueous solutions oxalic acid dissociates into two kinds of oxalate
ions: a bioxalate ionHC2O
−
4 and an oxalate ion C2O
2−
4 . Their activities
in a stationary regime, aOx2− and aHOx−, are described by the following
equations:
K1 =
aHOx−
aH+aOx2−
, (2.26)
K2 =
cOx
aH+aHOx−
, (2.27)
c0 = cOx + aHOx− + aOx2−, (2.28)
where K1 and K2 are the equilibrium constants, aH+ is the activity
of protons in the solution, cOx is the concentration of the oxalic acid
molecules, c0 is the user-specified initial concentration of oxalic acid, R
is the gas constant and T is the temperature,.
2. Adsorption of ions
The general equation of adsorption of ions, for example hydroxide ions,
on the glass surface can be written as follows,
> SiOH +OH− 
> SiOH ·OH− 
> SiO− +H2O (2.29)
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For the eq. (2.29) we have the following kinetic equations
∂θSiO−
∂t
=
aOH−(1− θOH−)
τAOH−
− θOH−
τDOH−
, (2.30)
where θSiO− represents the glass surface coverage by hydroxide ions,
aOH− is the activity of this species in the solution, 1/τ
A
OH− and 1/τ
D
OH−
denote the adsorption and desorption rates, respectively.
According to the constant capacitance model [134,135] the adsorption
coefficient for the charged species is equal to
bj = exp
(−∆G0j
RT
)
exp
(−FΨ0
RT
)
, (2.31)
where ∆G0j is the standard Gibbs free energy of adsorption, Ψ0 is the
double layer potential difference and F is the Faraday’s constant.
The solution of eq. (2.30), the coverage by charged species, have a
nonlinear dependence on its activity in the solution as follows,
θj = bja
n
j . (2.32)
This relation yields the dissolution rate low Rtot ∼ anH+ [136]. The
coefficient n = 0.2 was obtained by Boksay and Bouquet [137] from
the experimental pH-dependency of dissolution rate for McInnes-Dole
glass.
3. Surface complex creation
Due to the interaction between oxalate ions and glass species, sur-
face complexes are created. Such processes are described by suitable
chemical equations. According to the DFT calculations [133] most of
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important reactions for surface complexation and Gibbs free energies
of reactions are presented in the section 2.2.3. In the KMC simula-
tions we assume that the surface of model glass is a mixture of various
crystalline surfaces in equal fractions.
Now we turn to the system of kinetic equations, which describe reac-
tions of oxalate ions with glass surface species as following,
∂cSRij
∂t
= k+RijaOxjaH+
(
1−
∑
k
cSRik
)
− k−RijcSRij − rH
+
i k
Rij
CAT c
S
Rij
θ
nij
H+,(2.33)
where cSRij and c
V
Rij
are respectively surface and volume concentrations
of oxalate complexes produced by the reaction between j-type oxalate
ion and i-type glass component, aOxj is the activity of oxalate ions in the
solution, and nij is the stoichiometric coefficient in the reaction. The
first term in eq. (2.33) describes the forward reaction rate, the second
the backward rate and the last term the proton-promoted dissolution
of surface oxalate complexes, where rH
+
i is a dissolution constant and
k
Rij
CAT is a catalysis coefficient.
The forward and backward rates for a complexation reactions are given
by
k+Rij = k0 exp
(
−EARij
RT
)
exp
(
F (Ψ0 −Ψβ)
RT
)
, (2.34)
k−Rij = k0 exp
(
−EARij
RT
)
exp
(
∆GRij
RT
)
, (2.35)
where k0 is a constant, E
A
Rij
is the activation energy and ∆GRij is the
Gibbs free energy of reactions.
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4. Dissolution rate
To understand the mechanism of catalysis and inhibition of glass cor-
rosion in the presence of oxalic acid, the dissolution rate should be
calculated. The simplified form of the rate low for the glass disso-
lution, which was first suggested by Grambow [138], was successfully
used for the model of the dissolution of multi-component glasses by
Conradt [139]. According to this experimental approach the dissolu-
tion reaction coefficient is similar for all glass components and effect
ions and obeys the relation
r = r0 exp
(−EA
RT
)
exp
(−∆Ghydr
RT
)
. (2.36)
where r0 and  are the fixed experimental constants and the aver-
aged value of hydration energy is obtained from the relation ∆Ghydr =∑
ij wiθj∆Gij/θ. For the simulations we use the experimental values
r0 exp(−EA/RT ) = 5.5 × 10−12 mol cm−2 s−1 and  = 0.3 for the
glasses, which are similar with our model glasses (HT fiber glass and
MacInnel Dole glass).
The reactions of the ion exchange, which describe the dissolution of Ca
and Mg atoms and the dissolution of the corresponding surface oxalate
complexes, are also considered. The equilibrium constants for Ca, Mg
and Al dissolution was evaluated from the experimental data for the
ion exchange. The activation energy of breaking Si-O-cation bonds (25
kcal/mol by water and 20 kcal/mol by proton) was calculated from the
relation between the transition probability for the ion exchange and for
silica dissolution, which was assumed equal to 1000 [140].
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As it was investigated by Ojovan et.al. [141] and McGrail et.al. [142],
the diffusion plays a main rule in ion exchange kinetics. In the present
work we assume that the diffusion rate of cations in the bulk gass is
enough to keep the constant concentration of cations on the surface.
2.3.2 Computational details of Monte Carlo simulation
We suggest a possible way to simulate the non-stationary chemical pro-
cesses by a kinetic Monte Carlo algorithm. The initial parameters for diffu-
sion and adsorption energies was obtained from ab initio and/or experimental
data [133].
The adsorption processes of protons and hydroxide ions and reactions in
the solution are much more faster than the processes of the surface complex-
ation and corrosion. We have carried out the MC simulation for this faster
processes until they reach the stable equilibrium in each loop of main KMC
procedure for slow processes. To simulate the long time evolution of the
concentration by means of the present KMC algorithm we have first carried
out the calculation of averaged surface coverage of physisorbed protons and
hydroxide ions in a small time scale and then using the data we have simu-
lated the coverage of surface oxalate complexes and dissolution at the large
time scale [143].
The total dissolution rate was calculated in each loop of KMC algorithm
according to the following relation
Rtot =
∑Ncor
i=1 Mi
AtcorNA
, (2.37)
where Ncor is the number of corrosion events for the time tcor, A is the surface
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area, NA is the Avogadro constant and Mi is the molar mass of dissolved
substance in a i-th event.
In our study we use a grid of adsorption sites with the size a = 1.6
nm. This value was evaluated from the adsorption site density Ns = 5.3
sites nm−2. The simulations by KMC algorithm are performed on a surface
domain of 200× 200 grid sites, that corresponds to the total number of sites
Ntot = 40000 and to the surface area A = Nsum/Ns = 1.1 · 10−10 cm2. In
the initial state all surface species (Ca, Mg, Al, Si) was randomly distributed
around the grid sites with a probability proportional to their molar fractions.
The volume of the solution above the surface V = 1.81 · 10−9 cm3 was
estimated from experimental conditions A/V = 0.06 cm−1. The initial num-
ber of particles for the i-th species in the solution volume was calculated as
NVi = c0iNAV = c0i6.6 · 1010, where c0i is the initial concentration in [mol/l].
Since the estimated number of particles in the solution from the experiment
is too much for the program, for the simulation of aqueous reactions we use
the number of particles of i-th type Ni = 6.6 · 106 and transform the con-
centration in units [mol/l] to the number of particles and vice versa by the
transform coefficient Ni/ci.
2.3.3 Results and discussion
The concentration of the surface oxalate complexes, which are responsible
for the inhibition of glass corrosion, is affected by many mechanisms. On the
one hand the positive surface charge at low pH increases the adsorption
of negative oxalate ions and catalyzes the complex creation according to
eq. (2.34). On the other hand due to the decreasing activity of oxalate ions in
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the solution at low pH the rate of complex creation decreases. The desorption
of oxalate complexes, which are not bound to the surface, decreases there
surface concentration too. At high pH the probability to build the surface
complexes strong decreases due to the negative surface charge. Allthough
the surface concentration of the calcium oxalate complexes can increase due
to the deposition onto the surface calcium complexes created in the solution,
but this mechanism we don‘t simulate in our study.
In the context of this analysis the main simulation results of our study
is the investigation of the pH-dependencies of the concentration of surface
oxalate complexes. For the simulation we chosen the conditions of corrosion
experiments carried out by Gross et al. [104]. In figure 2.12 the simulated
curves at T = 37◦C and cVOx = 1 mmol m
−3 are shown.
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Figure 2.12: The concentration of oxalate ions and oxalate complexes as a
function of pH value, glass A and glass B.
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As it follows from simulation results the surface complexation occurs at
pH < 7. This is effect of the positive charge on the surface due to the
proton adsorption. The total coverage of oxalate complexes increases with
decreasing pH and reaches their maximal value. The complex CaMgHOx
exists in two types of glasses and is the most stable oxalate complex, because
there are three bonds to the glass bulk. The complex MgHOx, which have
only one bond, vanishes already after any second.
The next figure 2.13 shows the dissolution rate as a function of pH value.
There are experimental data and the simulation results by our algorithm
with and without the oxalic acid.
Figure 2.13: The dissolution rate of model glasses with and without oxalate,
glass A (a) and glass B (b).
For the glass B the dissolution decreases due to the coverage of the surface
by the stable calcium-magnesium oxalate complexes. The inhibition effect
occurs at pH < 7. The simulations results have a good agreement with the
experimental data obtained by Gross [104]. The inhibition effect for the
model glass A containing aluminum, calcium and magnesium oxides in the
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presence of oxalic acid is not visual. The inhibition due to creation of the
calcium-magnesium and calcium-calcium oxalate complexes is not observed
because the dissolution rate increases due to proton-promouted dissolution
of unstable magnesium and aluminium oxalate complexes, in other words
due to oxalate promouted dissolution of magnesium and aluminium. The
last result is an a agreement with experimental data obtained by Cama and
Ganor [144].
It is reasonable to carry out the simulation of dissolution rate by means
of developed algorithm for various glasses at the presence of various organic
acids and also to continue DFT calculations of model parameters.
2.3.4 Summary
In this work the strategies of inhibiting glass dissolution in the presence
of oxalic acid was studied. For this aim we have developed a kinetic model
of adsorption processes on a glass surface and have used KMC simulation on
the two time scales. The developed algorithm is an efficient method for the
investigation of adsorption processes for various multi-component systems.
The simulation results obtained by the developed algorithm explain the
experimentally observed pH dependencies of glass dissolution and predict
that the surface complexation leads to the inhibition effect at low pH for
diopside glass due to creation of calcium–magnesium oxalate complexes. For
aluminium containing glass the inhibition effect is not observed due to the
large oxalate-promouted dissolution of aluminium and magnesium.
The model allows to simulate the time evolution of the concentration
of oxalate complexes and to predict the favorable conditions (temperature,
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concentration of oxalic acid, fractions of components) for building the stable
surface complexes.
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Chapter 3
Phase field parameters of Al
and Ni from molecular
dynamics simulations
In this chapter we determine the following quantities for fcc Al and fcc Ni,
using molecular dynamics in combination with the embedded atom method:
the melting temperature, the diffusion coefficient in the liquid state as a
function of temperature, the kinetic coefficient during solidification in an
undercooled melt, and the interfacial free energy with its crystallographic
anisotropy. These quantities are needed as input parameters in phase-field
simulations for these materials. The atomic-scale structure in the liquid and
undercooled phases is analyzed. A systematic comparison between pure Al
and pure Ni is given, and the diffusion constant and kinetic coefficient of pure
Al are theoretically determined for the first time. A slightly modified method
to identify with less ambiguity the interface atoms during the computation
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of the interfacial free energy is presented.
Aluminium and nickel are the most important ingredients of superalloys,
which have been widely used in the aerospace engine and power turbine indus-
tries. The material properties of these superalloys strongly depend on details
of the production process, such as casting and quenching. Understanding the
complex microstructural morphology in metals and their alloys during solid-
ification, and the influence of this microstructure on crystal growth, is an
important topic in modern technology as well as in basic science.
A phase field method (PFM) [4, 145] has been recognized as the ideal
numerical tool to simulate the macroscopic morphology that arises during
crystal growth. Within this methodology the interface between solid and
liquid can be effectively tracked using a sharp or a diffuse interface model,
in which the phase field that distinguishes between solid and liquid plays a
critical role. A large amount of phase-field simulations documented in the lit-
erature demonstrates that this method is capable of reproducing the complex
morphology (dendrites, lamellar structures,. . .) that has been experimentally
observed during eutectic growth of alloys [146,147]. The predictive power of
PFM simulations, however, strongly depends on the accuracy of those mate-
rial’s parameters that are required as input, and which therefore have to be
obtained prior to a phase-field simulation. For instance, the magnitude as
well as the way how the kinetic coefficient and interfacial free energy depend
on the crystallographic orientation affect the morphology during free den-
drite growth and directional solidification. Such material parameters must
be provided either by experiments and/or by atomistic computations. If the
latter can be realized, the ideal of experiment-free computational material
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design is better approached.
The required material parameters for a PFM simulation are the melting
temperature of the crystalline solid, the diffusion coefficient in the liquid
phase, the kinetic coefficient which describes the speed of the solid-liquid
interface during solidification, and the interfacial free energy for the solid-
liquid interface. Two parameters that play an important role in defining the
final morphology are the kinetic coefficient and interfacial free energy, which
both display a crystallographic anisotropy. In the latter case the anisotropy
is very hard to determine by experiments, because it is much smaller in
magnitude than the direction-averaged interfacial free energy. Molecular
dynamics (MD) simulations employing the embedded atom method (EAM)
potential [8, 9, 148–151] have proven to be very reliable and realistic for the
computation of such quantities [152–154]. The EAM potential is particularly
designed for use in condensed matter.
The diffusion constant in the liquid phase is the basic input parameter for
PFM simulations. Interdiffusion constants in the case of alloys as well as self-
diffusion constants for pure compounds can be calculated by examining the
mean-squared displacement (MSD) or the velocity autocorrelation function
(VACF) of atoms. In recent simulation work for the Ni-Cu system [152], for
Au and Ag [153], for other pure metals [155], and for Ni-Al alloys [156–158]
and other alloys [159], diffusion constants are reported in the undercooling
regime as well as beyond the melting point, showing a scaling law [160]. The
structural properties of liquid Ni have also been treated by EAM-MD [161,
162], providing the radial distribution function (RDF) and static structure
factors, which both are fingerprints that characterize structural details of the
108 Molecular Dynamics Simulations
liquid phase.
The kinetic coefficient is defined as the proportionality constant between
the solidification speed and the amount of undercooling:
v(T ) = µ[T − TM ], (3.1)
where TM is the melting temperature. Kinetic coefficients can be computed
by the free-solidification method (FSM) [152,153,163–165], in which the solid-
liquid interface is first created and equilibrated at the previously determined
melting temperature. Subsequently, the whole system including the solid-
liquid interface is allowed to evolve under various undercooling situations
(different T in Eq. 3.1), during which the velocity of the interface during
solidification is recorded. It is well-known that the speed of crystal growth
– and therefore the kinetic coefficient – slightly depends on the crystallo-
graphic direction. This anisotropy lies at the basis of the possibly complex
morphology of the resulting solid phase, as was demonstrated by many MD
simulations [154]. The growth kinetics in pure metals and in alloys are quite
different from each other [166]. The growth velocity in pure metals is in gen-
eral much larger than in binary metallic alloys, because unlike pure metals
alloys display glass formation due to interdiffusion.
The Capillary Fluctuation Method (CFM) [154,167–169] within MD has
been established recently to be an accurate way to compute the solid-liquid
interfacial free energy with its weak crystallographic anisotropy. The solid-
liquid interfacial free energy depends on the angle between a certain crystal-
lographic direction and the direction normal to the interface [167]:
γ(θ) = γ0(1 +  cos 4θ + · · · ), (3.2)
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where γ0 is the average, direction-independent free energy and  is the anisotropy.
In fact, the anisotropy is too small to directly extract it from the fluctuation
of the solid-liquid interface height in the CFM method, because it is smaller
than the uncertainty in γ. This problem can be circumvented by using the
interfacial stiffness, γ + γ ′′, by which the anisotropy becomes one order of
magnitude larger [167]:
γ + γ′′ = γ0(1− 15 cos 4θ) . (3.3)
CFM has been successfully applied to Ni [154,167], Al [168], Au and Ag [153],
Fe [170,171], hcp Mg [172], Ni-Cu alloys [173] and also to hard-sphere mod-
els [169]. Another numerical method to calculate the interfacial energy is a
cleaving thermodynamic integration technique [154, 174, 175] that has been
applied to Lennard-Jones hard-spheres. It yields an anisotropy with a similar
accuracy as the one obtained by CFM.
There are several research papers that report on a computational deter-
mination of these properties for pure Ni and pure Al. Jakse et al. [162]
and Cherne et al. [161] reported the structure and several transport prop-
erties of liquid Ni at several temperatures. The diffusion and kinetic coef-
ficients of Ni were determined in the work of Hoyt et al. [152, 163] and its
interfacial free energy was calculated by the same team as well [167]. Mor-
ris [168] has used CFM to compute the interfacial free energy of Al. Although
there exist a number of theoretical research works for Al and Ni in this con-
text [152, 161–163, 167, 168], not all parameters that are required for PFM
simulations of the crystal growth of these materials have been theoretically
determined before – and certainly not in a systematic and consistent way.
This is what the present work aims to provide. We will determine all relevant
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PFM parameters in Al and Ni, employing the above-mentioned EAM-MD
methods. A comparison between Al and Ni will be given, and some small
methodological changes compared to previous approaches to compute PFM
parameters will be discussed. The EAM potentials for Al as derived by Ja-
cobsen et al. [176], and for Ni the ones derived by Foiles et al. [177] will be
used troughout.
3.1 Theoretical background and computational
procedures
Before starting more computationally intensive MD simulations, the melt-
ing temperature of the crystalline solid must be determined first. We em-
ployed the void method [178] to compute the melting temperature of pure
fcc-Al and fcc-Ni. As a first step, a perfect periodic fcc lattice is constructed
with an effective simulation box that contains 10× 10× 10 crystallographic
unit cells (4000 atoms). This is subsequently equilibrated at zero pressure
and at a temperature well below the experimentally known melting temper-
atures: 400 K for Al and 1300 K for Ni. A time step of 2 fs for a total
simulation time 50 ps was used. Then voids with radii varying from 1 A˚ to
17 A˚ are created inside the solid, and the system is gradually heated from
the initial temperature towards a temperature well above the known melting
temperature (1500 K for Al and 2500 K for Ni), where the total simulation
time is 100 ps with the same time step of 2 fs. To monitor the phase transition
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from solid to liquid, the following global order parameter is used [178]:
λ =
1
N
√√√√( N∑
i=1
cos(q · ri)
)2
+
(
N∑
i=1
sin(q · ri)
)2
, (3.4)
where N is the number of atoms and a reciprocal vector q is selected as
q = 2pi
L
(−1, 1,−1). At the melting temperature the global order parameter
decreases rapidly from about 0.8 to below 0.1.
The short-range order of liquid state can be analysed by calculating the
radial distribution function (RDF) [179]:
g∆r(r) =
1
4pir2∆rρN
〈
N∑
i=1
N∑
j 6=i
δ(r − rij)
〉
, (3.5)
where ∆r is the thickness of a spherical shell of radius r centered around a
certain atomic position ri, ρ = N/V is the number density and rij = |ri− rj|
is the distance between atoms i and j. The RDF can be converted to the
static structure factor S(q) via
S(q) = 1 +
4piρ
q
∫
dr r sin(qr) [g(r)− 1] . (3.6)
The integral of the first peak of the RDF is related to the average number
of particles nc = 4piρ
∫ rc
0
dr r2g(r) in the first coordination shell, where the
position of the minimum between the first and second peaks, rc, is used to
define the first coordination shell.
After defining the MSD as:
M(t) =
1
N
〈
N∑
i=1
[ri(t)− ri(0)]
〉
, (3.7)
where < · · · > denotes a time average over all time origins, the liquid state
diffusion coefficient D (or self-diffusivity) can be determined by applying an
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Einstein relation:
D = lim
t→∞
M(t)
6t
. (3.8)
An alternative way to achieve the same is to start from the VACF:
C(t) =
1
N
〈
N∑
i=1
vi(t) vi(0)
〉
, (3.9)
and to use a Green-Kubo relation to find the diffusivity:
D =
1
3
∫ ∞
0
dτ C(τ) . (3.10)
Both alternatives will be applied in this work, as a way to detect possible
inaccuracies. Indeed, it was reported that fluctuations in the MD simulations
give rise to an error in the VACF [156], while the MSD can loose its propor-
tionality to the time – especially in the case of strong undercooling [156]. In
our simulations for the liquid state, we used periodic cells with 2048 atoms.
To create the liquid state at the temperature of interest, the atoms are as-
signed random positions at first, after which the system is equilibrated by
NPT-MD and subsequently by NVT-MD with a time step of 2 fs for a total
time of 100 ps. Using the parameters rmax=15 A˚ and ∆r=0.04 A˚, the RDF
is calculated at every 0.2 ps during the NVE simulation, and the final RDF
is obtained by averaging those individual RDFs. In the calculation of the
MSD, we performed 500 ps NVE simulations, calculating the MSD at every
0.02 ps. Under 1 ps, the MSD is calculated at every 0.002 ps to get more
detailed information. To compute the VACF, a 50 ps NVE simulation is
performed calculating the VACF every 0.004 ps. This because the VACF
decays rapidly, and is essentially zero after 0.5 ps.
In the procedure of computing the kinetic coefficient, different dimensions
are used for generating solid samples with different interface indices: 24×8×8
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fcc unit cells (6144 atoms) for the (100) interface, 34×11×8 fcc (110) surface
unit cells (5984 atoms) for the (110) interface and 14×11×7 fcc (111) surface
unit cells (6468 atoms) for the (111) interface. These solids are equilibrated
at the melting temperature, employing NPT and subsequently NVT simula-
tions, where the same time parameters as used for the equilibration of the
liquid are used. Three quarters of the cell in the long dimension are molten,
while the remaining atoms are kept fixed, and this by a 100 ps NVT simula-
tion at high temperature (2000 K for Al and 2500 K for Ni) for three quarters
of the cell and imposing zero forces on the solid atoms. Keeping the solid
atoms fixed, the liquid atoms are cooled to the melting temperature while
eliminating the stress in the length direction, by using a 100 ps constant
NPxT simulation. Here Px denotes the pressure (or stress) in the length
direction. Finally the whole system is annealed at a given undercooling to
start the solidification, this by a NPT simulation of 100 ps with a time step
of 1 fs. To measure the velocity of the solid-liquid boundary, we used the
volume approach instead of entropy approach [152]:
v =
[V Tl − V (t)]l(t)
2(V Tl − V Ts )t
, (3.11)
where v is the velocity of the liquid-solid boundary, V Tl and V
T
s are the
volumes of the pure liquid and pure solid, respectively, at T temperature
and with the same dimension as the interface system, and V (t) and l(t) are
the volume and length at time t in the system with the interface. The factor
2 is due to the two interfaces (we need a periodic cell).
To compute the interfacial energy, we follow the procedures described in
Ref. [167]. Since at least three independent interfacial stiffness values are
needed to calculate γ0 in equation 3.2, and since two anisotropy parame-
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ters appear in the expansion of the interfacial energy in terms of “Kubic
harmonics” [167, 169], we work with three different orientations: (100)[010],
(110)[001] and (110)[11¯0]. The notation (hkl)[ijk] for the interface system is
used, where (hkl) are Miller indices of the crystallographic direction normal to
the interface and [ijk] are Miller indices of the crystallographic direction tan-
gent to the interface along the width direction (see figure 3.1 and Ref. [169]).
Two different expansions are used in this work:
γ(nˆ) = γ0
[
1 + 1
(
4
3∑
i=1
n4i − 3
)
+ 2
(
3∑
i=1
n6i + 30n
2
1
n2
2
n2
3
)]
+ · · · (3.12)
γ(nˆ) = γ0
[
1 + 1
(
3∑
i=1
n4i −
3
5
)
+ 2
(
3
3∑
i=1
n4i + 66n
2
1
n2
2
n2
3
− 17
7
)]
+ · · · ,(3.13)
where nˆ is the vector normal to the solid-liquid interface and ni denotes its
component along the crystallographic axis xi. A thin slab with thickness
b and width W is used as displayed in figure 3.1. By expressing the ni as
function of θ [167], γ and thus γ + γ ′′ are expressed as functions of θ as well.
The interface heights (along the x axis) averaged over the thickness along
the width (y axis) are measured at a discrete set of points yk = k∆y; ∆y =
W/Ny, k = 1, . . . , Ny [169]. Then, the heights relative to the average height,
which can be considered as fluctuations of the interface, are estimated for each
of the two interfaces. The interface stiffness is related to the mean square
amplitude of the Fourier spectrum of the interface fluctuations defined as
h(qj) =
1
Ny
Ny∑
k=1
h(yk) exp(−iqjyk) , (3.14)
where qj = j∆q; ∆q = 2pi/W, j = 1, . . . , Ny:
〈|h(qj)|2〉 = kBTM
bW (γ + γ′′)q2j
, (3.15)
where kB is the Boltzmann constant.
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Figure 3.1: Thin slab model for calculating the interfacial free energy.
In the present work, we use the following periodic cells: 130×90×4 fcc
(100) surface unit cells (93600 atoms) for the (100)[010] interface system,
190×60×4 fcc (110) surface unit cells (91200 atoms) for the (110)[001] inter-
face system, and 180×90×3 fcc (110) surface unit cells (97200 atoms) for the
(110)[11¯0] interface system. These samples correspond to a thin slab with a
length 2W of about 120a, a width W of 60a and a thickness b of 3a (a is
fcc crystal lattice constant). Following the same procedure as for the com-
putation of the kinetic coefficient, the whole solid system is equilibrated at
zero pressure at the melting temperature, employing constant NPT and sub-
sequently constant NVT simulations. Then half of the length 2W is molten
and subsequently equilibrated using NVT and NPxT simulations. Finally
the interface height fluctuations are measured at every 100 time steps (0.2
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ps) during a constant NVE simulation of 400 ps. The number of discrete
points along the width – Ny in equation 3.14 – is taken equal to the number
of cells along the width, such that every interval in equation 3.14 contains at
least one atom.
To identify the interface atoms, we adopt a slightly modified version of
the local order parameter proposed by Morris et al. [168, 169]:
ψi =
∣∣∣∣∣ 16Zi
6∑
k=1
Zi∑
j
exp(iqkrij)
∣∣∣∣∣
2
. (3.16)
Morris et al. used a sum over nearest neighbours in equation 3.16, and
averaged positions over short periods of time (∼ 50fs). Due to technical
limitations we did not average atomic positions, but instead we extended the
neighbour sum to atoms within a sphere with radius rc ' 1.6a. This allows
a better comparison between local order parameters for solids and liquids.
To avoid the disturbing influence on the counting by island atoms inside the
solid or liquid, we use an order parameter averaged over the neighbours [168]
as follows :
ψ¯i =
1
Zi + 1
(
ψi +
Zi∑
j=1
ψj
)
. (3.17)
In this work, six reciprocal vectors qk were used in equation 3.16: (1,1,2),
(1,2,1), (2,1,1), (-1,1,2), (1,-1,2) and (2,1,-1), all in units of 2pi/a. They sum
to zero for a perfect fcc crystal. By testing the effect of the number of q
vectors, six turned out to be appropriate to distinguish clearly between the
solid and the liquid phase. Atoms are considered as interface atoms if their
averaged local order parameter falls between 0.02 and 0.06.
All calculations in this work are performed by the LAMMPS molecular
dynamics simulator [180].
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3.2 Melting temperature of solid
We computed first the melting temperature of fcc Al and fcc Ni crystals.
Figure 3.2 displays the global order parameter (equation 3.4) upon increasing
the temperature in the case of Ni, with a void size of 7 A˚. As shown in this
figure, the global order parameter rapidly drops and falls under 0.1 at about
1750 K, which was taken as the provisional melting temperature at a void
size of 7 A˚.
Figure 3.2: Global order parameter and temperature during a canonical en-
semble simulation of Ni with void size 7 A˚. At the melting temperature λ
rapidly drops and falls under 0.1.
By determining the provisional melting temperature as a function of the
void size, the real melting temperature can be found. In figure 3.3 we show
the provisional melting temperatures of Al and Ni for void sizes ranging from
1 A˚ to 15 A˚. The provisional melting temperature decreases smoothly as a
function of increasing void size, but then suddenly drops. This defines the
critical void size, at which the provisional melting temperature should come
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close to the real one. The critical void sizes for Al and Ni are 15 and 13 A˚,
respectively. The corresponding melting temperatures are 1100 K for Al and
1740 K for Ni, which is an overestimation of the experimental value by 170 K
for Al, and a near hit for Ni (experimental melting temperature of 1728 K).
Figure 3.3: Melting temperature as a function of the void size. The crosses
indicate the calculated melting temperature.
3.3 Structure of liquid phase
In order to analyze the structure of a liquid with short-range order (SRO)
taken into account, we considered the RDFs of liquid Al at 1330, 1700, 2000
and 2500 K, as well as an undercooled melt at 750 and 1010 K. In the case
of Ni, temperatures of 2000, 2500 and 3000 K were considered for the liquid,
and 1010, 1300 and 1700 K for the undercooled melt. As shown in figure 3.4,
Al at 750 K and Ni at 1010 K behave as solids, while Al at 1010 K and Ni at
1330 and 1700 K are recognized as liquids. We can see a difference between
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Figure 3.4: Radial distribution functions at undercoolings and over melting
temperature. For clear presentation, the curves are shifted above in step of
0.2 as increasing the temperature. Dashed lines indicate the solid state.
Al at 750 K and Ni at 1010 K: Ni is almost a perfect fcc crystal but Al not.
In Al at 750 K the position of the first minimum is very close to ones in the
liquid states, and the second minimum is not clearly expressed. Meanwhile,
the RDF of Ni at 1010 K is very close to one of a fcc crystal.
In the liquid phase, we observe a systematic shift of the first peak position
towards smaller r-values upon increasing the temperature. Simultaneously,
the first minimum shifts to larger r-values. In the case of Al the first peak
position changes from 2.76 A˚ (1010 K) to 2.72 A˚(2500 K). In the case of Ni,
the shift is from 2.44 A˚ (1330 K) to 2.42 A˚ (3000 K), which slightly underesti-
mate the experimental values: 2.49 at 1435 K and 2.48 at 1905 K [181]. The
position of the first minimum changes from 3.88 A˚ (1010 K) to 3.99 A˚ (2500
K) in Al, while in Ni it changes from 3.39 A˚ (1330 K) to 3.51 A˚(3000 K).
Concerning the solid state, the positions of the first peak are 2.79 in Al and
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2.50 in Ni, and the first minima are located at 3.88 in Al (close to the value
for the liquid state) and at 3.07 in Ni, which is much smaller than the value
for the liquid state. The positions of the first minimum are used to calculate
the nearest neighbour coordination number.
In neutron scattering and x-ray diffraction (XRD) experiments, the struc-
tural analysis is carried out using the structure factor as defined in equation
3.6. We show in figure 3.5 the static structure factors corresponding to the
RDFs given before. Similar conclusions as obtained for the RDFs can be
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Figure 3.5: Static structure factors at different temperatures. Dashed lines
are used to indicate the solid phase.
found for the static structure factors. Moreover, we can verify the experi-
mental observation in the undercooling melt of an increase of the height of
the first peak and the development of a shoulder at the right-hand side of
the second oscillation as a typical feature of icosahedral short-range order
(ISRO) [181].
The temperature dependence of the coordination number nc is shown in
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figure 3.6. In the case of Al, an almost linear decrease of nc in the liquid
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Figure 3.6: Coordination number at different temperatures. The solid lines
show a linear decrease of the coordination number with increasing tempera-
ture in the liquid phase. Empty symbols are in the solid phase, and should
not necessarily follow this trend.
phase was observed, from 13.24 at 1010 K to 11.6 at 2500 K. The same de-
creasing trend was observed in liquid Ni: from 12.9 at 1330 K to 11.7 at
3000 K. The coordination number in liquid Ni is slightly overestimated com-
pared to experiments: 12.3 at 1435 K to 11.2 at 1905 K [181]. Nevertheless,
the agreement with experiment is better than in another effective-pair MD
study [162], where nc changes from 13.8 at 1430 K to 13.3 at 1850 K. In figure
3.6, we show the coordination numbers at 550 K and 750 K for Al, which
are about 14, indicating that this structure is more densely packed than the
icosahedral, fcc, and hcp structures, of which the coordination number is
about 12.
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3.4 Diffusion coefficient
Both the VACF and the MSD were calculated to measure the diffusion
coefficients of liquid Al and Ni from the trajectories of the constant NVE
simulations. To get the full picture for the diffusivity from strong under-
coolings to very high temperatures, we considered 16 temperatures in the
interval 800-2500 K for Al, and 19 temperatures in the interval 1250-3000 K
for Ni. Additionally, to get insight into the atomic motion, a few additional
temperatures at strong undercooling were considered.
In figure 3.7 we show the VACF normalized to the value at t=0 ps at a
typical temperature. As pointed out by Hoyt et al. [152], a cage effect due to
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Figure 3.7: Normalized velocity autocorrelation functions of Al and Ni at
different temperatures.
backscattering resulting from a “cage” formed by the nearest neighbours of
each atom in dense fluids was found in the VACF curves, where a negative
correlation was observed with a minimum around 0.075 ps in both Al and
Ni. The lower the temperature, the longer the time interval during which
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the cage effect is present, until the atom can escape from the cage [156].
Such cage effect was clearly seen in the MSD curves as well (figure 3.8).
As shown in figure 3.8, at low temperatures, a plateau was observed at inter-
mediate times, where the MSD stays constant at about 0.2 A˚2, as observed
also in Al80Ni20 alloys [156]. The cage effect was observed under 800 K in
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Figure 3.8: Mean square displacements of Al and Ni at different tempera-
tures.
Al and under 1300 K in Ni. We calculated the diffusion coefficient using
VACF and MSD. Among both alternatives, VACF is the preferred one for
strong undercooling: it is hard to observe a perfectly linear MSD curve in
such situations, a problem that does not arise for the VACF curves.
We verified that the diffusion coefficients obtained from VACF and MSD
are almost equal in the liquid state. In order to calculate the diffusion co-
efficient D by integration of the VACF, we performed this integration with
several upper time limits (0.5 ps, 1 ps, 5 ps, 10 ps and 50 ps) and aver-
aged over those integrals. This reduces the error due to small fluctuations
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of the VACF. For the MSD, the entire MSD curve was used to determine D
by linear fitting. In figure 3.9, the diffusion coefficients that were obtained
are shown as a function of temperture. They can be fit with an Arrhenius
relation (equation 3.18):
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Figure 3.9: Diffusion coefficients of Al and Ni as a function of temperature.
The solid lines are a fit with an Arrhenius relation.
D = D0 exp
(
− Ea
RT
)
, (3.18)
where D0 is the maximal value of the diffusion coefficient at infinite temper-
ature, Ea is the activation energy and R is the gas constant. The fits shown
in Fig. 3.9 correspond to D0= 19.46 and 12.42×10−8 m2/s and to Ea= 35.09
and 51.40 kJ/mol for Al and Ni, respectively. These values for Ni are in good
agreement with previous theoretical work [161], where values were reported
in the interval 5.6 to 20.37 for D0 and 35.12 to 67.93 for Ea (the spread is
due to the choice of EAM potentials). The linear relation between diffusivity
and temperature in the vicinity of melting temperature, a feature pointed
out in many previous studies, was observed here as well.
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3.5 Kinetic coefficient
We now come to the solid-liquid interface phenomena. Determining the
velocity of a solid-liquid interface during solidification is easier in an un-
dercooled melt. We used the volume approach, as did Sun et al [163]. In
figure 3.10, the position of the Al (111) interface during solidification at 800
K is displayed. The velocities determined by volume change and by enthalpy
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Figure 3.10: Position of the Al (111) interface versus time during solidifi-
cation at 800 K. The dashed blue line indicates the enthalpy of the whole
system, the black line is the volume, and the solid red line is a linear fit of
which the slope gives the speed of the interface.
change are almost identical, but the volume change is smoother than the
enthalpy change. Note that the enthalpies and volumes of the liquid and
solid state with the same number of atoms must be calculated before, as
mentioned in Ref. [152].
According to equation 3.1, we calculate the velocities of the interface
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for several amounts of undercooling to get the kinetic coefficients for three
different low index crystal directions – (100), (110) and (111) – as shown in
figure 3.11. From these data, another estimate for the melting temperatures
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Figure 3.11: Interface velocity as a function of the amount of undercooling
for Al (a) and Ni (b). Black circles denote the (100) face, red squares the
(110) and blue triangles the (111) face. The solid lines are obtained by linear
fitting – their slope provides the kinetic coefficients.
can be obtained: the temperature at which the interface has a zero velocity.
Different directions result in somewhat different melting temperatures. In the
case of Al, this revised TM is almost equal to the one obtained with the void
method (1100 K), while the new value for Ni is slightly smaller than what
the void method predicts (1740 K) and also smaller than the experimental
value (1728 K).
The kinetic coefficients of Al are larger than the one of Ni, and this in
all three directions. The interface velocities which can be determined from
figure 3.11 show a large difference between (100) at one hand and (110) or
Kinetic Coecient 127
Interface Size Atoms Tm (K) µ (cm/(s·K)) Ref. [152, 163]
Al (100) 24×8×8 6144 1090 63.68
Al (110) 34×11×8 5984 1103 35.04
Al (111) 14×11×7 6468 1045 39.44
Ni (100) 24×8×8 6144 1717 35.39 45, 35.4∼38.1
Ni (110) 34×11×8 5984 1663 20.93 32, 25.5
Ni (111) 14×11×7 6468 1667 20.45 18, 22.7, 24.1
Table 3.1: Kinetic coefficients and revised melting temperature for different
crystal face indices and simulation sizes.
(111) at the other hand. For Ni, our values for the kinetic coefficient for
which property are smaller than the ones found by the EAM work of Hoyt et
al. [152], but they are in good agreement with the values by another EAM
study in Ref. [163].
We obtain the following anisotropies of the kinetic coefficients for Al and
Ni: µ100/µ110= 1.82 and 1.69, and µ100/µ111= 1.61 and 1.73, respectively. In
the case of Ni the values are slightly larger than previous results obtained
by EAM work [163], with the same order of magnitude. The dependence
of the kinetic coefficient µ on the crystallographic direction goes as µ100 >
µ111 ≈ µ110 for Al, which is similar to the case of Ni. A theoretical prediction
by kinetic density functional theory [163] for Ni gives rather similar ratios:
µ100/µ110= 1.41 and µ100/µ111= 1.29. Since we did not find other theoretical
values for the kinetic coefficient of Al in the literature, the values presented
here are probably the first ones for Al. The experimental value for the kinetic
coefficient of Al was reported to be 0.044 cm/(sK) [182], which is 3 orders
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of magnitude smaller than our theoretical value. Such a large discrepancy
between the theoretical and experimental value suggests that collision-limited
growth as it is present in the MD simulation is not the dominant mechanism
for this growth process as it occurs in Nature. Other effects (e.g. diffusion)
play a role too.
3.6 Interfacial free energy
Finally we calculated the interfacial free energy and its crystallographic
anisotropy, employing CFM. As mentioned above, we used more atoms than
only the nearest neighbours, as an alternative to taking atomic positions
averaged over a short time interval. Figure 3.12 shows the order parameter
of each atom of the Al (110)[11¯0] system at t=320 ps. Although the local
order parameter of atoms in the solid phase is smaller than the ones obtained
in Ref. [168], the order parameter of atoms in the liquid phase is well below
0.01. This allows to identify without ambiguity the interface atoms.
In figure 3.13 we plot the inverse of the mean square height of the interface
versus q2, which shows a linear dependence. These results were obtained as
the average over 1000 samplings during a microcanonic ensemble simulation
over a total time span of 400 ps. We considered both interfaces in the periodic
cell, which correspond to filled and unfilled symbols in figure 3.13. The solid
lines are linear fits in the range q2 ≤ 0.1 A˚−2.
Table 3.2 summarizes results for the interfacial stiffness. The column with
the system size shows the width and thickness of the slab (we remind here
that the length is about twice the width). In the case of Ni, the interfacial
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Figure 3.12: (a) Local order parameter of each atom in the Al (110)[11¯0]
system, and (b) the corresponding interface heights determined from the
interface atoms at 320 ps.
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Figure 3.13: Inverse of the mean square height of the interface versus q2. (a)
is for Al and (b) for Ni. Filled and unfilled symbols correspond to the two
interfaces in the periodic cell. Solid lines are a linear fit.
stiffness for the three different interface systems is smaller than the values
found in Ref. [167] with EAM-MD simulations, while for Al there is good
agreement with the literature [169] for the (110)[001] system. We think the
130 Interfacial Free Energy
System Atoms System size (A˚) TM (K) γ + γ
′′ (mJ/m2)
This work Ref. [167, 168]
Al (100)[010] 93600 260.44×11.57 1090 57.46
Al (110)[001] 91200 245.62×11.58 1103 119.76 110
Al (110)[11¯0] 97200 260.06×12.26 1103 208.53 172
Ni (100)[010] 93600 231.22×10.28 1717 143.92 234
Ni (110)[001] 91200 218.00×10.28 1662 189.19 207
Ni (110)[11¯0] 97200 231.23×10.90 1662 375.15 413
Table 3.2: Interfacial stiffness with the number of atoms and system size.
Here the revised melting temperatures as obtained during the computation
of kinetic coefficients are used – they are slightly different for the different
types of interfaces.
discrepancy is mainly due to the system size and possibly also to the way in
which we identify the interface atom and choose the q values that are taken
into account in the linear fit.
We used both expansions of the interfacial energy – equations 3.12 and
3.13 – to determine the average interfacial free energy and its anisotropy. In
table 3.3 we display the formulas for the interfacial stiffness in both cases
and the related values (γ0, 1 and 2) determined from the stiffness found in
this simulation. As shown in table 3.3, the average interfacial free energies
of Al and Ni are almost equal for the two different expansion formulas 3.12
and 3.13, but the anisotropies 1 are very different (the value from Eq. 3.13 is
larger than the one from Eq. 3.12). The other anisotropies 2 are very small.
A comparison with previous results shows that our average energies of 132
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System Stiffness Al Ni
Eq. 3.12 Eq. 3.13 Eq. 3.12Eq. 3.13Eq. 3.12Eq. 3.13
(100)[010] γ0(1− 151 − 52) γ0(1− 185 1 − 807 2) γ0 131.78 130.59 259.57 254.89
(110)[001] γ0(1− 91 + 554 2) γ0(1− 21101 + 36514 2) 1 0.0327 0.1319 0.0298 0.1213
(110)[11¯0]γ0(1 + 151 +
25
4
2)γ0(1 +
39
10
1 +
155
14
2) 2 0.0147 0.0074 -0.0002 -0.0001
Table 3.3: Interfacial stiffness formulas derived from the equations 3.12 and
3.13 and from the geometry of the system simulated in this work, and the
average interfacial free energy and its crystallographic anisotropies.
and 260 mJ/m2 in Al and Ni are somewhat smaller than the literature values
of 149 mJ/m2 in Al [169] and 326 mJ/m2 [167] and 285 mJ/m2 [154] in Ni.
1 is comparable with the literature values: 0.012 in Al [169] and 0.0227 in
Ni [167] for Eq. 3.12. We find 2 in Al to be positive, while the literature
value is negative [169].
3.7 Summary
We have performed EAM molecular dynamics simulations to obtain nu-
merical values for the phase field input parameters for fcc-Al and fcc-Ni. As a
first step, the melting temperatures of Al and Ni were determined employing
the void method. The values found are slightly larger than the experimental
values. We suggest this discrepancy is due to the void method itself and to
the EAM potentials that were used. More accurate melting temperatures are
found in the process of determining the kinetic coefficient.
The structures of liquid and undercooled melts of Al and Ni were analyzed
by the RDF and static structure factors. We calculated the coordination
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numbers and found them to decrease linearly with increasing temperature in
the liquid phase. At various temperatures the MSD and VACF of atoms in
the liquid and in undercooled melts were calculated, in order to compute the
diffusion coefficients. The diffusion coefficients could be fit to an Arrhenius
equation in order to find the maximum diffusion coefficient and the activation
energy.
We performed simulations of solid-liquid interface systems to determine
the velocity of the interface during solidification, and from this the kinetic
coefficients for three different low index crystal directions were obtained.
Solid-liquid interface systems with even larger sizes than the interface models
for computation of kinetic coefficients were used to compute the interfacial
free energy and its crystallographic anisotropies.
In this work, the diffusion coefficients of liquid Al and kinetic coeffi-
cients for the crystallization of pure Al are obtained for the first time, using
EAM-MD simulations. The obtained kinetic coefficient of Al is 3 orders of
magnitude larger than the experimentally determined value. A slightly mod-
ified method to identify interface atoms during the computation of interfacial
free energies was presented, showing a more clear distinction between solid
and liquid atoms. This work will be useful for further larger scale contin-
uum matter PFM simulations as well as for systematically understanding
the difference between pure Al and pure Ni from an atomistic viewpoint.
The obtained values will serve as reference values for similar studies in Ni-Al
alloys as well.
Summary and Discussion
The several attempts to simulate the material processes that occurred at
surface and interface have been presented, employing the atomistic simula-
tion techniques in the context of the multiscale approach. As preliminary
step of multiscale simulations for material processes of the metal alloys, an
efficient VCA approach within the DFT first-principles has been proposed
to treat the heterovalent atoms of alloy. Using this approach, a system-
atic investigation of the crystal lattice structure, electronic structure, elastic
and piezoelectric properties of the perovskite solid solutions have been per-
formed. The results proved that this approach can improve the accuracy
of computation compared with the previous approaches. Considering that
the interatomic potential in the EAM-MD simulation can be determined us-
ing the first-principles results, this work will be useful for constructing the
multiscale simulation framework.
As the attempts of the multiscale simulations for surface processes, two
works have been reported demonstrating how first-principles simulation can
provide the information necessary for larger scale KMC simulation. In the
work of vicinal Si(001) surface with kinks, the several kinds of energetics
such as surface, step and kink formation energies, which are important input
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parameters of the KMC for simulating epitaxial growth, have been com-
puted. A precise approach to accurately determine the surface energetics
has been proposed. In the work of the multicomponent silicate minerals
surfaces, chemical reaction equations of chemisorptions as well as chemisorp-
tion energies, which are necessary informations of the KMC simulation for
investigating glass corrosion, have been determined. The detailed atomistic
morphology of the surface structures have been considered in both works.
As the effort to connect MD results to the PFM simulation for investigat-
ing the morphology of crystal growth of metal or metal alloy, the EAM-MD
work of Al and Ni has been illustrated how MD simulation can compute the
material parameters necessary for PFM simulation. With some slight modi-
fications compared with the previous approaches, the approaches to compute
the kinetic coefficient and interfacial free energy, where the solid-liquid in-
terface is the main subject of the consideration, have been explained. A
systematic investigation of pure Al and Ni with comparison of their material
parameters have been performed.
Here are some points to be considered further and ideas that can improve
the computational efficiency or accuracy.
• The activation energy in the case of chemisorption should be deter-
mined, because KMC simulation needs this energy as another input
parameter. This task can be done by exploring the potential energy
surface or by adopting the nudged elastic band (NEB) method.
• The approach to construct the EAM potential using VCA method re-
sults would improve the reliability of the interatomic potential. This
can be done by using the material properties of alloys as well as forces
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or energetics determined by VCA approach.
• An idea to use the virtual atom as one particle of the alloy in the EAM-
MD simulation would improve the efficiency of the MD simulation. This
idea is similar to the coarse-grained (CG) particle MD simulation.
• Finally, it should be mentioned that the investigation to find the in-
novative method or algorithm for realising the concurrent multiscale
simulation should be conducted.
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