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THE MASS SHELL IN THE SEMI-RELATIVISTIC
PAULI-FIERZ MODEL
MARTIN KO¨NENBERG and OLIVER MATTE
Abstract. We consider the semi-relativistic Pauli-Fierz model for a single free
electron interacting with the quantized radiation field. Employing a variant
of Pizzo’s iterative analytic perturbation theory we construct a sequence of
ground state eigenprojections of infra-red cutoff, dressing transformed fiber
Hamiltonians and prove its convergence, as the cutoff goes to zero. Its limit is
the ground state eigenprojection of a certain Hamiltonian unitarily equivalent
to a renormalized fiber Hamiltonian acting in a coherent state representation
space. The ground state energy is an exactly two-fold degenerate eigenvalue of
the renormalized Hamiltonian, while it is not an eigenvalue of the original fiber
Hamiltonian unless the total momentum is zero. These results hold true, for
total momenta inside a ball about zero of arbitrary radius p > 0, provided that
the coupling constant is sufficiently small depending on p and the ultra-violet
cutoff. Along the way we prove twice continuous differentiability and strict
convexity of the ground state energy as a function of the total momentum
inside that ball.
Keywords. Semi-relativistic Pauli-Fierz Hamiltonian, mass shell, (improper)
ground states, iterative analytic perturbation theory.
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1. Introduction and main results
1.1. The general framework. The mathematically rigorous investigation of the
infra-red (IR) problem in non-relativistic (NR) quantum electrodynamics (QED)
has recently undergone some substantial progress. Notably, infra-particle scattering
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states in the one-electron sector have been constructed for the NR Pauli-Fierz model
in [10] based on investigations of the corresponding mass shell in [9]. We recall
that, by translation invariance, the NR Pauli-Fierz Hamiltonian for a free electron
interacting with the quantized radiation field admits a fiber decomposition with
respect to the total momentum of the combined electron-photon system. The mass
shell is the ground state energy of the fiber Hamiltonians considered as a function
of the total momentum. Another important recent result is the existence of the
renormalized electron mass. This has been established in [14] where the authors
have been able to prove twice continuous differentiability and strict convexity of the
mass shell in some ball about the origin. Earlier works already provided bounds on
the renormalized electron mass [1, 7]. The results of [7] have been used to discuss
coherent IR representations in NR QED [8]. All these results have been obtained
at fixed ultra-violet cutoff and for sufficiently small coupling constants.
While a general guideline for the mathematical treatment of the IR problem and
in particular of infra-particle scattering has been settled long ago in a study of the
Nelson model [11, 12], the recent progress in QED is due to the development of new,
sophisticated multi-scale techniques. For instance, the analysis in [1, 7] is based
on the spectral renormalization group introduced by Bach, Fro¨hlich, and Sigal.
A second method is the iterative analytic perturbation theory (IAPT) developed
mainly by Pizzo in his analysis of Nelson’s model [30, 31]. The latter method is
employed in the papers [9, 14] mentioned above and in [2, 3, 4] to provide expansions
of atomic ground state eigenvalues and eigenvectors and of scattering amplitudes.
Recently the removal of the ultra-violet cutoff in Nelson’s model has been studied
by means of the IAPT [6]. The general principles of the IAPT also serve as the
starting point of our own analysis. An alternative procedure employing continuous
flows to remove an artificial IR cutoff instead of the discrete iteration steps used
in the IAPT can be found in [5]. For a discussion of the physical background and
remarks on the historical development of the analysis of the IR problem we refer
the reader to [10, 11].
The objective of the present article is to establish several of the afore-mentioned
results in the semi-relativistic (SR) Pauli-Fierz model, which is obtained by re-
placing the NR kinetic energy term in the Pauli-Fierz operator by a square-root
operator. Its mathematical analysis has been initiated in [27], where the bottom
of the essential spectrum of the fiber Hamiltonians is characterized. By addition
of an exterior Coulomb potential, −e2Z/|x| (with e2Z ∈ [0, 2/π]), one may also
define a semi-relativistic model for a hydrogen-like atom coupled to the quantized
radiation field. Binding energies, exponential localization of low-lying spectral sub-
spaces, and the existence of ground states of this atomic model have been studied
in [18, 21, 22, 23, 26]. A scalar square-root Hamiltonian appeared earlier in the
mathematical analysis of Rayleigh scattering [13]. Notice that the vector poten-
tial is introduced via minimal coupling in the SR Pauli-Fierz Hamiltonian. Fiber
Hamiltonians with a relativistic kinetic energy for the matter particles and linearly
coupled radiation fields appear, e.g., in [11, 28].
A second purpose of our article is to propose several new arguments or alterations
of earlier ones within the general frame of Pizzo’s IAPT, in particular in the study
of the convergence of IR regularized ground state projections and in the analysis of
Hellmann-Feynman type formulas for the derivatives of ground state energies. (To
mention some keywords for the experts: We do not employ contour integrals and
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avoid repeated Neumann series expansions and certain bounds relating expectations
of operators with expectations of their absolute values; by a minor modification of
the dressing transforms we avoid the discussion of intermediate Hamiltonians.) Al-
though one might expect the analysis of square-root Hamiltonians to be technically
more involved we are able to establish essentially all main results of [8, 9, 14] in
the semi-relativistic case. We hope that some of our observations will be helpful in
forthcoming investigations including the NR case.
Another novelty achieved here is the study of the multiplicity of the ground state
eigenvalue of certain renormalized fiber Hamiltonians in the presence of spin. (In
the scalar Nelson model one may apply Perron-Frobenius arguments to show non-
degeneracy of ground states [11].) As our corresponding argument is essentially
based on a certain relative form bound required to get the IAPT started, it seems
clear that it also appliesmutatis mutandis to the NR Pauli-Fierz and Nelson models.
1.2. The model and main results. In this subsection we explain the model
under investigation and state our main results. We also give a few comments on
the proofs and on the organization of this article.
The semi-relativistic Pauli-Fierz Hamiltonian for a single free electron interacting
with the quantized radiation field is given by
(1.1) Hsr :=
√
(σ · (−i∇x ⊗ 1+ eA))2 + 1+ 1⊗Hf .
It is acting in the tensor product L2(R3x,C
2) ⊗ F = ∫ ⊕
R3
C2 ⊗ F d3x, where the
bosonic Fock space F is modeled over the one-photon space K := L2(R3k × Z2);
see Appendix C for the definition of Fock spaces and operators acting in them. The
vector σ = (σ1, σ2, σ3) contains the three Pauli spin matrices, Hf is the radiation
field energy, and the parameter e > 0 is eventually assumed to be small. For a
single photon state f ∈ K , let a†(f) and a(f) denote the standard bosonic cre-
ation and annihilation operators acting in F and satisfying the following canonical
commutation relations (CCR) on some suitable dense domain,
(1.2) [a♯(f), a♯(g)] = 0 , [a(f), a†(g)] = 〈 f | g 〉1 , f, g ∈ K .
Here a♯ is a† or a. Denote the field operators as
(1.3) ϕ(f) := 2−
1/2(a†(f) + a(f)) , ̟(f) := 2−
1/2(ia†(f)− ia(f)) ,
and write ϕ(f) := (ϕ(f1), ϕ(f2), ϕ(f3)), for a vector of single photon states f =
(f1, f2, f3). (More precisely, (1.3) defines essentially self-adjoint operators whose
closures are henceforth denoted again by the same symbols.) In this notation the
quantized vector potential is given as A :=
∫ ⊕
R3
1C2 ⊗ A(x) d3x with
A(x) := ϕ(e−ik·xG) , G(k, λ) := (2π)−
3/2
1|k|<κ |k|−1/2ελ(k) .(1.4)
Together with k/|k| the two polarization vectors ε0(k) and ε1(k) appearing here
form an orthonormal basis of R3, for almost every k. The number κ > 0 is an
ultra-violet cut-off parameter. As κ→∞, the values of e > 0 covered by our main
results will go to zero.
As the operator given by (1.1) is invariant under space translations of the total
electron-photon system it is unitarily equivalent to a direct integral
Hsr
∼=
∫ ⊕
R3
H(P) d3P , H(P) :=
√
(σ · (P− pf + eA))2 + 1+Hf .(1.5)
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The vector P ∈ R3 is interpreted as the total momentum of the combined electron-
photon system. Moreover, A := ϕ(G), and pf is the photon momentum operator.
The present article deals with the spectral analysis of the fiber Hamiltonians H(P)
acting in C2⊗F , whose mathematically precise definition is discussed in Section 2.
(For a precise definition of Hsr we refer to [18, 24, 26]; in the present paper we
study only the fiber Hamiltonians explicitly.) In Section 2 it turns out that H(P)
is self-adjoint on the domain of Hf , for all e, κ > 0. (This improves on a result in
[27] where e and/or κ are assumed to be small.) Our aim is to analyze the infimum
of its spectrum,
E(P) := inf Spec[H(P)] ,
as a function of P ∈ R3, and to address the question whether it be a two-fold
degenerate eigenvalue or not. Notice that the shape of E(P) is not fixed by relativity
because of the ultra-violet cutoff. We collect our first main results in the following
theorem. It applies to total momenta contained in balls
(1.6) Bp := {P ∈ R3 : |P| < p} , 0 < p <∞ ,
of bounded but arbitrary large radius. The possibility to choose p large is due to
the semi-relativistic nature of our model. In the non-relativistic Pauli-Fierz model
Part (1) of the next theorem would be false, if p were too large.
Theorem 1.1. For all κ, p > 0, we find e0 > 0 such that the following holds, for
all e ∈ (0, e0]:
(1) E is twice continuously differentiable and strictly convex on Bp and it attains
its unique global minimum at zero, E(0) = inf{E(P) : P ∈ R3}.
(2) E(0) is a two-fold degenerate eigenvalue of H(0). The expectation value of the
photon number operator in any corresponding eigenstate is finite.
(3) If P ∈ Bp \ {0}, then E(P) is not an eigenvalue of H(P).
Proof. The assertions are contained in Theorems 6.4 and 7.3, Corollary 8.3, and
Theorem 8.4; see also (2.11) and the paragraph preceding it. 
Remark 1.2. Here we comment on the three items of the above theorem:
(1): It is possible to show that the curvature of the mass shell is strictly smaller
than the one of the mass shell with e = 0, i.e. of
√
P2 + 1. In other words, the
renormalized electron mass is strictly larger than its bare mass 1. We shall prove
this assertion in a separate paper [22].
As explained below we approximate E by a sequence, {Ej}j , of ground state
energies of IR cutoff operators to prove (1). Estimates on the convergence rates for
the derivatives of Ej are stated in Theorem 6.4.
The analog of (1) for the NR Pauli-Fierz model has been proven in [14].
(2): It has already been observed in [27] that every (speculative) eigenvalue ofH(P)
is at least two-fold degenerated. In fact, this follows from Kramer’s degeneracy
theorem as there is an anti-linear involution commuting with H(P). Part (2) of
Theorem 1.1 is actually a special case of Theorem 1.3(1) below.
In the NR case, the existence of ground state eigenvectors at P = 0 is proven in
[9]. It also follows from Chen’s spectral renormalization group analysis [7].
(3): The asserted phenomenon is called absence of a proper mass shell; following
[33], one also says the system exhibits an infra-particle behavior.
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In the NR Pauli-Fierz model it is known that, if E is differentiable at some
arbitraryP ∈ R3, then for E(P) to be an eigenvalue it is necessary that ∇E(P) = 0
[17]. In our case ∇E 6= 0 on Bp \ {0} and ∇E(0) = 0 by Theorem 1.1(1). The
exact NR analog of (3) follows from [8]. ✸
The IAPT applied in this paper comprises an inductive spectral analysis of a certain
sequence of Hamiltonians whose interaction term is cut off in the infra-red. Thus,
to obtain our results we introduce a sequence of IR cutoff parameters1,
ρj := κ (1/2)
j , j ∈ N0 = {0, 1, 2, . . . } , ρ∞ := 0 ,(1.7)
and approximate H(P) by IR cutoff Hamiltonians,
H∞j (P) :=
√
(σ · (P− pf + eAj))2 + 1+Hf , Aj := ϕ(1ρj6|k|G) .
Hence, the set of non-zero photon momenta is split into a sequence of annuli,
(1.8) R˙3k = A0 ∪
⋃
j∈N0
Aj+1j , Ajk := {ρj 6 |k| < ρk}, Aj := {ρj 6 |k|},
with corresponding one-photon Hilbert spaces,
(1.9) K jk := L
2(Ajk × Z2) , Kj := L2(Aj × Z2) .
It is crucial for the whole analysis that the orthogonal splittings
K = Kj ⊕K ∞j , Kj+1 = Kj ⊕K j+1j ,
give rise to the following isomorphisms of Fock spaces,
(1.10) F = Fj ⊗F∞j , Fj+1 = Fj ⊗F j+1j .
Here F jk is the bosonic Fock space modeled over K
j
k and Fj the one over Kj ; see
Appendix C.
In the following discussion we assume that p > 0 is fixed, P ∈ Bp, and e > 0 is
sufficiently small. As it turns out, then, in Section 4, suitable versions of H∞j (P)
acting only in C2⊗Fj (resp. C2⊗Fj+1) – below denoted byHj(P) (resp. Hj+1j (P))
– have a strictly positive spectral gap above their twice degenerate ground state
eigenvalue
Ej(P) := inf Spec[H∞j (P)] = inf Spec[Hj(P)] = inf Spec[Hj+1j (P)] .
Moreover, Ej(P)→ E(P) and E0(P) =
√
P2 + 1. Furthermore, Ej is real analytic
on Bp, so that its derivatives can be represented by Hellmann-Feynman (HF) type
formulas; see Section 3. In Section 6 the latter formulas are used to show that∑
j(Ej − Ej+1) is absolutely convergent w.r.t. the norm on C2b (Bp), so that E ∈
C2b (Bp). To estimate Ej − Ej+1, one employs HF formulas involving Hj+1j (P) for
the derivatives of Ej and represents derivatives of Ej+1 by means of a (partially)
dressing transformed version of Hj+1(P), namely
(1.11) Hˇj+1(P) := Uj(P)Hj+1(P)U∗j (P) , Uj(P) := e−ie̟(fj(P)),
where the coherent factor is given by the formula determined in [8],
(1.12) fj(P;k, λ) := 1ρj+16|k|<ρj
G(k, λ) · ∇Ej(P)
|k| − k · ∇Ej(P) , j ∈ N0 .
1One could choose a slightly larger value than 1/2 in the definition of ρj ; smaller choices would
restrict the range of allowed values for e.
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Roughly speaking, an application of U∗j (P) to ground state eigenvectors ofHj+1j (P),
which look like Ψj ⊗ Ωj+1j (Ωj+1j = vacuum in F j+1j ), turns them into better test
functions for Hj+1(P) by dressing Ωj+1j in a cloud of soft photons. The soft photon
cloud is due to the movement of the total system at momentum P and, accordingly,
Uj(0) = 1. We remark that the formula for fj is essentially determined by the IR
bound (8.2) below.
The analysis of Ej − Ej+1 by means of HF formulas also furnishes convergence
of the ground state eigenprojections of the Hamiltonians
(1.13) H˜∞j (P) :=Wj(P)H∞j (P)Wj(P)∗, Wj(P) :=
j−1∏
ℓ=0
Uℓ(P) .
The operators H˜∞j (P) are self-adjoint on the domain of Hf and converge in the
norm resolvent sense to some limit Hamiltonian denoted by
H˜∞(P) := norm-res-lim
j→∞
H˜∞j (P) .
For P 6= 0, this limit Hamiltonian is, however, not a unitary transform of our origi-
nal HamiltonianH(P), although the latter is the norm resolvent limit of {H∞j (P)}j .
In fact, if P ∈ Bp is non-zero, then limj→∞∇Ej(P) = ∇E(P) 6= 0, and, hence,
the sum
∑∞
0 fj is not square-integrable. As a consequence we cannot define a rea-
sonable limit of the unitaries Wj in B(C2 ⊗F ). However, we may define a unitary
operator,
W ∗∞(P) : C
2 ⊗F −→ H renP := C2 ⊗F0 ⊗
∏
⊗ΩrenPj∈N0F j+1j ,
with values in some incomplete direct product space (in the sense of [29]) associated
with the coherent state
ΩrenP := η ⊗ eie̟(f0(P))Ω10 ⊗ eie̟(f1(P))Ω21 ⊗ eie̟(f2(P))Ω32 ⊗ . . . ∈ H renP ,
where η is a normalized vector in the vacuum sector of C2 ⊗ F0. Recall that
H renP is a (topologically complete) subspace of the complete direct product space
Ĥ := C2⊗F0⊗
∏⊗j∈N0F j+1j [29]. (If we changed ΩrenP slightly by replacing Ej in
(1.12) by E, then it would still determine the same space H renP ; see Remark 9.2.)
We may then define a renormalized Hamiltonian,
(1.14) Hren(P) :=W ∗∞(P) H˜∞(P)W∞(P) , W∞(P) :=W ∗∞(P)∗,
which is an analog of the operators introduced in [11, §2.3] for the Nelson model.
It can be used to describe coherent IR representations of the C∗-algebra A, where
A := A◦
‖·‖
B(C2⊗F ) , Aj := 1⊗ B(F j+1j )⊗ 1 , j ∈ N0 ,(1.15)
and A◦ is the ∗-sub-algebra of B(C2 ⊗ F ) generated by all Aj, j ∈ N0, and by
A−1 := B(C2⊗F0)⊗1. LetWj denote the Weyl algebra generated by the operators
W (v) := ei̟(Im vj)eiϕ(Re vj) with v ∈ K j+1j , interpreted as a sub-algebra of Aj . Let
W−1 ⊂ A−1 be the C∗-algebra generated by all M ⊗W (u) with M ∈ B(C2) and
u ∈ K0. Then we may also consider the C∗-algebra W := W◦ ⊂ A, where W◦ is
the ∗-algebra generated by all Wj, j > −1.
There is a natural isometric embedding π : A → B(Ĥ ) such that every π(A),
A ∈ A, is reduced by H renP [29]; see Section 9 for more details. Denoting the
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restriction of π(A) to H renP by πP(A) we obtain a representation
πP : A −→ B(H renP ) .
To state our main results on these objects we need yet some more notation: 1M (T )
is the spectral projector associated with some self-adjoint operator, T , and some
Borel set, M ⊂ R; Tr denotes the trace.
Theorem 1.3. For all κ, p > 0, we find c, e0 > 0 such that the following holds, for
all P ∈ Bp and e ∈ (0, e0]:
(1) E(P) is a two-fold degenerate eigenvalue of H˜∞(P) and Hren(P), and∥∥
1{E(P)}(H˜∞(P))− 1{Ej(P)}(H˜∞j (P))
∥∥ 6 c e (1 + c e)jρj j→∞−−−−→ 0 .
(2) There is a unique linear functional, ωP ∈ A∗, such that
ωP(A) = lim
j→∞
Tr
[
1{Ej(P)}(H∞j (P))A
]
, A ∈ A◦.
(In particular, the limit exists.) We have
ωP(A) = Tr
[
1{E(P)}(Hren(P))πP(A)
]
, A ∈ A .
(3) If Q ∈ Bp \ {P}, then the representations πP and πQ of W are disjoint and, in
particular, ωP is not a πQ-normal functional on W.
Proof. (1) follows from (1.14), Theorem 7.3, and the explanation below (7.1); see
also (2.11). Part (2) follows from the discussion in Section 9. With Theorem 1.1
and Part (2) at hand (3) follows from arguments in [11, 20, 34]; for the reader’s
convenience we sketch its proof in Corollary 9.1. The crucial point is that ∇E(P) 6=
∇E(Q), if P 6= Q, by the strict convexity of E on Bp. Recall that disjointness of
πP and πQ means that no πP-normal positive functional on W is πQ-normal and
vice versa; by (2) ωP is πP-normal. 
Remark 1.4. The Hilbert space C2⊗F is identified in a canonical way with H ren0 .
Choosing P 6= 0 = Q in Part (3) then shows that ωP cannot be represented by a
positive trace class operator acting on C2 ⊗F .
In the NR case results similar to (2) and (3) can be found in [8]. Compared
to [8, 11] there are some simplifications in our proofs due to the fact that Pizzo’s
recursive scheme establishes directly the existence of ground state projections of
H˜∞(P). In [8, 11] the analog of ωP is defined via compactness arguments and
analyzed by means of abstract results from the representation theory of the CCR
algebra. Statements similar to (1) for the NR model have appeared in [9, 30]. ✸
Convention. The symbols c, c′, . . . denote positive constants sometimes depending
on κ and upper bounds on e or |P|, but on no other relevant parameters. Their
values might change from one estimate to another. D(T ) and Q(T ) denote the
domain and form domain, respectively, of a suitable operator T .
2. Relative bounds and self-adjointness
In Subsection 2.2 below we derive some basic relative bounds on various modified
versions of the SR Pauli-Fierz fiber Hamiltonian and study their self-adjointness
and domains. It shall be very convenient in the whole paper to work on a Hilbert
space with four spin degrees of freedom instead of only two. For we may then
employ fiber Dirac operators in the computations which are linear in the vector
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potential and whose absolute values can be represented by very handy formulas.
Similar ideas have been used earlier in [23, 26, 27]. The Dirac operators and some
further necessary notation are introduced in the following Subsection 2.1.
2.1. Operators on four-spinors. Recall the definition of the annuli Ajk and Aj
in (1.8) and of the corresponding Fock spaces F jk and Fj explained below (1.10);
see also Appendix C for their precise definition as well as for the notation dΓ used
below. We first fix the notation for the energy and momentum of the photon field:
Writing ω(k, λ) := |k| and m(k, λ) = k, for k ∈ R3, λ ∈ Z2, we define
H
(k,j)
f := dΓ(ω↾Aj
k
×Z2
) , H
(j)
f := dΓ(ω↾Aj×Z2) ,
p
(k,j)
f := dΓ(m↾Aj
k
×Z2
) , p
(j)
f := dΓ(m↾Aj×Z2) .
At some points in our constructions there appear unitarily equivalent sequences of
IR cutoff fiber Hamiltonians, whose norm resolvent limits are not unitarily equiva-
lent anymore. In the preparatory Sections 2–4 we wish to treat these sequences in
a unified fashion, whence we introduce the following hypotheses on field operators:
Assumption 2.1. For every j ∈ N0, let (fj,gj) ∈ L2(Aj+1j × Z2,R× R3), (bj , cj) ∈
R× R3, and assume there exists c > 0 such that
(2.1) ‖ω−1/2(fj ,gj)‖ 6 c ρ1/2j , |(bj , cj)| 6 c ρj , j ∈ N0 .
For integers 0 6 k < j 6∞ and e > 0, set
Φjk :=
∑
k6ℓ<j
(
ϕ(fℓ) + e bℓ
)
, Ajk :=
∑
k6ℓ<j
(
ϕ(gℓ)− e cℓ
)
,(2.2)
and abbreviate Φj := Φ
j
0 and Aj := A
j
0. Finally, assume (for convenience) that
H
(k,j)
f + eΦ
j
k > 0. ✸
The sums
∑
k6ℓ<j in (2.2), which are infinite when j =∞, are well-defined because
of (2.1) and define self-adjoint operators whose domain contains the one of (H
(j)
f )
1/2;
see, e.g., [32]. Without further notice we shall often regardAk and A
j
k as operators
in Fj by identifying Ak ≡ Ak ⊗ 1Fj
k
and Ajk ≡ 1Fk ⊗Ajk. The same convention
is used for Φjk, H
(k)
f , H
(k,j)
f , etc.
Next, we introduce the Hilbert spaces
(2.3) Hj := C
4 ⊗Fj , j ∈ N0 ∪ {∞} , H := H∞ .
As usual we shall consider operators L and M acting in Fj and C
4, respectively,
also as operators in Hj by identifying L ≡ 1C4⊗L andM ≡M⊗1Fj . For instance
this convention applies to the four Dirac matrices,
α0 :=
(
1 0
0 −1
)
∈ L (C4) , αj :=
(
0 σj
σj 0
)
∈ L (C4) , j = 1, 2, 3 .
satisfying αi = α
∗
i = α
−1
i and the Clifford algebra relations
(2.4) {αi , αj} = 2 δij 1 , i, j ∈ {0, 1, 2, 3} .
To show degeneracy of ground states we shall exploit the fact that the first and
third Pauli matrices are real while the second one is imaginary,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
THE MASS SHELL IN THE SEMI-RELATIVISTIC PAULI-FIERZ MODEL 9
As a consequence of (2.4) and the C∗-equality we obtain
(2.5) ‖α · v‖L (C4) = |v| , v ∈ R3,
where α · v := α1v1 + α2v2 + α3v3. It is a standard exercise using the CCR, (2.1),
and (2.5) to derive the following fundamental relative bounds,
(2.6)
∥∥Φjk (H(k,j)f + ρk)−1/2∥∥ 6 c ρ1/2k , ∥∥α ·Ajk (H(k,j)f + ρk)−1/2∥∥ 6 c ρ1/2k ,
for all k, j ∈ N0 ∪ {∞}, k < j, and e ∈ (0, e0], with c ≡ c(e0).
Let P ∈ R3 in what follows. We define the fiber Dirac operator, Djk(P), to be
the closure of the symmetric operator in Hj given by
(2.7) D(H(j)f ) ∋ φ 7−→ α · (P− p(j)f + eAk)φ + α0 φ
and putDj(P) := D
j
j(P). Let Cj ⊂ Hj denote the dense subspace of all (ψ(n))∞n=0 ∈
Hj =
⊕∞
n=0 C
4 ⊗ [Fj ](n) such that only finitely many ψ(n) are non-zero and each
ψ(n), n ∈ N, has a compact support. According to Lemma A.1 below Djk(P) is
self-adjoint and Cj is a core for D
j
k(P). Actually, it has already been remarked in
[27] that the essential self-adjointness of Djk(P) on Cj follows from Nelson’s com-
mutator theorem with test operator H
(j)
f + 1. We give an alternative argument in
Lemma A.1 which also shows that the square, Djk(P)
2, is essentially self-adjoint on
Cj . A direct computation shows, however, that
(2.8) Djk(P)
2 = T jk (P)⊕ T jk (P) on Cj ,
where the direct sum refers to the splitting of the spinor components C4 = C2⊕C2,
and where
T jk (P) :=
(
σ · (P− p(j)f + eAk)
)2
+ 1 .
In particular,
(2.9) σ(Djk(P)) ⊂ (−∞,−1] ∪ [1,∞).
Thus, using the essential self-adjointness of Djk(P)
2 it is easy to see that two pos-
sibilities to make sense out of the square root in (1.5) yield the same operator: We
may take the square root of the closure of T jk (P) defined by means of the spectral
theorem or, equivalently, we may define the square root in (1.5) to be equal to the
upper left (or lower right) 2×2 block of the block-diagonal operator |Djk(P)|. For
technical reasons we find it convenient to work with absolute values of the Dirac
operator.
We finally define fiber Hamiltonians on four spinors by
(2.10) Hjk(P) := |Djk(P)|+H(j)f + eΦk , Hj(P) := Hjj (P) ,
on the domain D(Hjk(P)) := D(H(j)f ). As it turns out in the next subsection they
are self-adjoint on that domain. According to the remarks above they are block
diagonal,
(2.11) Hjk(P) = Hjk(P)⊕Hjk(P) , Hjk(P) := T
j
k(P)
1/2 +H
(j)
f .
Notice that |Djk(P)| 6 Hjk(P) by the last condition imposed in Assumption 2.1.
Notice also that the photon momentum and energy operators p
(j)
f and H
(j)
f con-
tained in Hjk(P) act in the Fock space Fj attached to the scale j while the field
operators Ak and Φk in H
j
k(P) act non-trivially only in Fk.
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Notational warning. From Section 5 forth, the symbols Djk(P) and H
j
k(P)
will solely denote the operators obtained by choosing (fj ,gj) = (0,1Aj+1
j
G) and
(bj , cj) = (0,0). Then H(P) := H∞∞(P) is the physical operator in (1.5).
Convention. Up to now we have always kept the symbol P in the notation.
Henceforth, we shall include it in the notation only when new mathematical objects
are defined (to clarify their dependence on P). Afterwards we then tacitly drop the
explicit reference to P in most formulas to reduce clutter.
2.2. Basic relative bounds. We denote the resolvent of the fiber Dirac operator
at iy ∈ iR by
(2.12) Rjk(iy) ≡ Rjk(P, iy) := (Djk(P)− iy)−1, Rj(iy) := Rjj(iy) .
As 0 belongs to the resolvent set of Djk its sign function can be represented as a
strongly convergent principal value (see, e.g., [19, Page 359]),
Sjk ψ ≡ Sjk(P)ψ := Djk(P) |Djk(P)|−1ψ = limτ→∞
∫ τ
−τ
Rjk(P, iy)ψ
dy
π
,(2.13)
for all ψ ∈ Hj . This yields a convenient representation of its absolute value,
|Djk|ψ = SjkDjk ψ = limτ→∞
∫ τ
−τ
(
1+ iy Rjk(iy)
)
ψ
dy
π
, ψ ∈ D(Djk) .(2.14)
The previous formula is very useful in combination with the bounds∣∣〈φ ∣∣ (Rj(iy)−Rjk(iy)) (H(k,j)f + ρk)−1/2ψ 〉∣∣
6 c e ρ
1/2
k ‖Rj(−iy)φ‖ ‖Rjk(iy)ψ‖ 6 c e ρ
1/2
k (1 + y
2)−1,(2.15)
for all normalized φ, ψ ∈ Hj ; see Lemma A.2 of the appendix.
Part (i) of the next lemma improves on [27, Proposition 1.2] where the same
assertions have been derived, for sufficiently small values of e > 0.
Lemma 2.2. Let Assumption 2.1 be fulfilled. Then, for all P ∈ R3, k, j ∈ N0∪{∞},
k < j, e, δ > 0, and some constant c > 0 proportional to the one in (2.6), the
following holds:
(i) Hj and H
j
k are self-adjoint on D(H(j)f ) and essentially self-adjoint on Cj.
(ii) For all ψ ∈ D(H(j)f ),
‖(Hj −Hjk)ψ‖ 6 c e ρ
1/2
k
∥∥|Djk|1/4(H(k,j)f + ρk)1/2 ψ∥∥
6 δ e ρ
1/2
k ‖Hjk ψ‖+ c4 e ρ
1/2
k ‖ψ‖/δ3,(2.16)
‖|Djℓ |ψ‖, ‖H(j)f ψ‖ 6 c′(e0) ‖Hjk ψ‖ , 0 6 ℓ 6 j , e 6 e0 .(2.17)
(iii) H∞k → H∞ in the norm resolvent sense, as k →∞.
(iv) The form domain of both Hj and H
j
k is Q(H(j)f ) and the following form bounds
hold true on Q(H(j)f ),
±(Hj −Hjk) 6 δ e ρk |Dj |+ c2 e (H(k,j)f + ρk)/δ ,(2.18)
±(Hj −Hjk) 6 δ e ρk |Djk|+ c2 e (1 + (δ e ρk)2) (H(k,j)f + ρk)/δ .(2.19)
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Proof. First, we derive the relative bounds of (ii) and (iv) on the dense domain Cj :
Since (Φj ,Aj) = (Φk,Ak) + (Φ
j
k,A
j
k) we may write, for φ, ψ ∈ Cj ,
〈φ | (Hj −Hjk)ψ 〉 = e〈Sj φ |α ·Ajk ψ 〉+ 〈φ | (Sj − Sjk)Djk ψ 〉+ e〈φ |Φjk ψ 〉
= e〈α ·Ajk φ |Sjk ψ 〉+ 〈Dj φ | (Sj − Sjk)ψ 〉+ e〈Φjk φ |ψ 〉 .
In order to treat the difference of the sign functions let (r, s) be either (1, 0) or
(0, 1), and let ε,κ ∈ (0, 1), ε+κ = 1, and φ, ψ ∈ Cj . Then a successive application
of (2.13), (2.15), and ‖ |Djk|νRjk(iy)‖ 6 (1 + y2)−(1−ν)/2, ν ∈ [0, 1), permits to get∣∣〈 (Dj)r φ ∣∣ (Sj − Sjk) (H(k,j)f + ρk)−1/2(Djk)sψ 〉∣∣
=
∣∣∣ lim
τ→∞
∫ τ
−τ
〈
(Dj)
r φ
∣∣ (Rj(iy)−Rjk(iy)) (H(k,j)f + ρk)−1/2(Djk)sψ 〉 dyπ
∣∣∣
6
∫
R
∥∥ |Dj |rκRj(−iy) |Dj|rεφ∥∥ c e ρ1/2k ∥∥ |Djk|sκRjk(iy) |Djk|sεψ∥∥ dyπ
6 c(ε) e ρ
1/2
k
∥∥ |Dj|rε φ∥∥ ∥∥ |Djk|sε ψ∥∥ .(2.20)
Choosing (r, s) = (0, 1), ε := 1/4, and using (2.6), |Djk| > 1, and the fact that Djk
and (H
(k,j)
f + ρk)
−1/2 commute on Cj , we obtain
‖(Hj −Hjk)ψ‖ = sup
‖φ‖=1
∣∣〈φ ∣∣ (Hj −Hjk)ψ 〉∣∣
6 e ‖α ·Ajk ψ‖+ sup
‖φ‖=1
∣∣〈φ ∣∣ (Sj − Sjk)Djk ψ 〉∣∣+ e ‖Φjk ψ‖
6 c e ρ
1/2
k
∥∥ |Djk|1/4(H(k,j)f + ρk)1/2ψ∥∥
6 c e ρ
1/2
k
∥∥ |Djk|1/2ψ∥∥1/2 ∥∥(H(k,j)f + ρk)ψ∥∥1/2
6 c e ρ
1/2
k ‖(Hjk)1/2ψ‖1/2 ‖Hjk ψ‖1/2 6 c e ρ
1/2
k ‖ψ‖1/4 ‖Hjk ψ‖3/4.(2.21)
In the penultimate step we applied |Djk| 6 Hjk to the left norm and used that
|Djk| + H(k)f + eΦk > 0 and H(k,j)f commute on Cj and H(k)f + H(k,j)f = H(j)f to
bound the right one. By Young’s inequality this implies (2.16), for all ψ ∈ Cj .
Choosing (r, s) = (1, 0), ε := 1/2, we also obtain (2.18), which actually holds, for
all δ > 0,∣∣〈φ | (Hj −Hjk)φ 〉∣∣ 6 e‖α ·Ajk φ‖ ‖φ‖+ ∣∣〈Djφ | (Sj − Sjk)φ 〉∣∣ + e‖Φjkφ‖ ‖φ‖
6 c e ρ
1/2
k
∥∥ |Dj |1/2φ∥∥ ‖(H(k,j)f + ρk)1/2 φ‖ ,
for every φ ∈ Cj . Setting Φjk = 0 for the moment we see that (2.18) with 1/δ = 2eρk
implies |Dj | 6 c (|Djk|+H(k,j)f ), from which we finally infer (2.19) (for non-zero Φjk).
Let 0 6 ℓ 6 j and m := max{k, ℓ}. Choosing Ajm = 0 and Φjm = 0 (if m < j)
for the moment we infer
‖(Hjℓ −Hjk)ψ‖ 6 ε‖Hjk ψ‖ + c(ε, e0) ‖ψ‖ , ε > 0 , ‖Hjℓ ψ‖ 6 c′(e0) ‖Hjk ψ‖ ,
from (2.16), which is already known to hold for ψ ∈ Cj . Since Hj0 = ((P−p(j)f )2+
1)
1/2 +H
(j)
f is obviously self-adjoint on D(H(j)f ) and essentially self-adjoint on Cj
this proves Part (i) by virtue of the Kato-Rellich theorem. We also conclude that
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(2.16) extends to every ψ ∈ D(H(j)f ). Since ‖H(j)f ψ‖ 6 ‖Hj0 ψ‖ and ‖ |Djℓ |ψ‖ 6
c′(‖Hjℓ ψ‖+ ‖H(j)f ψ‖) we further obtain (2.17).
(iii): Choosing j = ∞ we readily infer from (2.16) and the second resolvent
identity that ‖(H∞k − i)−1 − (H∞ − i)−1‖ 6 c e ρ
1/2
k → 0, as k →∞. 
Remark 2.3. We can use the arguments of the above proof to compare Hamiltonians
with the same scale parameters but for different fibers. For instance, set k = j,
eAjj = h, and Φ
j
j = H
(j,j)
f = 0. In accordance with (2.6) we should then replace
e ρ
1/2
k by |h|. Making these changes in (2.20) and (2.21) we immediately obtain∥∥(Hjk(P+ h)−Hjk(P))ψ∥∥ 6 c|h| ∥∥|Djk(P)|1/4ψ∥∥ 6 c|h| ‖Hjk(P)1/4ψ‖,(2.22)
for all P,h ∈ R, k, j ∈ N0 ∪ {∞}, k 6 j, and ψ ∈ D(H(j)f ). (To cover the cases
k < j simply choose suitable gjk.) ✸
3. A priori bounds on the mass shell
Let Assumption 2.1 be satisfied in the whole Section 3. From now on we use the
following notation for ground state energies,
Ejk(P) := inf Spec[H
j
k(P)] , Ej(P) := E
j
j (P) , E(P) := E∞(P) .
Moreover, we denote the spectral gap of Hjk(P) by
gapjk(P) := inf
{
Spec
[
Hjk(P)− Ejk(P)
] \ {0}} , gapj(P) := gapjj(P) .
Here P ∈ R3, k, j ∈ N0 ∪ {∞}, k 6 j. Notice that at this point we neither claim
that gapjk be strictly positive nor that E
j
k be a simple eigenvalue. In fact, if E
j
k is
an eigenvalue, then it will always be degenerate.
We now start to study the dependence of Ejk on P. The main result of this
section is the lower Lipschitz type bound (3.15) obtained in Subsection 3.2 below.
It serves as an essential ingredient for the estimation of spectral gaps in Pizzo’s
inductive scheme and, in particular, similar bounds have been derived in the NR
setting, e.g., in [9, 30]. First, we collect, however, some general results on Ejk and
the Hamiltonians in a series of remarks we shall repeatedly refer to in the remaining
part of the text.
3.1. Derivatives of infra-red cut-off Hamiltonians and their mass shells.
Remark 3.1. Let us choose (fj ,gj) = (0,G
j+1
j ) and (bj , cj) = (0,0) in Assump-
tion 2.1, where Gj+1j (k, λ) := 1Aj+1
j
(k)G(k, λ), j ∈ N0, with G denoting the
coupling function introduced in (1.4). In this case it has already been noted in [27]
that Ejk is rotationally symmetric, i.e. E
j
k(Uˆ P) = E
j
k(P), for all Uˆ ∈ SO(3). This
follows from the fact that the Hilbert space Hj carries a unitary representation,
π, of SU(2) such that πU H
j
k(P)π
−1
U = H
j
k(Uˆ
−1P), where Uˆ ∈ SO(3) corresponds
to U ∈ SU(2) w.r.t. the universal covering SU(2)→ SO(3). In particular, we may
conclude that ∇Ejk(0) = 0, as soon as we know that Ejk is differentiable at 0. ✸
Remark 3.2. We now show that {Hjk(P)}P∈R3 is an analytic family of type A and
record some frequently used formulas: Representing the absolute value by means
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of (2.14) and using a Neumann series expansion we deduce that
Hjk(P+ h) = H
j
k(P) + s-limτ→∞
∫ τ
−τ
(
Rjk(P+ h, iy)−Rjk(P, iy)
) iy dy
π
=
∞∑
ℓ=0
1
ℓ!
∂ℓhH
j
k(P) , on D(H(j)f ) , |h| < 1 ,(3.1)
where we define (again dropping all P’s so that Rjk(iy) ≡ Rjk(P, iy))
∂hH
j
k ψ := limτ→∞
∫ τ
−τ
Rjk(iy)α · hRjk(iy)ψ
y dy
iπ
, ψ ∈ D(H(j)f ) ,(3.2)
∂ℓhH
j
k := (−1)ℓ+1ℓ!
∫
R
Rjk(iy) {α · hRjk(iy)}ℓ
y dy
iπ
∈ B(Hj) , ℓ > 2 .(3.3)
In fact, since ‖α · hRjk(iy)‖ 6 |h|(1 + y2)−1/2 the integrals in (3.3) are absolutely
convergent and one easily verifies ‖∂ℓhHjk‖ 6 2ℓ!|h|ℓ/π(ℓ − 1), for ℓ ∈ N, ℓ > 2. So,
indeed, the part
∑∞
2 ... of the series in (3.1) converges in B(Hj), if |h| < 1. It is
then clear that the limit in (3.2) exists. Combining (2.22) with (3.1) we further
infer that the closure of the symmetric operator ∂hH
j
k – henceforth again denoted
by the same symbol – is defined on a domain containing the domain of |Djk|1/4 and
‖∂hHjk |Djk|−1/4‖ 6 c|h|+O(|h|2), thus
‖∂hHjk (Hjk)−1/4‖ 6 ‖∂hHjk |Djk|−1/4‖ 6 c|h| .(3.4)
The first order term in the series (3.1) is therefore an infinitesimal perturbation of
the self-adjoint zeroth order term Hjk and, as all higher order terms are bounded,
we conclude that the series (3.1) defines an extension of {Hjk(P)} to an analytic
family of type A defined on {P ∈ C3 : |ImP| < 1}. ✸
Remark 3.3. We note the following bound for later reference,
(3.5)
∥∥(∂ℓhHj − ∂ℓhHjk)(H(k,j)f + ρk)−1/2ψ∥∥ 6 c(ℓ) e ρ1/2k |h|ℓ ‖ψ‖ ,
for ψ ∈ Hj , ℓ ∈ N, e ∈ (0, 1]. It is easily derived as follows: Represent the difference
of the ℓ-th derivatives by means of (3.2) or (3.3) and rearrange the integrants in a
telescopic sum of terms ∝ (Rj α · h)n(Rj − Rjk) (α · hRjk)ℓ−n, n = 0, . . . , ℓ. Then
multiply the telescopic sum from the right with (H
(k,j)
f + ρk)
−1/2, observe that
(α · hRjk)ℓ−n and (H(k,j)f + ρk)−1/2 commute, and estimate all terms by ‖Rba‖ 6
〈y〉−1/2 and (2.15). Each summand in the telescopic sum is absolutely integrable.
(For ℓ = 1, start with ψ ∈ D(H(j)f ) and extend (∂hHj − ∂hHjk)(H(k,j)f + ρk)−1/2 to
all of Hj by continuity, preserving the same symbol for the extension.) ✸
Remark 3.4. We next derive some Hellmann-Feynman type formulas for the deriva-
tives of Ejk. To this end we assume that P is contained in some fixed open set,
V ⊂ R3, and that Ejk is an isolated eigenvalue of constant, finite multiplicity on V ,
i.e. it does not split when P varies in V . (For j < ∞, this assumption is verified
in Theorem 4.3 below where V is a ball about the origin and e is assumed to be
sufficiently small.)
Let Πjk := 1{Ej
k
}(H
j
k) be the spectral projection onto the eigenspace correspond-
ing to Ejk. By Remark 3.2 and the above assumption E
j
k and Π
j
k depend analytically
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on P [19]. Then, by differentiating 〈Hjk φ |Πjkψ 〉 = Ejk 〈φ |Πjk ψ 〉 we obtain the fol-
lowing Leibniz formula, for all φ ∈ D(H(j)f ), ψ ∈ Hj , µ ∈ N, and h ∈ R3,
(3.6)
µ∑
ν=0
(
µ
ν
)
〈 ∂νhHjk φ | ∂µ−νh Πjk ψ 〉 =
µ∑
ν=0
(
µ
ν
)
(∂νhE
j
k) 〈φ | ∂µ−νh Πjk ψ 〉 .
In view of D(∂νhHjk) ⊃ D(H(j)f ) = D(Hjk) ⊃ Ran(Πjk) we infer from (3.6) by induc-
tion on µ that ∂µhΠ
j
k : Hj → D(Hjk) = D(H(j)f ) and, in particular,
(∂hH
j
k − ∂hEjk)Πjk = −(Hjk − Ejk) ∂hΠjk ,(3.7)
(∂2hH
j
k)Π
j
k = −2(∂hHjk − ∂hEjk) ∂hΠjk + (∂2hEjk)Πjk − (Hjk − Ejk) ∂2hΠjk .
On the range of (Πjk)
⊥ = 1−Πjk the resolvent (Rjk)⊥ ∈ B((Πjk)⊥Hj),
(3.8) (Rjk)⊥ :=
(
Hjk (Π
j
k)
⊥ − Ejk
)−1
(Πjk)
⊥, ‖(Rjk)⊥‖ 6 1
/
gapjk ,
is well-defined and we deduce from the first line in (3.7) that
(Πjk)
⊥∂hΠ
j
k = −(Rjk)⊥(∂hHjk)Πjk , (∂hEjk)Πjk = Πjk (∂hHjk)Πjk .(3.9)
Multiplying the second line in (3.7) by Πjk and using (3.9) we further get
d ∂2hE
j
k =Tr{Πjk(∂2hHjk)Πjk} − 2‖((Rjk)⊥)1/2 (∂hHjk)Πjk‖2HS ,(3.10)
with d := Tr{Πjk}, Tr denoting the trace and ‖ · ‖HS the Hilbert-Schmidt norm.
This formula will be used to prove the strict convexity of the mass shell. ✸
3.2. Lower Lipschitz bound on the mass shell. We are now heading towards
a proof of the bound (3.15) below. First, we consider Hj0(P) = ((P − p(j)f )2 +
1)1/2 +H
(j)
f . Recall that p
(j)
f and H
(j)
f act in the n-particle sectors [Fj ]
(n), n ∈ N,
simply by multiplication with k1 + · · · + kn and |k1| + · · · + |kn|, respectively,
and p
(j)
f Ωj = 0, H
(j)
f Ωj = 0, where Ωj is the vacuum vector in Fj , so that
[Fj ]
(0) = CΩj . In particular, it is an elementary exercise to derive the following
lemma. We present its proof only for the convenience of the reader.
Lemma 3.5 (Spectrum of Hj0(P)). For all P ∈ R3 and j ∈ N0 ∪ {∞}, the
following holds:
(i) Ej0(P) = (P
2 + 1)1/2 is a four-fold degenerate eigenvalue of Hj0(P). The corre-
sponding eigenspace is {v ⊗ Ωj : v ∈ C4}.
(ii) gapj0(P) > min{ρj , 1}/(2(|P|2 + 1)).
Proof. (i): It is obvious that (P2+1)
1/2 is an eigenvalue ofHj0(P) and that C
4⊗CΩj
belongs to the corresponding eigenspace. It follows from the arguments below that
the latter is actually the whole eigenspace (even in the case j = ∞) and that
(P2 + 1)
1/2 is the infimum of the spectrum.
To prove (ii) we observe that the spectrum of Hj0(P) restricted to the invariant
subspace {C4 ⊗ [Fj ](0)}⊥ is given by the closure of
(3.11)
∞⋃
n=1
{([
P−
n∑
i=1
ki
]2
+ 1
)1/2
+
n∑
i=1
|ki| : k1, . . . ,kn ∈ Aj
}
.
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On account of
∣∣∑n
i=1 ki
∣∣ 6∑ni=1 |ki|, for k1, . . . ,kn ∈ Aj , this implies
inf Spec
[
Hj0(P)↾{C4⊗[Fj ](0)}⊥
]
> inf
k∈R3
((
[P− k]2 + 1)1/2 +max{ρj , |k|})
= inf
r>0
((
[|P| − r]2 + 1)1/2 +max{ρj , r}) .
Writing g(r) := ([|P| − r]2 + 1)1/2 − (P2 + 1)1/2 + max{ρj, r}, r ∈ [0,∞), we find
g′ > 0 on [ρj ,∞), thus minr>ρj g(r) = g(ρj). The possible minima of g on [0, ρj]
are g(ρj), g(0) = ρj , and g(|P|), if |P| 6 ρj . Since R ∋ t 7→ (t2 + 1)1/2 is convex
Taylor’s formula yields, for all P ∈ R3,
g(ρj) > ρj − |P|
(P2 + 1)1/2
ρj =
ρj
(P2 + 1)1/2((P2 + 1)1/2 + |P|) >
ρj
2(P2 + 1)
.
In the case |P| 6 ρj we apply the inequality
(3.12) f(t) := 1− (t2 + 1)1/2 + t > min{t, 1}/2 , t > 0 ,
to get g(|P|) = 1 − (P2 + 1)1/2 + ρj > min{ρj, 1}/2. (At least for t ∈ [0, 1], (3.12)
is clear by Taylor’s formula; for t > 1, then, use f(t) = tf(1/t).) 
Note that the next lemma is valid even when Ej is in the essential spectrum of Hj
and when no ground state exists. In particular, it holds for E = E∞.
Lemma 3.6. (1) There exists c > 0 such that, for all e ∈ (0, 1] and P ∈ R3,
(3.13) (1− c e)E0(P) 6 Ej(P) 6 (1 + c e)E0(P) .
(2) There is some c > 0 such that, for all e ∈ (0, 1], j ∈ N ∪ {∞}, normalized
u ∈ R3, and P ∈ R3 for which ∂uEj(P) := ddtEj(P+ tu)|t=0 exists,
(3.14) |∂uEj(P)| 6 1− 1
2(1 + c e)E0(P)2
+ c eE0(P) .
(3) For all p > 0, we find e0 > 0 and q ∈ (0, 1) such that
(3.15) Ej(P+ h)− Ej(P) > −(1− q) |h|,
for all e ∈ (0, e0], h ∈ R3, P ∈ Bp, and j ∈ N0 ∪ {∞}.
Proof. (1): The form bound (2.18) implies Hj0 6 (1 + c e)Hj and (2.19) implies
Hj 6 (1+ c e)H
j
0 . Hence, Part (1) is a consequence of the variational principle and
Ej0 = E0.
(2): Let φ ∈ D(H(j)f ) and j ∈ N ∪ {∞}. On account of Remark 3.2,
Hj(P+ h)φ−Hj(P)φ =∂hHj(P+ h)φ+ |h|2O(1)φ , |h| → 0 ,
where the norm of O(1) ∈ B(Hj) can be bounded uniformly in P ∈ R3 and in
j. Note that Hj0(P + h) = (v
2 + 1)1/2 + H
(j)
f with v := P + h − p(j)f . Since the
components of v and p
(j)
f commute strongly we obtain
〈φ | ∂hHj0(P+ h)φ 〉 = 〈φ |h · v (v2 + 1)−1/2 φ 〉
> −|h| ‖φ‖2 + |h| 〈φ | (1 − |v| (v2 + 1)−1/2)φ 〉
> −|h| ‖φ‖2 + |h| 〈φ | (v2 + 1)−1 φ 〉/2 .
16 MARTIN KO¨NENBERG and OLIVER MATTE
By the trivial bound (v2+1)−1 > Hj0(P+h)
−2 (between multiplication operators)
this yields ∂hH
j
0(P+ h) > −|h|+ |h|Hj0(P+ h)−2/2. Next,
(Hj0)
−2 − (Hj)−2 = ((Hj0)−1 −H−1j ) (Hj0)−1 +H−1j ((Hj0)−1 −H−1j ) .
Using Lemma 2.2(ii) and ‖(Hj0)−1‖, ‖H−1j ‖ 6 1 we find some c > 0 such that
‖(Hj0)−2 − (Hj)−2‖ 6 2 ‖(Hj −Hj0)(Hj0)−1‖ 6 2 c e ,(3.16)
at every value of the total momentum. We end up with
(3.17) ∂hH
j
0(P+ h) > −|h|+ (|h|/2)Hj(P+ h)−2 − c e |h| .
By virtue of (3.5), ±{∂hHj − ∂hHj0} 6 c e |h| (H(j)f + 1) 6 c′e |h|Hj , whence
Hj(P+ h)− Ej(P) > Hj(P+ h)−Hj(P)
> −|h|+ (|h|/2)Hj(P+ h)−2 − c e |h| − c′e |h|Hj(P+ h)−O(|h|2) .
In particular, we obtain by means of the spectral calculus
Ej(P+ h)− Ej(P) >− |h|+ |h|Ej(P+ h)−2/2− c e |h|(3.18)
− c′e |h|Ej(P+ h)−O(|h|2) .
Now, let P ∈ R3, let u ∈ R3 be normalized, and assume ∂uEj(P) exists. Replacing
h by ± su, for small s > 0, in (3.18), dividing by ±s, and passing to the limit
sց 0, we obtain an estimate for |∂uEj(P)| in terms of Ej(P). Employing (3.13),
then, we arrive at (3.14).
(3): In the following we borrow an argument from [12], namely the way to prove
the concavity of ∆.
We fix P ∈ Bp and some normalized u ∈ R3, and define
e(t) := Ej(P+ tu) , hφ(t) := 〈φ |Hj(P+ tu)φ 〉 ,
for all normalized φ ∈ D(H(j)f ) and all t ∈ R. Thanks to Remark 3.2 we know
that |h′′φ(t)| = |〈φ | ∂2uHj(P + tu)φ 〉| 6 c1. Consequently, the function defined
by ∆φ(t) := −c1 t2 + hφ(t), t ∈ R, is concave. Thus, ∆(t) := inf{∆φ(t) : φ ∈
D(H(j)f ), ‖φ‖ = 1}, t ∈ R, defines a concave function, as well. By a general theorem
on concave functions, we know that the left derivative ∆′−(t) and right derivative
∆′+(t) exist, and that ∆
′
± are both decreasing, and coincide outside a countable
set. ∆ is differentiable at every point t ∈ R where ∆′−(t) = ∆′+(t). Moreover,
∆(t) −∆(s) = ∫ ts ∆′±(r) dr. Since e(t) = ∆(t) + c1 t2, the function e also has left
and right derivatives e′± on R which coincide almost everywhere, and
(3.19) e(t)− e(s) =
∫ t
s
e′±(r) dr , s, t ∈ R .
Given h 6= 0 we may choose u := h/|h| and, inserting t = |h| and s := 0 into (3.19),
we obtain
(3.20) Ej(P+ h)− Ej(P) = e(|h|)− e(0) =
∫ |h|
0
e′(r) dr .
Now, in order to prove (3.15) we may assume that Ej(P + h) − Ej(P) < −|h|/2,
which together with (3.13), Ej > 1, and |P| 6 p implies |h| 6 2 (1+c e)E0(P)−2 6
2 p+1, if e > 0 is sufficiently small, say e ∈ (0, e0]. Thus, E0(Q) 6 c (p+1), for every
Q on the line segment from P to P+h we integrate over in (3.20) and for e ∈ (0, e0].
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Thanks to (3.14) we may conclude that |∂uEj(Q)| 6 1+ c′e (p+1)− 1/4c2(p+1)2,
for all Q on the same segment, where ∂uEj(Q) exists, and for small e. Combining
this with (3.20) and decreasing the value of e0, if necessary, we see that the assertion
of (3) holds true. 
4. Spectral gaps
In this section we derive lower bounds on the gap above the first (degenerate)
eigenvalues of Hj(P) and H
j+1
j (P). This is done by induction on j = 0, 1, 2, . . . .
More precisely, as in [30] we successively estimate the gaps of
H10 (P), H1(P), H
2
1 (P), . . . , Hj(P), H
j+1
j (P), Hj+1(P), . . . ,
assuming that |P| 6 p and e > 0 is sufficiently small. The crucial step is taken
in Lemma 4.1 where the key ingredient (3.15) is applied in order to estimate the
gap of Hj+1j (P) in terms of the gap of Hj(P). After a technical intermediate
step (Lemma 4.2) the final results of this section are stated in Theorem 4.3 below.
In the proof of Theorem 4.3 we perform the induction and estimate the gap of
Hj+1(P) in terms of the gap of H
j+1
j (P). Since our model includes spin we have to
give an additional argument ensuring that the ground state eigenvalue always stays
four-fold degenerated. This can, however, be done by an essentially well-known
[27] application of Kramer’s degeneracy theorem. In [27] the authors also show the
existence of a spectral gap, for strictly positive photon masses and small e > 0, when
a pre-factor γ ∈ (0, 1) is introduced in front of the square-root in (1.5) (motivated
by requirements of adiabatic perturbation theory). A bound on the spectral gap of
IR cutoff fiber Hamiltonians with γ = 1 has not yet been derived.
We denote the projection onto the vacuum sector in F jk by PΩj
k
.
Lemma 4.1. Let Assumption 2.1 be satisfied and let k, j ∈ N0 ∪ {∞}, k < j.
Assume there exist p, e0 > 0 such that, for all P ∈ Bp and e ∈ (0, e0], Ek(P) is a
4-fold degenerate eigenvalue of Hk(P). Let Πk := 1{Ek}(Hk) denote the spectral
projection onto the corresponding eigenspace. Then the following holds, at every
P ∈ Bp and for all e ∈ (0, e0]:
(1) Ek is also an eigenvalue of H
j
k, and the range of Πk ⊗ PΩj
k
belongs to the
corresponding eigenspace of Hjk.
(2) With q as in Lemma 3.6(3) we have, for all ρ > 0 and λ > 0,
gapjk > min
{
gapk, q ρj
}
, Ejk = Ek ,(4.1)
H
(k,j)
f + ρ 6 max{q−1, λ−1} (Hjk − Ek + λρ) .(4.2)
(3) If j < ∞ and gapk > 0, then gapjk > 0 and Ek is also a 4-fold degenerate
eigenvalue of Hjk.
Proof. (1): Recall that Hjk = |Djk| + H(k)f + eΦk0 + H(k,j)f , where H(k,j)f Ωjk = 0,
|Djk| (1⊗ PΩj
k
) = |Dk| ⊗ PΩj
k
, and Hk = |Dk|+H(k)f + eΦk0 . Therefore,
(Hjk − Ek)Πk ⊗ PΩj
k
= {(Hk − Ek)Πk} ⊗ PΩj
k
= 0 .
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(2): The following direct integral representation holds, for all n ∈ N,
Hjk(P)↾Hk⊗[Fjk ](n)
(4.3)
=
⊕
λ1,...,λn∈Z2
∫ ⊕
[Aj
k
]n
{
Hk
(
P−
n∑
ℓ=1
kℓ
)
+
n∑
ℓ=1
|kℓ|
}
d3n(k1, . . . ,kn) .
By virtue of (3.15) and the triangle inequality we obtain
Hk
(
P−
n∑
ℓ=1
kℓ
)
> Ek
(
P−
n∑
ℓ=1
kℓ
)
> Ek(P)− (1− q)
n∑
ℓ=1
|kℓ| ,
for all k1, . . . ,kn ∈ Ajk. Dropping again the argument (P), we further conclude
from the remarks in the first part of this proof that
(Hjk − Ek) (1⊗ PΩj
k
) = (Hk − Ek)⊗ PΩj
k
> gapk Π
⊥
k ⊗ PΩj
k
,
where Π⊥k := 1−Πk. Altogether we obtain
Hjk − Ek > qH(k,j)f + gapk Π⊥k ⊗ PΩj
k
> q ρj P
⊥
Ωj
k
+ gapk Π
⊥
k ⊗ PΩj
k
> 0 ,(4.4)
which yields (4.1). Combining the first estimate in (4.4) with the obvious bound
H
(k,j)
f + ρ 6 max{q−1, λ−1} (qH(k,j)f + λρ) we arrive at (4.2).
(3): The assertion follows from Part (1) and (4.4). 
In what follows we shall use the notation
µj5(P) := sup
L∈G4(Hj)
inf
{〈φ | (Hj(P)− Ej(P))φ 〉 : φ ∈ Q(H(j)f ), ‖φ‖ = 1, φ⊥L},
where G4(Hj) is the set of four-dimensional subspaces of Hj . According to the
minimax principle µj5(P) is the fifth eigenvalue of Hj(P) − Ej(P), counting from
below including multiplicities, or the lower bottom of the essential spectrum of
Hj(P) − Ej(P). This notation shall be useful in a situation where we do not
already know whether µj5(P) be equal to gapj(P).
Lemma 4.2. Let k, j ∈ N0 ∪{∞}, k < j, and let all assumptions of Lemma 4.1 be
satisfied. Then the following form bounds hold true on Q(H(j)f ), at every P ∈ Bp
and for all e ∈ (0, e0] and λ > 0, with constants depending only on p and e0,
|Dj | 6 max{1, c/λ}(Hj − Ej + λ) ,(4.5)
±(Hj −Hjk) 6 c′e max{1, 1/λ} (Hjk − Ek + λρk) ,(4.6)
±(Hj −Hjk) 6 c′′e (Hj − Ek + ρk) .(4.7)
Furthermore,
|Ej − Ek| 6 c e ρk ,(4.8)
and, if j <∞ and gapk > 0, then
µj5 > (1− c e) gapjk − c e ρk .(4.9)
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Proof. To start with we observe that (3.13) implies the upper bound, Ej(P) 6
(1 + c e0) max|Q|6pE0(Q) =: C, which is uniform in j ∈ N ∪ {∞}, e ∈ (0, e0], and
|P| 6 p. From now on we again drop the reference to P in the notation. Then
|Dj| 6 Hj −Ej +C (recall H(j)f + eΦj0 > 0) which implies (4.5). Combining (2.19)
and (4.2) we further obtain
(4.10) ± (Hj −Hjk) 6 c e ρk |Djk|+ c e (Hjk − Ek + ρk)
on Q(H(j)f ). Adding the term c e ρk (H(j)f +Φk0 −Ek +C) > 0 to the RHS of (4.10)
and absorbing one factor ρk 6 κ in the constant we arrive at (4.6). If, say, c
′e 6 1/2,
then (4.7) follows from (4.6) and some trivial manipulations. From (4.6) we further
deduce that Ej−Ek 6 Hj−Ek 6 (1+c e)(Hjk−Ek)+c e ρk. By Lemma 4.1 we have
Ek = inf Spec[H
j
k] and, hence, the variational principle yields Ej − Ek 6 c e ρk. In
the same way we infer the bound Ek−Ej 6 c′ e ρk from (4.7). Altogether this proves
(4.8). Writing Nj := ker(Hk − Ek) ⊗ [F jk ](0) and Sj := {ψ ∈ Q(H(j)f ) : ‖ψ‖ = 1}
and employing (4.6) and (4.8) we finally obtain
µj5 > inf
φ∈N⊥
j
∩Sj
〈φ | (Hj − Ej)φ 〉
> (1− c e) inf
φ∈N⊥
j
∩Sj
〈φ | (Hjk − Ek)φ 〉+ Ek − Ej − c e ρk
> (1− c e) gapjk − c′e ρk . 
In the next theorem we combine the previous lemmata in an induction argument to
derive a bound on the spectral gaps ofHj and H
j+1
j , j ∈ N. The argument based on
Kramer’s degeneracy theorem which is used to show that the ground state energies
of both operators are four-fold degenerate eigenvalues is essentially well-known; see
[27]. Let
(4.11) ϑ :=
(
σ2 0
0 −σ2
)
C, X1 :=
(
1 0
0 0
)
, X2 :=
(
0 0
1 0
)
,
where σ2 is the second Pauli matrix and C denotes complex conjugation.
Theorem 4.3 (Spectral gaps of Hj and H
j+1
j ). Let Assumption 2.1 be satis-
fied. Then there exist e0 > 0 and q ∈ (0, q) such that, at every P ∈ Bp and for all
e ∈ (0, e0] and j ∈ N0, the following holds:
(1) Ej = inf Spec[Hj ] = inf Spec[H
j+1
j ] is a four-fold degenerate eigenvalue of both
Hj and H
j+1
j and
(4.12) gapj > q ρj/2 and gap
j+1
j > q ρj/2 .
(2) The operators ϑ, X1, and X2 commute with Hj and H
j+1
j . If ψ
(1)
j is a ground
state eigenvector of Hj satisfying X1ψ
(1)
j = ψ
(1)
j (which always exists), then four
mutually orthogonal ground state eigenvectors are given by ψ
(1)
j and
(4.13) ψ
(2)
j := X2 ψ
(1)
j , ψ
(3)
j := ϑψ
(1)
j , ψ
(4)
j := X2 ϑψ
(1)
j .
(3) Any vector ψj ∈ Hj is a ground state eigenvector of Hj, if and only if ψj⊗Ωj+1j
is a ground state eigenvector of Hj+1j .
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Proof. (1)&(3): It suffices to prove the following assertions by induction on j ∈ N0,
Aj :⇔ Ej is a 4-fold eigenvalue of Hj and gapj > q ρj/2 .
In fact, if j ∈ N0 and the assertion Aj holds true, then Lemma 4.1 implies gapj+1j >
q min{ρj/2, ρj+1} = q ρj/2 and all the remaining statements of (1) and (3).
Assertion A0 follows, however, from Lemma 3.5, if |P| 6 p, provided that q is
sufficiently small.
Now, assume that Aj holds true, for some j ∈ N0. Then the bound (4.9) is
available as well as our conclusion gapj+1j > q ρj/2. In combination they give
µj+15 > (1− c e) q ρj/2− c e ρj = q ρj+1 (1− c′e) > q ρj+1/2,
for small e > 0. In particular, there is some non-vanishing φj+1 ∈ D(Hj+1) with
Hj+1 φj+1 = Ej+1 φj+1. Below we apply Kramer’s degeneracy theorem in order to
show that Ej+1 is an at least four-fold degenerate eigenvalue of Hj+1. After that
it also follows that gapj+1 = µ
j+1
5 > qρj+1/2.
(2): Since σ2 = σ
∗
2 has purely imaginary entries we have ϑ
2 = −1 and
(4.14) 〈ϕ |ϑψ 〉 = −〈ψ |ϑϕ 〉 , ϕ, ψ ∈ Hj .
Obviously, ϑ leaves D(Hj) = D(H(j)f ) invariant and using {σk, σℓ} = 2δkℓ 12 and
the fact that α0, α1, and α3 have real entries it is straightforward to check that
ϑDj = Dj ϑ on D(H(j)f ). Since the fiber Dirac operator Dj is essentially self-
adjoint on D(H(j)f ) we deduce that it commutes with ϑ on ϑD(Dj) = D(Dj)
and its resolvent satisfies ϑRj(iy) = Rj(−iy)ϑ on Hj . Using, e.g., (2.14) (and a
substitution y → −y) we infer that ϑ |Dj | = |Dj |ϑ on D(Dj). Altogether it follows
that ϑHj = Hj ϑ on D(Hj) and the same argument can be applied to Hj+1j . In
view of (2.11) it is clear that X1 and X2 commute with the Hamiltonians.
So, let ψ
(1)
j be as in the statement of Part (2). Then ψ
(3)
j = ϑψ
(1)
j ∈ D(Hj)
and Hj ψ
(3)
j = Ej ψ
(3)
j . Upon choosing ϕ := ψ := ψ
(1)
j in (4.14) we further see that
ψ
(3)
j ⊥ψ(1)j and the assertion of Part (2) becomes obvious. 
5. The dressing transformation
Notation for Sections 5–9 and Appendix B. From now on we reserve the
symbols Djk, H
j
k, and R
j
k to denote the operators defined by (2.7), (2.10), and
(2.12), respectively, for the special choices (fj ,gj) = (0,G
j+1
j ) and (bj , cj) = (0,0)
in Assumption 2.1. Here G is the physical, ultra-violet cutoff coupling function
introduced in (1.4) and
Gj(k, λ) := 1Aj (k)G(k, λ) , G
j+1
j (k, λ) := 1Aj+1
j
(k)G(k, λ) , j ∈ N0 .
In fact, this choice is allowed in view of
(5.1) ‖ωνGj+1j ‖ 6 c ρ1+νj , ν ∈ {−1/2, 0, 1/2, 1} , j ∈ N0 .
More explicitly, from now on we fix the notation
Djk := closure of
{(
α · (P− p(j)f + eϕ(Gk)) + α0
)
↾
D(H
(j)
f )
}
,
Hjk := |Djk|+H(j)f , Rjk(iy) := (Djk − iy)−1.
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The symbols Ej and gapj will always denote the ground state energy and the
spectral gap, respectively, of Hj = H
j
j .
If we work with other choices of (fj ,gj) and (bj , cj), then we shall always indicate
this by putting accents on top of the symbols D, H , and R.
Pick some p > 0 and let 0 < q < q < 1 denote the parameters appearing in
Lemma 3.6(3) and Theorem 4.3. Let also j ∈ N0 and recall the definition (1.7) of
ρj . We always assume that
(5.2) |P| 6 p .
According to (4.8) and (5.2) we may choose e > 0 so small that
(5.3) |Ej+1 − Ej | 6 c e ρj 6 q ρj/8 ,
and Theorem 4.3(1) and (5.2) imply
(5.4) gapj > q ρj/2 , gapj+1 > q ρj+1/2 = q ρj/4 .
We define spectral projections associated with the ground state energy,
Πj(P) := 1{Ej(P)}(Hj(P)) , Π
j+1
j (P) := 1{Ej(P)}(H
j+1
j (P)) .(5.5)
For later reference we note that Theorem 4.3(3) and (5.2) imply
(5.6) Πj+1j (P) = Πj(P)⊗ PΩj+1
j
, PΩj+1
j
:= |Ωj+1j 〉〈Ωj+1j | ,
where Ωj+1j = (1, 0, 0, . . .) is the vacuum vector in F
j+1
j . Notice that Ej is analytic
on Bp by the discussion in Section 3 and by Theorem 4.3(1).
From now on fj will always denote the coherent factor defined in (1.12). By
now we actually know that fj is well-defined by (1.12), as (3.15) and (5.2) imply
|∇Ej | 6 1− q < 1, for every small e.
5.1. Definition and basic properties of dressing transformed operators.
Define Uj by (1.11), i.e. Uj(P) = e
−ie̟(fj(P)). Obviously, Uj acts non-trivially
only in the second tensor factor of Hj+1 = Hj ⊗F j+1j . Standard arguments imply
that Uj maps D([H(j+1)f ]ν) into itself, for every ν > 1/2; see Lemma C.1 of the
appendix. Therefore, we may take strong derivatives at t = 0 of the following Weyl
relations on the domain of [H
(j+1)
f ]
1/2,
e−ie̟(fj)eitϕ(h)eie̟(fj) = e−ite〈 fj |h 〉eitϕ(h),
e−ie̟(fj)eit̟(h)eie̟(fj) = eit̟(h),
where t ∈ R and h ∈ L2(Aj+1j × Z2) is real-valued. Using also the relations (1.3)
we thus obtain
Uj a
♯(h)U∗j = a
♯(h)− e 〈h | fj 〉♯ on D([H(j,j+1)f ]1/2) .
As a preparation for the succeeding subsections we next compute explicit represen-
tations of the transformed operators
Hˇj+1 := UjHj+1U
∗
j , Dˇj+1 := UjDj+1U
∗
j , Hˇ
(j+1)
f := UjH
(j+1)
f U
∗
j ,(5.7)
for all j ∈ N0. The action of Uj can be expressed by means of the quantities
Fj+1j := fj k+G
j+1
j , cj := 〈 fj |Fj+1j +Gj+1j 〉 , bj := 〈 fj |ω fj 〉 ,
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which all depend on P through fj ≡ fj(P). They satisfy the bounds
|bj|, |cj | 6 c ρj ,
∥∥ων Fj+1j ∥∥ 6 c ρ1+νj , ν ∈ {−1/2, 0, 1/2, 1} ,(5.8)
which follow from elementary computations and |∇Ej | 6 1−q < 1. The constant c
in (5.8) neither depends on j, e ∈ (0, e0], nor on P ∈ Bp. (It does depend on e0 and
p.) In the proof of Lemma 5.4 the following identity leads to an absolutely crucial
cancellation of terms which, by counting powers of ρj , seem to destroy the iterative
analysis at first sight,
Fj+1j · ∇Ej =
1
(2π)3/2
1Aj+1
j
|k|1/2
ε · ∇Ej
1− k˚ · ∇Ej
= ω fj , k˚ := |k|−1 k .(5.9)
Writing H
(j+1)
f ψ = H
(j)
f ψ +
∑
ℓ a
†(ω
1/2eℓ) a(ω
1/2eℓ)ψ, for some orthonormal basis,
{eℓ}, of K j+1j , and for ψ ∈ D(H(j+1)f ), we deduce that
Hˇ
(j+1)
f = H
(j+1)
f − eϕ(ω fj) + e2bj on D(H(j+1)f ) ,(5.10)
Dˇj+1 = D
j+1
j +α · {eϕ(Fj+1j )− e2cj} on D(H(j+1)f ) .(5.11)
Lemma 5.1. For all p > 0, we find e0 > 0 such that, for all P ∈ Bp, e ∈ (0, e0], and
j ∈ N0, the operator Hˇj+1 is self-adjoint on D(H(j+1)f ) and essentially self-adjoint
on Cj+1. Moreover, Hˇj+1 = |Dˇj+1|+H(j+1)f − eϕ(ω fj) + e2bj.
Proof. We may apply Lemma 2.2, if fj , gj, bj , and cj are chosen appropriately in
Assumption 2.1, which is then satisfied in view of (5.1) and (5.8). (Self-adjointness
on D(H(j+1)f ) follows also from (5.7) and Lemma C.1.) 
To study the multiplicity of the ground state eigenvalue of the renormalized Hamil-
tonians we also define the following dressing transforms,
(5.12) Wk(P) :=
k−1∏
ℓ=0
Uℓ(P) , k ∈ N .
(While an analog ofWk used in [9, 30] is defined only in terms of Ek−1, our choice of
Wk involves the functions E0, . . . , Ek−1. We think that this simplifies the analysis
by avoiding the discussion of the “intermediate Hamiltonians” appearing in [9, 30].)
Without danger of confusion we shall consider Wk as a unitary operator in the
various spaces Hj with j ∈ N ∪ {∞}, j > k, by identifying Wk ≡ Wk ⊗ 1. We
abbreviate
gk(P) :=
k−1∑
ℓ=0
fℓ(P) , Fk(P) :=
k−1∑
ℓ=0
Fℓ+1ℓ (P) ,
Ck(P) := 〈 gk(P) |Gk + Fk(P) 〉 , Bk(P) := 〈 gk(P) |ω gk(P) 〉 ,
where k ∈ N. In order to apply the results of Section 4 we actually have to
consider the momenta appearing in the transformationWk and in the Hamiltonian
as separate parameters. For the functions introduced in Assumption 2.1 do not
depend on the total momentum. So, let k, j ∈ N0 ∪ {∞}, k 6 j, |P| 6 p, and
Q ∈ R3. Then we define
(5.13) D˜jk(Q,P) := α · {Q− p(j)f + eϕ(Fk(P))− e2Ck(P)} + α0 ,
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a priori as an essentially self-adjoint operator on Cj , and then by taking its closure;
see Lemma A.1. Furthermore, we define, on the domain D(H(j)f ),
H˜jk(Q,P) := |D˜jk(Q,P)|+H(j)f − eϕ(ω gk(P)) + e2Bk(P) .(5.14)
As usual we write H˜j := H˜
j
j , j ∈ N0 ∪ {∞}. By definition and (5.10)&(5.11),
(5.15) H˜jk(Q,P) :=Wk(P)H
j
k(Q)W
∗
k (P) , k 6 j , k <∞ ,
and analogously for D˜jk(Q,P), k < ∞. Notice that the unitary transforms Wk do
not have a limit since
∑∞
0 fj /∈ L2(R3 ×Z2), so that (5.12) does not make sense in
the case k =∞ and there is no analog of (5.15) with k =∞. Finally, we abbreviate
(5.16) H˜jk(P) := H˜
j
k(P,P) , |P| 6 p .
Lemma 5.2. Let p > 0 be arbitrary and e0 > 0 be sufficiently small. Then the
following holds, for all P ∈ Bp, Q ∈ R3, e ∈ (0, e0], and j ∈ N0 ∪ {∞}:
(1) The operator H˜∞j (Q,P) is self-adjoint on D(Hf) and essentially self-adjoint on
C∞. Moreover, H˜
∞
j (Q,P)→ H˜∞(Q,P), j →∞, in the norm resolvent sense.
(2) inf Spec[H˜∞j (Q,P)] = Ej(Q).
(3) We find c, c′ > 0, depending only on p, e0, such that
±(H˜∞(P) − H˜∞j (P)) 6 c e
(
H˜∞(P) − Ej(P) + ρj
)
6 c′e
(
H˜∞(P)− E∞(P) + ρj
)
.(5.17)
Proof. Upon choosing fj, gj , bj , and cj appropriately we are in the situation of
Assumption 2.1. In particular, (1) follows directly from Lemma 2.2.
(2): If j ∈ N0, then H˜∞j is unitarily equivalent to H∞j (by (5.15)) and the
statement is clear. Since H˜∞k → H˜∞, k →∞, in the norm resolvent sense we have
inf Spec[H˜∞k ] → inf Spec[H˜∞]. This proves the assertion for j = ∞, since we also
know that Ek → E∞.
(3): The first inequality in (5.17) is a special case of (4.7). The second one
follows by applying (4.8). 
Remark 5.3. We close this subsection by explaining why the following bound to be
used later on is actually a special case of (3.5),∥∥(Uj∂ℓhHj+1U∗j − ∂ℓhHj+1j )ψ∥∥ 6 c e ρ1/2j |h|ℓ‖(H(j,j+1)f + ρj)1/2ψ‖ ,(5.18)
on Bp and for all ℓ = 1, 2, h ∈ R3, e ∈ (0, e0], j ∈ N0, ψ ∈ D(H(j+1)f ), and some
c, e0 > 0. In fact, setting
(5.19) Rˇj+1(iy) := Uj Rj+1(iy)U
∗
j = (Dˇj+1 − iy)−1, y ∈ R , j ∈ N0 ,
and using (3.2) and (3.3) we observe that
Uj∂
ℓ
hHj+1U
∗
j ψ = (−1)ℓ+1 lim
τ→∞
∫ τ
−τ
Rˇj+1(iy) {α · h Rˇj+1(iy)}ℓ ψ y dy
iπ
.
On the RHS we have the derivatives of Hˇj+1 w.r.t. the total momentum when
the total momentum P in the transformation Uj(P) is kept fixed. Thus, we are
precisely in the situation of Remark 3.3. ✸
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5.2. Comparison of transformed and non-transformed operators. In the
following important lemma we compare the Hamiltonians Hˇj+1 and H
j+1
j on the
range of the projection Πj+1j given by (5.5) and (5.6). It will be applied in the
proof of Lemma 6.1 below. Thanks to (5.9) the error term Aj in the next lemma
is of order e ρ2j . If it were of order e ρj only, then the proof of Lemma 6.1 did not
work. The term e2κj in the next lemma, with
κj := cj · ∇Ej − 〈 fj |ω fj 〉 = 〈 fj | ∇Ej ·Gj+1j 〉 > 0 , κj = O(ρj) ,
does not cause any harm to Lemma 6.1 since it is non-negative. (Even if it were
negative one could exploit that it is of second order in e.) Besides (5.19) we use the
following notation for resolvents of the Dirac operator,
Rj(iy) = (Dj − iy)−1, Rj+1j (iy) = (Dj+1j − iy)−1.
Lemma 5.4. For all p > 0, there exist c, e0 > 0 such that, for all e ∈ (0, e0] and
j ∈ N0, we find some rank four operator Aj ∈ B(Hj+1) with ‖Aj‖ 6 c e ρ2j and(
Hˇj+1 −Hj+1j + e2κj
)
Πj+1j = e(Π
⊥
j ∇HjΠj)⊗ {a†(Fj+1j )− e cj}PΩj+1
j
+Aj .
Proof. Let ϑ ∈ D(H(j)f ). Abbreviating ∆j(y) := Rˇj+1(iy)−Rj+1j (iy) we have
I := {|Dˇj+1| − |Dj+1j |}ϑ⊗ Ωj+1j = limτ→∞
∫ τ
−τ
∆j(y)(ϑ⊗ Ωj+1j )
iy dy
π
.(5.20)
A brief computation using (5.11) (and taking Lemma A.2 into account) yields
(Dˇj+1 − iy)∆j(y) = α · {e2cj − eϕ(Fj+1j )}Rj+1j (iy) on D(H(j+1)f ),(5.21)
∆j(y)(ϑ⊗ Ωj+1j ) = Rˇj+1(iy)α (Rj(iy)ϑ)⊗ {e2cj Ωj+1j − e |Fj+1j 〉}.(5.22)
We recall that |cj |, ‖Fj+1j ‖ 6 c ρj , ‖Rkj (iy)‖ 6 (1 + y2)−1/2, and observe that the
resolvent Rj+1j (iy) leaves the subspaces Xn := Hj⊗ [F j+1j ](n), n = 0, 1, . . . , invari-
ant. Moreover, the restriction of the field operator ϕ(Fj+1j ) is bounded as a map
from X0 ⊕X1 to X0 ⊕X1 ⊕X2, with norm 6 c ‖Fj+1j ‖ 6 c′ρj . Taking all these
remarks into account we infer from (5.21) that
‖∆j(y)↾X0⊕X1‖ 6 c e ρj (1 + y2)−1 .(5.23)
Rearranging (5.22) using Rj+1j (ψ ⊗ Ωj+1j ) = (Rjψ)⊗ Ωj+1j we further obtain
∆j(y)(ϑ⊗ Ωj+1j ) =
(
Rj(iy)αRj(iy)ϑ
)⊗ {e2cj Ωj+1j } − V +W ,(5.24)
V := Rj+1j (iy)α (Rj(iy)ϑ)⊗ |eFj+1j 〉 ,
W := ∆j(y)α (Rj(iy)ϑ)⊗ {e2cj Ωj+1j − e |Fj+1j 〉} .
We represent V ∈ Hj ⊗ [F j+1j ](1) as V = {Vλ(k)} ∈ L2(Aj+1j × Z2,Hj) with
Vλ(k) = eF
j+1
j (k, λ)Rj(P− k, iy)αRj(P, iy)ϑ , a.e. k ∈ Aj+1j , λ ∈ Z2 .
Since |k| 6 ρj , for k ∈ Aj+1j , the resolvent identity implies Rj(P − k, iy) =
Rj(P, iy) +O(ρj (1 + y2)−1), and together with ‖Fj+1j ‖ 6 c ρj this gives
V =
(
Rj(iy)αRj(iy)ϑ
)⊗ |eFj+1j 〉+O(e ρ2j (1 + y2)−3/2 ‖ϑ‖) .
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The inequality (5.23) applied to the third member on the RHS of (5.24) yields
‖W‖ 6 c e ρj(1 + y2)−1‖Rj(iy)ϑ‖{e2|cj |+ e‖Fj+1j ‖} 6 c′e2ρ2j(1 + y2)−3/2‖ϑ‖.
Altogether, employing the formula (3.2) for the derivative ofHj and using
∫
R
dy/(1+
y2) <∞, we see that the term in (5.20) can be written as
I = (∇Hj ϑ)⊗ {e |Fj+1j 〉 − e2cj Ωj+1j }+O
(
e ρ2j ‖ϑ‖
)
.
But we have (Hˇj+1 −Hj+1j )(ϑ⊗ Ωj+1j ) = I + II with
II := (Hˇ
(j+1)
f −H(j+1)f )(ϑ ⊗ Ωj+1j ) = eϑ⊗ {e‖ω1/2fj‖2Ωj+1j − |ω fj〉} .
Applying these formulas for every ϑ ∈ Ran(Πj) ⊂ D(H(j)f ) we arrive at
(Hˇj+1 −Hj+1j )Πj+1j =e∇Hj Πj ⊗ |Fj+1j 〉〈Ωj+1j | − eΠj ⊗ |ωfj〉〈Ωj+1j |
+
(
e2 〈 fj |ω fj 〉 − e2 cj · ∇Hj
)
Πj+1j +O(e ρ2j ) ,
and we conclude by means of (5.9) and ∇Hj Πj = ∇Ej Πj +Π⊥j ∇Hj Πj . 
5.3. Comparison of resolvents. In order to control the difference of various oper-
ators attached to succeeding scales in the IAPT it is necessary to prepare a number
of resolvent comparison estimates. This is done in the present subsection. To start
with we introduce some notation for various resolvents:
For all P ∈ Bp and j ∈ N0, we abbreviate (compare (3.8) and (5.4))
Rj(P, z) :=
(
Hj(P) − Ej(P) + z
)−1
, Re z > 0 ,
Rj+1j (P, z) :=
(
Hj+1j (P)− Ej(P) + z
)−1
, Re z > 0 ,
R⊥j (P) :=
(
Hj(P)Π
⊥
j (P) − Ej(P)
)−1
Π⊥j (P) ,
R̂j(P,k) :=
(
Hj(P− k)− Ej(P) + |k|
)−1
, k ∈ R3.(5.25)
We shall see in the proof of Lemma 5.5(1) that the resolvent in (5.25) is actually
well-defined. Since the spectral gap of Hˇj+1 is not smaller than q ρj/4 we further
know that the restriction of Hˇj+1 − Ej+1 to the range of Πˇ⊥j+1 := 1− Πˇj+1, with
(5.26) Πˇj+1 := 1{Ej+1}(Hˇj+1) ,
is continuously invertible, for every z ∈ C, Re z > −q ρj/4. In fact, defining
(Hj+1j )
⊥ := Hj+1j (Π
j+1
j )
⊥, (Rj+1j )⊥ := ((Hj+1j )⊥ − Ej)−1(Πj+1j )⊥,(5.27)
Hˇ⊥j+1 := Hˇj+1Πˇ
⊥
j+1, Rˇ⊥j+1(z) := (Hˇ⊥j+1 − Ej+1 + z)−1 Πˇ⊥j+1 ,(5.28)
on Bp and for j ∈ N0 and z as above, we infer from (5.3) and (5.4) that
‖(Rj+1j )⊥‖ = (gapj+1j )−1 6 c ρ−1j , ‖Rˇ⊥j+1(z)‖ 6 (qρj/4 + Re z)−1.
Lemma 5.5. Pick p > 0 and let δj be some real-valued function of small e > 0 with
δj = O(e ρj). Then we find c, e0 > 0 such that the following holds, for all P ∈ Bp,
e ∈ (0, e0], and j ∈ N0:
(1) For all ψ ∈ Hj and k ∈ Aj+1,
(5.29)
∥∥R̂j(P,k)Π⊥j (P)ψ∥∥ 6 c ‖R⊥j (P)ψ‖ .
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(2) For all ψ ∈ Hj ⊗ {CΩj+1j ⊕ L2(Aj+1j × Z2)} ⊂ Hj+1, s ∈ {1/2, 1}, we have the
bounds ∥∥Rˇ⊥j+1(δj)s (Πj+1j )⊥ψ − Πˇ⊥j+1((Rj+1j )⊥)s ψ∥∥
6 c e ρ1−sj
(‖ψ‖+ ‖(Rj+1j )⊥ ψ‖) ,(5.30) ∥∥Rˇ⊥j+1(δj) (Πj+1j )⊥ ψ∥∥ 6 (1 + c e) ‖(Rj+1j )⊥ ψ‖+ c e ‖ψ‖ .(5.31)
Proof. (1): On account of (5.3) and |k| > ρj+1 = ρj/2 we have
(5.32) rj(P,k) := Ej(P− k)− Ej(P) + |k| > ρj/4 .
Hence, Ej(P)− |k| belongs to the resolvent set of both Hj(P− k) and Hj(P) and
(2.22) together with the second resolvent identity implies∥∥(R̂j(P,k) −Rj(P, |k|))Ψ∥∥ 6 c|k| ∥∥Hj(P− k)1/4R̂j(P,k)∥∥ ∥∥Rj(P, |k|)Ψ∥∥ ,
for all Ψ ∈ Hj . Here |k| 6 ρj and, by the spectral calculus, the first norm on the
RHS is not greater than Ej(P− k)1/4
/
rj(P,k) 6 c(p)/ρj . Choosing Ψ := Π
⊥
j ψ we
obtain (5.29) since, of course, ‖Rj(P, |k|)Π⊥j ψ‖ 6 ‖R⊥j (P)ψ‖.
(2): We may apply Lemma 2.2 with Aj+1j = ϕ(F
j+1
j )− ecj and Φj0 = 0, Φj+1j =
ϕ(ω fj) + e〈 fj |ω fj 〉. Indeed, let t > 0, ε > 0, and z := t+ iε. Then δj = O(e ρj),
|Ej − Ej+1| = O(e ρj), and the first inequality in (2.16) imply
N (1)z :=
∥∥Πˇ⊥j+1(Rˇj+1(z + δj)−Rj+1j (z)) (Πj+1j )⊥ψ∥∥
6 c e ρ
1/2
j ‖Πˇ⊥j+1Rˇj+1(z + δj)‖
· ∥∥ |Dj+1j |1/2(H(j,j+1)f + ρj)1/2(Πj+1j )⊥Rj+1j (z)ψ∥∥ .
Here, (5.3) and (5.4) permit to get
‖Rˇj+1(z + δj) Πˇ⊥j+1‖ 6 (gapj+1 + δj + t)−1 6 c (ρj + t)−1,
uniformly in ε > 0 and small e > 0. Moreover, (H
(j,j+1)
f + ρj)
1/2 commutes strongly
with (Πj+1j )
⊥ and Rj+1j (z). Since also |Dj+1j | 6 (Hj+1j − Ej) + Ej and Ej 6 c(p)
on Bp we deduce that
θ := lim
εց0
∥∥ |Dj+1j |1/2(H(j,j+1)f + ρj)1/2(Πj+1j )⊥Rj+1j (z)ψ∥∥
6
∥∥(H(j,j+1)f + ρj)1/2((Rj+1j )⊥)1/2 ψ∥∥+ c∥∥(H(j,j+1)f + ρj)1/2(Rj+1j )⊥ ψ∥∥ .
Next, we use that ψ and, hence, ((Rj+1j )⊥)s ψ, belong to Xj := Hj ⊗ {CΩj+1j ⊕
L2(Aj+1j ×Z2)} and that η ∈ Xj entails ‖(H(j,j+1)f +ρj)1/2η‖ 6 (2ρj)1/2‖η‖. Taking
this observation into account we obtain
θ 6 c ρ
1/2
j
(‖((Rj+1j )⊥)1/2ψ‖+ ‖(Rj+1j )⊥ ψ‖) 6 c′ρ1/2j (‖ψ‖+ ‖(Rj+1j )⊥ ψ‖) .
Altogether we arrive at
lim
εց0
N
(1)
t+iε 6 c e ρj(ρj + t)
−1
(‖ψ‖+ ‖(Rj+1j )⊥ ψ‖) ,
for every ψ ∈ Xj . For t = 0, this is (5.30) with s = 1, which immediately implies
(5.31).
THE MASS SHELL IN THE SEMI-RELATIVISTIC PAULI-FIERZ MODEL 27
Let N
(1/2)
0 denote the LHS of (5.30) with s = 1/2. We have Rˇ⊥j+1(δj)1/2 =∫∞
0 Rˇ⊥j+1(t + δj) t−1/2dt/π and an analogous representation of the square root of
(Rj+1j )⊥. Therefore,
N
(1/2)
0 6
∫ ∞
0
N
(1)
t
dt
πt1/2
6 c e
∫ ∞
0
ρj
ρj + t
dt
πt1/2
(‖ψ‖+ ‖(Rj+1j )⊥ ψ‖) ,
which is (5.30) with s = 1/2, as the integral on the RHS equals ρ
1/2
j . 
6. Regularity of the ground state energy
The main objective of this section is to show that E∞ is twice continuously differ-
entiable and strictly convex on Bp, at least for small e > 0. The starting point of
our analysis are the Hellmann-Feynman type formulas (3.9) and (3.10) for the first
and second derivatives of the approximating functions Ej , j ∈ N. To make use of
these formulas we first have to control the quantities
(6.1) K
(s)
j := ‖(R⊥j )sΠ⊥j ∇Hj Πj‖HS , j ∈ N0, s ∈ {1/2 , 1} .
Here and henceforth we set ‖T‖2∗ := ‖T1‖2∗+‖T2‖2∗+‖T3‖2∗, for a triple of operators
T = (T1, T2, T3) and a suitable norm ‖ · ‖∗. The expression in (6.1) is well-defined
since Ran(Πj) ⊂ D(Hj) = D(H(j)f ) ⊂ D(∂µHj) and Tr[Πj ] = 4. From (3.4) we
immediately obtain the a priori bounds
(6.2) ‖Π⊥j ∇Hj Πj‖HS 6 2 ‖∇Hj Πj‖ 6 c , K(s)j 6 c ρ−sj ,
uniformly on Bp. If we seek for a better bound on K(s)j , showing that it actually
stays bounded, as j → ∞, we must not estimate the effect of the resolvent in
(6.1) trivially, as we just did, by its norm which is of order ρ−sj . It is a guiding
theme in Pizzo’s iterative analytic perturbation theory that expressions like K
(s)
j
are estimated inductively, i.e. by relating K
(s)
j to its precessor K
(s)
j−1. In fact, the
estimation of K
(s)
j is enmeshed in the analysis of the ground state projections of
H˜∞j and vice versa. The convergence of the latter is shown in the next section as
an immediate consequence of the results obtained in the present one.
Let κ, p > 0 be fixed in the whole section. The first step is to bound the difference
of the projections defined in (5.5) and (5.26) in terms of K
(1)
j :
Lemma 6.1. We find c, e0 > 0 such that, for all P ∈ Bp, e ∈ (0, e0], and j ∈ N0,
‖Πˇj+1 −Πj+1j ‖HS, ‖Πˇ⊥j+1Πj+1j ‖HS, ‖(Πj+1j )⊥Πˇj+1‖HS 6 c e ρj (K(1)j + 1) .
Proof. Step 1. First, we consider ‖Πˇ⊥j+1Πj+1j ‖HS. Let κj > 0 be the constant
appearing in Lemma 5.4. By (5.3) and (5.4) we know that the restriction of Hˇj+1−
Ej + e
2κj to the range of Πˇ
⊥
j+1 is continuously invertible. In fact, (5.4) implies
‖(Hˇ⊥j+1−Ej+ e2κj)−1Πˇ⊥j+1‖ 6 c ρ−1j , for small e, where we use the notation (5.28).
Since Hˇj+1 and H
j+1
j have the same domain, which contains the range of Π
j+1
j ,
this permits us to write
Πˇ⊥j+1 Π
j+1
j = (Hˇ
⊥
j+1 − Ej + e2κj)−1 Πˇ⊥j+1 (Hˇj+1 −Hj+1j + e2κj)Πj+1j .
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Applying Lemma 5.4 we obtain
Πˇ⊥j+1Π
j+1
j = (Hˇ
⊥
j+1 − Ej + e2κj)−1Πˇ⊥j+1Θj +O(e ρj) ,
where the rank four operator
Θj := e (Π
⊥
j ∇Hj Πj)⊗ {a†(Fj+1j )− e cj}PΩj+1
j
satisfies ‖Θj‖HS 6 c e ρj according to (5.8) and (6.2). Since we have Ran(Θj) ⊂
Ran(Πj+1j )
⊥ ∩ {Hj ⊗ (CΩj+1j ⊕ L2(Aj+1j × Z2))} we may apply (5.31) (with δj =
Ej+1 − Ej using κj > 0) to deduce that
‖Πˇ⊥j+1Πj+1j ‖HS 6 (1 + c e) ‖(Rj+1j )⊥Θj‖HS + c e ρj .
Next, we consider the action of (Rj+1j )⊥ on Θj more closely, taking into account
that (Πj+1j )
⊥ = Π⊥j ⊗ PΩj+1
j
+ 1⊗ P⊥
Ωj+1
j
and, hence,
(Rj+1j )⊥↾Hj⊗CΩj+1j = R
⊥
j ,
(Rj+1j )⊥↾Hj⊗L2(Aj+1j ×Z2) =
⊕
λ∈Z2
∫ ⊕
Aj+1
j
(
Hj(P− k)− Ej(P) + |k|
)−1
d3k ;
recall (4.3) and (5.32). The resolvents under the direct integral are just the ones in
(5.25). For the member of Θj without creation operator we thus have
(Rj+1j )⊥(Π⊥j ∇Hj Πj ⊗ PΩj+1
j
) = (R⊥j ∇Hj Πj)⊗ PΩj+1
j
.
Applying (5.29) we further deduce that∥∥(Rj+1j )⊥(Π⊥j ∇Hj Πj)⊗ a†(Fj+1j )PΩj+1
j
∥∥
HS
6 c ‖Fj+1j ‖‖R⊥j ∇Hj Πj‖HS ,
by computing the Hilbert-Schmidt norm on the LHS in a basis of the form {ei⊗e′ℓ},
where {ei} and {e′ℓ} ∋ Ωj+1j are orthonormal bases of Hj and F j+1j , respectively.
Using also the a priori bounds (6.2), ‖Θj‖HS 6 c e ρj , and ‖Fj+1j ‖, |cj | 6 c ρj , we
obtain, for sufficiently small e,
(6.3) ‖Πˇ⊥j+1Πj+1j
∥∥
HS
6 c e ρj (K
(1)
j + 1) 6 1/2 .
Step 2. Next, we turn to ‖Πˇj+1 −Πj+1j ‖HS and ‖(Πj+1j )⊥ Πˇj+1‖HS.
Choose any orthonormal basis, {χk}∞k=1, of Hj+1 with Πˇj+1 χk = χk, for k =
1, 2, 3, 4, and Πˇ⊥j+1 χk = χk, for k > 5. Then
‖Πˇj+1 −Πj+1j ‖2HS =
∞∑
k=1
‖(Πˇj+1 −Πj+1j )χk‖2(6.4)
=
4∑
k=1
‖(Πj+1j )⊥ Πˇj+1 χk‖2 +
∞∑
k=5
‖Πj+1j Πˇ⊥j+1 χk‖2.
The last expression on the right side of (6.4) is just
(6.5)
∞∑
k=5
‖Πj+1j Πˇ⊥j+1 χk‖2 = ‖Πj+1j Πˇ⊥j+1‖2HS = ‖Πˇ⊥j+1Πj+1j ‖2HS .
Thanks to Theorem 4.3(1) we may pick a normalized φ1 ∈ Ran(Πj+1j ) satisfying
X1 φ1 = φ1. By (6.3) we have ‖Πˇj+1 φ1‖ > 1/2. Thus, we may define χ1 :=
Πˇj+1φ1/‖Πˇj+1φ1‖. Clearly, X1 χ1 = χ1. Since X1, X2, and ϑ commute with Uj
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we may choose χ2 := X2 χ1, χ3 := ϑχ1, and χ4 = X2 ϑχ1; see Theorem 4.3(2).
Moreover,
‖(Πj+1j )⊥ Πˇj+1‖2HS =
4∑
k=1
‖(Πj+1j )⊥ Πˇj+1 χk‖2 = 4 ‖(Πj+1j )⊥ Πˇj+1 χ1‖2
6 16 ‖(Πj+1j )⊥Πˇj+1 Πj+1j φ1‖2 6 16 ‖Πˇ⊥j+1Πj+1j ‖2HS.(6.6)
Combining (6.3), (6.4), (6.5), and (6.6) we conclude the proof. 
Lemma 6.2. There exist c, e0 > 0 such that, for all P ∈ Bp, e ∈ (0, e0], and j ∈ N0,
(6.7) K
(1)
j+1 6 (1 + c e)K
(1)
j + c e , |K(
1/2)
j+1 −K(
1/2)
j | 6 c e ρ
1/2
j (K
(1)
j + 1).
Proof. Let s ∈ {1/2, 1}. We derive a bound on the difference between the two
numbers
as :=
∥∥(Rˇ⊥j+1)s (Uj ∇Hj+1 U∗j ) Πˇj+1∥∥HS ,
a′s :=
∥∥{(Rj+1j )⊥}s∇Hj+1j Πj+1j ∥∥HS ,
with
(6.8) Rˇ⊥j+1 :=
(
Hˇj+1 Πˇ
⊥
j+1 − Ej+1
)−1
Πˇ⊥j+1 = UjR⊥j+1 U∗j .
Notice that as = K
(s)
j+1 by unitary invariance of the Hilbert-Schmidt norm, and
a′s = K
(s)
j because Π
j+1
j = Πj ⊗PΩj+1
j
and (Rj+1j )⊥ and ∇Hj+1j reduce to R⊥j and
∇Hj , respectively, on Hj⊗CΩj+1j . To compare these two numbers we successively
replace each operator in as by a corresponding one associated with the preceding
scale j. More precisely, we estimate
|as − a′s| 6 |as − bs|+ |bs − cs|+ |cs − ds|+ |ds − es|+ |es − a′s| ,(6.9)
with
bs :=
∥∥(Rˇ⊥j+1)s (Uj ∇Hj+1 U∗j )Πj+1j ∥∥HS ,
cs :=
∥∥(Rˇ⊥j+1)s∇Hj+1j Πj+1j ∥∥HS ,
ds :=
∥∥(Rˇ⊥j+1)s (Πj+1j )⊥∇Hj+1j Πj+1j ∥∥HS ,
es :=
∥∥Πˇ⊥j+1 {(Rj+1j )⊥}s∇Hj+1j Πj+1j ∥∥HS .
Each of the following five steps deals with one of the absolute values on the RHS
of (6.9).
Step 1. First, we replace the projection Πˇj+1 in as by Π
j+1
j ,
|as − bs| 6
∥∥Uj (∇Hj+1(R⊥j+1)s)U∗j ∥∥ ∥∥Πj+1j − Πˇj+1∥∥HS.(6.10)
From (3.4) and the spectral calculus we deduce that
∥∥∇Hj+1 (R⊥j+1)s ∥∥ 6 ‖∇Hj+1H−1/2j+1 ‖ ∥∥∥ H
1/2
j+1Π
⊥
j+1
(Hj+1 − Ej+1)s
∥∥∥ 6 c ρ−sj .(6.11)
By Lemma 6.1 we obtain |as − bs| 6 c e ρ1−sj (K(1)j + 1).
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Step 2. Next, we replace the velocity Uj ∇Hj+1 U∗j in bs by ∇Hj+1j . This is
just a direct application of (5.18) which together with ‖(Rˇ⊥j+1)s‖ 6 c ρ−sj and
(H
(j,j+1)
f + ρj)
1/2 Πj+1j = ρ
1/2
j Π
j+1
j implies∥∥(Rˇ⊥j+1)s (Uj∇Hj+1U∗j −∇Hj+1j )Πj+1j ∥∥HS 6 c e ρ1−sj .
By definition of bs and cs we thus have |bs − cs| 6 c e ρ1−ss .
Step 3. By (3.9), i.e. Πj+1j ∇Hj+1j Πj+1j = ∇Ej Πj+1j , and by Lemma 6.1 we obtain
|cs − ds| 6 |∇Ej | ‖(Rˇ⊥j+1)s‖
∥∥Πˇ⊥j+1 Πj+1j ∥∥HS 6 c e ρ1−sj (K(1)j + 1) .
Step 4. We employ (5.30) with δj := 0 to deduce that |ds − es| 6 c e ρ1−sj (a′1 + 1),
where a′1 = K
(1)
j .
Step 5. By Lemma 6.1 and the fact that the Hilbert-Schmidt norm dominates the
operator norm,
(6.12) |es − a′s| 6 ‖Πˇj+1 (Πj+1j )⊥‖HS a′s 6 c e ρj (K(1)j + 1) a′s .
Collecting the results of the above steps and using as = K
(s)
j+1, a
′
s = K
(s)
j , and
a′s 6 c ρ
−s
j (by (6.2)), we arrive at |K(s)j+1−K(s)j | 6 c e ρ1−sj (K(1)j +1), which implies
(6.7). 
Corollary 6.3. There exist c, e0 > 0 such that, for all P ∈ Bp, e ∈ (0, e0], and
j ∈ N0, we have
K
(1)
j 6 (1 + c e)
j − 1 , K(1/2)j 6 c e
(
1− (1/2)j/2(1 + c e)j) ,
as well as
‖Πˇj+1 −Πj+1j ‖HS, ‖Πˇ⊥j+1Πj+1j ‖HS, ‖(Πj+1j )⊥Πˇj+1‖HS 6 c e (1 + c e)jρj .
Proof. First, we prove the bound on K
(1)
j by means of (6.7) using K
(s)
0 = 0, which
follows from the fact that ∂hH0 and Π0 are merely multiplication operators which
commute with each other. After that we use again (6.7) to obtain the recursion
formula K
(1/2)
j+1 6 K
(1/2)
j + c e (1+ c e)
jρ
1/2
j , which together with K
(1/2)
0 = 0 yields the
second asserted bound. The remainder of the proof follows from Lemma 6.1 and
the bound on K
(1)
j we have just obtained. 
Theorem 6.4. There exist c, e0 > 0 such that the following assertions hold, for
all e ∈ (0, e0]: We have E∞ = limj→∞ Ej in the norm of C2b (Bp) and ‖E∞ −
E0‖C2
b
(Bp) 6 c e. More precisely, we have the following estimates,
|Ej − E∞| 6 c e ρj ,(6.13)
|∂h(Ej − E∞)| 6 c e (1 + c e)jρj ,(6.14)
|∂2h(Ej − E∞)| 6 c e (1 + c e)jρ
1/2
j ,(6.15)
uniformly on Bp and for all h ∈ R3, |h| = 1, and j ∈ N0. In particular, E∞ is
strictly convex on Bp and attains its global minimum, infP∈R3 E∞, at P = 0.
Proof. For sufficiently small e, we may infer (6.13) from (5.3); compare (6.19) below.
Recall the formulas in (3.9) and (3.10) for the first and second derivative ofEjk = Ek.
When we represent ∂νhEj+1, ν = 1, 2, by means of these formulas we actually replace
all involved operators by unitarily equivalent ones using the fact that the trace and
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the Hilbert-Schmidt norm are invariant under conjugation with Uj. For instance,
4 ∂hEj+1 is equal to a1 with
aν := Tr
[
Πˇj+1 Uj {∂νhHj+1}U∗j Πˇj+1
]
, ν = 1, 2 .
In order to deal with operators defined on the same Hilbert space we represent ∂νhEj ,
ν = 1, 2, in terms of the Hamiltonian Hj+1j . In particular, we write 4 ∂hEj = a
′
1
with
a′ν := Tr
[
Πj+1j {∂νhHj+1j }Πj+1j
]
, ν = 1, 2 .
We plan to estimate |aν − a′ν | 6 |aν − bν|+ |bν − cν |+ |cν − a′ν | with
bν := Tr
[
Πˇj+1 Uj {∂νhHj+1}U∗j Πj+1j
]
,
cν := Tr
[
Πˇj+1 {∂νhHj+1j }Πj+1j
]
,
for ν = 1, 2. Here, we have
|aν − bν | 6 ‖Πˇj+1 Uj{∂νhHj+1}U∗j ‖HS ‖Πj+1j − Πˇj+1‖HS ,
and because of ‖Πˇj+1 Uj{∂νhHj+1}U∗j ‖2HS 6 4 ‖{∂νhHj+1 }Πj+1‖2 it follows from
(6.2) and Corollary 6.3 that |aν − bν | 6 c e (1 + c e)jρj , ν = 1, 2. By (5.18) we
further have
|bν − cν | 6
∥∥(Uj{∂νhHj+1}U∗j − ∂νhHj+1j )(H(j,j+1)f + ρj)−1/2∥∥
· ‖(H(j,j+1)f + ρj)1/2Πj+1j ‖HS · ‖Πˇj+1‖HS 6 c e ρj ,
since (H
(j,j+1)
f + ρj)
1/2Πj+1j = ρ
1/2
j Π
j+1
j by Theorem 4.3(3). Again by (6.2) and
Corollary 6.3 we finally know that
|cν − a′ν | 6‖{∂νhHj+1j }Πj+1j ‖HS ‖Πj+1j − Πˇj+1‖HS 6 c e (1 + c e)jρj .
Altogether this yields
(6.16) 4 |∂h(Ej − Ej+1)| if ν=1= |aν − a′ν | 6 c e (1 + c e)jρj ,
which implies (6.14), if e is sufficiently small; compare (6.19) below.
Next, we turn to the second member in the formula (3.10) for the second deriva-
tives. We have
4 ∂2h(Ej − Ej+1) = a′2 − a2 + 2△ ,(6.17)
with
△ := ‖(Rˇ⊥j+1)1/2Uj{∂hHj+1}U∗j Πˇj+1‖2HS − ‖((Rj+1j )⊥)1/2{∂hHj+1j }Πj+1j ‖2HS.
Employing Lemma 6.2 and Corollary 6.3 we infer that
|△| 6 (K(1/2)j+1 +K(
1/2)
j ) |K(
1/2)
j+1 −K(
1/2)
j | 6 c e2 (1 + c e)jρ
1/2
j .(6.18)
Combining (6.16)–(6.18) and using ρk = ρj (1/2)
k−j , k > j > 0, we get
∞∑
k=j
|∂2h(Ek+1 − Ek)| 6 c e
∞∑
k=j
(1 + c e)kρ
1/2
k 6
c e
1− b(1 + c e)
jρ
1/2
j ,(6.19)
uniformly on Bp, provided that e > 0 is sufficiently small with b := (1+c e) (1/2)1/2 <
1. By the Weierstraß test this implies (6.15). Since Ej and E∞ are rotationally
symmetric this also implies convergence in C2(Bp).
To discuss the convexity of E∞ we recall that E0(P) = (P
2 + 1)
1/2. Since
infBp ∂
2
PE0 > 0, we obtain infBp ∂
2
PE∞ > 0 from (6.15), provided that e is small
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enough. So E∞ is strictly convex on Bp. By rotational symmetry, ∇E∞(0) = 0,
thus E∞ attains its unique minimum in Bp at 0. Thanks to Lemma 3.6(1) we
know, however, that for small e, the global infimum of E∞ is located in Bp, i.e. at
P = 0. 
7. Existence and multiplicity of ground states
Let PΩ∞
j
be the projection onto the vacuum sector in F∞j . On H we define
Π˜∞j (P) := Π˜j(P) ⊗ PΩ∞j , with Π˜j(P) :=Wj(P)Πj(P)W ∗j (P) .
Here j ∈ N0 and the unitaries Wj are given by (5.12). Then
Π˜∞j+1 − Π˜∞j =Wj−1(Πˇj+1 − Πj+1j )W ∗j−1 ⊗ PΩ∞j+1 , j ∈ N0 .
Hence, by Corollary 6.3 we may define the rank four projection
(7.1) Π˜∞(P) := lim
j→∞
Π˜∞j (P) ,
if e is sufficiently small. The goal of this section is to show that Π˜∞ is the ground
state eigenprojection of the operator H˜∞ introduced in (5.14)–(5.16) and discussed
in Lemma 5.2. This will prove the first assertion in Theorem 1.3(1). From (2.11)
and Corollary 6.3 we then also infer that the rate of convergence asserted in Theo-
rem 1.3(1) is correct.
In order to show that the range of Π˜∞ is the whole eigenspace of H˜∞ corre-
sponding to E∞ we need the next proposition. Its proof is based on the following
consequence of (4.8) and (5.17),
(7.2) c1 (H˜∞ − E∞ + e ρj) > H˜∞j − Ej .
Proposition 7.1. Let P ∈ Bp and suppose that φ is a normalized ground state
eigenvector of H˜∞(P). If e > 0 is sufficiently small depending only on p, then
(7.3) lim inf
j→∞
‖Π˜∞j φ‖ > 0 .
Proof. Defining Fj(t) := (1+ tc1 e ρj)
1/2(1+ tc1(H˜∞−E∞+ e ρj))−1/2, t > 0, j ∈ N,
we observe that
1 = lim
t→∞
‖Fj(t)φ‖ 6 lim
t→∞
‖Fj(t)1⊗ PΩ∞
j
φ‖+ ‖1⊗ P⊥Ω∞
j
φ‖
6 lim
t→∞
‖Fj(t) Π˜⊥j ⊗ PΩ∞j φ‖ + ‖Π˜j ⊗ PΩ∞j φ‖ + ‖1⊗ P⊥Ω∞j φ‖ ,
for every j ∈ N. If e > 0 is sufficiently small, then (7.2) and the operator mono-
tonicity of the inversion T 7→ T−1 permit to get
‖Fj(t)Π⊥j ⊗ PΩ∞j φ‖2 6 (1 + tc1 e ρj)
∥∥(1 + t (H˜∞j − Ej))−1/2 Π˜⊥j ⊗ PΩ∞j φ∥∥2
= (1 + tc1 e ρj)
∥∥{(1 + t (H˜j − Ej))−1/2Π˜⊥j } ⊗ PΩ∞j φ∥∥2
6
1 + t c1 e ρj
1 + t gapj
6
1 + t c1 e ρj
1 + t q ρj/2
t→∞−−−−→ 2c1 e/q 6 c2 < 1 ,
for all j ∈ N. Since also limj→∞ ‖(1 ⊗ P⊥Ω∞
j
)φ‖ = 0 (by dominated convergence)
this implies 0 < 1−√c2 6 lim infj→∞ ‖Π˜∞j φ‖. 
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For later use we record the following observation. In the case P 6= 0 we shall use
it to produce a contradiction showing that φ as in the following statement cannot
exist.
Corollary 7.2. Given p > 0 we find e0 > 0 such that, if P ∈ Bp, e ∈ (0, e0], and
if φ is a normalized ground state eigenvector of H∞(P), then {Πj ⊗ PΩ∞
j
φ}j∈N
contains a subsequence with a non-zero weak limit, φ′ 6= 0.
Proof. The bound (7.2) holds true also with H˜∞ and H˜
∞
j replaced by H∞ and
H∞j , respectively. Hence, by exactly the same proof as above (just drop the tildes)
we obtain lim infj→∞ ‖Πj ⊗ PΩ∞
j
φ‖ > 1−√c2.
Now, the bounded sequence defined by φj := Πj ⊗ PΩ∞
j
φ, j ∈ N, contains a
weakly convergent subsequence, say φ′
κ
= φjκ , κ ∈ N. Denoting its weak limit by
φ′, we have 〈φ |φ′ 〉 = limκ→∞〈φ |φ′κ 〉 > (1−
√
c2)
2, thus φ′ 6= 0. 
Theorem 7.3 (Ground states). For every p > 0, there exists e0 > 0 such that,
for all P ∈ Bp, the ground state energy E∞(P) is an exactly four-fold degenerate
eigenvalue of H˜∞(P) and the corresponding eigenprojection is given by Π˜∞(P)
(defined in (7.1)). In particular, E∞(0) is a four-fold degenerate eigenvalue of
H∞(0).
Proof. According to Lemma 2.2(iii) H˜∞j → H˜∞ in norm resolvent sense and E∞ =
limj→∞ Ej = inf Spec[H˜∞]. Together with Lemma 4.1(1) and (7.1) this implies
Π˜∞ = limj→∞(H˜
∞
j − Ej + 1)−1Π˜∞j = (H˜∞ − E∞ + 1)−1 Π˜∞, which shows that
Ran(Π˜∞) ⊂ D(H˜∞) and H˜∞ Π˜∞ = E∞ Π˜∞.
Suppose φ is some normalized ground state eigenvector of H˜∞ contained in
the range of Π˜⊥∞. By Proposition 7.1 and (7.1) we then obtain the contradiction
0 = 〈φ | Π˜∞ φ 〉 = limj→∞ ‖Π˜∞j φ‖2 > 0. Therefore, Π˜∞ = 1{E∞}(H˜∞). 
8. Absence of ground states at non-zero momenta
While the Hamiltonians H˜∞(P) possess ground state eigenvectors, for small e, the
original Hamiltonians H∞(P) do not, unless P is equal to zero. The latter assertion
is proved in the present section. The starting point is the following bound implied
by Appendix B where we again use the definition (5.25) of the resolvent R̂j(P,k).
We also recall the notation
(aλ(k)ψ)
(n)(k1, λ1, . . . ,kn, λn) = (n+ 1)
1/2ψ(n+1)(k, λ,k1, λ1, . . . ,kn, λn) ,
almost everywhere, for n ∈ N0, ψ = (ψ(n))∞n=0 ∈ Fj , and aλ(k)Ωj = 0.
Lemma 8.1. Let P ∈ R3, j ∈ N0 ∪ {∞}, e > 0, and let φj(P) be a normalized
ground state eigenvector of Hj(P). Then, for almost every k,∥∥aλ(k)φj(P) + e R̂j(P,k)Gj(k, λ) · ∇Hj(P)φj(P)∥∥ 6 c e 1ρj6|k|<κ|k|1/2 .(8.1)
Proof. In Lemma B.1 below we derive a representation formula for aλ(k)φj which
implies the asserted estimate. (Use |k|R̂j(P,k) = O(1).) 
Together with Corollary 6.3 this implies the following analog of an estimate stated
in [8, Proposition 5.1] (with an improved exponent on the RHS, in fact):
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Proposition 8.2. Let p > 0. Then there exist c, e0 > 0 such that, for all P ∈ Bp,
e ∈ (0, e0], j ∈ N0, every normalized ground state eigenvector, φj(P), of Hj(P),
and almost every k,∥∥∥aλ(k)φj(P) + e Gj(k, λ) · ∇Ej(P)|k| − k · ∇Ej(P) φj(P)
∥∥∥ 6 c e 1ρj6|k|<κ|k|1/2 .(8.2)
Proof. On account of (5.29) and Corollary 6.3 we have
‖R̂j(P,k)Π⊥j ∂hHj φj‖ 6 c ‖R⊥j ∂hHj φj‖ 6 cK(1)j 6 c′.(8.3)
(Here and below all derivatives are evaluated at P.) On account of (8.1) and
|Gj(k, λ)| 6 c1ρj6|k|<κ |k|−1/2 it thus remains to treat R̂j(P,k)Πj ∇Hj φj =
∇Ej R̂j(P,k)φj . For this we again write Rj(|k|) = (Hj(P) − Ej(P) + |k|)−1.
Then the second resolvent formula implies
R̂j(P,k)φj = Rj(|k|)φj + R̂j(P,k) {Hj(P)−Hj(P− k)}Rj(|k|)φj
= |k|−1 φj + |k|−1 R̂j(P,k) {k · ∇Hj +O(|k|2)}φj .(8.4)
Writing ∇Hj φj = ∇Ej φj +Π⊥j ∇Hj φj and solving (8.4) for R̂j(P,k)φj yields
R̂j(P,k)φj = 1|k| − k · ∇Ej
(
φj + R̂j(P,k) {Π⊥j k · ∇Hj +O(|k|2)}φj
)
.
Here R̂j(P,k) {Π⊥j k · ∇Hj +O(|k|2)}φj = O(|k|) by (8.3). 
Recall that ∇Ej(0) = 0, for all j ∈ N0, so that the coherent factor in the formula
(8.2) vanishes at P = 0. As an immediate corollary we observe that the expectation
value of the number operator, N := dΓ(1), in a state belonging to the range of
Π∞(0) := Π˜∞(0) = 1{E∞(0)}(H∞(0)) is finite. Recall also Π˜
∞
j (0) → Π∞(0) in
norm, as j →∞.
Corollary 8.3. There exist c, e0 > 0 such that Ran(Π∞(0)) ⊂ D(N 1/2) and
‖N 1/2 Π∞(0)‖ 6 c e, for all e ∈ (0, e0].
Proof. Let φ ∈ D(N 1/2) and ψ ∈ H both be normalized. Then, by (8.2),
|〈N 1/2φ |Π∞(0)ψ 〉|2 6
∣∣ lim
j→∞
〈φ |N 1/2 Π˜∞j (0)ψ 〉
∣∣2
6 sup
j∈N
∑
λ∈Z2
∫
R3
∥∥aλ(k) Π˜∞j (0)ψ∥∥2d3k 6 c e
∫
|k|<κ
d3k
|k| ,
which implies the assertion, since N
1/2 is self-adjoint. 
In an essentially traditional fashion we next infer the absence of ground states of
H∞(P), P 6= 0, from Proposition 8.2; compare, e.g., [17, 33].
Theorem 8.4. Given p > 0 we find e0 > 0 such that, for all P ∈ Bp \ {0}, and
e ∈ (0, e0], the ground state energy E∞(P) is not an eigenvalue of H∞(P).
Proof. We write H = H∞, E = E∞. Suppose that φ ∈ D(H(P)) is normalized
and H(P)φ = E(P)φ. To get a contradiction we exploit that ∇E(P) 6= 0 which
follows from the strict convexity of E on Bp and ∇E(0) = 0.
Let φj := Πj ⊗ PΩ∞
j
φ. Borrowing an idea from [17] we pick some η ∈ D(N 1/2),
‖η‖ = 1. Furthermore, let gr := 1{r6|k|<κ}G · ∇E/(|k| − k · ∇E), for r ∈ (0, κ).
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Then ‖gr‖2 = c1 ln(κ/r) with some c1 ∈ (0,∞) because 0 < |∇E| < 1. Finally, let
g
(j)
ρj := 1{ρj6|k|<κ}G · ∇Ej/(|k| − k · ∇Ej). By virtue of (8.2) we then have
‖gr‖
∥∥(N + 1)1/2η∥∥
>
∣∣〈 a†λ(gr) η ∣∣φj 〉∣∣ = ∣∣∣ ∑
λ∈Z2
∫
R3
gr(k, λ)
〈
η
∣∣ aλ(k)φj 〉 d3k∣∣∣
> e |〈 gr | g(j)ρj 〉〈 η |φj 〉| − c e
∑
λ∈Z2
∫
r6|k|<κ
|ελ(˚k) · ∇E|
1− k˚ · ∇E
d3k
|k|2 ,
for every j ∈ N. By Corollary 7.2 {φj}j∈N converges weakly to some non-zero
vector φ′ along some subsequence. We fix η such that 〈 η |φ′ 〉 > 0. Since also
∇Ej → ∇E, thus 〈 gr | g(j)ρj 〉 → ‖gr‖2, j → ∞, we arrive at c1/21 ln(κ/r)1/2‖(N +
1)1/2η‖ > e c1 ln(κ/r) 〈 η |φ′ 〉−c′e (κ−r). For sufficiently small r ∈ (0, κ), this gives
a contradiction. 
9. Coherent infra-red representations
In this final section we discuss certain representations of the Weyl algebra associated
with the functionals
σP(A) := Tr[Π˜∞(P)A] , A ∈ B(H ) , P ∈ Bp .
For the most part we proceed along the lines of [11]. We shall also recall various
arguments from [34]. There is, however, one simplification: Thanks to the existence
of the limit projection Π˜∞ guaranteed by the IAPT we may define σP directly
as the corresponding trace functional. In [8, 11] the analog of σP is defined via
compactness arguments and some additional arguments are required in order to
study its GNS representation. We also point out that the proof of the final result of
this section, Corollary 9.1 below, is based on the strict convexity of E∞ (or rather
uniform strict convexity of Ej , j ≫ 1).
In the rest of this section we fix p > 0 and we always assume that e > 0 is
sufficiently small, depending only on p and κ.
Recall that Π˜∞ has been obtained as a limit of dressing transformed ground state
projections and that the sequence of dressing transformations Wj has no limit in
the Banach space B(H ). We can, however, give a mathematical meaning to a ‘limit
transform’ of sorts as follows:
We consider the complete infinite direct product space (CDPS) [29]
Ĥ := H0 ⊗
∏
⊗j∈N0F j+1j = Hk ⊗
∏
⊗j>kF j+1j .
The Hilbert space Ĥ is non-separable and contains the coherent states
ΩrenP := η ⊗
∏
⊗j∈N0Ωj+1j,P , Ωj+1j,P := U∗j (P)Ωj+1j , P ∈ Bp .
Here η is some fixed normalized element of the vacuum sector in H0. Recall from
[29] that two vectors Φ = φ0 ⊗ φ1 ⊗ . . . and Ψ = ψ0 ⊗ ψ1 ⊗ . . . in Ĥ are called
equivalent, Φ ≈ Ψ, iff ∑∞j=0 |〈φj |ψj 〉 − 1| <∞. Moreover, Φ is called a C0-vector
iff
∑∞
j=0
∣∣‖φj‖ − 1∣∣ < ∞ and, if Φ and Ψ are both C0-vectors, they are called
weakly equivalent, Φ ≈
w
Ψ, iff
∑∞
j=0
∣∣|〈φj |ψj 〉| − 1∣∣ < ∞. The separable Hilbert
subspace of Ĥ generated by the equivalence class of some C0-vector Φ is denoted
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by H0 ⊗
∏⊗Φj∈N0F j+1j . It is called an incomplete direct product space (IDPS).
Although we are now dealing with four-spinors we denote the IDPS corresponding
to the coherent states defined above as in the introduction by
H
ren
P := H0 ⊗
∏
⊗ΩrenPj∈N0F j+1j .
Now, we can, loosely speaking, ‘invert’ the ‘limit dressing transformation’ by re-
garding its ‘inverse’ as a unitary map from H to H renP . More precisely, denoting
elements of K j+1j by h
(j) etc., we set
b♯P(h
(j)) := Uj(P)
∗a♯(h(j))Uj(P) = a
♯(h(j)) + e〈h(j) | fj(P) 〉♯, j ∈ N0 ,
and define a unitary map W ∗P : H = H0 ⊗ F∞0 → H renP first by the following
formula and then by linear and isometric extension:
W ∗P ζ ⊗
N∏
j=0
nj∏
κ=1
a†(h(j)
κ
)Ω := ζ ⊗
N⊗
j=0
( nj∏
κ=1
b†P(h
(j)
κ
)Ωj+1j,P
)
⊗
∏
⊗j>NΩj+1j,P .
Here nj may be equal to zero in which case
∏0
κ=1 a
† := 1, etc. The isometry is
clear from the definition of the scalar product on Ĥ . After isometric extension
W ∗P is surjective because the set of vectors appearing on the RHS of the previous
definition is total in H renP , when the h
(j)
κ are chosen from some orthonormal basis
of K j+1j , for every j ∈ N0. In particular, W ∗0 is just the natural identification
H ≡ H ren0 .
Let Aj , A
◦, A, Wj , W
◦, and W be the ∗-algebras defined in and below (1.15)
with C2 replaced by C4. There is an isometry, π : A◦ → B(Ĥ ), with
π(A)
∏
⊗k ψk =
∏
⊗kψ′k , ψ′j := A′ψj , ψ′k = ψk , k 6= j ,
where A = 1⊗A′ ⊗ 1 ∈ Aj and
∏⊗k ψk ∈ Ĥ . By its isometry π extends to all of
A. Then π(Wj)
′′ = π(Aj)
′′ and, hence, π(A◦) and π(W◦) generate the same von
Neumann algebra
B# := π(A◦)′′ = π(W◦)′′ ( B(Ĥ ) , B# ⊃ π(A) .
The spaces H renP are reducing subspaces for every element of B
# [29, Theo-
rem X(I)]. We denote restriction to H renP by a subscript P and set πP(A) := π(A)P,
A ∈ A. Then we have πP(Wj)′′ = πP(Aj)′′ and, hence,
B(H renP ) =
{
QP : Q ∈ B#
}
= πP(A
◦)′′ = πP(W
◦)′′.
The three identities above follow from [29, Theorem X(II)], [16, Part II, Prop. II.12],
[34, Lemma 2], respectively. In particular, it follows (as in [34]) that the represen-
tation πP : W→ B(H renP ) is irreducible.
Next, we define functionals on B(H renP ) by
ωrenP := σP ◦ αP , αP(T ) :=WP T W ∗P , T ∈ B(H renP ) .
It is then a direct consequence of the various definitions recalled above that, for
every local observable A ∈ A◦, we have αP(πP(A)) = WℓAW ∗ℓ , with some ℓ ∈ N.
Therefore,
ωrenP
(
πP(A)
)
= Tr
[
Π˜∞WℓAW
∗
ℓ
]
= lim
j→∞
Tr
[
Wj Π
∞
j W
∗
j WℓAW
∗
ℓ
]
= lim
j→∞
Tr[Π∞j A] =: ωP(A) , A ∈ A◦ , ℓ suitable ,
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because WℓAW
∗
ℓ = Wj AW
∗
j , if j > ℓ and ℓ is large enough. This shows that the
limits in the second line define a continuous linear functional on A◦ whose unique
continuous extension to A – henceforth again denoted by the same symbol – is given
by ωP(A) = ω
ren
P (πP(A)), A ∈ A.
Given that E is strictly convex the following corollary is folkloric; see [11, 20, 34].
We include its proof for convenience of the reader.
Corollary 9.1. Let P,Q ∈ Bp, P 6= Q. Then ΩrenP and ΩrenQ are not weakly
equivalent. Therefore, H renP ⊥H renQ (as subspaces of Ĥ ), and the representations
πP and πQ of W are unitarily inequivalent and, thus, disjoint as they are irreducible.
Proof. We have ΩrenP ≈w Ω
ren
Q if and only if
∑∞
j=0 ||αj | − 1| <∞, where
αj := 〈U∗j (P)Ωj+1j |U∗j (Q)Ωj+1j 〉 = 〈Ωj+1j | eie̟(h
(j)
P,Q
) Ωj+1j 〉 = e−
e
2
2 ‖h
(j)
P,Q
‖2 ,
with h
(j)
P,Q(k, λ) := fj(P;k, λ) − fj(Q;k, λ). By strict convexity of E∞ on Bp
we have |∇Ej(P) −∇Ej(Q)| > c > 0, for all sufficiently large j ∈ N. Hence, it is
elementary to check that
∑∞
j=0 ‖h(j)P,Q‖2 =∞. Therefore,
∑∞
j=0 ||αj |−1| =∞, as we
easily see. Now, it is known that two representations of the Weyl algebra in different
IDPS are unitarily equivalent if and only if the IDPS belong to weakly equivalent
reference vectors [20, 34]. Let us recall the brief argument for the “only if” part
given in [34] in our special situation: Assume there is a unitary T ∈ B(H renP ,H renQ )
such that
〈T Ψ |π(W )T Ψ 〉 = 〈T Ψ |πQ(W )T Ψ 〉 = 〈Ψ |πP(W )Ψ 〉 = 〈Ψ |π(W )Ψ 〉,
for all W ∈ W and Ψ ∈ H renP . Then 〈T Ψ |QT Ψ 〉 = 〈Ψ |QΨ 〉, for all Q ∈
π(W◦)′′ = B# and Ψ ∈ H renP . Since ΩrenP 6≈w Ω
ren
Q , there exists, however, some
Q ∈ B# which is reduced by both H renP and H renQ such that QP = 1 and QQ = 0
[29, Theorem X(II)]; a contradiction! 
Remark 9.2. One might think it is more natural to determine the spaces H renP by
slightly different coherent states, namely Ω˜renP := η ⊗
∏⊗j∈N0Ω˜j+1j,P with Ω˜j+1j,P :=
U˜∗j (P)Ω
j+1
j , where U˜
∗
j (P) is defined by (1.11) and (1.12) with Ej in (1.12) replaced
by E = E∞. Using |∇Ej −∇E| 6 c e (1 + c e)jρj , it is, however, straightforward to
verify that ΩrenP and Ω˜
ren
P are equivalent and, hence, give rise to the same IDPS. ✸
Appendix A. Some properties of the fiber Dirac operator
Below we prove two lemmata on the Dirac operators defined as the closures of the
operators (2.7) which have been used several times in the main text. We recall that
the dense subspace Cj ⊂ Hj has been defined below (2.7). In the whole Appendix A
the vector potential Ajk satisfies the conditions in Assumption 2.1. The values of
e, κ > 0 are arbitrary.
Lemma A.1. Djk(P) and D
j
k(P)
2 are essentially self-adjoint on Cj, for all P ∈ R3
and k, j ∈ N0 ∪ {∞}, k 6 j.
Proof. Assume that ψ = (ψ(0), . . . , ψ(m), 0, 0, . . . ) ∈ Cj and that ψ(n) ∈ C4 ⊗
[Fj ]
(n) ∼= L2sym((R3 × Z2)n,C4) is supported in ([−R,R]3 × Z2)n, for every n =
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1, . . . ,m, and some m ∈ N and R > κ. Let N := dΓ(1) denote the number
operator. A trivial estimate using γj := ‖α ·Aj (N + 1)−1/2‖ <∞ shows that
(A.1) ‖Djk(P)ψ‖ 6 C(j, R,P)(m + 1) ‖ψ‖ , C(j, R,P) := |P|+R+ γj .
Furthermore, we observe that (Djk(P)ψ)
(n) is still supported in ([−R,R]3 × Z2)n,
for every n ∈ N, and (Djk(P)ψ)(n) = 0, for n = m+ 2,m+ 3, . . . . Applying (A.1)
repeatedly we conclude, for ϕ ∈ Cj , such that ϕ(n) is supported in ([−R,R]3×Z2)n,
for every n ∈ N, and ϕ(n) = 0, for n = m+ 1,m+ 2, . . . ,∥∥Djk(P)νℓ ϕ∥∥ 6 C(j, R,P)νℓ (m+ νℓ)!m! ‖ϕ‖ , ν ∈ {1, 2} .
Since (m+νℓ)!(νℓ)!m! =
(
m+νℓ
m
)
< 2m+νℓ this implies
∞∑
ℓ=0
tνℓ
(νℓ)!
∥∥Djk(P)νℓ ϕ∥∥ <∞ , ν ∈ {1, 2} ,
for all 0 < t < 2−ν/C(j, R,P). Consequently, every ϕ ∈ Cj is an analytic vector
for Djk(P) and a semi-analytic vector for D
j
k(P)
2, which implies the assertion; see
[32, Theorems X.39 and X.40]. 
The following lemma on the resolvent Rjk(iy) ≡ Rjk(P, iy) and the sign function
Sjk ≡ Sjk(P) of the fiber Dirac operator defined in (2.12) and (2.13), respectively, is
a variant of [26, Corollary 3.1 & Lemma 3.3]. We present its proof for the sake of
completeness.
Lemma A.2. For ν > 0, we find ρ ∈ (0,∞) and Yν(y),Υν ∈ L (Hj) with
Rjk(iy) (H
(j)
f + ρ)
−ν = (H
(j)
f + ρ)
−ν Rjk(iy)Yν(y) , ‖Yν(y)‖ 6 2 ,(A.2)
Sjk (H
(j)
f + ρ)
−ν = (H
(j)
f + ρ)
−ν (Sjk +Υν) , ‖Υν‖ 6 1 ,(A.3)
for y ∈ R. In particular, Rjk(iy) and Sjk map D((H(j)f )ν) into itself. Furthermore,
the following resolvent identity is valid, for all λ > 0,(
Rjk(iy)−Rj(iy)
)
(H
(k,j)
f + λ)
−1/2 = Rj(iy) eα ·Ajk (H(k,j)f + λ)−1/2Rjk(iy) ,
and the bound (2.15) holds true (with the same constant as in (2.6)).
Proof. We put Θ := H
(j)
f + ρ and recall from [25, Lemma 3.2]&[26, Lemma 3.1]
that, for every ν ∈ R, [α ·Ajk,Θ−ν ] Θν , defined a priori on Cj , extends to a bounded
operator on Hj , henceforth denoted by Tν , and ‖Tν‖ 6 C(ν, κ)/ρ1/2, for all ν > 0.
We choose ρ so large that ‖Tν‖ 6 1/2. For ϕ ∈ Cj ,
Rjk(iy)Θ
−ν(Djk − iy)ϕ = Rjk(iy) (Djk − iy)Θ−νϕ+Rjk(iy) [Θ−ν,α ·Ajk]ϕ
=
(
1−Rjk(iy)Tν
)
Θ−νRjk(iy) (D
j
k − iy)ϕ .
Since Djk is essentially self-adjoint on Cj we know that (D
j
k− iy)Cj is dense in Hj ,
whence
Rjk(iy)Θ
−ν =
(
1−Rjk(iy)Tν
)
Θ−νRjk(iy) .
Since ‖Rjk(iy)Tν‖ 6 1/2〈y〉 we may define Xν(y) := (1 − Rjk(iy)Tν)−1, so that
Xν(y)R
j
k(iy)Θ
−ν = Θ−νRjk(iy). Thus, we obtain (A.2) with Yν(y) := Xν(y)
∗ =
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1 + Zν(y), where ‖Zν(y)‖ 6 1/〈y〉. Computing the strongly convergent principal
value of (A.2) and using (2.13) we also obtain (A.3).
Next, we verify the asserted resolvent identity first on the domain of H
(j)
f by
applying Dj− iy on both sides and using that Rjk(iy) and (H(k,j)f +λ)−1/2 commute.
After that it extends by continuity to an identity in B(Hj), which together with
(2.6) implies (2.15). 
Appendix B. Infra-red behavior of ground states
In the next formula we employ the notation R̂j(P,k) introduced in (5.25).
Lemma B.1. Let P ∈ R3, j ∈ N ∪ {∞}, and e > 0, and assume that φj ≡
φj(P) ∈ D(Hj) is a ground state eigenvector of Hj ≡ Hj(P). Then the following
representation is valid, for λ ∈ Z2 and almost every k ∈ Aj ,
aλ(k)φj + eGj(k, λ) · R̂j(P,k)∇Hj φj(B.1)
= −e
∫
R
R̂j(P,k)Rj(P− k, iy)α · kRj(P, iy)α ·G(k, λ)Rj(P, iy)φj y dy
iπ
.
Proof. Let f ∈ C∞0 (Aj), p ∈ R3 \ {0}, and λ ∈ Z2. We fix P ∈ R3 and the
scale parameter j ∈ N ∪ {∞}, and abbreviate D := Dj(P), Dp := Dj(P − p),
R(iy) := (D − iy)−1, Rp(iy) := (Dp − iy)−1, and Gλ := Gj(·, λ). We also write
a♯λ(f) := a
♯(f˜), where f˜(k, µ) := f(k) δλ,µ, for (k, µ) ∈ R3 × Z2. Finally, we recall
that m denotes multiplication with k.
On the dense domain D((H(j)f )3/2) we then have the operator identities
[H
(j)
f , a
†
λ(f), ] = a
†
λ(ω f) , [p
(j)
f , a
†
λ(f)] = a
†
λ(m f) ,(B.2)
and, hence,
Da†λ(f)− a†λ(f)Dp = α ·
{
e〈Gλ | f 〉 − a†λ((m− p) f)
}
.
Thanks to Lemma A.2 we know that Rp(iy) maps D((H(j)f )3/2) into itself. On that
domain we thus have
a†λ(f)Rp(iy)−R(iy)a†λ(f) = R(iy)α ·
{
e〈Gλ | f 〉 − a†((m − p)f)
}
Rp(iy) .
Since φj ∈ D(H(j)f ), the previous relation implies, for all η′ ∈ Cj ,
∆(p, f, η′) := 〈 |Dp| η′ | aλ(f)φj 〉 − 〈 a†λ(f) η′ | |D|φj 〉
= lim
τ→∞
∫ τ
−τ
〈
R(iy)α · a†((m − p)f)Rp(iy) η′
∣∣φj 〉 iy dy
π
− e〈Gλ | f 〉 · lim
τ→∞
∫ τ
−τ
〈
R(iy)αRp(iy) η
′
∣∣φj 〉 iy dy
π
,
where we used the representation (2.14) of the absolute value. In the integral
appearing in the second line we now write Rp(iy) y/i = 1 −DpRp(iy) and apply
the formula (2.13) for the sign function S := sgn(D). In the third line we expand
the right resolvent as Rp = R+Rα ·pRp, apply the formula (3.2) for the derivative
of the Hamiltonian. Proceeding in the way we arrive at
∆(p, f, η′) =
〈
Sα · a†((m− p) f) η′ ∣∣φj 〉− J(p, f, η′)
− e〈 f |Gλ 〉 ·
{〈 η′ | ∇Hj φj 〉+ I(p, η′)} .
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Here and below ∇Hj is evaluated at P and
I(p, η′) :=
∫
R
〈
R(iy)αR(iy) (α · p)Rp(iy) η′
∣∣φj 〉 iy dy
π
,
J(p, f, η′) :=
∫
R
〈
Rp(iy)Dp η
′
∣∣α · a((m− p)f)R(−iy)φj 〉 dy
π
.
By means of (A.2) it is easy to see that the latter integral is absolutely convergent.
In fact, let ρ > 1 be sufficiently large and set Θ := H
(j)
f + ρ and Bp := α · a((m −
p) f)Θ−1/2. Then (A.2) shows that the composition F (y) := Θ1/2R(−iy)Θ−1/2
is well-defined on Hj and ‖F (y)‖ 6 c (1 + y2)−1/2. Moreover, ‖Bp‖ 6 c‖(1 +
1/ω)
1/2(m− p) f‖ by a standard estimate. From the representation
J(p, f, η′) =
∫
R
〈 {DpRp(iy) |Dp|−1/2} |Dp|1/2 η′ ∣∣Bp F (y)Θ1/2φj 〉 dy
π
,
where the operator in curly brackets satisfies ‖{· · · }‖ 6 c (1+ y2)−1/4, we may thus
read off that the map Cj ∋ η′ 7→ J(p, f, η′) is continuous when Cj is equipped with
the form norm of Hp := Hj(P − p). Since Cj is a form core for Hp we may hence
extend the definition of J(p, f, η′) to all η′ ∈ Q(Hp).
We further find by means of (B.2) and a virial type argument
〈
(Hp − Ej(P) + |p|) η′
∣∣ aλ(f)φj 〉
=
〈
Hpη
′
∣∣ aλ(f)φj 〉− 〈 a†λ(f) η′ ∣∣Hj(P)φj 〉+ |p| 〈 η′ | aλ(f)φj 〉
= ∆(p, f, η′) +
〈
η′
∣∣ a((|p| − ω)f)φj 〉 .(B.3)
Since φj ∈ D(H(j)f ) we know that aλ(f)φj ∈ Q(H(j)f ) and, by Lemma 2.2(iv), the
form domain of Hp is Q(H(j)f ). Taking this and the above remarks on J(p, f, η′)
into account we conclude that the first and the last line of (B.3) are continuous in
η′ w.r.t. the form norm of Hp. Approximating R̂p η := R̂j(P,p) η, where η ∈ Hj
is arbitrary, by some sequence in Cj , which is convergent w.r.t. the form norm of
Hp, we thus obtain
〈
η
∣∣ aλ(f)φj 〉 = ∆(p, f, R̂p η) + 〈 η ∣∣ R̂p a((|p| − ω)f)φj 〉 .(B.4)
Now, let fp,ε(k) := hε(k − p), hε(k) := h(k/ε)/ε3, for tiny ε > 0, where h ∈
C∞0 ({|k| 6 1}, [0,∞)) satisfies
∫
R3
h = 1. In the next step we insert the peak
function fp,ε into (B.4), multiply the resulting expressions with g ∈ C∞0 (R3 \ {0}),
and integrate with respect to p. Proceeding in this way we arrive at
∫
R3
g(p)
〈
η
∣∣ aλ(fp,ε)φj 〉 d3p = 5∑
ℓ=1
Cℓ(ε) ,(B.5)
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with (in C3(ε) we have S φj ∈ D(a((m − p)fp,ε)) because of (A.3))
C1(ε) := −e
∫
R3
g(p) 〈 fp,ε |Gλ 〉〈 η | R̂p∇Hj φj 〉 d3p ,
C2(ε) :=
∫
R3
g(p)
〈
η
∣∣ R̂p a((|p| − ω)fp,ε)φj 〉 d3p ,
C3(ε) :=
∫
R3
g(p)
〈
η
∣∣ R̂p α · a((m− p)fp,ε)S φj 〉 d3p ,
C4(ε) := −e
∫
R3
g(p) 〈 fp,ε |Gλ 〉 · I
(
p, R̂p η
)
d3p ,
C5(ε) :=
∫
R3
g(p)J
(
p, fp,ε, R̂p η
)
d3p .
It is straightforward to see that the LHS of (B.5) converges to 〈 η | aλ(g)φj 〉, as
ε > 0 tends to zero. Furthermore, |〈 η | R̂p∇Hj φj 〉| 6 c ‖η‖/|p| 6 c′‖η‖ on the
support of g by (6.2), and |I(p, R̂p η)| 6 c|p| ‖R̂p‖ ‖η‖ 6 c ‖η‖. Hence, p 7→
g(p) 〈 η | R̂p∇Hj φj 〉 and p 7→ g(p) I(p, R̂p η) belong to L2(R3,C3). Since also
〈 fp,ε |Gλ 〉 = (hε ∗Gλ)(p) and hε ∗Gλ → Gλ in L2(R3,C3) we conclude that
lim
εց0
C1(ε) = −e
∫
R3
g(p)Gj(p, λ) · 〈 η | R̂p∇Hj φj 〉 d3p ,(B.6)
lim
εց0
C4(ε) = e
∫
R
∫
R3
g(k)
〈
R(iy) (α ·Gj(k, λ))R(iy) (α · k)Rk(iy)×
× R̂k η
∣∣φj 〉 d3k y dy
iπ
.(B.7)
Next, we show that C5(ε) goes to zero: We have supp(g) ⊂ {r 6 |p| 6 1/r}, for
some r > 0, and we shall always assume that 0 < ε 6 r/2. Then p ∈ supp(g) and
hε(k − p) 6= 0 implies 1/|p| 6 1/r and 1 6 2|k|/r. By Fubini’s theorem we thus
have
C5(ε) 6
∫
R
∫
R3
∫
R3
|g(p)|hε(k− p) |k− p|
∣∣∣〈α {DpRp(iy) R̂p} η ∣∣∣×
× aλ(k)Θ−1/2 F (y)Θ1/2φj
〉∣∣∣ d3k d3p dy
π
.
In the previous expression we have |k− p| 6 ε, if hε(k− p) 6= 0. Furthermore,
‖{· · · }‖ 6 ‖DpRp(iy) |Dp|−1/2‖ ‖|Dp|1/2R̂p‖ 6 c (1 + y2)−1/4/r .
We estimate the remaining factors of the integrand by Young’s inequality, |〈u | v ∗
w 〉| 6 c ‖u‖2‖v‖1‖w‖2, applied to the d3kd3p-integration. In this way we obtain
|C5(ε)| 6c ε
r
‖hε‖1 ‖g‖2 ‖η‖
·
∫
R
{
(2/r)
∫
|k|>r/2
|k| ∥∥aλ(k)Θ−1/2F (y)Θ1/2φj∥∥2d3k
}1/2
dy
(1 + y2)1/4
.
Here, the integral
∫
|k|>r/2 . . . d
3k is not greater than
‖(H(j)f )1/2Θ−1/2F (y)Θ1/2φj‖2 6 ‖F (y)‖2 ‖H
1/2
j φj‖2 6 c (1 + y2)−1.
Since also ‖hε‖1 = 1 we conclude that C5(ε)→ 0, as εց 0.
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Obviously, C2 and C3 can also be treated by means of Young’s inequality and we
easily verify that limεց0 C2(ε) = limεց0 C3(ε) = 0, again using that ||p| − |k|| 6
|k− p| 6 ε, when hε(k− p) 6= 0. For C3 we actually find
C3(ε) 6 c (ε/r) ‖g‖2 ‖hε‖1 ‖η‖ (2/r)1/2 ‖(H(j)f )1/2 S φj‖ , 0 < ε 6 r/2 ,
where last norm ‖(H(j)f )1/2 S φj‖ is well-defined and bounded because of (A.3) and
φj ∈ D(H(j)f ).
Putting everything together we see that 〈 η | aλ(g)φj 〉 is equal to the sum of terms
on the RHS of (B.6) and (B.7). As this holds true, for every g ∈ C∞0 (R3 \ {0}), we
conclude that〈
η
∣∣ aλ(k)φj 〉 = −eGj(k, λ) · 〈 η | Rk(|k|)∇Hj φj 〉
+ e
∫
R
〈
R(iy) (α ·Gj(k, λ))R(iy) (α · k)Rk(iy) R̂k η
∣∣φj 〉 y dy
iπ
,
for all k ∈ R3 \Nη, where Nη is some η-dependent zero set. Applying this results
to all η in some countable dense domain in H we obtain (B.1). 
Appendix C. Operators on Fock spaces
Bosonic Fock spaces
Recall the definition of the annuli Ajk and Aj in (1.8). The bosonic Fock space over
K
j
k = L
2(Ajk × Z2) is a direct sum of n-particle subspaces,
F
j
k :=
∞⊕
n=0
[F jk ]
(n) ∋ ψ = (ψ(n))∞n=0 ,
which are given as [F jk ]
(0) := C and [F jk ]
(n) := SnL2((Ajk × Z2)n), n ∈ N, where
Sn is the orthogonal projection onto the permutation symmetric functions,
Snψ(n)(k1, λ1, . . . ,kn, λn) := 1
n!
∑
π∈Sn
ψ(n)(kπ(1), λπ(1), . . . ,kπ(n), λπ(n)) ,
almost everywhere, for ψ(n) ∈ L2((Ajk × Z2)n), Sn denoting the group of permu-
tations of {1, . . . , n}. Fj is defined in the same way but with Ajk replaced by Aj .
Finally, we write F = F∞, i.e. in the definition of F the set Ajk is replaced by R3.
Second quantized multiplication operators
The second quantization of some measurable function ̟ : Ajk × Z2 → R is the
direct sum dΓ(̟) :=
⊕∞
n=0 dΓ
(n)(̟), where dΓ(0)(̟) := 0, and dΓ(n)(̟) is the
maximal operator in [F jk ]
(n) of multiplication with the permutation symmetric
function (k1, λ1, . . . ,kn, λn) 7→ ̟(k1, λ1) + · · · + ̟(kn, λn). For instance, N :=
dΓ(1) is the number operator.
Creation and annihilation operators
For f ∈ K jk , the bosonic creation and annihilation operators, a†(f) and a(f),
are given as follows: Defining a†(f)(n) : [F jk ]
(n) → [F jk ](n+1) by a†(f)(n) ψ(n) :=√
n+ 1Sn+1(f ⊗ψ(n)), we set a†(f)ψ := (0, a†(f)(0) ψ(0), a†(f)(1) ψ(1), . . . ), for all
ψ = (ψ(0), ψ(1), . . . ) ∈ F jk such that the right side again belongs to F jk . Then
a(f) is the adjoint operator, a(f) := a†(f)∗. Straightforward computations yield
the CCR (1.2) on, e.g., the domain of N2.
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Mapping properties of Weyl operators
Lemma C.1. Let j ∈ N0 ∪{∞}, ν > 1/2, and let f ∈ Kj satisfy ω−1/2f ∈ Kj and
ων f ∈ Kj. Then both eiϕ(f) and ei̟(f) map D((H(j)f )ν) into itself.
Proof. Let A be either ϕ(f) or ̟(f) and set Θ := (H
(j)
f + λ)
ν , for some λ > 1.
According to Lemma 2 of [15] and the condition (ABG′) recalled on Page 276 of
[15] it suffices to show that
(i) |〈Θ−1 ψ |Aψ 〉 − 〈Aψ |Θ−1 ψ 〉| 6 c ‖ψ‖2, for all ψ ∈ D(A).
(ii) The quadratic form 〈Θφ |Aψ 〉−〈Aφ |Θψ 〉, φ, ψ ∈ D(A)∩D(Θ) = D(Θ),
is bounded w.r.t. the topology on D(Θ) and the unique operator [Θ, A]0 ∈
B(D(Θ),D(Θ)∗) representing it obeys Ran([Θ, A]0) ⊂ Fj .
Since Θ−1 maps into the domain of A and AΘ−1 is a bounded operator condition
(i) is trivially fulfilled. (It implies Θ ∈ C1(A).) Furthermore, under the above
assumptions on f Lemma 3.1 in [26] shows that [a♯(f),Θ−1] Θ defines a bounded
operator on the dense domain Cj , if λ is large enough. Therefore, |〈Θφ |Aψ 〉 −
〈Aφ |Θψ 〉| 6 c ‖φ‖ ‖Θψ‖, for all φ, ψ ∈ Cj . Since Θ is essentially self-adjoint on
Cj and ‖Aφ‖ 6 c ‖Θφ‖, this implies (ii). 
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