With the rapid growth of online medical treatments, social media has become a prevalent platform to spread health-related information. For public health campaigns, how to diffuse the message broadly and efficiently in the social network is a classical problem, which is named Influence Maximization (IM). IM can be considered as an algorithmic problem of finding a small set of network users as seed nodes that maximizes the spread of influence for a piece of information under a certain influence cascade model. With a lot of researches focusing on this field, most existing solutions are proposed to extract seed nodes only considering pure topological structures. In practice, nodes in health-related networks are often abundantly accompanied with other types of meaningful information such as node attributes (identity), second-order proximity, and edge attributes (user relationship), while conventional IM models overlook these information. Therefore, a general framework for incorporating the heterogeneous information into an IM model could be potentially helpful to find underlying seed nodes in health-related networks. Moreover, the stability and the computational cost are also the main challenges that current IM models face. To bridge these gaps, in this paper, we propose NE-IM (Network Embedding for Influence Maximization), a method that aspires to address both problems using representation learning. NE-IM composes of two components: Structure-based embedding and feature-based embedding. They are the projections of network structures and heterogeneous information respectively in a low dimensional space, so that each node in health-related network can be represented as a fix dimensional vector. Experimental results show that our methods significantly outperform baseline approaches.
I. INTRODUCTION
Public health campaigns, conducted by different organizations are key to the diffusion, dissemination, and implementation of public health programs and policies. Besides the traditional information diffusion channels, online social network is changing how people access and receive information about health and health care [20] . This has motivated a substantial amount of studies on the analysis of how social actors influence each other. Among different topics, the most attractive one to public health campaign is how to select a group of The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao. users who have great influence to spread public health ideas and maximize the influence. This problem in social network analysis area is referred as the influence maximization problem [15] , [28] . Influence maximization (IM) is typically formulated as discrete optimization that a social network is modeled as a graph with nodes representing individuals and edges representing connections or relationship between two individuals, and the aim of IM is to find the set of nodes in a network that would maximize the reach of a diffusion cascade starting from them [13] .
Most existing influence maximization solutions assume that the network is homogeneous, where the rich attributes of nodes and edges are ignored. However, with the development of online medical treatments, the emergences of networks that concentrate on spreading health information bring about a new thinking: How to fulfill influence maximization in a heterogeneous network? Specifically, the heterogeneity of a health-related network can be generalized as multiple attributes of the users, such as identity (doctor or patient) and age, and multiple types of relationships, such as doctor-topatient or doctor-to-doctor. Many studies [8] , [31] , [32] have justified importance of heterogeneity in the network diffusion process. Moveover, Kempe et al. prove that the optimization problem of IM is NP-hard, and present a greedy approximation algorithm guaranteeing that the influence spread is within (1 − 1/e − ) of the optimal influence spread, where e is the base of natural logrithm, and depends on the accuracy of their Monte-Carlo estimate of the influence spread when given a seed set. However, the biggest problem of their problem is efficiency. A key element of their greedy algorithm is to compute the influence spread given a seed set. If a graph contains n nodes, nk spread estimation procedures need to be conducted (k is the number of seed nodes), which turns out to be a difficult task. Instead of finding an exact algorithm, Monte-Carlo simulations that are run sufficiently many times to obtain an accurate estimate of spread prove to be very computationally expensive.
In this paper, we address each of the aforementioned two challenges: 1) Heterogeneity, 2) Computational efficiency. Concretely, we attempt to utilize the advantages of representation learning for the service of influence maximization in the health-related network, which called NE-IM. To this end, motivated by the recent success of deep learning, we utilize two different multilayer architectures to capture the network structure information and heterogeneous attribute information. Through this, nodes are projected into a fix-dimensional space where each node is represented as a low-dimensional vector. The representation vector of each node has two components, structure embedding and feature embedding, which preserve structure information and attribute information respectively. And then, we score the relationship between each pairwise nodes according to node representations. The quality of the retrieved seed set is determined by the integrated score of one node with other nodes. Eventually, we select k nodes which have greater integrated scores as the seed set. Note that NE-IM avoids conducting spread estimation procedure and repetitive Monte-Carlo simulations, which make the selection of seed nodes more efficient. Further, experimental results on real datasets show our methods significantly outperform state-of-the-art methods.
II. PUBLIC HEALTH CAMPAIGNS
We analysis four social data of public health campaigns, and their statistical information is available in Table 1: A. ANTI-SMOKING CAMPAIGN Tobacco smoking remains the leading cause of preventable death and disease in the United States. To build public awareness of the immediate health damage caused by smoking and encourage smokers to quit, the Centers for Disease Control and Prevention (CDC) has launched national tobacco education campaigns since 2013. Among all marketing strategies, online social media, e.g. Twitter, is playing an increasing important role in CDC anti-smoking campaigns.
During Mar. 1st to Jun. 23rd in 2013, the campaign generated 146,759 tweets related to anti-smoking. These tweets were posted by 126,327 users, and there are 76,916 social links between them. In the following part, this campaign is called ''Smoking''.
B. WORLD HYPERTENSION DAY
Hypertension is the most important chronic disease that endangers human health. The World Hypertension Alliance has designated May 17th as World Hypertension Day every year. It aims to educate people to have a scientific and reasonable life style and prevent the occurrence of hypertension.
Different from the whole year anti-smoking campaign, the discussion of World Hypertension Day is mainly on May 17th. We crawled 1,344 tweets from 1,152 users from Twitter on May 17th, 2018. There are only 492 links contacting users, which indicates the network generated by these users is very sparse. The notation of this campaign in this paper is ''Hypertension''.
C. CHILD VACCINATION CAMPAIGN
Children's vaccination is related to the healthy growth of the next generation and involves millions of households. In order to ensure the immunization coverage rate and effectively prevent the occurrence and epidemic of the corresponding infectious diseases, Chinese government has designated April 25 as the National Children's Vaccination Promotion Day.
In Weibo, Chinese largest social media, we collected 18,596 posts from 16,823 users on April 25th, 2017, which is much more than Hypertension campaign. The main reason is that one celebrity posted related information, and her fan retweeted it many times. Moreover these involved users are connected by 93,818 social links, which generated a much denser network than other campaigns. We use ''Vaccination'' to represent this campaign.
D. NATIONAL NUTRITION WEEK
The National Nutrition Week of China is to publicize the concept of nutrition and health and improve the nutritional and health status of residents. It concentrates on carrying out nutrition education and knowledge dissemination activities.
It is the third week of every year. In 2018, the National Nutrition Week is May 13-19. Besides traditional marketing strategies, like TV, newspaper and radio, the government also utilized social media, like Weibo to enlarge the effect of the campaign. During May 13-19, 2018, we crawled 12,619 related posts by 11,903 users. This campaign is denoted as ''Nutrition'' in the following part.
III. PROBLEM STATEMENT A. REPRESENTATION LEARNING
Denote a public health campaign's social network G = (V, E, F), where V is a set of n nodes and E is a set of edges between nodes. Each node is a social actor in the healthrelated network. Each edge e ij = (v i , v j ) is associated with a weight w ij ≥ 0, denoting the strength of connection between v i and v j . F = {F i } ∈ R n×m denotes the feature matrix of all social actors, and F i denotes features associated with node v i . We formally define the health-related network representation learning as follows:
n and d m, and an node feature mapping function
The mapping function preserves network structure proximity and preserves the node feature proximity.
1) STRUCTURE PROXIMITY
Following LINE [25] , we consider network structure proximity into two parts: first-order proximity and secondorder proximity. First-order proximity denotes the proximity of nodes that is evidenced by links. For v i and v j , if there exists a link e ij between them, it indicates the direct firstorder proximity; on the other hand, if v j is within the context of v i , it indicates the indirect first-order proximity. Secondorder proximity denotes two nodes might have common neighborhoods with different weighted edges. Specifically, the second-order proximity refers to the affinity of two nodes' neighborhoods and corresponding relationships.
In short, the first-order proximity indicates that if an edge exists between two nodes, the two nodes are similar. Otherwise, they are dissimilar. So the first-order proximity can be consider as the nodes' local proximity. The second-order proximity indicates that if two nodes have similar neighborhoods, the two nodes are similar. Thus, the second-order proximity can be consider as the network global proximity. Our model NE-IM aims to preserve both the first-order proximity and the second-order proximity when learning representation for each node.
2) FEATURE PROXIMITY
Feature proximity denotes the proximity of social actors (nodes) that is evidenced by features. The feature intersection of F i and F j indicates the proximity of v i and v j .
Nodes with similar features will be located close to each other in the embedding space.
B. INFLUENCE MAXIMIZATION
In an influence maximization problem, an input healthrelated network is modeled as a probabilistic directed graph G = (V, E, F) with activation probabilities P = (p e 1 , p e 2 , · · · , p e |E| ), where p e ∈ [0, 1] represents the probability that the target node of edge e will be activated by the source node on e. In this paper, we consider Independent Cascade (IC) model as the information diffusion process of our model and baselines. In the IC model, each node has either an active or inactive state and an active node only has one chance to activate its out-neighbor nodes, but not the reverse direction.
Given a seed set S ∈ V, the IC model works as follows: Let S i be a set of nodes in G that are active at the time step t ≥ 0, with S 0 = S. At step t + 1, every member u in S t may activate its out-neighbors v ∈ V\ ∪ 0≤i≤t S i with an independent probability of p uv . This process ends at a step t if |S t | = 0. Note that every activated node v belongs to just one of S i , where i = 0, · · · , t. The diffusion process has to start from an initial seed set of active nodes S. The objective of the influence maximization problem for a parameter k is to find a target seed set S of size k that maximizes the expected number of activated nodes σ (S) at the end of a diffusion under IC model. In [13] , the computation of this problem is treated as NP-hard.
C. IM IN HEALTH-RELATED NETWORK
In this paper, we conduct influence maximization in the specific health-related network. Without losing universality, we divide the social actors in the health-related network into three subsets: doctor set, patient set and other user set, which are the most common identities in the real-world healthrelated network. In addition, the features of nodes with different identities are gerenally different. Therefore, we map all nodes onto a fix-dimensional space, so that each node can be represented as a vector which preserve the structrue proximity and feature proximity of it. At last, by analyzing the location of each node in the embedding space, we can choose k seed nodes as the initial nodes of information propagation.
IV. METHODOLOGY
We present a general framework, NE-IM, which is capable of learning desirable node representations in health-related networks and choosing a seed set according to the coordinates of nodes in the embedding space. The objective of NE-IM is to maximize the information influence that propagated by the nodes in the seed set primitively. First, we learn structure embedding and feature embedding independently.
A. STRUCTURE EMBEDDING
The process of embedding network structure need to preserve structure proximity of each node, including first-order proximity and second-order proximity. As shown in the upper part of Figure. 1. For a node v i in the network, we define its adjacency vector as x i = e ij |v j ∈ V ∪ e ji |v j ∈ V . Note that FIGURE 1. Illustration of the process to learn node representations of NE-IM. The upper part of the figure is the process to learn structure embedding, and the lower part is the process to lean feature embedding.
x i fully contains the local structure information of node v i , and all nodes' adjacency vectors form the adjacency matrix A ∈ R n×n of the health-related network G, where A ij = 1 means there exists a link between v i and v j if G is unweighted (A ij = w ij in the weighted network), and A ij = 0 otherwise. Generally, since x i as adjacency vector is so long and sparse that many 0 elements exist in the vector, it is impractical to directly take x i as the representation of node v i . In recent years, a lot of structure-based embedding methods [6] , [10] , [21] , [22] , [30] are proposed to learn low-dimensional vector representations for nodes in the network. Among these models, deep autoencoder [26] , [27] has been proved as one of the efficient models. Deep autoencoder can capture highly nonlinear network structures with two components, the encoder and the decoder.The encoder consists of multiple nonlinear functions that map the input data to the representation space. The decoder also consists of multiple nonlinear functions mapping the representations in representation space to reconstruction space. Eventually, the loss of the autoencoder is the error between input data and reconstructed output. The upper part of Figure. 1 is an example of autoencoder training process for a node v i .
As shown in the upper part of Figure. 1, to preserve the local structure proximity of v i , we input its adjacency vector x i into autoencoder, the functions of hidden layers for an autoencoder are shown as follows: (1) . . .
where y (·) i and y (·) denote the hidden layer representations in the encoder part and the decoder respectively, W (·) and W (·) denote the weight matrix of each layer, b (·) and b (·) denote the bias of each layer, σ (·) denotes the nonlinear activation function. x i ∈ R n is the reconstruction of x i . In our model, the number of layers of the encoder and the decoder is same, and we choose the output of the center layer y
Following SDNE [26] , the goal of the autoencoder is to minimize the reconstruction loss of the input adjacency vector and the output reconstruction vector. Since the adjacency matrix A is the union of all nodes' representations, we denote A as the reconstruction matrix of A. A incorporate the local structure information of each node, so A as its nonlinear transformation also contains each node's structure information. In NE-IM model, the reconstruction loss term of autoencoders for the network is shown as follows:
where α i ∈ {W doctor , W patient , W other_user } denotes the balancing parameters of the identity of each node. means the Hadamard product. In this paper, we hypothesis that nodes with the same identity share the same weight, which is a constant.
By minimizing Eq. 2, we make the learned representation vectors preserve the first-order proximity. However, [5] , [11] , [25] have proved that second-order proximity is of great significance in network representation learning tasks. The second-order proximity indicates the neighborhood similarities of nodes, which also means that nodes sharing many connections to other vertices are similar to each other. In other words, for two randomly sampled nodes, second-order proximity means the probability of existing a path from one to the other one. Therefore, for a given edge (v i , v j ), we need to maximize the log-probability of v i having a path to v j as:
In order to transform the node relationships from representation space into probability space, we use softmax function to normalize as follows:
Finally, the global structure learning loss is shown as:
After training, the representation vectors of nodes can preserve fist-order and second-order structure proximity.
B. FEATURE EMBEDDING
In the health-related network with three identities of users, nodes often accompany with rich attributes, which are the source of network heterogeneity. As shown in the lower part of Figure. 1, we first encode the attributes of each node into a feature vector. One direct way is to convert a node's attributes to a set of binary feature vector, which is applicable to some attributes like ''Gender'' and ''Department''. However, users in health-related network may have some continuous attributes like ''Decription'' and ''Age'', which are not appropriate to be represent as binary. According to ASNE [17] , we can categorize attributes into two types: discrete attributes and continuous attributes. Figure. 2 is an example of combining several attributes of a user to be a feature representation. Note that we use binary feature encoding for discrete attributes, which can also be regarded as categorical attributes. For continuous attributes which described as longtext or images detailed, we transform the long-text to a realvalued vector by TF-IDF [29] and the image attribute to a feature vector by GoogLeNet [24] for each node. In addition, if an attribute is not belong to a node, its representation is a 0 vector. We denote the concatenation of all attributes of v i as a feature vector F i . However, since original feature vector F i is very sparse and long, we need to further compress F i . As shown in the lower part of Figure. 1, we input the original feature matrix of G into a deep model to preserve feature proximity and project it into a low-dimensional space. By this means, the feature vector of each node is represented as a dense vector F i ∈ R DF . This process is called feature embedding shown in the lower part of Figure. 1. In the follows, we elaborate the design of the generative strategy of feature embedding layer by layer.
Input Embedding Layer. This layer consists of a feature matrix F = {F i , F 2 , · · · , F n } ∈ R n×m .
Hidden Layer. The original feature matrix F is fed into a multi-layer perceptron. The output of each hidden layer is denoted as h (0) , h (1) , · · · , h (n−1) , which can be formulated as follows:
where δ k is the activation function, n is the number of hidden layers. W (0) F ∈ R m×l and the output of the first layer is h (0) ∈ R n×l . The rest can be done in the same manner, eventually, the output of the multi-layer perceptron is ϕ = δ n W (n) h (n−1)
Output Layer: After obtaining the output of the mulitlayer perceptron ϕ, in the output layer, ϕ is transformed into a probability matrix. Moreover, in health-related network, we consider that the features of two patients or other users who link to the same doctor ought to be similar, and two doctors who have similar followers may have similar features. It also can be generalized as that users with similar neighbors have similar features. We denote P(·|v i ) as the conditional distribution of v i 's neighbors. For example, given an edge (v i , v j ), v j has similar features to other neighbors of v i . Thus, following [7] the loss of the objective of the feature proximity can be defined as the KL-divergence between P and local feature proximity P:
where the conditional probability
e ik ∈E exp(ϕ i · ϕ k ) We denote P which uses inner product to model the interaction between two nodes as the estimation for the local feature proximity. We adopt sigmoid function to transform the P to the probability space as:
Notice that Eq. 7 is in direct proportion to − e ij log P(v i , v j ). Therefore, the simplified loss function is shown as follows:
C. OPTIMIZATION Since calculating p(v j |v i )| v j ∈V involoves entire set of nodes, optimizing Eq. 5 is computationally expensive. Therefore, we employ the idea of negative sampling [19] to reduce the learning complexity. Negative sampling aims to sample multiple negative edges according to some noisy distribution for each edge e ij . Specifically, we can then approximate the conditional probability p(v j |v i ) in Eq. 4 as follows:
where σ is the sigmoid function 1/(1+e −x ), Neg s (v i ) denotes s negative sampled nodes for v i . Following the similar idea, we can get the counterparts for the softmax part in Eq. 7.
To learn the representations of nodes in a health-related network by preserve both structure proximity and feature proximity simultaneously, we combine their objective functions to form a joint optimization objective: (11) where parameters λ 1 , λ 2 and λ 3 are hyper-parameters to be specified to combine different components in the joint optimization objective.
is the l 2 norm regularizer and λ 3 is its coefficient. To minimize L, we adopt wthe stochastic gradient algorithm for optimizing Eq. 11. After joint optimizing, we can get two represetations for each node as shown in Figure. 1, the structure-based embedding x i ∈ R DS and the feature-based embedding y i ∈ R DF . Then, we directly concat two representation vectors to obtain a representation matrix for G, X ∈ R n×(DS+DF) .
D. SEED SET
Now, we have obtained the representations of entire nodes in the network, X. It can be consider as n vectors in a (DS + DF)-dimensional space. To measure the relationship between any two nodes, we can directly calculate the inner product [17] , [18] of their representation vectors as follows:
We consider K ∈ R n×n as a relationship score matrix for the network G. Specifically, K ij denotes the score of the relationship between v i and v j , and the increasing value of K ij means greater probability of v i influencing v j . Then, we calculate the average of K i as the integrated influence of v i as:
where P = {P 0 , P 1 , · · · P n−1 } denotes the integrated influence of each node. We select k nodes with largest integrated influence into the seed set S as the original activate nodes of IC model.
V. EXPERIMENT
To verify the effectiveness of the proposed algorithm, extensive experiments have been done on real-world public health campaigns. In this section, we will first discuss experiment settings, and then show the experiment results with detailed analysis. The datasets used in the experiment are introduced in Section II.
A. EXPERIMENT SETTINGS
The comparison algorithms are listed as follows:
• CC-Heuristic [13] is a heuristic algorithm based on Connected Components. The algorithm iteratively calculates the connectivity fraction of each node and selects the node with the highest score.
• Degree Discount [3] ''discount'' the degree of the node when there are active nodes in its neighborhood. Each seed node is selected, the degree of its neighbors will be updated.
• Harvester [12] uses Monte-Carlo Simulations [23] to assign scores to each node. Seed nodes are selected according to their scores.
• Degree: selects the node with the largest k out degree as seed nodes. In the experiment, NE-IM and other baselines are carried out under the IC model with propagation probability of 0.03. and the number of seeds ranges from 1 to 50.
The experiment use final active nodes to evaluate the effectiveness of different methods and running time to evaluate the efficiency of algorithms.
B. EXPERIMENT RESULTS
The results of experiment are shown in Fig. 3 , which are the final influenced nodes activated by 1-50 seed nodes.
As shown in Figure 3 , in each dataset, comparing with different methods, proposed NE-IM algorithm can always achieve the best performance and the advantage expands when seed number is growing. This illustrates the effectiveness and stability of NE-IM method.
Comparing with different dataset, when the size of dataset is small, such as ''Hypertension'' and ''Nutrition'', the difference of influenced nodes between different algorithms is not very large. However when the dataset becomes larger and the network is denser, NE-IM shows its advantage gradually.
The experiment also compares the running time of different methods, which is listed in Tab. 2. Since Degree algorithm is quite trivial, we compare NE-IM method with other traditional heuristic algorithms. The results in Tab. 2 demonstrate that NE-IM uses the least running time in each dataset. Overall, with the results of two evaluation metrics, the NE-IM algorithm can not only select the most influential seed users, but also guarantee lower computational cost and higher stability. 
VI. RELATED WORK A. INFLUENCE MAXIMIZATION
The problem of online influence maximization has been extensively studied recent years. [13] first models the problem as the discrete optimization problem described, and pose it for two classic diffusion models, Independent Cascade (IC) and Linear Threshold (LT), and provided greedy algorithms with approximation guarantees, relying on iterative computations of the expected marginal influence spread gain for each node. [16] exploits submodularity and propose a ''lazy-forward'' optimization, CELF, to the simple greedy algorithm. [14] suggests the Independent Path Algorithm (IPA), for the Independent Cascade diffusion model, which takes a heuristic shortcut to approximating influence by considering an independent influence path as an influence evaluation unit.
B. NETWORK REPRESENTATION LEARNING
Network Representation Learning (NRL), also known as Network Embedding (NE), has been well researched for many years. Earlier works such as IsoMap [1] , multi-dimensional scaling (MDS) [4] and Laplacian Eigenmap (LE) [2] . These approaches represent the network as an affinity graph by using the feature vectors of the network nodes. For a given large-scale information network e.g., social network and citation network, these methods are less efficient and inflexible to generate node representations.
In recent years, inspired by the development of machine learning and word embedding method, word2vec [9] , many NE methods have been proposed to obtain large-scale information network representations. For example, DeepWalk [21] proposes to perform random walks on the graph to obtain sequences of nodes. It introduces the Skip-Gram model to achieve node representations. Based on DeepWalk, Node2vec [10] defines a flexible notion of a node's neighborhoods and design a biased random walk procedure to explore network structures more efficiently. Some other methods focus on finding multivariate structure features in the network. For example, LINE [25] embeds the network into a lowdimensional latent space to approximate the first-order proximity and the second-order proximity of the network.
VII. CONCLUSION
Public health campaigns eager to expand their influence in social media. Influence maximization problem aims to find a group of users who have great influence to promote public health idea. In this paper, a new influence maximization algorithm NE-IM is proposed based on network representation learning. Compared with the traditional greedy algorithm and heuristic algorithm, there are three main improvements: 1) while maintaining the local structure of the node relationship, the global characteristics of the network are taken into account. 2) Integrate heterogeneous information into the network. 3) Based on the in-depth learning model, the calculation cost is reduced and the operation speed is accelerated. Experiments on real world public health campaigns show the effectiveness and efficiency of our proposed method.
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