This investigation of several methods for assessing the unidimensionality of a set of test items was prompted by a practical problem which arose in connection with the in-training exam produced by the American Board of Family Practice in Lexington, Kentucky. Candidates are required to take a core exam plus three additional subtests of their choice selected from a larger set of six available subtests. These six subtests vary somewhat in their difficulty. Score reporting and subsequent comparisons among candidate, must be carried out on the combined exam (core plus subtests) and since the candidates do not, in general, take the same three subtests (there are 20 possible combinations), the subtests are equated to the common scale defined by the core items. How well the equating of candidate scores is done depends upon the choice of item response model (the three-parameter model is chosen to increase the likelihood of a satisfactory model fit to the data) and the extent to which the core items and subtest items measure a common trait, i.e., a unidimensional trait. Thus, two questions arose, "What is meant by the expression 'unidimensionality of a set of test items'?" and "How should the assumption of unidimensionality be assessed to be consistent with the definition?"
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Despite the confusion in the literature on these two questions there are contributions by McDonald (1980 McDonald ( , 1982 and Hattie (1981) which proved to be helpful, and these contributions influenced the general direction for the present research. McDonald and Hattie arrived at the conclusion that the principle of local independence should be the basis for a proper definition for the assumption of unidimensionality. McDonald defined a set of test items as unidimensional if, for examinees with the same ability, the covariation between items in the set is zero.
Since the relations between items is typically non-linear, he recommended the use of non-linear factor analysis to study these relations between items. Also, after fitting a single non-linear factor model to the item set, he recommended that residual covariances be calculated and used to assess the plausibility of the unidimensionality assumption. McDonald argued that the dimensionality of a set of test items should be determined by the number of factors or abilities needed for describing examinees, so that the principle of local independence is satisfied.
In this research, interest was centered on three promising methods for addressing the unidimensionality of a set of test items: (1) non-linear factor analysis (NLFA) because of McDonald's recommendation,
(2) residual analysis, and (3) the Bejar analysis. The first method appeared promising because NLFA does not require the implausible assumption of linear relationships among the variables and between the variables and the underlying traits to be made. In fact, one of the Assessing Item Dimensionality 5 fundamental assumptions of IR1 is that these relationships are non-linear (Lord, 1980) . The second method is an assessment of the overall fit of a unidimensional model to a dataset through the analysis of residuals. When the fit is adequate it would seem that the assumption of a unidimensional model is plausible too (see, for example, Rentz & Rentz, 1979 LFA is probably the most commonly used method for studying item dimensionality. Using (1) the matrix of phi or tetrachoric correlations to summarize the linear relationships between pairs of items in a test,3 and (2) communality estimates (often, squared multiple correlations) in the diagonal entries of the correlation matrix, eigenvalues are extracted from the correlation matrix and plotted (from largest to smallest). The number of "significant" factors is determined by looking for the "elbow" in the plot. The number of eigenvalues to the left of the "elbow" is normally taken to be the number of "significant" factors underlying test performance.
The method fails in those instances where an "elbow" cannot be found.
A second procedure for determining the number of factors is found by applying an identical LFA to a dataset consisting of the same number of items and examinees and with random normal deviates substituted for the actual data. This procedure appears to have been first suggested by Horn (1965) and was later studied by Linn (1968) , Humphreys and Ilgen (1969) , and Humphreys and Montanelli (1975) . For the purpose of computing phi and tetrachoric correlations, the data are dichotomizea at z=0,4 normal deviates above 0 are coded as "correct" and below 0 as "incorrect." Since all of the data are randomly generated, the value of The one-and two-factor models above with linear, with linear and quadratic, and with linear, quadratic, and cubic terms were fitted to the various datasets in the study.
Residual Analysis
The method for addressing the unidimensionality of a set of test items through a residual analysis involves fitting a unidimensional item response model of interest to the test data, using the model parameter estimates to predict the item performance data, and then summarizing the discrepancies or residuals (see, for example, Hambleton & Swaminathan, 1985) . Specifically, ability categories are chosen to divide the ability scale into equal intervals. Examinees are assigned to categories based upon their ability estimates. For examinees in each ability category on each item, a comparison is made between actual performance (proportion-correct) and the predicted proportion-correct level from the corresponding item characteristic curve (icc).
In this study the proportion-correct estimate was obtained at the mid-point of each ability category. Repeat the three-parameter model analysis using the total set of items. Also, to facilitate a comparison between LFA and NLFA, four additional criteria were used. After fitting one, two, three, four, and five factors to the reduced correlation matrix, the matrix of residuals was calculated.
The off-diagonal elements of the matrix were summarized by
(1) the average residual, (2) the standard deviation of the residuals, (3) the average of the absolute-valued residuals, and (4) 
Non-Linear Factor Analysis
The four statistics described above were calculated after fitting one and two factor models with linear, quadratic, and cubic terms to the inter-item correlation matrices for four of the five datasets.
Residual Analysis
For each artificial dataset there were 40 items and 12 ability categories.
In total, 480 residuals were produced. Since interest centered on the size and not the direction of the discrepancies, deviates.) Since a study of absolute-valued residuals i, more
informative when several models have been been fit to the same test data, in this phase of the work, residual analyses were carried out with the one-, two-, and three-parameter unidimensional logistic models. A computer program developed by Linda Murray and described by Hambleton (1982) was used to conduct the residual analyses.
A comparable analysis of residuals with NLFA would have been useful, but with the polynomial models the expected probabilities are not defined on the interval [0,1] across the total ability score range and therefore an analysis of residuals would have no value.
Belar Analysis
The results from this analysis were summarized by a correlation coefficient between b-vaiues for a subset of test items: items calibrated in a subtest and again in the total test. The original plan was to produce the plot of item b-values obtained in the sub-test and total test for each of the five datasets.
But the correlations were very high in all but one analysis and so the plots did not seem necessary.
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Generation of Artificial Data
The generation of examinee item resronse data to fit a three-parameter logistic unidimensional model is straightforward.
Using item parameters which are generated according to the specifications described in the next section, for each examinee j, and
given the ability level, ei, a vector of probabilities (P1, P2, ..., Pn) associated with answering the test items correctly is obtained from the expression
Using a random number generator to produce numbers uniformly distributed on the interval [0, 1], the probabilities can be converted to 0's and l's to reflect examinee item scores. This is done by assigning a "1" to the examinee for item i when the random number selected is below Pi, which will happen Pi of the time, and "0"
otherwise.
The simulation of two-dimensional data was a substantially more difficult problem. First, there are several possible multi-dimensional models to select from. Second, there are no guidelines in the IRT literature for choosing reasonable item parameter values for multidimensional models.
Sympson (1978) offered one model which took the form
The problem encountered in applying this model was that the probabilities even for the two-dimensional model (k=2), quickly converged to the value c and as a consequence there was little variation in item performance for examinees, and little variation in test scores among examinees.
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A similar problem was encountered in applying a model used by Christofferson (1975) and Hattie (1981) . In Hattie's formulation
where c is a constant value over all items, bi is the item difficulty, aik, k=1, 2, ..., K are the item discriminating powers on the K underlying traits and eik, k=1, 2, ..., K are the trait or ability scores for examinee j on the K traits.
In preliminary simulations it was observed that the probabilities for small changes in e quickly approached values of c and 1.
Perhaps the main problem encountered concerned the choice of item discriminating powers which were taken to be values often observed with one-dimensional models. fn any case, a simpler model than the models proposed by Sympson and Hattie was chosen.
The model was not only simpler (a special case of the Christofferson-Hattie model with independent item clusters) but guidelines for selecting item parameters were readily available.
Specifically, item parameter values were assigned to all test items in the same way that the assignments were made with the one-dimensional model described in the next section. Then, examinees were assigned two trait scores (with the specified correlation). The simulation of two traits was easily carried out with the aid of a formula developed by Hoffman (1959) . Pairs of trait scores with the desired correlation were generated for the 1500 examinees. Finally, item probabilities and item scores were generated for examinees. For the first 20 items (or 30 items for datasets 3 and 5) the first set of trait scores were used in generating item probabilities and for the remaining items, the second set of trait scores for examinees were used.
In summary, first, artificial data generated from a one-dimensional model were used. Of interest was whether or not the four methods could identify unidimensional data. Second, two-dimensional data representing the situations where the items could be organized into two clusters measuring different traits were used. Two variables were manipulated: the correlation between the traits and the percentage of total items in each cluster.
Description of the Test Data
The five artificial test datasets were generated to be consistent with the assumption of either a one-or a two-dimensional latent space.
Each test consisted of 40 test items. The item performance for 1500 examinees was simulated with the three-parameter logistic model. These
Assessing Item Dimensionality 16 numbers were assumed to be large enough to avoid parameter estimation problems when using LOGIST. In dataset 1, the latent space was assumed to be one-dimensional. In datasets 2 to 5, the latent space was chosen to be two-dimensional. The (nly difference between datasets 2 and 3, and 4 and 5 was that in datasets 2 and 3 the correlation between the two latent traits was .10 whereas in datasets 4 and 5 the correlation between the two traits was .60. The choice of item parameters reflected values often found in practice (Hambleton & Swaminathan, 1985) .
Results

One-Dimensional Data
Linear Factor Analyses
The eigenvalues for the random data and the one-dimensional data are reported in Table I . The plots of eigenvalues for the one-dimensional data using phi correlations to measure the relationships between pairs of items (or tetrachoric correlations)
suggest that two significant factors are present. The analysis of the tetrachoric correlations was more revealing than the phi correlations in the sense that more of the variance was associated with the first factor which would be expected when the data are unidimensional.
Whether the criterion for the number of significant factors is determined from the "elbows" in the plots or the largest eigenvalue from the matrix of correlations of normal random deviates, two factors would be retained.
Non-Linear Factor Analyses
The results of fitting from one to five linear factors, and one and two factors with linear, linear and quadratic, and linear, quadratic, and cubic terms to the one-dimensional dataset are reported in Table 2 it is clear that a NLFA with one factor with linear and quadratic terms fits the data better than the two factor solution provided by LFA.
In fact, even three linear factors did not produce as accurate a fit to the data.
Residual Analyses
The residual analyses for the one-dimensional data with the three logistic models are reported in Table 3 . Not surprisingly, since the data were generated to fit the three-parameter model, this model provided the best fit to the data. More importantly, the distribution of SRs was (approximately) normal and the mean absolute-valued SR was close to .799. With the one dimensional data and when the particular IRT model closely fits the data, the SRs appear to have the desired distribution.
The slight predicted bias in this distribution is also apparent.
Bejar Analyses
Since all of the test items were generated to fit a one-dimensional model there was no reason to suspect that a second trait was necessary to account for the inter-item correlations. As a rather simple check on the method, the last 20 items were presumed to measure a second trait. 
Two-Dimensional Data Linear Factor Analyses
If the largest eigenvalue of the random data (x1=1.48) is used as the criterion for determining the number of factors, for all four two-dimensional datasets three significant factors emerged (see Table   2 ).
If the "elbow" of each eigenvalue plot is used, possibly two significant factors might emerge for the two-dimensional data (r=.10; 20/20) but choosing three or four factors is not totally unreasonable.
With the other two-dimensional datasets, the "elbow" revealed (at least) three significant factors also. Again, the linear factor analysis method resulted in more factors than the underlying dimensionality of the data. However, the LFA did reveal the dominance of one factor over the other. With the two-dimensional data (r=.10; 20/20) the first two factors accounted for rcughly the same amount of variance. With the two-dimensional data (r=.10; 30/10) the ratio of variance accounted for by the first two factors (15.7/5.2 or roughly 3/1) was proportional to the number of items measuring each factor (30/10 or 3/1). For the final two datasets a second order factor appeared to be emerging.
Non-Linear Factor Analyses
Again, Table 3 provides a summary of the ab$olute-valued residuals and standardized residuals obtained from fitting logistic models to the four two-dimensional datasets. Several findings are evident:
1.
The one-parameter model did not fit any of the datasets.
However, rather than suggesting multidimensionality in the data, the likely explanation in view of the results of fitting the one-parameter model to the one-dimensional data (and point two below) is that the misfit is due to the failure of the model to account for variations in item discrimination power and the guessing behavior of low-ability examinees.
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A comparison of the SRs from the two-and three-parameter models showed substantially smaller SRs than those ibtained with the one-parameter model, and the three-parameter model fitting the datasets slightly better than the two -parameter model. In fact,
on the basis of a study of the SRs for the two-and three-parameter models, and assuming of course the validity of the residual analysis method, a researcher would accept the hypothesis that the test items in each datasct were unidimensional.
3.
There was also evidence that the overall fits were better when the traits were correlated (r=.60), than when the traits were not (r=.10). In any case, because of the way LOGIST handles multidimensionality in the test data, residual analyses cannot identify it when it is present.
Bejar Results
The results of the Bejar analyses on the four two-dimensional datasets are reported in Table 4 . For the purposes of these analyses the last 20 items in datasets 2 and 4 and the last 10 items in datasets Assessing Item Dimensionality When r=.60, and for the two splits 20/20, and 30/10, the Bejar analyses suggested that the assumption of unidimensionality could not be rejected.
In only one of the four analyses was the Bejar method sensitive to the multidimensionality in the data. This result also wi.ts a surprise because the method appeared to have been successful in at least one other study (Bejar, 1980) .
Real Data
Though the results are not reported here, the four methods for assessing item dimensionality were also applied to the 80 item section the assumption of unidimensionality. The LFA of the data suggested that anywhere from 4 to as many as 8 significant factors would need to be retained for a satisfactory accounting of the data. The NLFA also appears to indicate that more than one factor may be needed. If for example, the ratio of the average absolute residual after fitting a one factor model with a cubic term, to the average correlation in the initial matrix is used as a criterion, the ratio is .018 to .042 or .438 whereas with clearly one-dimensional data the ratio was .017 to .127 or .134. It would seem that more factors are needed to obtain a satisfactory solution.
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In summary, the four methods provided contradictory information about the item dimensionality. Based upon the results from thŝ imulations, it would seem that the most likely conclusion is that more than one dimension is operating.
Discussion
On the basis of a single simulation study with limited scope, generalizability of the findings is obvioilly limited. But several findings of the study do appear to suggest directions for some future work. First, the linear factor analysis model in all instances overestimated the number of underlying dimensions in the data. Of course this result along with the result that the tetrachoric correlations are more useful than phi correlations in addressing item dimensionality are well-known. Second, non-linear factor analysis with linear and quadratic terms led to the correct' determination of the item dimensionality in the three datasets where it was used. In subsequent work the NIJA with two traits with a correlation of .60 will be used to see if it can detect the multidimensionality. Two problems however emerged in our work with NIJA. First, the appropriate number of factors and polynomial terms to retain in a solution was determined by comparing the size of the residuals to those obtained from a satisfactory linear factor analysis. When working with real data another criterion will be needed to determine the adequacy of model fit.
McDonald (personal communication) has indicated that the standard error of a binary covariance gives a good rule of thumb for the expected sizes of the residual covariances. Likewise, the Bejar method was unable to detect the two underlying traits except when the correlation between the traits was low and a disproportionate number of the test items measured one of the traits. 1 Squared multiple correlations used as communality estimates. 
