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Abstract
It is well known that the classical Morrey spaces and their generalizations arose
in connection with the problems of the theory of partial differential equations
and calculus of variations. They have applications in the study of the local
behavior of solutions of elliptic differential equations, in potential theory and
also in functional analysis. Interpolation theory is one of the one most impor-
tant tools in real and functional analysis which has many useful applications.
However, interpolation theory for Morrey spaces, their variants and generaliza-
tions is not developed to the appropriate level. The thesis, which is dedicated
to the detailed study of this theory for general local and global Morrey-type
spaces, is aimed at further development in this area.
The thesis consists of 4 Chapters. Basic concepts, definitions and necessary
statements for the proof of the main results are given in Chapter 1.
The definition and basic properties of Morrey spaces are given in Chapter
2. Moreover, the general local Morrey-type spaces and the generalized Morrey-
type spaces are introduced and their properties are investigated in Chapter 2.
Embedding theorems and basic inequalities for the introduced spaces (Ho¨lder’s
inequality, Minkowski’s inequality) are proved and some examples are consid-
ered.
In Chapter 3 one of the main results is that the scale of general local
Morrey-type spaces is closed, like the scale of local Morrey-type spaces, under
interpolation. Also the Marcinkiewicz-type interpolation theorem for general-
ized Morrey-type spaces, in particular, for Morrey spaces has been obtained.
In Chapter 4 much more general spaces defined by operators acting to the
i
cone of non-negative and non-decreasing functions are introduced and it has
been proved that under the appropriate assumptions on the operators and
on the numerical parameters these spaces are also closed under interpolation
(general interpolation theorem).
The proof of general interpolation theorem is based on an interpolation
theorem for the cones of non-negative non-decreasing functions. Interpolation
theorem for general local Morrey-type spaces is a particular case of general
interpolation theorem. Moreover, by appropriately choosing the operators,
one can obtain classical interpolation theorems due to Stein-Weiss, Peetre,
Caldero´n, Gilbert, Lizorkin, Freitag and some of their new variants.
Most of the results of the thesis are published and presented at a number
of conferences.
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Sunto
E` ben noto che gli spazi classici di Morrey e le loro generalizzazioni sono nati
in relazione a problemi della teoria delle equazioni alle derivate parziali e del
calcolo delle variazioni. Essi trovano applicazione nello studio del comporta-
mento locale delle soluzioni di equazioni differenziali ellittiche, in teoria del
potenziale ed anche in analisi funzionale. La teoria della interpolazione e` uno
dei piu` importanti strumenti in analisi reale ed in analisi funzionale che ha
molte utili applicazioni. Comunque, la teoria della interpolazione negli spazi
di Morrey, e le sue varianti e generalizzazioni non e` sviluppata ad un livello
adeguato. La tesi, che e` dedicata allo studio dettagliato di questa teoria per
spazi generali locali e globali di tipo Morrey, mira ad un ulteriore sviluppo in
questa area.
La tesi consiste di 4 capitoli. Concetti base, definizioni ed enunciati nec-
essari per la dimostrazione dei risultati principali sono esposti nel Capitolo
1.
La definizione e le proprieta` di base degli spazi di Morrey sono introdotti
nel Capitolo 2. Inoltre nel Capitolo 2 si introducono gli spazi gnerali locali di
tipo Morrey e gli spazi di Morrey generalizzati, e se ne studiano le proprieta`.
Teoremi di immersione e disuguaglianze di base per gli spazi introdotti (la
disuguaglianza di Ho¨lder e la disuguaglianza di Minkowski) sono dimostrate e
si considerano degli esempi.
Nel Capitolo 3 uno dei risultati principali e` che la scala degli spazi generali
locali di tipo Morrey e` chiusa rispetto alla interpolazione, come la scala degli
spazi locali di tipo Morrey. E` anche stato ottenuto un teorema di interpolazione
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di tipo Marcinkiewicz per spazi generalizzati di tipo Morrey, e in particolare
per gli spazi di Morrey.
Nel Capitolo 4 si introducono spazi molto piu` generali definiti tramite op-
eratori che agiscono nel cono delle funzioni non negative e non decrescenti e
si e` provato che sotto opportune condizioni sugli operatori e sui parametri nu-
merici questi spazi sono anche chiusi rispetto alla interpolazione (un teorema
generale di interpolazione).
La dimostrazione del teorema generale di interpolazione e` basata su un teo-
rema di interpolazione per i coni delle funzioni non negative non decrescenti.
Il teorema di interpolazione per spazi generali locali di tipo Morrey e` un caso
particolare del teorema generale di interpolazione. Inoltre scegliendo oppor-
tunamente gli operatori, si possono ottenere teoremi classici di interpolazione
dovuti a Stein-Weiss, Peetre, Caldero´n, Gilbert, Lizorkin, Freitag ed alcune
delle loro nuove varianti.
La maggior parte dei risultati della tesi e` stata pubblicata e presentata in
un certo numero di conferenze.
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Chapter 1
Introduction
It is well known that in the theory of partial differential equations, alongside
with weighted Lebesgue spaces, Morrey spaces and their generalizations (the
so-called Morrey-type spaces) also play an important role.
Classical Morrey spaces and their generalizations arose in connection with
some problems of the theory of partial differential equations and theory of
variations. Further the Morrey spaces found important applications to the
theory of Navier-Stokes and Schro¨dinger equations. There is a number of books
and survey papers on Morrey and Morrey-type spaces and their applications,
for example, [5, 6, 24, 25, 26, 29, 33, 35, 39, 40].
The aim of the present PhD thesis is the study of interpolation properties
of the Morrey spaces and their various generalizations.
Let us give first the definition of the Morrey spaces Mλp , which were intro-
duced by Charles Morrey in 1938 [29]. Let 0 < p 6 ∞ and 0 6 λ 6 n
p
. The
Morrey spaces Mλp were defined as the spaces of all functions f ∈ Llocp (Rn)
such that
‖f‖Mλp = sup
x∈Rn
sup
r>0
r−λ‖f‖Lp(B(x,r)) <∞ ,
where B(x, r) is the open ball of radius r > 0 with center at point x ∈ Rn. If
λ = 0, then M0p = Lp(Rn), while if λ = np , then M
n
p
p = L∞(Rn). If λ < 0 or
λ > n
p
, then Mλp = Θ, where Θ is the set of all functions that are equivalent
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to zero on Rn.
The problem of interpolation of classical Morrey spaces was studied by
Stampacchia [41], Campanato and Murthy [19], Peetre [33]. In Ruiz and Vega
[36], Blasco, Ruiz and Vega [3] it is proved that
(Mλ0p ,M
λ1
p )θ,∞ 6= Mλp ,
which raised the problem of giving a complete description of the interpolation
spaces for the pair of Morrey spaces. This problem still remains open.
For λ > 0 and 0 < p, q 6 ∞ local Morrey-type spaces LMλp,q were defined
in [12] as the spaces of all functions f ∈ Llocp (Rn) such that
‖f‖LMλp,q =
( ∞∫
0
(
t−λ‖f‖Lp(B(0,t))
)q dt
t
) 1
q
<∞ ,
with the conventional modification for q =∞.
Interpolation properties of local Morrey-type spaces were studied in Bu-
renkov and Nursultanov [13], where it was proved, that for the pair of local
Morrey-type spaces the interpolation spaces with the same integrability pa-
rameter are again local Morrey-type spaces. Namely, the following statement
was proved.
Theorem A. Let 0 < p, q0, q1, q 6 ∞ and 0 < θ < 1. Suppose, in addition,
that λ0 6= λ1, 0 < λ0, λ1 < np . Then(
LMλ0p,q0 , LM
λ1
p,q1
)
θ,q
= LMλp,q,
where λ = (1− θ)λ0 + θλ1.
In Chapter 2 we introduce one variant of general local Morrey-type spaces
LMλp,q(G, µ) obtained from the definition of the space LM
λ
p,q by replacing
||f ||Lp(B(0,t)) by ||f ||Lp(Gt,µ), where G = {Gt}t>0 is a family of nested sets Gt of
Ω ⊂ Rn satisfying the following natural assumptions:
Gt 6= Ω for some t > 0; Gt1 ⊂ Gt2 if 0 < t1 < t2 <∞ and
⋃
t>0
Gt = Ω,
(1.1)
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and µ is a general measure, hence
‖f‖LMλp,q(G,µ) =
( ∞∫
0
(
t−λ‖f‖Lp(Gt,µ)
)q dt
t
) 1
q
.
We discuss their embedding, interpolation properties, and prove basic inequal-
ities for these spaces (Ho¨lder’s inequality, Minkowski’s inequality).
Also we introduce a new class of Morrey spaces, which include classical
Morrey spaces in the case of q =∞. The generalized Morrey-type spaces Mλp,q
are defined as the spaces of all functions f ∈ Llocp (Rn) with finite quasi-norm
‖f‖Mλp,q =
( ∞∫
0
(
t−λ sup
x∈Rn
‖f‖Lp(B(x,t))
)q
dt
t
) 1
q
if 0 < p <∞, 0 < q 6∞, 0 6 λ 6 n
p
.
In Chapter 3 one of the main results is that the scale of the spaces LMλp,q(G, µ)
with fixed p is closed, like the scale of the spaces LMλp,q, under interpolation.
Namely, the following theorem holds.
Theorem 3.7. Let 0 < p, q0, q1, q 6∞, 0 < λ0, λ1 <∞, λ0 6= λ1, 0 < θ < 1,
Ω ⊂ Rn, µ be σ-finite Borel measure on Ω and G = {Gt}t>0 be family µ-
measurable sets Gt, satisfying (1.1). Then
(LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q = LM
λ
p,q(G, µ),
where λ = (1− θ)λ0 + θλ1.
This theorem implies, in particular, that Theorem A is valid for any λ0, λ1 >
0, and λ0 6= λ1 (without the restriction λ0, λ1 < np ).
Next we state a Marcinkiewicz-type interpolation theorem for Morrey-type
spaces. Its formulation requires the use of local Morrey-type spaces related to
any fixed point x ∈ Rn with the quasi-norm
‖f‖LMλp,q,x =
( ∞∫
0
(
t−λ‖f‖Lp(B(x,t))
)q dt
t
) 1
q
.
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Theorem 3.8. Let 0 < λ0 < λ1 <
n
p
, 0 < ν0 < ν1 <
n
q
, 0 < p, q <∞,
0 < σ 6∞, and let T be a linear operator. Suppose that for some M0,M1 > 0
the following inequalities hold for all x ∈ Rn
‖Tf‖
LM
λi
p,∞,x
6Mi‖f‖LMνiq,σ,x , i = 0, 1.
Then
‖Tf‖Mλp,τ 6 cM1−θ0 M θ1‖f‖Mνq,τ ,
where λ = (1− θ)λ0 + θλ1, ν = (1− θ)ν0 + θν1, 0 < τ 6∞, 0 < θ < 1, and c
depends only on the numerical parameters p, ν0, ν1, θ.
In particular, if τ =∞, then
‖Tf‖Mλp 6 cM1−θ0 M θ1‖f‖Mνq .
In Chapter 4 we consider much more general spaces Φλ,q(F ) obtained from
the definition of the spaces LMλp,q(G, µ) by replacing ||f ||Lp(Gt,µ) by an operator
F acting from some function space Z to the cone M↑ of non-negative non-
decreasing functions on (0,∞) and prove general interpolation theorem under
the appropriate assumptions on the operators
F0 : Z →M↑, F1 : Z →M↑, F : Z →M↑
and on the numerical parameters, namely the following theorem was proved.
Theorem 4.10. Let 0 < q0, q1, q 6∞, 0 < θ < 1.
1. If for some 0 < σ0, σ1, σ <∞ satisfying the conditions
1
σ
=
1− θ
σ0
+
θ
σ1
(1.2)
and
λ0σ0 6= λ1σ1, (1.3)
(F σ, F σ00 , F
σ1
1 ) is a triple of weak quasi-additive type, then
(Φλ0,q0(F0),Φλ1,q1(F1))θ,q ⊂ Φλ,q(F ),
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where λ = (1− θ)λ0 + θλ1.
2. If for some 0 < σ0, σ1, σ < ∞ satisfying conditions (1.2) and (1.3), the
triple (F σ00 , F
σ1
1 , F
σ) admits a weakly A-B majorizable decomposition, then
Φλ,q(F ) ⊂ (Φλ0,q0(F0),Φλ1,q1(F1))θ,q .
3. If the assumptions of both Part 1 and Part 2 are satisfied, then
(Φλ0,q0(F0),Φλ1,q1(F1))θ,q = Φλ,q(F ).
The definitions and basic properties of the notions used in this theorem are
given in Section 4.2. The proof of Theorem 4.10 is based on an interpolation
theorem for the cones of non-negative non-decreasing functions (Theorem 4.2).
Theorem 3.7 is a particular case of Theorem 4.10. Moreover, by appropri-
ately choosing the operators F0, F1 and F , one can obtain classical interpola-
tion theorems due to Stein-Weiss, Peetre, Caldero´n, Gilbert, Lizorkin, Freitag
and some of their new variants (Theorems 4.36, 4.38, 4.41, 4.43).
The results of the Thesis were presented at seminars at the L.N. Gumi-
lyov Eurasian National University (Astana), Lomonosov Moscow State Univer-
sity (Kazakhstan branch, Astana), Universita` degli Studi di Padova (Padova),
Center of mathematical researches of the Universitat Auto´noma de Barcelona
(Barcelona), International scientific conference ”Operators in Morrey-type spaces
and applications” (Kirs¸ehir), International scientific conference ”Spectral the-
ory of operators and its applications” (Ufa), the 9-th international ISAAC
Congress (Krako´w), and the results of Chapter 3 and 4 are published in
[14, 15, 16, 11, 9, 17, 10, 8, 7].
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Chapter 2
Morrey-type spaces
2.1 Morrey spaces Mλp . Definition and basic
properties.
In this section we consider Morrey spaces, their basic properties and inequali-
ties.
Let G ⊂ Rn be a Lebesgue measurable set and 0 < p 6 ∞. Lp(G) is
the standard Lebesgue space of all functions f Lebesgue measurable on G for
which
‖f‖Lp(G) =
(∫
G
|f(y)|pdy
) 1
p
if 0 < p <∞ and
‖f‖L∞(G) = ess sup y∈G|f(y)| ≡ inf
g⊂G:µ(g)=0
sup
y∈G\g
|f(y)|
if p =∞.
Let G ⊂ Rn be an open set. A function f ∈ Llocp (G) if f ∈ Lp(K) for any
compact K ⊂ G.
Morrey spaces were introduced by C. Morrey [29] in 1938 and defined as
follows: let 0 < p 6 ∞ and 0 6 λ 6 n
p
, then f ∈ Mλp if f ∈ Llocp (Rn) and the
9
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following norm is finite
‖f‖Mλp ≡ ‖f‖Mλp (Rn) = sup
x∈Rn
sup
r>0
r−λ‖f‖Lp(B(x,r)) <∞ , (2.1)
where B(x, r) is the open ball in Rn centered at the point x ∈ Rn of radius
r > 0.
Remark 2.1. In the quasi-norm (2.1) compared with the definition of classical
Morrey spaces in [29], we take r−λ instead of r−
λ
p and change the restrictions
on the parameter λ respectively. Also in [29] p ∈ [1,∞], but there is no problem
in extending the range of this parameter to (0,∞]. We also note that the space
Mλp is a Banach space for 1 6 p 6∞ and a quasi-Banach space for 0 < p < 1.
Note that f ∈ Mλp means that there exists c = c(f) > 0 such that for all
x ∈ Rn and all r > 0 we have
‖f‖Lp(B(x,r)) 6 crλ. (2.2)
The minimal possible value of c in (2.2) is ‖f‖Mλp .
For the sake of completeness we formulate the following statements.
Lemma 2.2. [5] Let 1 6 p 6 ∞. If λ = 0, then M0p = Lp(Rn) and if λ = np ,
then M
n/p
p = L∞(Rn).
Lemma 2.3. [6] Let 0 < p < ∞. If λ < 0 or λ > n
p
, then Mλp = Θ, where Θ
is the set of all functions equivalent to 0 on Rn.
Definition 2.4. A quasi-normed space M is continuously embedding to a
quasi-normed space M1, briefly, M ↪→M1, if and only if
1. M ⊂M1
2. ‖f‖M1 6 c‖f‖M
for all functions f ∈ M , where the constant c > 0 does not depend on a
function f .
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Lemma 2.5. [5] (i) If 1 6 p 6 q 6∞ and n
q
− ν = n
p
− λ, then Mνq ↪→Mλp .
(ii) Ho¨lder’s inequality in Morrey spaces: let 0 < p 6 p1, p2 6∞,
1
p1
+ 1
p2
= 1
p
, 0 6 λ1 6 np1 , 0 6 λ2 6
n
p2
, λ = λ1 + λ2. Then
||fg||Mλp 6 ||f ||Mλ1p1 ||g||Mλ2p2
for all functions f ∈Mλ1p1 and g ∈Mλ2p2 .
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2.2 Local Morrey-type spaces LMλp,q.
Let λ > 0 and 0 < p, q 6∞. Local Morrey-type spaces LMλp,q were defined in
[12] as the spaces of all functions f ∈ Llocp (Rn) for which
‖f‖LMλp,q(Rn) ≡ ‖f‖LMλp,q =
( ∞∫
0
(
r−λ‖f‖Lp(B(0,r))
)q dr
r
) 1
q
<∞
if 0 < q <∞ and
‖f‖LMλp,∞ = sup
r>0
r−λ‖f‖Lp(B(0,r)) <∞
if q =∞.
Remark 2.6. If λ = 0, q = ∞, then LM0p,∞ = Lp(Rn). If λ < 0, then
LMλp,q = Θ. Taking this fact into account, we will always assume that λ > 0
for q <∞ and λ > 0 for q =∞ when considering the spaces LMλp,q.
The relation to the Morrey spaces follows from
‖f‖Mλp = sup
x∈Rn
‖f(x+ ·)‖LMλp,∞ .
Now we consider some known examples of functions in local Morrey-type
spaces. For the sake of completeness we give appropriate proofs.
Example 2.7. Let β ∈ R, 0 < p <∞, 0 < q 6∞, 0 < λ < n
p
if q <∞, and
0 6 λ 6 n
p
if q =∞. Then |x|β /∈ LMλp,q for any β ∈ R for q <∞. If q =∞,
then |x|β ∈ LMλp,∞ ⇔ β = λ− np .
Indeed, if we consider |x|β in the space Lp(B(0, r)), then after change of
variables in the multiple integral, by simple calculations we get that
‖ |x|β‖Lp(B(0,r)) =
( ∫
B(0,r)
|x|βpdx
) 1
p
=
(
nυn
r∫
0
tβptn−1dt
) 1
p
=
(
nυn
βp+ n
) 1
p (
rβp+n
) 1
p = crβ+
n
p <∞⇔ β > −n
p
,
where c =
(
nυn
βp+n
) 1
p and υn is the volume of a unit ball in Rn.
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Hence
‖ |x|β‖LMλp,q =
( ∞∫
0
(
r−λcrβ+
n
p
)q dr
r
) 1
q
=∞ for any β ∈ R.
However, if q =∞, then
‖ |x|β‖LMλp,∞ = sup
r>0
r−λcrβ+
n
p <∞⇔ β = λ− n
p
.
Example 2.8. Let β ∈ R, 0 < p <∞, 0 < q 6∞, 0 < λ < n
p
if q <∞, and
0 6 λ 6 n
p
if q =∞. Then
|x|βχ
B(0,1)
(x) ∈ LMλp,q ⇔ β > λ−
n
p
if q <∞ and β > λ− n
p
if q =∞.
(Here χ
Ω
denotes the characteristic function of a set Ω ⊂ Rn.)
Indeed, similarly to Example 2.7 we have
‖ |x|βχ
B(0,1)
‖Lp(B(0,r)) =
( ∫
B(0,r)∩B(0,1)
|x|βpdx
) 1
p
=

( ∫
B(0,1)
|x|βpdx
) 1
p
, 1 < r <∞,( ∫
B(0,r)
|x|βpdx
) 1
p
, 0 < r 6 1
=

(
nυn
1∫
0
tβptn−1dt
) 1
p
= c, 1 < r <∞,
crβ+
n
p , 0 < r 6 1.
Hence
‖ |x|βχ
B(0,1)
‖LMλp,q =
( 1∫
0
(
r−λcrβ+
n
p
)q dr
r
) 1
q
<∞ ⇔ β > λ− n
p
if q <∞ and
‖ |x|βχ
B(0,1)
‖LMλp,∞ = sup
0<r61
r−λcrβ+
n
p <∞⇔ β > λ− n
p
.
Example 2.9. Let β, γ ∈ R, 0 < p, q 6 ∞, λ > 0 if q < ∞ and λ > 0 if
q =∞. Then
|x|β(1 + | ln |x||)γχ
B(0,1)
(x) ∈ LMλp,q
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⇔ β > λ−n
p
, γ ∈ R or β = λ−n
p
, γ < −1
q
for q <∞ and γ 6 0 for q =∞.
(2.3)
Indeed, after change of variables in the multiple integral, by simple calcu-
lations we get that
‖ |x|β(1 + | ln |x||)γ ‖Lp(B(0,r)) =
( ∫
B(0,r)
(
|x|β(1 + | ln |x||)γ
)p
dx
) 1
p
=
(
nυn
r∫
0
(
tβ(1 + ln t)γ
)p
tn−1dt
) 1
p
= c
((
rβ(1 + ln r)γ
)p
rn
) 1
p
.
Hence
‖ |x|β(1 + | ln |x||)γχ
B(0,1)
‖LMλp,q = c
( 1∫
0
(
r−λrβ(1 + ln r)γr
n
p
)q dr
r
) 1
q
<∞
if and only if condition (2.3) is satisfied.
Remark 2.10. For q = p, we have
LMλp,p = Lp,λ(Rn),
and
‖f‖LMλp,p = (λp)−
1
p‖f‖Lp,λ(Rn), (2.4)
where Lp,λ(Rn) is the weighted Lebesgue space of all functions f Lebesgue mea-
surable on Rn for which
‖f‖Lp,λ(Rn) = ‖f(y)|y|−λ‖Lp(Rn) <∞.
Proof. Let p 6 q. By applying the generalized Minkowski inequality in Lebesgue
space with mixed quasi-norms
‖ ‖F (x, y)‖Lp,x(Rn) ‖Lq,y(Rm) 6 ‖ ‖F (x, y)‖Lq,y(Rm) ‖Lp,x(Rn)
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we have
‖f‖LMλp,q =
∥∥∥‖r−λ− 1q |f(y)|χB(0,r)(y)‖Lp(Rn)∥∥∥
Lq(0,∞)
6
∥∥∥‖r−λ− 1q |f(y)|χB(0,r)(y)‖Lq(0,∞)∥∥∥
Lp(Rn)
=
∥∥∥|f(y)|‖r−λ− 1q ‖Lq(|y|,∞)∥∥∥
Lp(Rn)
= (λq)−
1
q ‖f(y)|y|−λ‖Lp(Rn) ≡ (λq)−
1
q ‖f‖Lp,λ(Rn).
Similarly, if q 6 p, then
‖f‖LMλp,q > (λq)−
1
q ‖f‖Lp,λ(Rn).
In particular, for p = q, we obtain equality (2.4).
There is a number of papers dealing with these types of spaces. We refer to
Burenkov, H.V. Guliyev and V.S. Guliyev [12], and survey papers by Burenkov
[5, 6].
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2.3 General local Morrey-type spaces LMλp,q(G, µ).
Let (Ω, µ) be a space with σ-finite Borel measure µ. Let G = {Gt}t>0 be a
family of µ-measurable subsets of Ω for which
Gt 6= Ω for some t > 0; Gt1 ⊂ Gt2 if 0 < t1 < t2 <∞ and
⋃
t>0
Gt = Ω.
(2.5)
Definition 2.11. Let 0 < p, q 6∞, and 0 < λ <∞ if q <∞ and 0 6 λ <∞
if q =∞. By LMλp,q(G, µ) we denote the space of all functions f µ-measurable
on Ω with finite quasi-norm
‖f‖LMλp,q(G,µ) =
( ∞∫
0
(
t−λ‖f‖Lp(Gt,µ)
)q dt
t
) 1
q
for q <∞ and
‖f‖LMλp,∞(G,µ) = sup
t>0
t−λ‖f‖Lp(Gt,µ)
for q =∞, where
‖f‖Lp(Gt,µ) =
(∫
Gt
|f(x)|pdµ
) 1
p
if p <∞, and
||f ||L∞(Gt,µ) = ess sup x∈Gt|f(x)| ≡ inf
g⊂Gt:µ(g)=0
sup
x∈Gt\g
|f(x)|
if p =∞.
The space LMλp,q(G, µ) is a one of the variants of general variant of local
Morrey-type spaces. The spaces LMλp,q clearly correspond to the case in which
Ω = Rn, Gt = B(0, t), t > 0, and µ is the Lebesgue measure on Rn.
Note that, for any family G of subsets of set Ω satisfying (2.5) and any
measure µ on Ω the space LMλp,q(G, µ) is non-trivial, i.e. consists not only on
functions µ-equivalent to 0 on Ω.
Indeed, if f ∈ Lp(G, µ), f is not µ-equivalent to 0 on Ω and let τ > 0 be
such that fχ
Ω\Gτ is not µ-equivalent to 0 on Ω. (Such τ > 0 exists, otherwise f
Morrey-type spaces 17
is µ-equivalent to 0 on Ω). Then the function fχ
Ω\Gτ ∈ LMλp,q(G, µ), because
||fχ
Ω\Gτ ||LMλp,q(G,µ) 6
 (λq)
− 1
q τ−λ||f ||Lp(G,µ), if q <∞,
τ−λ||f ||Lp(G,µ), if q =∞.
Spaces of such type with slightly different definitions and various operators
acting in these spaces were intensively studied in the last three decades. See
survey papers [5, 6, 24, 25, 35, 39, 40].
Note that general local Morrey-type spaces are very close to the net spaces
Np,q(M), which are sensitive to distribution of singularities of functions. The
method of net spaces was worked out which can be applied to the different
problems, including interpolation problems for Morrey-type spaces. A detailed
description of the method one can find in papers [30, 31, 32].
Next we discuss the following properties of the introduced spaces.
Theorem 2.12. (i) Let 0 < p0 6 p1 < ∞ and G = {Gt}t>0 be a family of
µ-measurable subsets such that for some c > 0 the inequality µ(Gt) 6 ctβ holds
for any β > 0. Then
LMλ1p1,q(G, µ) ↪→ LMλ0p0,q(G, µ),
where λ1 = λ0 − β( 1p0 − 1p1 ).
(ii) Let 0 < q0 < q1 6∞. Then the inequality
‖f‖LMλp,q1 (G,µ) 6 (λq0)
1
q0 ‖f‖LMλp,q0 (G,µ)
holds for all f ∈ LMλp,q0(G, µ), hence
LMλp,q0(G, µ) ↪→ LMλp,q1(G, µ). (2.6)
Proof. i) By using the Ho¨lder inequality for q = p1
p0
> 1, we get
‖f‖Lp0 (Gt,µ) 6
(∫
Gt
|f(x)|p0qdµ
) 1
p0q
(∫
Gt
dµ
) 1
p0q
′
= ‖f‖Lp1 (Gt,µ)
(
µ(Gt)
) p1−p0
p0p1 .
Applying the assumptions of the theorem, we get the required embedding since
‖f‖
LM
λ0
p0,q
(G,µ)
6 c
( ∞∫
0
(
t
−λ0+β( p1−p0p0p1 )‖f‖Lp1 (Gt,µ)
)q
dt
t
) 1
q
= c‖f‖
LM
λ1
p1,q
(G,µ)
.
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ii) First let q1 =∞. Then using the property (2.5) for t < τ , we have Gt ⊂ Gτ ,
hence
‖f‖LMλp,∞(G,µ) = sup
t>0
t−λ‖f‖Lp(Gt,µ) = (λq0)
1
q0 sup
t>0
( ∞∫
t
τ−λq0
dτ
τ
) 1
q0 ‖f‖Lp(Gt,µ)
6 (λq0)
1
q0 sup
t>0
( ∞∫
t
(
τ−λ‖f‖Lp(Gτ ,µ)
)q0 dτ
τ
) 1
q0
= (λq0)
1
q0 ‖f‖LMλp,q0 (G,µ). (2.7)
If q1 <∞, then it suffices to use in addition the interpolation inequality
‖f‖LMλp,q1 (G,µ) 6 (‖f‖LMλp,∞(G,µ))
1− q0
q1 (‖f‖LMλp,q0 (G,µ))
q0
q1
for q0 < q1 and inequality (2.7), which completes the proof.
Corollary 2.13. (i) Let 0 < p0 6 p1 <∞. Then
LMλ1p1,q ↪→ LMλ0p0,q,
where λ1 = λ0 − n( 1p0 − 1p1 ).
(ii) Let 0 < q0 < q1 6∞. Then
LMλp,q0 ↪→ LMλp,q1 . (2.8)
Proof. It suffices to replace a general measure µ by the Lebesgue measure and
the quasi-norm ‖f‖Lp(Gt,µ) by ‖f‖Lp(B(0,t)).
Remark 2.14. Note that Example 2.9 shows that embedding (2.8) is strict:
if 0 < q0 < q1 6 ∞ and − 1q0 < γ < − 1q1 , then |x|
λ−n
p (1 + | ln |x||)γχ
B(0,1)
(x)
belongs to the space LMλp,q0, but does not belong to the space LM
λ
p,q1
.
Theorem 2.15. (i) (Ho¨lder’s inequality for spaces LMλp,q(G, µ))
Let p, p0, p1 ∈ (0,∞], q, q0, q1 ∈ (0,∞], 1p = 1p0 + 1p1 , 1q = 1q0 + 1q1 , λ = λ0 + λ1,
then fg ∈ LMλp,q(G, µ) and
||fg||LMλp,q(G,µ) 6 ||f ||LMλ0p0,q0 (G,µ)||g||LMλ1p1,q1 (G,µ)
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for all functions f ∈ LMλ0p0,q0(G, µ) and g ∈ LMλ1p1,q1(G, µ).
(ii) (Minkowski’s inequality for spaces LMλp,q(G, µ))
Let 0 < p, q 6∞, then
||f + g||LMλp,q(G,µ) 6 c
(||f ||LMλp,q(G,µ) + ||g||LMλp,q(G,µ))
for all functions f ∈ LMλp,q(G, µ) and g ∈ LMλp,q(G, µ), where c > 0 depends
only on p and q.
If both p, q > 1, then
||f + g||LMλp,q(G,µ) 6 ||f ||LMλp,q(G,µ) + ||g||LMλp,q(G,µ).
Proof. i). Let f ∈ LMλ0p0,q0(G, µ), g ∈ LMλ1p1,q1(G, µ). By applying the gen-
eralized Ho¨lder inequality first to the inner then to the outer integrals, we
get
||fg||LMλp,q(G,µ) =
( ∞∫
0
(
t−λ||fg||Lp(Gt,µ))
)q
dt
t
) 1
q
6
( ∞∫
0
(
t−λ−
1
q ||f ||Lp0 (Gt,µ)||g||Lp1 (Gt,µ)
)q
dt
) 1
q
=
( ∞∫
0
(
t
−λ0− 1q0 ||f ||Lp0 (Gt,µ)t
−λ1− 1q1 ||g||Lp1 (Gt,µ)
)q
dt
) 1
q
6
( ∞∫
0
(
t
−λ0− 1q0 ||f ||Lp0 (Gt,µ)
)q0
dt
) 1
q0
( ∞∫
0
(
t
−λ1− 1q1 ||g||Lp1 (Gt,µ)
)q1
dt
) 1
q1
= ||f ||
LM
λ0
p0,q0
(G,µ)
||g||
LM
λ1
p1,q1
(G,µ)
.
ii). By applying the Minkowski inequality in Lebesgue space we get
||f + g||Lp(Gt,µ) 6 2(
1
p
−1)+(||f ||Lp(Gt,µ) + ||g||Lp(Gt,µ)),
where a+ = max{a, 0} for a ∈ R.
Next going to the norm in LMλp,q(G, µ), because of f ∈ LMλp,q(G, µ) and
g ∈ LMλp,q(G, µ), by applying the Minkowski inequality for 0 < q < ∞, we
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obtain
||f + g||LMλp,q(G,µ) 6
( ∞∫
0
(
t−λ−
1
q ||f ||Lp(Gt,µ) + t−λ−
1
q ||g||Lp(Gt,µ)
)q
dt
) 1
q
6 2(
1
p
−1)++( 1q−1)+
[( ∞∫
0
(
t−λ||f ||Lp(Gt,µ)
)q
dt
t
) 1
q
+
( ∞∫
0
(
t−λ||g||Lp(Gt,µ)
)q
dt
t
) 1
q
]
= 2(
1
p
−1)++( 1q−1)+
(||f ||LMλp,q(G,µ) + ||g||LMλp,q(G,µ)),
which completes the proof.
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2.4 Other variants of general local Morrey-
type spaces.
Example 2.16. Let 0 < p, q 6 ∞ and a > 0. Let v be a function positive,
locally absolutely continuous, strictly increasing on (a,∞) and such that v = 0
on (0, a], lim
t→a+
v(t) = α, lim
t→+∞
v(t) = ∞. Moreover, let µ be the Lebesgue
measure on Rn. If in Definition 2.11 we take λ = 1, Ω = Rn,
Gt =
 ∅, if 0 < t 6 α,B(0, v(−1)(t)), if α < t <∞
and
||f ||Lp(Gt) =
 0, if 0 < t 6 α,||f ||Lp(B(0,v(−1)(t))), if α < t <∞,
then the space LM1p,q(G, µ) is the space LM
v(·)
pq of all functions f ∈ Llocp (Rn)
with finite quasi-norm
||f ||LM1p,q(G,µ) =
( ∞∫
0
(
t−1||f ||Lp(Gt,µ)
)q dt
t
)1/q
=
( ∞∫
α
(
t−1||f ||Lp(B(0,v(−1)(t)))
)q dt
t
)1/q
= (v(−1)(t) = r) = ||f ||
LM
v(·)
pq
≡
( ∞∫
a
( ||f ||Lp(B(0,r))
v(r)
)q
dv(r)
v(r)
)1/q
.
A similar argument shows that for any 0 < λ <∞, LMλp,q(G, µ) = LM v
λ(·)
pq
and
||f ||LMλp,q(G,µ) = λ−
1
q ||f ||
LM
vλ(·)
pq
.
Note also that if
Gt(λ) =
 ∅, if 0 < t 6 a,B(0, (v 1λ )(−1)(t)), if α < t <∞,
then LM
1
λ
p,q(G(λ), µ) = LM
v(·)
pq and
||f ||
LM
1
λ
p,q(G(λ),µ)
= λ−
1
q ||f ||
LM
v(·)
pq
.
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Example 2.17. Let 0 < p, q 6∞, and let w be a positive measurable function
on (0,∞) such that ||w||Lq(t,∞) < ∞ for some t > 0. Set a = inf{t > 0 :
||w||Lq(t,∞) <∞} and let in Example 2.16
v(t) =
 0, if 0 < t 6 a,q− 1q ||w||−1Lq(t,∞), if a < t <∞
and α = lim
t→a+
q−
1
q ||w||−1Lq(t,∞). Clearly, if q < ∞, then limt→+∞ v(t) = ∞. If
q =∞, then, in order that this equality also hold, we shall assume, in addition,
that lim
t→+∞
||w||L∞(t,∞) = 0.
In this case LM1p,q(G, µ) = LMpq,w(·) – the general local Morrey-type space
of all functions f ∈ Llocp (Rn) with finite quasi-norm
||f ||LM1p,q(G,µ) = ||f ||LMpq,w(·) ≡ ||w(r)||f ||Lp(B(0,r)) ||Lq(0,∞),
because v−q−1(r)v′(r) = wq(r) for almost all r > a.
A similar argument shows that for any 0 < λ <∞
||f ||LMλp,q(G,µ) = λ−
1
q ||f ||LM
pq,wλ(·)
and LMλp,q(G, µ) = LMpq,wλ(·).
The space LMpq,w(·) were studied in a number of papers by V.I. Burenkov
and his coauthors. Usually this space is considered under slightly weaker
assumptions on w, namely it is assumed that w ∈ Ωq ⇔ w is non-negative
measurable on (0,∞), not equivalent to 0 on (t,∞) for all t > 0 and such that
||f ||Lq(t,∞) < ∞ for some t > 0. Recall that, given a function w non-negative
measurable on (0,∞) and not equivalent to 0 (t,∞) for all t > 0, the space
LMpq,w(·) is non-trivial, i.e. consists not only of functions equivalent to 0 if and
only if w ∈ Ωq. (See [5] for details.) So, w ∈ Ωq is a minimal natural assumption
on w when studying the spaces LMpq,w(·). See survey papers [5, 6, 24].
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2.5 Weighted Lebesgue spaces and general lo-
cal Morrey-type spaces.
In this subsection Ω ⊂ Rn, µ is a σ-finite Borel measure on Ω and w is a
µ-measurable positive function on Ω (weight function). By Lp(Ω, w, µ), where
0 < p 6∞, we denote the space of all µ-measurable functions on Ω for which
||f ||Lp(Ω,w,µ) =
( ∫
Ω
(w(x)|f(x)|)pdµ
) 1
p
<∞.
If w ≡ 1, then Lp(Ω, 1, µ) ≡ Lp(Ω, µ); if µ is the Lebesgue measure, then
Lp(Ω, w, µ) ≡ Lp(Ω, w) and Lp(Ω, µ) ≡ Lp(Ω).
Example 2.18. If 0 < p 6∞ and q =∞, then, for any family µ-measurable
subsets Gt of set Ω satisfying (2.5), LM
0
p,∞(G, µ) = Lp(Ω, µ) and
||f ||LM0p,∞(G,µ) = ||f ||Lp(Ω,µ).
Example 2.19. Let G = {Gt}t>0, where
Gt =
{
x ∈ Ω : w(x) > 1
t
}
.
Then condition (2.5) is satisfied and for any 0 < p 6 ∞ Lp(Ω, w, µ) =
LM1p,p(G, µ). Moreover, for any 0 < λ <∞, LMλp,p(G, µ) = Lp(Ω, wλ, µ) and
||f ||LMλp,p(G,µ) = (λp)−
1
p ||f ||Lp(Ω,wλ,µ).
Indeed, since the measure µ is σ-finite, then by applying Fubini’s theorem
we get
||f ||LMλp,p(G,µ) =
( ∞∫
0
(
t−λ||f ||Lp(Gt,µ)
)p
dt
t
) 1
p
=
( ∞∫
0
t−λp−1
( ∫
Gt
|f(x)|pdµ
)
dt
) 1
p
=
( ∫
Ω
( ∞∫
w(x)−1
t−λp−1dt
)
|f(x)|pdµ
) 1
p
= (λp)−
1
p
( ∫
Ω
(
wλ(x)|f(x)|)pdµ) 1p = (λp)− 1p ||f ||Lp(Ω,wλ,µ).
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Example 2.20. If in Example 2.19 w ≡ 1, then Gt = ∅ if t 6 1 and Gt = Ω
if t > 1. Therefore, for any 0 < p, q 6 ∞ and 0 < λ < ∞, LMλp,q(G, µ) =
Lp(Ω, µ) and
||f ||LMλp,q(G,µ) = (λq)−
1
q ||f ||Lp(Ω,µ).
Example 2.21. Let 0 < p 6 ∞, 0 < λ0, λ1 < ∞, λ0 6= λ1. Moreover, let
w0, w1 be positive µ-measurable functions on Ω, Gλ0,λ1 = {Gt,λ0,λ1}t>0,
Gt,λ0,λ1 = {x ∈ Ω : wα00 (x)wα11 (x) < t}, t > 0,
and for p <∞
dνλ0,λ1 =
(
wβ00 (x)w
β1
1 (x)
)p
dµ,
where
α0 =
1
λ1 − λ0 , α1 =
1
λ0 − λ1 , β0 =
λ1
λ1 − λ0 , β1 =
λ0
λ0 − λ1 .
Then
LMλ0p,p(Gλ0,λ1 , νλ0,λ1) = Lp(Ω, w0, µ), LM
λ1
p,p(Gλ0,λ1 , νλ0,λ1) = Lp(Ω, w1, µ)
and
‖f‖
LM
λ0
p,p(Gλ0,λ1 ,νλ0,λ1 )
= (λ0p)
− 1
p‖f‖Lp(Ω,w0,µ),
‖f‖
LM
λ1
p,p(Gλ0,λ1 ,νλ0,λ1 )
= (λ1p)
− 1
p‖f‖Lp(Ω,w1,µ).
Indeed, if p <∞, then
‖f‖p
LM
λ0
p,p(Gλ0,λ1 ,νλ0,λ1 )
=
∞∫
0
t−λ0p
( ∫
x∈Ω:wα00 (x)w
α1
1 (x)<t
(
|f(x)|wβ00 (x)wβ11 (x)
)p
dµ
)
dt
t
=
∫
Ω
|f(x)|pwβ0p0 (x)wβ1p1 (x)
( ∞∫
w
α0
0 (x)w
α1
1 (x)
t−λ0p−1dt
)
dµ
=
1
λ0p
∫
Ω
(|f(x)|w0(x))pdµ,
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because β0 − λ0α0 = 1, β1 − α1λ0 = 0, and
‖f‖p
LM
λ1
p,p(Gλ0,λ1 ,νλ0,λ1 )
=
∞∫
0
t−λ1p
( ∫
x∈Ω:wα00 (x)w
α1
1 (x)<t
(|f(x)|wβ00 (x)wβ11 (x))pdµ)dtt
=
∫
Ω
wβ0p0 (x)w
β1p
1 (x)|f(x)|p
( ∞∫
w
α0
0 (x)w
α1
1 (x)
t−λ1p−1dt
)
dµ
=
1
λ1p
∫
Ω
(|f(x)|w1(x))pdµ,
because β0 − λ1α0 = 0, β1 − α1λ1 = 1.
If p =∞, then we assume that
‖f‖
LM
λk∞,∞(Gλ0,λ1 ,νλ0,λ1 )
= ‖fwβ00 wβ11 ‖LMλk∞,∞(Gλ0,λ1 ,µ), k = 1, 2. (2.9)
Then
LMλ0∞,∞(Gλ0,λ1 , νλ0,λ1) = L∞(Ω, w0, µ), LM
λ1∞,∞(Gλ0,λ1 , νλ0,λ1) = L∞(Ω, w1, µ)
and
‖f‖
LM
λ0∞,∞(Gλ0,λ1 ,νλ0,λ1 )
= ‖f‖L∞(Ω,w0,µ), ‖f‖LMλ1∞,∞(Gλ0,λ1 ,νλ0,λ1 ) = ‖f‖L∞(Ω,w1,µ).
Indeed, by (2.9)
‖f‖
LM
λ0∞,∞(Gλ0,λ1 ,νλ0,λ1 )
=
∥∥∥t−λ0‖fwβ00 wβ11 ‖L∞({x∈Ω:wα00 (x)wα11 (x)<t},µ)∥∥∥L∞(0,∞)
=
∥∥∥fwβ00 wβ11 ‖t−λ0‖L∞(wα00 (x)wα11 (x),∞)∥∥∥L∞(Ω,µ)
= ‖fw0‖L∞(Ω,µ).
The proof of the second equality is similar.
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2.6 Generalized Morrey-type spaces Mλp,q.
In this section we introduce a new class of Morrey spaces, which include clas-
sical Morrey spaces and study their properties.
Definition 2.22. Let 0 < p < ∞, 0 < q 6 ∞, 0 6 λ 6 n
p
. We define the
generalized Morrey-type spaces Mλp,q as the spaces of all functions f ∈ Llocp (Rn)
for which
‖f‖Mλp,q ≡ ‖f‖Mλp,q(Rn) =
( ∞∫
0
(
t−λ sup
x∈Rn
‖f‖Lp(B(x,t))
)q
dt
t
) 1
q
<∞ (2.10)
if q <∞ and
‖f‖Mλp,∞ = sup
t>0
sup
x∈Rn
t−λ‖f‖Lp(B(x,t)) <∞
if q =∞.
Remark 2.23. Note that if λ < 0 or λ = 0 or λ > n
p
for q < ∞ and if
λ > n
p
for q = ∞, then Mλp,q = Θ [14]. Taking this fact into account, we will
always assume that 0 < λ < n
p
for q < ∞ and 0 6 λ 6 n
p
for q = ∞ when
considering the spaces Mλp,q. Thus in the sequel we shall always consider the
case 0 < λ < n
p
.
Note that if q =∞, then the space Mλp,q coincides with Morrey space, i.e.
Mλp,∞ = M
λ
p .
Let us discuss some properties of the space (2.10).
Theorem 2.24. (i) If 0 < p0 6 p1 < ∞, then Mλ1p1,q ↪→ Mλ0p0,q, where λ1 =
λ0 − n(p1−p0)p0p1 .
(ii) If 0 < q0 < q1 6∞, then Mλp,q0 ↪→Mλp,q1 .
Proof. i). Let f ∈ Mλ1p1,q. By applying the generalized Ho¨lder inequality and
taking into account that |B(x, t)| = υntn, where υn is the volume of a unit ball
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in Rn, we get
||f ||
M
λ0
p0,q
=
( ∞∫
0
(
t−λ0 sup
x∈Rn
‖f‖Lp0 (B(x,t))
)q
dt
t
) 1
q
6
( ∞∫
0
(
t−λ0 sup
x∈Rn
‖f‖Lp1 (B(x,t))|B(x, t)|
1
p0
− 1
p1
)q
dt
t
) 1
q
= υ
p1−p0
p0p1
n
( ∞∫
0
(
t
−(λ0−n(p1−p0)p0p1 ) sup
x∈Rn
‖f‖Lp1 (B(x,t))
)q
dt
t
) 1
q
= υ
p1−p0
p0p1
n ||f ||Mλ1p1,q ,
which implies the embedding Mλ1p1,q ↪→Mλ0p0,q.
ii). First let q1 =∞. Since, for t < τ , we have B(x, t) ⊂ B(x, τ), it follows
that
||f ||Mλp,∞ = sup
t>0
t−λ sup
x∈Rn
||f ||Lp(B(x,t))
= (λq0)
1
q0 sup
t>0
( ∞∫
t
τ−λq0
dτ
τ
) 1
q0
sup
x∈Rn
||f ||Lp(B(x,t))
6 (λq0)
1
q0 sup
t>0
( ∞∫
t
(
τ−λ sup
x∈Rn
||f ||Lp(B(x,τ))
)q0 dτ
τ
) 1
q0
= (λq0)
1
q0 ||f ||Mλp,q0 . (2.11)
If q1 <∞, then it suffices to use in addition the interpolation inequality
||f ||Mλp,q1 6 (||f ||Mλp,∞)
1− q0
q1 (||f ||Mλp,q0 )
q0
q1
for q0 < q1 and inequality (2.11). This completes the proof of the second part
of the theorem.
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Chapter 3
Interpolation theorems for
Morrey-type spaces
3.1 Interpolation theorem for spaces LMλp,q(G, µ).
Fundamental interpolation theorems such as the Riesz convexity theorem (1926),
the Thorin complex version of the Riesz theorem (1939) and the Marcinkiewicz
interpolation theorem (1939) are the basic models of the real interpolation
method of Peetre and the complex interpolation method of Caldero´n. Both
have found widespread application in functional analysis, approximation the-
ory, partial differential equations, calculus of variations, harmonic analysis.
More details can be found, for example, in the books by Bergh-Lo¨fstro¨m [2],
Brudnyi-Krein-Semenov [4] and Triebel [44].
Let T be a linear operator acting from Lp to Lq. T is a bounded operator
if the quantity
M = sup
f 6=0
‖Tf‖Lq
‖f‖Lp
is finite. The number M is called the norm of the operator T .
Let us recall the definition of the Lorentz space. Let f ∗ denote the non-
increasing rearrangement of the function f . By Lp,q we denote the Lorentz
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space of all functions f µ-measurable on Ω for which
||f ||Lp,q(Ω,µ) =
( ∞∫
0
(
t
1
pf ∗(t)
)q dt
t
) 1
q
, 1 6 p <∞, 1 6 q 6∞
(with the usual supremum interpretation when q =∞).
The following classical interpolation theorem is well known.
Theorem 3.1. (General Marcinkiewicz interpolation theorem [2, 28]).
Let 1 6 p0, p1, p, q0, q1, q 6 ∞ and 0 < r0, r1 6 ∞. Suppose that p0 6= p1,
q0 6= q1 and
T : Lp0,r0(U, dµ)→ Lq0,∞(V, dν) with the norm M0,
T : Lp1,r1(U, dµ)→ Lq1,∞(V, dν) with the norm M1.
Let 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and p 6 q. Then
T : Lp,r(U, dµ)→ Lq,r(V, dν), 0 < r 6∞
with the norm M 6 cM1−θ0 M θ1 , where θ ∈ (0, 1). In particular, if p 6 q, then
T : Lp(U, dµ)→ Lq(V, dν).
This interpolation theorem shows that the weaker boundedness of the op-
erator T at the extreme points ( 1
p0
, 1
q0
) and ( 1
p1
, 1
q1
) guarantee stronger bound-
edness of this operator for intermediate values. This interpolation result ap-
peared in the note of Marcinkiewicz [28] in 1939, however the proof of the
Marcinkiewicz theorem was published by Zigmund in 1956. The ideas of the
Marcinkiewicz theorem were reworked into the construction of the real inter-
polation method. Further many mathematicians investigated generalizations
of the Marcinkiewicz theorem for the abstract spaces.
Effective applications of the interpolation theory of operators first of all
are associated with various inequalities, for example, the Hausdorff-Young,
Hardy-Littlewood, Young-O’Neil inequalities.
The brief description of the real method for real Banach spaces and so-
called interpolation property is given below.
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Definition 3.2. Let A0, A1 be linear normed spaces. We say that these spaces
are compatible if there exists a linear topological space F, such that A0 and
A1 are its subspaces. In this case with A0 and A1 we can describe the sum∑
A = A0 + A1 and the intersection 4A = A0
⋂
A1. The sum of spaces
∑
A
consists of all elements a ∈ A, which can be represented as a = a0 + a1, where
a0 ∈ A0, a1 ∈ A1 with the norm
‖a‖∑A = inf
a=a0+a1
(‖a0‖A0 + ‖a1‖A1).
The intersection of the spaces 4A consists of all elements a ∈ A0 ∩ A1 with
the norm
‖a‖4A = max(‖a‖A0 , ‖a‖A1).
Real interpolation method (K-method) originates in the works of Lions
(1958). The important role in the development of the real method is played
by the papers by Lions and Peetre (1964).
Definition 3.3. Let A = (A0, A1) be a compatible couple of Banach spaces. A
space A is called an intermediate space between A0 and A1 if
A0 ∩ A1 ↪→ A ↪→ A0 + A1.
For a ∈∑A, let us define the following function on [0;∞)
K(t, a, A) = K(t, a) = inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1),
which is called the Peetre K-functional, where infimum is taking with respect
to all representations of the form a = a0 + a1, where a0 ∈ A0, a1 ∈ A1.
Let 0 < θ < 1, 1 6 q 6 ∞. Aθ,q is the space of all a ∈
∑
A with finite
norm
‖a‖Aθ,q =
( ∞∫
0
(t−θK(t, a))q
dt
t
) 1
q
if q <∞, and
‖a‖Aθ,∞ = sup
t>0
t−θK(t, a)
if q =∞.
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In this section we discuss the interpolation properties of general local
Morrey-type spaces.
The question of interpolation of classical Morrey spaces was devoted by
Stampacchia [41], Campanato and Murthy [19], Peetre [33]. In particular, in
[33] it is proved that
(Mλ0p ,M
λ1
p )θ,∞ ⊂Mλp ,
where λ = (1− θ)λ0 + θλ1. In Ruiz and Vega [36], Blasco, Ruiz and Vega [3]
it is proved that such inclusion is strict, i.e.
(Mλ0p ,M
λ1
p )θ,∞ 6= Mλp ,
which raised the problem of giving a complete description of the interpolation
spaces for the pair of Morrey spaces. This problem still remains open.
A more detailed investigation has been obtained quite recently by Lemarie´-
Rieusset in [26]. He proved that
(Mλ0p0 ,M
λ1
p1
)θ,∞ ⊂Mλp ,
where 1
p
= 1−θ
p0
+ θ
p1
and λ = (1− θ)λ0 + θλ1 holds if and only if p0 = p1.
It is proved that for general local Morrey-type spaces, in the case when
they have the same integrability parameter, the interpolation spaces are again
general local Morrey-type spaces with appropriately chosen parameters. In
particular, this is true in the so-called nondiagonal case, compared with the
classical Morrey spaces, i.e. the following result holds.
Theorem 3.4. Let 0 < p, q0, q1, q 6∞, 0 < λ0, λ1 <∞, λ0 6= λ1, 0 < θ < 1,
Ω ⊂ Rn, µ be σ-finite Borel measure on Ω and G = {Gt}t>0 be family µ-
measurable sets Gt, satisfying (2.5). Then
(LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q = LM
λ
p,q(G, µ),
where λ = (1− θ)λ0 + θλ1. Moreover, there exist c1, c2 > 0, depending only on
p, q0, q1, q, λ0, λ1 and θ, such that
c1||f ||LMλp,q(G,µ) 6 ||f ||(LMλ0p,q0 (G,µ),LMλ1p,q1 (G,µ))θ,q 6 c2||f ||LMλp,q(G,µ) (3.1)
for all f ∈ LMλp,q(G, µ).
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Remark 3.5. Important the fact that in inequality (3.1) c1 and c2 do not
depend on a family G and measure µ, that allows us to choose G and µ,
depending on the function f .
Proof. 1. First, let us prove that
(LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q ↪→ LMλp,q(G, µ).
Let f ∈ (LMλ0p,q0(G, µ), LMλ1p,q1(G, µ))θ,q and f = ϕ+ψ, where ϕ ∈ LMλ0p,q0(G, µ),
ψ ∈ LMλ1p,q1(G, µ). Applying the Minkowski inequality and taking the supre-
mum, we have
t−λ
(∫
Gt
|f(x)|pdµ
) 1
p
6 2(
1
p
−1)+t−λ
((∫
Gt
|ϕ(x)|pdµ
) 1
p
+
(∫
Gt
|ψ(x)|pdµ
) 1
p
)
= 2(
1
p
−1)+tλ0−λ
(
t−λ0
(∫
Gt
|ϕ(x)|pdµ
) 1
p
+ tλ1−λ0t−λ1
(∫
Gt
|ψ(x)|pdµ
) 1
p
)
6 2(
1
p
−1)+tλ0−λ
(
sup
s>0
s−λ0
(∫
Gs
|ϕ(x)|pdµ
) 1
p
+ tλ1−λ0 sup
s>0
s−λ1
(∫
Gs
|ψ(x)|pdµ
) 1
p
)
= 2(
1
p
−1)+tλ0−λ
(
||ϕ||
LM
λ0
p,∞(G,µ)
+ tλ1−λ0||ψ||
LM
λ1
p,∞(G,µ)
)
,
where x+ = max {0, x}.
By (2.6) we get that LMλp,q(G, µ) ↪→ LMλp,∞(G, µ), therefore
t−λ
(∫
Gt
|f(x)|pdµ
) 1
p
6 2(
1
p
−1)+tλ0−λ
(
||ϕ||
LM
λ0
p,∞(G,µ)
+ tλ1−λ0 ||ψ||
LM
λ1
p,∞(G,µ)
)
6 2(
1
p
−1)+tλ0−λ
(
(λ0q0)
1
q0 ||ϕ||
LM
λ0
p,q0
(G,µ)
+ (λ1q1)
1
q1 tλ1−λ0||ψ||
LM
λ1
p,q1
(G,µ)
)
6 c1t−θ(λ1−λ0)
(
||ϕ||
LM
λ0
p,q0
(G,µ)
+ tλ1−λ0||ψ||
LM
λ1
p,q1
(G,µ)
)
,
where c1 = 2
( 1
p
−1)+ max
{
(λ0q0)
1
q0 , (λ1q1)
1
q1
}
. Since f = ϕ+ ψ, we obtain
t−λ
(∫
Gt
|f(x)|pdµ
) 1
p
6 c1t−θ(λ1−λ0)K(tλ1−λ0 , f)
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and
||f ||LMλp,q(G,µ) =
( ∞∫
0
(
t−λ
(∫
Gt
|f(x)|pdµ
) 1
p
)q
dt
t
) 1
q
6 c1
( ∞∫
0
(
t−θ(λ1−λ0)K(tλ1−λ0 , f)
)q
dt
t
) 1
q
.
Changing the variable tλ1−λ0 to s, we obtain
||f ||LMλp,q(G,µ) 6 c1|λ1 − λ0|
− 1
q
( ∞∫
0
(s−θK(s, f))q
ds
s
) 1
q
= c1|λ1 − λ0|−
1
q ||f ||
(LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ))θ,q
.
2. Next, let λ0 < λ1. Let us prove that
LMλp,q(G, µ) ↪→ (LMλ0p,q0(G, µ), LMλ1p,q1(G, µ))θ,q.
Let f ∈ LMλp,q(G, µ) and t > 0. Set for x ∈ Rn
ϕt(x) =
 f(x), x ∈ Gt0, x ∈ Ω \Gt
and
ψt(x) = f − ϕt(x).
Then, applying the change of variables s = tλ1−λ0 , we get
‖f‖(
LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ)
)
θ,q
=
( ∞∫
0
(s−θK(s, f))q
ds
s
) 1
q
= |λ1 − λ0|
1
q
( ∞∫
0
(
t−(λ1−λ0)θK(tλ1−λ0 , f)
)q
dt
t
) 1
q
.
Let us estimate ||ϕt||LMλ0p,q0 (G,µ) and apply the Minkowski inequality. Since
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|ϕt(x)| = |f(x)|, x ∈ Gt and |ϕt(x)| = 0, x /∈ Gt, then
||ϕt||LMλ0p,q0 (G,µ) =
( ∞∫
0
(
s−λ0
(∫
Gs
|ϕt(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
6 2(
1
q0
−1)+
( t∫
0
(
s−λ0
(∫
Gs
|ϕt(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
+
( ∞∫
t
(
s−λ0
(∫
Gs
|ϕt(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
= 2
( 1
q0
−1)+
(( t∫
0
(
s−λ0
(∫
Gs
|f(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
+
( ∞∫
t
(
s−λ0
(∫
Gs
|ϕt(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
)
.
Let us consider the second integral and note that by (2.5) Gt are expanding
sets, then
( ∞∫
t
(
s−λ0
(∫
Gs
|ϕt(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
=
( ∞∫
t
(
s−λ0
(∫
Gt
|f(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
=
(∫
Gt
|f(x)|pdµ
) 1
p t−λ0
(λ0q0)
1
q0
= c2t
−λ0+λ1t−λ1
(∫
Gt
|f(x)|pdµ
) 1
p
= c2t
−λ0+λ1 (λ1q1)
1
q1
( ∞∫
t
(s−λ1)q1
ds
s
) 1
q1
(∫
Gt
|f(x)|pdµ
) 1
p
6 c3tλ1−λ0
( ∞∫
t
(
s−λ1
(∫
Gs
|f(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
,
where c2 =
1
(λ0q0)
1
q0
, c3 = c2 (λ1q1)
1
q1 . Hence
||ϕt||LMλ0p,q0 (G,µ) 6 c4
(
J1(t) + t
λ1−λ0J2(t)
)
,
36 INTERPOLATION THEOREMS FOR MORREY-TYPE SPACES
where
J1(t) =
( t∫
0
(
s−λ0
(∫
Gs
|f(x)|pdµ
) 1
p
)q0 ds
s
) 1
q0
,
J2(t) =
( ∞∫
t
(
s−λ1
(∫
Gs
|f(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
and c4 = 2
( 1
q0
−1)+ max {c3, 1}.
Next, let us estimate ||ψt||LMλ1p,q1 (G,µ). Since ψt(x) = 0 if s < t and x ∈ Gs,
and |ψt(x)| 6 |f(x)| otherwise, therefore
||ψt||LMλ1p,q1 (G,µ) =
( ∞∫
0
(
s−λ1
(∫
Gs
|ψt(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
6 2(
1
q1
−1)+
(( t∫
0
(
s−λ1
(∫
Gs
|ψt(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
+
+
( ∞∫
t
(
s−λ1
(∫
Gs
|ψt(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
)
6 2(
1
q1
−1)+
( ∞∫
t
(
s−λ1
(∫
Gs
|f(x)|pdµ
) 1
p
)q1 ds
s
) 1
q1
.
Hence ||ψt||LMλ1p,q1 (G,µ) 6 2
( 1
q1
−1)+J2(t).
Thus,
K(tλ1−λ0 , f) 6 c5(J1(t) + tλ1−λ0J2(t)),
where c5 = c4 + 2
( 1
q1
−1)+ , and therefore
||f ||
(LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ))θ,q
6 c5|λ1 − λ0|
1
q 2(
1
q
−1)+(I1 + I2),
where
Iq01 =
( ∞∫
0
(
t−θ(λ1−λ0)q0
t∫
0
s−λ0q0−1
(∫
Gs
|f(x)|pdµ
) q0
p
ds
) q
q0 dt
t
) q0
q
and
Iq12 =
( ∞∫
0
(
t(1−θ)(λ1−λ0)q1
∞∫
t
s−λ1q1−1
(∫
Gs
|f(x)|pdµ
) q1
p
ds
) q
q1 dt
t
) q1
q
.
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3. Applying the Hardy inequality in the form
∥∥∥∥
t∫
0
g(η)dη
∥∥∥∥
LMνp,σ(G,µ)
6 1|ν| ||g(t)||LMν−1p,σ (G,µ) (3.2)
and ∥∥∥∥
∞∫
t
g(η)dη
∥∥∥∥
LMνp,σ(G,µ)
6 1|ν| ||g(t)||LMν−1p,σ (G,µ), (3.3)
where σ > 1, ν > 0 in (3.2) and ν < 0 in (3.3), and g is nonnegative measurable
function on (0,∞).
3.1. Assume that q0, q1 6 q. If λ0 < λ1, then by inequality (3.2) with
ν = θ(λ1 − λ0)q0 > 0, we have
Iq01 6 (θ(λ1 − λ0)q0)−1
( ∞∫
0
(
t−λ
(∫
Gt
|f(x)|pdµ
) 1
p
)q
dt
t
) q0
q
,
which implies
I1 6 (θ(λ1 − λ0)q0)−
1
q0 ||f ||LMλp,q(G,µ).
Applying inequality (3.3) with ν = (1−θ)(λ0−λ1)q1 < 0, similar considerations
yield
I2 6 ((1− θ)(λ1 − λ0)q1)−
1
q1 ||f ||LMλp,q(G,µ).
Therefore,
||f ||(
LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ)
)
θ,q
6 c7||f ||LMλp,q(G,µ),
where c7 depends only on q0, q1, q, λ0, λ1, θ.
3.2. In general case for 0 < q0, q1 6∞ set τ0 = min{q0, q}, τ1 = min{q1, q}.
By Theorem 2.12 and Steps 2 and 3.1
||f ||(
LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ)
)
θ,q
6 max{(λ0q0)
1
τ0
− 1
q0 , (λ1q1)
1
τ1
− 1
q1 }||f ||(
LM
λ0
p,τ0
(G,µ),LM
λ1
p,τ1
(G,µ)
)
θ,q
6 c8||f ||LMλp,q(G,µ),
where c8 = max{(λ0q0)
1
τ0
− 1
q0 , (λ1q1)
1
τ1
− 1
q1 } · c˜7, and c˜7 is obtained from c7 by
replacing q0, q1 by τ0, τ1.
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4. If λ1 < λ0, then by Steps 2-3 we get that
||f ||(
LM
λ0
p,q0
(G,µ),LM
λ1
p,q1
(G,µ)
)
θ,q
= ||f ||(
LM
λ1
p,q1
(G,µ),LM
λ0
p,q0
(G,µ)
)
1−θ,q
6 c9||f ||LMλp,q(G,µ),
where c9 is obtained from c8 λ0, λ1, q0, q1, θ by λ1, λ0q1, q0, 1− θ, because
(1− (1− θ))λ1 + (1− θ)λ0 = λ.
Thus, the theorem is proved under assumption q <∞. If q =∞, then the
proof follows the same lines in which the integrals should be replaced by the
corresponding upper bounds. This completes the proof of the theorem.
Corollary 3.6. Let 0 < p, q0, q1, q 6∞, 0 < λ0, λ1 <∞, λ0 6= λ1, 0 < θ < 1.
Then (
LMλ0p,q0 , LM
λ1
p,q1
)
θ,q
= LMλp,q,
where λ = (1− θ)λ0 + θλ1.
Proof. Let G = {B(0, t}t>0 and µ is Lebesgue measure on Rn. Then(
LMλ0p,q0 , LM
λ1
p,q1
)
θ,q
= (LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q = LM
λ
p,q(G, µ) = LM
λ
p,q.
Remark 3.7. Compared with Corollary 3.6 in Theorem A there are additional
assumptions on λ0 and λ1: λ0, λ1 <
n
p
if q <∞ and λ0, λ1 6 np if q =∞. They
appeared because in [13] in the proof of Theorem A the equality LMλp,q = L˜M
λ
p,q
was used where L˜M
λ
p,q is the space of all functions f ∈ Llocp (Rn) such that
‖f‖
L˜M
λ
p,q
=
(∫ ∞
0
(
r−λ‖f‖L˜p(B(0,r))
)q dr
r
) 1
q
<∞ ,
where
‖f‖L˜p(B(x,r)) = |B(x, r)|
1
p sup
ρ>r
(
1
|B(x, ρ)|
∫
B(x,ρ)
|f |pdy
) 1
p
,
and |B(x, t)| is the Lebesgue measure of the ball B(x, t), and this equality holds
only under the additional assumptions on λ0 and λ1 mentioned above.
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3.2 Marcinkiewicz-type interpolation theorem
for spaces Mλp,q.
For the proof of the Marcinkiewicz-type interpolation theorem we need a local
variant of Mλp,q, which was defined in [22] for all x ∈ Rn as follows:
‖f‖LMλp,q,x =
( ∞∫
0
(
t−λ‖f‖Lp(B(x,t))
)q dt
t
) 1
q
if 0 < q <∞, and with the usual supremum interpretation when q =∞.
Remark 3.8. Here we consider the local Morrey-type spaces for a fixed
x ∈ Rn, in which case for f ∈ Lp(Rn)∩LMλp,q,x the behavior of the quasi-norm
‖f‖Lp(B(x,t)) is important only in a neighborhood of the point x. In contrast
to this if f ∈ Lp(Rn) ∩ Mλp,q, then the uniform in x ∈ Rn behavior of the
quasi-norm ‖f‖Lp(B(x,t)) is assumed.
Next we state our following result.
Theorem 3.9. Let 0 < λ0 < λ1 <
n
p
, 0 < ν0 < ν1 <
n
q
, 0 < p, q <∞,
0 < σ 6∞, and let T be a linear operator. Suppose that for some M0,M1 > 0
the following inequalities hold for all x ∈ Rn
‖Tf‖
LM
λi
p,∞,x
6Mi‖f‖LMνiq,σ,x , i = 0, 1. (3.4)
Then
‖Tf‖Mλp,τ 6 cM1−θ0 M θ1‖f‖Mνq,τ ,
where λ = (1− θ)λ0 + θλ1, ν = (1− θ)ν0 + θν1, 0 < τ 6∞, 0 < θ < 1, and c
depends only on the numerical parameters p, ν0, ν1, θ.
In particular, if τ =∞, then
‖Tf‖Mλp 6 cM1−θ0 M θ1‖f‖Mνq .
Proof. We shall give the proof for σ = 1, the general case 0 < σ 6 ∞ being
similar. Let f ∈ Mνq,τ . Set γ = λ0−λ1ν0−ν1 > 0. For every x ∈ Rn and c > 0 we
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define the functions
f0(y) =
 f(y), y ∈ B(x, ctγ),0, y /∈ B(x, ctγ)
and
f1(y) =
 0, y ∈ B(x, ctγ),f(y), y /∈ B(x, ctγ). (3.5)
Then f(y) = f0(y) + f1(y), and we have
||Tf ||Mλp,τ =
( ∞∫
0
(
t−λ sup
x∈Rn
‖Tf‖Lp(B(x,t))
)τ
dt
t
)1/τ
=
( ∞∫
0
(
t−λ sup
x∈Rn
( ∫
B(x,t)
|T (f0 + f1)(y)|pdy
) 1
p
)τ
dt
t
)1/τ
.
By the linearity of the operator T the application of the Minkowski in-
equality yields
||Tf ||Mλp,τ 6
(∫ ∞
0
(
t−λ sup
x∈Rn
2(
1
p
−1)+(tλ0t−λ0‖Tf0‖Lp(B(x,t))
+ tλ1t−λ1‖Tf1‖Lp(B(x,t)))
)τ
dt
t
)1/τ
6 2(
1
p
−1)+
( ∞∫
0
(
t−λ sup
x∈Rn
(
tλ0 ||Tf0||LMλ0p,∞,x + t
λ1||Tf1||LMλ1p,∞,x
))τ dt
t
)1/τ
.
Applying condition (3.4), we obtain
||Tf ||Mλp,τ 6 2(
1
p
−1)+
(∫ ∞
0
(
t−λ sup
x∈Rn
(
tλ0M0||f0||LMν0q,1,x +
+tλ1M1||f1||LMν1q,1,x
))τ dt
t
)1/τ
. (3.6)
First we estimate the norm ||f0||LMν0q,1,x :
||f0||LMν0q,1,x =
ctγ∫
0
s−ν0‖f0‖Lq(B(x,s))
ds
s
+
∞∫
ctγ
s−ν0‖f0‖Lq(B(x,s))
ds
s
.
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Note, that f0(y) = f(y) if s < ct
γ and y ∈ B(x, ctγ), otherwise f0(y) = 0.
Therefore
||f0||LMν0q,1,x ≡ J1(s) + ‖f‖Lq(B(x,ctγ))
∞∫
ctγ
s−ν0
ds
s
,
where
J1(s) =
ctγ∫
0
s−ν0||f ||Lq(B(x,s))
ds
s
.
Since B(x, ctγ) ⊂ B(x, s) if ctγ 6 s, we have
‖f‖Lq(B(x,ctγ))
∞∫
ctγ
s−ν0
ds
s
= ‖f‖Lq(B(x,ctγ))
1
ν0
c−ν0t−ν0γ
= ‖f‖Lq(B(x,ctγ))
1
ν0
c−ν0t−ν0γ−ν1γ+ν1γ
= ‖f‖Lq(B(x,ctγ))
ν1
ν0
c−ν0+ν1t−ν0γ+ν1γ
( ∞∫
ctγ
s−ν1
ds
s
)
6 c1tγ(ν1−ν0)
( ∞∫
ctγ
s−ν1‖f‖Lq(B(x,s))
ds
s
)
≡ c1tγ(ν1−ν0)J2(s),
where
J2(s) =
( ∞∫
ctγ
s−ν1 ||f ||Lq(B(x,s))
ds
s
)
and c1 =
ν1
ν0
c(ν1−ν0). Hence,
||f0||LMν0q,1,x 6 J1(s) + c1t
γ(ν1−ν0)J2(s). (3.7)
Next we estimate ||f1||LMν1q,1,x and by (3.5) we get
||f1||LMν1q,1,x =
ctγ∫
0
s−ν1‖f1‖Lq(B(x,s))
ds
s
+
∞∫
ctγ
s−ν1‖f1‖Lq(B(x,s))
ds
s
= J2(s). (3.8)
Combining (3.7), (3.8) into (3.6), we get
||Tf ||Mλp,τ 6 2(
1
p
−1)+
( ∞∫
0
(
sup
x∈Rn
(
t−λ+λ0M0(J1(s) + c1tγ(ν1−ν0)J2(s))
+t−λ+λ1M1J2(s)
))τ dt
t
)1/τ
.
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Since
−λ+ λ0 = −(1− θ)λ0 − θλ1 + λ0 = θ(λ0 − λ1)
and
−λ+ λ1 = −(1− θ)(λ0 − λ1),
therefore
||Tf ||Mλp,τ 6 2(
1
p
−1)+
( ∞∫
0
(
sup
x∈Rn
(
tθ(λ0−λ1)M0(J1(s) + c1tγ(ν1−ν0)J2(s))
+t−(1−θ)(λ0−λ1)M1J2(s)
))τ dt
t
) 1
τ
.
Making the change of variable ctγ = y and noting that γ = λ0−λ1
ν0−ν1 > 0, we
get
||Tf ||Mλp,τ
6 2(
1
p
−1)+
( ∞∫
0
(
M0c
−θ(ν0−ν1)yθ(ν0−ν1)
y∫
0
s−ν0 sup
x∈Rn
||f ||Lq(B(x,s))
ds
s
+ c1M0c
(1−θ)(ν0−ν1)y−(1−θ)(ν0−ν1)
∞∫
y
s−ν1 sup
x∈Rn
||f ||Lq(B(x,s))
ds
s
+ M1c
(1−θ)(ν0−ν1)y−(1−θ)(ν0−ν1)
∞∫
y
s−ν1 sup
x∈Rn
||f ||Lq(B(x,s))
ds
s
)τ
dy
y
)1/τ
.
Next we make the change of variable s = ty in the inner integral and obtain
||Tf ||Mλp,τ
6 2(
1
p
−1)+
( ∞∫
0
(
M0c
−θ(ν0−ν1)
1∫
0
t−ν0yθ(ν0−ν1)−ν0 sup
x∈Rn
||f ||Lq(B(x,ty))
dt
t
+ c1M0c
(1−θ)(ν0−ν1)
∞∫
1
t−ν1y−(1−θ)(ν0−ν1)−ν1 sup
x∈Rn
||f ||Lq(B(x,ty))
dt
t
+ M1c
(1−θ)(ν0−ν1)
∞∫
1
t−ν1y−(1−θ)(ν0−ν1)−ν1 sup
x∈Rn
||f ||Lq(B(x,ty))
dt
t
)τ
dy
y
)1/τ
.
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Applying the generalized Minkowski inequality with 0 < τ 6∞ and noting
that
θ(ν0 − ν1)− ν0 = −ν, −(1− θ)(ν0 − ν1)− ν1 = −ν,
we obtain
||Tf ||Mλp,τ
6 2(
1
p
−1)+
(
M0c
−θ(ν0−ν1)
1∫
0
t−ν0
( ∞∫
0
(
y−ν sup
x∈Rn
||f ||Lq(B(x,ty))
)τ
dy
y
)1/τ
dt
t
+ c1M0c
(1−θ)(ν0−ν1)
∞∫
1
t−ν1
( ∞∫
0
(
y−ν sup
x∈Rn
||f ||Lq(B(x,ty))
)τ
dy
y
)1/τ
dt
t
+ M1c
(1−θ)(ν0−ν1)
∞∫
1
t−ν1
( ∞∫
0
(
y−ν sup
x∈Rn
||f ||Lq(B(x,ty))
)τ
dy
y
)1/τ
dt
t
)
.
Making again the change of variables ty = s, we get
||Tf ||Mλp,τ
6 2(
1
p
−1)+
(
M0c
−θ(ν0−ν1)
1∫
0
1
t−θ(ν1−ν0)
( ∞∫
0
(
s−ν sup
x∈Rn
||f ||Lq(B(x,s))
)τ
ds
s
)1/τ
dt
t
+ c1M0c
(1−θ)(ν0−ν1)
∞∫
1
1
t(1−θ)(ν1−ν0)
( ∞∫
0
(
s−ν sup
x∈Rn
||f ||Lq(B(x,s))
)τ
ds
s
)1/τ
dt
t
+ M1c
(1−θ)(ν0−ν1)
∞∫
1
1
t(1−θ)(ν1−ν0)
( ∞∫
0
(
s−ν sup
x∈Rn
||f ||Lq(B(x,s))
)τ
ds
s
)1/τ
dt
t
)
.
So, we obtain the estimate for all 0 < c <∞
||Tf ||Mλp,τ 6 2(
1
p
−1)+
(
M0c
−θ(ν0−ν1)||f ||Mνq,τ +
ν1
ν0
M0c
−θ(ν0−ν1)||f ||Mνq,τ +
+ M1c
(1−θ)(ν0−ν1)||f ||Mνq,τ
)
6 c2
(
M0c
−θ(ν0−ν1) +M1c(1−θ)(ν0−ν1)
) ||f ||Mνq,τ ,
where c2 = 2
( 1
p
−1)+(1 + ν1
ν0
).
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Consider the function ϕ(c) = M0c
−a0 +M1ca1 , a0, a1 < 0. Note that
min
c>0
ϕ(c) = min
c>0
{M0c−a0 +M1ca1}.
In our case a0 = θ(ν0 − ν1), a1 = (1− θ)(ν0 − ν1), hence
min
c>0
{M0c−θ(ν0−ν1) +M1c(1−θ)(ν0−ν1)} = c3M1−θ0 M θ1 ,
where c3 =
(
θ
1−θ
)−θ
+
(
θ
1−θ
)1−θ
. Finally, we obtain that
||Tf ||Mλp,τ 6 c4M1−θ0 M θ1 ||f ||Mνq,τ ,
where c4 depends only on the parameters p, ν0, ν1, θ, and the proof of the
theorem is completed.
Chapter 4
General interpolation theorem
The aim of this chapter is generalization of the description of interpolation
spaces for the pair of general local Morrey-type spaces given in Theorem 3.4
to much more general spaces.
4.1 Interpolation theorem for cones of non-
negative non-decreasing functions.
Let 0 < p 6 ∞, Ω be a Lebesgue measurable set in Rn, and w be a weight
function on Ω, i.e. w is a non-negative Lebesgue measurable function on Ω.
By Lp(Ω, w) we denote the space of all functions f Lebesgue measurable on Ω
for which
||f ||Lp(Ω,w) = ||fw||Lp(Ω) <∞,
where
||fw||Lp(Ω) =
( ∞∫
0
(|f(x)|w(x))p dx
) 1
p
if p <∞, and
||fw||L∞(Ω) = ess sup x∈Ω|f(x)|w(x)
if p =∞. (If w ≡ 1, then Lp(Ω, 1) ≡ Lp(Ω)).
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Moreover, given λ ∈ R, by Φλ,p we denote the space Lp((0,∞), t−λ−
1
p ), i.e.
the space of all functions ϕ Lebesgue measurable on (0,∞) for which
||ϕ||Φλ,p =
( ∞∫
0
(
t−λ|ϕ(t)|)p dt
t
) 1
p
<∞
if p <∞, and
||ϕ||Φλ,∞ = ess sup x∈(0,∞)t−λ|ϕ(t)| <∞
if p =∞.
Finally, for 0 < λ < ∞ if p < ∞, and for 0 6 λ < ∞ if p = ∞, let
Φ↑λ,p denote the subspace of Φλ,p consisting of all functions ϕ ∈ Φλ,p which are
non-negative and non-decreasing on (0,∞), i.e. 1
Φ↑λ,p = Φλ,p ∩M↑,
where M↑ is the cone of all functions ϕ non-negative and non-decreasing on
(0,∞).
For 0 < λ0, λ1 < ∞ and 0 < p0, p1 6 ∞ by K (Φλ0,p0 ,Φλ1,p1 , ϕ) we denote
the standard K-functional for t > 0:
K (Φλ0,p0 ,Φλ1,p1 , ϕ) (t) = infϕ=ϕ0+ϕ1
ϕ0∈Φλ0,p0 , ϕ1∈Φλ1,p1
(
‖ϕ0‖Φλ0,p0 + t‖ϕ1‖Φλ1,p1
)
and by K
(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
, ϕ
)
we denote a variant of the standard K-functional
defined for functions ϕ ∈ Φ↑λ0,p0 + Φ↑λ1,p1 and t > 0 by
K
(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
, ϕ
)
(t) = inf
ϕ=ϕ0+ϕ1
ϕ0∈Φ↑λ0,p0 , ϕ1∈Φ
↑
λ1,p1
(
‖ϕ0‖Φλ0,p0 + t‖ϕ1‖Φλ1,p1
)
.
Note that, in contrast to the standard K-functional, the infimum is taken
with respect to all representations ϕ = ϕ0 + ϕ1 of a function ϕ non-negative
and non-decreasing on (0,∞) as the sum of functions ϕ0 ∈ Φ↑λ0,p0 , ϕ1 ∈ Φ↑λ1,p1 ,
which are also non-negative and non-decreasing on (0,∞).
1In the sequel we shall always assume, without stating this specially, that 0 < λ <∞ if
p <∞ and 0 6 λ <∞ if p =∞ when considering the spaces Φ↑λ,p.
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Let, for s > 0 and a function ϕ ∈ M↑, the functions Asϕ and Bsϕ be
defined by
Asϕ(t) =
 ϕ(t), if 0 < t 6 s,ϕ(s), if t > s,
and
Bsϕ(t) = ϕ(t)χ(s,∞)(t), t > 0,
where χ
(s,∞) is the characteristic function of the interval (s,∞).
Clearly that
(I − As)ϕ 6 Bsϕ.
Note that Asϕ and Bsϕ are non-negative and non-deacresing functions.
Furthermore, given 0 < θ < 1, 0 < q 6 ∞, by (Φλ0,p0 ,Φλ1,p1)θ,q and(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
)
θ,q
we denote the interpolation spaces of all functions ϕ Lebesgue
measurable on (0,∞) for which
||ϕ||(Φλ0,p0 ,Φλ1,p1)θ,q = ||K(Φλ0,p0 ,Φλ1,p1 , ϕ)||Φθ,q <∞,
and
||ϕ||(Φ↑λ0,p0 ,Φ↑λ1,p1)θ,q = ||K(Φ
↑
λ0,p0
,Φ↑λ1,p1 , ϕ)||Φθ,q <∞
respectively.
Lemma 4.1. Let 0 < p0 < p1 6∞ and 0 < λ <∞. Then
Φ↑λ,p0 ↪→ Φ↑λ,p1 .
Moreover,
||ϕ||Φλ,p1 6 (λp0)
1
p0
− 1
p1 ||ϕ||Φλ,p0 (4.1)
for all functions ϕ ∈ Φ↑λ,p0.
Proof. First let p1 = ∞. Then by the monotonicity of the function ϕ ∈ Φ↑λ,p0
it follows that
||ϕ||Φλ,∞ = sup
t>0
t−λϕ(t) = (λp0)
1
p0 sup
t>0
( ∞∫
t
τ−λp0
dτ
τ
) 1
p0
ϕ(t)
6 (λp0)
1
p0 sup
t>0
( ∞∫
t
(
τ−λϕ(τ)
)p0 dτ
τ
) 1
p0
= (λp0)
1
p0 ||ϕ||Φλ,p0 .
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If p1 <∞, then it suffices to use in addition the interpolation inequality
||ϕ||Φλ,p1 6 (||ϕ||Φλ,∞)
1− p0
p1 (||ϕ||Φλ,p0 )
p0
p1 ,
which completes the proof.
Theorem 4.2. Let 0 < p0, p1, q 6∞, 0 < θ < 1. Then(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
)
θ,q
= Φ↑λ,q, (4.2)
where λ0 6= λ1 and λ = (1 − θ)λ0 + θλ1. Moreover, there exist c1, c2 > 0
depending only on p0, p1, q, λ0, λ1, θ such that
c1||ϕ||Φλ,q 6 ||ϕ||(Φ↑λ0,p0 ,Φ↑λ1,p1)θ,q (4.3)
6 min{‖ inf
s>0
(
||Asϕ||Φλ0,p0 + t||Bsϕ||Φλ1,p1
)
‖Φθ,q ,
‖ inf
s>0
(
||Asϕ||Φλ1,p1 + t||Bsϕ||Φλ0,p0
)
‖Φ1−θ,q} 6 c2||ϕ||Φλ,q . (4.4)
Proof. 1. Let ϕ = ϕ0 + ϕ1, where ϕ0 and ϕ1 are non-negative and non-
decreasing on (0,∞). Then
t−λϕ(t) = t−λ+λ0(t−λ0ϕ0(t)) + tλ1−λ(t−λ1ϕ1(t))
6 t−λ+λ0 sup
η>0
η−λ0ϕ0(η) + tλ1−λ sup
η>0
η−λ1ϕ1(η)
= t−λ+λ0||ϕ0||Φλ0,∞ + tλ1−λ||ϕ1||Φλ1,∞ .
By inequality (4.1) we get
t−λϕ(t) 6 c3
(
t−λ+λ0||ϕ0||Φλ0,p0 + tλ1−λ||ϕ1||Φλ1,p1
)
,
where c3 = max{(λ0p0)
1
p0 , (λ1p1)
1
p1 }.
Now we note that −λ+ λ0 = −θ(λ1− λ0) and −λ+ λ1 = (1− θ)(λ1− λ0),
hence
t−λϕ(t) 6 c3
(
t−θ(λ1−λ0)||ϕ0||Φλ0,p0 + t(1−θ)(λ1−λ0)||ϕ1||Φλ1,p1
)
= c3t
−θ(λ1−λ0)
(
||ϕ0||Φλ0,p0 + tλ1−λ0 ||ϕ1||Φλ1,p1
)
.
By taking infimum with respect to ϕ0 ∈ Φ↑λ0,p0 and ϕ1 ∈ Φ↑λ1,p1 we obtain
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t−λϕ(t) 6 c3t−θ(λ1−λ0) inf
ϕ=ϕ0+ϕ1
ϕ0∈Φ↑λ0,p0 , ϕ1∈Φ
↑
λ1,p1
(
||ϕ0||Φλ0,p0 + tλ1−λ0 ||ϕ1||Φλ1,p1
)
= c3t
−θ(λ1−λ0)K
(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
, ϕ
)
(tλ1−λ0).
Hence
||ϕ||Φλ,p 6 c3
∥∥∥K (Φ↑λ0,p0 ,Φ↑λ1,p1 , ϕ) (tλ1−λ0)∥∥∥Φθ(λ1−λ0),q
=
[
tλ1−λ0 = τ
]
= c3|λ1 − λ0|−
1
q
∥∥∥K (Φ↑λ0,p0 ,Φ↑λ1,p1 , ϕ) (τ)∥∥∥Φθ,q
= c3|λ1 − λ0|−
1
q ||ϕ||(Φ↑λ0,p0 ,Φ↑λ1,p1)θ,q .
2. Now we prove inequality (4.4). First let λ0 < λ1. Note that
||ϕ||(Φ↑λ0,p0 ,Φ↑λ1,p1)θ,q =
∥∥∥K (Φ↑λ0,p0 ,Φ↑λ1,p1 , ϕ) (τ)∥∥∥Φθ,q
6 || inf
s>0
(
||Asϕ||Φλ0,p0 + τ ||(I − As)ϕ||Φλ1,p1
)
||Φθ,q 6 I(λ0, λ1, p0, p1, θ, q, ϕ),
where
I(λ0, λ1, p0, p1, θ, q, ϕ) = || inf
s>0
(
||Asϕ||Φλ0,p0 + τ ||Bsϕ||Φλ1,p1
)
||Φθ,q
=
[
τ = tλ1−λ0
]
= |λ1 − λ0|
1
q
∥∥∥ inf
s>0
||Asϕ||Φλ0,p0 + tλ1−λ0||Bsϕ||Φλ1,p1
∥∥∥
Φθ(λ1−λ0),q
6 |λ1 − λ0|
1
q
∥∥∥ ‖Atϕ‖Φλ0,p0 + tλ1−λ0‖Btϕ‖Φλ1,p1∥∥∥Φθ(λ1−λ0),q
6 |λ1 − λ0|
1
q 2(
1
q
−1)+
(∥∥∥ ‖Atϕ‖Φλ0,p0∥∥∥Φθ(λ1−λ0),q +
∥∥∥tλ1−λ0‖Btϕ‖Φλ1,p1∥∥∥Φθ(λ1−λ0),q
)
= |λ1 − λ0|
1
q 2(
1
q
−1)+
(∥∥∥ ‖Atϕ‖Φλ0,p0∥∥∥Φθ(λ1−λ0),q +
∥∥∥ ‖Btϕ‖Φλ1,p1∥∥∥Φ(1−θ)(λ0−λ1),q
)
.
Therefore,
I(λ0, λ1, p0, p1, θ, q, ϕ) 6 |λ1 − λ0|
1
q 2(
1
q
−1)+(I1 + I2),
where
I1 =
∥∥∥ ‖Atϕ‖Φλ0,p0∥∥∥Φθ(λ1−λ0),q ,
I2 =
∥∥∥ ‖Btϕ‖Φλ1,p1∥∥∥Φ(1−θ)(λ0−λ1),q .
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3. First we estimate ||Atϕ||Φλ0,p0 :
||Atϕ||Φλ0,p0 =
( ∞∫
0
(
η−λ0Atϕ(η)
)p0 dη
η
) 1
p0
6 2(
1
p0
−1)+
(( t∫
0
(
η−λ0ϕ(η)
)p0 dη
η
) 1
p0
+
( ∞∫
t
(
η−λ0ϕ(t)
)p0 dη
η
) 1
p0
)
≡ 2( 1p0−1)+
(
J1(t) + ϕ(t)(λ0p0)
− 1
p0 t−λ0
)
,
where
J1(t) =
( t∫
0
(
η−λ0ϕ(η)
)p0 dη
η
) 1
p0
.
Next
t−λ0ϕ(t) = (λ1p1)
1
p1 t−λ0+λ1ϕ(t)
( ∞∫
t
η−λ1p1
dη
η
) 1
p1
6 (λ1p1)
1
p1 t−λ0+λ1
( ∞∫
t
(
η−λ1ϕ(η)
)p1 dη
η
) 1
p1
≡ (λ1p1)
1
p1 t−λ0+λ1J2(t),
where
J2(t) =
( ∞∫
t
(
η−λ1ϕ(η)
)p1 dη
η
) 1
p1
.
So,
||Atϕ||Φλ0,p0 6 c4
(
J1(t) + t
−λ0+λ1J2(t)
)
,
where c4 = 2
( 1
p0
−1)+ max{(λ0p0)−
1
p0 (λ1p1)
1
p1 , 1}. (If p0 = ∞ and/or p1 = ∞,
here and in the sequel, the integrals should be replaced by the appropriate
supremums.)
I1 6 c42(
1
q
−1)+
(
||J1(t)||Φθ(λ1−λ0),q + ||t−λ0+λ1J2(t)||Φθ(λ1−λ0),q
)
= c42
( 1
q
−1)+
(
||J1||Φθ(λ1−λ0),q + ||J2||Φ(1−θ)(λ0−λ1),q
)
.
Next note that
||Btϕ||Φλ1,p1 =
( ∞∫
0
(
η−λ1Btϕ(η)
)p1 dη
η
) 1
p1
=
( ∞∫
t
(
η−λ1ϕ(η)
)p1 dη
η
) 1
p1
= J2(t).
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Hence
I2 = ||J2||Φ(1−θ)(λ0−λ1),q .
So,
I(λ0, λ1, p0, p1, θ, q, ϕ) 6 c5
(
||J1||Φθ(λ1−λ0),q + ||J2||Φ(1−θ)(λ0−λ1),q
)
, (4.5)
where c5 = |λ1 − λ0|
1
q 2(
1
q
−1)+
(
c42
( 1
q
−1)+ + 1
)
.
4. Next we use the Hardy inequalities of the forms∥∥∥∥
t∫
0
g(η)dη
∥∥∥∥
Φµ,σ
6 1|µ| ||g(t)||Φµ−1,σ (4.6)
and ∥∥∥∥
∞∫
t
g(η)dη
∥∥∥∥
Φµ,σ
6 1|µ| ||g(t)||Φµ−1,σ , (4.7)
where σ > 1, µ > 0 in the first inequality, µ < 0 in the second one, and g is a
non-negative measurable function on (0,∞).
4.1. Assume first that p0, p1 6 q. If λ0 < λ1, then by applying inequality
(4.6) with µ = θ(λ1 − λ0)p0 > 0, we get
||J1||Φθ(λ1−λ0),q =
∥∥∥∥
t∫
0
(
η−λ0ϕ(η)
)p0 dη
η
∥∥∥∥ 1p0
Φθ(λ1−λ0)p0, qp0
6 (θ(λ1 − λ0)p0)−
1
p0 ||t−λ0p0−1(ϕ(t))p0||
1
p0
Φθ(λ1−λ0)p0−1, qp0
= (θ(λ1 − λ0)p0)−
1
p0
( ∞∫
0
(
t−(θ(λ1−λ0)p0−1)−λ0p0−1(ϕ(t))p0
) q
p0
dt
t
) 1
q
= (θ(λ1 − λ0)p0)−
1
p0 ||ϕ||Φλ,q .
Similarly, by applying inequality (4.7) with µ = (1− θ)(λ0−λ1)p1 < 0, we get
||J2||Φ(1−θ)(λ0−λ1),q =
∥∥∥∥
∞∫
t
(
η−λ1ϕ(η)
)p1 dη
η
∥∥∥∥ 1p1
Φ(1−θ)(λ0−λ1)p1, qp1
6 ((1− θ)(λ1 − λ0)p1)−
1
p1 ||ϕ||Φλ,q .
Hence by estimate (4.5)
I(λ0, p0, λ1, p1, θ, q) 6 c6||ϕ||Φλ,q ,
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where c6 = c5 max{(θ(λ1 − λ0)p0)−
1
p0 , ((1− θ)(λ1 − λ0)p1)−
1
p1 }.
4.2. In the general case 0 < p0, p1 6 ∞ we set τ0 = min{p0, q}, τ1 =
min{p1, q}. By Lemma 4.1 and Steps 2, 3 and 4.1
I(λ0, λ1, p0, p1, θ, q, ϕ) = || inf
s>0
(
||Asϕ||Φλ0,p0 + t||Bsϕ||Φλ1,p1
)
||Φθ,q
6
∥∥∥inf
s>0
(
(λ0p0)
1
τ0
− 1
p0 ||Asϕ||Φλ0,τ0 + t(λ1p1)
1
τ1
− 1
p1 ||Bsϕ||Φλ1,τ1
)∥∥∥
Φθ,q
6 max{(λ0p0)
1
τ0
− 1
p0 , (λ1p1)
1
τ1
− 1
p1 }I(λ0, λ1, τ0, τ1, θ, q) 6 c7||ϕ||Φλ,q ,
where c7 = max{(λ0p0)
1
τ0
− 1
p0 , (λ1p1)
1
τ1
− 1
p1 } · c˜6, and c˜6 is obtained from c6 by
replacing p0, p1 by τ0, τ1.
5. If λ1 < λ0, then by Steps 2-4
||ϕ||(Φ↑λ0,p0 ,Φ↑λ1,p1)θ,q = ||ϕ||(Φ↑λ1,p1 ,Φ↑λ0,p0)1−θ,q
6 || inf
s>0
(
||Asϕ||Φλ1,p1 + t||Bsϕ||Φλ0,p0
)
||Φ1−θ,q
= I(λ1, λ0, p1, p0, 1− θ, q, ϕ) 6 c8||ϕ||Φλ,q ,
where c8 is obtained by replacing in c7 λ0, λ1, p0, p1, θ by λ1, λ0, p1, p0, 1 − θ,
because (1 − (1 − θ))λ1 + (1 − θ)λ0 = λ and the proof of the theorem is
completed.
Remark 4.3. By the above proof if λ0 < λ1, then
c1||ϕ||Φλ,q 6 || infs>0
(
||Asϕ||Φλ0,p0 + t||Bsϕ||Φλ1,p1
)
||Φθ,q 6 c2||ϕ||Φλ,q (4.8)
and if λ1 < λ0, then
c1||ϕ||Φλ,q 6 || infs>0
(
||Asϕ||Φλ1,p1 + t||Bsϕ||Φλ0,p0
)
||Φ1−θ,q 6 c2||ϕ||Φλ,q . (4.9)
Remark 4.4. The most important part of Theorem 4.2 are inequalities (4.4),
(4.8) and (4.9) which will be essentially used in the sequel. As for equality
(4.2), in an equivalent form it was proved in [37]. See also [38].
Remark 4.5. Recall that by the well-known results on the interpolation of
weighted Lebesgue spaces, under the assumptions of Theorem 4.2 on the nu-
merical parameters, the equality
(Φλ0,p0 ,Φλ1,p1)θ,q = Φλ,q (4.10)
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holds only in the “diagonal case”: q = p, where p is defined by the equality
1
p
= 1−θ
p0
+ 1
p1
, whilst equality (4.2) holds for any 0 < q 6 ∞. In the diagonal
case q = p equality (4.10) and the result by M.S. Baouendi and Ch. Goulaonic
[1] imply equality (4.2):(
Φ↑λ0,p0 ,Φ
↑
λ1,p1
)
θ,p
=
(
Φλ0,p0 ∩M↑,Φλ1,p1 ∩M↑
)
θ,p
= Φλ,p ∩M↑ = Φ↑λ,p.
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4.2 Interpolation theorem for spaces Φλ,q(F ) de-
fined by operators F acting to the cone of
non-negative non-decreasing functions.
Let X be a linear space on which a functional || · || : X → R+ is defined
and Z0, Z1 be linear subspaces of X, on which functionals || · ||0 : Z0 → R+,
|| · ||1 : Z1 → R+ respectively, are defined. Given 0 < q 6 ∞, 0 < θ < 1, let
(Z0, Z1)θ,q denote the interpolation space of all f ∈ Z0 + Z1 for which
||f ||(Z0,Z1)θ,q = ||K(Z0, Z1, f)||Φθ,q <∞,
where K(Z0, Z1, f) is the standard K-functional, defined for t > 0 by
K(Z0, Z1, f)(t) = inf
f=f0+f1
f0∈Z0, f1∈Z1
(||f0||Z0 + t||f1||Z1) .
In this section we consider spaces Φλ,q(F ) of functions f defined by the
finiteness of the expression
||f ||Φλ,q(F ) = ||Ff ||Φλ,q ,
where f belongs to a subspace Z ⊂ X and F : Z →M↑, for various choices of
Z and F , and interpolation spaces (Φλ0,q0(F0),Φλ1,q1(F1))θ,q.
Let, for σ > 0, the operator F σ : Z →M↑ be defined by
(F σf)(t) = ((Ff)(t))σ, f ∈ Z, t > 0.
Given σ > 0, by Xσ we denote the same space X equipped with the
functional || · ||σ.
It is easy to verify that
Φλ,q(F ) =
(
Φλσ, q
σ
(F σ)
) 1
σ
. (4.11)
Let Z0, Z1, Z be subspaces of X satisfying
Z ⊂ Z0 + Z1
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and let operators F0, F1 and F be such that
F0 : Z0 →M↑, F1 : Z1 →M↑, F : Z →M↑. (4.12)
Recall that an operator F : Z →M↑ is called quasi-additive if there exists
c > 1 such that for each f0, f1 ∈ Z
F (f0 + f1)(t) 6 c (Ff0(t) + Ff1(t)) , t > 0. (4.13)
If c = 1, then F is subadditive.
Definition 4.6. We say that (F, F0, F1) is a triple of quasi-additive type if
there exists c > 1 such that for each f0, f1 ∈ Z
F (f0 + f1)(t) 6 c (F0f0(t) + F1f1(t)) , t > 0. (4.14)
If c = 1, then (F, F0, F1) is a triple of subadditive type.
We say that F is weakly quasi-additive if there exist c, α > 1 such that for
each f0, f1 ∈ Z
F (f0 + f1)(t) 6 c (Ff0(αt) + Ff1(αt)) , t > 0. (4.15)
If c = 1, then F is weakly subadditive.
We also say that (F, F0, F1) is a triple of weak quasi-additive type if there
exist c, α > 1 such that for each f0, f1 ∈ Z
F (f0 + f1)(t) 6 c (F0f0(αt) + F1f1(αt)) , t > 0. (4.16)
If c = 1, then (F, F0, F1) is a triple of weak subadditive type.
Consider the families A = {As}s>0 and B = {Bs}s>0 of the operators
As, Bs defined in Section 4.1.
Definition 4.7. We say that F admits an A-B majorizable decomposition if
there exists c > 1 and for each f ∈ Z and s > 0 there exist f0,s, f1,s ∈ Z such
that
f = f0,s + f1,s (4.17)
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and
Ff0,s(t) 6 cAsFf(t), Ff1,s(t) 6 cBsFf(t), t > 0. (4.18)
We say that F admits a weakly A-B majorizable decomposition if there
exist c, α > 1, and for each f ∈ Z and s > 0 there exist f0,s, f1,s ∈ Z such that
equality (4.17) holds and
Ff0,s(t) 6 cAsFf(αt), Ff1,s(t) 6 cBsFf(αt), t > 0. (4.19)
We also say that the triple (F0, F1, F ) admits an A-B majorizable decom-
position if there exists c > 1, and for each f ∈ Z and s > 0 there exist
f0,s ∈ Z0, f1,s ∈ Z1 such that equality (4.17) holds and
F0f0,s(t) 6 cAsFf(t), F1f1,s(t) 6 cBsFf(t), t > 0. (4.20)
Finally, we say that the triple (F0, F1, F ) admits a weakly A-B majorizable
decomposition if there exist c, α > 1, and for each f ∈ Z and s > 0 there exist
f0,s ∈ Z0, f1,s ∈ Z1 such that equality (4.17) holds and
F0f0,s(t) 6 cAsFf(αt), F1f1,s(t) 6 cBsFf(αt), t > 0. (4.21)
Remark 4.8. Let L0, L1 : Z →M↑. We shall say that operator L0 is majorized
by operator L1 and write L0 ≺ L1 if there exists c > 1 such that L0f(t) 6
cL1f(t) for all f ∈ Z and t > 0. We shall also say that operator L0 is weakly
majorized by operator L1 and write L0  L1 if there exist c, α > 1 such that
L0f(t) 6 cL1f(αt) for all f ∈ Z and t > 0. Moreover, let in Definition 4.7
H0,s, H1,s : Z →M↑ be operators defined by
H0,sf = f0,s, H1,sf = f1,s, f ∈ Z.
Then
F = H0,s +H1,s, s > 0
and conditions (4.20) and (4.21) respectively can be rewritten as
F0H0,s ≺ AsF, F1H1,s ≺ BsF, s > 0,
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F0H0,s  AsF, F1H1,s  BsF, s > 0,
respectively, uniformly in s > 0, which means that the quantities c, α > 1
introduced above are independent of s. This explains the terminology used in
Definition 4.7.
In the sequel we shall need the following statement.
Theorem 4.9. [2] Let 0 < q 6∞, 0 < θ < 1, 0 < β0, β1, β <∞ and
1
β
=
1− θ
β0
+
θ
β1
.
Then (
Zβ00 , Z
β1
1
) 1
β
θβ
β1
, q
β
= (Z0, Z1)θ,q . (4.22)
Moreover, there exist c1, c2 > 0 depending only on q, θ, β0 and β1 such that
c1||f ||(Z0,Z1)θ,q 6 ||f ||(
Z
β0
0 ,Z
β1
1
) 1
β
θβ
β1
,
q
β
6 c2||f ||(Z0,Z1)θ,q
for all f ∈ (Z0, Z1)θ,q.
Statement (4.22) is the so-called “Theorem on powers”, formulated in [2] in
an equivalent form for the case in which || · ||0 and || · ||1 are quasi-norms. The
proof of statement (4.22) for the case of arbitrary functionals || · ||0 : Z0 → R+
and || · ||1 : Z1 → R+ is the same as the proof of statement (4.22) given in [2]
for the case of quasi-norms.
Theorem 4.10. Let 0 < q0, q1, q 6 ∞, 0 < θ < 1, and let Z0, Z1, Z be
subspaces of X and F0, F1, F be operators satisfying (4.12).
1. If for some 0 < σ0, σ1, σ <∞ satisfying the conditions
1
σ
=
1− θ
σ0
+
θ
σ1
(4.23)
and
λ0σ0 6= λ1σ1, (4.24)
(F σ, F σ00 , F
σ1
1 ) is a triple of weak quasi-additive type, then
(Φλ0,q0(F0),Φλ1,q1(F1))θ,q ⊂ Φλ,q(F ), (4.25)
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where λ = (1− θ)λ0 + θλ1.
Moreover, there exists c3 > 0, depending only on q0, q1, q, λ0, λ1, θ, σ0, σ1
and on the parameters c and α in Definition 4.6, such that
c3||f ||Φλ,q(F ) 6 ||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q . (4.26)
2. If for some 0 < σ0, σ1, σ < ∞ satisfying conditions (4.23) and (4.24),
the triple (F σ00 , F
σ1
1 , F
σ) admits a weakly A-B majorizable decomposition, then
Φλ,q(F ) ⊂ (Φλ0,q0(F0),Φλ1,q1(F1))θ,q . (4.27)
Moreover, there exists c4 > 0, depending only on q0, q1, q, λ0, λ1, θ, σ0, σ1 and
on the parameters c and α in Definition 4.6, such that
||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q 6 c4||f ||Φλ,q(F ). (4.28)
3. If the assumptions of both Part 1 and Part 2 are satisfied, then 2
(Φλ0,q0(F0),Φλ1,q1(F1))θ,q = Φλ,q(F ) (4.29)
and
c3||f ||Φλ,q(F ) 6 ||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q 6 c4||f ||Φλ,q(F ). (4.30)
Proof. 1. Let the assumptions of Part 1 be satisfied. Moreover, let f ∈ Z, f0 ∈
Z0, f1 ∈ Z1, f = f0 + f1 and ||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q <∞. Then by inequal-
ity (4.16)
F σf(t) = F σ(f0 + f1)(t) 6 c (F σ00 f0(αt) + F σ11 f1(αt)) .
Hence
t−λσF σf(t)
6 ct−λσ
(
(αt)λ0σ0 sup
s>0
s−λ0σ0F σ00 f0(s) + (αt)
λ1σ1 sup
s>0
s−λ1σ1F σ11 f1(s)
)
6 c1
(
tλ0σ0−λσ sup
s>0
s−λ0σ0F σ00 f0(s) + t
λ1σ1−λσ sup
s>0
s−λ1σ1F σ11 f1(s)
)
= c1
(
tλ0σ0−λσ||F σ00 f0||Φλ0σ0,∞ + tλ1σ1−λσ||F σ11 f1||Φλ1σ1,∞
)
,
2 The parameters σ0, σ1, σ in Part 2 may be different from these parameters in Part 1.
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where c1 = cmax{αλ0σ0 , αλ1σ1}. By inequality (4.1)
t−λσF σf(t) 6 c2
(
tλ0σ0−λσ||F σ00 f0||Φλ0σ0, q0σ0 + t
λ1σ1−λσ||F σ11 f1||Φλ1σ1, q1σ1
)
,
where c2 = c1 max{(λ0q0)
σ0
q0 , (λ1q1)
σ1
q1 }.
By condition (4.23) it follows that
λ0σ0 − λσ = −η(λ1σ1 − λ0σ0), λ1σ1 − λσ = (1− η)(λ1σ1 − λ0σ0),
where η = θ σ
σ1
. Hence
t−λσF σf(t) 6 c2
(
t−η(λ1σ1−λ0σ0)||f0||σ0Φλ0,q0 (F0) + t
(1−η)(λ1σ1−λ0σ0)||f1||σ1Φλ1,q1 (F1)
)
= c2t
−η(λ1σ1−λ0σ0)
(
||f0||σ0Φλ0,q0 (F0) + t
λ1σ1−λ0σ0||f1||σ1Φλ1,q1 (F1)
)
.
By taking infimum with respect to all f0 ∈ Z0, f1 ∈ Z1 we get
t−λσF σf(t) 6 c2t−η(λ1σ1−λ0σ0)K ((Φλ0,q0(F0))σ0 , (Φλ1,q1(F1))σ1 , f) (tλ1σ1−λ0σ0).
Therefore, by (4.11)
||f ||Φλ,q(F ) = ||f ||
1
σ
Φλσ, qσ
(Fσ) =
( ∞∫
0
(
t−λσF σf(t)
) q
σ
dt
t
) 1
q
6 c
1
σ
2
( ∞∫
0
(
t−η(λ1σ1−λ0σ0)K ((Φλ0,q0(F0))
σ0 , (Φλ1,q1(F1))
σ1 , f) (tλ1σ1−λ0σ0)
) q
σ
dt
t
) 1
q
.
After the change of the variable t = τ
1
λ1σ1−λ0σ0 we have
||f ||Φλ,q(F ) 6 c3
( ∞∫
0
(
τ−ηK ((Φλ0,q0(F0))
σ0 , (Φλ1,q1(F1))
σ1 , f) (τ)
) q
σ
dτ
τ
)σ
q
 1σ
= c3||f ||
1
σ
((Φλ0,q0 (F0))σ0 ,(Φλ1,q1 (F1))σ1)η, qσ
= c3||f ||
((Φλ0,q0 (F0))σ0 ,(Φλ1,q1 (F1))σ1)
1
σ
θσ
σ1
,
q
σ
,
where c3 = c
1
σ
2 |λ1σ1 − λ0σ0|−
1
q .
By Theorem 4.9 with β0 = σ0, β1 = σ1, β = σ there exists c˜2 > 0 depending
only on q, θ, σ0, σ1 such that
||f ||Φλ,q(F ) 6 c3c˜2||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q = c4||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q ,
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where c4 depends only on q0, q1, q, λ0, λ1, θ, σ0, σ1 and on the parameters c and
α in Definition 4.6.
2. Let the assumptions of Part 2 with λ0σ0 < λ1σ1 be satisfied. Applying
Theorem 4.9 with β0 =
σ0
σ
, β1 =
σ1
σ
, hence by (4.23) with β = 1, we get
‖f‖(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q 6 c˜1
−1‖f‖
(Φ
σ0
σ
λ0,q0
(F0),Φ
σ1
σ
λ1,q1
(F1)) θσ
σ1
,q
= c˜1
−1
∥∥∥K(Φσ0σλ0,q0(F0),Φσ1σλ1,q1(F1), f)∥∥∥Φ θσ
σ1
,q
, (4.31)
where c˜1 > 0 depends only on q, θ, σ0, σ1. By inequality (4.18) and equality
(4.11) we have
K
(
Φ
σ0
σ
λ0,q0
(F0),Φ
σ1
σ
λ1,q1
(F1), f
)
(t) = inf
f=f0+f1
(
||f0||
σ0
σ
Φλ0,q0 (F0)
+ t||f1||
σ1
σ
Φλ1,q1 (F1)
)
6 inf
s>0
(
||f0,s||
σ0
σ
Φλ0,q0 (F0)
+ t||f1,s||
σ1
σ
Φλ1,q1 (F1)
)
= inf
s>0
(
||f0,s||
1
σ
Φ
λ0σ0,
q0
σ0
(F
σ0
0 )
+ t||f1,s||
1
σ
Φ
λ1σ1,
q1
σ1
(F
σ1
1 )
)
= inf
s>0
(
||F σ00 f0,s||
1
σ
Φ
λ0σ0,
q0
σ0
+ t||F σ11 f1,s||
1
σ
Φ
λ1σ1,
q1
σ1
)
= inf
s>0
((∫ ∞
0
(
ρ−λ0σ0F σ00 f0,s(ρ)
) q0
σ0
dρ
ρ
) σ0
q0σ
+ t
(∫ ∞
0
(
ρ−λ1σ1F σ11 f1,s(ρ)
) q1
σ1
dρ
ρ
) σ1
q1σ
)
6 c inf
s>0
((∫ ∞
0
(
ρ−λ0σ0AsF σf(αρ)
) q0
σ0 dρ
ρ
) σ0
q0σ
+ t
(∫ ∞
0
(
ρ−λ1σ1BsF σf(αρ)
) q1
σ1 dρ
ρ
) σ1
q1σ
)
= c inf
s>0
(
α
λ0
σ
(∫ ∞
0
(
τ−λ0σ0AsF σf(τ)
) q0
σ0 dτ
τ
) σ0
q0σ
+ α
λ1
σ t
(∫ ∞
0
(
τ−λ1σ1BsF σf(τ)
) q1
σ1 dτ
τ
) σ1
q1σ
)
6 c5 inf
s>0
((∫ ∞
0
(
τ−λ0σ0AsF σf(τ)
) q0
σ0 dτ
τ
) σ0
q0σ
+ t
(∫ ∞
0
(
τ−λ1σ1BsF σf(τ)
) q1
σ1 dτ
τ
) σ1
q1σ
)
= c5 inf
s>0
(
||AsF σf ||
1
σ
Φ
λ0σ0,
q0
σ0
+ t||BsF σf ||
1
σ
Φ
λ1σ1,
q1
σ1
)
,
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where c5 = cα
max{λ0
σ
,
λ1
σ
}.
Since
AsF
σf = (AsFf)
σ, BsF
σf = (Bsf)
σ, (4.32)
by (4.11) we get
K
(
Φ
σ0
σ
λ0,q0
(F0),Φ
σ1
σ
λ1,q1
(F1), f
)
(t)
6 c5 inf
s>0
(
||AsFf ||Φλ0σ0
σ ,
q0σ
σ0
+ t||BsFf ||Φλ1σ1
σ ,
q1σ
σ1
)
.
Therefore, by inequality (4.31) and by inequality (4.8) of Theorem 4.2 with
λ0, λ1, p0, p1 replaced by
λ0σ0
σ
, λ1σ1
σ
, q0σ
σ0
, q1σ
σ1
and with ϕ replaced by Ff we
have
||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q
6 c˜1−1c5
∥∥∥∥infs>0
(
‖AsFf‖Φλ0σ0
σ ,
q0σ
σ0
+ t‖BsFf‖Φλ1σ1
σ ,
q1σ
σ1
)∥∥∥∥
Φ θσ
σ1
,q
6 c6||Ff ||Φλ,q = c6||f ||Φλ,q(F ),
where c6 > 0 depends only on q0, q1, q, λ0, λ1, θ, σ0, σ1 and on the parameters c
and α in Definition 4.6, because by (4.23)(
1− θσ
σ1
)
λ0σ0
σ
+
θσ
σ1
λ1σ1
σ
= (1− θ)λ0 + θλ1 = λ.
3. Let the assumptions of Part 2 with λ1σ1 < λ0σ0 be satisfied. Then
by Theorem 4.9 with λ0, λ1, q0, q1, θ replaced by λ1, λ0, q1, q0, 1 − θ and with
β0 =
σ1
σ
, β1 =
σ0
σ
, hence by (4.23) again with β = 1, we get
||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q = ||f ||(Φλ1,q1 (F1),Φλ0,q0 (F0))1−θ,q
6 ˜˜c1−1||f ||(
Φ
σ1
σ
λ1,q1
(F1),Φ
σ0
σ
λ0,q0
(F0)
)
(1−θ)σ
σ0
,q
= ˜˜c1−1 ∥∥∥K (Φσ1σλ1,q1(F1),Φσ0σλ0,q0(F0), f)∥∥∥Φ (1−θ)σ
σ0
,q
,
where ˜˜c1−1 > 0 depends only on q, θ, σ0, σ1.
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Similarly to Step 2
K
(
Φ
σ1
σ
λ1,q1
(F1),Φ
σ0
σ
λ0,q0
(F0), f
)
(t)
6 inf
s>0
(
||f1,s||
σ1
σ
Φλ1q1 (F1)
+ t||f0,s||
σ0
σ
Φλ0,q0 (F0)
)
6 c7 inf
s>0
(
||AsFf ||Φλ1σ1
σ ,
q1σ
σ1
+ t||BsFf ||Φλ0σ0
σ ,
q0σ
σ0
)
,
hence by inequality (4.9) of Theorem 4.2
||f ||(Φλ0,q0 (F0),Φλ1,q1 (F1))θ,q
6 ˜˜c1−1c7 ∥∥∥∥infs>0
(
||AsFf ||Φλ1σ1
σ ,
q1σ
σ1
+ t||BsFf ||Φλ0σ0
σ ,
q0σ
σ0
)∥∥∥∥
Φ (1−θ)σ
σ0
,q
6 c8||f ||Φλ,q(F ),
where c7 and c8 are obtained from c5 and from c6 respectively by replacing
λ0, λ1, q0, q1, q, θ, σ0, σ1 by λ1, λ1, q1, q0, q, 1− θ, σ1, σ0, because by (4.23) again
we have(
1− (1− θ)σ
σ0
)
λ1σ1
σ
+
(1− θ)σ
σ0
λ0σ0
σ
= θλ1 + (1− θ)λ0 = λ,
and the proof of the theorem is completed.
Remark 4.11. In contrast to the equality BsF
σf = (Bsf)
σ in formula (4.32),
which is valid for any σ > 0, the equality (I − As)F σf = ((I − As)f)σ holds
only if σ = 1. If σ < 1, then (I − As)F σf 6 ((I − As)f)σ for all f ∈ Z.
However, if σ > 1, then the inequality (I − As)F σf 6 c((I − As)f)σ with any
c > 1 independent of f ∈ Z does not hold. This is one of the reasons why in
Definition 4.7 the operator Bs is used rather than the operator I − As.
Next we formulate a particular case of Theorem 4.10 which will mostly be
used in the sequel.
Theorem 4.10′. Let 0 < q0, q1, q 6 ∞, λ0 6= λ1, 0 < θ < 1, and λ =
(1− θ)λ0 + θλ1. Moreover, let Z be a subspace of X and F : Z →M↑.
1. If F is weakly quasi-additive, then
Φλ,q(F ) ⊂ (Φλ0,q0(F ),Φλ1,q1(F ))θ,q .
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2. If F admits a weakly A-B majorizable decomposition, then
(Φλ0,q0(F ),Φλ1,q1(F ))θ,q ⊂ Φλ,q(F ).
3. If the assumptions of both Part 1 and Part 2 are satisfied, then
(Φλ0,q0(F ),Φλ1,q1(F ))θ,q = Φλ,q(F ).
The above inclusions and the equality are accompanied by inequalities
(4.26), (4.28) and (4.30) respectively with F0 = F1 = F .
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4.3 Examples of operators F and spaces Φλ,q(F ).
4.3.1 Morrey-type spaces.
Example 4.12. Let Z = Llocp (Rn) and Ff(t) = ||f ||Lp(B(0,t)), f ∈ Z, t > 0,
then Φλ,q(F ) = LM
λ
p,q.
Example 4.13. Let Z be the space of all functions f µ-measurable on Ω and
such that ||f ||Lp(Gt,µ) <∞ for any Gt satisfying (2.5). Moreover, let
Ff(t) = ||f ||Lp(Gt,µ), f ∈ Z, t > 0. (4.33)
Then Φλ,q(F ) = LM
λ
p,q(G, µ).
Example 4.14. Let Z = Llocp (Rn) and µ be the Lebesgue measure on Rn.
Moreover, let Ff(t) = ||f ||Lp(Gt), f ∈ Z, t > 0 for any Gt satisfying the
condition of Example 2.16. Then Φλ,q(F ) = LM
vλ(·)
pq .
Example 4.15. Let Z = Llocp (Rn) and µ be the Lebesgue measure on Rn.
Moreover, let Ff(t) = ||f ||Lp(Gt), f ∈ Z, t > 0 for any Gt satisfying the
condition of Example 2.17. Then Φ1,q(F ) = LMpq,w(·).
Lemma 4.16. Let 0 < p, q 6∞, and F : Llocp (Rn)→M↑ be defined by (4.33).
Then F is quasi-additive and admits an A-B majorizable decomposition.
Proof. 1. The operator F is quasi-additive because for all f0, f1 ∈ Llocp (Rn) for
all t > 0
F (f0 + f1)(t) = ||f0 + f1||Lp(Gt) 6 2(
1
p
−1)+ (||f0||Lp(Gt) + ||f1||Lp(Gt))
= 2(
1
p
−1)+ (Ff0(t) + Ff1(t)) .
2. Given f ∈ Llocp (Rn) and s > 0. Set f0,s = fχGs , f1,s = fχRn\Gs . Then
f = f0,s + f1,s. Moreover, for all t > 0
Ff0,s(t) = ||fχGs ||Lp(Gt) =
 ||f ||Lp(Gt), if 0 < t 6 s,||f ||Lp(Gs), if t > s
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=
 Ff(t), if 0 < t 6 s,Ff(s), if t > s = AsFf(t)
and
Ff1,s(t) = ||fχc
Gs
||Lp(Gt) = 0 if t 6 s, Ff1,s(t) 6 ||f ||Lp(Gt) if t > s,
hence
Ff1,s(t) 6 BsFf(t). (4.34)
Hence operator F admits an A-B majorizable decomposition.
Remark 4.17. If p = 1, then Ff1,s(t) = (I−As)Ff(t) for t > s. If 0 < p < 1,
then for t > s
Ff1,s(t) =
( ∫
Gt
|f(x)|pdx−
∫
Gs
|f(x)|pdx
) 1
p
6 ||f ||Lp(Gt) − ||f ||Lp(Gs).
Hence, for 0 < p 6 1, Ff1,s(t) 6 (I − As)Ff(t), t > 0. However, for p > 1,
the inequality Ff1,s(t) 6 c(I − As)Ff(t), t > 0 does not hold for any c > 1
independent of t and f . Importantly, inequality (4.34) holds. This is one more
reason why in Definition 4.7 the operator Bs is used rather than the operator
I − As. (See also Remark 4.11.)
Remark 4.18. In (4.33) G and µ do not depend on a function f , however
one can assume that in the definition of the spaces LMλp,q(G, µ) the family G
and the measure µ depend on f ∈ Z with the assumption that condition (2.5)
is satisfied. In this case
Ff(t) = ||f ||Lp(Gt(f),µ(f)), t > 0
and
||f ||Φλ,q(F ) = ||f ||LMλp,q(G(f),µ(f)) ≡
( ∞∫
0
(
t−λ||f ||Lp(Gt(f),µ(f))
)q dt
t
) 1
q
.
See Examples 2.20, 2.21 above and 4.19 below for more details. In this case one
can apply Theorem 4.2 but there is no guarantee that one can apply Theorem
4.10, since there is no guarantee that Lemma 4.16 will be true or that F will be
a weakly quasi-additive and admitting a weakly A-B majorizable decomposition.
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4.3.2 General weighted Lebesgue spaces.
Example 4.19. Let w0, w1 be positive µ-measurable functions on Ω,
0 < p0, p1 6∞, p0 6= p1, and
h1(x) =
(
w0(x)
w1(x)
) p0p1
p1−p0
, h2(x) =
(
wp00 (x)
wp11 (x)
) 1
p1−p0
, x ∈ Ω.
Moreover, let Z be the space of all functions µ-measurable on Ω and the oper-
ator H : Z →M↑ be defined by
Hf(t) =
∫
Gt(f)
h1dµ, f ∈ Z, t > 0,
where
Gt(f) =
{
x ∈ Ω : |f(x)| > h2(x)
t
}
.
Lemma 4.20. The operator H is weakly subadditive and admits a weakly A-B
majorizable decomposition.
Proof. 1. Note that for any f0, f1 ∈ Z and t > 0
Gt(f0 + f1) ⊂ G2t(f0) ∪G2t(f1).
Indeed, if x ∈ Ω and |f0(x) + f1(x)| > h2(x)t , then either |f0(x)| > h2(x)2t or
|f1(x)| > h2(x)2t , because otherwise |f0(x) + f1(x)| 6 |f0(x)| + |f1(x)| 6 h2(x)t .
Therefore,
H(f0 + f1)(t) =
∫
Gt(f0+f1)
h1(x)dµ
6
∫
G2t(f0)
h1(x)dµ+
∫
G2t(f1)
h1(x)dµ = Hf0(2t) +Hf1(2t).
2. Given f ∈ Z and s > 0, set
f0,s = fχGs(f) , f1,s = fχRn\Gs(f) .
Then f = f0,s + f1,s and
Gt(f0,s) =
{
x ∈ Ω : |f(x)|χ
Gs(f)
(x) >
h2(x)
t
}
=
{
x ∈ Gs(f) : |f(x)| > h2(x)
t
}
=
{
x ∈ Ω : |f(x)| > max
{
1
s
,
1
t
}
h2(x)
}
=
 Gt(f), if 0 < t 6 s,Gs(f), if s < t <∞.
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Hence for all s, t > 0
Hf0,s(t) =

∫
Gt(f)
h1(x)dµ, if 0 < t 6 s,∫
Gs(f)
h1(x)dµ, if s < t 6∞
=
 Hf(t), if 0 < t 6 s,Hf(s), if s < t 6∞ = AsHf(t).
Moreover,
Gt(f1,s) =
{
x ∈ Ω : |f(x)|χcGs(f)(x) >
h2(x)
t
}
=
{
x ∈ Ω\Gs(f) : |f(x)| > h2(x)
t
}
=
{
x ∈ Ω : h2(x)
t
< |f(x)| 6 h2(x)
s
}
=
 ∅, if 0 < t 6 s,Gt(f)\Gs(f), if s < t <∞.
Hence
Hf1,s(t) =

0, if 0 < t 6 s,∫
Gt(f)
h1(x)dµ−
∫
Gs(f)
h1(x)dµ, if s < t 6∞
=
 0, if 0 < t 6 s,Hf(t)−Hf(s), if s < t <∞
= (I − As)Hf(t) 6 BsHf(t).
Remark 4.21. A stronger property than (4.18) was proved, namely,
Hf0,s(t) = AsHf(t), Hf1,s(t) = (I − As)Hf(t), t > 0.
Next, let for f ∈ Z the operators F0, F1, F be defined by
F0 = H
1
p0 , F1 = H
1
p1 , F = H
1
p . (4.35)
Lemma 4.22. Let 0 < p0, p1, p 6∞, p0 6= p1, 0 < θ < 1, and
1
p
=
1− θ
p0
+
θ
p1
. (4.36)
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Then
||f ||Φ1,p0 (F0) = p
− 1
p0
0 ||f ||Lp0 (Ω,w0,µ), (4.37)
||f ||Φ1,p1 (F1) = p
− 1
p1
1 ||f ||Lp1 (Ω,w1,µ) (4.38)
and
||f ||Φ1,p(F ) = p−
1
p ||f ||Lp(Ω,w1−θ0 wθ1 ,µ). (4.39)
Proof. 1. Let Ω0(f) = {x ∈ Ω : f(x) 6= 0}. Then
⋃
t>0
Gt(f) = Ω0(f) and
||f ||p0Lp0 (Ω,w0,µ) =
∫
Ω0(f)
(|f(x)|w0(x))p0dµ
=
∫
Ω0(f)
(
w0(x)
w1(x)
) p0p1
p1−p0
(
|f(x)|
(
wp00 (x)
wp11 (x)
) 1
p0−p1
)p0
dµ
=
∫
Ω0(f)
h1(x)(|f(x)|h−12 (x))p0dµ = p0
∫
Ω0(f)
h1(x)
( ∞∫
|f(x)|−1h2(x)
t−p0−1dt
)
dµ
= p0
∞∫
0
t−p0
( ∫
|f(x)|−1h2(x)<t
h1(x)dµ
)
dt
t
= p0
∞∫
0
t−p0
( ∫
Gt(f)
h1(x)dµ
)
dt
t
= p0
∞∫
0
t−p0Hf(t)
dt
t
= p0
∞∫
0
(
t−1F0f(t)
)p0 dt
t
= p0||F0f ||p0Φ1,p0 = p0||f ||
p0
Φ1,p0 (F0)
,
hence equality (4.37) follows.
2. Similarly,
||f ||p1Lp1 (Ω,w1,µ) =
∫
Ω0(f)
(|f(x)|w1(x))p1dµ
=
∫
Ω0(f)
(
w0(x)
w1(x)
) p0p1
p1−p0
(
|f(x)|
(
wp00 (x)
wp11 (x)
) 1
p0−p1
)p1
dµ
=
∫
Ω0(f)
h1(x)(|f(x)|h−12 (x))p1dµ = p1
∞∫
0
t−p1Hf(t)
dt
t
= p1
∞∫
0
(
t−1F1f(t)
)p1 dt
t
= p1||f ||p1Φ1,p1 (F1),
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and equality (4.38) follows.
3. Finally, by (4.37)
||f ||p
Lp(Ω,w
1−θ
0 w
θ
1 ,µ)
=
∫
Ω0(f)
(|f(x)|w1−θ0 (x)wθ1(x))pdµ =
=
∫
Ω0(f)
(
w0(x)
w1(x)
) p0p1
p1−p0
(
|f(x)|
(
wp00 (x)
wp11 (x)
) 1
p0−p1
)p
dµ
=
∫
Ω0(f)
h1(x)(|f(x)|h−12 (x))pdµ,
since by (4.36)
p0p1
p1 − p0 +
p0p
p0 − p1 = (1− θ)p, −
p0p1
p1 − p0 −
p1p
p0 − p1 = θp.
Hence as above
||f ||p
Lp(Ω,w
1−θ
0 w
θ
1)
= p||f ||pΦ1,p(F ),
and equality (4.39) follows.
Remark 4.23. If, given f ∈ Z such that f(x) 6= 0 for almost all x ∈ Ω, we
introduce the measure µp0(f) defined by dµp0(f) = |f(x)|−p0h1(x)dµ, then
||f ||LM1p0,p0 (G(f),µp0 (f)) =
( ∞∫
0
t−p0||f ||p0Lp0 (Gt(f),µp0 (f))
dt
t
) 1
p0
=
( ∞∫
0
t−p0
( ∫
Gt(f)
|f(x)|p0|f(x)|−p0h1(x)dµ
)
dt
t
) 1
p0
= ||f ||Φ1,p0 (F0) = p
− 1
p0
0 ||f ||Lp0 (Ω,w0)
and similar equalities hold if p0 is replaced by p1 or p.
Corollary 4.24. Let 0 < p, p0, p1 6 ∞, p0 6= p1, 0 < θ < 1 and condition
(4.35) be satisfed. Then
1) Φ1,p0(F0) = Lp0(Ω, w0, µ), Φ1,p1(F1) = Lp1(Ω, w1, µ), Φ1,p(F ) =
Lp(Ω, w
1−θ
0 w
θ
1, µ).
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2) (F p, F p00 , F
p1
1 ) is a triple of weak subadditive type.
3) The triple (F p00 , F
p1
1 , F
p) admits a weakly A-B majorizable decomposi-
tion.
Proof. Property 1) follows by Lemma 4.22. Properties 2), 3) follow by Lemma
4.20, since by (4.35) F p00 = F
p1
1 = F
p = H.
4.3.3 Lorentz spaces.
Example 4.25. Let Z be the space of all functions f µ-measurable on Ω and
such that mf (t) = µ({x ∈ Ω : |f(x)| > t}) < ∞ for all t > 0. (mf is the
distribution function of f .) Let the operator H : Z →M↑ be defined by
Hf(t) = mf
(
1
t
)
, f ∈ Z, t > 0,
hence Hf(t) = µ(Gt(f)), where Gt(f) = {x ∈ Ω : |f(x)| > 1t}. Then Φ1,q(H
1
p )
is the Lorentz space Lp,q(Ω, µ) and
||f ||
Φ1,q(H
1
p )
= ||H 1pf ||Φ1,q = ||(Hf)
1
p ||Φ1,q
=
( ∞∫
0
(
t−1(Hf(t))
1
p
)q dt
t
) 1
q
=
( ∞∫
0
(
t−1
(
mf
(
1
t
)) 1
p
)q
dt
t
) 1
q
=
(
1
t
= τ
)
=
( ∞∫
0
(
τ(mf (τ))
1
p
)q dτ
τ
) 1
q
≡ ||f ||Lp,q(Ω,µ).
Lemma 4.26. The operator H : Z → M↑ is weakly subadditive and admits
an A-B majorizable decomposition.
Proof. 1. By the properties of distribution functions, given f0, f1 ∈ Z, we have
H(f0 + f1)(t) = mf0+f1
(
1
t
)
6 mf0
(
1
2t
)
+mf1
(
1
2t
)
= Hf0(2t) +Hf1(2t).
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2. Furthermore, given f ∈ Z, we set
f0,s = fχGs(f) , f1,s = f − f0,s = fχRn\Gs(f) .
Then for all t > 0
Hf0,s(t) = µ
({
x ∈ Ω : |f(x)|χ
Gs(f)
(x) >
1
t
})
= µ
({
x ∈ Gs(f) : |f(x)| > 1
t
})
= µ(Gt(f) ∩Gs(f))
=
 µ(Gt(f)), if 0 < t 6 s,µ(Gs(f)), if s < t <∞
=
 Hf(t), if 0 < t 6 s,Hf(s), if s < t <∞ = AsHf(t)
and
Hf1,s(t) = µ
({
x ∈ Ω : |f(x)|χRn\Gs(f)(x) >
1
t
})
= µ
({
x ∈ Ω\Gs(f) : |f(x)| > 1
t
})
= µ(Gt(f)\Gs(f))
=
 0, if 0 < t 6 s,µ(Gt(f))− µ(Gs(f)), if s < t <∞
= (I − As)Hf(t) 6 BsHf(t).
Remark 4.27. A stronger property than (4.18) was proved, namely,
Hf0,s(t) = AsHf(t), Hf1,s(t) = (I − As)Hf(t), t > 0.
Remark 4.28. If, given f ∈ Z such that f(x) 6= 0 for almost all x ∈ Ω, we
introduce the measure µ(f) defined by dµ(f) = |f(x)|−pdµ, then
||f ||LM1p,q(G(f),µ(f)) =
( ∞∫
0
t−q||f ||qLp(Gt(f),µ(f))
dt
t
) 1
q
=
( ∞∫
0
t−q
( ∫
Gt(f)
|f(x)|p|f(x)|−pdµ
) q
p dt
t
) 1
q
=
( ∞∫
0
t−q (Hf(t))
q
p
dt
t
) 1
q
=
( ∞∫
0
(
t−1(Hf(t))
1
p
)q dt
t
) 1
q
= ||f ||Lp,q(Ω,µ).
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Example 4.29. Given f ∈ Z, next we set
Ff(t) = f ∗
(
1
t
)
, t > 0,
where f ∗ is the non-increasing rearrangement of f , i.e. f ∗(t) = inf{τ ∈
(0,∞) : mf (τ) 6 t}, t > 0. Then, for any 0 < p < ∞, 0 < q 6 ∞,
Φ 1
p
,q(F ) = Lp,q(Ω, µ) and
||f ||Φ 1
p ,q
(F ) =
( ∞∫
0
(
t−
1
pf ∗
(1
t
))q dt
t
) 1
q
=
( ∞∫
0
(
τ
1
pf ∗(τ)
)q dτ
τ
) 1
q
≡ ||f ||Lp,q(Ω,µ).
Lemma 4.30. The operator F : Z →M↑ is weakly subadditive and admits an
A-B majorizable decomposition.
Proof. 1. By the properties of rearrangements, given f0, f1 ∈ Z
F (f0 + f1)(t) = (f0 + f1)
∗
(
1
t
)
6 f ∗0
(
1
2t
)
+ f ∗1
(
1
2t
)
= Ff0(2t) + Ff1(2t).
2. Furthermore, given f ∈ Z, we set
f0,s(x) =

f(x), if |f(x)| 6 f ∗(1
s
),
f ∗(1
s
), if f(x) > f ∗(1
s
),
−f ∗(1
s
), if f(x) < −f ∗(1
s
)
and f1,s(x) = f(x)− f0,s. Then
|f0,s(x)| =

|f(x)|, if |f(x)| 6 f ∗(1
s
),
f ∗(1
s
), if |f(x)| > f ∗(1
s
).
Hence for all t > 0
mf0,s(t) = µ({x ∈ Ω : |f0,s| > t})
=

µ({x ∈ Ω : t < |f(x)| 6 f ∗(1
s
)}), if t < f ∗(1
s
),
0, if t > f ∗(1
s
)
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=

µ({x ∈ Ω : |f(x)| > t})− µ({x ∈ Ω : |f(x)| > f ∗(1
s
)}), if t < f ∗(1
s
),
0, if t > f ∗(1
s
)
=

mf (t)−mf (f ∗(1s)), if t < f ∗(1s),
0, if t > f ∗(1
s
).
Next consider the function gs of one variable defined by
gs(x) =

f ∗(1
s
), if f ∗(x) > f ∗(1
s
), x > 0,
f ∗(x), if f ∗(x) 6 f ∗(1
s
), x > 0.
Note that 3
mgs(t) = |{x ∈ (0,∞) : gs(x) > t}|
=

|{x ∈ (0,∞) : t < f ∗(x) 6 f ∗(1
s
)}|, if t < f ∗(1
s
),
0, if t > f ∗(1
s
)
=

|{x ∈ (0,∞) : f ∗(x) > t}| − |{x ∈ (0,∞) : f ∗(x) > f ∗(1
s
)}|,
0,
=

mf∗(t)−mf∗(f ∗(1s)), if t < f ∗(1s),
0, if t > f ∗(1
s
).
Since mf (t) = mf∗(t) for all t > 0 it follows that mf0,s(t) = mgs(t) for all t > 0,
hence follows that f ∗0,s(t) = g
∗
s(t) and
Ff0,s(t) = f
∗
0,s
(
1
t
)
= g∗s
(
1
t
)
= gs
(
1
t
)
=

f ∗(1
t
), if t 6 s,
f ∗(1
s
), if t > s
= AsFf(t).
3 For a set Ω ⊂ R, |Ω| denotes the one-dimensional Lebesgue measure of Ω.
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Next for all x ∈ Ω
f1,s(x) = f(x)− f0,s =

0, if |f(x)| 6 f ∗(1
s
),
f(x)− f ∗(1
s
), if f(x) > f ∗(1
s
),
f(x) + f ∗(1
s
), if f(x) < −f ∗(1
s
),
hence
|f1,s(x)| =

0, if |f(x)| 6 f ∗(1
s
),
f(x)− f ∗(1
s
), if f(x) > f ∗(1
s
),
−f(x)− f ∗(1
s
), if f(x) < −f ∗(1
s
)
=

0, if |f(x)| 6 f ∗(1
s
),
|f(x)| − f ∗(1
s
), if |f(x)| > f ∗(1
s
).
Therefore, for all t > 0
mf1,s(t) = µ({x ∈ Ω : |f1,s| > t})
= µ
({
x ∈ Ω : |f(x)| > f ∗
(
1
s
)
, |f1,s(x)| > t
})
= µ
({
x ∈ Ω : |f(x)| > f ∗
(
1
s
)
, |f(x)| − f ∗
(
1
s
)
> t
})
= µ
({
x ∈ Ω : |f(x)| > t+ f ∗
(
1
s
)})
= mf
(
t+ f ∗
(
1
s
))
.
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Since for all τ > 0 mf (τ + f
∗(1
s
)) 6 mf (f ∗(1s)) 6
1
s
it follows that
f ∗1,s(t) = inf{τ ∈ (0,∞) : mf1,s(τ) 6 t}
=

inf{τ ∈ (0,∞) : mf (τ + f ∗(1s)) 6 t}, if t < 1s ,
0, if t > 1
s
=

inf{η − f ∗(1
s
) : η > f ∗(1
s
),mf (η) 6 t}, if t < 1s ,
0, if t > 1
s
=

inf{η > f ∗(1
s
) : mf (η) 6 t} − f ∗(1s), if t < 1s ,
0, if t > 1
s
=
 max{f ∗(1s), f ∗(t)} − f ∗(1s), if t < 1s ,0, if t > 1
s
=
 f ∗(t)− f ∗(1s), if t < 1s ,0, if t > 1
s
.
Thus for all t > 0
Ff1,s(t) = f
∗
1,s
(
1
t
)
=
 0, if t 6 s,f ∗(1
t
)− f ∗(1
s
), if t > s
=
 0, if t 6 s,Ff(t)− Ff(s), if t > s = (I − As)Ff(t) 6 BsFf(t).
Remark 4.31. A stronger property than (4.18) was proved, namely,
Ff0,s(t) = AsFf(t), Ff1,s(t) = (I − As)Ff(t), t > 0.
76 GENERAL INTERPOLATION THEOREM
4.4 Corollaries of the interpolation theorem
for spaces Φλ,q(F ).
4.4.1 Deriving interpolation theorem for spaces LMλp,q(G, µ).
Theorem 4.32. Let 0 < p, q0, q1, q 6 ∞, 0 < λ0, λ1 < ∞, λ0 6= λ1, and
0 < θ < 1, Ω ⊂ Rn, and let µ be a σ-finite Borel measure on Ω and G =
{Gt}t>0 be a family of µ-measurable sets Gt, satisfying (2.5). Then
(LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q = LM
λ
p,q(G, µ), (4.40)
where λ = (1− θ)λ0 + θλ1. Moreover, there exist c1, c2 > 0, depending only on
p, q0, q1, q, λ0, λ1 and θ, such that
c1||f ||LMλp,q(G,µ) 6 ||f ||(LMλ0p,q0 (G,µ),LMλ1p,q1 (G,µ))θ,q 6 c2||f ||LMλp,q(G,µ) (4.41)
for all f ∈ LMλp,q(G, µ).
Proof. Let the space Z and operator F : Z → M↑ be as in Example 4.13.
Then by Lemma 4.16 and Theorem 4.10′ it follows that
(LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q = (Φλ0,q0(F ),Φλ1,q1(F ))θ,q = Φλ,q(F )
= LMλp,q(G, µ),
hence it follows that equality (4.40) equipped with inequality (4.41) holds.
Corollary 4.33. Let 0 < p, q0, q1, q 6 ∞, 0 < λ0, λ1 < ∞, λ0 6= λ1, and
0 < θ < 1, and function v be as in Example 4.14. Then(
LM v
λ0 (·)
p,q0
, LM v
λ1 (·)
p,q1
)
θ,q
= LM v
λ(·)
p,q ,
where λ = (1− θ)λ0 + θλ1.
Proof. Let the family G and measure µ be as in Example 4.14. By Theorem
4.32 we get(
LM v
λ0 (·)
p,q0
, LM v
λ1 (·)
p,q1
)
θ,q
= (LMλ0p,q0(G, µ), LM
λ1
p,q1
(G, µ))θ,q
= LMλp,q(G, µ) = LM
vλ(·)
p,q .
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Remark 4.34. Note that the equality(
LMpq0,wλ0 (·), LMpq1,wλ1 (·)
)
θ,q
= LMpq,wλ(·), (4.42)
where λ = (1−θ)λ0 +θλ1, may not hold even for the case of the power function
w(r) = r−s, s > 0. In this case equality (4.42) holds if λ is replaced by
ν = λ+
1
s
(
1
q
− 1− θ
q0
− θ
q1
)
,
hence equality (4.42) holds only if
1
q
=
1− θ
q0
+
θ
q1
. (4.43)
Indeed, by Corollary 3.6(
LMpq0,(r−s)λ0 (·), LMpq1,(r−s)λ1 (·)
)
θ,q
=
(
LM
sλ0− 1q0
p,q0 , LM
sλ1− 1q1
p,q1
)
θ,q
= LM
νs− 1
q
p,q = LMpq,(r−s)ν .
However, equality (4.42) holds for one special choice of λ0 and λ1.
Corollary 4.35. Let 0 < p, q0, q1, q < ∞, q0 6= q1, 0 < θ < 1, and (4.43)
be satisfied, and let w be a such positive measurable function on (0,∞), that
w ∈ L1(t,∞) for some t > 0. Then 4(
LM
p,q0,w
1
q0 (·)
, LM
p,q1,w
1
q1 (·)
)
θ,q
= LM
p,q,w
1
q (·) .
Proof. By Example 4.15 for functions w
1
q0 and w
1
q1 functions v0 and v1 have
the form v0 = v
1
q0 and v1 = v
1
q1 , where
v(t) =
 0, if 0 < t 6 a,||w||−1L1(t,∞), if a < t <∞ .
Hence by Corollary 4.33(
LM
p,q0,w
1
q0 (·)
, LM
p,q1,w
1
q1 (·)
)
θ,q
=
(
LM v
1
q0 (·)
p,q0
, LM v
1
q1 (·)
p,q1
)
θ,q
= LM v
1
q (·)
p,q = LMp,q,w
1
q (·).
4 In [43] this result is extended to all functions w ∈ Ω1.
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4.4.2 Deriving classical interpolation theorems and some
of their new variants.
In this subsection we shall prove several interpolation theorems by using the
results of the previous sections. We start with the statement which is a direct
corollary of Theorem 4.32.
Theorem 4.36. Let Ω ⊂ Rn, µ be a σ-finite Borel measure on Ω, and w
be a positive µ-measurable function on Ω. Moreover, let 0 < p, q 6 ∞ and
0 < λ0, λ1 <∞, λ0 6= λ1, 0 < θ < 1. Then
(
Lp(Ω, w
λ0 , µ), Lp(Ω, w
λ1 , µ)
)
θ,q
= LMλp,q(G, µ),
where λ = (1 − θ)λ0 + θλ1 and G = {Gt}t>0, Gt = {x ∈ Ω : w(x) > 1t}. If
q = p, then
(
Lp(Ω, w
λ0 , µ), Lp(Ω, w
λ1 , µ)
)
θ,p
= Lp(Ω, w
λ, µ).
Proof. By Example 2.19 and Theorem 4.32
(
Lp(Ω, w
λ0 , µ), Lp(Ω, w
λ1 , µ)
)
θ,q
=
(
LMλ0p,p(G, µ), LM
λ1
p,p(G, µ)
)
θ,q
= LMλp,q(G, µ).
If q = p, then LMλp,p(G, µ) = Lp(Ω, w
λ, µ).
Remark 4.37. By Example 2.20 f ∈ (Lp(Ω, wλ0 , µ), Lp(Ω, wλ1 , µ))θ,q with
q <∞ if f is µ-measurable on Ω and
∞∫
0
tλq
( ∫
x∈Ω:w(x)>t
|f(x)|pdµ
) q
p dt
t
<∞.
If p = q, then this condition is equivalent to the condition f ∈ Lp(Ω, wλ, µ). If
q = ∞, then f ∈ (Lp(Ω, wλ0 , µ), Lp(Ω, wλ1 , µ))θ,∞ if f is µ-measurable on Ω
and there exists c = c(f) > 0 such that for all t > 0( ∫
x∈Ω:w(x)>t
|f(x)|pdµ
) 1
p
6 ct−λ.
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Theorem 4.38. let Ω ⊂ Rn, µ be a σ-finite Borel measure on Ω, and w0, w1
be positive µ-measurable functions on Ω. Moreover, let 0 < p, q 6 ∞,
0 < λ0, λ1 <∞, λ0 6= λ1, and 0 < θ < 1. Then
(Lp(Ω, w0, µ), Lp(Ω, w1, µ))θ,q = LM
λ
p,q(Gλ0,λ1 , νλ0,λ1),
where λ = (1− θ)λ0 + θλ1, and the family of nested sets {Gt,λ0,λ1}t>0 and the
measure νλ0,λ1 are such as in Example 2.21. If q = p, then
(Lp(Ω, w0, µ), Lp(Ω, w1, µ))θ,p = Lp(Ω, w
1−θ
0 w
θ
1, µ).
For q = p this is the Stein-Weiss interpolation theorem [42], for q 6= p this
is a new description of the interpolation space in the non-diagonal case. A
similar description for the case λ0 = 0, λ1 > 0 was given by J.E. Gilbert [23].
See also survey paper [4].
Proof. By Example 2.21 and Theorem 4.32
(Lp(Ω, w0, µ), Lp(Ω, w1, µ))θ,q =
(
LMλ0p,p(Gλ0,λ1 , νλ0,λ1), LM
λ1
p,p(Gλ0,λ1 , νλ0,λ1)
)
θ,q
= LMλp,q(Gλ0,λ1 , νλ0,λ1).
Moreover, if q = p <∞, then
‖f‖p
LMλp,p(Gλ0,λ1 ,νλ0,λ1 )
=
∞∫
0
t−λp
( ∫
x∈Ω: wα00 (x)w
α1
1 (x)<t
(|f(x)|wβ00 (x)wβ11 (x))pdµ)dtt
=
∫
Ω
wβ0p0 (x)w
β1p
1 (x)|f(x)|p
( ∞∫
w
α0
0 (x)w
α1
1 (x)
t−λp−1dt
)
dµ
=
1
λp
∫
Ω
(|f(x)|w1−θ0 (x)wθ1(x))pdµ,
because β0 − λα0 = 1− θ, β1 − λα1 = θ. Hence it follows that
‖f‖LMλp,p(Gλ0,λ1 ,νλ0,λ1 ) = (λp)
− 1
p‖f‖Lp(Ω,w1−θ0 wθ1 ,µ).
If q = p =∞, then we have
‖f‖LMλ∞,∞(Gλ0,λ1 ,νλ0,λ1 ) = ‖f‖L∞(Ω,w1−θ0 wθ1 ,µ)
if we take into account the convention (2.9) made in Example 2.21 according
to which ‖f‖LMλ∞,∞(Gλ0,λ1 ,νλ0,λ1 ) = ‖fw
β0
0 w
β1
1 ‖LMλ∞,∞(Ω,µ).
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Remark 4.39. By Example 2.21 f ∈ (Lp(Ω, w0, µ), Lp(Ω, w1, µ))θ,q with
q <∞ if f is µ-measurable on Ω and
∞∫
0
t−λq
( ∫
x∈Ω: wα00 (x)w
α1
1 (x)<t
(
|f(x)|wβ00 (x)wβ11 (x)
)p
dµ
) q
p dt
t
<∞.
If q = p, then this condition is equivalent to the condition f ∈ Lp(Ω, w1−θ0 wθ1, µ).
If q = ∞, then f ∈ (Lp(Ω, w0, µ), Lp(Ω, w1, µ))θ,∞ if f is µ-measurable on Ω
and there exists c = c(f) > 0 such that for all t > 0( ∫
x∈Ω: wα00 (x)w
α1
1 (x)<t
(|f(x)|wβ00 (x)wβ11 (x))pdµ) 1p 6 ctλ.
By Theorem 4.38 the quasi-norms ‖f‖LMλp,q(Gλ0,λ1 ,νλ0,λ1 ) are equivalent for dif-
ferent choices of λ0, λ1 ∈ (0,∞), λ0 6= λ1. (It is not clear how to verify this
directly.)
Remark 4.40. Theorem 4.36 is a particular case of Theorem 4.38. Indeed, if
w is a positive µ-measurable function on Ω and w0 = w
λ0 , w1 = w
λ1, then it
is enough to take into account wα00 w
α1
1 = w
−1 and wβ00 w
β1
1 = 1.
Theorem 4.41. Let Ω ⊂ Rn be a Lebesgue measurable set, w0, w1 be positive
Lebesgue measurable functions on Ω. Moreover, let 0 < q 6 ∞, 0 < θ < 1,
0 < p0, p1, p <∞, p0 6= p1, and
1
p
=
1− θ
p0
+
θ
p1
. (4.44)
Then
(Lp0(Ω, w0), Lp1(Ω, w1))θ,q = Φ1,q(H
1
p ),
where the operator H is defined in Example 4.19. If q = p, then
(Lp0(Ω, w0), Lp1(Ω, w1))θ,p = Lp(Ω, w
1−θ
0 , w
θ
1).
For q = p this is the Peetre interpolation theorem [34]. In the non-diagonal
case q 6= p this is a new description of the interpolation space. Another
descriptions were given by P.I. Lizorkin [27] for p0, p1 > 1 and by D. Freitag
[20, 21] for p0, p1 > 0. See also survey paper [4].
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Proof. By Corollary 4.24
(Lp0(Ω, w0), Lp1(Ω, w1))θ,q = (Φ1,p0(F0),Φ1,p1(F1))θ,q .
Also by Corollary 4.24 (F p00 , F
p1
1 , F
p) is the triple of weak subadditive type
and the triple (F p, F p00 , F
p1
1 ) admits a weakly A-B majorizable decomposition.
Moreover, by equality (4.44), it follows that for σ0 = p0, σ1 = p1 and σ = p
conditions (4.23) and (4.24) are satisfied. Therefore, by Theorem 4.10
(Φ1,p0(F0),Φ1,p1(F1))θ,q = Φ1,q(F ) = Φ1,q(H
1
p ).
Moreover, if q = p, then by Lemma 4.22
Φ1,p(F ) = Lp(Ω, w
1−θ
0 , w
θ
1).
Remark 4.42. By Example 4.19 f ∈ (Lp0(Ω, w0), Lp1(Ω, w1))θ,q with q < ∞
if f is Lebesgue measurable on Ω and
∞∫
0
tq
( ∫
x∈Ω:|f(x)|>h2(x)t
h1(x)dx
) q
p dt
t
<∞.
If p = q, then this condition is equivalent to the condition ||f ||Lp(Ω,w1−θ0 wθ1) <∞.
If q =∞, then f ∈ (Lp0(Ω, w0), Lp1(Ω, w1))θ,∞ if f is Lebesgue measurable on
Ω and there exists c = c(f) > 0 such that for all t > 0∫
x∈Ω:|f(x)|>h2(x)t
h1(x)dx 6 ct−p.
Finally we derive the Caldero´n interpolation theorem [18] by using Theo-
rems 4.10, 4.10′ and Examples 4.25, 4.29.
Theorem 4.43. Let Ω ⊂ Rn and µ be a σ-finite Borel measure on Ω. More-
over, let 0 < q0, q1, q 6∞, 0 < p0, p1 <∞, p0 6= p1, 0 < θ < 1. Then
(Lp0,q0(Ω, µ), Lp1,q1(Ω, µ))θ,q = Lp,q(Ω, µ),
where 1
p
= 1−θ
p0
+ θ
p1
.
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Proof. First proof. By Example 4.25
(Lp0,q0(Ω, µ), Lp1,q1(Ω, µ))θ,q =
(
Φ1,q0(H
1
p0 ),Φ1,q1(H
1
p1 )
)
θ,q
.
Since by Lemma 4.26
((
H
1
p
)p
,
(
H
1
p0
)p0
,
(
H
1
p1
)p1)
= (H,H,H) is a triple
of weak subadditive type, the triple
((
H
1
p0
)p0
,
(
H
1
p1
)p1
,
(
H
1
p
)p)
admits an
A-B majorizable decomposition. Moreover, p0 6= p1. Hence, by Theorem 4.10(
Φ1,q0(H
1
p0 ),Φ1,q1(H
1
p1 )
)
θ,q
= Φ1,q(H
1
p ) = Lp,q(Ω, µ). 2
Second proof. By Example 4.29
(Lp0,q0(Ω, µ), Lp1,q1(Ω, µ))θ,q =
(
Φ 1
p0
,q0
(F ),Φ 1
p1
,q1
(F )
)
θ,q
.
Since by Lemma 4.30 the operator F is weakly subadditive, admits an A-B
majorizable decomposition. Moreover, p0 6= p1. Hence, by Theorem 4.10′(
Φ 1
p0
,q0
(F ),Φ 1
p1
,q1
(F )
)
θ,q
= Φ 1
p
,q(F ) = Lp,q(Ω, µ).
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