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Abstract 
This thesis aims to use different decision fusion methods in a multimodal bio-
metric system. Multimodal biometric systems combine two or more modali-
ties to increase the level of security. The performance of each biometric can 
be affected by some external conditions and variabilities. It would be bet-
ter to fuse the results of different biometric verification trials with different 
weights for the modalities according to the changes in conditions. We have 
built a multimodal biometric system that combines three common modali-
ties, including speaker verification, face identification and fingerprint verifi-
cation. Examples of conditions that affect verification performance include 
the recording conditions of utterances for speaker verification; lighting, head 
positions and facial expressions in face identification and finger placement 
and pressure for fingerprint verification. Our work aims to consider differ-
ent external conditions in decision fusion to enhance the verification perfor-
mance. We explore the use of Fuzzy Logic and Dempster-Shafer theory of 
evidence in the fusion schemes to adjust the weights assigned for the modal-
. ities according to the variations in conditions. Using majority voting and 
weighted average combination with fixed weighting as the baseline fusions, 
it was shown that decision fusion by considering some external factors could 
achieve better performance. 
i 
摘要 











證據理論(Dempster-Shafer theory of evidence)，根據不同的情況來調較各 
種模式的比重。利用多數表決(majority voting)和固定比重的加權平均組 
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Multimodality forms the core of human-centric interfaces and extends the 
accessibility of computing to a diversity of users and usage contexts. Nowa-
days, people can interact with computing devices not only with text but 
also in the forms of speech and videos. The emergence of various forms of 
mobile computing such as pocket PCs and 3G mobile phones enable people 
to access the Internet everywhere. People with different kinds of computing 
devices can shop online, perform transactions through Internet banking and 
place video calls for •communication at anytime and anywhere. As computing 
permeates our everyday lives, security that safeguards proper access to com-
puters, communication networks and private information becomes an issue 
of prime importance. 
There are two classical techniques used to authenticate a person. One 
is knowledge-based in which an individual knows of some information that 
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to prove his identity. Examples include the uses of passwords and PINs. 
Another technique is token-based in which an individual presents particular 
tokens such as credit cards and identity cards to prove his identity. How-
ever, both knowledge-based and token-based techniques have disadvantages. 
They cannot really recognize a person because the tokens can be stolen by 
imposters and knowledge may be forgotten easily by the user. This problem 
can be overcome by the use of biometric authentication that verifies the user's 
identity based on his/her physiological or behavioral characteristics that can-
not be forgotten, lost or stolen. Any physiological or behavioral characteristic 
that could be used as a biometric should be universal, unique, permanent and 
collectable [12]. This means that the characteristics should be possessed by 
every person but should not be the same for any two or more persons. Also, 
the characteristics should not change with time and can be measured quan-
titatively. A number of biometric traits have been investigated, including 
face, voice, fingerprint, iris, retina, hand geometry, signature, hand vein, etc. 
Figure 1.1 shows some examples of biometric traits [23 . 
User authentication should be transparent to human-computer interac-
tion to maximize usability. In this regard, multimodal human inputs to 
the computer offer multiple biometric information sources for user authen-
tication. For example, a computer with a camera and a microphone can 
obtain the user's facial images and speech. Hence multimodality and multi-
biometrics go naturally in tandem. 
2 
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_ 删 _ 
(a) Face (b) Voice (c) Fingerprint • • • 
(e) Iris (f) Hand geometry (g) Signature 
Figure 1.1: Examples of biometric traits. 
1.2 Multimodal Biometric Systems 
Performance in biometric verification is often affected by external conditions 
and variabilities. These are often related to mismatched conditions between 
enrollment and verification sessions. For example, the handsets/microphones 
used for recording speech, the cameras used for capturing facial images and 
the fingerprint readers could be different. The difference in equipments can 
affect the quality of the data captured and hence affect the extraction of 
features from the data. In addition, the user's speech may vary according 
to ambient noise conditions, the speaker's health (e.g. contracting a cold) or 
speaking styles. The user's facial images may vary due to changes in back-
grounds, illumination, head positions and expressions. The user's fingerprint 
3 
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images may vary according to finger placements, pressure, cuts or dirt on 
fingers. 
While none of the biometrics alone can guarantee absolute reliability, 
they can reinforce one another when used jointly to maximize verification 
performance. This motivates multi-biometric authentication, where deci-
sions based on individual biometrics are fused. Figure 1.2 shows an example 
of a multimodal biometric system that combines speech, face and fingerprint 
biometrics. Speech utterances, facial images and fingerprint images are input 
to the speaker verification, face identification and fingerprint verification sys-
tems respectively for matching with the enrolled models or templates. Each 
biometric system generates its own decision and the decisions from the three 
biometric systems are then fused to produce a final decision. Another possi-
ble architecture is shown in Figure 1.3 in which the features of speech, face 
and fingerprint are first fused and the composite features are used for match-
ing to produce a final decision. It was shown that multimodal biometric 
systems can perform better than single modalities [3’ 5, 13, 15，28 . 
4 
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Figure 1.2: An example of a multimodal biometric system. 
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Figure 1.3: Another example of a multimodal biometric system with features 
fusion. 
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1.3 Objectives 
This thesis explores various decision fusion methods in a multimodal bio-
metric system. Our multimodal biometric system combines three common 
biometric modalities which are speaker verification, face identification and 
fingerprint verification. Since the performance of each biometric can be af-
fected by different external conditions and variations, we attempt to consider 
some external factors that affect verification performance in the decision fu-
sion. Examples of external conditions that affect verification performance 
include recording conditions of utterances for speaker verification, head po-
sitions, lighting and facial expressions in face identification and finger place-
ment and pressure for fingerprint verification. We first investigate the use of 
” majority voting and weighted average scores as the decision fusion methods 
without considering any external conditions. These two simple fusion meth-
ods are used as our baselines. Then, we propose two fusion techniques that 
incorporate effects of external conditions that affect the confidence in a bio-
metric verification decision. One technique is fuzzy logic decision fusion while 
another is based on Dempster-Shafer theory of evidence. We aim to demon-
strate that decision fusion using our proposed fusion frameworks can improve 
the verification performance by considering some external conditions. 
1.4 Thesis Outline 
This thesis is organized as follows: Chapter 2 describes some previous work 
in decision fusion in multimodal biometric systems. As we propose to use 
fuzzy logic and Dempster-Shafer theory of evidence as the fusion techniques, 
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background of fuzzy logic and Dempster-Shafer theory of evidence are also in-
troduced. Chapter 3 details the three biometric modalities we used including 
speaker verification, face identification and fingerprint verification. Chapter 
4 describes our baseline fusions using majority voting and weighted average 
scores. Chapter 5 presents our fuzzy logic decision fusion framework. Chap-
ter 6 demonstrates our decision fusion framework based on Dempster-Shafter 




This thesis explores decision fusion in a multimodal biometric system. In 
a multimodal biometric system, fusion techniques are required to combine 
the decisions from individual biometrics. There are different kinds of mul-
timodal biometric system consisting of different modalities and a number 
of techniques are used for fusion. The verification accuracy of one biomet-
ric modality is related to its distinguishing power. However, some external 
variations that are related to the mismatched conditions between enrollment 
and verification sessions can also affect the verification accuracy. In order 
to incorporate some external factors that affect the verification performance, 
we design two fusion frameworks using fuzzy logic and Dempster-Shafer the-
ory of evidence to combine different sources of external information. In this 
chapter, we will describe the background information in these areas. In Sec-
tion 2.1，we will review the previous work on decision fusion techniques in 
multimodal biometrics systems. In Section 2.2, we will present the ideas of 
fuzzy logic. Lastly in Section 2.3, we will provide the background information 
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of Dempster-Shafer theory of evidence. 
2.1 Decision Fusions in Multimodal Biomet-
ric Systems 
In multimodal biometric systems, fusion techniques are required to combine 
the evidences from different biometric modalities. The fusion can be done at 
the following three levels [14] to make the final decision. 
1. Feature extraction level: Features extracted from each biometric modal-
ity are combined to form a new feature vector for matching. 
, 2. Matching score level: Each biometric modality provides a similarity 
score after matching between the input features and the template fea-
tures. These scores are combined to determine the truth of the claimed 
identity. 
3. Decision or abstract level: Each biometric modality makes its own 
decision about the truth of the claimed identity based on its matching 
result and outputs a class label. The class labels from each modality 
are combined to. make a final decision. 
Fusion at feature extraction level provides higher dimensional data points of 
feature vectors and hence is the most informative. At feature level, features 
�c a n be combined based on vector concatenation [7]. The amount of informa-
tion decreases from feature extraction level to decision level At matching 
score level, continuous similarity measures can be combined using averaged 
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or other linear combination schemes [3, 16]. Majority vote is always used at 
decision level [17]. Although feature spaces are the most informative, it is 
difficult to have fusion at feature extraction level because the feature spaces 
of different biometrics are not always available and the feature representa-
tions of different modalities are not always compatible. Since the class labels 
at abstract level contain the least amount of information, most studies on 
decision fusion are investigated at matching score level. 
There are many decision fusion techniques applied in different multimodal 
biometric systems to combine the outputs from multiple biometric charac-
teristics. In [13], the multimodal biometric system integrates fingerprint 
verification, face recognition and speaker verification. The final decision is 
made by accumulating the similarity scores from the three modalities. In 
13], linear weighted scheme and Support Vector Machine (SVM) were used 
to combine the output scores from facial and vocal modalities. The results 
were compared and it was found that the linear classifier performed better 
than SVM. In [10], lip movements together with face and voice were combined 
using two-out-of-three strategy in which at least two of the three biometric 
characteristics are higher than the preset thresholds for acceptance. 
Different binary classifiers, including SVM, minimum cost Bayesian clas-
sifier, Fisher's linear discriminant, C4.5 decision trees and Multi-Layer Per-
ception, were used and compared in [4] to combine face and voice modali-
ties. The best result was obtained from the Bayesian classifier. There were 
• also comparisons between the six parametric classifiers (maximum likelihood, 
maximum a-posteriori probability, logistic regression, quadratic classifier, lin-
ear classifier, and Multi-Layer Perceptron) and six non-parametric classifiers 
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(AND-voting rule, OR-voting rule, majority voting, k-nearest neighbor, k-
nearest neighbor using vector quantization, and binary decision tree) in [28] 
for the fusion of vocal and visual biometric modalities. The performance of 
logistic regression provided the best result. A mixed approach is proposed 
in [26] which uses k-NN together with Dempster-Shafer theory. In this ap-
proach, each nearest neighbor is considered as a piece of evidence supporting 
one pattern class membership and the evidences are fused using Dempster-
Shafer theory. 
The work in [16] showed that some classifier combination schemes such as 
sum rule, product rule, max rule, min rule, median rule and majority voting 
can be derived under different assumptions and using different approxima-
tions. Several studies [3’ 16，23] showed that sum rule or weighted average 
scheme could perform better than other combination schemes. 
Most previous work described above [3’ 16’ 23’ 26] focus on fusing sim-
ilarity measures or scores from multiple biometric modalities. For example, 
the scores are fused using linear weighted classifier, SVM, decision tree, lin-
ear discriminant classifiers in [3, 23]. The problem of these existing systems 
is that the performance depends on the verification accuracy of individual 
modalities. Similar to these existing systems, this work also fuses at the 
matching score level. However, our work is different from other people's 
work in the way that we fuse the scores by focusing on the consideration of 
some uncontrollable external conditions such as illumination of a face image, 
> finger placement and pressure applied in a fingerprint image. These uncon-
trollable external conditions that cannot be handled by the modalities would 
result in low similarity scores and cause errors in classification. As a result, 
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the verification performance would be affected. Therefore, we propose two 
new fusion frameworks which apply fuzzy logic and Dempster-Shafer theory 
of evidence for fusing these information. Although the work in [26] also ap-
plies Dempster-Shafer theory of evidence, it uses the distances of /c-nearest 
neighbours as the k sources of information. The distances are regarded as 
the similarity scores which is not related to the external conditions. 
The performance of a biometric system is determined by its error rate. 
Typically, the system compares the verification score with a threshold 6 to 
make the verification decision as shown in Equation 2.1. A person is accepted 
as the claimant when the verification score is higher than the threshold. On 
the other hand, a person is rejected as an impostor when the verification 
score is lower than the threshold. 
< 
> 9 Accept 
Score = (2.1) 
< e Reject 
� 
Error occurs when the system accepts an imposter as the false claimant or 
rejects a claimant against his own claim. This introduces two types of error 
rates, False Acceptance Rate (FAR) and False Rejection Rate (FRR). FAR 
measures the proportion of impostors accepted when a number of imposters 
access the system. FRR measures the proportion of claimants rejected when 
a number of claimants access the system. 
pj^j^ _ number of imposter acceptances 
number of imposter accesses (2.2) 
p D D number of claimant rejections 
t tttC = — (2 3) 
number of claimant accesses ‘ ) 
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Changing the threshold would change the FAR and FRR. A low threshold 
would result in low FRR but high FAR while a high threshold would result in 
low FAR but high FRR. The standard evaluation criterion, Equal Error Rate 
(EER), is the error rate at which FAR is equal to FRR. The relationships 
between FRR, FAR and EER are shown in Figure 2.1. Lower EER indicates 
that the system has better performance. 
1 I 1 1 1 1 1  
“ \ / , -
00 - \ i 
J " f a r \ / f r r 
f \ i 
， \ / -
g i \ i 
LU \ > 
\ E E R / 
20 - \ i 
1� 
qI 1 \ ‘ —」-rf 一 • I I I  
Threshold 
Figure 2.1: The relationships between FRR, FAR and EER. 
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2.2 Fuzzy Logic 
We investigate the application of fuzzy logic as our decision fusion method. 
This section provides the basic concepts introduced by fuzzy logic. Fuzzy 
logic was first conceived in 1965 by Lotfi Zadeh [30]. Fuzzy logic is a logic 
that allows intermediate values to be defined between true and false, which 
is different from the conventional Boolean logic in which only either true or 
false can be defined. The partial set membership introduced by fuzzy logic 
enables the computers to process imprecise information in a way that like 
human thinks. Ambiguous human concepts like big versus small, high versus 
low can then be translated easily into a form that computers are capable 
of processing. Moreover, some systems are too complicated to represent in 
• terms of mathematical model and hence cannot be programmed in a precise 
way. Fuzzy logic allows such systems to be developed in a more effective and 
easier way [31]. 
2.2.1 Fuzzy Sets and Their Operations 
The fundamental notion of fuzzy logic is fuzzy sets. In conventional math-
ematics, for a given set Y, there is a mathematical function to uniquely 
identify each element as a member or non-member of Y. For example, for 
a set Y, which is defined from all real numbers between 0 and 1，all values 
between 0 and 0.2 belong to Y. The characteristic function of Y is shown in 
Figure 2.2. There are only two output values, 0 and 1. The elements with 
output 1 mean that they are members of the set Y while those with output 
0 mean that they are non-members of the set Y. 
15 
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1 一 j 
„ I I I _ Tntmt 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 華 ： 
Figure 2.2: A conventional set example. 
A fuzzy set allows more intermediate values between the output values 0 
and 1. The elements with output 1 represent full-membership of the set Y 
while those with output 0 represent non-membership of the set Y. For the 
elements with other output values mean that they have a partial member-
ship of the set Y. The degree of membership is represented by a continuous 
function. The membership function determines the degree of membership of 
an input. In Figure 2.3, the input 0.3 has a membership of 0.5 to the set Y. 
Y. 
1 i 
0-5 X  
" " " I I i 1 I I I I I I • iniout 
0 0.1 0.2. 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 啊 
Figure 2.3: A fuzzy set example. 
The conventional, basic set operations defined for the fuzzy sets are union, 
intersection and negation. The maximum operator is used for the union 
of two fuzzy sets. It is the same as the logical OR operation, taking the 
maximum of the two values. Minimum operator is used for the intersection 
16 
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of two fuzzy sets. It is the same as the logical AND operation, taking the 
minimum of the two values. Examples for the operations are shown in Figure 









Figure 2.4: Fuzzy sets operations. 
2.2.2 Fuzzy Rules 
Fuzzy logic system consists of a set of rules to represent the knowledge of 
• the system. The rules use linguistic variables to express the knowledge in 
IF-THEN format. Eaxjh rule consists of an antecedent block, which is the 
part between IF and THEN, and a consequent block, which is the part after 
17 
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THEN. For example, for the fuzzy rule below: 
IF A = high AND B = low THEN C = medium 
A, B and C are the linguistic variables with the values high, low and medium 
respectively. "A = high AND B = low，，is the antecedent block while "C 
=medium” is the consequent block. The computation of a fuzzy rule can 
be divided into two parts. The computation of the IF part of a fuzzy rule is 
aggregation. Different conditions are combined using the fuzzy set operators 
introduced before. The computation of the THEN part is composition. The 
degree of the result action of the rule is then computed to give the output 
fuzzy set. After computations of all of fuzzy rules, the fuzzy sets that repre-
sent the outputs of each fuzzy rule are also combined through union to give 
the final output fuzzy set. 
2.2.3 Defuzzification 
The final output fuzzy set is then translated into a real value through defuzzi-
fication. One of the common defuzzification methods is Centroid-of-Area in 
which the value corresponding to the center of area under the curve of the 
output fuzzy set is returned as shown in Figure 2.5. The mathematical defi-
nition is shown in Equation 2.4: 
- _!,z-n{z)dz 
知 — ( 2 . 4 ) 
where fi is the output fuzzy set and z is the value in the output domain 
Z e况. 
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Figure 2.5: Centroid-of-Area defuzzification method. 
2.2.4 Applications of Fuzzy Logic 
Fuzzy logic is applied in various kinds of industrial processes such as op-
timization of refuse incineration plants and control of coke oven gas cool-
t 
ing plants; household appliances such as washing machines and microwave 
clothes dryers; and other applications such as cameras and elevator group 
control [2]. The concept of fuzzy logic was also applied in multiple network 
fusion [8, 9] to solve the on-line handwriting character recognition and other 
classification problems. In [11], Synthetic Aperture Radar data was classified 
by incorporating fuzzy logic approach. 
In our work, we consider the external conditions that affect verification 
performance in the fusion. However, it may be difficult to precisely quantify 
these external conditions and their effects on verification performance. Hence 
we attempt to incorporate these conditions by the use of fuzzy logic in the 
fusion. 
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2.3 Demspter-Shafer Theory of Evidence 
We also investigate the application of Dempster-Shafer theory of evidence as 
our fusion framework. This section provides a brief introduction of this the-
ory. The Demspter-Shafer theory of evidence [25] was developed in 1976 by 
Shafer who extended the work of Dempster in 1967. Dempster-Shafer theory 
of evidence is used for combining multiple evidences from different sources. 
The characteristic of the theory is to allow uncertainty in the information. 
Incomplete evidences can be combined using this approach without specify-
ing the exact probability for each element. This theory provides a reasonable 
framework for the representation of ignorance. 
. 2 . 3 . 1 Belief and Plausibility 
For a finite set of possibilities called frame of discernment 0，Dempster-
Shafer theory of evidence introduces the basic probability assignment (bpa) 
m{A) which is the degree of belief exactly committed to A. The function 
m : 2® —> [0,1] satisfies the following conditions: 
m � = 0 and ^ m(A) = 1 (2.5) 
>ice 
Demspter-Shafer theory makes use of the belief and plausibility measures. 
The belief measure Bel(A) is the total belief committed to A, which means 
including all the subsets of A. The belief function is represented in Equation 
2.6. 
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Bel{A) = ^ m(B) (2.6) 
BCA 
The plausibility measure is defined as follows: 
= 1 - BeZ卜⑷ or = ^ m{B) (2.7) 
Plausibility includes the all the subsets that have intersection with A. 
This can include the evidences that fail to contradict A. Hence, the be-
lief measure is the minimum support of the evidence while the plausibility 
measure is the maximum support of the evidence. 
2.3.2 Dempster's Rule of Combination 
Two evidences from two independent sources can be combined using Demp-
ster's rule of combination. Let mi and m? be the basic probability assign-
ments of two evidences. The new basic probability assignment for the com-
bined evidence m u is calculated from Equation 2.8. It computes the orthog-
onal sums to obtain a measure of agreement between the two evidences. The 
denominator is a normalizing factor which ensures the result rriu is a bpa. 
In particular, if it is null, it means that there is a total conflict between the 
sources, and combination is then impossible. 
The belief and plausibility measures of the new combined evidence can 
then be obtained based on its basic probability assignment using Equation 
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2.6 and Equation 2.7. 
2.3.3 Applications of Dempster-Shafer Theory of Evi-
dence 
The Dempster-Shafer approach has been applied to various fields such as 
decision making problems, non-monotonic reasoning, real time supervisory 
controller positioning and multisensor target identification system [19]. In 
29], evidences including recognition rates and substitution rates from four 
classifiers were combined based on Dempster-Shafer formalism to recognize 
handwriting. This theory was also integrated in the information retrieval 
process in which evidences from different document sources were combined 
” through the use of uncommitted belief to retrieve documents [24]. 
In our work, we consider the external conditions that affect verification 
performance in the fusion. Under favorable conditions, we can rely on the 
verification performance of the biometric systems. However, it is uncertain 
to what extends we cannot rely on the verification performance of the bio-
metric systems when the conditions are unfavorable. Therefore, we attempt 
to incorporate the external conditions by treating each condition as a piece 
of evidence that supports the reliability of the corresponding biometric sys-
tem. These evidences can then be combined using Dempster-Shafer theory 
of evidence. 
Although both Dempster-Shafer theory of evidence and fuzzy logic can 
be used for combining the information related to the external conditions, 
their combination methods are different. In fuzzy logic, the information 
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are combined by defining fuzzy rules. These fuzzy rules can be designed 
specifically to suit a particular condition and hence can have higher flexibility 
in the combination than the Dempster's rule of combination in Dempster-
Shafer theory of evidence. 
2.4 Chapter Summary 
In this chapter, we have described the background information of this thesis. 
Some previous work in decision fusions in multimodal biometric systems is 
reviewed. We have also presented the ideas of fuzzy logic for processing 
imprecise human concepts. Finally, we have given a brief introduction on 





In this chapter, we present the three biometric systems developed for our 
multimodal biometric system. Our multimodal biometric system combines 
speaker verification, face identification and fingerprint verification. Biometric 
data are first collected for individual biometrics. Then enrollment templates 
or models are built and verification tests are carried out. For each biometric 
system, we describe the details of data collection procedures, enrollment 
procedures and verification tests. We investigate the performance of each 
system by obtaining the equal error rate (EER) of the system. 
3.1 Speaker Verification 
For the speech modality, we authenticate with a bilingual text-independent 
speaker verification system [19]. In this system, Gaussian-mixture model 
(GMM) for a speaker is trained by English and Chinese utterances in the 
enrollment process. During verification, both English and Chinese utter-
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ances can be used to verify against the GMM speaker model to produce a 
verification score. 
Eiiioll咖nt _ ^ Emonment Speaker 
utterances Models 
s  
Testing _ J Verification _ S c o r e s 
utterances  
Figure 3.1: Speaker verification system. 
3.1.1 Data Collection 
. Bilingual utterances were collected from 16 subjects for the speaker verifi-
cation system. The speech data were recorded with a SHURE BGl . l mi-
crophone in an office environment. The recorded utterances are in the form 
of spoken responses to computer prompts for personalized information and 
spoken commands for specific tasks. Each subject provided three versions 
of each spoken response or spoken command in terms of different length: 
short, medium and long. This is to train the data to achieve better text 
independence. The answers in both English and Chinese are in semanti-
cal consistency. Example prompts for personalized information and spoken 
commands are shown in Table 3.1. 
Each subject participated in three enrollment sessions spaced out with 
one-week intervals as well as a verification session that took place several 
days after the last enrollment session. In total, each subject recorded 252 
utterances for enrollment (42 each in English and Chinese per session) as 
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Personalized information Command 
Prompt What's your favorite color? Open the door. 
你最喜歡什麼顔色？ 開門 
Answers 
Short Purple. Open. . 
紫色 開 
Medium It's purple. Open the door. 
我喜歡紫色 開門 
Long My favorite color is purple. Open the door please.  
我最喜歡的顔色是紫色 請開門 
Table 3.1: Example prompts for personalized information and spoken com-
mands and the corresponding spoken answers and commands. 
well as 24 utterances (12 for each language) for verification. During the veri-
fication session, there were also 10 utterances (5 for each language) recorded 
for parameters estimation in the development of the multimodal biometric 
• system. The compositions of enrollment, verification and development data 
set are summarized in Table 3.2. 
Enrollment Set Verification Set Development Set 
No. of utterances 42 12 5 
(English)  
No. of utterances 42 12 5 
(Chinese) 
No. of sessions 3 1 i 
Total No. of u t t e r a n c ^ ^ ^ 10 
Table 3.2: The compositions of the data sets for each speaker. 
3.1.2 Experiment and Results 
During the enrollment process, we developed a GMM with 512 Gaussian mix-
tures for each subject and trained it with the bilingual enrollment data set to 
obtain a speaker model for each subject. During verification, each utterance 
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in the verification data set is verified against a speaker model to obtain a 
verification score. Each subject is treated in turn as the claimant and the 
other subjects as imposters. Hence, we have in total 384 testing utterances 
from the true speakers and 5760 testing utterances from the imposters. 
We applied cohort normalization in calculating the likelihood ratio scores 
as shown in Equation 3.1 in order to improve the speaker verification perfor-
mance more effectively. 
W 邓 i ) - 1 , (3.1) 
where Aj is the ith claimant's model, Aj^ s are the cohort speakers' models. 
K (=4) is the number of selected cohort members. The likelihood ratio 
. scores Pnorm are compared with a global threshold 0. (Pnorm < ff) causes the 
system to reject the subject as an imposter. Otherwise, the system accepts 
the subject as the claimant. An equal error rate EERgpeech of 4.25% is 
obtained for our speaker verification data. 
3.2 Face Identification 
An off-the-shelf software, the Facelt Verification SDK from Identix, is used 
for face identification in our experiments. Facelt uses Local Feature Analysis 
(LFA) [22] to encode facial images. It can automatically detect the face in 
an image and enroll the face image into a template as well as verify a face 
image against a template to produce a verification score. If the face cannot be 
detected in the image, then the face image cannot be enrolled into a template 
or the matching score from verification always results in the value of 0. 
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Eniollment ^ Face foimd • EmoUment ^ Templates 
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Scores = 0 
Figure 3.2: Face identification system. 
3.2.1 Data Collection 
“ We recorded videos of the faces of the 16 subjects (same group as in speaker 
verification). Each subject was recorded with two cameras, capturing facial 
movements from up to down, left to right and in rotation in separate video 
clips respectively. In this way we try to capture almost all face orientations. 
Two cameras are used because the quality of the video frames can be affected 
by the quality of the camera used. The two cameras include a high-quality 
webcam for desktop PCs (EagleTec model ET-VCCD) and a low-quality 
camera for pocket PC (Pretec model CompactCamera OCCAV). Videos were 
also shot indoors as well as outdoors to incorporate variability in lighting 
conditions. In total there are 24 videos per subject summarized in Table 
3.3 and each video is of 5 to 10 seconds in duration. The enrollment and 
verification video sets come from different video shots. 
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Enrollment Video Set Verification Video Set 
No. of shots — 3 3 
No. of cameras 2 2 
Environments 2 2 
Total no. of videos 12 12 . 
Table 3.3: Face data set for each subject. 
3.2.2 Experiment and Results 
During the enrollment process, we used Facelt to automatically select 12 
frames per video clip in the enrollment video set and organized them as four 
types of enrolled face templates per subject as shown in Table 3.4. Each type 
of templates should have the best performance for the matched conditions 
between enrollment and testing. For example, the WI template created from 
. the enrollment conditions using high-quality webcam in indoor environment 
should have the best performance for the testing conditions using high-quality 
webcam in indoor environment. It would be better to define the type of 
templates before using it so as to maximize the performance. Therefore, 
all of the four types of templates consist of a total of 36 frames having the 
following face orientations: 
• Up-Down, 12 frames from the video capturing facial movement from 
up to down . 
• Left-Right, 12 frames from the video capturing facial movement from 
left to right 
• Rotation, 12 frames from the video capturing facial movement in rota-
tion. 
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Figure 3.3 shows the samples of the selected frames of the three types of 
face orientations taken by webcam indoors. 
Camera Environment 
Indoors Outdoors . 
High-quality Webcam WI Template WO Template 
Low-quality Pocket PC camera PI Template P O Template 
Table 3.4: Four types of templates per subject. 
• 置 鬆 鬆 n i l i i i r 
鬆 • 置 璽 • 螢 I l l i 
匿 霸 i f i l 暨 置 • 置 
(a)Up-Down (b)Left-Right (c)Rotation 
Figure 3.3: Selected frames of the three types of face orientations taken by 
webcam indoors. 
During verification, in each video recording condition, we randomly select 
24 frames per subject, distributed across different face orientations from the 
video clips in the verification video set to form the verification set. Similar 
to the case in speaker verification, each subject is treated in turn as the 
claimant and the other subjects as imposters. Hence we have 384 facial 
images from the true claimants and 5760 facial images from the imposters. 
We also randomly select 10 frames per subject in each recording condition 
from the video clips in the verification video set. These 10 frames are non-
overlapping with the verification set and are used to form the development 
set for parameters estimation in the multimodal biometric system. Table 3.5 
summarizes the two testing data set for verification and development testing. 
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Verification Set Development Set 
Total no. of video frames 24 10 
Table 3.5: Face testing data set for each subject in each video recording 
condition. 
Facelt generates a verification score S range from 0 to 10, which is the best 
score among all of the enrolled frames, for each verification trial and compares 
it with a threshold 6. If the score falls below the threshold (5 < 没)’ the 
system rejects the subject as an imposter; otherwise, it accepts the subject 
as the claimant. Table 3.6 shows the verification results in terms of equal 
error rates {EERface) for all testing conditions (i.e. camera type and lighting 
conditions) against all types of enrolled face templates. We see that the best 
performance is obtained when the testing (verification) conditions match with 
“ the enrollment conditions. 
Testing Conditions、、(： ‘ Oondi t ions~ 
， ( T y p e of Enrolled Templates) 
？,,WI WO I PI I PO 
WI 5.21 16.93 "17.09 21.97^ 
WO J 1 9 W 6.19 1 6 . 8 6 一 
” PI 17.32 - 27.28 " T O o " 34.64 
“ PO 21.04 17.05 32.59 11.30 
Table 3.6: Face identification performance measured in equal error rates 
(EERface%) for different enrollment and verification conditions, i.e. the 
camera may be a webcam (W) or PocketPC camera (P); and the lighting 
conditions may be indoors (I) or outdoors (0). 
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Testing Conditions 
Figure 3.4: EERs of the face biometric system for different enrollment and 
verification conditions, i.e. the camera may be a webcam (W) or Pocket PC 
camera (P); and the lighting conditions may be indoors (I) or outdoors (0) . 
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Figure 3.5: Comparison of the EERs under different testing conditions. 
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The equal error rates are compared in Figure 3.5. For matched conditions, 
the error rates are higher when using pocket PC camera. It is because there 
are larger variations in the illuminance of the frames taken by low-quality 
pocket PC camera due to its poor exposure control. Also, low quality makes 
face finding more difficult, causing the decrease in verification performance. 
The performance in general decreases significantly when there is difference 
between the testing conditions and enrollment conditions. Due- to the poor 
exposure control of pocket PC camera, the frames taken by pocket PC camera 
are darker and brighter than those taken by webcam in indoor and outdoor 
environment respectively. The large difference in illuminance explains why 
the performance decreases severely for the cases of different environment 
when using pocket PC camera for testing and enrollment. This shows that 
lighting condition is an important factor in face verification. 
When using webcam for enrollment, the decrease in performance in the 
cases of different environment is comparable to the cases of different cam-
eras. This is because the high-quality webcam has better exposure control, 
reducing the changes in illuminance when in different environment and hence 
reducing the decrease in performance. On the other hand, the low-quality 
pocket PC camera would produce darker or brighter video frames even in the 
same environment, "causing the increase of degradation in performance. 
For the enrolled templates created using webcam, the performances are 
the worst when the testing conditions are totally different from the enroll-
. ment conditions. However, from the results, if the templates are created 
using pocket PC camera, then testing under totally mismatched conditions 
have better performance than under different environment only. This is be-
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cause the high-quality webcam can help prevent over or under exposure. 
This, however, only means that it can normalize the illuminance factors but 
does not mean that webcam is more robust than pocket PC camera under 
mismatched conditions. In fact, the model of camera for verification same as 
that for enrollment should be more robust under mismatched conditions. 
We consider the use of different cameras and different environment in the 
above experiments because these are controllable external conditions. We 
can control which camera to use under the same environment for both en-
rollment and verification. However, the exact amount of lighting falling on 
the face image is uncontrollable. For example, in indoor environment, the 
amount of lighting falling on the face can be different when facing upwards 
and downwards. The weather can also affect the amount of lighting in out-
door environment. We will focus on considering the uncontrollable external 
conditions of individual biometrics in fusion. We will show that our proposed 
fusion framework is applicable under different controllable conditions. 
3.3 Fingerprint Verification 
For the fingerprint modality, we adopt a direct gray-scale minutiae detection 
approach [20] to extract the features from fingerprint images and applied 
a fast fingerprint authentication methodology [6] using the fingerprint core 
point as the reference point for alignment. Figure 3.7 shows a fingerprint 
image with the core point indicated. In the enrollment phase, it can enroll 
one fingerprint image into one "master template". During verification, it 
can generate a “live template" from a fingerprint image for matching with a 
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"master template" to produce a verification score. 
Enrollment Master 
fmserprint » Enrollment ^ , 
iit^ges 1 templates 
Testing  
f m g e r p r i n t ~ • template _ L i ^ — Matching _ • S c o r e s 
i iJges 1 C r^eation templates  
Figure 3.6: Fingerprint verification system. 
_ 
Figure 3.7: A fingerprint image with the core point indicated. 
3.3.1 Data Collection 
Fingerprint images were also collected from the same 16 subjects (same group 
as in previous biometrics). Fingerprints were captured by an optical capture 
device, SecureTouch 2000 from Biometric Access Corporation. For each sub-
ject, we collect 20 fingerprint images for each of two fingers by asking the 
subject to remove and replace the finger on the capture device multiple times. 
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The two fingers were selected by the subject at his/her convenience. Hence 
we have 40 fingerprint images per subject, of which 6 images (3 images per 
finger) are used as enrollment templates and 24 images (12 images per finger) 
are used during verification. The remaining 10 images (5 images per finger) 
are used for parameters estimation in the development of the multimodal 
biometric system. The data sets are summarized in Table 3.7. 
Enrollment Set Verification Set Development Set 
No. of fingerprint 3 12 5 
images per finger 
No. of fingers 2 2 ~ 2 
Total no. of finger- 6 ^ lO 
print images  
Table 3.7; Fingerprint data sets for each subject. 
3.3.2 Experiment and Results 
During enrollment process, we built 6 "master templates" for each subject 
from the enrollment data set. During verification, each fingerprint image in 
the verification set is verified against all of the enrolled templates of a subject 
and the maximum score is obtained as the verification score. Each subject is 
treated in turn as the claimant and the other subjects as imposters. Hence, 
we have a total of ,384 fingerprint images from the true claimants and 5760 
fingerprint images from the imposters. 
The verification scores range from 0 to 99. The verification scores S are 
compared with a global threshold 9. If the verification score is less than 
the threshold (S < 6), then the system rejects the subject as an imposter. 
Otherwise, the system accepts the subject as the claimant. An equal error 
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rate E E R finger print of 5.05% is obtained for our fingerprint verification data. 
3.4 Chapter Summary 
This chapter describes our work on the three biometric systems includ-
ing speaker verification, face identification and fingerprint verification. We 
recorded bilingual speech data in English and Chinese for speaker verifi-
cation. For face identification, we captured face video clips with different 
orientations by two different cameras and under two different environments. 
We also captured fingerprint images of two fingers. After that, we carried 
out enrollment and verification tests for the three biometric systems. The 
equal error rates (EER) of speaker verification, fingerprint verification and 
" face identification are 4.25%, 5.05% and in the range of 5.21% to 11.89% for 
matched conditions in facial image capture respectively. Speaker verification 
is the best-performing biometric using our database. However, it does not 




We have described the work on speaker verification, face identification and 
fingerprint verification in the previous chapter. It is believed that these three 
'' biometric systems can be complementary for authentication. We aim to build 
a multimodal biometric system that combines these three biometric systems 
in order to have better performance. Therefore, fusion techniques are needed 
to fuse the decisions from the three biometric systems. We first investigate 
to apply a simple fusion method using majority voting as our baseline fusion, 
which is at abstract level. Besides, we also explore to do fusion at matching 
score level. We investigate the application of another simple fusion method 
using weighted average scores as another baseline fusion, which is a linear 
combination method in which a specific weight is assigned to each biometric 
system.' 
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4.1 Majority Voting 
In preparation for our fusion experiments, we randomly grouped one speech 
utterance, one fingerprint image and one face image in the verification set 
for every subject. The same as before, each subject is treated in turn as 
the claimant and the other subjects as imposters. This generates 384 data 
groups from the true claimant and 5760 data groups from the imposters for 
verification. 
Majority voting is done at abstract level [14]. Each biometrics gives out 
the verification results in terms of class labels of either accept or reject. The 
proportion of data groups from the true claimants accepted by all of the 
three biometrics is shown in Table 4.1. Table 4.2 shows the proportion of 
. data groups from the imposters rejected by all of the three biometrics. The 
3-out-of-3 voting means all of the three biometrics have the same agreement 
on acceptance or rejection. If the system accepts a claimant using 3-out-of-3 
voting, then more than 13% of claimants would be falsely rejected. If the 
system rejects an imposter using 3-out-of-3 voting, then more than 13% of 
imposters would be falsely accepted. 
Testing — 
Conditions .^/TJ^ e^ of Enrolled Templates) 
• - 漆 输 : T ( W O | | PI PO 
WI 86.7% 75.8% 75.8% —70.8% 
WO “ 72.1% 85.7% 66.7% ' W W 
- ’ PI 65.6% 81.3% " 6 0 ^ 
PO 71.1% 75.0% 60.7% 8 1 . 0 ^ 
‘ Table 4.1: The proportion of data groups from the true claimant accepted by 
all of the three biometrics. 
We fused the decisions of individual biometrics using 2-out-of-3 voting. If 
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Testing _ ^ ^ § _ � a m d i t i o n s "“ 
Conditions ‘ 叙�ot Enrolled Templates) 
PI [ PO 
WI 86.8% 75.6% 75.9% Tl.3% 
WO 73.2% 85.5% 67.2% ~76.0% . 
PI 75.5% 66.4% 80.2% " 5 9：^ 
- P O 72.0% 75.6% 61.4% 8 1 . 4 ^ 
Table 4.2: The proportion of data groups from the imposters rejected by all 
of the three biometrics. 
two or more modalities have the same agreement on accepting the subject as 
the claimant, then the system accepts the subject as the claimant. Otherwise, 
the system rejects the subject as an imposter. 
We tabulated the overall verification performance values in Table 4.3. 
The best performance is obtained when the testing condition for face only 
. matches with the enrollment condition. The exceptional case is when the 
testing condition is PO. This case shows better performance when the train-
ing condition is WI instead of PO. This unusual pattern is due to the random 
grouping of the three kinds of biometric data. In this case, the three kinds 
of biometric data are grouped in the following way. There are more data 
groups from true claimants consisting of two biometric data accepted by the 
system. There are also more data groups from imposters consisting of two 
biometric data rejected by the system. As a result, more data groups could 
be classified correctly using 2-out-of-3 voting. This is obtained due to chance 
and does not mean that WI is the better training condition than PO when 
the testing condition is PO. 
Among the three modalities in terms of individual equal error rates, 
speech is the best-performing biometric modality. When compared with 
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speaker verification, majority voting performs better in all cases. We cal-
culate the relative improvement for each case using Equation 4.1. Since the 
equal error rate for majority voting is not available, we use the average er-
ror rate of FAR and FRR instead for comparison. Majority voting shows a 
marked improvement of 61% on average relative to speaker verification. 
M . T Old EER - New EER 
Relative Improvement = � ,^ ^ ^ - (4.1) 
Old EER 
Testing Conditions I ‘ : - Trmnin^ Conditions ： 
� (Typ#of Enrolled Templates) 
-- WO I PI PO 
Wi 0.78 / 0.89 1.56 / 1.61 1.56 / 1.93 2.08 / 1.84 
(0.84) (1.59) (1.75) (1.96) 
WO 0.78 / 1.82 0.78 / 0.66 1.56 / 2.50 1.30 / 1.89 
. (1.30) (0.72) (2.03) (1.60) 
P i 一 2.34 / 1.61 1.82 / 2.41 1.56 / 1.09 2.86 / 3.18 
(1.98) (2.12) (1.33) (3.02) 
PO 1.30 / 1.86 0.78 / 1.44 1.30 / 2.95 1.04 / 1.53 
鲁 I (1.58) (1.11) (2.13) (1.29) 
Table 4.3: Verification results from fusion by majority voting: FAR / FRR. 
The values in brackets show the average error rates. 
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Figure 4.1; Average error rates of fusion by majority voting. 
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Figure 4.2: Improvement of fusion by majority voting relative to speaker 
verification (i.e. the best-performing biometric). 
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_ _ 
(a) Face Image (b) Fingerprint Image 
Figure 4.3: A claimant example for illustration of majority voting. 
We illustrate the fusion using the claimant example in Figure 4.3. In this 
example, the verification results axe as follows: 
• Sspeech = 2 . 5 9 ( < e = 2 . 8 3 ) 
• Sface = 9 . 1 9 { > e = 8 . 1 3 ) 
• Sfingerprint = 74 (> 6 = 27.5) 
The speech score is below the threshold because the speaker's tone is lower 
than usual in this utterance. Therefore, the claimant is falsely rejected by the 
speaker verification system. However, since both face and fingerprint scores 
are higher than the threshold, the face and fingerprint biometric systems 
would have the decision of acceptance. As a result, majority voting would 
have the decision of acceptance instead of false rejection. Face and fingerprint 
biometrics can complement with speech biometric. 
4.2 Fusion by Weighted Average Scores 
Weighted average scores is another simple method of fusion done at match-
ing score level. Each biometrics gives out the verification results in terms 
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of verification scores. Weighted average fusion is a kind of sum rule that 
has different weights for individual modalities. Since the verification scores 
obtained from the spoken utterances, facial images and fingerprint images 
are in different ranges of values, we scaled the verification scores to the same 
range of values by min-max normalization. A fixed weight Wi is assigned 
to each biometric i and the weights are then used in the linear combination 
of the verification scores Si to calculate the weighted average fusion score S 
(see Equation 4.2). 
3 
= 氏 （4.2) 
i=l 
where the weights Wi satisfy the following conditions due to averaging: 
, 3 
= l (4.3) 
1=1 
We have prepared a development data set for parameters estimation de-
scribed in Chapter 3. The development data sets for the three biometric 
systems are shown in Table 3.2，3.5 and 3.7. We also randomly grouped one 
speech utterance, one fingerprint image and one face image in the develop-
ment set for every subject. Similar to the other biometrics, each subject is 
treated in turn as the claimant and the other subjects as imposters. This 
generates 160 data groups from the true claimant and 2400 data groups from 
the imposters for development testing. We use the development test set to 
optimize the weights Wi in Equation 4.2. The weights are varied within the 
0,1] range in steps of 0.1 to find values that gave the best performance. 
The weights obtained are then used in the verification tests using the data 
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groups in the verification set. The system computes a fusion score for each 
trial and compares it with a threshold. If the fusion score is lower than the 
threshold, then the system rejects the subject as an imposter. Otherwise, it 
accepts the subject as the claimant. 
The equal error rates are shown in Table 4.4. The best performance is 
obtained when the testing conditions match with the enrollment condition. 
The results show that weighted average scores performs better than majority 
voting in all cases. There is a further improvement of 40% on average relative 
to fusion by majority voting. 
Testing 灣 聽 = ~ ^ Tcaimng Conditions ‘ ^ ^ 
Conditions (Type of Enrolled Templates) 
‘” ‘：WI ‘ 1 ^ WO PI PO 
WI ~ t o 4 O o 
. 、 (0.3, 0.3, 0.4) (0.3’ 0.4, 0.3) (0.3，0.4，0.3) (0.2, 0.5, 0.3) 
WoT ^ TM Tm 
- : (0.3, 0.5’ 0.2) (0.2, 0.5’ 0.3) (0.2, 0.4’ 0.4) (0.3, 0.5，0.2) 
P p l L04 ^ r ^ 
. “ “ (0.4, 0.4, 0.2) (0.4，0.4，0.2) (0.4’ 0.3’ 0.3) (0.4, 0.4, 0.2) 
PO ； L i s ^ r33  
i (0.3，0.5, 0.2) (0.3, 0.5, 0.2) (0.4’ 0.3, 0.3) (0.3’ 0.4, 0.3) 
Table 4.4: Verification performance with fusion by weighted average scores 
and the corresponding weights for speech, face and fingerprint modalities. 
The corresponding weights for speech, face and fingerprint modalities are 
also shown in Table 4.4. It is proved mathematically that when combining 
N unbiased and independent classifiers, the best weights used for a weighted 
average should be jj , which is the same as the cases using simple average 
[1]. Our three biometric systems used should be independent. However, bias 
would probably exist in our biometric systems because it is difficult to train 
the classifiers to have the decision boundary the same as the ideal boundary 
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which can classifies all the data correctly. This explains why the weights 
show more or less dependence on one or two modalities in some cases. For 
example, in the cases using WI enrolled templates and the testing conditions 
are WO and PO, the weights show more dependence on the face modality 
but less dependence on the fingerprint modality. 
We have also tried using simple average fusion and the results are shown 
in Table 4.5. For simple average fusion, 14 out of 16 cases have unchanged 
or lower improvement when compared with weighted average fusion with 
different weights. On average, simple average fusion has a degradation of 5% 
relative to weighted average fusion with different weights. 
Testing 陶 hT^aMng • 也 tiotis …： 
Conditions (Type of Enrolled Templates) 
, ： w r l w o ] PI PO 
WI U P ~ 
w o “ 0.81 0.52 1.11 
PI n r " a 9 4 0.61 1.27 
PO 1.20 1.04 1.30 O . f ^ ~ ~ 
Table 4.5: Verification performance with fusion by simple average fusion. 
The error of an classifier can be divided into two parts, bias and noise (or 
variance) [21，27]. In [1], it is assumed that the noise is independent and iden-
tically distributed. When one classifier has much better performance (e.g. 
less than 1% EER) while another has much higher EER, the performance of 
the classifiers are not comparable. In this case, the noise distribution would 
not be the same. Hence, the best weights used for a weighted average should 
not be j j . The weights can be found using training data [16 . 
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Figure 4.4: EERs of weighted average fusion. 
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Figure 4.5: Improvement of weighted average relative to majority voting. 
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4.3 Comparison of Fusion by Majority Vot-
ing and Fusion by Weighted Average Scores 
The experiment results show that fusion by weighted average scores performs 
much better than fusion by majority voting in all cases with relative improve-
ment ranges from 11% to 60% (see Figure 4.5). It is because majority voting 
is at an abstract level [14]. Much information is lost before fusion. In clas-
sifying a subject as a claimant or an imposter, there are marginal cases in 
which the verification scores are just slightly lower or higher than the deci-
sion boundary. In the 2-out-of-3 voting scheme, if the true claimant has two 
verification scores slightly below the threshold, then he/she is rejected as an 
imposter even the third verification score is very high. On the other hand, 
if an imposter has two verification scores slightly above the threshold, then 
he/she is accepted as the claimant even the third verification score is very 
low. These cause higher chance to have false rejection and false acceptance 
and result in higher equal error rate. 
Weighted average scores overcome the above problem by forming a three 
dimensional vector space before making the decision of acceptance or rejec-
tion. If the true claimant has two vectors of verification scores below the 
decision plane, if is possible to have the fusion score vector above the deci-
sion plane by adding the third vector of verification score which is of high 
confidence. Similarly, an imposter, who has two vectors of verification scores 
‘ above the decision plane, can have the fusion score vector below the decision 
plane by adding the third vector of verification score which is of low confi-
dence. Therefore, false rejection and false acceptance can be reduced and 
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lower equal error rate can be obtained. R H mm 
(a) Face Image (b) Fingerprint Image 
Figure 4.6: A claimant example for illustration of fusion. 
We illustrate the fusion problem described above using a claimant exam-
ple shown in Figure 4.6. For this claimant, the verification results from the 
three biometric systems are: 
• Sspeech = 2.79 {<0 = 2.83) 
• Sface = 9 . 6 3 { > 6 = 8 . 1 3 ) 
• Sfingerprint = 2 . 6 3 { < 6 = 2 . 7 8 ) 
The speech score is slightly lower than the threshold 9 because there is little 
change in speaker's tone. The fingerprint score is slightly lower than the 
threshold because the core is shifted to the left. Therefore, both the speaker 
and fingerprint verification systems would reject the claimant. The face score 
is higher than the threshold and hence the face image is accepted. Since only 
one biometric system has the decision of acceptance among the three bio-
metric systems, majority voting would have the decision of rejection, causing 
false rejection for this claimant. 
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However, it is possible to accept this claimant when using weighted aver-
age scores. We calculate the fusion score S using Equation 4.2. 
5 = 0.3- 2.79 + 0.3 . 9.63 + 0.4 • 2.63 
=4 .78(> e = 4.45) • 
Since the verification scores from speech and fingerprint biometrics are 
just slightly below the threshold, the face verification score which is higher 
than the threshold can help to complement the verification results. Therefore, 
the fusion score is higher than the threshold and the claimant is accepted 
instead of falsely rejected. 
4.4 Chapter Summary 
, In this chapter, we have demonstrated two fusion techniques for our multi-
modal biometric system that combines speaker verification, face identification 
and fingerprint verification. We first investigated a simple fusion method at 
abstract level using majority voting. An EER range of 0.84% to 1.33% is ob-
tained for matched conditions. Majority voting gave a relative improvement 
of 61% over speaker verification, which is the best-performing biometric sys-
tem. We then carried out a simple matching score level fusion by weighted 
average scores. An EER range of 0.52% to 0.61% is obtained for matched 
conditions. The performances of the two fusion methods were then compared. 
Our experiments showed that weighted average scores performed better than 
majority voting by producing a further relative improvement of 40%. 
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Fuzzy Logic Decision Fusion 
We have demonstrated decision fusion in our multimodal biometric system 
by using majority voting and weighted average scores with fixed weights in 
“ the previous chapter. However, both fusion methods rely on the verification 
performance of individual biometrics. In fact, the verification performance 
of a biometric system can be affected by some external conditions. Examples 
include recording conditions of utterances for speaker verification, lighting 
and facial expressions in face identification and finger placement and pressure 
for fingerprint verification. It is better to consider these problems in fusion 
so as to reduce the verification errors. In this chapter, we propose to use a 
fuzzy logic frame.work to incorporate some external factors in the fusion. We 
explore to adjust the weighting for each biometric system when affected by 
the external conditions. In this way, we aim to have further improvement on 
the verification performance compared with the baseline fusions described in 
the previous chapter. 
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5.1 Introduction 
The verification performance based on a biometric is affected by external 
conditions. For example, face identification performance may degrade when 
the lighting is too bright or too dark, or when the input facial image for 
verification is posed at an angle or carries an expression that differs from 
the enrollment images. These problems are illustrated in Figures 5.1a to 
5. Id. Similarly, fingerprint verification performance may degrade if the input 
fingerprint image is off-centered, faded due to dry fingers or pressing too 
lightly, or smudged due to sweat or pressing too hard. These problems are 
illustrated in Figures 5.1e to 5.1h. Speaker verification performance may 
also degrade if the input utterances are drowned out by ambient noise, if 
. the speaker's voice characteristics have changed since enrollment (e.g. due 
to a sore throat or cold) or if the speaking styles between the enrollment and 
verification utterances are different. 
It may be difficult to precisely quantify these external conditions and 
their effects on verification performance. Hence we attempt to incorporate 
these conditions by the use of a fuzzy logic framework for multi-biometric 
fusion. Fuzzy logic enables us to process imprecise information in a way that 
resembles human thinking, e.g. big versus small, high versus low, etc., and 
allows intermediate values to be defined between true and false by partial set 
memberships. As an initial step, we consider fuzzy variables and fuzzy sets 
in a fuzzy inference system for face and fingerprint images. Application to 
speech will be pursued as a next step. 
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Figure 5.1: Face identification may be adversely affected by different lighting 
conditions between enrollment and verification, e.g. (a) medium brightness 
“ indoors; (b) dark environment indoors; (c) medium brightness outdoors; (d) 
bright environment with angled pose, outdoors. Fingerprint identification 
may also be adversely affected by mismatches in conditions under which the 
fingerprint image is captured, e.g. (e) a normal image; (f) faded image due 
to dryness or low pressure; (g) smudged image due to sweat or high pressure; 
(h) off-centered image due to improperly placed finger. 
5.2 Fuzzy Inference System 
5.2.1 Input Fuzzy Variables and Fuzzy Sets for Face 
Biometric 
We consider two external factors that affect the verification performance of 
the face biometric. These two factors are used as the two input fuzzy variables 
for face biometric as listed below: 
參 FaceFindingConf is the face finding confidence obtained from Facelt 
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and has five discrete levels at (0’ 2.5，5，7.5’ 10). Higher input levels 
represent higher confidence in face detection. 
• Illuminance measures the average intensity of the face image. Its in-
put values range from 0 to 255. High/low input values are caused by 
bright/dark environments. 
Each input variable has a fuzzy set that defines the favored external con-
dition for each variable. As seen in Figure 5.2，the fuzzy sets for the input 
variables for the face biometric are either linear or Gaussian combination 
membership functions f{x). The latter combines two Gaussian functions to 
determine the shape of the left-most and right-most curves represented in 
Equation 5.1，having the advantage of smoothness. It involves such parame-
‘ ters as the means (m) and variances {a) of the data, as well as the boundary 
points Ci and C2 which may be set at using m — 0.5 • cr and m + 0.5 • cr respec-
tively. The unfavored external condition for each input fuzzy variable can be 
represented by the fuzzy set 1 — f{x). 
-(x-ci)^ 
e “ , if X < Ci 
/ W = 1 , if ci < x < C2 (5.1) 
e ^ , II X > C2 
\ 
The fuzzy sets of the two input variables for face biometric are shown in 
Figure 5.2 and are explained as below. 
• FaceFindingConf — A triangular membership function as shown in 
Figure 5.2a is applied to seek high confidence in face finding. 
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(a) FaceFindingConf (b) Illuminance 
Figure 5.2: Fuzzy sets defined for the input variables for the face biometric. 
• Illuminance 一 The Gaussian combination membership function in Fig-
ure 5.2b defines medium brightness as a favored condition for face im-
ages captured indoors by a webcam. 
mm 
(a) Face Image (b) Fingerprint Image 
Figure 5.3: An example of the data groups. 
Figure 5.3 shows an example of the data groups consisting of one face 
image and one fingerprint image. We use the data group example to illustrate 
the procedures of our framework. Using the fuzzy sets defined, the face 
image of the data group has a membership of 1 to FaceFindingConf and 
a membership of 0.814 to Illuminance as illustrated in Figure 5.4. This 
indicates that the face image has high confidence in face finding and is of 
little too bright, which is close to the favored condition. 
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(a) FaceFindingConf (b) Illuminance 
Figure 5.4: Illustration of degree of membership for the face image of the 
data group example. 
5.2.2 Input Fuzzy Variables and Fuzzy Sets for Fin-
gerprint Biometric 
We consider four external factors that affect the verification performance of 
the fingerprint biometric. These four factors are used as the four input fuzzy 
variables for fingerprint biometric as listed below: 
, • CorePosX is the x-coordinate of the fingerprint core in the image ob-
tained from the fingerprint verification software. Its input values range 
from 0 to 255. High/low values for CorePosX implies an off-centered 
image. 
• CorePosY is the y-coordinate of the fingerprint core in the image ob-
tained from the fingerprint verification software. Its input values range 
from 0 to 255. High/low values for CorePosY implies an off-centered 
image. 
• Darkness measures the proportion of dark pixels with intensities <30. 
Its input values range from 0 to 1. Larger values imply darker images 
due to smudging. Small values are favored as normal images. 
• Low-clarity measures the proportion of light pixels with intensities be-
tween 110 and 160. Its input values range from 0 to 1. Larger values 
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imply faded images and therefore low values are favored for clarity. 
Non-uniform pressure in the fingerprint image may result in high val-
ues for both Darkness and Low-clarity. 
Each input variable has a fuzzy set that defines the favored external con-
dition for each variable. As seen in Figure 5.5，the fuzzy sets for the input 
variables for the fingerprint biometric are Gaussian combination membership 
functions represented by Equation 5.1. The unfavored external condition for 
each input fuzzy variable can be represented by the fuzzy set 1 - f{x). 
The fuzzy sets of the four input variables for fingerprint biometric are 
explained as below. 
• CorePosX — The Gaussian combination membership function in Fig-
ure 5.5a defines a centrally placed fingerprint image which is favored. 
• CorePosY 一 The Gaussian combination membership function in Fig-
ure 5.5b defines a centrally placed fingerprint image which is favored. 
• Darkness — Small values are favored as normal images defined by 
the Gaussian combination membership function without the left-most 
curve in Figure 5.5c. 
• Low-clarity — Low values are favored for clarity defined by the Gaus-
sian combination membership function without the left-most curve in 
Figure 5.5d. 
For the data group example shown in Figure 5.3, using the fuzzy sets 
defined, the fingerprint image has a membership of 0.785 to CorePosX�a 
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Figure 5.5: Fuzzy sets defined for the input variables for the fingerprint 
biometric. 
membership of 1 to CorePosY, a membership of 1 to Darkness and a mem-
bership of 0.832 to Low-clarity as illustrated in Figure 5.6. This indicates 
that the fingerprint image is normal but not clear enough and is not well po-
sitioned. The fingerprint core shifts towards left and light pressure is applied, 
which are the unfavored conditions. 
input values 255 input values 255 
(a) CorePosX (b) CorePosY 
iflx I ill KI". 
甚 | 0 input values 1 input values 1 
(c) Darkness (d) Low-clarity 
Figure 5.6: Illustration of degree of membership for the fingerprint image of 
the data group example. 
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5.2.3 Output Fuzzy Variables and Fuzzy Sets 
The fuzzy inference system adjusts the weighting for each biometric as af-
fected by the external conditions described before. There are 2 output fuzzy 
variables listed below: 
• Wface is the weighting for face biometric system. 
• wfingerprint is the weighting for fingerprint verification system. 
Their output values range from 0 to 1, with higher values implying higher 
confidence. The fuzzy sets of both output variables are shown in Figure 
5.7. They are triangular membership functions that define three levels of 
output weighting (high, medium and low) for each of the two biometrics. 
„ Defuzzification uses a standard centroid-of-area technique in which the value 
corresponding to the center of area under the curve of the output fuzzy set 
is returned. 
A law mdkM Ngh 
‘ oulpijfvakMS ‘ ‘ 
Figure 5.7: Fuzzy sets for the output fuzzy variables, lu/oce and wfingerprint, 
corresponding to the weightings of the face and fingerprint biometrics. 
For the data group example shown in Figure 5.3, the result fuzzy sets 
for the two output variables are illustrated in Figure 5.8. The results are 
defuzzified to give the values of 0.887 and 0.736 for the weights of the face and 
fingerprint biometrics respectively. This indicates that a higher weighting is 
assigned to the face biometric because the face image is close to the favored 
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conditions. Since the fingerprint image has two unfavored conditions, a lower 
weighting is assigned to the fingerprint biometric. 
^E output values output values 
( a ) Wface ( b ) Wfingerprint 
Figure 5.8: Illustration of fuzzy sets for the output variables using the data 
group example. 
5.2.4 Fuzzy Rules for Face Biometric 
The conditions that comprise the fuzzy logic for the face biometric are for-
mulated by 4 fuzzy IF-THEN rules in total. These 4 fuzzy rules control the 
output variable Wface, which is the weighting for the face biometric, according 
to values of the input variables FaceFinding Conf and Illuminance. 
The rules consider all combinations of the fuzzy values for completeness. 
The fuzzy rules are designed with different properties so that the output 
weight for the face biometric can be adjusted under different conditions. 
For example, under favored conditions, we can rely on the face biometric 
and hence it should have higher weighting. When some conditions are not 
favored, we rely less on the face biometric and hence its weighting should be 
decreased. We formulate the conditions with the properties as shown below: 
1. if all external conditions (two input variables) are favorable, the output 
variable is set to high; 
2. if one of the conditions are unfavorable, the output variable is set to 
medium; 
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3. Two unfavorable conditions will map the output to low. 
According to the properties, the four fuzzy rules for face biometric are 
designed and listed below: 
• According to property (1), if face finding has high confidence and the 
environment is of medium brightness, then there is high confidence for 
the face modality: 
-IF (FaceFindingConf is high) and (Illuminance is medium) 
THEN (Wface is high) 
• According to property (2), the weighting is decreased when there is not 
enough confidence in face finding or the environment is dark or bright: 
-IF (FaceFindingConf is not high) and (Illuminance is medium) 
THEN (Wface is medium) 
—IF (FaceFindingConf is high) and (Illuminance is not medium) 
THEN (Wface is medium) 
• According to property (3), the weighting is further decreased when 
both conditions are not favored: 
-IF (FaceFindingConf is not high) and (Illuminance is not medium) 
THEN (Wface is low) 
5.2.5 Fuzzy Rules for Fingerprint Biometric 
The conditions that comprise the fuzzy logic for the fingerprint biometric are 
formulated by 16 fuzzy IF-THEN rules in total. These 16 fuzzy rules control 
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the output variable wfingerprint, which is the weighting for fingerprint verifi-
cation, according to the values of the input variables CorePosX, CorePosY, 
Darkness and Low-clarity. 
The rules consider all combinations of the fuzzy values for completeness. 
The fuzzy rules are designed with different properties so that the output 
weight for the fingerprint biometric can be adjusted under different condi-
tions. For example, under favored conditions, we can rely on the fingerprint 
biometric and hence it should have higher weighting. When some conditions 
are not favored, we rely less on the fingerprint biometric and hence its weight-
ing should be decreased. We formulate the conditions with the properties as 
shown below: 
„ 1. if all external conditions (four input variables) are favorable, the output 
variable is set to high; 
2. if one of the conditions are unfavorable, the output variable is set to 
medium; 
3. Two or more unfavorable conditions will map the output to low. 
According to the properties, some examples of the 16 fuzzy rules for 
fingerprint biometric are designed and listed below. A full set of the fuzzy 
rules is listed in Appendix A. 
• According to property (1), if the finger is centrally placed and the pres-
sure applied is medium, then there is high confidence for the fingerprint 
modality: 
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-IF (CoTcPos)C is middle) and (CorePosY is middle) and (Dark-
ness is normal) and (Low-clarity is clear) 
THEN (wfingerprint is high) 
• According to property (2) ’ the weighting is decreased when the finger-
print is shifted to right/left or the pressure applied is too high: 
-IF (CorePosX is not middle) and (ComPosYis middle) and (Dark-
ness is normal) and (Low-clarity is clear) 
THEN (wfingerprint is medium) 
-IF (CorePosX is middle) and (CorePosY is middle) and (Dark-
ness is not normal) and (Low-clarity is clear) 
THEN (wfingerprint is medium) 
• According to property (3)，the weighting is further decreased when the 
finger is not well positioned and the pressure applied is not medium: 
-IF (CorePosX is not middle) and (CorePosYis middle) and (Dark-
ness is not normal) and (Low-clarity is clear) 
THEN (wfingerprint “ low) 
5.3 Experiments with Fuzzy Logic Fusion 
The experimental setup is the same as previous fusion experiments described 
in Chapter 4. We have 384 data groups from the true claimant and 5760 
data groups from the imposters in the verification set. We also have the 
development test set consist of 160 data groups from the true claimant and 
2400 data groups from the imposters. 
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We use the development test set to set the parameter values of the Gaus-
sian combination membership functions in the fuzzy sets. We then input the 
values of the external properties of each data group in the verification set 
into the fuzzy inference system. This procedure generates values for Wface 
and wfingerprint to Capture the effects due to external conditions for each data 
group. We currently do not have the corresponding data for the speech bio-
metric, hence weighting for speaker verification wspeech is set according to the 
relative performance among the three biometrics (see Equation 5.2): 
� 厂 1 EERspeech (5 ？ ) 
EERspeech + E E R f a c e + E E R fingerprint 
Since the performance of the face biometric decreases when changed from 
„ matched conditions to mismatched conditions, the weight for speaker verifi-
cation would then increase when the face biometric has poorer performance 
according to Equation 5.2. 
Again, verification tests are carried out using the data groups in the 
verification set to obtain the verification scores Si from the three biometric 
systems. The weights wspeech,切/ace and wfingerprint are then normalized using 
Equation 5.3 to generate a normalized weight Wi for the biometric system i. 
紙 = ^ ： ^ (5.3) 
The normalized weight Wi and the verification score Si are then combined 
using weighted average as in Equation 4.2 to compute the fusion score. The 
system compares the fusion score S with a global threshold 9. If the fusion 
score is lower than the threshold {S < 0), then the system rejects the subject 
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Testing Conditions Conditions ~ ‘ 
.^(lype of Enrolled Templates) 
jWI WO PI PO 
WI " O ^ 0:87 "OTT^ 1.04 “ 
WO ~0J2 0.32 " 0 7 ^ 0.90 “ 
PI - 0.78 " O ^ 1.03 . . 
‘ PO • ‘ 1.00 0.89 1.29 0.44 “ 
Table 5.1: Verification performance with fuzzy logic fusion. 
as an imposter. Otherwise, it accepts the subject as the claimant. 
Table 5.1 shows the equal error rates of fuzzy logic decision fusion. The 
best performance is still obtained for matched conditions. The results show 
that fuzzy logic fusion performs better than the baseline fusions described 
in previous chapter in all cases as shown in Figure 5.9. There is further 
improvement of 21% on average relative to the fusion by weighted average 
scores with fixed weighting. 
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Figure 5.9: Comparison of EERs between baseline weighted average fusion 
and fuzzy logic "fusion, 
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Figure 5.10: Improvement of fuzzy logic fusion relative to weighted average 
fusion. ‘ 
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5.4 Significance Testing 
From the experimental results, there is an improvement of 21% on average 
relative to the fusion by weighted average scores with fixed weighting. We 
conduct a significance testing on the improvement using paired t-test as 
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Case Weighted Average Fusion Fuzzy Logic Fusion Difference 
1 fjiwai fJ'fli Di = fiwai — fJ^fli 
1 0.52 0.26 0.26 
2 0.78 0.52 0.26 
3 1.04 0.78 0.26 
4 1.13 1.00 0.13 
5 1.04 0.87 0.17 
6 0.52 0.32 0.20 
7 0.94 0.78 0.16 
8 0.98 0.89 0.09 
9 0.93 0.75 0.18 
.. 10 1.04 0.79 0.25 
11 0.61 0.46 0.15 
12 1.33 1.29 0.04 
13 1.30 1.04 0.26 
14 1.04 0.90 0.14 
15 1.20 1.03 0.17 
16 0.59 0.44 0.15 
. Mean m 0.179 
Standard deviation s 0.066 
72 
CHAPTER 5. FUZZY LOGIC DECISION FUSION  
The null hypothesis {hq) and alternate hypothesis (hi) are: 
Ho： D = fJLyja- fJ'fl = 0 
Hi： D = /Iyja- fJ'fl 0 
where a is 0.05 (significance level), hence 亡o.os is 1.753. 
fi观 is the performance using weighted average fusion. 
fifi is the performance using fuzzy logic fusion. 
The test statistic is: 
t = (5.4) 
SD/Vn 
where D = 0.179 
•‘ 
sd = 0.066 
n = 16 
We reject hq if t > to.os-
Since t = 10.891 > to.os falls in the rejection region, we conclude that the 
performance difference is statistically significant according to a paired t-test. 
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5.5 Comparison of Fuzzy Logic Fusion and 
Weighted Average Scores 
The performance of fuzzy logic fusion is compared with the baseline weighted 
average scores with fixed weighted in Figure 5.9. The experimental results 
show that the use of fuzzy logic fusion can have better performance than the 
baseline fusion in all cases (see Figure 5.10). 
In the baseline fusion, the final decision depends on the verification ac-
curacies of the three biometric systems. A claimant may be rejected if one 
of the verification scores is unusually low; or an imposter may be accepted 
if one of the verification scores is unusually high. These unusual patterns 
could be caused by some external conditions that cannot be handled by the 
distinguishing powers of the individual biometric systems. 
However, fuzzy logic fusion incorporates some extra external conditions 
that affect the verification accuracy. The system can benefit from these 
information in making the final decision without only depending on the ver-
ification powers of the biometrics. The weights for these unusual patterns 
are lowered to reduce their effects on the final decision and hence to reduce 
verification errors. 
In addition,'the dynamic weighting introduced in fuzzy logic fusion allows 
flexibility in classifying the data groups. The weights for different modalities 
are adjusted specifically under different conditions for each data group to help 
classifying the data group into the correct class. This is similar to have an 
arbitrary decision boundary in the classification, giving greater distinguishing 
power for the system. This is better than the hard decision boundary used 
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in the baseline fusion. Therefore, the performance of fuzzy logic fusion is 
better. 
E m 國 
(a) Face Image (b) Fingerprint Image 
Figure 5.11: A claimant example for illustration of fusion. 
We use the claimant example in Figure 5.11 to illustrate how fuzzy logic 
fusion can perform better than weighted average fusion. In this example, the 
t<  
face image is tested under mismatched conditions. The enrollment condition 
is WI while the testing condition is WO. The following verification scores are 
obtained. 
• Sapeech = 3.85 
• Sface = 4 . 6 3 
參 Sfingerprint = 5 . 7 6 
The fusion score S is calculated according to Equation 4.2 when using weighted 
average fusion. This produces the fusion score of 4.62 (< 6 = 4.72). The 
fusion score is slightly lower than the threshold 9 because of the low face 
score. As a result, the claimant is falsely rejected in weighted average fusion. 
When external conditions are considered, the face image has a member-
ship of 1 to FaceFinding Conf and a membership of 0.03 to Illuminance. 
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This shows that the face can be found with high confidence, though the face 
position is angled. However, the face image is too bright which is largely 
unfavorable. The fingerprint image has a membership of 0.98 to CorePosX, 
a membership of 0.92 to CorePos Y, a membership of 1 to Darkness and 
a membership of 0.87 to Low-clarity. This shows that the core is slightly 
shifted to the top and left and the fingerprint image is not clear enough due 
to low pressure applied. 
When using fuzzy logic fusion, the fuzzy inference system generates the 
weights for the face and fingerprint modalities, which are 0.52 and 0.83 re-
spectively, according to the external conditions. Using Equation 5.2, the 
weight for speech modality is 0.85. It should be noted that the weight for 
face modality is lower than those for fingerprint and speech modalities. The 
weights are then normalized according to Equation 5.3 and the fusion score 
is calculated using Equation 4.2. This produces the fusion score of 4.75 
{> 6 = 4.30). The fusion score is higher than the threshold and the claimant 
is accepted correctly. Therefore, fuzzy logic fusion can improve over weighted 
average even when the testing and enrollment conditions are mismatched. 
This is done by lowering the weight more for the face image which is under 
largely unfavorable illuminance condition. Both the speech and fingerprint 
biometrics can help to complement the verification results. 
5.6 Testing of Fuzzy Rule Properties 
The properties of the fuzzy rules for our fuzzy inference system are intuitive. 
We investigate the reliability of the properties of the fuzzy rules by changing 
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the properties of the fuzzy rules through the following three experiments 
to see the effects on the verification performance. If the properties of the 
fuzzy rules used are reliable, then the performance should decrease when the 
properties change. 
5.6.1 Experiment 1 
In the first experiment, we change the properties of the fuzzy rules by map-
ping the values of the output fuzzy variables as follows: 
• high —^  medium: if all external conditions (input variables) are favor-
able, then output variable is set to medium. 
• medium —> low: if one of the conditions are unfavorable, the output 
variable is set to low. 
• low —» high: multiple unfavorable conditions will map the output to 
high. 
Through this mapping, the change of weighting levels is affected most un-
der multiple unfavorable conditions. The experimental setup and procedures 
are repeated in the same way as described in Section 5.3. The performance 
is shown in Table 5.2. There is an average degradation of 84% relative to the 
fusion using fuzzy rules when our proposed properties were applied. 
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Testing Conditions 激aining Conditions 
^ r M of Enrolled Templates) 
替 细 I WO I PI I PO 
m 0.55 1.17 ~ T l 2 ~ 
w o 0.69 l . W 1.20 — 
PI T 5 6 1.82 T ^ 1.86 
PO 1.19 1.56 1.74 1.04 一 
Table 5.2: Verification performance of fuzzy logic fusion with the changes of 
the output fuzzy values: high—medium, medium—low, low—>high. 
圔WI Template I W O Template DPI Template UPO Template 
2 � .....一. ........ r  
1.8 l - j T — 
' H I 
WI . WI WO WO PI PI PO PO 
(proposed (changed (proposed (changed (proposed (changed (proposed ^chan^d 
FL fusion) FL fusion) FL fusioi^ FL fusion) FL fusion) FL fusion) FLfusion) FL fusion) 
Testing Conditions 
Figure 5.12: Comparison of EERs between fuzzy logic fusion with proposed 
fuzzy rules properties and fuzzy logic fusion with the changes of the output 
fuzzy values: high—medium, medium—low, low—high. 
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Figure 5.13: Degradation in performance of fuzzy logic fusion with the 
changes of the output fuzzy values: high—medium，medium—>low, low—high 
relative to weighted average fusion. 
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5.6.2 Experiment 2 
In the second experiment, we change the properties of the fuzzy rules by 
mapping the values of the output fuzzy variables as follows: 
• high —low: if all external conditions (input variables) are favorable, 
then output variable is set to low. 
• medium — high: if one of the conditions are unfavorable, the output 
variable is set to high. 
• low — medium: multiple unfavorable conditions will map the output 
to medium. 
Through this mapping, the change of weighting levels is affected most 
under all favorable conditions. The experimental setup and procedures are 
repeated in the same way as before. The performance is shown in Table 5.3. 
There is an average degradation of 125% relative to the fusion using fuzzy 
rules when our proposed properties were applied. 
Testing Conditions 事藥gpaining Conditions ； 
Enrolled Templates) 
辣 I PI PO 
V WI 1.45 1.56 T ^ L 6 4 ~ 
\ WO 1.32 1.37 TaT 1.30 — 
‘ PI T ^ ~ ~ 1 . 7 4 
PO 1.62 1.85 1.39 1.30 
Table 5.3: Verification performance of fuzzy logic fusion with the changes of 
the output fuzzy values: high—low, medium—high, low—medium. 
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國 WI Template • WO Template 口 PI Template 口 PO Templatt 
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(proposed (changed (proposed (changsd (proposed (changed ^proposed (changed 
FL fusion) FLfjsioii) FL fusion) FL fusion) FL fusion) FL fusion) FL fusion) FL fusion) 
Testing Conditions 
Figure 5.14: Comparison of EERs between fuzzy logic fusion with proposed 
fuzzy rules properties and fuzzy logic fusion with the changes of the output 
fuzzy values: high—^low, medium—>high, low—medium. 
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Figure 5.15: Degradation in performance of fuzzy logic fusion with the 
changes of the output fuzzy values: high—low, medium—>high, low—medium 
relative to weighted average fusion. 
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5.6.3 Experiment 3 
Finally, in this experiment, we change the properties of the fuzzy rules by 
randomly assigning of the values of the output fuzzy variables for each fuzzy 
rule. The experimental setup and procedures are then repeated in the same 
way as before. Table 5.4 shows that the performance is the worst among the 
three experiments. There is an average degradation of 145% relative to the 
fusion using fuzzy rules when our proposed properties were applied. 
^Testing Conditions p i ^ f f i m m n g Conditions ‘ 
* i (Typeof Enrolled Templates) 
r w K \ w o PI I PO  
m T i T T ^ T ^ O T " ^ 
w o 1.56" 1.49 1.56" 1.5 
PI " T ^ 1.84 1.44" 1.85 — 
•； PO 0 2 r ^ U s 0 2 ~ 
\M    
Table 5.4: Verification performance with fuzzy logic fusion using randomly 
assigned fuzzy rules. 
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Figure 5.16: Comparison of EERs between fuzzy logic fusion with proposed 
fuzzy rules properties and fuzzy logic fusion using randomly assigned fuzzy 
rules. “ 
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Figure 5.17: Degradation in performance of fuzzy logic fusion relative to 
weighted average fusion. 
85 
CHAPTER 5. FUZZY LOGIC DECISION FUSION  
5.6.4 Comparison of Results 
Prom the above experiments, we can see that changing the properties of 
the fuzzy rules may cause degradation in performance. Through the map-
ping in the first experiment, the change of weighting levels is affected most 
under multiple unfavorable conditions. The modalities under multiple un-
favorable conditions but with high weighting would worsen the verification 
performance. In the second experiment, the change of weighting levels is 
affected most under all favorable conditions. The modalities under all favor-
able conditions but with low weighting would worsen the verification perfor-
mance. In the last experiment, random assignments of the weights would 
produce noisy patterns causing higher difficulty in verification. Hence, the 
verification performance degrades significantly. Therefore, the properties of 
the fuzzy rules in our fuzzy inference system are reliable to the changes of 
external conditions. 
5.7 Chapter Summary 
This chapter described our work on fuzzy logic fusion. We have designed a 
fuzzy inference system to account for external conditions that affect verifica-
tion such as finger placement, pressure and sweat in fingerprint; and lighting 
conditions and head positioning in face identification. The fuzzy inference 
system adjusts the weights of face biometric system and fingerprint biomet-
ric system according to these external conditions. Since we currently do not 
have the corresponding data for speech biometric system, we set its weight 
according to the relative performance among the three biometric systems. 
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Verification tests were carried out to obtain the verification scores from indi-
vidual biometrics. We combine the weights and the verification scores using 
weighted average method to compute the fusion scores. We obtained an EER 
range of 0.26% to 0.46% for matched conditions. Our experiments showed 
that fuzzy logic fusion achieved an improvement of 21% relative to the base-
line weighted average scores. The improvement was statistically significant 
based on a paired t-test. In addition, our experiments showed that the prop-
erties of the fuzzy rules in our fuzzy logic framework are reliability to the 
changes of external conditions. Changing of the properties could cause severe 
degradation in performance. 
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Chapter 6 
Decision Fusion Based on 
Dempster-Shafer Theory of 
Evidence 
We have demonstrated fuzzy logic decision fusion in our multimodal biomet-
ric system in the previous chapter. Fuzzy logic decision fusion has better 
performance than the baseline fusion by incorporating some external condi-
tions that affect verification performance, such as lighting and facial expres-
sions in face identification and finger placement and pressure for fingerprint 
verification. In this chapter, we propose another fusion method based on 
Dempster-Shafer theory of evidence. We also incorporate the external fac-
tors' that affect verification performance in the fusion by considering each 
factor as a piece of evidence. We explore to use Dempster-Shafer theory 
of evidence to combine these multiple evidences to generate the weights for 
individual biometric systems. Our proposed framework also combines the 
88 
CHAPTER 6. DECISION FUSION BASED ON DEMPSTER-SHAFER 
THEORY OF EVIDENCE  
weights and verification scores to produce the fusion score. In this way, we 
aim to have further improvement on the verification performance compared 
with the baseline fusions. 
Furthermore, Dempster-Shafer theory of evidence combines information 
using Dempster's rule of combination while fuzzy logic combines information 
using the fuzzy rules that are designed manually. Therefore, Dempster-Shafer 
theory of evidence has the advantages of reducing the subjective issues in-
troduced by fuzzy logic and reducing the development time of testing the 
robustness of the manually designed fuzzy rules. In this way, we compare 
the verification performances between the two methods. 
6.1 Introduction 
The verification performance based on a biometric is affected by external con-
ditions. As illustrated in Figures 5.1a to 5.Id, face identification performance 
may degrade when the lighting is too bright or too dark, or when the input 
facial image for verification is posed at an angle or carries an expression that 
differs from the enrollment images. Similarly, fingerprint verification perfor-
mance may degrade if the input fingerprint image is off-centered, faded due 
to dry fingers or pressing too lightly, or smudged due to sweat or pressing too 
hard as illustrated in Figures 5.1e to 5.1h. Speaker verification performance 
may also degrade if the input utterances are drowned out by ambient noise, 
if the speaker's voice characteristics have changed since enrollment (e.g. due 
to a sore throat or cold) or if the speaking styles between the enrollment and 
verification utterances are different. 
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Under favorable conditions, we can only rely on the verification perfor-
mance of the biometric systems. However, it is uncertain to what extends we 
cannot rely on the verification performance of the biometric systems when the 
conditions are unfavorable. Therefore, we attempt to incorporate the exter-
nal conditions by treating each condition as a piece of evidence that supports 
the reliability of the corresponding biometric system. We need to combine 
the evidences to adjust the weights for individual biometrics. Dempster-
Shafer theory of evidence enables us to combine multiple evidences from 
different sources by allowing uncertainty in the information. As an initial 
step, we consider the external conditions for face and fingerprint images in 
our framework. Application to speech will be pursued as a next step. 
6.2 Framework of Fusion Based on Dempster-
Shafer Theory of Evidence 
In our fusion framework based on Dempster-Shafer theory of evidence, we 
apply Dempster-Shafer theory of evidence to combine the evidences from 
different sources. We do the combination of evidences in two levels: 
• Inter-mo.dality or upper level 
• Intra-modality or lower level 
In the upper level, we need to combine the evidences from different bio-
metric systems to compute the final fusion score. Since the performances of 
biometric systems can be affected by the external conditions described be-
fore, we adjust the weighting for individual biometric systems according to 
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Scores 
Fusion Inter-Modality 
^ Scores V 
Spealser Face Identification Fingerprint 
Verific ation System System Verific ation System 
Weights Weights Weights Intm-Modality 
Fusion or Lower Level 
Fusion Fusion 
/ X 
/ \ Evidence 1 ... Evidence n / \ 
Evidence 1 ... Evideiice n Evidence 1 ... Evidence n 
Figure 6.1: Two-level framework based on Dempster-Shafer theory of evi-
dence. 
the external conditions. Therefore, in the lower level, we need to combine 
the evidences from different sources of external information to determine 
the weights for individual biometric systems. We first introduce the sources 
of information account for adjusting the weights for the biometrics. Then 
the intra-modality or lower level of combination is presented. Finally, the 
inter-modality or upper level of combination is described. 
6.2.1 Evidences for Biometric Systems 
In our fusion framework, there are 6 sources of information associated with 
the external conditions 一 two for the face biometric and four for the fin-
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gerprint biometric. We define the favored external condition for each source 
of information by a function fj{x) which maps inputs x to outputs [0，1] 
such that higher output values represent higher degree of membership of the 
favored condition and hence higher reliability of the biometric system. There-
fore, the output from fj{x) is considered as a piece of evidence supporting the 
reliability of the biometric system. The six sources of information about the 
external conditions provide six pieces of evidences for adjusting the weights 
for individual biometrcs. 
The functions fj{x) for defining the favored conditions are either linear or 
Gaussian combination membership functions. The linear function involves 
the parameter a which is a constant such that higher input values corre-
. spending to more favored condition give higher output values as shown in 
Equation 6.1. 
fj{x) = ax (6.1) 
The Gaussian combination membership function combines two Gaussian 
functions to determine the shape of the left-most and right-most curves such 
that medium input values corresponding to favored condition give high out-
put values represented in Equation 6.2. It involves such parameters as the 
means (m) and variances (cr) of the data, as well as the boundary points Ci 
and C2 which may be set at m - 0.5 • cr and m + 0.5 • a respectively. 
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- Q r 二 1)2 
e , if a; < Ci 
= 1 , if ci < x < C2 . (6.2) 
e , if 工 > C2 
\ 
Gaussian combination membership function without the left-most curve 
is represented in Equation 6.3 such that small input values corresponding to 
favored conditions give high output values. It involves such parameters as 
the means (m) and variances (a) of the data, as well as the boundary point 
C2 which may be set at m + 0.5 • cr. 
‘ 
1 , if 0 < a： < C2 
. 胸 = , � 2 _ _ (6.3) 
e ^ , II re > C2 
\ 
We list the six sources of information as follows. Their meanings are the 
same as the six input variables in the fuzzy logic framework described in 
Chapter 5. The two sources of information providing two pieces of evidences 
for supporting the reliability of the face biometric system are: 
• FaceFindingConf — A linear function (see Equation 6.1) is applied to 
define the favored condition to seek high confidence in face finding. 
• Illuminance — Gaussian combination membership function (see Equa-
tion 6.2) is used to define the medium brightness as a favored condition 
for face images. 
The four sources of information providing four pieces of evidences for sup-
porting the reliability of the fingerprint biometric system are: 
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• CorePosX — The Gaussian combination membership function (see 
Equation 6.2) defines a centrally placed fingerprint image which is fa-
vored. . 
• CorePos Y — The properties are similar to CorePosY. 
• Darkness — Small values are favored as normal images defined by 
the Gaussian combination membership function without the left-most 
curve (see Equation 6.3). 
• Low-clarity 一 Low values are favored for clarity defined by the Gaus-
sian combination membership function without the left-most curve (see 
Equation 6.3). 
Again, we use the data group example in Figure 5.3 to illustrate this 
work. The face image gives the following two pieces of evidences: 
• ffacefindingcanf (^) = 1 
• fIlluminance M =0.814 
Since the high confidence in face finding, the evidence Face Finding Conf gives 
full support of the reliability of the face biometric. The evidence Illuminance 
gives high but not full support of the reliability of the face biometric because 
the,image is a little bit bright, which is not totally favorable. 
The fingerprint image gives the following four pieces of evidences: 
• fcoreposx {x) = 0.785 
• fcoreposy ( x ) = 1 
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• fDarkness (^) ~ 1 
• flow-darityix) = 0.832 
The evidence CorePosX gives lower support of the reliability of the finger-
print biometric because the fingerprint core shifts towards left, which is not 
a favored condition. Also, the evidence Low-clarity gives lower support of 
the reliability since the pressure applied is not high enough, which is not 
favorable. The other two evidences gives full support of the reliability of the 
fingerprint biometric since the conditions are favored. 
6.2.2 Intra-Modality Combination 
In our multimodal biometric system, three modalities including speech, face 
and fingerprint are combined for users' authentication. The weight Wi for 
modality i is adjusted according to the information related to the changes in 
conditions. For each modality, there are ki sources of external information. 
For each source of information j , bpa is assigned using the evidence that 
supports the reliability of the modality according to the degree of membership 
of the favored condition. The favored condition is defined by a function fj{x) 
which has the outputs in the range of [0，1]. The bpa rrij for a source of 
information j supporting the proposition that the modality is reliable r is 
defined using the evidence as follows: 
mjir)=窄 (6.4) 
where kface = 2 for our face biometric system and kfingerprint = 4 for our 
fingerprint biometric system. 
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The result bpa m that combines multiple evidences is then calculated 
using Dempster's rule of combination shown in Equation 6.5 and the orthog-
onal sum of two basic probability assignments is calculated using Equation 
6.6. 
m(r) = m i ( r ) � …e m f c j r ) (6.5) 
m i e m 2 ( c ) = i � c —� ‘ (6.6) 
The belief function Bel which is the total belief committed to the support 
that the modality is reliable R is: 
Bel{R) = m(r) = m(r) (6.7) 
' rcr 
Finally, we calculate the weight Wi for the biometric system i using the 
belief that supports the modality is reliable R: 
= ^ (6.8) 
‘Bel'(R) � ) 
where Bel'{R) is a normalizing factor that has the full degree of support of 
R. . 
Using the data group example for illustration, for the face biometric, the 
bpa for the two sources of information are defined using Equation 6.4: 
• mjraceFindingConfir) = •^一，。。”/�=0.50 
• mniuminanceir) = 一「 6 (不〉 = 0 . 4 0 7 
Then using Equation 6.5 to combine the bpa, the belief functions are ob-
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tained: 
p 1/ _ (0.5)(0.407) _ PI A^j 
• = l-(0.5)(l-0.407)-(l-0.5)(0.407) 一 ⑴ 
After normalizing, we obtain the weight for the face biometric: 
. ^ . = = 0.814 
For the fingerprint biometric, the bpa for the four sources of information 
are defined similarly: 
• mcorePo.x(r) = - 0 . 1 9 6 
• mcorePosY{T) = l ^ s r ^ E ^ = 0.25 
. • mDarkness[r) = 二 0.25 
• mLcnv-clarityir)=九⑷=0.208 
After combination and normalization using Equations 6.5 to 6.8，the weight 
for the fingerprint biometric is 0.58. Therefore, a higher weighting is assigned 
to the face biometric because the face image is close to the favored conditions. 
Since the fingerprint image has two unfavored conditions, a lower weighting 
is assigned to the fingerprint biometric. 
6.2.3 Inter-Modality Combination 
In our multimodal biometric system, each biometrics gives out the verifi-
cation results in terms of verification scores. Since the verification scores 
obtained from the spoken utterances, facial images and fingerprint images 
are in different ranges of values, we scaled the verification scores to the same 
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range of values by min-max normalization. The weight Wi from Equation 6.8 
assigned to each biometric system i are first normalized using Equation 6.9 
to generate Wf . 
t^i 二 ^ ^ ^ (6.9) 
The normalized weight Wi is then combined with the verification score 
Si to generate an evidence that supports the subject being the claimant. 
For each modality, a basic probability assignment (bpa) rrii supporting the 
proposition that the subject is a claimant c is assigned using the evidence as 
follows: 
mi{c) = Wi-Si (6.10) 
„ The result bpa m that combines n evidences is calculated using Demp-
ster's rule of combination as shown below: 
m(c) = m i ( c ) � … � m„(c) (6.11) 
where n = 3 for our multimodal biometric system and the orthogonal sum 
of two basic probability assignments is calculated by Equation 6.6. 
The fusion score S is the total belief committed to the support that the 
person is a client C: 
‘ 5 = Be/(C) = ^ m ( c ) = m(c) (6.12) 
cCC 
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6.3 Experiments with Fusion Based on Dempster-
Shafer Theory of Evidence 
The experimental setup is the same as previous fusion experiments described 
in previous chapters. We have 384 data groups from the true claimants and 
5760 data groups from the imposters in the verification set. We also have a 
development test set consists of 160 data groups from the true claimants and 
2400 data groups from the imposters. 
We use the development test set to set the parameter values of the Gaus-
sian combination membership functions that define the favored conditions 
for the evidences. We then input the values of the external properties of 
. each data group in the verification set into the fusion framework. The intra-
modality level of combination generates values for Wface and wfingerprint to 
capture the effects due to external conditions for each data group. We cur-
rently do not have the corresponding data for the speech biometric, hence 
weighting for speaker verification Wgpeech is set according to the relative per-
formance among the three biometrics (see Equation 6.13): 
— 1 EERspeech Q \ 
'^speech = 丄 一 丄 p r i D 丄 p ^ p .丄 
. JhHinspeech 十 L b 叫 a c e 十"tl/il/Zt/mgerprmt 
Since the performance of the face biometric decreases when changing from 
matched conditions to mismatched conditions, the weight for speaker verifi-
cation would then increase when the face biometric has poorer performance 
according to Equation 6.13. 
The weights wspeech’ 切/ace and wfingerprint are then normalized using Equa-
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tion 6.9 to generate a normalized weight Wi for the biometric system i. Again, 
verification tests are carried out using the data groups in the verification set 
to obtain the verification scores Si from the three biometric systems. The 
normalized weights Wi and the verification scores Si are then combined using 
the inter-modality level of combination to compute the fusion score. The sys-
tem compares the fusion score with a global threshold. If the fusion score is 
lower than the threshold, then the system rejects the subject as an imposter. 
Otherwise, it accepts the subject as the claimant. 
Table 6.1 shows the equal error rates. The best performance is obtained 
for matched conditions. The results show that fusion based on Dempster-
Shafer theory of evidence performs better than the baseline fusions in all 
- cases. There is further improvement of 19% on average relative to the fusion 
by weighted average scores with fixed weighting. 
t e s t i n g Conditions � ‘T r a i n i n g C<m®tipai 
^ (Type of Enrolled Templates) 
. W I WO PI PO 
WI 1.00 0.68 ~ 
J WO 0.52 0.35 0.76 1.01 
PI ~ 6 M 0.78 1.04 
— ‘ P O I 0.89 0.86 1.25 0.46 
Table 6.1: Verification performance with fusion based on Dempster-Shafer 
theory of evidence. 
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fusion) fusion) fusion) fusion) fusion) fusion) fusion) fusion) 
Testing Conditions 
Figure 6.2: Comparison of EERs between baseline weighted average fusion 
and fusion based on Dempster-Shafer theory of evidence. 
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Figure 6.3: Improvement of fusion based on Dempster-Shafer theory of evi-
dence relative to weighted average fusion. 
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6.4 Significance Testing 
From the experimental results, there is an improvement of 19% on average 
relative to the fusion by weighted average scores with fixed weighting. We 
conduct a significance testing on the improvement using paired t-test as fol-
lows. Each case consists of one type of enrolled templates and one testing 
condition. . 
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Case Weighted Average Fusion D-S Fusion Difference 
i IJ'wai fJ'dsi = fhuai — f^dsi 
1 0.52 0.26 0.26 
2 0.78 0.52 0.26 
3 1.04 0.94 0.26 
4 1.13 0.89 0.13 
5 1.04 1.00 0.17 
6 0.52 0.35 0.2 
7 0.94 0.78 0.16 
8 0.98 0.86 0.09 
9 0.93 0.68 0.18 
‘ 10 1.04 0.76 0.25 
11 0.61 0.52 0.15 
12 1.33 1.25 0.04 
13 1.30 0.98 0.26 
14 1.04 1.01 0.14 
15 1.20 1.04 0.17 
16 0.59 0.46 0.15 
‘ Mean m 0.168 
Standard deviation s 0.090 
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The null hypothesis {Hq) and alternate hypothesis {Hi) are: 
Ho : D = flwa — A^ds = 0 
Hr. D = fium — /Ids • Q • 
where a is 0.05 (significance level), hence to.os is 1.753. 
fi^a is the performance using weighted average fusion. 
/ids is the performance using fusion based on Dempster-Shafer theory of evidence. 
The test statistic is: 
t = (6.14) 
, where D = 0.168 
sd = 0.090 
n = 16 
We reject Hq iit> to.os. 
Since t = 7.449 > to.os falls in the rejection region, we conclude that the 
performance difference is statistically significant according to a paired t-test. 
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6.5 Comparison of Fusion Based on Dempster-
Shafer Theory of Evidence and Weighted 
Average Scores 
The performance of fusion based on Dempster-Shafer theory of evidence is 
compared with the baseline weighted average scores with fixed weighted in 
Figure 6.2. The experimental results show that the use of Dempster-Shafer 
theory of evidence for fusion can have better performance than the baseline 
fusion in all cases (see Figure 6.3). 
In the baseline fusion, the final decision depends on the verification ac-
curacies of the three biometric systems. A claimant may be rejected if one 
of the verification scores is unusually low; or an imposter may be accepted 
if one of the verification scores is unusually high. These unusual patterns 
could be caused by some external conditions that cannot be handled by the 
distinguishing powers of the individual biometric systems. 
However, fusion based on Dempster-Shafer theory of evidence incorpo-
rates some extra external conditions that affect the verification accuracy, the 
system can benefit from these information in making the final decision with-
out only depending on the verification powers of the biometrics. The weights 
for these unusual patterns are lowered to reduce their effects on the final 
decision and hence to reduce verification errors. . 
In addition, the dynamic weighting introduced in the fusion based on 
Dempster-Shafer theory of evidence allows flexibility in classifying the data 
groups. The weights for different modalities are adjusted specifically under 
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different conditions for each data group to help classify the data group into 
the correct class. This is similar to have an arbitrary decision boundary in 
the classification, giving greater distinguishing power for the system. This is 
better than the hard decision boundary used in the baseline fusion. There-
fore, the performance of fusion based on Dempster-Shafer theory of evidence 
could be better. 
We also illustrate how fusion based on Dempster-Shafer theory of evidence 
can perform better than weighted average fusion using the claimant example 
in Figure 5.11. As described in Section 5.5，we have shown that why this 
example is falsely rejected in weighted average fusion. The fusion score is 
lower than the threshold because of low face score. However, when external 
， conditions are considered, the low face score is obtained because the face 
image is too bright. Besides, the fingerprint image is not clear enough due 
to low pressure and the core is slightly shifted to the top and left. Using 
Equation 6.4，we obtain the bpa for the face and fingerprint images as follows. 
• rnFacePindingConfir) = 0.5 
• rnniuminance(r) = 0 . 1 9 0 
• rncoreposx{r) = 0.245 
• rncovePosYir) = 0.231 
• rUDarkneaair) = 0.25 
• 'n^Law-clarityir) = 0.220 
Then the basic probability assignments are combined and the weights for 
individual biometric systems can be calculated using Equations 6.5 to 6.8 
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and Equation 6.13. The weights obtained for the face, fingerprint and speech 
modalities are 0.38, 0.74 and 0.85 respectively. The weight for face is smaller 
than those for fingerprint and speech due to the largely unfavorable illumi-
nance condition. Finally, using Equations 6.9 to 6.12’ we can obtain a fusion 
score of 0.302 [> 0 = 0.286). The fusion score is higher than the threshold 
6 and the claimant is accepted correctly without false rejection. Therefore, 
fusion based on Dempster-Shafer theory of evidence can have improvement 
over weighted average even when the testing and enrollment conditions are 
mismatched. This is done by lowering the weight more for the face image 
which is under largely unfavorable illuminance condition. The fingerprint and 
speech modalities can complement the face modality. This result is similar 
.. to that obtained by using fuzzy logic fusion. 
6.6 Comparison of Fusion Based on Dempster-
Shafer Theory of Evidence and Fuzzy Logic 
Fusion 
The performance is also compared between fusion based on Dempster-Shafer 
theory of evidence and fuzzy logic fusion. Figure 6.4 shows that the use of 
Dempster-Shafer theory of evidence may perform better or worse than the 
use of fuzzy logic. On average, fusion based on Dempster-Shafer theory of 
evidence has a performance degradation of 2% relative to fuzzy logic fusion. 
However, the difference in performance is not statistically significant. 
Prom the data group example used for illustrating both the fuzzy logic 
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Figure 6.4: Improvement/degradation of fusion based on Dempster-Shafer 
theory of evidence related to fuzzy logic fusion. 
fusion and fusion based on Dempster-Shafter theory of evidence, we can see 
that both methods can successfully incorporate the external conditions in 
the fusion. Both have similar results in which a higher weighting is assigned 
to the face biometric while a lower weighting is assigned to the fingerprint 
biometric. Therefore, it is possible that the two fusion methods can have 
comparable performance. 
For the combination of information related to external conditions for a 
biometric system, fuzzy logic fusion makes use of manually designed fuzzy 
rules and output fuzzy sets. This can give greater flexibility over Dempster-
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Shafer theory of evidence in combining the information because the manually 
designed fuzzy rules can have variabilities. Changing the properties of the 
fuzzy rules or changing the output fuzzy sets can have different results in 
order to suit different conditions. However, this can also be the disadvantage 
of fuzzy logic fusion because subjective issues are introduced. More testing 
are required to check the reliability of properties of the manually designed 
fuzzy rules. Dempster-Shafer theory of evidence overcomes the subjective 
problem by using Dempster's rule of combination. All information can be 
combined systematically. This is especially advantageous when the number 
of pieces of information increases. In fuzzy logic fusion, the design of fuzzy 
rules could be difficult for large number of pieces of information. 
, For the combination of information from different biometric systems, 
fuzzy logic fusion uses weighted average scores which is a kind of sum rule. In 
the framework of Dempster-Shafer theory evidence, the information are com-
bined by calculating the orthogonal sums which involve the product of two 
evidences. Since sum rule can perform better than product rule [16], fuzzy 
logic fusion could perform better than fusion based on Dempster-Shafer the-
ory of evidence. 
6.7 Chapter Summary 
This chapter described our work on fusion based on Dempster-Shafer theory 
of evidence. We have designed a fusion framework to account for exter-
nal conditions that affect verification such as finger placement, pressure and 
sweat in fingerprint; and lighting conditions and head positioning in face iden-
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tification. Our fusion framework consists of two levels. In the inter-modality 
level, we compute the fusion score by combining the weights and the verifica-
tion scores from individual biometric systems using Dempster-Shafer theory 
of evidence. In the intra-modality level, we also use Dempster-Shafer the-
ory of evidence to combine the sources of external information to adjust the 
weights of face biometric system and fingerprint biometric system. Since we 
currently do not have the corresponding data for speech biometric system, we 
set its weight according to the relative performance among the three biomet-
ric systems. We carried out verification tests and obtained an EER range of 
0.26% to 0.52% for matched conditions. Our experiments showed that fusion 
using our framework based on Dempster-Shafer theory of evidence achieved 
. an improvement of 19% on average relative to the baseline weighted aver-
age scores. The improvement was statistically significant. The results from 
our framework of Dempster-Shafer theory of evidence also show comparable 
performance to fuzzy logic fusion. 




In this thesis, we have presented a multimodal biometric system that com-
bines speaker verification, face identification and fingerprint verification. We 
have investigated different fusion methods to fuse the decisions from the 
three biometric systems. We first begin with the individual biometric sys-
tems. Bilingual speech utterances in English and Chinese were recorded 
for speaker verification. For face biometric, we captured face videos clips 
with different orientations by two different cameras and under two different 
environments. Fingerprint images of two fingers were also captured for fin-
gerprint verification. We have done enrollment and verification tests for the 
biometric systems and measure their performances in terms of equal error 
‘ rates {EER). The EERs of speaker verification, fingerprint verification and 
face identification are 4.25%, 5.05% and in the range of 5.21% to 11.89% for 
matched conditions in facial image capture respectively. 
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To form a multimodal biometric system, fusion techniques are then needed 
to combine the verification results from the three biometric systems. We have 
first demonstrated two simple fusion techniques for our multimodal biomet-
ric system. One is to fuse the verification results at abstract level using 
majority voting. That is the decision supported by two or more biomet-
rics is the final decision. We obtained an EER range of 0.84% to 1.33% for 
matched conditions. When comparing with speaker verification, which is the 
best-performing biometric system, majority voting gave a marked relative 
improvement of 61%. We have also investigated a simple matching score 
level fusion by weighted average scores. The biometric systems give out the 
results in terms of verification scores. A fixed weight is assigned to each bio-
' metric system. We obtained an EER range of 0.52% to 0.61% for matched 
conditions. The results showed that weighted average scores performs better 
than majority voting by producing a further relative improvement of 40%. It 
is because the verification scores are more informative than the class labels 
used in majority voting. The fusion by weighted average scores is used as 
the baseline for our proposed fusion methods. 
The verification performance can be affected by external conditions. For 
example, speaker verification performance may degrade with the ambient 
noise in utterances or the difference in speaker's voice characteristics or 
speaking styles between the enrollment and verification utterances. Face 
identification performance may degrade with the difference in lighting condi-
tions and changes in head positioning or expressions between the enrollment 
and verification images. Similarly, fingerprint verification performance may 
be affected by finger placement, pressure and sweat in fingerprint. Therefore, 
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we have proposed a fusion scheme using fuzzy logic to incorporate some ex-
ternal conditions that affect verification performance. We only consider the 
external conditions are uncontrollable. . 
In the fuzzy logic fusion, we have designed a fuzzy inference system to 
adjust the weights of face biometric system and fingerprint biometric system 
according to these external conditions. Fuzzy variables, fuzzy sets and fuzzy 
rules are defined in the fuzzy inference system. Since we currently do not 
have the corresponding data for speech biometric system, we set its weight 
according to the relative performance among the three biometric systems. 
Verification tests were carried out to obtain the verification scores from indi-
vidual biometrics. We combine the weights and the verification scores using 
‘ weighted average method to compute the fusion scores. We obtained an EER 
range of 0.26% to 0.46% for matched conditions. Our experiments showed 
that fuzzy logic fusion achieved a statistically significant improvement of 21% 
relative to the baseline weighted average scores. We can see that using fuzzy 
logic fusion, the system can benefit from the external information in making 
the final decision without only depending on the verification powers of the 
biometric systems. Moreover, we have showed the robustness of the proper-
ties of the fuzzy rules to the external conditions in our fuzzy logic framework. 
Changing of the properties could cause severe degradation in performance. 
-After the success in fuzzy logic fusion accounting for external conditions 
that affect verification performance, we have explored another fusion method 
based on Dempster-Shafer theory of evidence. In this method, we have de-
signed a fusion framework to account for external conditions that affect veri-
fication performance described before. Our fusion framework consists of two 
114 
CHAPTER 7. CONCLUSIONS  
levels. In the inter-modality level, we use Dempster-Shafer theory of evidence 
to combine the weights and the verification scores from individual biometrics 
to compute the fusion scores. The weights are adjusted according to exter-
nal conditions. Hence, we have designed to use Dempster-Shafer theory of 
evidence in the intra-modality level to combine the sources of external infor-
mation to determine the weights for individual biometrics. Similar to fuzzy 
logic fusion, due to lack of the corresponding data for speech biometric sys-
tem, we set its weight according to the relative performance among the three 
biometric systems. We obtained an EER range of 0.26% to 0.52% for matched 
conditions. Our experiments showed that fusion based on Dempster-Shafer 
theory of evidence also achieved a statistically significant improvement of 
‘ 19% relative to the baseline weighted average scores. We can see that using 
our proposed framework based on Dempster-Shafer theory of evidence, the 
system can benefit from the external information in making the final decision. 
7.2 Contributions 
In this thesis, the following contributions are made to the research area of 
decision fusion in a multimodal biometric system: 
1. We have shown that linear combination scheme performs better than 
- m a j o r i t y voting, which is consistent with the study reported in [16]. In 
our baseline fusion experiments, fusion using weighted average scores 
has a marked relative improvement of 40% to fusion using majority 
voting. 
2. External conditions that affect verification performance of biometric 
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systems are used in decision fusion. These external conditions could 
cause errors that cannot be handled well by individual biometric sys-
tems, producing poor verification results. We have considered the light-
ing conditions and head positions in face biometric; and finger place-
ment, pressure and sweat fingers in fingerprint verification. 
3. We have proposed fuzzy logic fusion to incorporate external conditions 
in fusion. In our fuzzy logic framework, fuzzy variables, fuzzy sets 
and fuzzy rules are designed to combine the external conditions that 
affect verification performance in order to adjust the weights for in-
dividual biometric systems. We haven demonstrated that fuzzy logic 
fusion performs better than fusion by weighted average scores with 
fixed weighting. 
4. We have also proposed a fusion method based on Dempster-Shafer the-
ory of evidence. Our framework consists of two levels: 
• Inter-modality level — the weights and the verification scores from 
individual biometrics are combined using Dempster-Shafer theory 
of evidence to compute the fusion score. 
• Infra-modality level — the sources of information related to ex-
ternal conditions are combined using Dempster-Shafer theory of 
evidence to adjust the weights for individual biometric systems. 
We have demonstrated that fusion using our framework based on Dempster-
Shafter theory of evidence performs better than fusion using weighted 
average scores with fixed weighting. It also shows comparable perfor-
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mance to fuzzy logic fusion. Fuzzy logic fusion uses weighted average 
which is a kind of sum rule for combination. The calculation of orthog-
onal sums in Dempster-Shafer theory of evidence involves calculating 
the product of two evidences. Since it was shown that sum rule can 
have better performance than product rule [16], in general, we can use 
fuzzy logic fusion. However, when there are large number of different 
kinds of external conditions considered in fusion, it may be difficult for 
the design of fuzzy rules. We can use fusion based on Dempster-Shafter 
theory of evidence instead. 
7.3 Future Work 
Possible extensions of this work include: 
1. Applying our proposed fusion frameworks to a large database. Our 
experiments have been done using a small database. The parameters 
required for defining the favored conditions in our frameworks are set 
using sparse data. Hence, we would like to test our proposed fusion 
frameworks to handle larger sample sizes (n > 30 for statistical sam-
pling) of subjects and more variations in each type of external condi-
tions. 
2. Integrating external conditions for speaker verification. We do not 
have the corresponding external information for the speech biometric 
system at this moment. We can investigate the external conditions that 
affect the speaker verification performance such as the noise level of the 
environment. However, it is difficult to determine the environmental 
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noise level accurately from the input utterances only. It is because 
there may be no empty periods before and after the user's speech in 
the input utterances. There is the problem of distinguishing, the user's 
speech from background noise, especially in the noisy environment. 
3. Adaptation to individual user's habits. The parameters for defining 
the favored conditions are initially set using the data from a group of 
subjects in our framework. It is possible to adapt the favored conditions 
to each user. For example, a user may always place his/her fingers 
shifted to one direction on the fingerprint reader. Then the favored 
conditions for this user's finger placement should be located at that 
direction. We can learn the habits of a user over a period of time to 
adjust the parameters for defining the favored conditions for that user. 
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The 20 fuzzy rules in our fuzzy inference system are listed below: 
• The groups for controlling the weighting for the face biometric system: 
Rule-1 IF (FaceFindingConf is high) and (Illuminance is medium) 
THEN (wface is high) 
Rule-2 IF (FaceFindingConf is not high) and (Illuminance is medium) 
THEN (Wface is medium) 
Rule-3 IF (FaceFindingConf is high) and (Illuminance is not medium) 
THEN (Wface is medium) 
Riile-4 IF (FaceFindingConf is not high) and (Illuminance is not medium) 
-THEN (Wface is low) 
The groups for controlling the weighting for the fingerprint biometric system: 
Rule-5 IF (CorePosX is middle) and (CorePosY is middle) and (Darkness 
is normal) and (Low-clarity is clear) 
THEN (wfingerprint 切 high) 
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Rule-6 IF (CorePosX is not middle) and (CorePosY is middle) and (Dark-
ness is normal) and (Low-clarity is clear) 
THEN (wfingerprint medium) • 
Rule-7 IF (CorePosX is middle) and (CorePosY is not middle) and (Dark-
ness is normal) and (Low-clarity is clear) 
THEN (wfingerprint is medium) 
Rule-8 IF (CorePosX is not middle) and (CorePosY is not middle) and 
(Darkness is normal) and (Low-clarity is clear) 
THEN (wfingerprint is low) 
Rule-9 IF (CorePosX： is middle) and (CorePosY is middle) and (Darkness 
is not normal) and (Low-clarity is clear) 
THEN (wfingerprint is medium) 
Rule-10 IF (CorePosX is not middle) and (CotcPosY is middle) and (Dark-
ness is not normal) and (Low-clarity is clear) 
THEN (Wfingerprint 切 low) 
Rule-11 IF (CorePosX is middle) and (CorePosY is not middle) and (Dark-
ness is.not normal) and (Low-clarity is clear) 
then (Wfingerprint iS low) 
Rule-12 IF (CorePosX is not middle) and (CorePosY is not middle) and 
• (Darkness is not normal) and (Low-clarity is clear) 
t h e n (wfingerprint is low) 
Rule-13 IF (CorePosX is middle) and (CorePosY is middle) and (Darkness 
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is normal) and (Low-clarity is not clear) 
THEN (wfingerprint «<s medium) 
Rule-14 IF (CorePosX is not middle) and (CorePosYis middle) and (Dark-
ness is normal) and (Low-clarity is not clear) 
THEN (Wfingerprint 切 low) 
Rule-15 IF (CorePosX is middle) and (CorePosY is not middle) and (Dark-
ness is normal) and (Low-clarity is not clear) 
THEN (Wfingerprint “ loW) 
Rule-16 IF (CorePosX is not middle) and (CorePosY is not middle) and 
(Darkness is normal) and (Low-clarity is not clear) 
‘ THEN (Wfingerprint 切 low) 
Rule-17 IF (CorePosX is middle) and (CorePosY is middle) and (Darkness 
is not normal) and (Low-clarity is not clear) 
THEN (wfingerprint iS low) 
Rule-18 IF (CorePosX is not middle) and (CorePosY is middle) and (Dark-
ness not is normal) and (Low-clarity is not clear) 
t h e n (wfingerprint iS low) 
Riile-19 IF (CorePosX is middle) and (CorePosY is not middle) and (Dark-
‘ness is not normal) and (Low-clarity is not clear) 
THEN (Wfingerprint 切 loW) 
Rule-20 IF (CorePosX is not middle) and (VorcPosY is not middle) and 
(Darkness is not normal) and (Low-clarity is not clear) 
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