Low complexity bit-level soft-decision decoding for Reed-Solomon codes. by Oh, Min-seok.
/ /.7:) {/:
M 0 0 O 3 7
1352463
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: 10130262
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10130262
Published by ProQuest LLO (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
Low Complexity Bit-level Soft-decision Decoding 
for Reed-Solomon Codes
by
Min-seok Oh
Thesis submitted to the University of SuiTey 
for the degree of 
Doctor of Philosophy
Centre for Conununication Systems Research 
University of Surrey 
Guildford, Surrey 
UK
September 1999
© M. Oh
ABSTRACT
Reed-Solomon codes (RS codes) aie an important method for achieving eiTor- 
conection in communication and storage systems. However, it has proved difficult to 
find a soft-decision decoding method which has low complexity. Moreover, in some 
previous soft-decision decoding approaches, bit-level soft-decision infonnation could 
not be employed fully. Even though RS codes have powerful error correction 
capability, this is a critical shortcoming.
This thesis presents bit-level soft-decision decoding schemes for RS codes. The aim is 
to design a low complexity sequential decoding method based on bit-level soft- 
decision information approaching maximum likelihood performance.
Firstly a trellis decoding scheme which gives easy implementation is introduced, since 
the soft-decision information can be used directly. In order to allow bit-level soft- 
decision, a binai'y equivalent code is introduced and W olfs method is used to 
construct the binary-trellis from a systematic parity check matiix.
Secondly, the Fano sequential decoding method is chosen, which is sub-optimal and 
adaptable to channel conditions. This method does not need a large amount of storage 
to perform an efficient trellis search. The Fano algorithm is then modified to improve 
the error coiTecting peifonnance.
Finally, further methods of complexity reduction are presented without loss of 
decoding performance, based on reliability-first search decoding using peraiutation 
groups for RS codes. Compared with the decoder without permutation, those schemes 
give a large complexity reduction and performance improvement approaching near­
maximum likelihood perfoimance. In this thesis, three types of permutation, cyclic, 
squaring and hybrid permutation, aie presented and the decoding methods using them 
are implemented.
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1.1 Preamble
CHAPTER 1 
INTRODUCTION
1.1 PREAMBLE
The basic idea of reliable communication was introduced by Claude Shannon in a 
famous paper[51] in 1948. In that paper, he derived a concept of channel capacity, 
which gives an upper limit for the rate of information transmission and he showed that 
sufficiently long coded transmitted signals can produce arbitraiily low error 
probability in the delivered information.
Error control coding was introduced as an important method for eixor detection and 
correction by the addition of redundancy to transmitted infonnation data. There has 
been a lot of progress in this area with discoveries of promising code classes and 
decoding algorithms. Richard Hamming[23] introduced enor conecting codes and a 
method for enor detection in 1950 and many other codes and decoding methods were 
developed during the 1950s and 1960s. Amongst them, an important family of non­
binary codes was discovered by LS. Reed and G. Solomon in 1960: Reed-Solomon 
codes (RS codes).
An important feature of RS codes is that they aie based on the arithmetic of finite 
fields and consist of groups of bits. This feature is very powerful for conecting burst 
eiTors, since several enor bits can be regarded as a small number of enor events. 
Burst enors may happen in radio channels as a result of signal fading, in wire and 
cable transmission affected by impulse switching noise and crosstalk, and in magnetic 
recording which is subject to tape dropouts due to surface defects and dust particles. 
Thus RS codes have been amongst the most important codes for use in various 
practical applications including storage devices, satellite communications, and deep- 
space communications. The development of an efficient decoding method for RS 
codes will always be of interest. In this thesis, a new decoding method is presented.
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1.2 DECODING FOR REED-SOLOMON CODES
Many eaiiy approaches for decoding of RS codes were based on their algebraic 
background (see Gorenstein and Zieiier[22], Massey[36], and Sugiyama[53]). 
Although these offered many useful algorithms and implementation methods, channel 
measurement information (or soft-decision) could not be employed in their work.
As is well explained in many works[ll][38], soft-decision decoding methods produce 
the same decoding eiTor probability at Vi the transmitted power per infoimation bit of 
hard-decision decoding methods. Thus finding soft-decision decoding methods for RS 
codes is an important issue in the coding area.
Chase[9] and Fomey[18] introduced interesting methods for soft-decision decoding of 
block codes, which can be applied to RS codes. Their algorithms illustrated the trade­
off between complexity and decoding performance. Chase’s algorithm shows a good 
decoding performance but it gives rise to a complexity problem. On the other hand 
Forney’s algorithm has reasonable complexity but the decoding performance is not so 
good even though some improvement has been presented by Taipale and Pursley[54]. 
However, these two algorithms would not be suitable for long RS codes for which 
high computations are required due to a laige number of code words.
A general coset-decoding principle for maximum likelihood decoding of block and 
lattice codes is described in[12]. However, it was implemented[16][12][13] with 
respect to subcodes that belong to a limited class. Properties of the coset 
representation of the code are employed in[16] more intensively than in [12][13] and 
in a different manner. The methods developed in [16] [12] [13] aie not efficient in the 
general case although they are useful for several specific codes. In particular they may 
be inefficient for longer codes with reasonably high rates where the dimension of the 
largest available subspace of the two types utilized is a small fraction of the dimension 
of the codes, and the numerous coset representives lack an attractive stmcture. Thus 
this decoding approach does not seem suitable for long RS codes.
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As another soft-decision decoding approach, the use of a trellis seems attractive, since 
soft-decision values can be easily employed. Originally the trellis was introduced for 
convolutional codes by Forney[20]. In 1974, Bahl, Cocke, Jelinek, and Raviv[3] 
presented a method of representing the code words in any linear block code by the 
path labels in a trellis. In 1978, Wolf[59] demonstrated maximum likelihood decoding 
of any linear block codes using soft-decision. Thus it is possible to implement trellis 
decoding for RS codes. The basic algorithm of trellis decoding finds the most likely 
code word given the received sequence, using the log-likelihood function associated 
with soft-decision values. Thus an important task of trellis decoding has been to look 
for an efficient trellis search algorithm to find the maximum likelihood(ML) code 
word.
The Viterbi algorithm[57] is an optimal method for trellis decoding assuming equally 
likely sequences and a memoryless channel. However, this algorithm cannot feasibly 
be implemented in codes with constraint length over about 10 because the complexity 
increases exponentially with the length. Moreover it is not adaptable to channel 
conditions, performing the same number of computations regaidless of noise level.
Matis[37] introduced a reduced-seai’ch soft-decision trellis decoding algorithm, which 
can be regaided as a generalization of the Viterbi algorithm. However, this approach 
was not able to achieve sufficiently high performance compaied to an optimal decoder 
such as the Viterbi algorithm. A desirable decoder will be cost-effective considering 
both complexity and decoding performance.
Sequential decoding has been considered as a good alternative to the Viterbi 
algorithm. The gi*eat advantage of sequential decoding over Viterbi decoding is that its 
complexity does not increase exponentially with the code length. There was an 
interesting approach by Shin[52] based on a modified Fano sequential algorithm. In 
this approach, many good results were achieved but it also had at least two drawbacks.
The first of those is another complexity problem aiising from non-binary branches of 
RS codes. This may be much more serious if the symbol field is laige. The other 
drawback is that the approach does not employ bit level soft-decision information to
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the same extent as the previous methods. Concerning that shortcoming, Berlekamp et 
al.]!} in 1987 stated that “The major drawback with RS codes (for satellite use) is that 
the present generation of decoders does not make full use of bit-level soft-decision 
information”. Although over a decade has passed since that statement, only limited 
progress[56] has been made in soft decision decodings for RS codes.
In this thesis, some bit-level soft decision decoding schemes for RS codes are 
presented with near-ML performance with reasonable complexity. For the 
implementation of this decoding, we constiuct a binaiy trellis, which is based on 
W olfs method[59].
As a trellis seai'ch algorithm, the Fano algorithm is modified so as to improve the 
decoding performance. Furthermore, permutation techniques are introduced to reduce 
the complexity without any performance degradation.
Permutation groups are found by the mathematical properties of RS codes. We present 
three kinds of permutation techniques, cyclic, squaring, and hybrid permutation. 
These peimutation groups are used to give a sequence which is expected to involve 
the lowest computation cost.
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1.3 OVERVIEW OF THE THESIS
A brief description of each chapter in the thesis follows.
Chapter 2 is a review of coding theory including the mathematical backgi'ound. In this 
chapter, basic algebraic properties of finite fields aie introduced and some interesting 
block codes are explained. There is also an introduction of some important concepts in 
the application of coding to the area of communications.
Chapter 3 presents trellis decoding and trellis structure for block codes. In this 
chapter, the trellis for block codes based on Wolf’s method is studied and trellis 
complexity is discussed generally. The binaiy trellis structure for RS codes allowing 
bit-level soft-decision information to be employed is also explained. Other approaches 
for soft-decision decoding, the GMD algorithm, the Chase algorithm, reduced seaich 
soft-decision trellis decoding and sequential decoding, aie reviewed. The trade-off 
between complexity and decoding performance is discussed for each of those 
methods.
Chapter 4 is a discussion of sequential decoding. In this chapter there is a survey for 
the puipose of determining the most efficient sequential algorithm for RS codes. The 
computational characteristics of sequential decoding aie examined in the case of the 
Fano sequential decoding algorithm. In addition three types of decoding error events 
aie specified and a modification of the Fano algorithm which achieves near-ML 
decoding performance is explained.
In Chapter 5, a low complexity decoding method for RS codes, using permutation 
techniques, is introduced. First of all, we explain the concepts for reliability-first 
searching sequential decoding. Then the cyclic permutation technique is discussed for 
the design of a low complexity sequential decoder. Finally, through simulation, 
perfoimance and complexity aie compared with non-permutation decoding.
In Chapter 6, we present an advanced permutation decoding method for further 
complexity reduction. Firstly, we introduce a squaring peimutation technique which
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gives a different set of sequences compared with cyclic peimutation. A squaring 
permutation decoder is described with an analysis of decoding performance and 
complexity. Secondly, we introduce another permutation technique, hybrid 
permutation, for a modified sequential decoder. This technique combines the squaiing 
and cyclic permutation techniques to maximize the seaiching efficiency of the 
decoder. Finally, there is an evaluation of the peimutation techniques used in teims of 
perfoimance and complexity.
Chapter 7 is devoted to the conclusions and further work. We explain the trade-offs 
between the many decoding methods which have been employed in the thesis. The 
decoding method which is considered the most cost-effective is indicated. Finally 
some further work is suggested.
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1.4 ORIGINAL WORK
The original contributions in this thesis aie as follows.
• Low complexity bit-level soft-decision sequential decoding for RS codes
• Modified Fano algorithm for ML decoding
• Low complexity sequential decoder using cyclic permutation
• Low complexity sequential decoder using squaring permutation on normal basis
• Hybrid-peimutation decoding using cyclic and squaiing permutation
• Criteria to decide the complexity level of sequences used in sequential decoding
• Criteria for choice of effective decoding strategy for RS codes based on reliability- 
first search
• Publications and presentations include:
-  Oh, M. and Sweeney, P., “Bit-level soft decision sequential decoding for RS 
codes”, WCC’99, Paiis.
-  Oh, M. and Sweeney, P., “Squaring peimutation sequential decoding on 
noimal basis for RS codes”, ELECTRONICS LETTERS, vol.35, No.16, pp. 
1325-1326.
-  Oh, M. and Sweeney, P., “Low complexity soft-decision sequential decoding 
using hybrid-permutation for Reed-Solomon codes”, IMA conference, Dec. 
1999, Accepted.
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CHAPTER 2 
CODING THEORY FOR RELIABLE 
COMMUNICATIONS
2.1. INTRODUCTION
In the progress of coding theory, mathematical structure has been the basis for 
defining a given code. Thus it is necessary to study basic algebraic stmcture for 
understanding coding theory. In this chapter, the basic mathematical background and 
its application to coding theory aie reviewed.
Firstly, the properties of groups, finite fields, vector spaces, and matrices are studied. 
On those properties, the basic theory of linear cyclic codes is developed and then, as 
an important class of linear cyclic codes, BCH and RS codes are defined. Next we 
introduce a binary equivalent of the RS code, which is used to implement bit-level 
soft-decision decoding that is a key subject in this thesis.
The remainder of this chapter is devoted to describing the fundamental concepts in a 
communication system which uses coding. There is a description of the basic channel 
model and bit error probability is discussed in a particular channel model. Then soft- 
decision decoding is described and maximum likelihood decoding is defined in the 
soft-decision decoding. Finally we describe the coding gain which is an important 
concept in coding. This is used to specify the improvement achieved by a coding 
system. We also verify that soft-decision decoding produces about 3.0 dB gain over 
haid-decision on the AWGN(Additive White Gaussian Noise) channel.
Chapter 2. Coding Theory for Reliable Communications
2.2 Algebra 9
2 ,2, ALGEBRA
Certain concepts from algebra are essential for understanding coding theory. In this 
section, we study important concepts which will be used in later chapters. Much of the 
contents are taken from text books by Lin and Costello[31], Wicker[58], Macwilliams 
and Sloane[33], Clark and C ain[ll], and Micheson and Levesque[38] where proofs of 
the theorems can also be found.
2.2.1 GROUPS, RINGS AND FIELDS
Definition 2. 1: A group G is a set of elements for which an operation “ o ” is defined 
and for which the following conditions aie satisfied:
(i) Closure: For any a and b in G, there exists an element c in G satisfying 
aob = c.
(ii) Associative: For a, b, and c in G, (a ob) q c = a o{b o c ) .
(iii) Identity: G contains an element e such that, for any a in G , a ° e = e<^ a = a . 
This element e is called an identity element of G.
(iv) Inverse: For any element a in G, there exists another element a' in G such 
that a o a ' — a' oa = e. This element a' is called an inverse of a {a is also an 
inverse of a' ).
A group is said to be commutative if it also satisfies 
Commutativity: For all a ,b s G , aob = bo a .
Definition 2. 2: A ring i? is a set of elements for which two operations, addition © 
and multiplication • , aie defined and for which the following conditions aie satisfied:
(i) R is an commutative group under addition ©.
(ii) Associative Law: For any element a, b, and c in R, {a»b) • c = a • {b • c ) .
(iii) Distributive Law: For any three elements a, b, and c in R, 
a • (è © c) = (a • è) © (a • c) and (Z? © c) • a = (è • a) © (c • a ) .
Definition 2. 3: A field F is defined as ring with a multiplicative identity in which 
every nonzero element has a multiplicative inverse. The number of elements in a field
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is defined as the order of the field. Fields of finite order(cai'dinality) aie also called 
Galois fields in honour of the discoverer, Evariste Galois. A Galois field of order q is 
denoted by GF(q).
2.2.2 PROPERTIES OF GALOIS FIELDS
Definition 2. 4: The characteristic of a Galois Field is defined as the smallest positive
I/=!integer X such that £1  = 0.
Theorem 2. 1: The characteristic X of a Galois field GF(q) is prime.
Definition 2. 5: Let a  be an element of GF(q). The order of a  is defined as the 
smallest positive integer t such that a '  = 1.
Theorem 2. 2: Let t be the order of a  for a  e  GF{q) . Then t divides q-l.
Definition 2. 6: A nonzero element a  with order (q-l) is defined as a primitive 
element in GF(q). Therefore all nonzero elements in GF(q) can be represented as (^-1) 
consecutive powers of a primitive element a  (Power Representation of Galois Fields).
Definition 2. 7: Let a polynomial/(a) with vaiiable % and coefficients a, be of the 
following form
f ( x )  = a„x” + + • • ■ + + «0 (2. 1)
where a. e  GF(q) for 0 < i < ;z. The degree of a polynomial/(x) is the largest power
of X with nonzero coefficient. GF(q)[x\ denotes the collection of all/(x) of any degree. 
Then a polynomial/(x) is irreducible in GF(q) if/(-^') cannot be divided by a lower- 
degree polynomial in GF(q)[x].
Chapter 2. Coding Theory fo r Reliable Communications
2.2 Algebra 11
Definition 2. 8: An iixeducible polynomial p{x) e  GT(g)[x] of degree m is said to be 
primitive polynomial if the smallest positive integer n for which p{x) divides x" -1  is 
n = q"' - 1 .
Definition 2. 9; lÆ^ t a  be an element in the field GF{q"'). The minimal polynomial of 
a  with respect to GF(q) is the smallest degree nonzero polynomial p(x) in GF(q)[x] 
such that p ia ) = 0.
Theorem 2. 3: If GF{q'") has been constructed using an m-th degree primitive 
polynomial p(x), the field elements can be represented by polynomial of the foim as
«Q +ajGCH  ^ (2. 2)
where a  is a root of p(x) and a. 6 G F (q).
Definition 2. 10: Let L be a set of elements for field F. The set V is defined as a vector 
space over field F  if the following conditions aie satisfied:
(i) y  is a commutative group under addition
(ii) For any element a of F  and any element v of F, a-v  is an element of V.
For any element u and v of F  and any elements a and b of F,
(iii) a '(ii + v) = a'U + a - v ,
(iv) (a + b)'V = a'V  + b'V
(v) {a-b)'V = a '{b ' v ).
(vi) For any v in F  and any a and b in F, let 1 be the multiplicative identity of F. 
Then, for any v in F, 1 • v = v .
The elements of F  are called vectors and the elements of the field F  are scalars.
Definition 2. 11: A basis of the vector space over GF(2"')is defined as a set of m
lineally independent elements , -  -, in GF(2"'). Any element a  over 
GF(2'") can be represented by
a  = b ^ \ + b^\+- • for b^  e GF(2) . (2. 3)
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Definition 2. 12: If GF(p'")is a vector space of G F {p), the sum
m-l
12
f/-(P) = P + p'' + P'''+---+p" = ^ P " '
i=o
(2.4)
is called the trace of |3 e GF(p"')
Definition 2. 13: If a  is a root of a primitive polynomial over GF(2), the polynomial 
basis over GF(2'")is defined as the set {Aq,Xj,-",\,_Jsuch that = a ' .  Any 
symbol (3 is represented by
(3 — flg + a f i -\— (2. 5)
Definition 2. 14: The normal basis over GF(2"')is defined as a set of lineally 
independent roots over GF(2) with the form where \  = (3^ ' for
P e G F(2"'). Perlis[44] has shown that a necessaiy and sufficient condition for a 
normal basis is
rr((3) = £  (3^  = 1 . (2. 6)
Definition 2. 15 : For a prime number p, GF(p'") can be viewed as a construction 
over GF(p). Fields of order p'" aie called extension of GF(p). The subfields of 
GF(p"') are defined as GF(p^) where b\m ( “6 divides m ”).
Example:
Galois Fields Subfields
GF(2^) GF{2),GF{2^)
GF{2*) GF(2),GF(2^),GF(2“)
GF(2’) G F(2),G F(2')
GF(2®) GF(2),GF(2^),GF(2^),GF(2")
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Definition 2. 16: For p e  GF{q'"), the conjugates of p with respect to the subfield
GF(q) are the elements P'' for i = 1,2/ -. The set of conjugates is called as the 
conjugacy class.
Theorem 2. 4: The conjugacy class of a  G GF(qr"') with respect to GF(q) contains d 
elements, where  ^ = a  and d\m.
Definition 2. 17: The cycliotomic cosets modulo n with respect to GF{q) are a 
partitioning of the integers (0,1,-" ,n  -1} into sets of the form
C, = {s,qs,q^s,q^s,'",q'"^~^s]
where m^  is the smallest positive integer such that (g'"' ■ 5)mod« = s .
Example: The cyclotomie cosets mod 15 ( with q=2) are :
Co = {0},
q  = {1,2,4,8}, 
q  = {3,6,12,9}, 
q  = {5,io), 
q  = {7,14,13,11}.
Definition 2. 18: For a  e GF{q"'), the minimal polynomial of a  with respect to GF(q) 
is the smallest degree nonzero polynomialp(pc) in GF(q)[x] such that p{a) = 0 .
Theorem 2. 5: Letp be an element in an extension field of GF(2). For 
f ( X )  G GF(2)[X], if p is a root offÇX), then for any r > 0, P^' is also a root off(X).
Definition 2. 19: Automoiphisms of GF(p"') are the mappings of the field which fix 
every element of the subfield GF(p) and preserve addition and multiplication. An 
automorphism of GF(p'")over GF(p) is a mapping a  , a :p  —> p'^, which fixes the 
elements of G F (p) and has the properties
(i) (a  + p r  = a " + P "
( i i ) ( a p r  = o t ' 'p \
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The set of all automorphisms of GF{p”') foims a group if we define the product of j
o and % by
a ""  =((% D \
This group is called the automorphism group of GF(p"').
Theorem 2. 6: The automorphism group of GF(/?'")is the cyclic group of order m 
consisting of the mapping P —> p^and its powers.
2.2.3 VECTOR SPACE REPRESENTATION
Definition 2. 20 : Let 5 be a non-empty subset of a vector space V over a field F. Then 
S is defined as a subspace if the following conditions are satisfied:
• For any two vectors u and v in S, u+v is also a vector in S.
• For any element a in F  and any vector u in S , a -u  is also in S.
Definition 2. 21 : Let (VpVj ,• • • ,v  ^) be Z: vectors in a vector space V over a field F. Let 
(«P «2 he scalai's from F. Then
Vj -h <72^ 2, ' • (2. 7)
is a linear combination of the vectors (Vp V2, • • •, v^,. ) .
Definition 2. 22 : A set of vectors of (Vi, V2 ) is linearly independent if and only
if there are no scalars (Cp C2, • • •, ) ,  not all zero, such that
crf i+CgV g, = 0  (2. 8)
Definition 2.23: If every vector in a vector space F is a lineai* combination of the 
vectors in a set, the set of the vectors is said to ^pan the vector space.
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Theorem 2.7: If a set of k vectors spans a vector space that contains a
set of m linearly independent vectors iq, , "  ", , then k > m .
Theorem 2.8: If two sets of linearly independent vectors span the same space, there
are the same number of vectors in each set.
Definition 2.24: A set of k lineaily independent vectors spanning a k-dimensional 
vector space is called a basis of the space.
Theorem 2.9: If F  is a ^-dimensional vector space, any set of k linearly independent 
vectors in F is a basis for F.
2.2.4 MATRICES
Matrices aie useful to represent a vector space for coding theory. An n x m matrix is 
an ordered set of elements with a rectangular aixay of n rows and m columns:
«1
'■21 ‘-'•22 ^ 2 « i — [^ ,7 ] (2. 9)
hn “ /i2 ■“ ‘■hi/
In coding theory the elements of a matrix usually represent elements in a field. The n 
rows and m columns coixespond to n - vector ( n- tuple) and 7?i-vector ( n%-tuple).
A set o f elementary row operations is defined as :
• Interchange of two rows.
• Multiplication of any row by a nonzero field element.
• Addition of any multiple of one row to another.
The row space is the set of all lineal* combinations of row vectors and the dimension 
of the row space is called the row rank. Similarly, the column space consists of the set 
of all linear combination of column vectors with the dimension of column rank. In the 
special case when the row rank is equal to column rank, the rank is called the rank of 
the matrix. In addition the set of elements a,y for i = j  is called the main diagonal and
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the k x k  matrix having all I ’s on the main diagonal with all other elements zero is 
called the identity matrix, f  .
Two matrices can be added if they have the same number of rows and the same 
number of columns. For k x n  matrices A = [a,y] and B - l b y ] ,  addition of two
matrices is done on their corresponding entries as follows:
A + 5  -  ] + b^;j] -  +6^]. (2. 10)
Multiplication of matrices is obtained only if the number of columns in the first matrix 
is equal to the number of rows in the second matrix such that
C = A X F = [c^ .] (2. 11)
« -1
/=0
Let M be a k x n  matrix. The transpose of M  is defined as the n x k matrix whose 
rows are the columns of M  and whose columns aie the rows of M. A  submatrix of a 
matrix M is a matrix that is obtained by strildng out given rows and columns of M.
2.3. LINEAR CYCLIC BLOCK CODES
Linear cyclic codes are an important class of block codes. In this section, the 
properties of lineai* cyclic codes aie discussed and BCH and RS codes are introduced. 
The proofs of theorems of this section ai*e well explained in many text 
books[ll][31][38][45].
2.3.1 LINEAR BLOCK CODES
The set of all zi-tuples with elements over GF{q) '\^  a vector space. A set of these 
vectors of length n is a linear block code if and only if it is a subspace of an 72-tuple 
vector space. Any set of basis vectors for a linear block code V can be represented by 
the rows of a matiix G, called a generator matrix. That is, a code vector is a lineai* 
combination of the rows of G. If the dimension of the vector space V is k, the number
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of rows in G is k. Thus each different linear combination gives a distinct code vector 
and there are code vectors. Such a code is called an {n, k) code. Therefore the code 
vector V can be expressed by the matrix form
V = 11'G (2 . 12)
&0
,  ,  .^ 1
(î<0 5 W j  ,  ‘  )
A—1 
= «0^0
where g.^  is the row space and u is the information message. If y  is a subspace of 
dimension k, its null space is a vector space P  with dimension n ~ k  . A vector v is in 
V if and only if
(2. 13)
If V = hj denotes the elements in the i-th row and the y-th
column of a matrix H  conesponding to P, then (2.13) is also expressed by
j=0 j=Q
(2. 14)
This matrix H  is called a parity-check matrix of V  and it has dimensions of 
(n - k ) x n .
Definition 2. 25: If one matrix can be obtained from another by a combination of row 
operations and column permutations, the two matrices are equivalent.
If the first k components of the code vector are chosen from information symbols, and 
each of the last n-k components is a linear combination of the first k components, 
encoding and decoding can be simplified to get the information symbol. A code of this 
type is called a systematic code. In the code, the generator matrix G has the form
G = [A P] (2. 15)
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where is a k x k  identity matrix and P  is a k x ( n -  k) matiix.
Theorem 2. 10: Every linear block code can be expressed as a systematic code.
Theorem 2. 11: For a systematic code having the generator matrix in the form of 
(2.15), the paiity check matrix of H  is i ï  = [-P^/„_^] where /„_jtis an 
(72 -  k) X (72 -  k) identity matrix and P^ is the transpose of P.
2.3.2 CYCLIC CODES
Cyclic codes are very useful codes in the class of linear codes. In general, in order to 
develop the algebraic properties of a cyclic code, we can use the following polynomial 
form in which the components of a code vector v = (v^, Vj, • • ■, v„_i ) are coefficients :
H -l
v(X) = v„+v,X + V2X"+---+v„_,X'"' = X v , r  (2. 16)
j= 0
2.3.2.1 Properties of Cyclic Codes
Definition 2. 26: An (n, k) lineai' code C is called a cyclic code if every cyclic shift of 
a code vector is also a code vector.
Theorem 2. 12: Let g(%) = 1 + + Z '' be a non-zero code
polynomial of minimum degree in an (72, L) cyclic code C. A polynomial of degree (72- 
i )  or less is a code polynomial if and only if it is a multiple of g{X).
Theorem 2, 13: In an (72, k) cyclic code, there exists one and only one code polynomial 
of degree n-k,
g(%) = l + g ,X  + g 2 : ^ ' + +  (2. 17)
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Every code polynomial is a multiple of g{X) and in an {n, k) cyclic code can be 
expressed by
v(%) = «(%)&(%) (2. 18)
Theorem 2. 14: If a polynomial g(X) has degree {n - k) and is a factor of X" + 1 , then 
g(X) generates an (n, k) cyclic code. The polynomial g(X) is called a generator 
polynomial for the (ji, k) cyclic code.
Definition 2. 27: Let a polynomial of a cyclic code be EQC). Then EQC) is an 
idempotent if
E{X)  = E { X f  = E{X^)
Theorem 2. 15: A cyclic code contains a unique idempotent £'(X).
(2.19)
Definition 2. 28: Let C be a binai'y code of length n. A pennutation of the n coordinate 
places changes C into an equivalent code having many of the same properties as 
C(minimum weight, weight distribution, etc.).
Definition 2. 29: The permutations of coordinate places which send C into itself, form 
the automorphism group of C, denoted hy Aut{C).
2.3.2.2 Generator and Parity Check Matrices of Cyclic Codes
By Theorem (2.13) and Theorem (2.14), we can see that if k «-tuples corresponding to 
the k code polynomials g(X ),X g(X ),-” ,X*~^g(X)are used as the rows of a k x n
Sq 8l ........... §n-k 0
0  8o 8 i  .......................  8n-k
G= 0 0 go gj ..............
of the cyclic codes
0 0 •• 0
0 0 •• 0
8n-k 0 0 . (2.20)
8i
By Theorem 2.14, since the generator polynomial g(X) is a factor of X ” +1, we get a 
polynomial h(x) as follows
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X" + l = g(X)/2(X) (2. 21)
where h{X) = l%-\rl\XA"'-\-h^X^. Let v{X) = u{X)g{X)  be a code vector. 
Multiplying by h(X), we obtain
v(X)A(X) = w(X)g(X)A(X)
= w (X )(X "+l)
= w(X) + X"w(X). (2. 22)
Since u(X) has degree less than k, the coefficients of ‘in this
expression (2.22) must be zero. Thus n-k equations are obtained
2  = 0 for 1 < y < 72 -  ^ . (2. 23)
1=0
If we take the reciprocal of h(X)
(2. 24)
since X^h{X  ‘) is also a factor of X" +1, it generates an (72,72- A:) cyclic code with 
the following (72 - k ) x n  matrix as a generator matrix.
K K 0 0 0 •• • 0
0 K 4.-1 K 0 0 •• • 0
H  = 0 0 K 0 ••• 0 (2. 25)
0 0 0 0 0 K . . .  ••• h
This matrix H  is called the parity check matrix of the cyclic code C.
2.3.3 BCH AND RS CODES
2.3.3.1 BCH Codes
BCH codes aie a subclass of cyclic codes for multiple-eiTor conection. The generator 
polynomial g(X) of the r-eiTor-conecting BCH code is the lowest-degree polynomial
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over GF(2) which has as its roots where a  is a primitive element in
GF(2'") . It is represented by
2t
g(X) = r i  (x -  a '  ) for = 1. (2. 26)
'■="'0
Let (j).(X)be the minimal polynomial of a ' .  Since the conjugate of each a 'i s  also a 
root of g{X) by Theorem 2.5, g{X) must be the least common multiple of 
(j)i (X),(i)2(X),* • • ,{j)2, (X ) , that is,
g(X ) = LCM{(|)XX),(|)2(X),..,(|)2X%)}.
Since an even power of a  has the same minimal polynomial as an odd power of a  , 
the expression of g(X) is reduced to
g(X ) = LCM{(|)XX),(^3(X), ..,())2,_X%)} . (2. 27)
Thus a binary BCH code with design error conection capability t' has the paiameters 
as shown in Table 2.1.
Table 2. 1 Parameters of BCH Codes
Block Length 72 = 2 '" - l
Number of paiity check digits n ~ k >  mt'
Minimum distance ^ 2P -f- 1
2.3.3.2 Reed-Solomon Code (RS code)
The binary BCH codes can be generalized to non binai'y codes. If ^ is a prime number, 
there are q"' -ary codes with symbols from GF(q) for m>3.  An {n, k) linear code with 
symbols from GF(q'") has a k-dimensional subspace over GF{q‘") as its information 
block within the 72-tuples. For any choice of positive integer s and t, there exists a q'" -
ary BCH code of length n = {q'^'J -  Ifor conection of t or fewer enors and which 
requires no more than 2st parity check digits.
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Reed-Solomon codes are the special subclass of -ary BCH codes with 5 = 1. The 
generator polynomial g(X) of t-error-correcting RS codes has roots that are 
d - \  consecutive powers of a primitive element a  , and is represented by
2 /
= r i ( ^ “ ^ ')  • (2.28)/=1
These codes have the parameters shown in Table 2.2.
Table 2. 2 Parameters of RS Codes
Block length n = q ~ l
Number of parity check digits n — k = 2t
Minimum distance =2t +l
Theorem 2. 16: An {n, k) RS code is a maximum-distance separable(MDS) code. A 
RS code has the very useful property that any k positions in a code word can be used 
as the information set. For any symbol positions, an (/2,/c)RS code on GF{q) has a
code word conesponding to each of the assignments in those k positions.
Theorem 2. 17: The weight distribution {!!(.} for an RS code over GF(ç) can be 
obtained from the following formula found by Forney, Berlekamp, Peterson and 
Weldon (see Appendix C). For minimum distance d,
'ii\ ,  / z - 1 ^
;=0
2.3.3.3 Binary Equivalent of Reed-Solomon Codes
Consider a t-error correcting (n, k) RS code over GF(2'") with minimum distance 
m^in = n - k  + l .  Since RS codes are linear cyclic codes, all possible code words, C, 
can be generated by a matrix equation of the following type:
C=W' G.  (2.30)
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where u is the k infoiination symbol sequence and G is the k x n
generator matrix with the cyclic form of the generator polynomial as shown in 
equation(2.20) in section 2.3.4.
Let be the basis of GF(2'”) for binary representation(Definition 2.11).
Any element (3 e  GF(2'") can be expressed as
MI-1
P = E2>,-\ for 6, e CF(2). (2. 31)
1=0
Then a code word vector c = (cq , Cp ■ • ■, c„_j ) is represented by
c = (2- 32)
where bf e  G F(2). Thus the i-th symbol element of the code word, q., can be written 
with the relationship of the generator matrix G and an information symbol sequence 
u = as
k-i
7=0
i t - 1 ^ MI—1 7—1
'&7V = s\ l= Q  V y=o
"pi . / \
/=o
(2. 33)
where gj  ^ is the symbol element in the y-th row and i-th column of the matrix G. Since
the term in the inner bracket in (2.33) becomes another linear combination, symbol 
elements of the matrix can be viewed at binary level as
(2. 34)
Thus we have km x  nm binary generator matrix G*. With the binary generator matrix 
Gy, each bit sequence of a code word, is represented by
X , - .  ■ \ « - l  * § j i
■ S j , = :
.  ^  . _  ^ 0  ' 8 j i
A'mi- I
cf = 2^ Wy • G^ . for i = 0,1, • • •,nm - 1.
7=0
(2. 35)
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where is the y-th bit of the information sequence and G*. is the elements in the y-th 
row and i-th column of generator matrix G*.
If the generator matrix is in systematic fonn, the parity check matrix is easily 
obtained (see (2.15)) by Theorem 2.11. Thus we have the binary paiity check matrix 
as
(2. 36)
where , the i-th column vector of , has (n -  k) • m -tuple.
2.3.3.4 Encoding of Binary Systematic Equivalents of Reed-Solomon codes
An encoding procedme to generate binary equivalents of («, /c) RS codes with 
minimum distance d, is as follows :
(i) Obtain the generator polynomial g(x) as in equation (2.28)
(ii) For the generator polynomial g(x), obtain the k x n  generator matrix G as in 
(2.20).
(iii) Convert the matrix G to systematic fonn G^ ..
(iv) Construct a binary matrix G '^by using equation (2.34)
(v) Generate code word C by the multiplication of information and generator 
matrices such that
60.0 &o,i
6.0 &,i
8o,nm-l  
8  l,mn-l
8 k - l , 0  8 k - l , l  8mk~l,mn-l
Once the systematic binary generator matrix is detennined, the binary paiity check 
matrix Hy is easily obtained by Theorem 2.11. Thus we have the binary parity check
matrix Hy = [ h ^ ], where hj  is the y-th column of Hy , which is
an (7Î -  /:) ■ m -tuple.
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An example of binary matrices for an RS code;
Consider an example for a two-error correcting (7,3) RS code over GF{2^) using a 
root of p{x) = +X + 1. The generator polynomials for these codes are
g(x) = (x + l)(x+a)(x+a^)(x+a^)
= + a ^ x  + a ^
By equation (2.20), the generator matrix G is obtained as
G =
1 a ' a ' 0 0
0 1 a ' 0
0 0 1 a '
From this, we produce the systematic generator matrix G, as
G, =
By (2.34), we get binary generator matrix Gy and parity check matrix Hy as
I 0 0 a
0 1 0 1 a
0 0 1
Q , =
1 0 0 0 0 0 0 0 0 0 1 1 1 I 1 0 1 0 0 1 o'
0 1 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 1 0 0 1
0 0 1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 1 1 0 1
0 0 0 1 0 0 0 0 0 1 0 0 1 0 1 1 1 0 0 1 1
0 0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 1 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 1 0 0 0 1 0
0 0 0 0 0 0 1 0 0 1 1 0 0 0 1 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 0 1 1 1 0 1 1 0 1 0 0 1
0 0 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 1
(2. 37)
0 1 0 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 o'
1 0 1 0 1 0 1 I 0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
1 1 0 1 1 1 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0
1 1 1 0 1 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0
1 0 1 1 1 0 1 1 1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 1 1 0 1 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0
1 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
0 1 I 0 1 0 1 1 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0
1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1
(2. 38)
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2.4. KEY CONCEPTS OF CODING SYSTEM
2.4.1 CHANNEL NOISE
The channel in the communication context consists of all the hardware and physical 
media from the modulator output, i.e. the transmitted signal jc(r), to the demodulator 
input, i.e. the received signal y(t). As the transmitted signal passes through an additive 
noise channel, a random variable n{t) is added as shown in Figure 2.1. Thus the 
received signal y{t) is expressed by
y{t) = x { t ) n { t ) (2. 39)
Channel
Figure 2. 1 Additive Noise Channel
When the distribution of the additive noise n{t) is a Gaussian random variable with 
zero mean and one-sided power spectral density N ^, it is called an Additive White 
Gaussian Noise Channel (AWGN). The conditional probability of the output of y 
given by an input of x . , is
P(y|.x.) = 1^f2K -a exp 2a (2. 40)
where a   ^ is the variance of the noise input for each bit and is numerically equal to 
. The AWGN channel model can be used as a typical model of satellite and deep- 
space links for which dominant noise is additive thermal or galactic noise.
In a fading channel, the amplitude of the transmitted signal varies randomly according 
to physical conditions. Rayleigh and Rician fading models are typical models of such 
channels.
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The Rayleigh fading channel model arises from the combination at the receiver of 
many randomly phased scatter contributions. Each part of the scattered signal is a 
small fraction of the total received power.
As another fading model, the Rician fading channel model is considered in the case 
where there is one component which is stronger than the other scattered components. 
This means that the signals at the receiver consist of one component in a direct path 
and other scattered propagation paths.
These two modes have the probability distribution functions as follows (Rayleigh 
and Rician distribution f^^ )
X
a/ ro = ZTGxp (2. 41)v2cJ
= (2.42)
r 2 nwhere 7^(a) = J^exp(acos\}r )(ixj/ , a  is the vaiiance of either of the real or imaginary
component of a complex Gaussian random variable representing a scattered signal and 
ft is the magnitude of a strong signal component.
2.4.2 DIGITAL CHANNEL MODEL
A digital channel model is conventionally a mathematical representation including the 
modulator and the demodulator. This channel model consists of a set of input 
symbols, output symbols, and transition probabilities. When it is assumed that the 
transition probabilities are time invariant and independent from symbol to symbol, it 
is called a memoryless channel. Furthermore the Discrete Memoryless Channel 
(DMC) is defined as a memoryless channel with M-ary input modulator and Q-^xy 
output demodulator.
In particular, if the amplitude distribution of the channel noise is symmetric, a binary 
symmetric channel (BSC) is defined in the case where binary modulation, M=2, is 
used and demodulator output is quantized to <2=2.
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Let {%.} be a set of M-ary input and {yj} be a set of Q-ary output symbols. A DMC is 
clearly described by a set of transition probabilities P(y^.|x.) which aie conditional 
probabilities. A transition probability diagram is shown in Figure 2.2 and 2.3.
1-P-0
Figure 2. 2 BSC
p(o|o; (0|1)0
P(Q-
Figure 2. 3 DMC channel with M=2, Q>2.
In the figures, the transition probability is derived from the specification of the 
transmitted wave forms, the signal power level, the transmission channel 
characteristics, and the description of the demodulator. Note that the DMC is not 
applicable for channels affected by an atmospheric impulse noise or inter-symbol 
interference.
2.4.3 ERROR BIT PROBABILITY IN AWGN
Let E  be the transmitted signal energy per code word and denote the signal energy 
for transmission of a single bit in the code word. If a code word consists of n bits with 
k bits of information, the energy per information bit is
E n  E
where R is code rate.
We consider a BPSK (Binary Phase Shift Keying) system in which the transmitted 
wave forms are represented by sinusoids of the same frequency with fixed phases 
180° apart. Suppose that this system constitutes a BSC (Binaiy Symmetric Channel) 
with crossover probability P through the AWGN channel with zero mean and variance
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Y . Let represent the n sampled outputs of the matched filter for any particular 
code word given that tj is a transmitted bit. Then the output r: is expressed as
Vj = + 1ÎJ for tj - 1  (2. 44)
rj = + Jij for tj = 0 (2. 45)
where mis additive white Gaussian noise. The eiTor probability P on the AWGN is 
represented by
f
P = Q (2. 46)
f” 1where Q{<x) = dx.
2.4.4 SOFT-DECISION DECODING
Suppose the system involves an (zz, k) block code employed with a BPSK system on a 
Gaussian channel. The demodulator provides n sequences which represent the actual 
sample voltage. Let Y be the received sequence and be the transmitted sequence
for 0 < z < 2* - 1 .  An optimal decoder would choose the X. which is the closest to the 
received sequence Y. This is expressed by the conditional probability P(X,.|F) that 
X, is the transmitted sequence given that Y has been received. By Bayes’ rule, this 
probability can be expressed by
P{X,\Y) = P { Y \ X , ) ^ ^  (2.47)
If we assume that all messages are equally likely, then maximising P(X.|F)is 
equivalent to maximising P(T|X,.). We can write P(y|X,.) as the product of n 
Gaussian density functions as follows:
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= n [ ^ j e x p ( -  ( Y - X , y  /  TV.) (2. 48)
Suppose that the M-ary input at the modulator is from the set X  -  ",%^^_Jand
the possible demodulator outputs aie F =  . We consider input-output
characteristics on the BSC. The conditional probabilities of (2,40) can be expressed as
P (y= yJX  = A:,) = P(yJ%,) (2.49)
where i = 0,1 and j  = 0,1,- " , q - I .  Hence if a code word of zZq , , • • •, is selected 
from X, and the conesponding output is a sequence of from F, the joint
conditional probability is
P ( Y o = v ^ , - ‘ , Y„_^  =  I X q =  « 0 , • • • X „_i =  )
«-1
= n P ( y  = " (2. 50)y=o
A maximum likelihood decoder{ML decoder) is obtained by choosing the code word 
which maximizes the joint probability.
In practice, it is convenient to use the logarithm of the probabilities associated with 
the path of a code word. It is called the metric of the path. Thus the path metric M^
and bit metric M^ aie expressed by
Mi=log(p(y,lX,)) (2.51)
n-l
(2.52)
(=0
2.4.5 CODING GAIN
A useful parameter is the ratio of energy per information symbol to noise spectral 
density to achieve a given probability of eiTor. This term explains the amount of 
improvement that is achieved when a particulai' coding scheme is used. This is called 
coding gain. For example, in Figure 2.3, it is shown that the use of a particular coding 
scheme achieved 2.5 dB coding gain at bit eiTor probability = 10"^ .
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When we consider the merit of a particulai" code, asymptotic coding gain can be a 
measure, since it depends only on the code rate and minimum distance and can be 
defined for both an unquantized channel and a binary quantized channel (hard- 
decision).
BPSK SYSTEM on AWGN
 Without Coding (BPSK
■$--■€> With Coding__________
i Coding %■<^Qain iI
111
m
1.0 10.0 11.0 12.0 13.0 14.0Eb/No(dB)
Figure2. 1 Coding Gain 
For a BSC with AWGN channel, for l a r g e t h e  asymptotic coding gain is well
o
explained in [11][31]. As a result, the asymptotic coding gains are obtained as the 
following.
= 101og[i?(r +1)] for hard-decision (2. 53)
= 101og[JRri] for unquantised soft-decision channel outputs
(2. 54)
where R is code rate, d is the minimum distance, t is the number of enors which can
d - lbe conected, and t = ^ - . A comparison between equation (2.53) and (2.54)
explains why the asymptotic coding gain with an unquantised demodulator is 
increased by around 3 dB over hard decision at high Eb/No. This is the significant 
advantage of soft-decision decoding over hard decision decoding, although the 
complexity increases because of more quantised inputs than in hard-decision.
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2.5. CONCLUDING REMARKS
In this chapter, we have briefly discussed the mathematical background for coding 
theory, some specific linear cyclic codes and important terminology required in any 
communication system which uses coding. Further study can be earned out using one 
of many good books, some of which have been referred to here.
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CHAPTER 3 
SOFT-DECISION DECODING METHODS FOR 
REED-SOLOMON CODES
3.1. INTRODUCTION
Decoding methods for RS codes can be classified according to two types: algebraic 
and probabilistic decoding. Algebraic decoding utilizes the algebra of finite fields to 
search for the most likely pattern. Probabilistic decoding is the method which finds 
the code word with maximum probability compaied with the received sequence. In 
probabilistic decoding, it is important to examine the state transitions between the 
input and output sequences of the encoder. A trellis is a convenient method of viewing 
the state transitions.
In this chapter, we review some notable soft-decision decoding approaches for RS 
codes with their trade-offs between complexity and performance. Then we present 
useful techniques for low complexity soft-decision decoding.
First of all, in section 3.2, there is a description of two soft-decision algorithms, GMD 
and the Chase algorithm, for which an algebraic decoding method is employed.
Section 3.3 is devoted to describing the fundamental properties of a trellis for block 
codes and a binary trellis structure for RS codes which is obtained from binary 
equivalents of RS codes.
In section 3.4, three trellis decoding approaches are discussed for RS codes. The first 
one is the Viterbi algorithm and the second is a reduced search algorithm which may 
be seen as a general form of the Viterbi algorithm. The third is a sequential decoding 
approach using a modified Fano algorithm. After this discussion we suggest some 
useful techniques required to develop low complexity sequential decoding.
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In subsequent sections, a simulation test bed is explained and we show, by 
experiment, the variation of error occurrence according to different values of soft- 
decision. Finally the confidences for bit, symbol, and information block, are defined.
3.2. ALGEBRAIC DECODING FOR SOFT-DECISION
A big disadvantage of algebraic decoding algorithms has been a difficulty in 
employing channel measurement information, even though many 
researchers [22] [36] [53] have developed useful algorithms which can be used for RS 
codes with hard-decision decoding. However, Forney[18] and Chase[9] have 
individually presented soft-decision decoding methods for block codes. Here we 
discuss their basic methods.
3.2.1 FORNEY’S METHOD
This algorithm is also called the GMD (Generalized Minimum Distance) algorithm. In 
it, a distance measure is used allowing soft-decision information to be used in 
algebraic minimum distance decoding. The basic operation of this algorithm generates 
successive candidates for the decoder output until one of the candidates is chosen by a 
decoding criterion. The procedure of this algorithm is the following;
(i) Perform hard decision decoding on the received sequence.
(ii) By consideration of the reliability (soft-decision values), erase the two least 
reliable symbols and then do erasure-decoding.
(iii) Erase further two symbols and repeat until at most symbols have been 
erased or the best code word has been found. The best code word is defined as 
the following way.
a) r,„„, = 0 .
b) If symbol i has confidence value y , then = F„„„ +y if the decoded 
and original symbols match. Otherwise F,,,,,, = - y  .
c) Obtained F„„„ for entire code word, which consists of n symbols.
d) If is greater than n -  , then the best code has been found.
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If sufficient code words are generated, this algorithm can provide a very close 
approximation to ML decoding. However, it is difficult to find an efficient criterion 
which generates a set of code words including the correct code word. In fact, the 
performance of the GMD algorithm is poor compared with ML performance, since the 
criterion used is not optimal. Consequently, although the GMD algorithm has the 
advantage of low complexity decoding, the performance should be improved to 
achieve a desirable coding gain from soft-decision decoding.
3.2.2 CHASE ALGORITHM
Chase presented a soft-decision algorithm which can use channel measurement 
information. This algorithm generates a set of several candidate code words by using 
hard-decision decoding and chooses the most likely one among them. The basic 
procedure of the Chase algorithm is explained as the following:
(i) Make hard decision on each symbol in the received sequence to produce 
vector y.
(ii) Deliberately generate various patterns of errors, T, to generate the test 
sequences U=T+Y. Decode each sequence created in this manner using hard 
decision decoder
(iii) Compute the distance from each of the code words to the received sequence, 
and then choose the code word with minimum distance.
This algorithm was classified into three methods according to the number of test 
sequences. The methods are described for binary codes; for the application to RS 
codes over GF(2"'), the number of test patterns in T should be increased because of
non-binary symbols, since each symbol has 2'" possible combinations. The three 
methods are explained as follows.
Method 1 : T={all error patterns with weight
Method 2 : T  = {all combinations of values in the least reliable
positions and zero in all other positions}.
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Method 3:
Determine the - 1  least reliable symbols. The test patterns in T  are 
produced by putting one in the i least reliable positions and zero in all other 
positions for i = 0 ,2 ,-‘,d^^^~l for ri„^ j,^ =odd and i = 0,1,3, - 1  for
=6ven. For the application of RS codes consisting of non-binary symbols, 
the number of least reliable symbols to be determined should be increased to
tinxin 12 (2"").
/=0
In Chase’s results, algorithm 1 and algorithm 2 showed an approximate ML 
performance by using soft-decision information in addition to the use of a hard- 
decision decoder. Algorithm 3 is inferior in performance but uses a smaller number of 
test patterns. However, this algorithm still gives rise to a large number of 
computations for RS codes with large Galois fields due to a large number of test 
patterns.
3.3. TRELLIS STRUCTURE FOR BLOCK CODES
The first notion of a trellis diagram was introduced by Forney[20] to show that 
Viterbi’s algorithm[57] was actually optimum. If the elements of an V-tuple code 
word ( C q , C j a r e  represented by a trellis diagram with N  sections 
corresponding to some path, then this trellis diagram is used as an efficient tool for the 
decoder to find , by orderly search , the code word with maximum path metric.
A trellis for block codes was presented for the first time by Bahl, Cocke, Jelinek, and 
Raviv[3] in 1974 as a method of representing the code words in an aibitrary linear 
block. In 1978, Wolf[59] showed that soft decision decoding could be implemented 
on a trellis for any (n, k) block code with a maximum likelihood decoder.
Much theory about trellises is introduced in papers by Forney[16][17][21] and basic 
concepts are well explained in a tutorial paper by Muder[34] and in some books by 
Conway and Sloane[12][13]. There is also good descriptions in books published
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recently by Honary and Markarian[58] and Lin et a/[59] In this section, we study the 
fundamental concepts and present a new trellis scheme for RS codes.
3.3.1 TRELLIS FOR BLOCK CODES
The trellis of a block code can be defined as an edge-labeled directed 
graph r  = (y ,A ,£■) consisting of a set V of vertices, a set A of elements in a finite 
field and a set of E  of edges. If T is a trellis of length n for a path corresponding to a 
code word c -  (a„,aj,- • sa ,,.,) , then T is represented by the graph
Vo ^  . (3. 1)
In binary block codes, each vertex has two edges directed from it, labeled 0 and 1, 
while non-binary codes over GF{q) have q different edges labeled from 0 to q-l. 
Note that the edge and vertex are also called branch and node. In addition the vertex 
levels and edge levels are called depths and stages respectively.
Definition 3. 1: Two trellises T and T' are isomorphic if there is a one-to-one 
correspondence /f ro m  V to V'such that f ( V )  = V ' , and e(v^v.^i,a)is an edge of 
trellis T  if and only if e (/(v ;) ,/(v .^ ,) ,a ) is an edge of trellis T ' .
Definition 3, 2: A trellis T of length n is proper if has a single vertex O such that 
every vertex of the trellis lies on a length- n path from O, and no two length-z paths 
from O corresponds to the same z-tuple. Thus, on a proper trellis, no two edges of the 
trellis T  have the same initial vertex and the same label.
Definition 3. 3; A proper trellis T for a code Cis a minimal (proper) trellis if for 
every trellis T' for C ,
< 1%/ I for every i (3.2)
where VI is the number of vertices at level i in T  and 1%/ I similarly for T ' .
Theorem 3. 1: Every block code has a minimal proper trellis, and any two minimal 
proper trellises for the same code are isomorphic{ proof: [40])
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Definition 3. 4: Let S = max(|%|) where |%| is the number of states at level i. The 
minimal trellis size is defined as an index s = log^(5).
3.3.2 TRELLIS COMPLEXITY
Trellis complexity of linear block codes was well discussed 
in[ 12] [13] [17] [27] [28] [29] [40]. Many measures of trellis decoding complexity have 
been introduced. We here consider three kinds of trellis complexity measures: trellis 
state complexity, trellis branch complexity, and trellis edge complexity. Let /  be an 
ordered time axis or trellis level {0,1,- • • - 1 }  and q be the size of the code alphabet.
Definition 3 . 5 :  Trellis state-complexity S(Cj[l 1][40] is defined as
S{C) = max{log^I5.I] (3. 3)
where S^,is the set of states at level i. Muder[40] claims this complexity to be a 
fundamental descriptive characteristic of a given code.
Definition 3. 6 : Branch-complexity B(C) (by Forney[17]) is defined as
B(C) = max6. (3. 4)
where b. is the logarithm of the number of branches in trellis at level i. For Viterbi
algorithm (see section 3.4.1), the total number of trellis branches per unit trellis level
is usually regarded as a more accurate measure of decoding complexity than the 
number of states in the trellis[29].
Definition 3. 7: Trellis edge complexity E(C) (McEiece[38]) is defined as
E iO ^ Y .q '"  (3.5)
i s l
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McEliece concluded in his paper that this complexity, for a generalized version of the 
Viterbi algorithm, is proportional to the total number of branches or edges in the 
trellis.
3.3.3 WOLF’S TRELLIS FOR RS CODES
Wolf presented trellis stracture which can be used for any {n, k) linear block codes 
over GF(q). Thus we now discuss W olfs trellis for RS codes.
Consider (;z,k) Reed-Solomon codes overGF(2'") having generator matrix G and 
parity check matrix H . Let the (n-k)- tuple It be the zth column of H  for i = 1,2,- .
Denote an arbitrary state at level i as v,. :
) — (3.6)y
where the path labeled by - corresponds to a code word. The trellis state
sequence for an (n, /c) block code can be obtained by the following procedures.
(i) The initial state Vghas only one possibility (0,0,- ■ • ,0) : the all zero (n -  k) -tuple.
(ii) For a code word C = (Cq,Cp■ • • , ) ,  H , and z = 1,2,• • ■,« , trellis 
state V,. at level z is obtained by
V, (3.7)
(iii) The trellis state sequence corresponding to a code word can be represented as
Vo—  - ^ ^ v ,  (3.8)
Proposition 3.1: If a linear code is cyclic, the trellis state sequence is periodic. Thus an 
RS code has a periodic state sequence which includes the all zero state at depth 0 and 
at depth n, that is Vq = (0,0,-- - ,0) and v„ = (0,0,- - ,0).
Proposition 3. 2: If a linear code is cyclic, the reverse of any given state-sequence also 
exists as a state sequence.
Proposition 3.3: The minimal trellis size C) is upper bounded as
Chapter 3. Soft-decision Decoding Methods fo r Reed-Solomon Codes
3.3 Trellis Structure for Block Codes 40
j'(C) < min(k,n -  /c) (3.9)
Proposition 3.4 : For {n, k) systematic codes, the state at the end of the information 
sequence, indicates the unique remaining path which exists through parity check 
block.
We have explained in section 2.3.3.3 how to generate a binary equivalent of an RS 
code and have obtained the binary generator and parity check matrices. This binary 
parity check matrix is used to construct a binary trellis structure for the binary 
equivalent code of the RS code. In this trellis, the number of branches at each node is 
at most 2 and the trellis depth is longer than that of the trellis structure for the original 
RS code. This new trellis is called a binary-branch trellis in this thesis. Table 3.1 is a 
compaiison of trellis structure between the binary branch trellis and the non-binary 
branch trellis for an (n, k) RS code over G F(2"').
Table 3. 1 Comparison of Trellis Structure
Non-binary trellis Binary trellis
Possible Trellis States min(2'"\2"'("-"))
Possible paths 2“‘
Trellis depth for information block k mk
Trellis depth for parity check block n-k m{n-k)
Trellis length n n • m
Number at branches T 2
Figure 3.1 shows the binary-branch trellis for RS codes. As the figure shows, the first 
mk depths corresponds to information block and each node has binary branches. On 
the other hand, the last m{n-k) depths are associated with parity check block and each 
node has only a branch. Thus if the decoder reaches the end of information block, that 
is depth mk, the remaining path can be predicted. This property can be useful in trellis 
search behaviour of a decoder, since the decoder does not need an alternative search 
during the parity check block.
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ink Information Block m(n-k) Parity Check Block
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mk mil- 1 mil
Figure 3. 1 Binary-branch Trellis Structure for RS codes
Example:
We consider an example for (7,3) RS codes over GF(2^).  Let an information 
sequence be (101001010). By the encoding procedure as described in section 2.3.3.4, 
the information sequence is encoded in binary and non-binary symbol form as 
Symbol code word; l a a ' ^ a ^ a ' ^ a ^
Binary code word: 101 001 010 Oil 111 110 100.
By the use of binary parity check matrix which has been obtained already in example
2.1 as
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0 1 0 1 0 0 1 0 1  1 0 0 0 0 0 0 0 0 0 0 0  
1 0 1 0 1 0 1  1 0 0 1 0 0 0 0 0 0 0 0 0 0  
1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0  
1 1 0 1 1 1 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0  
1 1 1 0 1  1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0  
1 0 1  1 1 0 1  1 1 0 0 0 0 0 1 0 0 0 0 0 0  
0 0 1  1 0 1 0 1  l O O O O O O l O O O O O  
1 0 0 1  1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0  
0 1 1 0 1 0 1 1 1 0 0 0 0 0 0 0 0 1 0 0 0  
0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0  
1 0 0 1 0 1  1 0 0 0 0 0 0 0 0 0 0 0 0 1 0  
0 1  1 1 0 0 0 1  1 0 0 0 0 0 0 0 0 0 0 0 1
we can generate the trellis state at each depth according to the procedure we have 
explained in section 3.3.3. Let —^  denote the state transition from a node to other 
node for a binary bit b. Each state is obtained from the systematic binary parity check 
matrix and thus the state transition of the trellis can be demonstrated as the following:
Information part : 000 000 000 000 — 011111010 010 — Oi l  111 010010 
—L^ooi 100 111 1 1 1 - Î U 0 0 1  100 111 l l l ^ U O O l  100 111 111 
^ ^ 0 0 0 0 1 0 0 1 1  1 0 1 - ^ 0 0 0  010 011 1 0 1 - ^ 0 1 1  111 110 100 
- ^ 0 1 1  111 110 100 
Parity check part : - ^ 0 1 1  111 110 100_l->001 111 110 100—U  000 111 110 
100
—UOOO Oil 110 100—U  000 001110100—U  000 000 110 100 
—U  000 000 010 100 —U  000 000 000 100 —ÎU 000 000 000 100
—U  000 000 000 000 000 000 000 000 000 000 000 000
Figure 3. 2 Trellis State Sequence for (7,3) RS codes
In Figure 3.2 it is shown that the state at the end of the information sequence is equal 
to the direction of the branches corresponding to the remaining path.
3.4. TRELLIS DECODING APPROACHES FOR RS CODES
The use of a trellis seems attractive since the soft-decision values can be easily 
employed. Many decoding algorithms are introduced in [32]. In this section, trellis 
some search algorithms are discussed.
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3.4.1 VITERBI ALGORITHM
Viterbi[57] showed that a maximum likelihood decoding procedure can be used 
practically for short-constraint-length convolutional codes. This algorithm chooses the 
path which is closest to the received path using trellis structure. Since this algorithm 
has been well described in many books, we briefly describe the algorithm’s procedure 
as the following.
(i) At a trellis level i, obtain at each node the branch metric which is a measure to 
represent a difference between the possible branches and the received bit 
corresponding to the level i.
(ii) As the trellis depth i is increased by one, calculate the path metric along all paths 
entering each node at the level. If there are more than one paths arrived at a 
node, then the path with the largest path metric is survived and stored the path.
(iii) If the decoder reaches a given level, stop. Othei-wise, go to step (ii).
The Viterbi algorithm is optimum in providing maximum likelihood performance. 
However, this algorithm has serious limitations for very long codes over constraint 
length 10. These limitations are caused by the memory problem for storing encoder 
states and the heavy computations from all survival branches at each level.
3.4.2 REDUCED SEARCH ALGORITHM
In order to reduce such computational complexity, an attractive decoding method is a 
reduced search algorithm. The main idea of such an algorithm is that the decoder 
considers a section of the trellis containing the most probable paths.
Matis[37] presented a reduced complexity search algorithm for soft-decision decoding 
of linear block codes. In the algorithm he used a selected sub-trellis of the full trellis 
which has a much smaller width. That is, at certain given node levels, there are only 
the branches corresponding to hard-decision receiver outputs which are the most 
reliable. Let the number of reliable information positions be given by k-p for (77., k ) 
block code over GF(q) where p is positive integer. If the correct path is chosen as the 
most likely one among a set of code words which all agree with the hard-decision.
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Otherwise all combinations of digits in the p  remaining positions are considered. In 
this algorithm, the decoding complexity depends on the value of p. If p  is zero, it 
accepts simply hard-decision outputs. The choice of p -k  corresponds to ML decoding, 
since all possible paths, , are tried. In this work, the trade-off between 
computational complexity and bit error performance was demonstrated.
Another approach to a reduced search algorithm was introduced by Shin[52], This is 
to reduce the most likely paths at each level. According to the method of reducing 
paths, three methods were introduced: Search Algorithm with B active states, Reduced 
search by path metric, and Reduced search by branch metric. The objective of the 
above methods is to improve the computational complexity by reducing the searching 
region to smaller portion including a most likely path. The methods are briefly 
introduced.
Method 1 ; Reduced Search with B  Active States
This method is to limit the states at each level by choosing a fixed number B of paths 
at a level which then are passed to next level for 1< B < S, where S is the number of 
all possible states. In order to select the best B paths at every level, a sorting process is 
carried out with respect to path metric. If the surviving paths with the same path 
metric are more than B, arbitrary B paths are taken. This method can be said to be a 
modified Viterbi decoding with reduced paths and sorting process. Although this 
method can reduce the complexity of Viterbi decoding, in very large B the sorting 
program can be more complicated and less efficient than the full search method.
Method 2: Reduced search bv path metrics
The inefficiency from the sorting process in method 1 can be improved by the reduced 
search by path metrics (RSP). A threshold value (or reference metric) is determined 
according to the SNR (signal-to-noise-ratio) of a given channel. All survival paths are 
reduced by comparison with the reference path metric at each level. By the reference 
path metric, the correct path can be included in the survival paths. In order to 
approach the performance of Viterbi decoding, the reference path metric is adjusted by 
decreasing or increasing the value.
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Method 3: Reduced Search bv Branch Metric
This method uses branch metric to reduce the selected paths at a level. The confidence 
region is decided according to quantised level. According to the region, confidence 
level (CFL) is assigned to each region and the maximum distance with respect to a 
given confidence level is determined. Maximum branch metric is obtained for each 
symbol of the received sequence. This branch metric is used to reduce the search 
paths. Suppose that a confidence level is set. If there are no paths less than the 
maximum branch metric, the confidence region is reset. When the survival paths are 
too large at low confidence region, the paths are reduced to a fixed number in order of 
path metric.
Reduced-search soft-decision trellis decoding can be regarded as a generalization of 
the Viterbi algorithm. It can reduce the complexity required for the correct path 
search. However, this approach has not been able to achieve sufficient performance 
compared to ML decoding. There are trade-offs between computational complexity 
and bit error performance.
3.4.3 SEQUENTIAL DECODING FOR RS CODES
Sequential decoding was firstly introduced by Wozencraft for convolutional codes in 
1957[60]. A few years later, Fano[14] presented a refined version of the sequential 
decoding which is called the Fano algorithm in 1963 and then Zigangirov[61] and 
Jelinek[26] discovered separately another algorithm called the Stack Algorithm.
This decoding method is a sub-optimum method which explores a small subset of all 
possible paths to search for the correct path in a sequential manner. If the explored 
path at a given stage looks promising, it is explored further; otherwise the path is 
rejected and another path is tried.
Shin[52] introduced a sequential decoding method for RS codes using a modified 
Fano algorithm and showed useful coding gain over hard decision. In this method the 
encoder is as shown in Figure 3.3 and the trellis is constructed by tracing possible 
states of the encoder memory for all possible inputs. On the trellis there are 
2"'incoming and outgoing branches at each node for (n, k) RS codes over GF{2"').
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Figure 3. 3 Encoding Process for (n, k) RS codes
Shin used a modified Fano algorithm to implement the application to RS codes. The 
basic operation of the Fano algorithm is to move forward or move backward from a 
node to the next node according to the comparison of a postulated path with a 
threshold. If the current path satisfies the threshold, the decoder moves forward from 
a node to next node. Otherwise the decoder moves backward to search for alternative 
branches which have not been tried. This operation is briefly called the backtracking 
operation in the thesis.
The modification by Shin’s approach includes two other important thresholds, namely 
iÇ, and . The value of 7^, is chosen empirically to decide an acceptance of a path at 
the end of the trellis. The value of is empirically obtained to reject unlikely 
alternative paths. In this algorithm, the choice of Tj", and 7^, are very critical factors 
which influence the decoding performance and complexity. She demonstrated 
considerable coding gain at reasonable complexity compared to previous work. 
However, her sequential decoding approach has several drawbacks.
Firstly, this approach based on symbol level cannot fully employ bit-level soft 
information, since the branch transition at each node should be carried out with 
symbol level soft-decision information which consists of m individual bits. In a 
probabilistic decoding, the loss of bit-level soft-decision information can influence the 
efficiency of searching operation. Thus it is desirable to use a trellis structure with 
branch transitions at the bit level. However the approach cannot be extended to 
equivalent binary codes because they are not in general cyclic codes.
Chapter 3. Soft-decision Decoding Methods fo r Reed-Solomon Codes
3.4 Trellis Decoding Approaches for RS codes 47
Secondly, in consideration of the basic operation of the Fano algorithm, the non- 
binary branches can sacrifice the strength of the algorithm with powerful backtracking 
behaviour. The reason is that the decoder should do a comparison process at each 
node in the back tracking operation to choose the best of m non-binaiy branches. In 
this point, it may be more complex to determine the most proper value of 7^  the 
application to RS codes.
In summary, the idea of this approach by Shin is reasonable in that it uses the trellis 
structure for soft-decision decoding and tlie Fano algorithm was well chosen as an 
altenative to the Viterbi algorithm. However, the three drawbacks mainly caused by 
non-binary branches should be solved to improve decoding performance and reduce 
complexity. In the next section, we suggest a new approach to overcome those 
drawbacks.
3.5. LOW COMPLEXITY BIT-LEVEL SOFT-DECISION 
DECODING FOR RS CODES
We have examined tradeoffs of previous approaches for soft-decision decoding of RS 
codes. In this section, we present some schemes for a low complexity trellis decoding. 
Our approach intends to achieve a soft-decision decoding method for RS codes 
satisfying the following.
1. To provide easy implementation
2. To make full use of bit-level soft-decision information.
3. To have the lowest complexity without loss of decoding performance 
For such a decoder, we consider three essential techniques in this thesis as follows.
• Construction of binary-branch trellis by Wolf’s method
• Sequential decoding.
• Permutation Decoding
These schemes will be explained in more details in later chapters of this thesis. We 
here describe the fundamental concepts.
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3.5.1 BINARY-BRANCH TRELLIS STRUCTURE
Wolf’s method for the construction of block codes is used for RS codes. Since this 
trellis is constructed by the use of systematic parity check matrix for RS codes, it is 
simple to implement. Furthermore, in order to employ bit-level soft-decision 
information fully, the binary parity check matrix can be obtained as in section 2.23.4. 
In this structure, the trellis state at each node can be obtained by referencing the 
column vector of the binary parity check matrix corresponding to each bit of the 
received sequence. As the decoder moves forward on the trellis, the next state is easily 
generated. Thus the sequential decoder stores the current state and the previous states 
and these two states are updated as the decoder moves forward or backward. This 
method can save considerable memory for the application to RS codes with large 
Galois fields and low code rate. Furthermore, since the use of binary branches gives 
only one alternative branch, back tracking operation is simplified without any 
complex procedure to qualify an alternative path in a non-binary branch, as shown in 
Shin’s method[52].
3.5.2 MODIFICATION OF FANO ALGORITHM
As a trellis search algorithm, we choose the Fano algorithm, modified for the 
improvement of error correcting performance.
The first modification contains a decision rule to decide whether to accept a path 
searched at tlie end of a trellis, similar to the threshold 2^ , in Shin’s method. This 
decision rule reduces the decoding errors by a wrong path search when the decoder 
has chosen incorrectly. As the decision rule, a lower bound for a correct path proposed 
by Fano[14] is used.
Another modification is the path updating function to achieve maximum likelihood 
performance with respect to paths that the decoder has tried at least once. The role of 
this function updates the best path whenever a path has been searched. When there has 
been no valid path satisfying a given decision rule, the decoder releases the last 
updated path which is the most likely path amongst the paths which have been tried so 
far. This function is effective to protect the decoder from missing the correct path in
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severe noisy channel conditions even though the path has been searched already. 
Compared to the modification by Shin, this new approach no longer needs the 
threshold 7], to pick up the best branch among non-binaiy branches.
3.5.3 PERMUTATION DECODING
We have suggested a bit-level soft-decision decoding using a modified Fano algorithm 
in the above sections. However, the decoding complexity of this method would be 
reduced further for the application of long RS codes with a large number of trellis 
states although it provides considerably low complexity for some short RS codes.
Sequential decoding performance will depend on how efficiently the decoder searches 
for the most likely region of the trellis. However, the decoder may digress for such a 
region because of an undesirable combination of error bits. Furthermore a long burst 
of noise is expected to require a large number of computations. The reason is that the 
decoder will do many more computations during the section corresponding to the 
burst error until the decoder can extend a further path over that section of trellis.
In consideration of this situation, it will be effective to change the bit order of the 
received sequence. Many schemes for this are suggested in [4] [27] [40] [48]. In this 
thesis, we present three permutation techniques, cyclic, squaring, and hybrid 
permutation. Since these permutation groups are obtained from some mathematically 
useful properties of RS codes, a permuted sequence is seen as decoding to another 
code word. Therefore the sequence can be directly applied to the modified Fano 
algorithm. These permutation decoding methods will be explained in chapter 5 and 
chapter 6.
3.6. SIMULATION TEST BED
A simulation test bed is used to evaluate the performance of a particular decoding 
scheme. In this thesis, the simulation program is written in the programming language 
C. We describe the simulation structure and a modeling method for a communication 
system which is used in this thesis. As Figure 3.4 shows, the simulator structure has 
four main modules as follows;
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Simulator
U.er Interface « Initialize Mode« -
Decoding v™. 
Simulation
, Performance Evaluation
Set parameters:
- T est RS code type
- T ested SNR
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code words
- Quantization level
Construct
- G enerator Polynomial
- Generator matrix
- Parity check matrix
- Encoder
Channel Model
Demodulator with Quantizer
Decoder
Calculate:
- Bit Error Rate
- Complexity
Figure 3. 4 Simulator Structure Diagram
3.6.1 USER INTERFACE
In User Interface, the parameters for a particular simulation are fixed. The parameters 
include code length and information length, a range of Eb/No {signal-to-noise ratios), 
the total number of tested code words, and number of quantization levels from a 
demodulator.
3.6.2 INITIALIZING MODE
In this module, initial data which is needed in the simulation are generated. If an RS 
codes is decided in User Interface module, the generator polynomial and generator 
matrix are generated. Then this matrix is changed to systematic form by an algorithm 
which is described in Appendix D. Then the parity check matrix is easily obtained as 
shown in section 2.3.3.3.
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3.6.3 DECODING SIMULATION
We describe the implementation of the communication model for simulation. In a 
BPSK system, two signal wave forms 5, (t) and S2 (0  corresponding to binary data, 0 
or 1, are generated in the interval 0 < t <T,  ^ . The continuous wave forms are modeled 
to discrete from with 16 samples during a given 7], as shown in Figure 3.5.
Figure 3. 5 Signal Representation for BPSK system
It is assumed that the two modulated signals are equally likely to be transmitted into
Nthe channel having Gaussian noise with zero mean and variance c   ^ . Thus each
sampled element has distortion due to the additive noise and the wave form for each 
symbol which is viewed at the demodulator by = Sf + n. for 1 < î < 16.
The demodulator detects the received signal using a squaring detecting method and 
then the detected signal is quantized to ^-levels according to a fixed threshold 
boundary. In the simulator, an 8-level uniform quantisation scheme suggested in Clark 
and Caiii[ll] is employed and it is refined for 16-level quantisation as shown in
Figure 3.6 and Figure 3.7, such that A = ^  where R is code rate
A 4  A :  A• y A  - J A  - J A
Figure 3. 6 8-Level Quantization
+'
Figure 3.7 16-Level Quantization
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3.6.4 PERFORMANCE EVALUATION
This module include the sub-modules representing encoder, modulator, Gaussian 
channel model, demodulator with quantizer, and decoder. The simulation is repeated 
for the number of code words to be tested.
The performance of a decoding scheme is measured as a function of Eb/No in terms of 
error correcting performance and complexity. The error correcting performance is 
estimated by BER(bit error rate), , obtained as
_ _   ^ Incorrectly decoded bits 
 ^ Total tested bits '
The number of total tested bits is chosen to be at least 100 times the desired value of 
BER, so as to achieve a statistically reliable result. Since the simulator calculates the 
current BER at every transmitted sequence, it is possible to monitor the variations of 
the value of BER and to terminate the simulation when these fall below 5 %.
A typical computation in sequential decoding involves extending code branches, 
finding the branch metrics, computing the path metric, and choosing the best path 
metric. In this thesis, one computation unit is defined as one path extension. Thus it 
seems reasonable that the complexity is measured by average path extension per 
information bit, C . In permutation decoding, there is additional complexity cost, 
which is to assign the priority of possible sequences. However overall complexity is 
dominated by the algorithm complexity of the sequential decoding since the extra cost 
requires simply a small number of sequence shifts and sorting operations.
3.7. BIT RELIABILITY BY SOFT-DECISION
In the communication system, the demodulator has the role of estimating a transmitted 
symbol based on an observation of the received signal. In a coded system, the output 
of the demodulator is quantized to give the decoder the reliability for the decision on 
each bit. Thus this soft-decision value can be an important clue for a decoder which 
considers the bit reliability. We can verify this statement by a simple experiment.
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For the experiment, when a code word is transmitted through Gaussian channel, the 
demodulator detects a received signal and quantizes the received signal to 8 and 16 
levels. In order to obtain the probability by wrong decision at each quantized level, 
10,000 code words are tested.
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Figure 3.8 and Figure 3.9 show the result with 8 and 16-level quantization. As the 
figures show, the strong signal has very low bit error probability. Thus the soft- 
decision information can be seen as a statistical measure indicating the confidence that 
a bit has been received correctly. Since the soft-decision decoding provides more 
channel measurement information than hard-decision decoding, the confidence of 
each bit can be reflected in the decoding process so that the decoder can use more 
reliable bits. This validity is clearly shown by the experiment.
Definition 3. 8: We define bit confidence as the positive number corresponding to 
quantized modulator output( soft-decision) as shown in Table 3.1 and 3.2:
Tables. 1 Confidence for 8-Level Quantization
Tables. 2 Bit Confidence for 16-Level Quantization
Quantized level 7 i 0 6 1 1 5 1 2 4 1 3
Bit confidence
4
3 2 1 0
Quantized level 0 1 1 1
151
1 1 1 1
1 4  1
2  1 1 1
131
3 1 1 1
1 2 I
4 ; 1 1
. 1
5 1 1 1
1 0 1
6 1 9 1 1 1 1
7 1 8 1 1 11
Bit confidence B^ 7 6 5 4 3 2 1 0
Definition 3.9: Symbol confidence f  is defined as
/  = min Bf for 0 < i < m - 1  
where B; is the confidence of the i-th. bit consisting of each symbol of RS code.
Definition 3. 10: For (n, k) RS codes, Information Block Confidence(IBC) is defined 
as the sum of confidences of k information symbols such as
;=0
where f j  is the symbol confidence level of the j-th symbol of the received sequence.
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3.8. DISCUSSION
In this chapter, we have reviewed the decoding methods for RS codes and have 
discussed some techniques required to achieve low complexity soft-decision decoding. 
In consideration of decoding complexity and decoding performance, a trellis decoding 
approach gives an easy implementation for soft-decision decoding and sequential 
decoding is a desirable alternative to Viterbi decoding. Moreover permutation 
techniques will contribute to further complexity reduction. In the following chapters, 
more details will be explained.
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CHAPTER 4 
SEQUENTIAL DECODING APPROACH 
FOR REED-SOLOMON CODES
4.1. INTRODUCTION
In this chapter, sequential decoding is further studied and a new sequential decoding 
method is presented for application to RS codes.
Firstly, a number of sequential decoding algorithms are surveyed in section 4.2 and some 
requirements for a desirable sequential algorithm are discussed and these are considered 
as a strategy for choosing an efficient sequential decoding algorithm.
Secondly, there is a description of metric as a measure of likelihood for sequential 
decoding, which is essentially used for comparing paths. The complexity problem of 
sequential decoding is discussed. Next in section 4.5, we describe two typical sequential 
decoding algorithms. Stack and Fano algorithm with analysis of their tradeoffs for 
practical applications. Then erxor events of sequential decoding are discussed. These are 
important to analyse the performance of sequential decoding compared with ML 
performance.
Thirdly, we present a modified Fano algorithm in which the standard Fano algorithm is 
modified to improve the decoding performance. This algorithm is implemented on a 
binary-branch trellis based on Wolf’s method. On the binary-branch trellis, the metric for 
each bit is applied so that bit-level soft-decision can be fully employed.
Finally, some simulation results are shown in terms of erxor probability and complexity. In 
these results, several sensitivities which affect the behaviour of the Fano algorithm, are 
verified.
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4.2. A SURVEY OF SEQUENTIAL DECODING ALGORITHM
Anderson and Mohan[l] analysed the cost of many sequential algorithms in terras of 
various measures including the number of branches, the size of storage, and the access 
cycle to the storage. They classified trellis searching schemes as sorting or non-sorting , 
and as breadth-first, metric-first, and depth-first according to the search method of a code 
tree (trellis). These schemes are summarized in Table 4.1.
Table 4. 1 Search Algorithm Classification[l]
Metric-first Breadth-first Depth-first
Sorting
Algorithm
Stack Algorithm 
Merge Algorithm 
Bucket Algorithm
M-Algorithm
Haccon’s Algorithm
Muti-Stack Algorithm
Non-Sorting
Algorithm
Simmon-Wittke Single Stack Alg. 
Fano Algorithm
2-Cycle Algorithm
The depth-first algorithm has a search method that a decoder explores along the depth of 
the tree pursuing a single path until the metric of the path falls below a threshold. When a 
path fails to satisfy the threshold, the decoder moves backward to the first unexplored path 
and continues to search for the correct path from the path. This is called a backtracking 
operation. The Fano-algorithm is a well-known depth-first algorithm without sorting.
In breadth-first algorithm, all branches are searched at a given depth before moving on to 
the next depth and there are no backtracldng searches. Viterbi[57] and the M-algorithm 
[30] are included in this Idnd of algorithm.
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The metric-first algorithms have a search method that the next path extended is always the 
one with the best metric among the paths curTeritly stored. Since this algorithm usually has 
a sorting process to single out the best path, there is at any time a best path at each stage. 
The Stack algorithm[26][61] is a typical metric-first algorithm.
In the cost analysis by Anderson and Mohan[l], some conclusions were made to decide on 
the best sequential algorithm. The use of sorting requires more cost than that a non-sorting 
and metric-first search is less efficient than bread-first or the depth-first. In a later section, 
we shall describe two well lorown sequential algorithms: The Stack algorithm and The 
Fano algorithm.
4.3. DEFINITION OF METRIC IN SEQUENTIAL DECODING
We have generally defined some metrics in section 2.4.4 which can be applied to Viterbi 
algorithm. In sequential decoding, a metric is also used as a basic means to compare paths. 
However, we need further consideration for application to sequential decoding. The 
reason is that while the length of paths, which are compared at any trellis level, are the 
same in the Viterbi algorithm, the sequential decoder has to compare paths with many 
different lengths. Thus these metrics will need to be adjusted for sequential decoding.
Fano[14] originally proposed a metric, the Fano metric, for sequential decoding and later 
Massey[35] proved that the Fano metric is the best choice. Therefore we now introduce 
the Fano metric which will be used in all the work of this thesis.
For {n, k) block codes, suppose that a code word y. = y„~i) is transmitted and a
received sequence is obtained. The bit metric M^(i)for the i-th bit is
defined as
M ,(0 = l o g , - ^ ^ ^ - R  (4.1)
where R is code rate, P(?:|y.) is the probability of observing the i-th bit in the received 
sequence given that y  is transmitted and P(r; )is the total probability of observing an 
output in the received sequence.
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If a trellis has an associated branch of I bits, a branch metric M, at a node of level k is
M,.(.k) = ' Z M , ( j  + l - ( k - l ) ) ,  (4.2)
7=0
and the path metric M^ is simply
= 2 ^ , ( 0 .  (4.3)
i=l 1=1
Assume that the code word y is transmitted with equal eiTor probability through the
AWGN channel with zero mean and variance  ^BPSK system with binary
input 0 or 1 and a received sequence ?;. = with Q-ary output
j  = 0,1," ' , Q - 1  between boundary I j and 7^^,, the probability P{j\b -  0,1) observing the 
bit b in the y-th quantization level is represented by
1 chP{j\b = 0,1) = GXp(% + (-1)'' • a^fdx (4. 4)
where a = ^  ' = .J— . The total probability observing an output in the j-th
quantization is
f(7 )  = i [ f ( #  + f ( ; |l ) ]  (4.5)
Therefore the bit metric M^(r)in equation 4.1 with respect to input b,-= 0,1 at y-th 
quantization level, is
M,(7) = log, - R  (4.6)PU)
Furthermore we define positive bit metric + A/,, {j) and negative bit metric — M^ (j)  as 
+ M, U) = -  R for y, = 6 (4. 7)
-  M,(7) = log, -  R for y, * r, (4. 8), PU) ,
where 6,. is the binary complement of input b^  e  {0,1}. Table 4.1 shows the probabilities 
and metrics for (7,3) Reed-Solomon codes with Q~8 at = 4.0 dB.
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Table4. 1 Probability and Bit Metric for (7,3) RS codes at 4.0 dB (Eb/No) using 8-level
quantization
j ^(;|0 ) f ( ; |i ) FC/') + M(y) -MC/")
0,7 0.750387 0.000709 0.375548 0.57 -9.48
1,6 0,112843 0.002078 0.057460 0.55 -5.22
2,5 0.071780 0.006533 0.039157 0.45 -3.01
3,4 0.038398 0.017272 0.027835 0.04 -1.12
Sum 1.000000 1.000000 1.000000
4.4. COMPLEXITY PROBLEM OF SEQUENTIAL DECODING
The problem with sequential decoding is that the number of computations required to 
extend a node is a random variable. For such a computational problem, Jacobs and 
Beiiekamp [25] found an important result that the distribution of computation is lower 
bounded by Paretian distribution:
P[C > L] « A • (4. 9)
where C is the number of branches which the sequential decoder investigates to find the 
correct path, A is the number of the transmitted information bits, a  is a number- 
depending on the channel and code rate R. This result is applicable to any sequential 
decoding with the following two properties:
(i) the branches are examined sequentially so that at any node of the tree the 
decoder’s choice among a set of previously unexplored branches does not depend 
on received branches deeper in the tree.
(ii) the decoder performs at least one computation for each node of every examined 
path.
In order to derive equation (4.9), assume that there is a discrete memoryless channel with 
input and output symbols. Suppose that the first N  symbols are received as erasures which 
indicate the reception of signals whose symbol values are in doubt. Let each one have the 
non-zero probability W whatever input symbol is transmitted. The probability of erasure 
burst is and the number of all possible paths is 2^^. When the sequential decoder
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selects a path among those paths, there is probability Vi that it must examine at least V2 of 
them before locating the correct path. Since those examinations require at least one 
computation per path , total computations L aie at least V2 2 ^ .  Here the probability 
P[C>L] is given by
P[C > L]>  i  ^
a= aL~  ^ =1 (4. 10)
where a  = - lo g 2(W /F ) and a = 2~^ ^^^K This distribution of the form all^  is called 
Pareto with exponent a  .
By the above resu lt, we can observe two interesting points in the computational behavior 
of sequential decoding. One is that the computations required to find the coirect path 
through a burst eixor increases exponentially with the length of the burst N. The other is 
that the probability of a noise burst N  decreases exponentially with N. The combined 
effect of those effects produces the Paretian distribution of the computation. In addition, 
the property implies that sequential decoding is very sensitive to a burst eiTor channel, in 
which the probability of a burst eiror of length N  does not decrease exponentially with N.
Consequently these results explain that the channel condition and the code rate R are the 
parameters which influence the computations of the sequential decoding. Moreover as the 
values of L is relatively large, the distribution is dominated by the term of L"“ so that the 
equation (4.9) can be approximately obtained from equation (4.10).
Sequential decoding can be easily applied to block codes as a special case. Let {y,} be the 
set of binary block codes with length N, information length K  and code rate R . Let r 
denote a received sequence and M  be all possible code words such that M  = 2^^ . 
Airange the M  probabilities P(r|y, ) in order of decreasing size. Let /^ (r) denote the set 
of indexes of the last M  -  L least likely sequence. The joint probability of transmitting a 
y. with an index in 1^ (r) and receiving r is given by
2 «  A rb ,]  (4. H )/E/n
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The eiTor probability for a maximum likelihood list of length L can be written by
all r
(4. 12)
4.5. SEQUENTIAL DECODING FOR BLOCK CODES
The sequential decoding algorithm can be used as a trellis search algorithm for block 
codes. However, a little different inteipretation compared with convolutional codes is 
required because of the inherent chaiacteristic of the trellis. Since (n, k) block codes over 
GF{q) have M  code words with n length, where M  -  q ^ , the constraint length used in the 
convolutional codes, is replaced with code length n for block codes. Furtheimore the 
sequential decoder does not need an alternative seaich during the last {n-k) stages in the 
trellis based on W olfs method. The reason is that, as we have mentioned in chapter 3, 
each path arriving at the end of information block, depth k, has one unique path reaching 
the last single state. In the following section we discuss the two best loiown sequential 
decoding algorithms: Stack and Fano algorithm.
4.5.1. Stack Algorithm
Stack algorithm keeps candidates paths on a memory stack, resorting the stack according 
to path likelihood(path metric), and proceeds along the currently best path. Thus this 
algorithm is a land of metric first algorithm with sorting processor. The basic operations 
of the stack algorithm are as follows:
(i) Load the stack with the origin node in the tree, whose metiic is taken to be zero
(ii) Compute the metric of the successors of the top in the stack.
(iii)Delete the top from the stack.
(iv)Insert a new successor in the stack, and rean*ange the stack in order of decreasing 
metric values.
(v) If the top path in the stack ends at a terminal node in the tree, stop.
(vi)Otherwise, return to step (ii).
The stack algorithm has a simple structure and there are some interesting chaiacteristics. 
One of them is that any node is never visited more than once. Another thing is that the 
decoder can jump between nodes, although it cannot move to the previous node of the
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cuiTent path. This flexibility can reduce the number of computations to find out the correct 
path. However, the stack algorithm contains two undesirable features. The first one is the 
process of reordering the stack at every node. The second one is that the size of stack 
increases as the decoder advances along the conect path so that the decoder must keep the 
paths which have been visited so fai* at every stage. If the information length is large, the 
increment of stack size and the reordering will give rise to a serious computational 
problem.
Ç  Start ^
NoEnd of tree ?
Yes
Generate successors 
and compute metrics
Delete top path from 
the stack
Get the top path as 
decoded path
Insert successors into 
stack
Load root node
Reorder stack
Figure 4. 1 Stack Algorithm
4.5.2. Fano Algorithm
Fano algorithm exploits the metric function which has the property that the metrics of the 
correct path tends to increase at a rate, while the metrics along incorrect paths decrease 
relatively quickly. In this algorithm, the conect path is found by comparing the metric 
along a postulated path with the current threshold T  that may be loosened or tightened by 
adjusting with a uniform spacing AT . For such a proper operation of this algoritlim, the 
Fano metric is used as shown in equation (4.6).
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We define the decoding vaiiables and constants of the Fano algorithm for block codes, as 
shown in Table 4.2.
Table 4. 2 Variables and Constants of Fano Sequential Decoding
Variables Definition
A, Path metric at trellis depth Z
T Current threshold
j^(/) (^  ■*“ 1) The metric of the Z(Z) -th extension to the node at the depth Z +1
Constants Definition
AT Threshold spacing value
Ao Initial threshold value
L Overall computational limit
We consider Fano algorithm for {n, k) block codes. As Figure 4.2 shows, the basic 
operations of the Fano sequential decoder aie as follows:
(i) The initial threshold T , Aq , and cuiTent depth I aie initialized to zero.
(ii) Set flags (Z) and (Z) to zero, which mean that cuixent mode in non-threshold
violation mode and the cuixent node has an alternative path.
(iii)Compute path extension from a node of the current depth Z, which is the process to 
calculate the path metric A(Z +1) up to the extended path. If the current node is 
visited at the first time, that is (Z) = 0, the chosen path is one with the best 
branch metric among possible paths. Otherwise, that is F„ (Z) = 1, an alternative 
path is chosen.
(iv)Compaie the cuixent path metric with the cuixent threshold T . If it is laiger than 
or equal to T, go to next step. Otherwise go to step(vii) for backtracking operation.
(v) Tighten threshold. In order to avoid the decoder’s infinite seaiching in 
backtracldng previously examined branches, the threshold must be tightened when 
the decoder move forward to a certain node for the first time.
(vi)Move forwai'd by increasing Z by one. If Z is the end of trellis, release the searched 
path as the coixect path. Otherwise go to step (iii).
(vii)Set f\,(Z) to 1, which means that threshold violation has happened.
(viii)Move backward to the previous node at depth l-l, Z = Z -1 . If A(Z)is less than 
the cuixent threshold T, lower the threshold by T -  AT and then go to step(iii). 
Otherwise go to next step.
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(ix)If an alternative branch(or path) exists, go to step (viii). Otherwise go to next step.
(x) Set F^(/)to 1. If A(/) is greater than T + AT, go to step (iii). Otherwise reset 
F^{1) to 0, then go to step (iii).
Some researchers[l][2] have suggested that a non-sorting depth-first algorithm is 
preferred for an efficient sequential algorithm. At this point, the Fano algorithm is a good 
candidate for an efficient decoding performance. Thus we consider Fano-type decoding 
methods in this thesis.
th e  p a th
Path Extension 
(one computation unit): 
A ( /  +  l )  =  A ( / )  +  X,_,„ ( /  +  !)
Figure 4. 2 Fano Algorithm
Figure 4.3 shows the metric behaviour for the correct path and incorrect path. In the figure 
it is shown that the correct path can be found with the metric linearly increasing at no 
error occurrence while, with an error occurrence, it can be found after some threshold 
adjustment. Moreover, we can see that the metric of an incorrect path decreases radically 
as the depth increases .
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Figure 4. 3 Different Behavior of Correct Path and Incorrect Path 
4.5.3. Error Events in Sequential Decoding
In a sequential decoding procedure, decoding failures happen when the decoder is unable 
to find the correct path. There have been some useful results [2] [14][48] for analysis of 
decoding failure in sequential decoding. In this thesis, we call this decoding failure the 
decoding error event in sequential decoding and classify possible error events into three 
cases as follows.
The first error event happens in the case that the decoder has found an incorrect path 
which is more likely than the transmitted code word. This error event cannot be corrected 
even by a ML decoder. We call this error event an uncorrectable error event and the 
probability of this event is represented by .
The second event arises from the limitation of computations because of insufficient 
storage capacity in a practical system. If a large number of computations are required to 
decode a symbol, the decoder must maintain a large memory to buffer incoming data until 
the correct path can be found. However, the computations have to be limited inevitably to 
avoid overflow of the decoding buffer. This amount of computations is called 
computational limit L. We call an error event associated with reaching the computational 
limit the error event by buffer over flow  with probability of . In a practical system, this 
problem can be handled in two ways. One is to deliver just the information symbols in a 
systematic code or to take linear combinations in a non-systematic code. The other method
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is to erase the affected sequence for retransmission. Actually this type of error is the most 
serious in most sequential decoders[14].
The last error event occurs in the case that the sequential decoder has found a wrong path 
as if it were the correct path. This error event may be influenced by the metric ratio, since 
even a metric ratio giving the most efficient performance cannot always produce the 
maximum likelihood performance. This point is well explained by Clark and Cain [11] 
and they suggested a solution that the most cost-effective way to improve this error event 
is not by changing the metric ratio but by increasing constraint length. This type of error 
occurrence is called the error event by wrong path with the probability . However, this 
error event would not occur in maximum likelihood decoding such as the Viterbi 
algorithm which searches for all possible paths.
Those three error events can be used to analyse the decoding performance of a sequential 
decoder. Figure 4.4 shows the error event diagram. In the figure, we can see that some 
error events which are regarded as decoder overflow and a wrong path, may be included in 
the error event of ML decoding. This can be explained by the fact that some decoding 
errors, classified into those two error events, may be uncorrectable errors even though 
sufficient computations are given.
D e c o d e r  B u ffe r  
O v e r flo w
W ro n g  P a th
E rro r Event by 
Ml-, Decoder
Figure 4. 4 Probabilities of Error Events 
If the error probability of ML decoding is represented by , overall error probability 
P^oi the sequential decoding has the relationship of
(4. 13)
The equation 4.13 explains that the performance of the sequential decoding can approach 
to ML performance by the reduction of the probability of P  ^and P .
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4.6. MODIFIED FANO ALGORITHM FOR REED-SOLOMON 
CODES
As we discussed in the previous section, it is desirable to minimise two eiTor events, 
buffer overflow and wrong path search, so that the perfoimance of the Fano sequential 
decoding approaches ML performance. In this section, we present a modified Fano 
algorithm in which the original Fano algorithm is modified to achieve the improvements 
of these two eixor events.
4.6,1. Improvement of Decoding E rro r Events
The error event by wrong path search can be reduced by checldng the path searched. We 
now introduce a decision rule function to reduce such an error event. The role of this 
function compares the path metric of a searched path with a threshold which is chosen 
properly. If a searched path metric is less than the threshold, the path is ignored and the 
backtracldng operation is initiated to search for other paths satisfying the threshold. Since 
the value of the threshold affects the computation, it is important to choose the appropriate 
value from the viewpoint of efficiency. If the value is unnecessarily high, it will require 
more computations without a significant improvement in performance.
Fano[14] proposed a threshold condition shown in equation (18) of his paper and we 
interpret this for the binary input and Q-ary output channel such that
E1=1
NE
( =  1
> N ‘R  (4.14)
>0.0 = 7; (4.15)
where P{j)  is the total probability of observing an output in the j-th quantization level, 
P(j\i) is the probability of observing in the y-th quantization interval given that the 
symbol i is transmitted, N  is the length of the output sequence, and R is the code rate.
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Equation (4.14) can be represented by (4.15). Then we can see that the left term of (4.15) 
represents the whole path metric. Therefore we can get a useful interpretation that the path 
metric of the con*ect path is lower bounded by zero. By this bound condition, we find the 
decision rule to qualify a searched path as the conect path.
Next we consider the eri'or event by decoder buffer over flow with probability . Since 
sequential decoding is a sub-optimum algorithm that does not search all nodes of the 
trellis structure, the set of searched paths can be classified into two groups at a trellis 
level, one group including the conect path and the other group not including the conect 
path. However, the correct path may be lost due to very low values of path metric in very 
noisy channel conditions even though the path has been searched already. This gives a 
critical shortcoming of sequential decoding which can be solved by a path updating 
function as follows.
In this scheme, the decoder calculates the whole path metric of a searched path at the end 
of the information sequence, since there is a unique path during the redundancy block of a 
code word. Whenever the path metric of a searched path is greater than the best one which 
has been recorded so far, the path is updated as the best path. In the meantime, when the 
decoder reaches the computational limit without any valid path search satisfying the 
decision rule, it releases the best path as the decoded one.
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If the conect path has been tried at least once, the decoder cannot lose the maximum 
likelihood path. Thus it is important that the searching operation is caiiied out in the 
region including the conect path. Furthennore if the computational limitation is properly 
fixed, the decoder can avoid unnecessaiy computations under the worst channel condition 
and overall computations can be reduced considerably as well. Figure 4.6 shows the flow 
of the path updating function at depth k which is the end of information sequence.
RflachdepDifc? Yes-
Update b est path
Figure 4, 6 Path update process
4.6.2. Modified Fano Algorithm for Reed-Solomon Codes
A modified Fano algorithm (MFA) is presented on the binai-y trellis for RS codes 
explained in section 3.3.3 so that bit-level soft decision information can be fully used. The 
modifications are the incorporation of the decision rule and path update function which 
have been discussed in the previous section.
The path update function has the role of updating the cuixent path at the end of 
information block. Since the remaining m(n-k) path is uniquely loiown by the trellis state 
obtained at the end of information block, the whole path metiic can be calculated at this 
stage. In the scheme, this sequential decoder will produce ML perfoimance only for a set 
of paths which the decoder has tried within a computational limit.
The decision rule is used at the end of the trellis to qualify a search path. When the 
decoder finds a candidate path, this path is regarded a valid path satisfying a condition that 
its path metric is larger than the path threshold bound shown in equation (4.15).
However, since this bound may be too loose to be applied to certain codes, the bias term B 
is added and the value of B will be decided empirically.
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Figure 4. 7 Modified Fano Algorithm 
Figure 4.7 shows the flow chart of the modified Fano algorithm using binary-branch trellis 
for {n, k) Reed-Solomon codes over G F(2"'). The numbers of bit constituents of a code 
word and of the information block are mn and mk respectively. The variables and 
constants which has been shown in Table 4.2, are also used. The basic decoding operation 
is similar to the standard Fano algorithm illustrated in Figure 4.2. Comparing to the Figure 
4.2, there is the path update function at the end of information block and the decision rule 
function at the end of whole trellis. If a searched path fails to satisfy the decision rule, a 
back tracking operation is initiated until a valid path has been found. In very noisy channel 
conditions, where there is no valid path satisfying the decision rule, the correct path can be 
found by the path update function only if the path has been tried.
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4.6.3. Performance Analysis of Modified Fano Algorithm (MFA)
Simulation is caiiied out on the simulation test bed which has been explained in section 
3.6. As a system model, we use a BPSK system with 8-level quantizer through an A WON 
channel. The performance of MFA is analysed from the point of view of complexity and 
eiTor-coiTecting performance. The complexity is measured by the average computations 
per information bit and the eiTor-coiTecting performance represented by bit error rate .
4.6.3.l.Optimization of Decoding Variables
The variables of Fano sequential decoding affect the efficient decoding operation. In 
particular, the threshold spacing AT  and computational limit L  must be optimized for 
cost-effective performance with a given code. Thus the sensitivities according to AT and 
L  are observed in the following experiments.
4.6.3.2. Sensitivity of AT
The threshold spacing value AT  is one of the important parameters for proper and 
efficient behavior of Fano algorithm. (Lin and Costello [31] showed a guideline that AT  
should be between 2 and 8 for unsealed metrics.) In order to inspect the sensitivity of A T , 
four different values of AT, 2.0, 3.0, 4.0, and 5.0 are used for standard Fano sequential 
decoder. Each bit error rate with respect to three error events is measured at Eb/No=4.0 
for (7,3) and (15,9) RS codes. The values of FJ., and P^  represents the bit eiTor
rate of unconectable eiTors, a wrong path search, decoder buffer overflow, and overall 
decoding eiTor rate respectively. The computational limit are fixed at 2® and 2*^  for (7,3) 
and (15,9) RS codes.
Figure 4.8 and Figure 4.9 demonstrate that as AT is small, the error events by decoding 
buffer overflow increased, while the error event by wrong path decreased. This 
phenomenon is explained by the fact that too small AT caused premature backtracldng 
operations and too large AT allowed many incorrect paths.
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Figure 4. 8 Sensitivity of AT for (7,3) RS codes
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Figure 4. 9 Sensitivity of AT  for (15,9) RS codes
Table 4.3 shows the decoding complexity according to different values of AT. 
Considering the decoding performance results, we can see that the choices of AT = 4.0 for 
(7,3) RS codes and AT = 3.0 for (15,9) RS codes seem reasonable, since they produced 
low decoding eiTor rate at the proper complexity cost.
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Table4. 3 C for (7,3) and (15,9) RS codes at L = 2^
AT (7,3) RS codes (15,9) RS codes
2.0 5.73 181.62
3.0 5.01 179.67
4.0 4.44 179.57
5.0 4.18 200.02
4.6.3.3. Sensitivity of Computational Limit L
Computational limit L exists to avoid decoder buffer overflow. A large value of L 
contributes to low decoding eiTor rate by giving enough computations so that the decoder 
can seai'ch for the conect path. However, for the efficiency of computations, this value 
will be optimised according to the number of possible trellis states at a given code. Thus 
the sensitivity to computational limit should be considered.
An experiment is earned out for different values of L for (7,3) and (7,5) RS codes. Figure 
4.10 and Figure 4.11 are the decoding performance and the complexity for those RS 
codes.
In Figure 4.10, for (7,3) RS codes the choice of L=512 is regaided as the optimised value, 
since L=768 gives almost the same decoding performance and complexity as for 1=1024. 
In the same way, we can see that 1=512 is the optimised value for (7,5) RS codes. This 
means that those chosen values aie sufficient to seaich for the conect path at these RS 
codes.
In Figure 4.11 it is verified that further increasing the computational limit does not 
influence the decoding complexity since sufficient computation has been allowed already. 
Moreover we can see that the decoding complexity of (7,3) RS codes is higher than that of 
that of (7,5) RS codes when the same computational limit is given. This result is 
explained by the fact that the number of possible trellis states for (7,3) RS codes is laiger 
than that for (7,5) RS codes. Thus as the code length is laige with large Galois fields, the 
value of the computational limit required will increase enoimously. In such case, it is 
difficult to allow a sufficient computational limit and the eiTor event by decoding 
overflow will dominate overall decoding eiTor events. In order to achieve neai-ML
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decoding performance at a reasonable computational cost, it is necessary to solve this 
problem.
10-'
Sensitivity by Computational Limit 
using Fano algorlthm( Eb/No=3.0 dB)
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Figure 4. 10 Decoding Performance Sensitivity by Computational Limit
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4.6.3.4. Decoding Error Probability of MFA
In this section, the comparison between the standard Fano algorithm (SFA) and the 
modified Fano algorithm (MFA) is discussed using the simulation results for (15,9) RS 
codes. The decoding parameters L  and AT  were given with the optimised values.
As we described before, MFA has two additional functions, path update function and 
decision rule function, to improve the error connecting probability of SFA. In order to 
verify the effect of the two modifications, we compared the four simulation results for
(15,9) RS codes, which are shown in Figure 4.12, Figure 4.13, Figure 4.14, and Figure 
4.15.
Figure 4.12 is the result for SFA, which does not have the two modifications. In the 
figure, error event by the wrong path becomes more serious as Eb/No increases and the 
error event by decoding overflow occupies a large portion of overall decoding enor 
probability P .^
Figure 4.13 is the result which shows the effect of the path update function using only the 
path update function without the decision rule. Compaied with Figure 4.12, the 
probability 7^ . has been reduced and increases instead, while and P^is not changed. 
This shows that some errors, which were included in have been moved to P^  by the 
path update function, since they were uncorrectable errors.
Figure 4.14 shows the effect of the decision rule function by using only the decision rule 
without the path update function. Again comparing with Figure 4.12 and Figure 4.13 the 
probability P^  ^ has been reduced considerably, and i^and increases instead. This 
shows that the use of the decision rule improves the eiTor events by wrong path search but 
the decoder has to spend more computations because of the back tracking initiation to 
qualify the paths according to the decision rule. Moreover we can see that the decision 
rule without the path updating function can lose the correct path when decoding over flow 
happens earlier than in SFA because of the increased computations.
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Figure 4.15 is the result of MFA, which employs the path updating and decision rule 
function. It is shown that the probabilities of i^^and are reduced and thus overall 
decoding probability has been improved. Compaiing with SFA, MFA produced
around 0.4 dB gain at 10""* BER. It is shown that as Eb/No increases, the gain obtained 
grows. This gain resulted from the modifications, since a searched path of low path metric 
has been rejected for a better path by the decision rule, while the most likely path can be 
found by the path update function at decoder over flow.
Decoding Error Probability for (15,9) RS codes 
standaid Fano algoritlim (without modification)10’'
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Figure 4. 12 Decoding EiTor Probability of standard Fano algorithm for (15,9) RS codes
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Decoding Error Probability for (15,9) RS codes 
With Path Update Function
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Figure 4. 13 Decoding Enor Probability of Fano algorithm v^ithPath Update Function 
for (15,9) RS codes
Decoding Error Probability for (15,9) RS codes 
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Figure 4. 14 Decoding Enor Probability of Fano algorithm with Decision Rulefox (15,9)
RS codes
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Figure 4. 15 Decoding Enor Probability of Modified Fano algorithm with Path Update 
Function and Decision Rule for (15,9) RS codes
4.6.3.S. Complexity of MFA
Table 4.4 is the complexity comparison between the standard Fano algorithm{SVPC) and 
the modified Fano algorithm (MFA). The complexity is measured by C , the average 
computations per information bit. In the table, we can see that additional computations aie 
required because of the decision rule function. It is also shown that this additional cost 
decreases considerably as Eb/No increases.
Table 4. 4 Complexity Compaiison for (15,9) RS codes
E,
K
(dB)
C
at SFA
C at SFA 
with path 
updating function
C at SFA 
with decision 
rule function
C
at MFA
3.0 583.99 583.99 963.46 963.46
4.0 175.41 175.41 261.45 261.45
5.0 45.75 45,75 56.81 56.81
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4.6.3.6. Tightened Decision Rule of MFA
The path threshold 7], used in the decision rule function in MFA can be too loose to
minimize the enor event by wrong path search. The reason is that the action of the 
decoder is caiiied out only on the information block and a long paiity check block can 
give rise to a close sequence but inconect path satisfying . Therefore the bias term B is
required to lower the decoding error probability by wrong path search.
Table 4.5 shows the sensitivity by different bias B for (15,9) RS codes at Eb/No=4.0 dB. 
In the table, it is shown that a large value of B contributes to reducing the probability 
by wrong path search but the complexity, which is represented by C (average 
computations per information bit) increases. Moreover the probability is not affected 
by the vaiiation of B , while the probability is increased as B is large. It means that 
some eiTors which have been included in the event by wrong path search, cannot be 
conected, since the searched paths are the most likely paths.
Table 4. 5 Sensitivity of Bias (15,9) RS codes at Eb/No=3.0 dB
B K Pc Pc C
0.0 0.0023 0.00058 0.003 0.0059 987.99
3.0 0.0024 0.0001 0.003 0.0055 1381.20
6.0 0.0024 0.0 0.003 0.0054 2022.87
9.0 0.0024 0.0 0.003 0.0054 30000.49
From the point of view of complexity, if the bias B is too high, the computations may 
increase unnecessarily, since even the conect path found can be regarded as a wrong path 
and can initiate the back tracking operation. Thus it is important to take the best value. As 
the redundant block ( parity check block ) of a code word is lai'ge, the value of bias teim B 
will be higher.
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4.7. DISCUSSION
In this chapter, a modified soft-decision sequential decoding has been introduced for RS 
codes using bit-level soft-decision information. This new approach has the following 
noticeable features.
First is the complete implementation of bit-level channel measurement infonnation( soft- 
decision). This can be achieved by the binary-branch trellis obtained from the binary 
systematic parity check matrix. The use of bit confidence will bring even more significant 
improvement to the error coiTecting performance and complexity in the probabilistic 
decoding methods using the sequential decoding algorithm, since the decoder can find the 
most likely path at the least cost.
The second feature is the complexity reduction of the Fano sequential algorithm. A 
powerful feature of the Fano algorithm is the backtracldng operation to retrace the cuiTent 
path on the detection of a wrong one and search for an alternative. The efficiency of the 
backtracldng operation significantly affects the overall complexity. The binary-trellis 
structure provides a more efficient alternative searching by allowing only single 
alternative searching at each node. Although the binary-trellis has greater depth than a 
non-binary trellis, since the complexity of the sequential algorithm increases linearly with 
trellis depth and exponentially with trellis branch size, this method will be very effective 
in the application to large Galois fields.
The modified Fano algorithm produces the most likely path at a given computational 
limit. The most likely path can survive through the path updating function. Moreover, the 
decision rule contributes to blocldng the selection of a wrong path which has been made at 
the end of trellis. Thus if a searching operation has been in a region which is likely to 
contain the corTect path, the decoding performance will approach that of ML decoding.
From the point of view of decoding perfoimance and complexity, it is important to 
optimise certain parameters of the modified Fano sequential decoding. For best operation 
of the sequential decoder, threshold space value AT, computational Limit L, and path 
threshold bias B are optimised. In particular the paiameter AT depends on the
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computational limit L and the desired decoding performance. If sufficient computations 
aie allowed, too large AT may be more likely to give a wrong path because the threshold 
is loose. On the other hand, too small AT may force the decoder to do many computations 
and prevent the decoder from arriving at the end of the trellis when insufficient 
computation limit is allowed. Thus the optimum AT will be carefully decided with other 
decoding parameters.
From the simulation results in the previous sections, we can verify that the computational 
limit L  influences the reduction of the eiTor events caused by decoding over flow, while 
the bias B is related to the improvement of the events caused by wrong path search. The 
best choices of those parameters depend on the code length and code rate of a given code 
word as follows.
For a code over a given field, a code with low rate requires a laiger computational limit L 
and value of bias B than one with high rate, since the number of trellis states increases and 
the bias term given by code rateR is relatively small.
As a conclusion, one important issue in using this new sequential decoding is how the 
seai'ching region can be directed to the most likely region. If the decoder can always 
follow the shortest way to aiTive at the correct path within a limit of computation, it is 
ideal for obtaining the most cost-effective performance. In the next chapter, some 
techniques for complexity reduction will introduced.
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CHAPTER 5
COMPLEXITY REDUCTION USING 
PERMUTATION DECODING
5.1 INTRODUCTION
In the previous chapter there was discussion of bit-level soft-decision sequential 
decoding using a modified Fano algorithm (MFA) for RS codes. This approach has 
many advantages over previous methods from the point of view of decoding 
performance and complexity. However, the decoding complexity is still a critical 
restriction for the application to long RS codes. In this chapter, we present some 
methods to reduce the decoding complexity without loss of eiTor coiTecting 
probability.
Firstly, some experiments are caiiied out to estimate the complexity of a sequence for 
sequential decoding. In these experiments, computational variations are obtained 
according to several enor patterns and then we suggest a guide fo r convenient 
sequence selection which is useful for design of low complexity sequential decoding.
Next we introduce the concept of permutation decoding for reducing the decoding 
complexity. The basic idea of this approach is to maintain a single trellis structure for 
the code and to implement the convenient sequence-first search using permutation 
groups of RS codes. For this, we use a criterion which represents the information 
block confidence in a sequence. As a permutation technique, cyclic pennutation is 
presented using the cyclic property of RS codes on a symbol basis. Then two kinds of 
cyclic permutation decoding schemes are described. Tlirough simulation, their 
performance is demonstrated in terms of decoding error rate and complexity compared 
with non permutation decoding.
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5.2 COMPLEXITY ESTIMATION OF SEQUENTIAL DECODING
In spite of a random property in the decoding complexity of sequential decoding, it is 
well known that the complexity characteristic depends on the number of eiTors and the 
eiTor location[l 1][38],
In this section, the characteristic of sequential decoding is examined by experiments to 
see the complexity variation according to three factors; error location, burst length, 
and confidence o f error bit. For these experiments, the enor patterns associated with 
the three factors are generated and then the computations required to decode correctly 
are measured.
5.2.1 Computational Variation according to Error Location
Computation vaiiation according to enor location is examined. For {n, E) RS codes 
over G F(2"'), m-n  sequences with a single enor at different bit positions, aie given, 
and then computations required for conect decoding aie calculated in each case. Thus 
21, 60 and 155 sequences aie used for (7,3), (15,9), and (31,27) RS codes respectively.
10'
(7,3) RS codes 
(15,9) RS codes 
(31,27) RS codes10®
10
1 11 21 31 41 51 61 71 81 91 101 111 121 131 141 161
Location of a single error bit
Figure 5. 1 Computational Variation according to Enor Location 
Figure 5.1 shows the simulation results. The horizontal axis indicates the location of 
the single enor bit and the vertical axis is the number of computations required to
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decode the single eixor bit coixectly. In the figure, it is seen that the number of 
computations rapidly decreases as the eixor bit is located in a later position of the 
information block, while the number of computations associated with enors in 
the m '{n  -  k) paiity check block is relatively less dependent on position. In addition, 
the computational difference among m bits constituting a symbol is relatively trivial.
5.2.2 Computational Variation according to Spread Width of Error Bits
We examine another computational variation according to the spread width of eixor 
bits in a code word. For this experiment, we generate the following five types of eixor 
patterns for (15,9) RS codes;
• Type 1 is an eixor pattern which has three consecutive eixor bits.
• Type 2 is an eixor pattern having three consecutive single bit symbol enors with the 
same bit wrong in each case.
We assume that a symbol error has a single error bit in the following cases too.
• Type 3 is an eixor pattern which has three symbol eixors with one symbol interval.
• Type 4 is an eixor pattern which has three symbol eixors with two symbol interval.
• Type 5 is an eixor pattern which has three symbol eixors with three symbol interval.
Type 1 #  #  #  O O OO . . . . . . . . . . . . . .
Type2 @ @ @ 0 0 0 0 0 0 0 0 0 0 0 0
T y p e s e o # o e o o o o o o o o o o
Type4 # 0 0 # 0 0 # 0 0 0 0 0 0 0 0  
Types @ 0 0 0 # 0 0 0 # 0 0 0 0 0 0
#  S y m b o l Error  
Ç ) C o rrec t S y m b o l
@ Bit Error 
O  C o rrec t Bit
Figure 5. 2 Eixor Spread Width for (15,9) RS codes
Figure 5.2 illustrates the received sequence made by five types of enor patterns. In the 
figure, a small shadow circle indicates an error bit while a large shadow circle is an 
eixor symbol.
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C om putation Variation by S p read  Error
(15,9) RS codes10
—  Error pattern 1
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First error bit location = i
Figure 5. 3 Computation by Spread Width of Enor Bits
Figure 5.3 is the simulation result according to different spread width. In the figure, 
the horizontal axis indicates the location of the first error bit of a sequence which has 
one of the five enor patterns and the vertical axis is the number of computations 
required to decode correctly.
The result shows that the decoder requires the least computations for enor pattern type 
5 containing error symbols spread the most widely, while enor pattern type 1 with 
three consecutive bits needs the largest number of computations. Moreover it is seen 
that as enors occur at a later part of the sequence, the number of computations 
decreases radically. Therefore we can expect that if there is a long burst error in the 
early part of a received sequence, the decoder will suffer from a large number of 
computations.
5.2.3 Computational Variation according to Confidence of Error Bit
In definition 3.8, we introduced the concept of bit confidence conesponding to its soft 
decision level. In this section, the computational variation according to the different 
confidence levels is obtained. The error pattern is set up in similar way to the 
experiment in 5.2.1, but each error bit has different confidence: 0,3, 6, and 7 with
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respect to 16-level soft-decision values. The horizontal axis indicates the location of a 
single error bit and vertical axis is the number of computations.
In Figure 5.4, it is shown that when an eixor bit has a high confidence value, the
computations required increase. This can be explained by the fact that the error bit
with high confidence makes the decoder move further along a wrong path because of
relatively large bit metric and thus more computations aie needed to return to the
correct path by back tracking operations.
C om putation  Variation by Error Bit C o n fid en ce
(15,9) RS codes
0— 0  Wrong confidence level = 0 
—♦ Wrong confidence level = 3 
A— A Wrong confidence level = 6 
* -  - •* Wrong confidence level = 7
i  10'
T3
m 10'
Error bit location = I
Figure 5. 4 Complexity Variation by Different Confidence of a Eixor Bit 
5,2.4 Discussion
In the experiments, we have seen that enor location, error spread width, and 
confidence of eixor bit influence the complexity of the sequential decoding. However, 
the eixor pattern used in the experiments may not reflect all phenomena obtained from 
noixnal channel behavior due to a number of noise sources.
In spite of such difficulty, with the result obtained from the three experiments, it is 
possible to derive a useful guide so that the decoder can estimate before decoding the 
complexity of the received sequence including a certain eixor pattern. This is called 
the Guide to Convenient Sequential Decoding (GCSD) as follows.
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(i) The location of eixor bit is the most critical factor in complexity of the 
sequential decoder. The computation variation by different locations of an 
error bit within a symbol, is relatively trivial compared with that of different 
symbol locations.
(ii) As the number of errors in the information block increases, the required 
computations increase.
(iii) As the spread width of eixors in a code word is close (dense), the decoder 
requires more computations than in the case of sparse errors.
When the demodulator provides soft-decision information as an input to the decoder, 
the confidences of the received bits can be statistically estimated as we have verified 
in chapter 3.7. Thus the complexity of a sequence for sequential decoding can also be 
estimated in the case of GCSD. In a sequential decoding operation, if the decoder can 
avoid an undesirable eixor pattern as GCSD indicates, it will perform a low 
complexity decoding. In the next section, we explain some methods to achieve this.
5.3 PERMUTATION DECODING
An effective strategy for low complexity sequential decoding is for the decoder to face 
the most convenient sequence following GCSD {Guide to Convenient Sequential 
Decoding) as discussed in the previous section. Thus if a received sequence can be 
changed into a certain equivalent one which has a less complex error pattern, the 
decoder would search for the coixect path with lower computation.
At this point, a permutation group of RS codes can be a good solution for providing 
many equivalent code words so that the decoder can choose the most convenient one 
among the group. Each element of this group must keep the same property of weight 
distiibution and minimum distance. When a received sequence contains some eixor, a 
permutation of the sequence may give the desirable effect that the location of error 
bits is also changed. An eixor pattern in a received sequence is changed with the 
peixnutations so that each permuted sequence has a different decoding complexity.
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Thus the decoder can perforai a convenient sequence-first sequential decoding by 
choosing the most convenient one among the group under the consideration of GCSD.
In this thesis, we will introduce three types of pennutation techniques; Cyclic 
permutation, Squaring-permiitation, and Hybrid-permutation. In the rest of this 
chapter, cyclic permutation of RS codes is discussed to implement low complexity 
sequential decoding.
5.3.1 Cyclic Permutation of Reed-Solomon Codes
We consider (n, k) Reed-Solomon codes over GF(2"'). Let a RS code word denote 
c(%) as
c{x) = 'y^a ,-x ‘ fo ra , sG F (2 " ). (5.1)
(=0
The n cyclic permutation group G^(c(x)) is defined as
G^(c(x)) = % a,. • x'^^ mod(%" - 1) (5. 2)
V  1 = 0  J
where p E(0,l,2, - , n - l ) .  The cyclic permutation 7t^(P) for any Pcan be 
represented by
;=o
By cyclic permutation of an (n, k) RS code over GF(2"'), we can get n different 
sequences which are also a code word. If this cyclic permutation is carried out on a 
received sequence, eiTor locations and confidences of the sequence aie preserved 
relative to the cyclically shifted code word. Thus any sequence among the 
peraiutations can be simply applied to some trellis using the modified Fano sequential 
decoder which has been described in chapter 4.
Example; Consider a (7,3) RS code word over GF(2'") represented by 
c(x) = + + a V
The cyclic permutation group is obtained as
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n ^ { 6 ) 'c { x ) -a + a ^ x  + ocV  + a V  + a V  + 0,
71^ (5) • c{x) = 0 + QLx + a  y  + + a  V  + a  V  + a  V ,
71 (1) • c(%) = 1 + a^\' + a^x'^ + + 0 + ax^ + a  V .
If each of these sequences is assigned a priority under the consideration of GCSD 
before the decoding, the decoder can start to decode in order of convenient sequence 
for which the error pattern is likely to give low complexity. This decoding method is 
called cyclic permutation sequential decoding(CPSD). In this method, since cyclic 
permutation of Reed-Solomon codes is cai'ried out symbol-by-symbol, although the 
decoder uses the bit level confidence during decoding operation, the confidence of 
each symbol must be considered according to definition 3.9.
By the definition 3.10, when n cyclic peimuted sequences are obtained from a 
received sequence S, f  denotes Information Block Confidence (IBC) for a cyclic 
permuted sequence %^{ï) • S such that
k - \
4 = for i = (5.4);=o
Since the sequence with the largest IBC will statistically contain the most reliable 
information block, it can be estimated as the most convenient one, which is likely to 
contain the smallest number of eixors in the infoixnation block. If n candidate 
sequences can be assigned their priorities in order of the values of IBC, the sequential 
decoder can effectively search for the coixect path on a convenient sequence-first 
search principle. However, we can employ a different estimate of complexity, such as 
a smaller section of the infoixnation block if necessaiy. This point will be discussed 
later.
5.3.2 Cyclic Permutation Sequential Decoding(CPSD)
The sequential decoder using cyclic peimutation is presented in this section. As a 
decoding algorithm, the Modified Fano algorithm in chapter 4 is employed and IBC is 
used as the criterion to choose the most convenient sequence among the cyclic 
permutation group before decoding.
Chapter 5. Complexity Reduction using Pennutation Decoding
5.3 Permutation Decoding 91
First of all, each permuted sequence is assigned its priority in order of IBC of the 
sequence. Since the number of errors of information block is the most important factor 
which influences the decoding complexity, it is predicted that a sequence with high 
IBC has statistically low error occurrence in information block. Figure 5.5 shows the 
process to select the most reliable information sequence at the received sequence. 
Once the priorities have been decided, the decoder can start to decode from the 
sequence with highest priority.
Cfl C| C , C j C 4 c,  Cf, •••
Seq. /„ "4---------------------
Seq. /,  -4-----------
Seq. / j  .4-
Seq. / . - 3-  
Seq. / , . j -  
Seq.
Figure 5. 5 Sequence Sorting in Cyclic Permutation
The cyclic decoder can be classified according to the number of sequences tried by the 
decoder. One possibility is that the decoder uses a single sequence with the largest 
IBC. It is called as Single Cyclic Permutation Sequential Decoder {SCPSD). The other 
is that the decoder uses several sequences in order of priority instead of a single 
sequence as in SCPSD. This decoding method is referred as Multi-sequence Cyclic 
Pennutation Sequential Decoding (MCPSD).
With severe noise, a specially complex error pattern cannot be managed by a single 
sequence, since the choice of one single sequence by IBC may not be the best one 
because of different confidences of error bits. In this case, the decoder may waste 
decoding time along a repeated path without finding any valid path. Thus the use of a 
single sequence may not be enough and further sequences with lower priorities can be 
helpful to search for the correct path.
Figure 5.6 shows that for a special error pattern, the use of multi-sequences can be 
more helpful than a single sequence. If confidences Q  and Q  are lower than Qg ,
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the sequence 5, is the best sequence with the largest IBC, although actually the 
sequence ^jis more convenient in the decoding operation since the combination of 
error location is better than the sequence 5 j .
sequence
Priority 1 Sequence S,
3^
c. C.0 C.3
Priority 2 
Sequence 5, Q c. Co
I I Information symbol
received correctly 
Information symbol 
received incorrectly
□  Parity ctieck symbol received correctly\^ //\  Parity cfieck symbol 
t  / /  I received incorrectly
Figure 5. 6 Multi-sequences Use
In the MCPSD scheme, there are two more decoding parameters, Y and where Y 
is the number of sequences tried and is the computational limit per sequence. Since 
MCPSD has at least the same computational limit L as that of SCPSD, and Y are 
chosen with the relationship as
L > L ^ Y  (5.5)
where L is overall computational limit. The number of sequences to be tried can be 
empirically determined according to a given code. This will be shown later.
Figure 5.7 shows the cyclic permutation decoding procedure for SCPSD and MCPD. 
Firstly the overall computational limit, L, and the number of trial sequences, Y, are 
decided. If a single sequence is chosen, Y = \ and the decoder is SCPSD, otherwise 
MCPSD is performed. Once the candidate with the largest IBC in the cyclic 
permutation group has been chosen, the sequence is decoded by the modified Fano 
algorithm(MFA) which has been introduced in chapter 3. The MFA provides two 
types of decoding result. If a valid path satisfying a given decision rule has been 
found, the decoder successfully releases the path as a correct decoded one. On the 
other hand if the decoder reaches a given computational limit without finding a valid 
path, the best sequence is released by path update function. Moreover when the 
decoding is stopped by the computational limit, MCPSD tries another candidate with
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next priority within a given maximum number of trials, Y. At the worst case when no 
valid path has been found even at the maximum number of trials, the decoder releases 
the best path with the largest path metric amongst paths which have been obtained at 
each trial. Once the searching procedure for a received sequence ends, by restoring 
the order of the released decoded code word, a final decoded word is obtained.
Start
Yes Yes
y<FSuccessful decoding ?
NoYes
R elease the best path
D ecide L  and Y
Restore seq uence order
= -y and y = 1
Store the seq uence shift 
num ber
Select a perm uted  
sequence
Arrange n perm uted  
seq uences in order o f  !B C
S  =
M odified  Fano sequential 
decoder
Figure 5. 7 Cyclic Permutation Sequential Decoding
5.3.3 Simulation Result in Cyclic Permutation Sequential Decoding (CPSD) 
Simulation is carried out using BPSK modulation with 8-level quantisation scheme 
over a Gaussian channel. Complexity is measured by average computations per bit.
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C , and error coiTecting performance is calculated by bit error rate(B&R) with respect 
to Eb/No.
5.3.3.1 Error Location Distribution by Cyclic Permutation
In order to see the effect of cyclic permutation, we have an experiment for (7,5) and
(15,9) RS codes. For the experiment, the best sequence with the largest IBC amongst 
cyclic permutation group for a received is chosen and the bit error rate is measured 
for each bit position. Simulation is earned out at Eb/No=4.0 dB using 8-level 
quantisation scheme.
Figure 5.8 and 5.9 show that the bit eiTor rate in choosing the sequence with the best 
IBC, is lowered by cyclic permutation while for non permutation it is constant. This 
means that the errors in the information block can be moved to the parity check block 
by choosing the sequence with the lai'gest IBC amongst the cyclic permutation group. 
This eiTor relocation will provide a more convenient sequence for sequential decoding 
according to GCSD. Moreover we can see that the use of IBC is effective to reduce 
the error occunence in the first pai't of the sequence, which is undesirable for efficient 
sequential searching.
This eiTor relocation by cyclic permutation will be useful to reduce complexity for a 
decoding scheme which eiTor location is critical factor in decoding complexity. 
Moreover there is possibility for improving eiTor correcting performance by avoiding 
a worst case in which a decoding algorithm cannot manage effectively. Therefore 
when a permutation group is provided, it is an important task to find a criterion for the 
convenient sequence with respect to a decoding algorithm.
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Enor Relocation by Cyclic Permutation for (7,5) RS codes 
a t 4 .0  dB with Q =8
10 '
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m  10
1 0 ' 7 10 13
Bit P osition
16 19
Figure 5. 8 EiTor Location Distribution by Cyclic Permutation
Error Relocation by Cyclic Permutation for (15,9) RS codes 
at 4.0  dB with Q=8
Non perm. 
Cyclic perm.
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Figure 5. 9 EiTor Location Distribution by Cyclic Permutation
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S.3.3.2 Convenient Sequence Estimation by IBC
We examine if IBC is a proper criterion to decide the most convenient sequence 
among possible candidates of a pennutation group. However, there may be other 
choices for deciding convenient sequence instead of IBC. For this, we take different 
confidence measurements conesponding to one symbol, half of the information block 
size (1/2 IBC), and the whole of the infoimation block (IBC), to decide the most 
convenient sequence.
Table 5.1 and Table 5.2 shows the simulation results for (15,9), (15,11) and (15,13) 
RS codes at Eb/No=4.0 and 5.0 dB. In the results, we can see that the best value of 
BERs are obtained from using IBC for (15,9) and (15,11) RS codes while for (15,13) 
RS codes, the values of BER are almost same with the different confidence 
measurement blocks. On the other hand, in the aspect of the complexity which is 
measured by C ( average computations per infoimation bit), the use of IBC provides 
the lowest complexity and its amount achieved is relatively efficient for RS codes 
with low rate. Consequently it is verified that since the number of enors within 
information block is the most important factor, IBC is a good criterion for estimating 
convenient sequence and it is more effective in the application to RS codes with low 
code rate. Furthermore this criterion can be used in predicting the decoding 
complexity among possible candidates in not only cyclic permutation group but also 
other permutation group.
Table 5. 1 Simulation Result for different confidence block size at Eb/No=4.0 dB
RS one symbol 1/2 IBC IBC
Code BER C BER C BER C
(15,9) 0.0007 795.6 0.0049 755.5 0.0004 753.6
(15,11) 0.0013 152.0 0.0010 143.3 0.00095 142.3
(15,13) 0.0038 66^ 0.0037 64.9 0.0036 64.9
Table 5. 2 Simulation Result for different confidence block size at Eb/No=5.0 dB
RS one symbol 1/2 IBC IBC
Code BER C BER C BER C
(15,9) 0.000038 170.8 0.000026 163.1 0.000014 160.9
(15,11) 0.00016 38.01 0.00015 313 0.000057 33.4
(15,13) 0.00082 20.2 0.00084 20.6 0.00081 20.5
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5.3.3.3 Performance Analysis in SCPSD
The peifoiinance of single cyclic pennutation sequential decoder{SCPSD) is 
compared with the decoder which does not employ a permutation technique, namely 
called non permutation sequential decoding(NPSD). The comparison is earned out 
from the view point of decoding error probability and complexity. Simulation is 
earned out for (7,3), (15,9) and (31,27) RS codes. The decoding paiameters which 
have been used are shown in Table 5.3. These parameters have been empirically 
chosen to minimise the two types of eiTor events, namely wrong path search and 
decoding over flow, (in section 4.5.3) within limits of computational cost.
Table 5. 3 Decoding Parameters for SCPSD
(7,3) RS codes (15,9) RS codes (31,27) RS codes
AT 4.0 2.0 3.0
L 2' 218 221
B 0.0 7.0 6.0
In Figure 5.10 and Figure 5.11, the simulation results for (7,3), (15,9), and (31,27) RS 
codes are shown with the comparison between SCPSD (single cyclic pennutation 
sequential decoding) and NPSD (non-permutation sequential decoding). SCPSD with 
the decoding parameters as shown in Table 5.1 was used in the simulation.
In Figure 5.10, we see that SCPSD produces almost same performance as NPSD for
(7,3) RS codes while it gives an improvement of about 0.4 dB at a BER of 10“^  for
(15.9) and (31,27) RS codes. Moreover the performance gap widens at lower BER's. 
These results can be explained by the fact that the computational limit L  used is 
sufficient for (7,3) RS codes, while it is not sufficient for (15,9) and (31,27) RS codes 
because of a large number of trellis states. There are respectively 2^ ^^  and 2^ trellis 
states for the (15,9) RS code and (31,27) RS code compared with 2  ^trellis states for 
the (7,3) RS code.
Figure 5.11 is the compaiison of complexity between NPSD and SCPSD for (7,3),
(15.9), and (31,27) RS codes. It is shown that the complexity of SCPSD is slightly 
lower, and the complexity gap increases at higher Eb/No for longer codes. This 
explains the fact that cyclic permutation contributes to providing a more likely 
sequence and improving the decoding performance when the computational limit is
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the same as for NPSD for those longer codes. Note that for (7,3) RS codes, there is no 
advantage in SCPSD, since the computational limit used was already enough and this
code does not have a severe problem of decoding complexity.
Decoding Error Probability Comparison between SCPSD and NPSD 
u sin g  8 - le v e l Q u an tisa tion
BER
Uncoded -e NPSD for (7,3) RS codes O— O SCPSD for (7.3) RS codes «  NPSD for (15,9) RS codes □— □ SCPSD for (15,9) RS codes A— A NPSD for (31,27) RS codes A— A SCPSD for (31.27) RS codes
6.0 7.0
E b/N o(dB )
Figure 5. 10 Decoding Performance Comparison between SCPSD and NPSD
Complexity Comparison between SCPSD and NPSD
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Figure 5. 11 Complexity Comparison between SCPSD and NPSD
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5.3 J ,4  Performance Analysis in MCPSD
In a similar way to the previous simulation of SCPSD, the performance of multi-cyclic 
permutation decoder (MCPSD ) is shown Figure 5.12 and Figure 5.13.
5.3.3.4.1 Optimised Sequence Number for MCPSD
In the MCPSD, the choice of maximum-trial-sequence value Y  is important to achieve 
the most efficient decoding perfoi*mance. In order to decide the optimised Y for some 
RS codes, at a fixed overall computational limit L, the decoding performance and 
complexity were examined according to different values of K . At each sequence, the 
computational limit is determined by as in equation (5.5).
Table 5.4 contains the results for (7,3) RS codes obtained at Eb/No=3.0 and 4.0 dB. In 
these results, the use of the two best sequences is the most efficient, since it gives 
significant complexity reduction almost without decoding eixor probability 
degradation. Similarly Table 5.5 and Table 5.6 show that the optimal values of Y are 8 
and 16 for (15,9) and (31,27) RS codes.
The results of Table 5.4, Table 5.5 and Table 5.6 show that the use of several 
sequences with small computational limit Z^is the most effective for long RS codes. It 
appears from the experiment that attacldng several sequences is more effective in 
reducing computations rather than of one single sequence with a large computation 
limit. Thus the decision parameter Y must be chosen from the view point both of 
decoding eixor rate and complexity.
Table 5. 4 Decoding Results for (7,3) RS codes according to different Y
AT = 4.0, 5=0,0 Eb/No=3.0 dB Eb/No=4.0 dB
Y h C Pe C
1 2' 0.0085 13.4 0.0025 7.38
2* 2" 0.0081 12.71 0.0025 7.16
4 I ’ 0.0092 12.55 0.0035 7.31
* indicates the optimised Y.
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Table 5. 5 Decoding Results for (15,9) RS codes according to different Y
AT = 3.0, 5=7.0 Eb/No=3.0 dB Eb/No=4.0 dB
Y 4 4 C 4 c
1 2" 0.0039 2173 0.00032 750
2 2" 0.0040 812 0.00053 215
4 216 0.0039 1028 0.00034 284.01
8*s 215 0.0029 1299 0.00028 372.8
* indicates the optimised Y.
Table 5. 6 Decoding Results for (31,27) RS codes according to different Y
AT = 5.0,5=6.0 Eb/No:=5.0 dB
Y 4 4 C
1 2 '^ 0.00074 1149.7
2 220 0.0004 518.7
4 0.00025 574.5
8 218 0.00014 680.8
16* 2^' 0.00009 795.0
indicates the optimised Y.
5.3.3.4.2 Simulation Results in MCPSD
In Figure 5.12 and Figure 5.13, the simulation results for (7,3), (15,9), and (31,27) RS 
codes are shown with the comparison between MCPSD and SCPSD. Figure 5.12 
shows that MCPSD shows slightly better gain with (7,3) and (15,9) RS codes than 
SCPSD, while about 0.7 dB extra gain is achieved at a BER of 10“^  with (31,27) RS 
codes. On the other hand, in the complexity comparison, MCPSD produced much 
lower complexity compared with SCPSD for (15,9) and (31,27) RS codes, while the 
complexity is almost same as SCPSD for (7,3) RS codes. In particulai*, since MCPSD 
has provided 0.7 dB gain in Figure 5.12, the complexity reduction obtained is even 
more significant.
With these results, it is verified that the use of several sequences, instead of one single 
sequence as in SCPSD, contributes to considerable complexity reduction without 
decoding performance loss. When a laige number of computations are required for the 
decoding of long RS codes with large field, a single sequence chosen as the most 
convenient sequence can still require an enormous amount of computation in a 
severely noisy channel. In such a case, MCPSD performs a more efficient search and
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the coiTCct path can be found either by the path update function or by a successful
search with respect to several sequences chosen with different error locations.
Decoding Error Probability Compaiison between MCPSD and SCPSD 
using 8-level Quantisation
10 '
UncodedSCPSD for (7,3) RS codes O— O MCPSD (Y=2) for (7,3) RS codes SCPSD for (15,9) RS codes□ o MCPSD (Y=8) for (15,9) RS codesSCPSD for (31,27) RS codes A— A MCPSD (Y=16) for (31.27) RS codes
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5.0 6.0 7.0
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Figure 5,12 shows the comparison of the decoding performances between MCPSD 
and SCPSD.
10“
Complexity Comparison between MCPSD and SCPSD 
using 8-level quantisation
SCPSD for (7,3) RS codes O— 0 MCPSD (Y=2) for (7,3) RS codes SCPSD for (15,9) RS codes □— O MCPSD (Y=8) for (15,9) RS codes SCPSD for (31,27) RS codes A— A MCPSD (Y=16) for (31,27) RS codes
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Figure 5.13 shows the comparison of the decoding complexities between MCPSD and 
SCPSD.
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5.3.4 Discussion
The cyclic permutation sequential decoding method provides an improvement of 
decoding perfonnance without additional complexity comparing with NPSD. When a 
received sequence has a bad error combination in the early part of the sequence, 
SCPSD can easily reduce the computation by cyclic shifts. However, this method is 
more useful in the application to RS codes with low code rate so as to maximise the 
effect of the cyclic permutation. For codes with a high code rate, cyclic peimutation 
does not influence the number of eiTors of the information block due to its relatively 
large size. In such a situation, MCPSD is more useful to overcome the shortcomings 
of SCPSD, providing better decoding performance and low complexity.
In MCPSD, when an overall computation limit L  is given, the number of trial 
sequences is an important parameter for achieving the most efficient performance. In 
the simulation results for (7,3), (15,9) and (31,27) RS codes, the best performance has 
been produced by choosing the number of around half the value of the code length. In 
practical applications, the values will depend on the overall computational limit L 
provided by a system. If the value of ( computational limit per sequence) is too 
small due to the choice of a laige F, the decoder may not perform sufficient 
computations. Thus the values of Y  and should be chosen appropriately according 
to a given level both of decoding performance and of complexity. Although MCPSD 
has an additional sorting process to assign the priorities of the cyclic permuted 
sequences in order of IBC, it is relatively trivial in the consideration of the achieved 
gains in terms of decoding performance and complexity.
As a conclusion, cyclic permutation is especially efficient for tackling certain 
complicated enor patterns with a single long burst enor in the information block at 
low code rate, since some enor bits can be moved to the later part of the sequence. 
However, if there is an error pattern which is spread evenly through the sequence, 
cyclic permutation will be less effective, since the sequence given by a cyclic shift 
may have a similai* enor pattern to the original one. A better approach to this Irind of 
enor pattern will be described in the next chapter, resulting in further improvements 
of the sequential decoder.
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CHAPTER 6
SQUARING AND HYBRID PERMUTATION
DECODING
6.1. INTRODUCTION
We have discussed a low complexity decoding approach, for RS codes, using cyclic 
permutation in chapter 5. In this chapter, we introduce further permutation decoding 
methods and analyse their performance.
In section 6.2, another peimutation technique for RS codes will be introduced, called 
squaring pennutation. This permutation gives a different set of sequences compaied 
with the cyclic permutation described in chapter 5. Moreover in order to preserve bit- 
level confidences, we employ a nonnal basis for symbol representation instead of the 
polynomial basis. Then we present squaring permutation decoding {SQPSD). By 
simulation, the decoding performance and complexity are demonstrated in the 
comparison with non-permutation decoding.
Section 6.3 is devoted to a description of a hybrid permutation technique, which is the 
combination of cyclic and squaring permutation. This technique provides a lai'ger 
permutation group than either of the cyclic or squaiing permutation individually, 
increasing the number of candidates which can be provided for low complexity 
decoding schemes. A decoding scheme is presented, called hybrid permutation 
sequential decoding (HPSD). Using simulation results, we analyse the performance of 
HPSD in terms of decoding performance and decoding complexity.
Finally, in section 6.4, there is the performance evaluation for the cyclic , squaring, 
and hybrid pennutation decoding methods which have been presented in this thesis. 
The most cost-effective decoding method is chosen and its performance is evaluated 
compaied with ML perfonnance, as estimated by an analysis of eiror events.
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6.2. SQUARING PERMUTATION SEQUENTIAL DECODING 
FOR RS CODES
Squaring permutation is a technique using the property of an idempotent (Definition 
2.27) for RS codes. In this peimutation, although the squaring of a code word 
polynomial changes the position of symbols constituting the code word, the squaied 
result is also a code word.
Let a code word of {n, k) RS codes over GF{2"') be expressed in polynomial foim as
c(%) = 2 ) c, ■ for c, 6 GF(2" ). (6.1)
1=0
Using the automoiphism defined in Definition 2.19, the squaring form of (6.1) is 
obtained as
(cq + )^ = (cq^  + c^x^+• • . (6.2)
Thus an idempotent c(x)^of c(x) can be represented by
(6.3)
i = 0
In the same way as (6.3), we can get further idempotents c{xŸ~ ,c{xŸ  ,•••• Since RS 
codes have m conjugates over G F(2'"), which means that the automoiphism group of 
GF(2'") is the cyclic group of order m (Theorem 2.6), the number of idempotents
obtained becomes m. That is, an idempotent of c(xŸ  becomes c(x). With the previous 
result, this consecutive squaring produces a peimutation group with (m-1) peimuted 
code words from c(x). This permutation group is called the squaring permutation 
group written by
G, = • (6. 4)
1=0
For Qi, k) RS codes over G F (T ') , the squaiing permutation7i^. from a code word c(x) 
is represented by
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n,(P) / c(x) = X c,x'l = (g 5)V 1=0 /  1=0
where P = 1,2, -,771-1.
We consider a code word of (7,3) RS codes over GF(2^) in polynomial form as 
c(x) -C q+ CjX + + CgX^ + CgX^  ,
where c. G GF{T') . According to (6.5), the 7?i-squaring of c(x) is obtained by
71, (1) • c(x) = Cq +cl X + cfx^ + Cg x  ^+ cf x'^  +cl X^  + Cj x^
71, (2) • c(x) = Cq “ + C2’ X + c f  x  ^+ c f  x  ^+ c f  x"^  + c f  X^  + C5 ' x  ^
71, (3) • c(x) = c (x ).
When the polynomial expression of (6.1) is represented by a vector space 
c=  (Co,Cp--,c„_(), Table 6.1 shows the permutation of the symbol position by the 
squaring peimutation.
Table 6. 1 Symbol Position Change by Squaring Permutation
m P symbol at c = (Cq , C,., • - ,  c„_i )
3 0,3
1 1 1 ■ ‘ 1 1 - 1
0 1 1 | 2 | 3 14 | 5 |6
1
2
0 | 4 11 15 12 16 13 
r  r  r  r  r  r  
0 12 14 16 ' I  . 13 ; ]5 .
4 0,4
1
2
3
1 1 1 1 1 1 1 1 1 ; • 1 1 1 1 - 1 0 1 1 12 1 3 14 15 16 1? 18 1:9- 1 10 1 11 1 1 1:3 1 14 
I I 1 1 1 , 1  I I 1 1  1 1 2 1 1
0 1 8 1 1 ; 9 1 2 1 10 1 3  ^ 11 1 4 1 12 1 5 j A | 6 | 14 j 7— — — j— ■' "j.. ■ 1 — " ' j ' » —^ ' 1 ‘ ' j ■“ "" 1 " 1 "■ — — j— — - "j — — j — j — 1 '
0 j 4 1 8 j 12 I 1 j 5 1 9 ] 13 1 2 | 6 | 10 | 14 | 3 | 7 | 11 
0 j 2 1 4 1 6 1 8 ‘ 10 1 12 1 14 1 1 ] 3 | 5 | 7^  | 9 | 11 [ 13
We have previously verified by an experiment as shown in section 5.2.2 that 
consecutive error bits in the infoimation block need more computations to be decoded 
conectly than sepaiated enor bits. In the case of a burst of consecutive enor bits in the 
information block, we have observed that cyclic peimutation is helpful to deal with 
those enor bits by moving the enor burst to a later position. However, when a certain 
enor pattern consists of widely distributed enors, cyclic peimutation cannot be
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suitable since any cyclic shift produces a similai* error pattern. At this point, the 
squaiing permutation gives a solution for such a shortcoming of the cyclic 
permutation. Squaring permutation can be very effective to break such consecutive 
eiTor bits or reorder the widely distributed eiTors so as to give a possibility that less 
complex error pattern can be produced.
A low complexity decoding approach[34] using squaring permutation decoding has 
previously been described based on algebraic decoding method. However, we need 
further consideration to employ this permutation for the application of our modified 
Fano algorithm(MFA) which is oriented on a bit-level trellis structure. We discuss 
details in section 6.2.1 and 6.2.2.
Normal bases for RS codes can be obtained by a method suggested by Perlis( in 
equation (2.6) of Definition 2.14). Table 6.2 is the comparison between polynomial 
and normal basis.
Table 6. 2 Basis Representation for RS codes
Field CF(2^) GF{2^) G F t f )
Polynomial basis a^a^a‘a°
Normal basis
On the normal basis, the representation for each element of GF(2"') is shown in 
Appendix B. By using the representations on normal basis, generator matrix and parity 
check matrix are constructed in the same way as the procedure explained in section 
2.3.3.S. Table 6.3 and Table 6.4 show the symbol and binary weight distribution on 
normal basis for (7,3) and (7,5) RS codes. These distributions are the same as those 
obtained on polynomial basis as shown in Appendix C.
Table 6. 3 Symbol Weight Distribution on Noimal Basis for (7,3) and (7,5) RS codes
Symbol Weight (7,3) RS codes (7,5) RS codes
3 0 245
4 0 1225
5 147 5586
6 147 12838
7 217 12873
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Table 6. 4 Binary Weight Distribution on Nonnal Basis for (7,3) and (7,5) RS codes
Binary Weight (7,3) RS codes (7,5) RS codes
3 0 28
4 0 84
5 0 273
6 21 924
7 45 1956
8 21 2982
9 42 4340
10 126 5796
11 126 5796
12 42 4340
13 21 2982
14 45 1956
15 21 924
16 0 273
17 0 84
18 0 28
19 0 0
20 0 0
21 1 1
6.2.1 SQUARING PERMUTATION ON POLYNOMIAL BASIS
We examine the change of the bit contents within each symbol represented by the 
polynomial basis as a result of squaring permutation.
Let the i-th coefficient q of equation (6.1) be an element over GF(2^) generated by 
primitive polynomial p(x) = l + x + x^. The coefficient q can be represented on 
polynomial basis y for y g GF{2^) such as
C; =«0 T a j  fa^y
.2 .4
(6 . 6)
where a. g  GF{2) . Them the coefficients c, , c, , and Cj , produced by squaiing 
permutation, can be written as
cf =aQ+a^y + (a , +a^)y
c, =«0 +(<2i +^ 2^)Y +«iY 
c] = + a{y + a^Y ” •
(6. 7) 
(6 . 8) 
(6. 9)
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In equations (6.7) and (6.8), we can see that squaring of a symbol results in a change 
of bit position or a bit addition within the original symbol. In the same way, we can 
get a squared symbol representation on the polynomial basis for any {n, k) RS codes. 
If a decoding scheme is based on symbol confidence, the symbol confidence before 
squaring can be used for the squaied symbol. However, in a decoding method 
employing bit confidence it is another matter, since a certain bit within a symbol is 
dependent on other bits. We now discuss this as follows.
Let the c,. = (a^,0 ^,0 2 ) in equation (6.6) have the confidences (y^o»Â, » ) - The third
bit in (6.7) and the second bit in (6.8) have a confidence derived jointly from adjacent 
bits. However, this is not desirable to obtain a bit metric for sequential decoding using 
bit-level confidence, since the confidence influenced by previous or later bits will give 
less reliable information in tracing the coiTcct path than an independent one. Moreover 
the extent to which bits are affected becomes more serious in laige Galois field.
Consequently, although the symbol squaring on polynomial basis can provide a 
symbol peimutation, it is not suitable for bit-level sequential decoding. In order to 
apply the squaring permutation technique to a bit-level sequential decoder, it is 
required that the bit confidences of the squared symbol are preserved completely.
6.2.2 SQUARING PERMUTATION ON NORMAL BASIS
The problem described in the previous section may be solved by using a nonnal basis 
instead of the polynomial basis. We now discuss squaring peimutation on normal 
basis.
By definition 2.10 and 2.13, a symbol q over GF(2^) can be represented on a normal 
basis such that
c, = +a,p*" for P e  GF(2') (6. 10)
where P = « ’and a. s  G F(2). By automorphism group property in Theorem 2.6, the
squaring of each term becomes
(a„p)' = {a„a^y = o„a‘ = a„P'
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=(aja*^) = = ajP^
) = (a^OG^ y = = a^p .
Therefore the symbols of , c /  , and c^ obtained by squaring pennutation can be
written as
cf = fljP +«oP^
cf = afjfi  ^+ GgP^  + uigP
cf = GgP^  + fljP^ + a^P .
In vector representations, each symbol is also represented as
We can see from equation (6.11) that symbol squaiing on the nonnal basis is a cyclic 
shift of the m bits constituting the symbol. This means that the bit confidences within 
the symbol are preserved by the following.
(j„2 5 J„i > i„o ) ^ ( j g i , y^o, y„2 )  ^ (y^ ,o, y„2, y„i )  ^C/ (y^ 2 » y^i, y^ ,o ) •
This cyclic property on the normal basis can be applied in GF(2'”) . This property 
gives a cleai* solution for the shortcoming by the bit addition caused on polynomial 
basis. Therefore the use of normal basis is suitable to implement bit-level sequential 
decoding using the squaring permutation. In addition, since a symbol squaring on the 
normal basis can be obtained by a cyclic shift, it gives a more simple procedure than 
on the polynomial basis. For the application of trellis sequential decoding, the 
systematic parity matrix based on normal basis can be used instead of polynomial 
basis, and there is no additional cost compaied to the polynomial basis. In a practical 
system, the paiity check matrix for constructing the trellis can be stored in ROM(read- 
only-memory).
6.2.3 SQUARING PERMUTATION SEQUENTIAL DECODER
Squaiing permutation sequential decoding (SQPSD) is now introduced. The squaring 
permutation is earned out on the normal basis so that the bit level soft-decision can be 
applied directly. The MFA (modified Fano algorithm) of chapter 4 is employed. The 
main difference between SQPSD and MCPSD is that the m squaring-permuted
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sequences are used instead of the cyclic permuted sequences in MCPSD. The
decoding procedure in SQPSD is the following.
(i) Obtain m pennuted sequences by the squaring peimutation.
(ii) Assign the decoding priority of the m sequences in order of infoimation block 
confidence(IBC) of each sequence. S&t trial number to 1.
(iii) Choose as the sequence with the highest priority, the one which has the 
largest IBC.
(iv) Decode the chosen sequence by using MFA.
(v) Check decoding result.
• If the decoder has found a valid path satisfying the decision rule described 
in section 4.6.1, release the path as the decoded one and restore the 
permuted sequence.
• Otherwise store the best path which has been recorded so far by the path 
update function as described in section 4.6.1. Go to next step.
(vi) Increase trial number.
• If trial number is less than the number of possible sequences by squaiing 
peimutation, choose the sequence with next priority and then go to step
(iv).
• Otherwise release the best path which has been recorded so far and then 
restore the permuted sequence.
In SQPSD, since the number of possible permutation sequences is m for RS codes 
over GF{2'"), the maximum number of trials, T, becomes m. Thus for a give overall 
computational limit L, computational limit per each sequence, , is
Figure 6.2 is the flow chart of SQPSD.
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Figure 6. 1 Squaring Permutation Sequential Decoder
6.2.4 SIMULATION RESULTS IN SQPSD
The simulation is carried out in the same way as described in section 5.3.3 for CPSD. 
It is shown how squaring permutation contributes to efficiently relocating errors and 
the performance of SQPSD is demonstrated through comparison with NPSD.
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6.2.4.1 Error Location Distribution by Squaring Permutation
The eiTor location distribution by the squaiing permutation is demonstrated for (7,5) 
and (15,9) RS codes in the same way as described in section 5.3.3.1. Simulation 
procedure is the following:
• Generator and Paiity check matrix for normal basis aie obtained.
• Tested code words aie transmitted over a Gaussian channel. The demodulator with 
8-level quantizer gives a received sequence containing soft-decision values to be 
sent to a decoder.
• Squaring permutation generates m automorphisms of the received sequence and the 
sequence with the largest IBC is chosen. The error location is measured in the 
chosen sequence.
Figure 6.2 and Figure 6.3 show that the squaring permutation in conjunction with 
maximum IBC relocated the errors which were evenly distributed without 
permutation. The number of errors within the information block has been reduced by 
this permutation but its scale is relatively small compared with that by cyclic 
permutation. This inferiority of squaring peimutation can be explained by the fact that 
it has relatively small peimutation group compared with the cyclic one. Despite such 
an inferiority, squaring permutation has a significance for the permutation decoding 
scheme because it can produce a different type of symbol permutation compared with 
cyclic permutation. Thus a special eiTor pattern, which cannot be managed by cyclic 
peimutation, may be effectively managed by squaiing permutation.
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Error Relocation by Squaring Permutation for (7,5) RS codes
a t 4 .0  dB with Q=8
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lii  Iff"
Bit Position
Figure 6. 2 Error Location Distribution by Squaring Permutation
Enor Relocation by Squaring Permutation for (15,9) RS codes 
a t  4 .0  dB  with Q =8
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Figure 6. 3 Error Location Distribution by Squaring Permutation
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6.2.4.2 Performance Analysis in SQPSD
In this section, the decoding performance and complexity are compared with 
NPSD(noii“pemiutation sequential decoding) using simulation results for (7,3), (15,9), 
and (31,25) RS codes. The decoding paiameters used in the simulation, aie shown in 
Table 6.5 and IBC is used to decide the convenience level amongst possible candidate 
sequences. In addition, in order to compare the performance of SQPSD with NPSD 
and MCPSD in section 5.3.3.3 at the same computational limit L, the maximum 
number of trial sequences, 7, is chosen properly.
Table 6. 5 Decoding parameters for SQPSD
(7,3) RS codes (15,9) RS codes (31,27) RS codes
AT 4.0 3.0 5.0
L 2' 218 221
Y 2 4 4
4 2^ 216 2 ''
B 2.0 7.0 6.0
Figure 6.4 and Figure 6.5 show the simulation results of SQPSD for the above three 
RS codes and compared with NPSD.
In Figure 6.4, it is seen that the decoding performance of SQPSD provides about 0.3 
dB gain for (15,9) RS codes and about 0.8 dB gain for (31,27) RS codes at a BER of 
10"^  compaied with those of NPSD. In paiticular, for (31,27) RS codes, the decoding 
eiTor rate of SQPSD is almost same as NPSD at low Eb/No but it is radically 
improved from Eb/No=5.0 dB. This verifies that SQPSD is more effective for RS 
codes over a large field and is not suitable in very noisy channels, since the number of 
candidate sequences for the permutation is respectively small compared with CPSD.
On the other hand, Figure 6.5 shows the complexity comparison between SQPSD and 
NPSD. It is observed that the computation reduction is the most effective for (15,9) 
RS codes. However, as shown in the comparison in Figure 6.4, more gain has been 
achieved with (31,27) RS codes than (15,9) RS codes at high Eb/No.
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Figure 6. 4 Decoding Perfonnance Compaiison between SQPSD and NPSD
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Complexity Compaiison between SQPSD and NPSD 
using 8-level quantisation
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Figure 6. 5 Decoding Complexity Comparison between SQPSD and NPSD
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6.2.5 DISCUSSION
Squaring permutation sequential decoding (SQPSD) is a low complexity decoder to 
improve the decoding perfoimance without increasing the complexity. This decoding 
scheme can be obtained from the normal basis representation for RS codes so that bit 
level soft decision values can be preserved through symbol squaring. This noimal 
basis can be used in other cyclic block codes as well.
For the application to {n, k) RS codes, since SQPSD uses m different sequences, the 
decoding performance will improved for long RS codes with a lai'ge Galois field. 
Compared with the results of MCPSD (multi-cyclic permutation decoding) as shown 
in Figure 5.12 and Figure 5.13, when the same overall computational limit L is given, 
the decoding complexity of SQPSD is almost the same as that of MCPSD, while the 
decoding performance is slightly worse for (15,9) and (31,27) RS codes and the same 
for(7,3) RS codes. This explains that SQPSD is less effective than MCPSD with the 
optimised decoding paiameters, since the number of possible candidates sequences 
by squaring peimutation is smaller than by cyclic peimutation.
There are two interesting merits in SQPSD. One is the ability to break a long burst of 
consecutive eiTors which may cause high complexity. Moreover squaring permutation 
can be useful for RS codes with high code rate, for which the cyclic permutation 
decoder is not effective. The other merit is that SQPSD gives a solution for 
widespread error symbols. When some errors are spread widely in a code word, any 
cyclic shift does not contribute to obtaining a useful eiTor pattern for sequential 
decoding. In this situation, SQPSD can solve this problem by permuting the positions 
of adjacent symbols. However, generally SQPSD will be worse than MCPSD due to 
the relatively small size of permutation group.
6.3. HYBRID PERMUTATION SEQUENTIAL DECODING
We have introduced two permutation decoding methods using cyclic and squaring 
permutation. In this section we introduce another permutation technique as the 
combination of those two permutations and a decoding method using this technique is 
presented.
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6.3.1 HYBRID PERMUTATION FOR REED-SOLOMON CODES
As we have discussed in sections 5.3 and 6.2, we know for an (?%, /c) RS code over 
GF(2"')that squaring peraiutation provides m permuted sequences while cyclic 
permutation has n cyclic permuted sequences for a code word. Since each squaring 
permutation sequence can also generate n cyclic permuted sequences, a combination 
of those two permutations gives 7îX7?îpeimutation sequences. This is called hybrid 
pewmtation. Table 6.6 shows the number of possible sequences by hybrid 
peimutation. We can see that a long RS code has more available sequences because of 
a large field and a long code length.
Table 6. 6 Possible Sequences by Hybrid Peimutation
Field Possible Sequences
GF(2^) 21
GF(2^) 60
GF(2") 155
GF(2^) 378
Hybrid permutation is very attractive to design an efficient peimutation sequential 
decoder, since the decoder can choose the most convenient sequence from a greater 
variety of sequences than either of the cyclic or squaring peimutation individually. 
This peimutation gives a solution for the individual drawbacks of cyclic and squaiing 
techniques which are used for permutation decoding. Widespread enors can be 
rearranged by the squaring permutation so that cyclic permutation can effectively 
manage the rearranged sequence. Therefore we can improve the complexity and 
decoding performance simultaneously. In paiticular, in the application of RS codes 
over a lai'ge Galois field, hybrid permutation will be very powerful in reducing 
complexity and improving decoding performance.
Figure 6.6 shows eiTor pattern changes by hybrid-permutation for (15,9) RS codes. In 
the figure, it is shown that four sequences, r{x),r{xŸ ,r{xŸ  and r{xŸ  , are obtained 
from squaring permutation and then 15 cyclic sequences are produced coixesponding 
to each one of the squaiing permutation group. Thus total 60 sequences can be 
obtained from a received sequence and each sequence has the same symbol and binaiy
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weights as the original sequence because of the use of normal basis. The different 
thing in each sequence is the order of listed symbols. If we recall that the complexity 
of the sequential decoder depends on the locations of enors, it is expected that the 
complexity of decoding of the original sequence can also be changed with the 
permutation.
/•(A) I  0 3 I 4 7 I 8 I 9 W X /A  I
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Figure 6. 6 Enor Pattern Changes by Hybrid Permutation 
6.3.2 HYBRID PERMUTATION SEQUENTIAL DECODER
Hybrid permutation sequential decoding (HPSD) is now presented. As a trellis search 
algorithm, the MFA (modified Fano algorithm) of chapter 4 is again employed. For 
convenient sequence-first decoding based on reliability, the sequence with the greatest 
information block confidence (IBC) is chosen among the possible sequences in the 
hybrid permutation group. Moreover since the first chosen sequence cannot always 
have the lowest complexity, it may be efficient for the decoder to take further 
sequences with a smaller single trial computational limit but the same overall
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computational limit. The way to decide the maximum number of trials Y is similai* to 
the case of SQPSD (squaring permutation sequential decoding) and MCPSD (muti- 
cyclic permutations sequential decoding). The decoding procedure in HPSD is the 
following.
(i) Obtain m x n  candidates by cyclic and squaring permutation.
(ii) Assign the decoding priority of the candidates in order of IBC(infoimation 
block confidence) of each candidate. Set trial number to 1.
(iii) Choose the sequence with the highest priority, which has the largest IBC.
(iv) Decode the chosen sequence by using MFA.
(v) Check decoding result.
• If the decoder has found a valid path satisfying the decision rule, release 
the path and restore its sequence order.
• Otherwise store the best path which has been recorded so fai’ by the path
update function. Then go to the next step.
(vi) Increase trial number.
• If trial number is less than a given maximum-trial-number, choose the 
sequence with next priority and then go to step (iv).
• Otherwise release the best path which has been recorded so far and then
restore the permuted sequence with respect to the path.
The hybrid permutation sequential decoder will deal with an enor pattern in a received 
sequence most efficiently by using cyclic or squaring permutation as appropriate. This 
decoding method will be useful for low complexity sequential decoding.
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Figure 6. 7 Hybrid Permutation Decoding
6.3.3 SIMULATION RESULTS IN HPSD
The simulation is carried out in the same way as the previous ones in CPSD and 
SQPSD. It is also shown the relocation of errors by hybrid permutation and the 
performance of HPSD is demonstrated through comparison with NPSD.
Chapter 6. Squaring and Hybrid Pennutation Decoding
6 3  Hybrid Permutation Sequential Decoding 121
6.3.3.1 Error Location Distribution by Hybrid Permutation
The eiTor location distribution by hybrid permutation is demonstrated for (7,5) and
(15,9) RS codes. Simulation procedure is the same as for squaring pennutation in
6.2.4.1 except that hybrid permutation is used.
Figure 6.8 and Figure 6.9 show that the hybrid permutation relocates the eiTors which 
are evenly distributed at each bit position in non-permutation. It is shown that eiTor 
occurrences within the infonnation block have been much lower than within the paiity 
check block when using hybrid permutation. Moreover the occuiTence of enors at the 
first symbol is relatively low. Thus the sequence chosen by hybrid peimutation can be 
used as the most convenient sequence for sequential decoding.
Compaiing with the results by cyclic peimutation in section 5.3.3.1 and squaring 
peimutation in section 6.2.4.1, the relocation by the hybrid peimutation is the most 
effective by further lowering the incidence of enor events in the middle of the 
information block.
Enor Relocation by Hybrid Permutation for (7,5) RS codes 
at 4.0 dB with Q=8
ÜJ 10^
o ------o  Non perm.
■------■ Hybrid perm.
Bit Position
Figure 6. 8 Enor Location by Hybrid Permutation
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Figure 6. 9 Enor Location by Hybrid Permutation 
Ô.3.3.2 Performance Analysis in HPSD
In this section, the simulation results of HPSD aie obtained for some RS codes and the 
their performance is analysed in terms of the decoding performance and complexity in 
the same way as the cases of CPSD in section 5.3.3 and SQPSD in section 6.2.4.2. In 
the simulation, the decoding parameters used aie shown in Table 6.7.
Table 6. 7 Decoding Parameters for HPSD
RS codes AT B L Trellis State Number
Code word 
Number
(7,3) 4.0 2.0 t 2' 2'
(7,5) 4.0 0.0 2" 215
(15,9) 3.0 7.0 218 2^ 236
(15,11) 3.0 3.0 216 216 244
(15,13) 3.0 1.0 2" 252
(31,23) 5.0 10.0 225 240 2115
(31,25) 5.0 8.0 224 230 2125
(31,27) 5.0 6.0 2"' 220 2135
(31,29) 5.0 4.0 2‘^ 2io 2145
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6.3.3.2.1 Decoding Performance according to the Maximum Number of Trial 
Sequences Y
The performance of BDPSD is optimised by properly choosing more than one sequence 
amongst many candidates provided by hybrid permutation. Thus we need to find the 
optimised values of the maximum number of trial sequences, F, for (15,9) and (31,27) 
RS codes. The simulation is caiiied out with different values of Y under the same 
computational limit L for a given code. Decoding enor rate, P^, and average path 
extensions per information bit, C , are measured as a function of Eb/No..
Table 6.8 and Table 6.9 are the simulation results for (15,9) and (31,27) RS codes at 
different values of Eb/No. In Table 6.8, we can see that the decoding eiTor rate P^  , for
(15,9) RS codes, gradually decreases and the complexity also grows with the growth 
of F . In order to decide the most efficient combinations, we need to inspect the 
amount of the decoding performance improvement at the cost of the additional 
complexity. Thus the choice of the combination of F=4 and = 2^  ^ will be 
appropriate for these codes. In the same way, we choose the optimal values for
(31.27) RS codes in Table 6.9. In this case, we can choose the F=16 as the best one for
(31.27) RS codes.
In the application of HPSD, the use of the optimised sequences will contribute to the 
most cost-effective perfonnance. In a practical system which may not allow 
computations, the decoding performance can be maximised by the appropriate 
combination of the parameters F and .
Table 6. 8 Decoding Results for (15,9) RS codes according to different F
A _ _ 3.0 dB —4  = 4.0 dB No
Y 4 4 C 4 C
1 218 0.004 733.3 0.0004 170.3
2 2'" 0.004 808.8 0.00036 203.6216 0.0029 977.6 0.00019 246.4
8 2'^ 0.0027 1143.5 0.00018 306.8
* indicates optimised parameter.
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Table 6. 9 Decoding Results for (31,27) RS codes according to different Y
—4 = 4.0 dB Nq ^ = 5 . 0  DbNo
Y 4 4 c 4 C
1 221 0.0050 6484.5 0.00088 450.5
2 220 0.0042 2997.2 0.00034 456.1
4 2 '^ 0.0034 3538.5 0.00013 487.3
8 218 0.0034 4047.6 0.000086 574.2
16* 2 '' 0.0003 4299.1 0.000074 645.5
32 216 0.0026 4494.3 0.000081 710.1
indicates optimised parameter.
6,3.3,2.2 Cost-effective Performance in HPSD
In this section, the performance of HPSD is shown and is compared with that of 
NPSD for (7,3),(15,9) and (31,27) RS codes.
Figure 6.10 is the decoding performance compaiison between HPSD and NPSD for
(7,3), (15,9) and (31,27) RS codes. We see that HPSD provides at a BER of 10“^ , 
about extra 0.6 dB gain for (15,9) RS codes, about 1.3 dB extra gain for (31,27) RS 
codes, and almost same performance for (7,3) RS codes as NPSD.
Figure 6. 11 is the complexity comparison between HPSD and NPSD for (7,3), (15,9) 
and (31,27) RS codes. We can see that HPSD gives very low complexity compaied 
with NPSD.
In Figure 6.12, the complexity of HPSD is compaied with that of MCPSD for some 
length 31 RS codes with the same computational limit L. We can see that HPSD 
produces much less complexity for (31,23) RS codes than MCPSD. This is explained 
by the fact that in the case that a computational limit cannot be sufficient because of 
high decoding complexity, the HPSD can produce the most cost-effective 
performance. In this case the high complexity is caused by the large number of trellis 
states, and MCPSD using cyclic permutation is not enough to pick up the best 
candidate.
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Table 6.10 is the decoding enor rate for (31,23) and(31,25) RS codes. It is shown that 
HPSD provides much lower decoding error rate than MCPSD. In this result, the 
decoding eixor rate for (31,23) RS codes is worse than (31,25) RS codes. This results 
from the fact that we used for (31,23) RS codes, a computational limit L  two times as 
large as for (31,25) RS codes but the number of trellis states of the (31,23) RS codes is 
2^ ° times as large as for (31,25) RS codes. Thus sufficient computations could not 
peifoimed and most of the enor source occuned due to decoding over flow by 
computation limit. If sufficient computations aie allowed for (31,23) RS codes, the 
decoding performance will be improved, with an increase in complexity.
Table 6. 10 Decoding Enor Rate for (31,23) and (31,25) RS codes
(31,23) RS codes (31,25) RS codes
MCPSD HPSD MCPSD HPSD
^  = 4.0dBNo
0.0026 0.00095 0.00093 0.00064
^  = 5.0 dBNo
0.00017 0.00002 0.00001 0.000006
Decoding Enor Probability Comparison between HPSD and NPSD 
using 8-level Quantisation
BER
Uncoded
-  #  NPSD for (7.3) RS codes  
O— O HPSD (Y=2) for (7,3) RS codes
-  «  NPSD for (15,9) RS codes  
O O HPSD (Y=4) for (15,9) RS codes
-  A  NPSD for (31,27) RS codes  
A— A  HPSD (Y=16) for (31,27) RS codes
5.0 6.0 7.0
Eb/No(dB)
Figure 6. 10 Decoding Performance Comparison between HPSD and NPSD
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Complexity Comparison between HPSD and NPSDusing 8-level quantisation10' NPSD for (7.3) RS codes O— O HPSD (Y=2) for (7,3) RS codes 
m - - m  NPSD for (15,9) RS codes □— □ HPSD (Y=4) for (15,9) RS codes 
ÉC---A NPSD for (31,27) RS codes A— A HPSD (Y=16) for (31,27) RS codes•2 10"
c5 10'
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Figure 6. 11 Decoding Complexity Comparison between HPSD and NPSD
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Complexity Comparison between MCPSD for length 31 RS codes 
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—•  MCPSD (Y=16) for (31,27) RS codes 0 - 0  HPSD (Y=16) for (31,27) RS codes —■ MCPSD (Y=16,Lc=2**20) for (31,25) RS codes 0 - 0  HPSD (Y=64, Lc=2**18) for (31,25) RS codesA A  MCPSD (Y=16, Lc=2**21 ) for (31,23) RS codes
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Figure 6. 12 Complexity Comparison for length 31 RS codes
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6.3.4 DISCUSSION
Hybrid permutation decoding shows great improvement in decoding peifoimance and 
complexity by using the properties of cyclic and squaiing decoding with a lai'ge 
number of candidates. Any type of enor pattern can be managed effectively in this 
scheme. Moreover HPSD can maximise decoding performance in an application when 
sufficient computations are not allowed due to limited system resources or decoding 
time.
In the inspection of the simulation results in the previous section, a great complexity 
advantage of HPSD has been shown for (31,25) and (31,23) RS codes, since those 
codes need an enormous number of computations due to a large number of trellis 
states. In such a situation, HPSD using a lai'ge number of pemutation sequences is 
very efficient for the decoder to find the correct path instead of with a few sequences. 
Moreover when the decoder faces a deadlock in which it cannot perfoiin properly 
because of repeated threshold adjustment owing to severe noise, HPSD leads to the 
desirable effect of escaping such a situation without wasting computations by giving 
up the sequence with high complexity at an early stage and trying other candidate 
sequence.
For a given computational limit, the choice of Y  is important to achieve the best result. 
If the number of computations per sequence is too small because of lai'ge values of Y, 
this may increase complexity without perfoimance improvement. On the other hand, if 
too small value of Y is chosen, this would not use other candidates in the hybrid 
permutation group. In general, for the decoding of RS codes with low code rate, large 
Y is more effective than for high code rate, since the low rate codes have a larger 
number of trellis states which increases the decoding complexity.
6.4. PERFORMANCE EVALUATION
In this section, decoding performance and complexity is evaluated for the three 
permutation decoding methods, cyclic, squaring, and hybrid permutation. For 
decoding pei'foi*mance evaluation, an estimation of ML performance is obtained by the 
analysis of enor events which has been presented from the simulation. On the other
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hand, for the complexity evaluation, computational distribution is shown according to 
different permutation techniques and average computations per information bit.
6.4.1 DECODING PERFORMANCE ANALYSIS
In the decoding simulation, any decoding eiTor is detected by the binary addition 0  of 
a transmitted code word t(x) and a decoded code word d(x).
(^^0 » ‘ ” 5 ^ mn-l ) ~ (^^ 0 dii' “ j fmn-l ) ® ^ (^0 » ) (6.13)
where e.d^, andri, e  GF{2). The number of Is in vector e indicates the number of 
eiTors.
When a received sequence is decoded incorrectly, the enor event is one of three 
possible eiTor event types, uncorrectable, wrong path search, and decoding overflow  
as discussed in section 4.5.3. Thus if we calculate the BER according to each event, 
the decoding of the sequential decoder can be evaluated.
Let Mf be the path metric of the transmitted code word and denote the path 
metric of a decoded code word. If , this enor source is an uncorrectable
enor event which occurs even in ML decoding. This enor event is represented by .
On the other hand, if < M ,, the decoder overflow event is checked, which means 
that the decoding has been stopped by a fixed computational limit. This type of enor 
can be represented by the probability P .^ Otherwise the error event by wrong path 
search is declared with the probability P^ ,^, since the decoder has chosen a wrong path 
even though a sufficient computations were allowed. Figure 6.13 is the flow chart for 
the enor event classification according to the decoding result of each received 
sequence, using M, and .
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M, : the path metric of the transmitted code word.
: the path metric of the decoded code word.
Figure 6. 13 Error Event Classification
With a ML decoder, there would be only the uncorrectable event. Let be overall
decoding error probability. The difference between P^  and P^  indicates how far the
performance of a sequential decoder is away from ML decoder. Thus if the difference 
approaches zero by minimising the probability P^and /^o f other two error events, we 
can obtained near-ML performance as
P  = P (6. 14)
where (p  ^+ P ^ )« P ^ .
In order to justify this evaluation scheme, we compare the decoding performance 
between HPSD and Viterbi decoding which is implemented on Wolf’s trellis. In Table 
6.11, we can see that the decoding performance is almost same as that of the Viterbi 
algorithm for (7,3) RS codes. This is explained by the fact that the probability P^  in 
HPSD dominates the overall decoding probability P^. Thus it is verified that when the 
decoding performance of a sequential decoder has the relationship of equation (6.14), 
this decoder provides almost ML performance.
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Table 6. 11 Comparison between HPSD and Viterbi Decoder for (7,3) RS codes
Eb/No HPSD Viterbi Alg.
(dB) P. Pc Pe C Pe C
3.0 0.075 0.002 0.009 0.0086 13.0 0.087 56.8
4.0 0.0017 0.000006 0.0043 0.0021 7.6 0.002 56.8
5.0 0.0029 0.000006 0.00002 0.00032 3.7 0.0003 56.8
Next we evaluate the simulation results for different RS codes according to the 
comparison between uncon*ectable eiTor event and overall enor event. Since HPSD 
provides the best performance and lowest complexity compared with other methods, 
MCPSD, SCPSD, or SQPSD, we analyse the decoding performance obtained from 
HPSD.
In Figure 6.14, we can see that the gap between the probabilities of P^, and P^  is 
almost zero for (7,3) RS codes and there is a slight difference for (7,5) RS codes. It is 
said that HPSD produces near-ML performance for (7,3) and (7,5) RS codes.
In Figure 6.15, it is clearly seen that ML performance has been achieved for (15,13) 
and (15,11) RS codes because there is no difference between P^  and P .^ For (15,9) 
RS codes, the slight gap of around 0.1 dB, indicates a boundary of an ideal ML 
performance. In fact, the error event by wrong path search or by computational limit 
can be a part of the error event from a ML decoder. If the gap between P^  and P^  is 
trivial, it can be said that HPSD produces near-ML performance.
Figure 6.16 shows the results for (31,23), (31,25), (31,27), and (31,29) RS codes. In 
the same way as the previous analysis, HPSD provides ML performance for (31,27) 
and (31,29) RS codes. On the other hand, for (31,23) and (31,25) RS codes in which 
code rates are relatively low, the gap between P^, and P^  is so wide that their ML 
performance cannot be estimated. Moreover the performance for (31,23) RS codes is 
worse than for (31,27) RS codes despite better enor corTecting capability. This results 
from the fact, that since (31,23) RS codes have 2^ ° times more trellis states as (31,25) 
RS codes, sufficient computations could not canied out since we used for (31,23) RS 
codes twice the computational limit of (31,25) RS codes.
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Figure 6.14 Performance Evaluation for ( 7,3) and (7,5) RS codes
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Figure 6. 15 Performance Evaluation for (15,19), (15,11) and (15,13) RS codes
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Figure 6. 16 Performance Evaluation for (31,23),(31,25),(31,27) and (31,29) RS codes
6.4.2 COMPLEXITY ANALYSIS
6.4.2.1 Computational Distribution according to Permutation Methods
The computational distributions for (7,3) and (15,9) RS codes are measured according 
to sequential decoding with different permutation techniques. In order to see the effect 
of the different permutations, we used the standard Fano algorithm without the forced 
backtracldng behaviour caused by the decision rule in section 4.5.2. The decoder 
chooses only one sequence with the largest IBC amongst the permutation group for 
the decoding. When the decoder has found a path, the number of computations 
required, C, is measured and the event is counted when C> X  where X  is an 
appropriately fixed number.
From Figure 6.17 and Figure 6.18, we can see that the sequential decoder with hybrid 
peimutation needs the lowest computations; the second lowest is the decoder using 
cyclic permutation and the third lowest is squaiing peimutation. This result verifies 
that IBC is a useful criterion to pick up the sequence which is predicted as the lowest 
complexity amongst permutation group, and the number of possible candidates of a
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permutation group provides more possibility that the sequence with the lowest 
complexity can be found.
Computational Distribution (7,3) RS codes
u sin g  8 -IeveI q u an tiza tion  (E b /N o = 4 .0 d B )
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# — • S q r . p e r m .  
♦ — ♦ C y c . p e r m .  
A — A H y b . p e r m .
‘5
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A v era g e  C om p utations per Information Bit
Figure 6. 17 Comparison of computational distribution for (7,3) RS codes 
Computational Distribution (15,9) RS codes
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Figure 6. 18 Comparison of computational distribution for (15,9) RS codes.
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6A.2.2 Complexity Comparison of Permutation Decoding Methods
For four pennutation sequential decoding methods, SCPSD, MCPSD, SQPSD, and 
HPSD, the complexities ai*e compared for some RS codes. The complexity is 
represented by average computations per an information bit C . Simulation is canied 
out with the same decoding parameters of AT, B, and ^(overall computational limit) 
for (7,3), (15,9), and (31,27) RS codes.
In Figure 6.19, we can see that HPSD provides the lowest complexity among those 
pennutation decoding methods. In the compaiison with MCPSD, the complexity of 
HPSD is slightly better. However, the advantage of HPSD will be the further 
improvement of decoding perfoimance even at lower complexity. In addition, in the 
case when the decoder cannot have a sufficient computational limit, HPSD contributes 
to improving decoding perfoimance and reducing computations.
Complexity Comparison by different permutations 
using 8=level quantisation
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Figure 6. 19 Complexity comparison according to different permutation decoding
methods
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6.4.3 DISCUSSION
The analysis by eiTor events is a simple method to assess the decoding performance 
compaied with the ML decoder. When the overall enor event probability is dominated 
by unconectable error events in which a decoding path is more likely than the 
transmitted code word, this result produces the ML performance. This analysis can be 
a useful measure to investigate the decoding performance of a decoder. Furthermore, 
there is the lucky case in which the sequential decoder can find the conect path which 
must be rejected if the decoder search fully for possible paths, as Viterbi decoding 
does. Thus the bit enor rate by uncorrectable enors event may even be less than that 
of the ML decoder. This means that the sequential decoder may perform better than 
the ML decoder only when the overall enor event is dominated by uncorrectable 
enors.
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CHAPTER 7 
CONCLUDING REMARKS AND FURTHER WORK
7.1. INTRODUCTION
Complexity and decoding performance are important factors in evaluating a decoding 
method. A desirable decoder property is that coding gain is as great as possible and 
complexity as low as possible. Since maximum coding gain can be achieved by 
employing soft-decision information, we are always interested in soft-decision 
decoding with low complexity.
In this thesis, we have presented some bit-level soft-decision decoding methods for 
low complexity and near-ML performance. In these methods, a modified Fano 
sequential decoding algorithm has been introduced and three sequential decoders 
employing cyclic, squaiing, and hybrid permutations, have been implemented to 
reduce the complexity of the sequential decoding.
These new decoding methods can fully use the bit-level soft-decision infonnation and 
contribute to impressive complexity reduction due to the reliability-first search 
scheme using those permutation techniques. In the following section, we give a 
conclusion on research goals which have been achieved in this thesis.
7.2. CONCLUSION
The trellis structure used for decoding has binaiy branches, which is beneficial in the 
following two ways. One is that on the binary-branch it is very easy to employ full bit- 
level soft-decision information. The other is that a binaiy branch at each node reduces 
the computations performed by the back tracking operation of the Fano algorithm. 
Although the width of the trellis is greater, since the complexity of the Fano algorithm 
is independent of the width and depends on the number of trellis states, this trellis 
structure is very suitable for the design of a low complexity sequential decoder.
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The modifications of path update and decision rule functions, which ai’e used for the 
improvement of decoding performance, allow the achievement of near-ML 
perfonnance. The path update function always releases the most likely path as long as 
the decoder finds it within a fixed computational limit. It is therefore crucial that the 
decoder scans a likely region which includes the correct path. On the other hand, the 
decision rule minimises the possibility that the decoder has identified a wrong path. 
When a path has been found with a poor path metric, the decoder initiates forced 
backtracldng operations to find a path more likely than the path chosen. With those 
two modifications, if we assume that the coiTect path has been tided by the decoder, 
the decoding result will be the same performance as in an ML decoder. However, in 
the case when the decoder has not seai'ched for the coiTect path because of an 
insufficient computational limit, there is a decoding performance degradation. Thus it 
is essential in the improvement of performance and complexity for the decoder to 
focus on a region including the coiTect path.
Permutation groups provide sequences which are equivalent to the received one. 
Permutation decoding is a decoding scheme based on the convenient sequence-first 
search principle. IBC (information block confidence) is a measure to represent the 
convenience level of a sequence. Since a sequence with laiger IBC will contain a 
statistically more reliable infoimation block than others, this measure can be useful to 
pick up a sequence amongst a particular peimutation group, even though, in the RS 
codes with high code rate, the convenience estimation by IBC will be less effective.
Cyclic permutation decoding is very efficient at changing an eixor pattern of the 
received sequence into other patterns which may give lower complexity. In the 
application to RS codes, this permutation decoding method reduces the complexity 
relative to non-permutation decoding by about 33% in length 7 RS codes, whilst 
producing the same ML performance as NPSD. In length 15 and 31 RS codes, the 
complexity was also lowered even with the considerable improvement in decoding 
performance. The effect of cyclic permutation depends on which of two cases applies. 
When the given computational limit is insufficient, cyclic peimutation improves the 
decoding perfoimance by trying more likely paths without complexity growth. On the 
other hand, when the computational limit is enough to search for the coixect path.
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cyclic permutation decoding reduces the computations required to follow the coixect 
path, since the decoder can find the coixect path at an early stage of trellis searching. 
However, the convenience estimation using IBC cannot always give the best sequence 
and it is not effective for RS codes with high code rate. Therefore MCPSD using 
several sequences is more efficient in the aspects of decoding performance and 
complexity than SCPSD using a single sequence.
Squaiing pennutation decoding has also shown low complexity without performance 
loss compared with non-permutation decoding. One noticeable point in the squaiing 
permutation is the use of the normal basis for the representation of RS codes. This 
basis preserves bit-level soft-decision information so that the result of squaiing a 
symbol becomes a cyclic shift of bit constituents of that symbol. This normal basis 
will be applicable to any non-binary cyclic codes. In general the squaiing peimutation 
decoding method has shown worse complexity and decoding performance compared 
with cyclic peimutation decoding, since it has a smaller permutation group. Despite 
this shortcoming, this decoding method can be useful for decoding certain received 
sequences with wide spread error bits, which cyclic permutation decoding cannot deal 
with.
Hybrid permutation decoding gives the best solution for low complexity sequential 
decoding. Since this method includes the merits of both cyclic and squaring 
peimutation decoding, it produced the best decoding performance and the lowest 
complexity. In the simulation results, this decoding algorithm showed neai-ML 
perfoimance for (7,3), (7,5), (15,9), (15,11), (15,13), (31,27), and (31,29) RS codes. 
For (31,23) and (31,25) RS codes, the decoding perfoimance did not approach ML 
performance. The reason is that sufficient computations for those codes cannot be 
allowed in the simulation. If the computational limit used increases, the decoding 
perfoimance will be improved and approach the ML perfoimance. The great 
advantage of HPSD is that there are a lai'ge number of peimutation groups for hybrid 
permutation and thus it is very effective at overcoming the individual drawbacks of 
cyclic and squaring permutation decoding. Therefore HPSD can provide the lowest 
complexity sequential decoder for any RS codes. In particular, this decoding method
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is powerful for long RS codes which must normally expend an enormous number of 
computations due to the lai'ge number of trellis states.
Additional complexity is incurred in finding the most convenient sequence. The three 
permutation decoding methods have a sorting procedure to assign the convenience 
level for candidate sequences of a peimutation group. However, this complexity cost 
is trivial in the overall decoding procedure. The reason is that a sequential decoder 
may suffer from repeated searching during a certain section which consists of bad 
eiTor pattern and the number of computations for passing through the serious enor 
block would be very lai'ge due to the adjustment of decoding parameters. In general, 
average decoding complexity is influenced by decoding complexity at the worst case 
of error pattern and this additional cost can be allowed.
As a conclusion, HPSD is a very cost-effective decoding method approaching ML 
performance with low complexity, and has the following advantages:
• Availability of bit-level soft-decision with a simple binary-trellis structure
• Near-ML performance with reasonable computation for many long RS codes
• Low complexity decoding by reliability-first seaich using hybrid peimutation 
techniques
• Adaptability according to channel signal to noise ratio
These results can be applied to any non-binary cyclic block codes. In addition, the 
complexity and decoding eixor rate can be improved by the use of an optimised 
quantizer, and finer criteria for convenient sequence search. We note that the choice of 
the optimised parameters of maximum trial sequence Y and computational limit L  is 
very important for giving the most cost-effective performance.
7.3. FURTHER WORK
Further work for practical application of HPSD is suggested as follows. Firstly HPSD 
is applied to shortened RS codes in which trellis state complexity is lowered. This 
approach helps HPSD to achieve near-ML perfoimance for long RS codes with a lai'ge 
number of states, at the expense of code rate. Secondly HPSD is employed for a
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scheme using multiple coding. As shown in this thesis, since HPSD produces ML- 
peiformance for many RS codes except high complexity ones such as (31,23) and 
(31,25) RS codes, this approach will be effective.
7.3.1 SHORTENED REED-SOLOMON CODES USING HPSD
We have concluded that hybrid permutation decoding gives near-ML performance 
with low complexity for many long RS codes. However, for RS codes with low code 
rate such as (31,23) and (31,25), the computations required aie still enoimous to the 
extent that the simulation cannot be supported. We therefore need another approach to 
solve the problem. In such a situation, we can introduce a method to reduce the 
searching region of the trellis. This method is called shortening of RS codes.
An (72, k) RS code can be shortened by filling zero symbols in u information symbols 
in the encoding procedure, from which we can obtain an (72-22, k-u) shortened RS code. 
At the transmission, only k-u information symbols (22 zero symbols aie deleted) are 
sent to a receiver and then the deleted zero symbols are refilled before decoding. At 
the decoder, this sequence is regarded as a received sequence of length n which has 
zero symbols at certain coordinates. Thus HPSD can be directly applied to the 
sequence.
We observe that the minimum distance of this shortened RS code is at least as great as 
that of the unshortened RS code. The number of possible trellis states is reduced 
depending on the amount shortened, u. For a (29,21) shortened RS code obtained from 
the (31,23) RS code, the possible number of code words which aie searched by HPSD 
can be reduced considerably even through the minimum distance of the shortened 
code is the same as the (31,23) RS code.
Finally, we note that there aie many possibilities that hybrid pennutation techniques 
can be used effectively with shortened RS codes according to the coordinates of zero 
symbols filled. Since the number of eixors in the information block is the most critical 
factor, it will be a reasonable method to take the zero symbols at the stait of the 
sequence as shown in Figure 7.1. In the decoding procedure, the refilled zero symbols 
are indicated on a sequence obtained from cyclic or squaring peimutations. There is
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only one path corresponding to those zero symbols. Thus when the decoder meets the 
zero symbols, it just moves forward or backward over the trellis levels for these 
symbols without the calculation of the path metric.
Encoder;
/ zero symbols (k-/)information symbols {n-k) parity check symbols
Transmitter:
(^-/^information symbols {n-k) parity check symbols
Demodulator:
f/:-/jinformation symbols {n-k) parity check symbols
Decoder :
/ zero symbol^ (^-/^information symbols (ti-k) parity check symbols
Figure 7. 1 {n-l, k-l) shortened RS codes
7.3.2 SUBCODE OF REED-SOLOMON CODES USING HPSD
A class of subcode for RS codes can be constructed by inserting one zero bit in each 
symbol of the information block. In this scheme, the code rate is
k ( m  -  I)R = — ------- / -m n  -  k
Since a subcode satisfies all characteristics of the original RS codes, HPSD can be 
used without any additional procedure. In the decoding procedure, trellis searching is 
performed on the subspace S and thus decoding complexity can be reduced 
considerably. On the trellis, a node in which a zero bit is inserted has only one path 
toward zero and thus there is no alternative searching at the node. This is of 
considerable advantage in sequential decoding operations.
The additional bit can be used in other ways instead of being set to zero. One is that 
we can use the bit to indicate the parity of each symbol. In this scheme, the decoder 
can detect whether a symbol searched is wrong and take further action at that stage. 
For example, the decoder can initiate a back tracking operation without further
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searching until the correct symbol has been found. This can be helpful to reduce the 
high complexity caused by error occurrence at an early state of a given sequence. In 
addition this scheme prevents the decoder digressing from the correct path for a long 
time. Although this scheme is not useful if the parity bit is corrupted, a parity check 
error gives a clear indication that the current symbol is likely to be wrong. Further 
consideration and evaluation of this idea is required, however.
7.3.3 CONCATENATED CODING SCHEME USING HPSD
Concatenated coding is a technique, introduced by Fomey[15], employing multiple 
levels of coding for implementation of a code with a very long block length and a 
large error-correcting capability. An advantage of such a scheme is a significant 
reduction in complexity needed to provide the same overall error rate.
(N, K) 
Inner Coder
(n, k )  
Outer Coder
Inner Decoder
Outer Decoder
Channel
Figure 7. 2 Concatenated Coding Scheme
Figure 7.2 illustrates the data procedure of a concatenated coding scheme. In the 
figure, the outer code is an (», k) non-binary code consisting of K-bit symbols and an 
(N, K) block code is used as the inner code. The concatenated code has the following 
parameters:
Table 7. 1 Parameters for a Concatenated Coding Scheme
Overall Code length nN
Information Bits kK
Code Rate kK
nN
RS codes are most commonly used as the outer code associated with many different 
inner codes, since these codes provide maximum value of minimum distance. Thus an
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efficient decoding method for RS codes will influence the overall decoding 
performance of the scheme in terms of eiTor-coixecting performance and complexity. 
The main roles for the outer code and inner code are burst eiTor coixection and random 
eiTor correction respectively. On this point, HPSD is very useful for the coixection of a 
burst error or a random eiTor by using hybrid permutation. In fact, HPSD is better for 
random eiTors compared with symbol level decoding, since the sequential decoding is 
caii'ied out at bit-level. Thus HPSD will be used not only for the outer code but also 
for an inner block code to which HPSD can be applied. More reliable output obtained 
from the inner decoder will contribute to a more powerful perfoimance of HPSD than 
in single level decoding. Finally, methods of soft ouput decodings in HPSD could be 
developed for use in iterative decodings of concatenated codes.
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APPENDIX A 
GENERATOR POLYNOMIAL FOR RS CODES
(=4
g ( x ) „ ,3 , = n ( ^ + « ' ) =! = 1
i = 2
G (X )(„ )  = HC-X' + « ' )  =X" H-a'X + a ’
(=1
z=6
G(^)h5 .5 , = r i ( ^  + “ ') + a ‘"X^  + a “'X‘' +a'*X=' + a ’X + a ‘
(=1
1=4
= H ( ^  +«')  = + a “X" +a^X + a ‘"
/=1
i= 2
G ( X ) ^ ^ , , ^ = Y [ { X  + a . ' ) = X ^ + a ^ X + a ^
( =  1
i = 8
G(^)(3 i,2 3 , = r[(%  +«') + a ’x ’ +a'^X* +aX^ + a ’X  ^+ a “ X +
j=l
i= 6
G(X),3i,j5, = r i( -5 f + « ')  = X" + a “ x ’  + a ' ’X ‘' + a “ x '  + a " 'x "  + a “ X- + a " ‘
1=1
G(X),3 i,2 „ = H ( X  +a')  =X“ + a “ X^  + a ” X  ^+a"®X + a ‘“1=1
1=2
G(X)(3,,35, = H ( ^  + “ ') = X ^  + « ‘’ X + « ’f=l
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GALOIS FIELD
B .l GF(2^) using p{x) = x^
APPENDIX B 
REPRESENTATION
+ X +1 and a  and p e GF{2^)
FOR RS CODES
Power of p Polynomial Basis NoiTnal Basis
(a^a^a®)
0 001 111
1 010 110
2 100 101
3 Oil 001
4 110 Oil
5 111 100
6 101 010
B.2 GFil"^) using p{x) = + x +1 and a  and P e GF(2^)
Power of P Polynomial Basis Normal Basis
(a^a^a^a”) (a^a^^a^a^)
0 0001 n i l
1 0010 1001
2 0100 0011
3 1000 0001
4 0011 0110
5 0110 1010
6 1100 0010
7 1011 0111
8 0101 1100
9 1010 1000
10 0111 0101
11 1110 1011
12 1111 0100
13 1101 1101
14 1001 1110
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B.3 GF{2^) using p{x) = x^ + x'^  + 1 and a  and p G GF(2^)
Powers of P Polynomial Basis 
(a% ^a^a^a°)
Normal Basis
0 00001 11111
1 00010 00011
2 00100 00110
3 01000 00001
4 10000 01100
5 00101 11001
6 01010 00010
7 10100 01010
8 01101 11000
9 11010 OHIO
10 10001 10011
11 00111 11010
12 OHIO 00100
13 11100 01011
14 11101 10100
15 11111 10111
16 11011 10001
17 10011 10000
18 00011 11100
19 00110 00101
20 01100 00111
21 11000 01101
22 10101 10101
23 01111 11011
24 11110 01000
25 11001 10010
26 10111 10110
27 01011 11101
28 10110 01001
29 01001 11110
30 10010 01111
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APPENDIX C
WEIGHT DISTRIBUTION FOR RS CODES
C. 1 (7,3) RS codes
Symbol Weight Number of Code words
5 1.470000e+02
6 i.470000e+02
7 2.170000e+02
C. 2 (7,5) RS codes
Symbol Weight Number of Code words
3 2.450000e+02
4 1.225000e+03
5 5.586000e+03
6 1.283800e+04
7 1.287300e+04
C. 3 (15.9) RS codes
Symbol Weight Number of Code words
7 9.652500e+04
8 8.687250e+05
9 1.171170e+07
10 1.028828e+08
C. 4 (15,11) RS codes
Symbol Weight Number of Code words
5 4.504500e+04
6 8.258250e+05
7 1.689188e+07
8 2.5I4476e+08
9 2.936183e+09
C. 5 (15,13) RS codes
Symbol Weight Number of Code words
3 6.825GQGe+G3
4 2.66175Ge+G5
5 8.91891Ge+G6
6 2.226724e+G8
7 4.29488Ge+G9
8 6.442262e+lG
11 7.G4G534e+G8
12 3.518547e+G9
13 1.218G31e+lG
14 2.61GG49e+lG
15 2.61GG51e+lG
IG 2.642313e+lG
11 1.8G1594e+ll
12 9.GG7962e+ll
13 3.118141e+12
14 6.681731e+12
15 6.681731e+12
9 7.515977e+ll
IG 6.764379e+12
11 4.612G77e+13
12 2.3G6G38e+14
13 7.982441e+14
14 1.71G523e+15
15 1.71G523e+15
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C. 6 (31,15) RS codes
Symbol Weight Number of Code words
17 8.220658e+09
18 9.590768e+10
19 2.629217e+12
20 4.676156e+13
21 7.646478e+14
22 1.076489e+16
23 1.30596 le+ 17
C. 7 (31,23) RS codes
Symbol Weight Number of Code words
9 6.249623e+08
10 3.162309e+10
11 1.966006e+12
12 1.010520e+14
13 4.580544e+15
14 1.825609e+17
15 6.413989e+18
16 1.988336e+20
17 5.438685e+21
18 1.311327e+23
19 2.781394e+24
C. 8 (31,25) RS codes
Symbol Weight Number of Code words
7 8.151682e+07
8 6.113762e+09
9 4.974700e+ll
10 3.385046e+13
11 2.003662e+15
12 1.035215e+17
13 4.69032 le+ 18
14 1.869428e+20
15 6.567924e+21
16 2.036056e+23
17 5.569213e+24
18 1.342799e+26
C. 9 (31,27) RS codes
Symbol Weight Number of Code words
5 5.26724 le+06
6 6.162672e+08
7 6.904475e+10
8 6.416271e+12
9 5.083331e+14
24 1.349479e+18
25 1.171349e+19
26 8.379650e+19
27 4.810540e+20
28 2.130382e+21
29 6.831914e+21
30 1.411929e+22
31 1.411929e+22
20 5.173393e+25
21 8.400605e+26
22 1.183722e+28
23 1.435906e+29
24 1.483769e+30
25 1.287912e+31
26 9.213523e+31
27 5.289244e+32
28 2.342380e+33
29 7.511769e+33
30 1.552432e+34
31 1.552432e+34
19 2.848148e+27
20 5.297555e+28
21 8.602220e+29
22 1.212131e+31
23 1.470368e+32
24 1.519380e+33
25 1.318822e+34
26 9.434647e+34
27 5.416186e+35
28 2.398597e+36
29 7.692052e+36
30 1.58969 le+37
31 1.589691e+37
10 3.466824e+16
11 2.051730e+18
12 1.060060e+20
13 4.802889e+21
14 1.914294e+23
15 6.725554e+24
Appendix
Appendix C. Weight Distribution for Reed-Solomon Codes 149
16 2.084922e+26 25 1.350473e+37
17 5.702874e+27 26 9.661079e+37
18 1.375026e+29 27 5.546175e+38
19 2.916503e+30 28 2.456163e+39
20 5.424696e+31 29 7.876661e+39
21 8.808673e+32 30 1.627843e+40
22 1.241222e+34 31 1.627843e+40
23 1.505656e+35
24 1.555845e+36
C. 10 (31,29) RS codes
Symbol Weight Number of Code words 17 5.839743e+30
3 1.393450e+05 18 1.408027e+32
4 2.828704e+07 19 2.986499e+33
5 4.75105 le+09 20 5.554889e+34
6 6.381333e+ll 21 9.02008 le+35
7 7.065088e+13 22 1.27101 le+37
8 6.570530e+15 23 1.541792e+38
9 5.205320e+17 24 1.593185e+39
10 3.550028e+19 25 1.382885e+40
11 2.10097 le+21 26 9.892945e+40
12 1.085502e+23 27 5.679283e+41
13 4.918158e+24 28 2.5151 lle+42
14 1.960237e+26 29 8.065701e+42
15 6.886967e+27 30 1.666912e+43
16 2.134960e+29 31 1.666912e+43
C. 11 (63,57) RS codes
27 2.72166 le+55
7 3.485605e+10 28 2.204545e+57
8 1.390756e+13 29 1.676214e+59
9 5.385725e+15 30 1.196817e+61
10 1.831773e+18 31 8.026396e+62
11 5.560312e+20 32 5.056630e+64
12 1.517965e+23 33 2.992605e+66
13 3.751708e+25 34 1.663537e+68
14 8.441343e+27 35 8.683661e+69
15 1.737228e+30 36 4.254994e+71
16 3.283362e+32 37 1.956147e+73
17 5.718844e+34 38 8.432024e+74
18 9.207338e+36 39 3.405240e+76
19 1.373832e+39 40 1.28718 le+78
20 1.904131e+41 41 4.549085e+79
21 2.456329e+43 42 1.501198e+81
22 2.954294e+45 43 4.618803e+82
23 3.317800e+47 44 1.322657e+84
24 3.483690e+49 45 3.518268e+85
25 3.42377 le+51 46 8.673296e+86
26 3.152503e+53 47 1.976404e+88
48 4.150449e+89
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49 8.0044376+90 57 3.609876e+99
50 1.4119836+92 58 2.3526436+100
51 2.2674786+93 59 1.2560726+101
52 3.2965646+94 60 5.2755046+101
53 4.3104136+95 61 1.6345416+102
54 5.0288156+96 62 3.3218106+102
55 5.1842526+97 63 3.3218106+102
56 4.6658266+98
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APPENDIX D 
ALGORITHM FOR SYSTEMATIC MATRIX
start
R ecord  the co lu m n  o f  the first 
n o n -zer o  b it for  ea ch  row  
(P ( i)  for  row  i)
1=0
Yes
No
R o w  O peration: 
r o w ( i)= r o w (0 + r o w (P (t ) )
No
Yes
U p d ate  the co lu rn n  o f  th e first 
n o n zero  b it ea ch  row .
1=0
D e l e t e  n o n - z e i o  
i i j ^ r m a t i o n  b l o c k  l e n g t h  ^ k  
f o r ^ b l ù m n s  l e s s  t h a n  '  colum n i )  
W  by t g w  o p e r a t i o n  ^
^  D e l e t e  n o n - z e r o  b i t s  w i t h i n  - 
\  i n f o n n a t i o n  b l ^ k  l e n g t h  * *  
f o r  c o l u m n s  g r e a t e r  t h a n  c o l u m n  
. l^ ^ > T o w  'o p e m t i o n i ^ i
1= 1 + 1
i=^k?
1 = 1 + 1
b{i,i): a bit of row / and column i,
P(i): column of the first non zero bit for each row
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