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Résumé
L'objet de cette thèse est de démontrer une formule reliant les métriques de Ray-Singer
hypoelliptique et de Milnor sur le déterminant de la cohomologie d'une variété rieman-
nienne compacte par une déformation à la Witten du laplacien hypoelliptique en théorie
de de Rham.
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The hypoelliptic Laplacian, analytic torsion and
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Abstract
The purpose of this thesis is to prove a formula relating the hypoelliptic Ray-Singer
metric and the Milnor metric on the determinant of the cohomology of a compact Rie-
mannian manifold by a Witten-like deformation of the hypoelliptic Laplacian in de Rham
theory.
Keywords: analytic torsion, hypoelliptic Laplacian, Hodge theory, index theory, Witten
deformation.
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9Introduction
L'objet de cet article est de démontrer une formule reliant les métriques de Ray-
Singer hypoelliptique et de Milnor sur le déterminant de la cohomologie d'une variété
riemannienne compacte par une déformation à la Witten du laplacien hypoelliptique en
théorie de de Rham.
Plus précisément, soit X une variété compacte, et soit F un ﬁbré complexe plat sur
X. Soit λ = detH ·(X,F ) le déterminant de la cohomologie de X à coeﬃcients dans F .
Alors λ est une droite complexe.
Supposons que gF est une métrique plate sur F . Étant donnée une triangulation deX,
on peut construire une métrique sur λ à l'aide du complexe combinatoire correspondant.
Cette métrique ne dépend pas de la triangulation. On l'appelle métrique de Reidemeister
sur λ.
Soit gTX une métrique riemannienne sur X. On peut construire une autre métrique sur
λ associée aux métriques gTX , gF , à l'aide de la torsion analytique, qui est un invariant
spectral du laplacien de Hodge correspondant. Cette métrique est la métrique de Ray-
Singer. Si X est de dimension impaire, la métrique de Ray-Singer ne dépend pas des
métriques gTX , gF .
Dans [RS71], Ray et Singer ont conjecturé que les métriques de Reidemeister et de
Ray-Singer coïncident. Ce résultat a été démontré par Cheeger [C79] et Müller [M78].
Il est connu sous le nom de théorème de Cheeger-Müller.
Dans [BZ92], Bismut et Zhang ont étendu le théorème de Cheeger-Müller à des ﬁbrés
plats arbitraires. Dans ce cas, la métrique de Reidemeister n'est plus un invariant combi-
natoire. Étant donné un champ de gradient de Morse-Smale sur X pour une fonction de
Morse f sur X, on peut associer une métrique sur λ, dite métrique de Milnor. Bismut et
Zhang ont alors donné une formule locale explicite reliant la métrique de Ray-Singer et
la métrique de Milnor. Quand gF est plate, on retrouve le théorème de Cheeger-Müller.
Pour démontrer leur résultat, Bismut et Zhang ont utilisé la déformation de Witten
du complexe de de Rham associée à la fonction de Morse f .
Par ailleurs, dans [B05], [BL08], Bismut et Lebeau ont construit une déformation hy-
poelliptique de la théorie de Hodge classique. Le laplacien hypoelliptique Lb, qui dépend
d'un paramètre b > 0, est un opérateur agissant sur l'espace total du ﬁbré cotangent de
X. Bismut et Lebeau ont montré en quel sens quand b → 0, Lb déforme le laplacien de
Hodge de X. Ils ont également construit une métrique de Ray-Singer hypoelliptique sur
λ ne dépendant pas de b > 0. En utilisant le fait que le laplacien hypoelliptique déforme
le laplacien elliptique, ils ont montré que les métriques de Ray-Singer hypoelliptique et
elliptique coïncident.
Dans cet article, nous allons montrer directement une formule qui relie la métrique de
Ray-Singer hypoelliptique et la métrique de Milnor. En utilisant le théorème de Bismut-
Zhang, on retrouve ainsi le résultat de Bismut-Lebeau. Bien plus, on n'utilise à aucun
moment le fait que le laplacien hypoelliptique déforme le laplacien elliptique. Ceci nous
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permet de compléter le diagramme suivant :
Métrique de Ray-Singer
elliptique
Bismut-Lebeau
Bismut-Zhang Métrique de
Milnor
Métrique de Ray-Singer
hypoelliptique
Shen
Dans les pages qui suivent, nous allons préciser le contexte dans lequel nous travaillons,
et nous allons décrire en détail les résultats que nous avons obtenu. Nous expliquerons
également certaines techniques utilisées.
0.1. La métrique de Ray-Singer elliptique. Rappelons quelques éléments sur
la torsion analytique et la métrique de Ray-Singer elliptique [RS71]. Soit X une variété
compacte de dimension n. Soit (F,∇F ) un ﬁbré vectoriel complexe plat surX. On désigne
par H ·(X,F ) la cohomologie de X à coeﬃcients dans F . Soit (Ω·(X,F ), dX) le complexe
de de Rham.
Pour E un espace vectoriel de dimension m, on pose detE = Λm(E). Soit λ le
déterminant de la cohomologie H ·(X,F ), i.e.,
λ = detH ·(X,F ) =
n⊗
i=0
(
detH i(X,F )
)(−1)i
.(0.1.1)
Soit gTX une métrique riemannienne sur X, et soit gF une métrique hermitienne
sur F . Soit dX,∗ l'adjoint formel de l'opérateur de de Rham dX sur X par rapport à la
métrique L2 naturelle sur Ω·(X,F ) induite par gTX et gF . Alors le laplacien de Hodge
associé est donné par
X =
(
dX + dX,∗
)2
=
[
dX , dX,∗
]
.(0.1.2)
Si ∆X est le laplacien de Laplace-Beltrami sur X, la restriction de X à C∞(X) coïncide
avec −∆X .
Soit PX le projecteur spectral pour X relatif à la valeur propre 0. Soit NΛ·(T ∗X)
l'opérateur de nombre sur Λ·(T ∗X). Pour Re (s) > n/2, on déﬁnit une fonction zêta
associée à X par la formule
θ(s) = −Trs
[
NΛ
·(T ∗X) (X)−s (1− PX)] .(0.1.3)
Dans (0.1.3), Trs désigne la super trace de l'opérateur considéré. Il est bien connu que
θ(s) a une extension méromorphe sur C, qui est holomorphe en s = 0. On appelle torsion
analytique le réel θ′(0).
Par le théorème de Hodge, on peut identiﬁer H ·(X,F ) avec le noyau de X , c'est
à dire avec les formes harmoniques. La métrique L2 sur Ω·(X,F ) induit une métrique
| · |RS,2λ sur λ. Suivant [Q85], on déﬁnit la métrique de Ray-Singer elliptique par
‖ · ‖RS,2λ = eθ
′(0)| · |RS,2λ .(0.1.4)
En particulier, si H ·(X,F ) = 0, λ est la droite complexe triviale C. Dans ce cas, si on
note par 1 ∈ C la section canonique de C, on a l'indentité
log ‖1‖RS,2λ = θ′(0).(0.1.5)
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Dans [RS71, Theorem 2.1], Ray et Singer ont montré que si H ·(X,F ) = 0, et si la
dimension de X est impaire, la torsion analytique θ′(0) ne dépend pas de gTX et gF . Plus
généralement, quand X est de dimension impaire, la métrique de Ray-Singer ne dépend
pas de gTX et gF . Quand X est de dimension paire, dans [BZ92, Theorem 4.7], Bismut
et Zhang ont montré une formule d'anomalie pour ‖ · ‖RS,2λ , qui exprime la variation de
‖ · ‖RS,2λ en fonction de gTX et gF par une expression calculable localement.
0.2. Les métriques de Reidemeister et de Milnor. Soit K une triangulation
de X. On désigne par (C ·(K,F ), ∂) le complexe des cochaînes associées à K à valeurs
dans F . Par l'isomorphisme de de Rham, on a
H ·(C ·(K,F ), ∂) ' H ·(X,F ).(0.2.1)
Par [KM76], on a l'isomorphisme canonique
λ ' det(C ·(K,F )).(0.2.2)
Soit B l'ensemble des barycentres des simplexes de K. On utilise l'identiﬁcation
C ·(K,F ) =
⊕
x∈B
Fx.(0.2.3)
Alors par (0.2.2), (0.2.3), les métriques (gFx )x∈B induisent une métrique ‖ · ‖R,K,2λ sur λ.
Quand H ·(X,F ) = 0, comme précédemment, on obtient la torsion de Reidemeister
par
τK = log ‖1‖R,K,2λ .(0.2.4)
La torsion de Reidemeister τK a été étudiée par Franz [F35], Reidemeister [Re35], et de
Rham [dR50]. Ces auteurs ont montré que si gF est plate, alors τK ne dépend ni de K
ni de B. Quand H ·(X,F ) 6= 0, on peut montrer que si gF est plate, la métrique ‖ · ‖R,K,2λ
est encore indépendante de K et B. Plus généralement, dans [M93], Müller a montré
que si gF est unimodulaire, i.e., si gF induit une métrique plate sur detF , la métrique
‖ · ‖R,K,2λ ne dépend pas de K et B. Dans ce cas, la métrique ‖ · ‖R,K,2λ est un invariant
topologique, qu'on note ‖ · ‖R,2λ , et qu'on appelle métrique de Reidemeister.
Soit f une fonction de Morse sur X, et soit B l'ensemble de points critiques de f .
Soit gTX′ une autre métrique sur TX. On suppose que le champ de gradient ∇′f pour
gTX′ vériﬁe la condition de transversalité de Smale [Sm61], [Sm67]. Alors, le ﬂot
x˙ = −∇′f(0.2.5)
induit une décomposition cellulaire de X. Soit (C ·(W u, F ), ∂) le complexe des cochaînes
cellulaires à valeurs dans F , qu'on appelle complexe de Thom-Smale. Alors
H ·(C ·(W u, F ), ∂) ' H ·(X,F ).(0.2.6)
Comme précédemment, les métriques (gFx )x∈B induisent une métrique ‖ · ‖M,2λ,∇′f sur λ, la
métrique de Milnor. Dans [Mi66, Theorem 9.3] et [BZ92, Remark 1.10], on montre que
si gF est unimodulaire, la métrique de Milnor ‖ · ‖M,2λ,∇′f ne dépend pas de ∇′f et coïncide
avec la métrique de Reidemeister ‖ · ‖R,2λ .
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0.3. Le théorème de Cheeger-Müller et son extension par Bismut-Zhang.
Dans [RS71], Ray et Singer ont conjecturé que si gF est plate, alors
‖ · ‖R,2λ = ‖ · ‖RS,2λ .(0.3.1)
Cette conjecture a été démontrée par Cheeger [C79] et Müller [M78]. Dans le cas où
gF est unimodulaire, Müller [M93] a montré que (0.3.1) est encore vrai. Dans [BZ92],
pour gF arbitraire, Bismut et Zhang ont montré une formule de comparaison pour les
métriques de Milnor et de Ray-Singer elliptique. Soit ∇TX la connexion de Levi-Civita
sur (TX, gTX). Soit ψ(TX,∇TX) le courant de Mathai-Quillen [MaQ86] sur l'espace
totale du ﬁbré tangent de X. Posons
θ
(∇F , gF ) = Tr [(gF )−1∇FgF] ∈ Ω1(X).(0.3.2)
Par [BZ92, Theorem 7.1], on a
log
(
‖ · ‖RS,2λ
‖ · ‖M,2λ,∇′f
)
= −
∫
X
θ
(∇F , gF ) (∇′f)∗ ψ (TX,∇TX) .(0.3.3)
Il est clair que (0.3.3) implique la conjecture de Ray-Singer et le résultat de Müller
[M93].
0.4. La déformation de Witten elliptique. La déformation de Witten elliptique
[Wi82] est l'ingrédient essentiel de la preuve de (0.3.3) donnée par Bismut et Zhang.
Soit en eﬀet f : X → R une fonction de Morse. On pose
dXf = e
−fdXef , dX,∗f = e
fdX,∗e−f .(0.4.1)
L'application α ∈ Ω·(X,F ) → efα ∈ Ω·(X,F ) est un isomorphisme des complexes(
Ω·(X,F ), dXf
)
et
(
Ω·(X,F ), dX
)
.
Soit Xf le laplacien de Hodge associé aux métriques gTX et e−2fgF . Par (0.1.2), on
a
Xf =
(
dX + dX,∗2f
)2
=
[
dX , dX,∗2f
]
.(0.4.2)
On pose
˜Xf = e−fXf ef =
[
dXf , d
X,∗
f
]
.(0.4.3)
L'opérateur ˜Xf est autoadjoint pour la métrique L2 standard sur Ω·(X,F ). Les opéra-
teurs Xf ou ˜Xf sont appelés laplaciens de Witten.
Si X = R est muni de sa métrique canonique, et si F = C est muni de la métrique
triviale, et si f± = ±|x|2/2, le laplacien de Witten ˜Rf± est un oscillateur harmonique.
Plus précisément, on a
1
2
˜Rf+ =
1
2
(
− ∂
2
∂y2
+ |y|2 − 1
)
+NΛ
·R∗ ,(0.4.4)
1
2
˜Rf− =
1
2
(
− ∂
2
∂y2
+ |y|2 − 1
)
+
(
1−NΛ·R∗) .
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Dans [Wi82], Witten a étudié l'opérateur ˜XTf quand T → ∞. Par [Wi82, (13)],
[BZ92, (5.13)], pour T > 0, on a
˜XTf = X + T 2|df |2 + TRf ,(0.4.5)
où Rf est un terme d'ordre 0. Dans [Wi82], Witten a montré que quand T → ∞, le
spectre de l'opérateur ˜XTf se décompose en deux parties, l'une qui converge vers 0 et
l'autre qui converge vers +∞. Soit Ω˜·,[0,1]Tf (X,F ) la somme directe des espaces propres
associés aux valeurs propres de ˜XTf dans [0, 1]. Alors,
(
Ω˜
·,[0,1]
Tf (X,F ), d
X
Tf
)
est un sous-
complexe de
(
Ω·(X,F ), dXTf
)
. Grâce au terme T 2|df |2 dans (0.4.5), Witten a montré que
l'espace vectoriel Ω˜·,[0,1]Tf (X,F ) se localise au voisinage des points critiques. De plus, pour
1 6 i 6 n, T > 0 assez grand, Witten a montré que
dim Ω˜
i,[0,1]
Tf (X,F ) = Mi rg[F ],(0.4.6)
où M i est le nombre de points critiques d'indice i. De (0.4.6), Witten en a déduit une
preuve analytiques des inégalités de Morse. Il a conjecturé que, pour T > 0 assez grand,
le complexe
(
Ω˜
·,[0,1]
Tf (X,F ), d
X
Tf
)
s'identiﬁe au complexe de Thom-Smale.
Plus généralement, dans [HeSj85, Theorem 1.4, Lemma 1.6] et [BZ92, Theorem
8.5], ces auteurs ont montré que si gTX , gF sont plates au voisinage des points critiques
de f , alors il existe c > 0, C > 0, T0 > 0 tels que pour T > T0, on a
Sp ˜XTf ⊂
[
0, Ce−cT
] ∪ [CT,∞[.(0.4.7)
De plus, soit Ω·,[0,1]Tf (X,F ) la somme directe des espaces propres associés aux valeurs
propres de XTf dans [0, 1]. Si le champ de gradient ∇f pour gTX vériﬁe la condition de
transversalité de Smale, dans [HeSj85] et [BZ94, Theorem 6.11], ces auteurs ont montré
que le complexe
(
Ω
·,[0,1]
Tf (X,F ), d
X
)
s'identiﬁe au complexe de Thom-Smale.
0.5. Le laplacien hypoelliptique en théorie de de Rham. Rappelons briève-
ment la construction du laplacien hypoelliptique en théorie de de Rham [B05], [BL08].
On désigne par pi : X ∗ → X l'espace total du ﬁbré cotangent de X. Soit H : X ∗ → R
une fonction C∞ telle que H(x, p) = H(x,−p). Dans [B05, Section 2], à (gTX , gF ,H),
Bismut associe une forme hermitienne hΩ
·(X ∗,pi∗F )
H non dégénérée de signature (∞,∞) sur
Ω·(X ∗, pi∗F ). Soit dX ∗φ,2H l'adjoint formel de dX ∗ par rapport à hΩ
·(X ∗,pi∗F )
H . On pose
Aφ,H =
1
2
(
dX
∗
+ d
X ∗
φ,2H
)
, Aφ,H = e−HAφ,HeH.(0.5.1)
Alors Aφ,H est h
Ω·(X ∗,pi∗F )
H -autoadjoint.
On pose
H(x, p) = |p|
2
2
.(0.5.2)
Pour b > 0, par [B05, Sections 3.2, 3.3], on sait que l'opérateur 2A2φ,H/b2 n'est ni elliptique
ni autoadjoint ni positif, mais qu'il est hypoelliptique.
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Les propriétés analytiques de 2A2φ,H/b2 sont établies dans [BL08]. Dans [BL08, Theo-
rem 15.5.1], Bismut et Lebeau ont montré que l'opérateur 2A2φ,H/b2 est à résolvante com-
pacte, et que le spectre de 2A2φ,H/b2 est formé de valeurs propres. Par [BL08, Proposition
3.2.1], l'ensemble des valeurs propres est invariant par conjugaison. Par [BL08, Theorem
3.5.1], pour b > 0 suﬃsamment petit, à distance ﬁnie, les valeurs propres restent réelles
et positives. Par [L], dans les exemples explicites, pour b > 0 assez grand, les valeur
propres peuvent cesser d'être réelles.
Dans [BL08, Theorem 3.3.2], Bismut et Lebeau ont établi une théorie de Hodge
exotique associée à l'opérateur 2A2φ,H/b2 . SoitH
·
φ,H/b2 l'espace caractéristique de 2A
2
φ,H/b2
associé à la valeur propre 0. Ces auteurs ont montré que le complexe
(
H ·φ,H/b2 , d
X ∗) est
de dimension ﬁnie, et que sa cohomologie coïncide avec H ·(X ∗, pi∗F ) = H ·(X,F ). De
plus, il existe b0 > 0 et un ensemble discret K ⊂ R∗+ tels que, pour b ∈]0, b0]∪
(
R∗+\K
)
,
on a
H ·φ,H/b2 = ker d
X ∗ ∩ ker dX ∗φ,2H/b2 ' H ·(X ∗, pi∗F ).(0.5.3)
0.6. Le laplacien hypoelliptique comme déformation du laplacien ellip-
tique. Dans [B05, Section 3.7, 3.8], Bismut montre que le laplacien hypoelliptique in-
terpole en un sens adéquat entre le laplacien de Hodge X/2 pour b→ 0 et l'opérateur
de dérivée de Lie associé au générateur du ﬂot géodésique pour b→∞.
Plus précisément, dans [B05], on conjugue Aφ,H/b2 en un nouvel opérateur A′φb,H. Soit
Y le générateur du ﬂot géodésique, et soit ∆V le laplacien de la ﬁbre. Si F = C est muni
de la métrique triviale, la restriction de 2A′,2φb,H à C
∞(X ∗) est donnée par
1
2b2
(−∆V + |p|2 − n)− 1
b
∇Y .(0.6.1)
Le premier opérateur dans (0.6.1) est l'oscillateur harmonique de la ﬁbre, et le second
est le générateur du ﬂot géodésique.
Dans [BL08, Chapter 17], Bismut et Lebeau ont montré que, quand b → 0, en un
sens adéquat, la résolvante de 2A′,2φb,H converge vers celle de 
X/2.
0.7. La métrique de Ray-Singer hypoelliptique. En utilisant les mêmes consi-
dérations que dans le cas elliptique, la métrique de Ray-Singer hypoelliptique sur λ est
construite dans [BL08, Chapter 6]. On montre en eﬀet dans [BL08, Chapter 6], que bien
que le spectre de A2φ,H/b2 ne soit pas nécessairement positif réel, on peut encore déﬁnir
une "métrique" de Ray-Singer hypoelliptique ‖ · ‖RS,2λ,b . À priori cette métrique n'est pas
nécessairement positive. Dans [BL08, Theorem 9.0.1], les auteurs ont montré que
‖ · ‖RS,2λ,b = ‖ · ‖RS,2λ .(0.7.1)
En particulier, ‖ · ‖RS,2λ,b reste bien positive.
0.8. Le résultat principal de l'article. On suppose ici que f est une fonction
de Morse telle que le champ de gradient ∇′f pour une autre métrique gTX′ vériﬁe la
condition de transversalité de Smale.
Dans cet article, on va démontrer le théorème suivant :
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Théorème 0.1. Pour b > 0, on a
log
(
‖ · ‖RS,2λ,b
‖ · ‖M,2λ,∇′f
)
= −
∫
X
θ
(∇F , gF ) (∇′f)∗ ψ (TX,∇TX) .(0.8.1)
En utilisant le théorème de Bismut-Zhang (0.3.3) et notre théorème 0.1, on retrouve
ainsi le résultat de Bismut-Lebeau (0.7.1) sans utiliser le fait que la théorie de Hodge
hypoelliptique est une déformation de la théorie de Hodge elliptique.
0.9. Laplacien hypoelliptique à deux paramètres et localisation. Pour b >
0, T > 0, on pose
Hb,T (x, p) = |p|
2
2b2
+ Tf(x).(0.9.1)
Pour simpliﬁer, on note HT = H1,T . Remarquons que, par [B05, Remark 2.37], Aφ,Hb,T
coïncide avec l'opérateur Aφ,H/b2 quand gF est remplacé par e−2TfgF . La démonstration
du théorème 0.1 résulte de l'étude de l'opérateur 2A′,2φb,HT quand b → 0, T → +∞ avec
b2T dans un intervalle compact de R∗+.
On note ∇V un opérateur de dérivation le long des ﬁbres. Si F = C est muni de sa
métrique canonique, la restriction de 2A′,2φb,HT à C
∞(X ∗) est donnée par
Lb,T =
1
2b2
(−∆V + |p|2 − n)− 1
b
(∇Y − T∇V∇f) .(0.9.2)
Notons que ∇Y − T∇V∇f est le champ de vecteurs d'hamiltonien HT sur la variété sym-
plectique X ∗.
On suppose maintenant que gTX , gF sont plates au voisinage des points critiques de
f . Dans la section 8, on montre qu'avec notre choix de paramètres, quand T → ∞ (et
b→ 0), le spectre de 2A′,2φb,HT se décompose en deux partie, l'une qui converge vers 0 et
l'autre qui converge vers ∞. Plus précisément, Pour c > 0, λ1 ∈ R, on pose
Wc,λ1 =
{
λ1 + σ + iτ ∈ C, σ > c|τ |1/8
}
.(0.9.3)
Théorème 0.2. Étant donnés κ > 0,M > 0 tels que M > κ, il existe c0 > 0, c1 >
0, c2 > 0, λ1 > c0, b0 > 0, T0 > 0, tels que pour 0 < b 6 b0, T > T0, κ 6 b2T 6M , on a
Sp
(
2b2A′,2φb,HT
) ⊂ [0, c0e−c1T ] ∪Wc2,λ1 .(0.9.4)
De plus, soit Ω˜·,[0,1]b,T (X ∗, pi∗F ) la somme directe des espaces caractéristiques associés aux
valeurs propres de 2A′,2φb,HT dans [0, 1]. Alors pour 1 6 i 6 n, κ 6 b
2T 6M , T > 0 assez
grand, on a
dim Ω˜
i,[0,1]
b,T (X ∗, pi∗F ) = Mi rg[F ].(0.9.5)
Dans la section 8, on montre que l'espace vectoriel Ω˜·,[0,1]b,T (X ∗, pi∗F ) se localise au
dessus d'un voisinage arbitraire des points critiques de f . Contrairement à ce qui se
passe dans le cas du laplacien de Witten, grâce à (0.4.5), ce phénomène de localisation
ne résulte pas immédiatement de l'équation (0.9.2) pour le laplacien hypoelliptique.
Indiquons brièvement l'origine de cette localisation. Pour  > 0, on pose
L,b,T = e
−bT∇pfLb,T ebT∇pf .(0.9.6)
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λ1 Reλ
Imλ
Reλ = λ1 + c2|Imλ|1/8
c0e
−c1T
Figure 0.1. Le spectre de 2b2A′,2φb,HT
De (0.9.2), (0.9.6), on tire que
(0.9.7) L,b,T =
1
2b2
(
−∆V + 〈p|1− 2b2T∇TX∇f |p〉− n)+ T 2(1− 
2
)|df |2
− 1
b
(∇Y − T (1− )∇V∇f) .
Pour  > 0 assez petit, nous préservons la positivité du terme 〈p|1 − 2b2T∇TX∇f |p〉.
Par ailleurs, quand T → ∞, le terme T 2(1 − 
2
)|df |2 devient très grand en dehors des
points critiques de f . Bien que l'oscillateur harmonique dans les ﬁbres 1
2
(−∆V + 〈p|1−
2b2T∇TX∇f |p〉 − n) possède maintenant des valeurs propres négatives, ce phénomène
est plus que compensé par le terme T 2(1− 
2
)|df |2.
Les diﬃcultés se localisent donc au dessus d'un voisinage des points critiques. Parce
que les métriques considérées sont plates au voisinage de ces points critiques, le laplacien
hypoelliptique a une forme canonique au dessus de ce voisinage. L'étude de cette forme
canonique joue un rôle essentiel dans tout l'article.
Soit Ω·,[0,1]b,T (X ∗, pi∗F ) la somme directe des espaces caractéristiques associés aux va-
leurs propres de 2A2φ,Hb,T dans [0, 1]. Si le champs de gradient ∇f pour gTX vériﬁe la
condition de transversalité de Smale, dans la sous-section 8.9, on montre que :
Théorème 0.3. Étant donnés κ > 0, M > 0 tels que M > κ, il existe b0 > 0, T0 > 0
tels que pour 0 < b 6 b0, T > T0, κ 6 b2T 6M , on a un isomorphisme canonique(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), dX
∗
)
' (C ·(W u, F ), ∂) .(0.9.8)
Notons que dans notre régime de paramètres, on peut complètement ignorer le fait
que le laplacien hypoelliptique déforme le laplacien elliptique.
0.10. Interprétation dynamique des estimations. Nous allons donner briève-
ment la contrepartie probabiliste des phénomènes de localisation décrits précédemment.
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Par (0.9.2), on a
exp(HT )Lb,T exp(−HT ) = 1
2b2
(−∆V + 2∇Vp )− 1b (∇Y − T∇V∇f) .(0.10.1)
On ﬁxe x ∈ X. Soit w· un mouvement brownien dans TxX. Si t ∈ R→ xt ∈ X est une
courbe C1 telle que x0 = x, on identiﬁe la distribution w˙ à son transport parallèle le long
de x· pour la connexion de Levi-Civita. La formule (0.10.1) nous suggère de considérer
l'équation diﬀérentielle stochastique
b2x¨s + x˙s + T∇fxs = w˙s.(0.10.2)
Quand T = 0 , on réobtient la dynamique considérée dans [B05, (0.11)], [BL08, (0.4)]
par Bismut et Bismut-Lebeau. Dans ce cas, pour b = 0, l'équation (0.10.2) devient
x˙ = w˙, qui est l'équation du mouvement brownien. Au moins formellement, cet argument
explique la raison pour laquelle Lb,0 est une déformation du laplacien elliptique −∆X/2.
Dans notre article nous faisons à la fois b→ 0 et T → +∞, avec b2T dans un compact
de R∗+. Au moins formellement, on est ramené à l'étude de l'équation x˙+T∇f = w˙ pour
T grand. Par les arguments de Bismut-Zhang [BZ92] (qui eux-mêmes reﬂètent certains
aspects de la théorie des grandes déviations de Ventcell-Freidlin [VFr70]), en temps ﬁni,
on a une localisation des trajectoires près des points critiques de f . La possibilité de
démontrer le théorème 0.1 sans passer par les arguments de Bismut-Lebeau repose en
partie sur ces considérations.
Expliquons maintenant la raison pour laquelle on impose la condition b2T dans un
compact de R∗+. Introduisons les fonctionnelles sur les courbes C
2 dans X paramétrées
par [0, t],
Ib,T (x·) =
1
2
∫ t
0
|x˙s|2ds+ 1
2
∫ t
0
|b2x¨s + T∇fxs|2ds,(0.10.3)
Jb,T (x·) =
1
2
∫ t
0
|b2x¨s + x˙s + T∇fxs|2ds.
Notons que sur l'espace des lacets L2X paramétrés par R/[0, t] qui sont de classe C2, on
a Ib,T (x·) = Jb,T (x·).
L'équation (0.10.2) suggère que le calcul de la trace de exp(−tLb,T ) s'obtient par
intégration sur L2X de la mesure dQb donnée par
dQb(x·) = exp(−Ib,T (x·))Dx·.(0.10.4)
En fait la véritable mesure correspondant à cette intuition est portée par l'espace des
lacets L1X qui sont de classe C1. Notons que pour  > 0, si x ∈ L2X, on a
Ib,T (x·) = Jb,T (x·) =
1
2
∫ t
0
〈
x˙s|1− 2b2T∇TX∇f |x˙s
〉
xs
ds+ T 2
(
1− 
2
)∫ t
0
|∇f |2xsds
(0.10.5)
+
1
2
∫ t
0
|b2x¨s + (1− )T∇fxs|2ds.
Notons ici la similarité formelle de certains termes dans (0.9.7) et (0.10.5). Quand b2T
reste borné, pour  > 0 suﬃsamment petit, le premier terme dans le membre de droite
de (0.10.5) reste positif. Aussi la fonctionnelle Ib,T (x·) devient-elle très grande quand x
évite les points critiques de f .
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Ces considérations sont la contrepartie probabiliste des arguments de théorie spectrale
développés après l'équation (0.9.7). Bien plus, ils expliquent l'eﬃcacité des considérations
probabilistes dans notre contexte.
0.11. Une 1-forme fondamentale. La démonstration du théorème 0.1 s'inspire
de [BZ92], [BZ94] et [BG01]. On ﬁxe γ > 0. Soit β la 1-forme sur R∗+ ×R∗+ donnée
par
β = −Trs
[
HT r
(
tA′,2φ√
γ/T
,HT
)] dT
T
+ Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
tA′,2φ√
γ/T
,HT
)] dt
t
.(0.11.1)
Dans la sous-section 9.1, on montre que β est une 1-forme fermée.
On choisit T0 > 0 assez grand. Soit Γ un rectangle dans R∗+× [T0,∞[. On a l'identité∫
Γ
β = 0.(0.11.2)
On déforme Γ vers le bord de R∗+ × [T0,∞[. Les contributions des quatre côtés de Γ
divergent. Quand on soustrait les divergences, on obtient le théorème 0.1.
0.12. Indice local et intégrale de Berezin. Comme dans [BZ92], [BZ94], [BG01],
les techniques d'indice local jouent un rôle essentiel. On utilise en particulier le forma-
lisme de l'intégrale de Berezin, et une nouvelle version de la transformation de Getzler.
Ainsi, le membre de droite de (0.8.1) apparaît par des techniques d'indice local.
0.13. Structure de l'article. Cet article est structuré de la façon suivante. Dans
la section 1, on rappelle quelques résultats d'algèbre linéaire.
Dans la section 2, on décrit la déformation de Witten elliptique, ainsi la métrique de
Ray-Singer elliptique sur le déterminant de la cohomologie λ.
Dans la section 3, on rappelle la construction du laplacien hypoelliptique, et on
construit le laplacien hypoelliptique à deux paramètres (b, T ). Ainsi, on construit la
métrique de Ray-Singer hypoelliptique sur λ.
Dans la section 4, on décrit la métrique de Milnor sur λ.
Dans la section 5, on construit l'intégrale de Berezin, et on rappelle le formalisme de
Mathai-Quillen.
Dans le section 6, on énonce le théorème 0.1.
Dans la section 7, dans le cas où X = R est muni de la métrique triviale, et où F = R
est également muni de la métrique triviale, on étudie en détail le laplacien de Witten
elliptique et le laplacien hypoelliptique à deux paramètres. On calcule en particulier le
spectre de ces opérateurs et leur noyau de la chaleur. On montre également une version
du théorème 0.1 pour ces opérateurs.
Dans la section 8, on montre le théorème 0.2.
Dans la section 9, on construit la 1-forme fermée β sur R∗+ ×R∗+.
Dans la section 10, en admettant des résultats intermédiaires, on démontre le théo-
rème 0.1.
Dans les sections 11-17, on démontre ces résultats intermédiaires.
Dans tout l'article, si A est une algèbre Z2-graduée, si a, a′ ∈ A, on note [a, a′] le
supercommutateur de a et a′. Si B est une autre algèbre Z2-graduée, on note A⊗̂B le
produit tensoriel Z2-gradué de A et B. On désigne par Trs la supertrace. On note C,C ′
des constantes strictement positives. Ces constantes peuvent varier d'une ligne à l'autre.
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Si w est un mouvement brownien, on désigne par dw la diﬀérentielle de Stratonovich, et
par δw la diﬀérentielle de Itô.
Les résultats contenus dans cet article ont été annoncés dans [Sh14].
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1. Préliminaires d'algèbre linéaire
Dans cette section, on rappelle quelques constructions d'algèbre linéaire. Dans la
sous-section 1.1, on rappelle la déﬁnition de la métrique canonique sur R.
Dans la sous-section 1.2, étant donné un complexe (E·, ∂) d'espaces vectoriels com-
plexes, on construit son déterminant.
Dans la sous-section 1.3, si h est une forme hermitienne non dégénérée sur (E·, ∂),
on rappelle la condition sur h telle qu'une version de la théorie de Hodge reste vraie.
Dans la sous-section 1.4, pour certains sous-espaces vectoriels de E, on déﬁnit la
projection h-autoadjointe sur ces sous-espaces.
1.1. La droite réelle R. On désigne par 1 l'unité de R vue comme section cano-
nique de R∗. On munit R de la métrique canonique ‖ · ‖R telle que
‖1‖R = 1.(1.1.1)
1.2. Déterminants. Si λ est une droite complexe, soit λ∗ la droite duale. Dans la
suite, on utilise la notation
λ−1 = λ∗.(1.2.1)
Si V est un espace vectoriel complexe de dimension n, on pose
detV = ΛnV.(1.2.2)
On utilise la convention
det 0 = C.(1.2.3)
Soit m ∈ N. Soit
(E·, ∂) : 0 // E0 ∂ // · · · ∂ // Em // 0,(1.2.4)
un complexe d'espaces vectoriels complexes de dimension ﬁnie, et soit H ·(E·, ∂) la coho-
mologie de (E·, ∂).
Posons
detE· =
m⊗
i=0
(
detEi
)(−1)i
, detH ·(E·, ∂) =
m⊗
i=0
(
detH i(E·, ∂)
)(−1)i
.(1.2.5)
Par [KM76] et [BGiSo88, Section a.2], on a l'isomorphisme canonique
detE· ' detH ·(E·, ∂).(1.2.6)
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1.3. Théorie de Hodge exotique. Dans cette sous-section, nous suivons [B05,
Sections 1.2,1.3]. Soit h une forme hermitienne non dégénérée sur E·, telle que les Ei
sont mutuellement orthogonaux. Alors h déﬁnit un isomorphisme entre E· et E·
∗
. Si
A ∈ End(E·), soit A∗h l'adjoint relatif à h.
Posons
D = ∂ + ∂∗h.(1.3.1)
Alors D est h-autoadjoint, et on a
D2 = [∂, ∂∗h].(1.3.2)
Soit
E· =
⊕
λ∈Sp(D2)
E·λ(1.3.3)
la décomposition de E en espaces caractéristiques de D2. Alors il existe un entier N > 1
tel que pour tout λ ∈ Sp(D2),
ker
(
λ−D2)N = E·λ.(1.3.4)
Par (1.3.3), (E·0, ∂) est une sous-complexe de (E
·, ∂). De plus, on a
H ·(E·, ∂) = H ·(E·0, ∂).(1.3.5)
Définition 1.1. On dit que h est de type Hodge si
E·0 = ker ∂ ∩ ker ∂∗h.(1.3.6)
Si h est de type Hodge, par (1.3.5) et (1.3.6), on a un isomorphisme canonique
H ·(E·, ∂) ' ker ∂ ∩ ker ∂∗h.(1.3.7)
1.4. La projection h-autoadjointe. Supposons maintenant que (E, 〈, 〉) est un
espace de Hilbert. Soit A : E → E un opérateur borné hermitien et inversible. On pose
h(·, ·) = 〈·, A·〉.(1.4.1)
Alors h est une forme hermitienne non dégénérée sur E.
Soit V un sous-espace vectoriel fermé de E. On pose
V ⊥ = {e ∈ E : pour tout v ∈ V, 〈e, v〉 = 0},(1.4.2)
V ⊥h = {e ∈ E : pour tout v ∈ V, h(e, v) = 0}.
Alors V ⊥, V ⊥h sont fermés. De plus, on a
V ⊥h = A−1V ⊥, V ⊥ = (A−1V )⊥h .(1.4.3)
Proposition 1.2. Si V est de dimension ﬁnie, et si h est non dégénérée sur V , alors
on a
E = V ⊕ V ⊥h .(1.4.4)
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Démonstration. Comme h est non dégénérée sur V , on a
V ∩ V ⊥h = 0.(1.4.5)
On pose
F = V ⊕ V ⊥h .(1.4.6)
Comme V est de dimension ﬁnie et V ⊥h est fermé, F est un sous-espace vectoriel fermé
de E. Comme h est non dégénérée sur E, il reste à montrer que
F⊥h = 0.(1.4.7)
Par (1.4.3), on a (
V ⊥h
)⊥h = (A−1V ⊥)⊥h = (V ⊥)⊥ = V.(1.4.8)
De (1.4.5), (1.4.6) et (1.4.8), on tire que
F⊥h = V ⊥h ∩ (V ⊥h)⊥h = V ⊥h ∩ V = 0,(1.4.9)
ce qui nous donne (1.4.7) et termine la démonstration. 
Soit PV la projection sur V relative au scindage (1.4.6). Alors PV est une projection
h-autoadjointe.
2. Laplacien de Witten elliptique et métrique de Ray-Singer elliptique
Soit X une variété compacte. Soit (F,∇F ) un ﬁbré vectoriel complexe plat sur X.
Dans cette section, on construit le laplacien de Witten canoniquement associé à une
métrique sur X, à une métrique hermitienne sur F et à une fonction C∞ sur X. On
construit aussi la métrique de Ray-Singer sur le déterminant de la cohomologie de X à
coeﬃcients dans F .
Cette section est organisée de la façon suivante. Dans la sous-section 2.1, on construit
le laplacien de Witten.
Dans la sous-section 2.2, on construit la métrique de Ray-Singer elliptique.
2.1. Laplacien de Witten elliptique. Soit X une variété diﬀérentielle compacte
de dimension n. Soit (F,∇F ) un ﬁbré vectoriel complexe plat de rang rg[F ] sur X. On
désigne par H ·(X,F ) la cohomologie de X à coeﬃcients dans F . On pose
λ = detH ·(X,F ) =
n⊗
i=0
(
detH i(X,F )
)(−1)i
.(2.1.1)
Soit Ω·(X,F ) l'espace des sections C∞ de Λ·(T ∗X)⊗R F sur X. Soit dX l'opérateur
de de Rham sur Ω·(X,F ). On a l'isomorphisme canonique
H ·
(
Ω·(X,F ), dX
)
= H ·(X,F ).(2.1.2)
Soit gTX une métrique sur le ﬁbré tangent TX de X. On identiﬁe TX et T ∗X par
la métrique gTX . Soit ∇TX la connexion de Levi-Civita sur (TX, gTX), et soit RTX sa
courbure.
Soit gF une métrique hermitienne sur F . On pose
ω(∇F , gF ) = (gF )−1∇FgF .(2.1.3)
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Alors ω(∇F , gF ) ∈ Ω1(X,Endauto(F )) est une 1-forme à valeurs dans les endormophismes
autoadjoints de F . Posons
∇F,u = ∇F + 1
2
ω(∇F , gF ).(2.1.4)
Alors ∇F,u est une connexion unitaire sur F .
Soit f une fonction C∞ sur X. Soit gFf la métrique sur F donnée par
gFf = e
−2fgF .(2.1.5)
Alors gTX et gFf induisent une métrique hermitienne 〈, 〉Λ·(T ∗X)⊗RF,f sur Λ·(T ∗X)⊗R F .
Soit dvX le volume riemannien sur X. On déﬁnit une métrique sur Ω·(X,F ) par
〈, 〉Ω·(X,F ),f =
∫
X
〈, 〉Λ·(T ∗X)⊗RF,fdvX .(2.1.6)
Pour f = 0, on utilise la notation 〈, 〉Ω·(X,F ) au lieu de 〈, 〉Ω·(X,F ),0.
Soit dX,∗2f l'adjoint formel de d
X pour la métrique hermitienne 〈, 〉Ω·(X,F ),f . On pose
DXf = d
X + dX,∗2f , D˜
X
f = e
−fDXf e
f ,(2.1.7)
Xf = DX,2f =
[
dX , dX,∗2f
]
, ˜Xf = e−fXf ef .
Les opérateurs Xf ou ˜Xf sont appelés laplaciens de Witten elliptique. Pour f = 0, on
pose X = X0 .
2.2. Métrique de Ray-Singer elliptique. Dans cette sous-section, on rappelle la
déﬁnition de la métrique de Ray-Singer elliptique sur λ [RS71]. Ici, nous suivons [BZ92,
Section II].
Soit A = A+ ⊕A− une algèbre Z2-graduée, et soit τ = ±1 sur A±. Pour A ∈ A, on
déﬁnit la supertrace par
Trs[A] = Tr[τA].(2.2.1)
Soit NΛ
·(T ∗X) l'opérateur de nombre sur Λ·(T ∗X). Alors τ = (−1)NΛ·(T∗X) induit une
Z2-graduation sur Ω·(X,End(F )). Soit PX le projecteur spectral pour X relatif à la
valeur propre 0. Pour Re (s) > n/2, on pose
θ(s) = −Trs
[
NΛ
·(T ∗X) (X)−s (1− PX)] .(2.2.2)
Par [BGeV04, Proposition 9.35], θ(s) a une extension méromorphe sur C qui est holo-
morphe en s = 0.
Par le théorème de Hodge, on a
kerX ' H ·(X,F ).(2.2.3)
La restriction de 〈, 〉Ω·(X,F ) à kerX induit donc une métrique L2 sur H ·(X,F ). Cette
restriction induit également une métrique | · |RS,2
λ,gF
sur λ.
Définition 2.1. On déﬁnit la métrique de Ray-Singer elliptique sur λ par
‖ · ‖RS,2
λ,gF
= eθ
′(0)| · |RS,2
λ,gF
.(2.2.4)
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Dans la suite, pour T > 0, on note
‖ · ‖RS,2λ = ‖ · ‖RS,2λ,gF , ‖ · ‖RS,2λ,T = ‖ · ‖RS,2λ,gFTf .(2.2.5)
3. Laplacien hypoelliptique
Soit (X, gTX) une variété riemannienne compacte, et soit pi : X ∗ → X l'espace total
du ﬁbré cotangent T ∗X. Dans cette section, on rappelle la construction du laplacien
hypoelliptique en théorie de de Rham, qui opère sur X ∗, et on construit un laplacien
hypoelliptique à deux paramètres.
Cette section est organisée de la façon suivante. Dans la sous-section 3.1, à certaine
fonction H sur X ∗, on associe une forme hermitienne non dégénérée sur Ω·c(X ∗, pi∗F ),
l'espace des formes à support compact. On construit le laplacien associé à cette forme
hermitienne.
Dans la sous-section 3.2, si f : X → R est une fonction C∞ sur X, pour b > 0, T > 0,
soit 2A2φ,Hb,T et Lb,T les laplaciens associés à Hb,T (x, p) = |p|2/2b2 + Tf(x). On rappelle
la formule donnée dans [B05, Theorem 3.8] pour Lb,T , d'où on tire l'hypoellipticité de
Lb,T .
Dans la sous-section 3.3, on décrit une théorie de Hodge pour 2A2φ,Hb,T .
Dans la sous-section 3.4, on rappelle la construction de la métrique de Ray-Singer
hypoelliptique sur λ.
3.1. Une forme bilinéaire nondégénérée. Ici nous suivons [BL08, Section 2.1].
On fait les même hypothèses que dans la section 2, et on utilise les notations correspon-
dantes.
Soit pi : X ∗ → X l'espace total du ﬁbré cotangent T ∗X. On désigne par p la section
tautologique de pi∗(T ∗X) sur X ∗. La connection ∇TX induit un sous-ﬁbré horizontal
THX ∗ de TX ∗. Alors on a
TX ∗ = THX ∗ ⊕ pi∗(T ∗X).(3.1.1)
Si on identiﬁe THX ∗ et pi∗(TX), on trouve que
TX ∗ = pi∗(TX ⊕ T ∗X), T ∗X ∗ = pi∗(T ∗X ⊕ TX).(3.1.2)
Soit gTX
∗
= gTX ⊕ gT ∗X la métrique naturelle sur TX ∗ = pi∗(TX ⊕ T ∗X).
On pose
f =
(
1 1
1 0
)
.(3.1.3)
La matrice f est symétrique de signature (1, 1). Par la décomposition (3.1.2), f induit un
isomorphisme de TX ∗ dans T ∗X ∗ donné par
fTX
∗
=
(
gTX 1|T ∗X
1|TX 0
)
.(3.1.4)
Alors fTX
∗
induit une forme bilinéaire symétrique non dégénérée sur TX ∗. Elle induit
également une forme bilinéaire symétrique 〈, 〉Λ·(T ∗X ∗),f sur Λ·(T ∗X ∗). Alors 〈, 〉Λ·(T ∗X ∗),f
et gF induisent une forme hermitienne 〈, 〉Λ·(T ∗X ∗)⊗Rpi∗F,f sur Λ·(T ∗X ∗)⊗R pi∗F .
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Pour a ∈ R, soit ra la dilatation
ra : (x, p) ∈ X ∗ → (x, ap) ∈ X ∗,(3.1.5)
et soit Ka l'application linéaire
Ka : s(x, p) ∈ Ω·(X ∗, pi∗F )→ s(x, ap) ∈ Ω·(X ∗, pi∗F ).(3.1.6)
Pour a = −1, on utilise les notations r,K au lieu de r−1, K−1. La diﬀérence enter r∗a et
Ka est que Ka n'agit pas sur l'algèbre extérieure.
Notons dvX ∗ le volume symplectique sur X ∗. Soit H une fonction C∞ sur X ∗. La
déﬁnition suivante est équivalente à [BL08, Deﬁnition 2.1.1].
Définition 3.1. On pose
h
Ω·(X ∗,pi∗F )
H (·, ·) =
∫
X ∗
〈Ke−2H·, ·〉Λ·(T ∗X )⊗Rpi∗F,fdvX ∗ .(3.1.7)
Dans la suite, on suppose queH(x, p) = H(x,−p). Par [BL08, Section 2.1], hΩ·(X ∗,pi∗F )H
est une forme hermitienne non dégénérée de signature (∞,∞) sur Ω·c(X ∗, pi∗F ).
On note d
X ∗
φ,2H l'adjoint formel de d
X ∗ pour hΩ
·(X ∗,pi∗F )
H . Posons
Aφ,H =
1
2
(
dX
∗
+ d
X ∗
φ,2H
)
.(3.1.8)
Alors Aφ,H est formellement h
Ω·(X ∗,pi∗F )
H -autoadjoint.
Soit e1, e2, . . . , en une base orthonormale de TX, et soit e1, e2, . . . , en la base duale de
T ∗X. On identiﬁe la ﬁbre de X ∗ à une autre copie T̂ ∗X de T ∗X. Si y ∈ T ∗X, on désigne
par ŷ l'élément correspondant dans T̂ ∗X. On pose
µ0 = êi ∧ iei .(3.1.9)
Définition 3.2. On pose
A′φ,H = e
−µ0−HAφ,Heµ0+H.(3.1.10)
On rappelle que 〈·, ·〉Ω·(X ∗,pi∗F ) est la métrique hermitienne sur Ω·c(X ∗, pi∗F ) déﬁnie
dans (2.1.6). Posons
h(·, ·) = 〈·, r∗·〉Ω·(X ∗,pi∗F ).(3.1.11)
Alors h est une forme hermitienne non dégénérée de signature (∞,∞). Par [BL08,
Equation (2.1.25)], on a
h
Ω·(X ∗,pi∗F )
H (·, ·) = h(e−H−µ0 ·, e−H−µ0·).(3.1.12)
L'opérateur A′φ,H est donc formellement h-autoadjoint.
Pour b > 0, on pose
fb =
(
1 b
b 0
)
.(3.1.13)
On note d
X ∗
φb,2H, Aφb,H,A
′
φb,H les opérateurs correspondants en remplaçant f par fb. Par
[B05, Proposition 2.32], on a
Aφb,H = r
∗
bAφ,r∗1/bHr
∗,−1
b , A
′
φb,H = KbA
′
φ,r∗
1/b
HK
−1
b .(3.1.14)
Alors A′φb,H est aussi formellement h-autoadjoint.
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3.2. L'opérateur Lb,T . Rappelons que f est une fonction C∞ sur X. Pour b > 0,
T > 0, on pose
Hb,T (x, p) = |p|
2
2b2
+ Tf(x).(3.2.1)
Pour b = 1, on utilise la notation HT au lieu de H1,T .
On pose
Lb,T = 2A
′,2
φb,HT .(3.2.2)
On désigne par ∇TX ∗ la connexion tautologique sur TX ∗ induite par (3.1.2) et
la connexion de Levi-Civita ∇TX . Elle induit également une connexion ∇Λ·(T ∗X ∗) sur
Λ·(T ∗X ∗). Soit ∇Λ·(T ∗X ∗)⊗pi∗F (resp. ∇Λ·(T ∗X ∗)⊗pi∗F,u) la connexion sur Λ·(T ∗X ∗)⊗R pi∗F
induite par ∇Λ·(T ∗X ∗) et ∇F (resp. ∇F,u). Si e ∈ T̂X, soit ∇Ve l'opérateur de dérivation
correspondant. Soit ∆V =
∑n
i=1
(∇Vei)2 le laplacien le long des ﬁbres T̂ ∗X. Soit NV
l'opérateur de nombre sur Λ·(T̂X). On pose
RTXp∧ = 1
2
iêiiêjR
TX(ei, ej)p ∧ .(3.2.3)
Théorème 3.3. Pour b > 0, T > 0, on a
d
X ∗
φ,2Hb,T =− iêi
(
∇Λ·(T ∗X ∗)⊗pi∗Fei + ω(∇F , gF )(ei)− 2T∇eif
)
+RTXp∧
(3.2.4)
+ iei−êi
(
∇Vêi −
2
b2
〈p, ei〉
)
,
Lb,T =
1
2b2
(−∆V + |p|2 − n+ 2NV )
− 1
b
(
∇Λ·(T ∗X ∗)⊗pi∗F,up − T∇V∇̂f +
1
2
ω(∇F , gF )(ei)∇Vêi
)
− 1
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−
(
〈RTX(p, ei)p, ej〉 − T∇TXei ∇ejf +
1
2
∇Feiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
Démonstration. Par [B05, (2.87)], on a la première équation de (3.2.4). Par [B05,
Remark 2.37], on sait que l'opérateur A′φb,HT est égale à l'opérateur A
′
φb,H0 en remplaçant
gF par gFT . Par la troisième équation de [B05, Theoreme 3.8], on trouve la seconde
équation de (3.2.4). 
Par le théorème de Hörmander [H67], dans [B05, Theorem 3.6], Bismut a montré
que pour b > 0, T > 0, u ∈ R, l'opérateur ∂
∂u
+ Lb,T est hypoelliptique. On dit dans la
suite que Lb,T est un laplacien hypoelliptique .
3.3. Théorie de Hodge pour 2A2φ,Hb,T . On note S ·(X ∗, pi∗F ) l'espace des sections
C∞ de Λ·(T ∗X ∗) ⊗R pi∗F sur X ∗ qui sont à décroissance rapide le long des ﬁbres T̂ ∗X
ainsi que leur dérivées de tous ordres. Si m,m′,m′′ ∈ N, soit U1, . . . , Um′ , V1, . . . , Vm′′ les
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champs de vecteur sur X qui sont bornés dans tous les Ck(X). Pour u ∈ S ·(X ∗, pi∗F ),
on déﬁnit la semi-norme
|u| = sup
(x,p)∈X ∗
|p|m
∣∣∣∇F,u
UH1
· · · ∇F,u
UH
m′
∇VV1 · · · ∇VVm′′u
∣∣∣
Λ·(T ∗X ∗)⊗Rpi∗F
.(3.3.1)
On muni S ·(X ∗, pi∗F ) de la topologie induite par les semi-normes (3.3.1).
L'opérateur Lb,T agit sur S ·(X ∗, pi∗F ). Par [BL08, Theorem 15.5.1], pour b > 0, T >
0, l'opérateur (Lb,T ,S ·(X ∗, pi∗F )) est fermable, et sa fermeture est maximale, et est à
résolvante compacte. En particulier, le spectre de la fermeture de Lb,T est formé de
valeurs propres. Dans la suite, on note encore Lb,T cette fermeture.
On considèrent maintenant autre opérateur 2A2φ,Hb,T sur e
Hb,TS ·(X ∗, pi∗F ). Tautolo-
giquement, 2A2φ,Hb,T a les mêmes propriétés que Lb,T . Soit Pφ,Hb,T le projecteur spectral
pour 2A2φ,Hb,T relatif à la valeur propre 0, et soitHφ,Hb,T l'espace caractéristique associée
à cette valeur propre.
Le complexe
(
Hφ,Hb,T , d
X ∗) est de dimension ﬁnie. Par [BL08, Theorem 3.2.2], on a
H ·
(
Hφ,Hb,T , d
X ∗) = H ·(X ∗, pi∗F ) = H ·(X,F ).(3.3.2)
On rappelle que hΩ
·(X ∗,pi∗F )
Hb,T est de type de Hodge au sens de la déﬁnition 1.1, si
Hφ,Hb,T = ker d
X ∗ ∩ ker dX ∗φ,2Hb,T .(3.3.3)
Par [BL08, Theorem 3.5.1, Theorem 3.6.2], on sait que pour T > 0 ﬁxé et pour b > 0
assez petit ou dans un ensemble discret de R∗+, h
Ω·(X ∗,pi∗F )
Hb,T est de type de Hodge.
3.4. Métrique de Ray-Singer hypoelliptique. Comme dans (2.2.2), pour Re (s)
1, on pose
θb,T (s) = −Trs
[
NΛ
·(T ∗X ∗)(4A2φ,Hb,T )
−s (1− Pφ,Hb,T )] .(3.4.1)
On remarque que si A2φ,Hb,T admet des valeurs propres négatives, (3.4.1) n'est à priori
pas bien déﬁni. Mais par [BL08, Section 6.3], eθ
′
b,T (0) est non nul, déﬁni sans ambiguïté.
De plus, par [BL08, Proposition 3.2.1], l'ensemble des valeurs propres de A2φ,Hb,T est
invariant par conjugaison. On a donc eθ
′
b,T (0) ∈ R∗.
Par [B05, Theorem 1.2], la restriction de hΩ
·(X ∗,pi∗F )
Hb,T àHφ,Hb,T est non dégénérée. Par
(1.2.6) et (3.3.2), cette restriction induit une forme hermitienne non dégénérée | · |RS,2λ,b,T sur
λ. Au signe près, il s'agit donc d'une métrique hermitienne. De telles formes hermitiennes
sont appelées métriques généralisées.
Définition 3.4. On déﬁnit la métrique de Ray-Singer hypoelliptique sur λ par
‖ · ‖RS,2λ,b,T = eθ
′
b,T (0)| · |RS,2λ,b,T .(3.4.2)
Notons qu'à priori ‖ · ‖RS,2λ,b,T peut être négative, mais dans [BL08, Theorem 9.0.1], on
montre que ‖ · ‖RS,2λ,b,T est bien positive. On va redémontrer ce résultat dans la suite de cet
article.
On remarque que par [B05, Remark 2.37], quand gF est remplacé par gFTf , la métrique
‖ · ‖RS,2λ,b,0 coïncide à ‖ · ‖RS,2λ,b,T . Dans la suite, on pose
‖ · ‖RS,2λ,b = ‖ · ‖RS,2λ,b,0 .(3.4.3)
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4. Le complexe de Thom-Smale et métrique de Milnor
Dans cette section, on rappelle la construction du complexe de Thom-Smale [T49],
[Sm67] et de la métrique de Milnor [Mi66] sur λ. Ici, nous suivons [BZ92, Sections
I.c, I.d]. On fait les même hypothèses que dans la section 2, et on utilise les notations
correspondantes.
On suppose que f est une fonction de Morse sur X de points critiques B = {xα}16α6l.
Pour 1 6 α 6 l, soit nα l'indice de Morse au point xα. Soit ∇f le champs de gradient
pour la métrique gTX . Considérons l'équation diﬀérentielle
x˙ = −∇f.(4.1)
Soit (Φt)t∈R le ﬂot déﬁni par (4.1).
Soit W uα la cellule instable au point critique xα, et soit W
s
α la cellule stable au point
critique xα, c'est à dire,
W uα = {x ∈ X : lim
t→−∞
Φt(x) = xα}, W sα = {x ∈ X : lim
t→+∞
Φt(x) = xα}.(4.2)
On suppose de plus que ∇f vériﬁe les conditions de transversalité de Smale [Sm61],
[Sm67], c'est à dire, que pour α 6= β,W uα etW sβ sont transverses. On ﬁxe des orientations
pour les cellules W uα . Soit [W
u
α ] la droite réelle engendrée par W
u
α , et soit [W
u
α ]
∗ la droite
duale. Soit W u,∗α ∈ [W uα ]∗ tel que 〈W u,∗α ,W uα 〉 = 1. Pour 0 6 i 6 n, on pose
Ci(W u, F ) =
⊕
α:nα=i
[W uα ]
∗ ⊗R Fxα .(4.3)
Dans [BZ92, Section I.b], on construit un opérateur ∂ : C ·(W u, F ) → C ·+1(W u, F ) tel
que ∂2 = 0. Par [T49], [Sm67], on a l'isomorphisme canonique
H ·(C ·(W u, F ), ∂) = H ·(X,F ).(4.4)
Par (1.2.6), (4.4), on a l'isomorphisme canonique
detC ·(W u, F ) ' λ.(4.5)
On introduit une métrique 〈·, ·〉C·(Wu,F ) sur C ·(W u, F ) telle que pour fα ∈ Fxα , f ′β ∈
Fxβ , on a 〈
W u,∗α ⊗ fα,W u,∗β ⊗ f ′β
〉
C·(Wu,F )
=
{
gFxα(fα, f
′
β), si α = β;
0, si α 6= β.(4.6)
Définition 4.1. Soit ‖ · ‖Mλ,∇f,gF la métrique sur λ induite par 〈·, ·〉C·(Wu,F ) via l'iso-
morphisme canonique (4.5). On appelle ‖ · ‖Mλ,∇f,gF la métrique de Milnor.
Dans la suite, on note pour simpliﬁer
‖ · ‖Mλ,∇f = ‖ · ‖Mλ,∇f,gF , ‖ · ‖Mλ,∇f,T = ‖ · ‖Mλ,∇f,gFTf .(4.7)
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5. L'intégrale de Berezin et le formalisme de Mathai-Quillen
Le but de cette section est de construit le membre de droite de notre théorème prin-
cipal, qui est aussi le membre de droite du théorème de Bismut-Zhang [BZ92, Theorem
7.1].
Cette section est organisée de la façon suivante. Dans la sous-section 5.1, on construit
l'intégrale de Berezin.
Dans la sous-section 5.2, on rappelle le formalisme de Mathai-Quillen.
5.1. L'intégrale de Berezin. Dans cette sous-section, on rappelle l'intégrale de
Berezin. Ici, nous suivons [BZ92, Section III.a]. Soit E et V des espaces vectoriels réels
de dimension n et m. Soit gE une métrique euclidienne sur E.
On suppose d'abord que E est orienté. Soit e1, e2, . . . , en une base orthonormale
orientée de E, et soit e1, e2, . . . , en la base duale correspondante. Soit
∫ B l'application
linéaire de Λ·(V ∗)⊗̂Λ·(E∗) dans Λ·(V ∗) telle que, pour a ∈ Λ·(V ∗) et α ∈ Λ·(E∗),∫ B
aα = 0, si degα < n,
∫ B
ae1 ∧ · · · ∧ en = (−1)
n(n+1)/2
pin/2
a.(5.1.1)
Plus généralement, soit o(E) le ﬁbré d'orientation de E, alors
∫ B déﬁnit une application
linéaire de Λ·(V ∗)⊗̂Λ·(E∗) dans Λ·(V ∗)⊗ o(E), qu'on appelle intégrale de Berezin.
Soit A un endomorphisme antisymétrique de E. On identiﬁe A à l'élément dans
Λ2(E∗) donné par
A =
1
2
∑
16i,j6m
〈ei, Aej〉ei ∧ ej.(5.1.2)
Par déﬁnition, le Pfaﬃen Pf
[
A
2pi
]
est donné par
Pf
[
A
2pi
]
=
∫ B
exp
(
−A
2
)
∈ o(E).(5.1.3)
5.2. Le formalisme de Mathai-Quillen. Dans cette sous-section, on rappelle le
formalisme de Mathai-Quillen [MaQ86]. Ici, nous suivons [BZ92, Section III]. Soit M
une variété de dimension m, et soit (E, gE) un ﬁbré euclidien de dimension n sur M .
On noteME l'espace total du ﬁbré E. Soit pi :ME → M la projection canonique. Soit
∇E une connexion euclidienne sur E, et soit RE sa courbure. Soit ∇pi∗E la connexion
sur pi∗E induite par ∇E. On note encore par ∇pi∗E l'opérateur diﬀérentiel agissant sur
Ω·(ME, pi∗Λ·E∗).
La connexion ∇E induit un sous-ﬁbré horizontal THME de TME tel que
TME = THME ⊕ pi∗E, THME ' pi∗(TM).(5.2.1)
Pour U ∈ TM , on note UH ∈ THME l'élément correspondant.
Soit Ê, E deux copies de E. Pour U ∈ E, on note Û ∈ Ê, U ∈ E l'élément corres-
pondant. On identiﬁe la ﬁbre deME à Ê.
Soit e1, e2, . . . , en une base orthonormale de E et soit e1, e2, . . . , en la base duale de
E∗. Soit f1, f2, . . . , fm une base de TM et soit f 1, f 2, . . . , fm la base duale de T ∗M .
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Soit PE la projection de TME sur pi∗E relative au scindage (5.2.1). En utilisant la
métrique gE, on identiﬁe PE à une section surME de T ∗ME⊗̂pi∗E∗. Alors,
PE =
n∑
i=1
êiei.(5.2.2)
On identiﬁe RE à R˙E la section de Λ2(T ∗M)⊗̂Λ2(E∗) sur M par (5.1.2). Alors,
R˙E =
1
2
∑
16i,j6n
〈ei, REej〉ei ∧ ej = 1
4
∑
16α,β6m,16i,j6n
〈ei, RE(fα, fβ)ej〉fα ∧ fβ ∧ ei ∧ ej.
(5.2.3)
Soit y la section tautologique de pi∗(E) surME.
Définition 5.1. Pour T > 0, soit AT la section de Λ·(T ∗ME)⊗̂pi∗Λ·(E∗) sur ME
déﬁnie par la formule
AT =
pi∗R˙E
2
+
√
TPE + T |y|2.(5.2.4)
Par [BZ92, Theorem 3.2], on a[
∇pi∗E + 2
√
Tiy, AT
]
= 0,
∂AT
∂T
=
[
∇pi∗E + 2
√
Tiy,
y
2
√
T
]
.(5.2.5)
On utilise l'intégrale de Berezin de la sous-section 5.1 avec V = TME. Si w est une
section de Λ·(T ∗ME)⊗̂pi∗Λ·(E∗), ∫ B w est une section de Λ·(T ∗ME)⊗ pi∗o(E).
Définition 5.2. Pour T > 0, soit aT , bT les sections de Λ·(T ∗ME)⊗pi∗o(E) surME
déﬁnies par les formules
aT =
∫ B
exp(−AT ), bT =
∫ B y
2
√
T
exp(−AT ).(5.2.6)
Par [BZ92, Theorem 3.4], pour T > 0, on a
bT = −iyaT
2T
,
∂aT
∂T
= −dbT .(5.2.7)
On pose
ψ(E,∇E) =
∫ ∞
0
bTdT.(5.2.8)
Par [BZ92, Theorem 3.5], ψ(E,∇E) est un courant de degré n − 1 sur ME à valeurs
dans pi∗o(E).
Dans la suite, on va considérer (E, gE,∇E) = (TX, gTX ,∇TX). Posons
αT = (∇f)∗aT , βT = (∇f)∗bT .(5.2.9)
Par [BZ92, Remark 3.8], si f est une fonction de Morse, (∇f)∗ψ(TX,∇TX) est un
courant bien déﬁni sur M à valeurs dans o(TM).
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6. L'énonce du théorème principal
Dans cette section, on énonce le théorème principal de cet article.
Soit gTX , gF des métriques arbitraires sur TX, F . Soit f une fonction de Morse sur
X. Soit ∇′f le champs de gradient de f relatif à une autre métrique gTX′ (qui peut être
distincte de gTX) tel que ∇′f vériﬁe la condition de transversalité de Smale.
Par (2.1.3), on pose
θ
(∇F , gF ) = Tr [ω (∇F , gF )] ∈ Ω1(X).(6.1)
Le résultat principal de cet article est le suivant :
Théorème 6.1. Pour b > 0, on a
log
(
‖ · ‖RS,2λ,b
‖ · ‖M,2λ,∇′f
)
= −
∫
X
θ
(∇F , gF ) (∇′f)∗ ψ (TX,∇TX) .(6.2)
On rappelle le théorème principal de [BZ92, Theorem 7.1] :
Théorème 6.2. On a
log
(
‖ · ‖RS,2λ
‖ · ‖M,2λ,∇′f
)
= −
∫
X
θ
(∇F , gF ) (∇′f)∗ ψ (TX,∇TX) .(6.3)
Par (6.2), (6.3), on retrouve le théorème de Bismut-Lebeau [BL08, Theorem 9.0.1],
qui dit que, pour b > 0, on a
‖ · ‖RS,2λ,b = ‖ · ‖RS,2λ .(6.4)
Notons que la démonstration donnée par Bismut-Lebeau repose sur le fait que le lapla-
cien hypoelliptique déforme le laplacien elliptique. Dans notre démonstration, on peut
complètement ignorer ce fait.
7. Les opérateurs modèles
Dans cette section, on suppose que X = R est muni de sa métrique canonique et
de son orientation canonique, que F = R est muni de sa métrique canonique, et que
f±(x) = ±x2/2. On va alors construire explicitement les opérateurs considérés dans les
sections 2 et 3. Bien que X soit non compact, les conséquences des théorèmes dans les
sections 2 et 3 soient vrais. Bien plus, sous les conditions sur lesquelles on va démontrer
le théorème 6.1, au voisinage des points critiques de f , les opérateurs Lb,T dans la section
3 coïncident avec les opérateurs dans la présent section. Pour cette raison, les opérateurs
serons dits opérateurs modèles.
Cette section est organisée de la façon suivante. Dans la sous-section 7.1, on rappelle
la déﬁnition de la cohomologie de R et la cohomologie à support compact de R.
Les sous-sections 7.2-7.4 sont consacrées à l'étude du laplacien de Witten elliptique
sur R. Le laplacien est un oscillateur harmonique.
Dans la sous-section 7.2, on calcule explicitement le spectre et les formes harmoniques
du laplacien de Witten elliptique.
Dans la sous-section 7.3, on établit une formule analogue à la formule de McKean-
Singer pour la caractéristique d'Euler (ordinaire et à support compact) de R.
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Dans la sous-section 7.4, on calcule la métrique de Ray-Singer elliptique sur λ±, le
déterminant de la cohomologie (ordinaire et à support compact) de R, qui est canoni-
quement isomorphe à R. On montre que cette métrique coïncide à la métrique canonique
sur R.
Les sous-section 7.5-7.18 sont consacrées à l'étude du laplacien hypoelliptique L±b,T ,
qui opère sur X ∗ = R2.
Dans la sous-section 7.5, on donne une formule pour L±b,T . Pour γ > 0, on construit
des opérateurs B±γ , C
±
γ tels que B
±
γ agit sur l'espace des fonctions sur R
2, et C±γ est une
matrice agissant sur Λ·(R2,∗). À conjugaison près, L±b,T est une combinaison linéaire de
B±b2T et C
±
b2T .
Le but des sous-sections 7.6-7.10 est de calculer explicitement le spectre de L±b,T .
Dans la sous-section 7.6, on rappelle quelques propriétés de l'isomorphisme de Barg-
mann.
Dans la sous-section 7.7-7.9, on calcule les spectres de B±γ et C
±
γ .
Dans la sous-section 7.10, on obtient le spectre de L±b,T .
Dans la sous-section 7.11, on étudie la théorie de Hodge pour les opérateurs modèles.
Dans la sous-section 7.12, on montre une version hypoelliptique de la formule de
McKean-Singer.
Dans la sous-section 7.13, en utilisant des techniques d'indice local, on donne une
autre preuve de la formule de McKean-Singer hypoelliptique.
Dans la sous-section 7.14, on montre que la métrique de Ray-Singer hypoelliptique
sur λ± ' R est encore égale à la métrique canonique sur R. En particulier, on obtient
le théorème 6.1 dans le cas modèle.
Dans la sous-section 7.15, on calcule explicitement le noyau de la chaleur de B±γ .
Dans la sous-section 7.16, en utilisant le calcul variationnel, on réinterprète les résul-
tats de la sous-section 7.15.
Dans la sous section 7.17, on construit un opérateur modèle conjugué, et on montre
quelques estimations sur sa résolvante.
Enﬁn, dans la sous-section 7.18, on étudie l'opérateur modèle sur R2n.
7.1. Cohomologies sur R. Soit H ·,+(R) la cohomologie de R, et soit H ·,−(R) la
cohomologie à support compact de R.
Par le lemme de Poincaré, on a
H0,+(R) = R, H1,+(R) = 0.(7.1.1)
et 1 ∈ R est représenté par la fonction constante 1. Si on ﬁxe une orientation de R, on a
H0,−(R) = 0, H1,−(R) = R,(7.1.2)
et 1 ∈ R est représenté par une 1-forme ρ(y)dy, où ρ est une fonction à support compact
et d'intégrale 1. Dans la suite, on ﬁxe toujours une orientation de R.
Par (1.1.1), (7.1.1), (7.1.2), H ·,±(R) = R munit une métrique canonique. Alors λ± =
detH ·,±(R) = R munit également une métrique canonique.
7.2. Les oscillateurs harmoniques de Witten sur R. On suppose maintenant
que X = R est muni de sa métrique canonique et de son orientation canonique, que
F = R est également muni de la métrique triviale, et que f±(y) = ±y2/2.
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Par [BZ92, Proposition 8.2], pour T > 0, on a
1
2
˜RTf+ =
1
2
(
− ∂
2
∂y2
+ T 2|y|2 − T
)
+ TNΛ
·(R∗),(7.2.1)
1
2
˜RTf− =
1
2
(
− ∂
2
∂y2
+ T 2|y|2 − T
)
+ T
(
1−NΛ·(R∗)) .
Soit S(R) (resp. S(R,Λ·R∗)) l'espace de Schwartz qui est formé de fonctions (resp.
formes) C∞ à décroissance rapide, ainsi que leurs dérivées de tous ordres. Par [GlJ87,
Section 1.5], on trouve :
Proposition 7.1. Pour T > 0, l'opérateur
(
1
2
(
− ∂2
∂y2
+ T 2|y|2 − T
)
,S(R)
)
est es-
sentiellement autoadjoint, et est à résolvante compacte. On a
Sp
1
2
(
− ∂
2
∂y2
+ T 2|y|2 − T
)
= TN.(7.2.2)
De plus, toute la valeur propre est simple, et pour n ∈ N, une fonction propre associée à
la valeur propre nT est un produit d'un polynôme d'Hermite de degré n par exp(−y2/2).
Par (7.2.1), et par la proposition 7.1, on sait que
Sp
1
2
˜RTf± = TN,(7.2.3)
et que le noyau de ˜RTf± est de dimension 1, et est engendré, dans le cas +, par
exp (−Ty2/2), et dans le cas −, par exp (−Ty2/2) dy.
On pose
Ω·Tf±(R) = e
Tf±S (R,Λ·(R∗)) .(7.2.4)
Alors,
(
Ω·Tf±(R), d
R
)
est un complexe. De plus, les injections(
Ω·Tf+(R), d
R
)→ (Ω·(R), dR) , (Ω·c(R), dR)→ (Ω·Tf−(R), dR)(7.2.5)
sont des morphismes du complexe.
Posons
uTf+ = 1, uTf− =
√
T
pi
exp(−Ty2)dy.(7.2.6)
Pour T > 0, on a uTf± ∈ Ω·Tf±(R). De plus,∫
R
uTf− = 1.(7.2.7)
Proposition 7.2. Pour T > 0, on a
dRuTf± = 0, d
R,∗
Tf±uTf± = 0, |uTf± |2Ω·(R),T f± =
(√
pi
T
)±1
.(7.2.8)
La cohomologie du complexe
(
Ω·Tf±(R), d
R
)
est engendré par uTf±. Les morphismes
(7.2.5) sont des quasiisomorphismes tels que
[uTf± ] ∈ H ·
(
Ω·Tf±(R), d
R
)→ 1 ∈ R = H ·,±(R).(7.2.9)
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Démonstration. Par (2.1.6), (7.2.6), on trouve (7.2.8). Par le même argument
d'après [BL08, (3.2.18)], on trouve que la cohomologie du complexe
(
Ω·Tf±(R), d
R
)
est
engendré par uTf± . De (7.2.6), (7.2.7), on tire que (7.2.9), ceci implique que (7.2.5) sont
des quasiisomorphismes. On termine la démonstration. 
7.3. Opérateur de la chaleur pour ˜RTf±/2. Pout t > 0, soit exp
(
−t˜RTf±/2
)
l'opérateur de la chaleur pour ˜RTf±/2.
Proposition 7.3. Pour t > 0, T > 0, l'opérateur exp
(
−t˜RTf±/2
)
est à trace. De
plus,
Trs
[
exp
(
−t˜RTf±/2
)]
= ±1.(7.3.1)
Démonstration. Par (7.2.1), et par la proposition 7.1, on sait que exp
(
−t˜RTf±/2
)
est à trace. De plus,
Trs
[
exp
(
−t˜RTf±/2
)]
= ± (1− e−t)∑
n∈N
e−nt = ±1,(7.3.2)
ce qui termine la démonstration. 
Remarque 7.4. Il est expliqué, dans [B12, Section 1.7], que l'équation (7.3.1) n'est
pas une surprise. En eﬀet, soit χ(H ·,±(R)) la caractéristique d'Euler sur la cohomologie
H ·,±(R). Par (7.1.1), (7.1.2), (7.3.1), on a
χ(H ·,±(R)) = Trs
[
exp
(
−t˜RTf±/2
)]
= ±1,(7.3.3)
ce qui est une version de la formule de McKean-Singer [McS67].
Maintenant, on donne l'autre démonstration pour (7.3.1) qui ne repose pas sur le
calcul du spectre, mais sur les techniques d'indice local.
L'autre démonstration. On suppose, dans cette démonstration, que T ∈ R∗.
Par (7.2.1), pour T < 0, on a
˜RTf+ = ˜R−Tf− .(7.3.4)
Par l'argument standard de la démonstration de la formule de McKean-Singer, sauf
ici X = R est non compact, on sait que la quantité
Trs
[
exp
(
−t˜RTf+/2
)]
(7.3.5)
ne dépend pas de t > 0, et ne dépend que de la signe de T .
Pour a > 0, soit ka l'application linéaire telle que
ka : s(y) ∈ Ω·(R)→ s(ay) ∈ Ω·(R).(7.3.6)
On pose
It,T =
t
2
k−1√
t
˜RTf+k√t.(7.3.7)
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Par (7.2.1), (7.3.7), on a
It,T = −t
2
2
∂2
∂y2
+
T 2
2
y2 − tT
2
+ tTdyi ∂
∂y
.(7.3.8)
Soit Pt,T (y, y′) le noyau de exp (−It,T ) relatif au volume dy. Par (7.3.7), on a
Trs
[
exp
(
−t˜RTf+/2
)]
=
∫
y∈R
Trs [Pt,T (y, y)] dy.(7.3.9)
Pour montrer (7.3.1), il suﬃt de montrer que
lim
t→0
∫
y∈R
Trs [Pt,T (y, y)] dy = signT.(7.3.10)
On ﬁxe y0 ∈ R. Soit Ry0t l'application linéaire donnée par
Ry0t : s(y) ∈ Ω·(R)→ s(y0 + ty) ∈ Ω·(R).(7.3.11)
Posons
Iy0t,T = R
y0
t It,TR
y0,−1
t .(7.3.12)
On introduit une nouvelle variable grassmannienne impaire z qui anti-commute avec
dy, i ∂
∂y
. On pose
A = End(Λ·(R∗))⊗̂Rz.(7.3.13)
Alors A est une R-algèbre engendrée par dy, i ∂
∂y
, z. On écrit les éléments de A comme
une combinaison linéaire de monômes en les dy, i ∂
∂y
, z tels que i ∂
∂y
apparaissent à droite
des dy, z. Soit T̂rs l'application linéaire de A dans R qui s'annule sur tous les monômes,
sauf sur le monôme dyz, à permutation près, et qui est telle que
T̂rs[dyz] = 1.(7.3.14)
Pour A ∈ End(Λ·(R∗)), on a
T̂rs
[
exp
(
dyz
t
)
A exp
(
−dyz
t
)]
=
1
t
Trs [A] .(7.3.15)
Soit Jy0t,T l'opérateur diﬀérentiel à coeﬃcients dans A donné par
Jy0t,T = exp
(
dyz
t
)
Iy0t,T exp
(
−dyz
t
)
.(7.3.16)
Par (7.3.8), (7.3.11), (7.3.12) et (7.3.16), on a
Jy0t,T = −
1
2
∂2
∂y2
+
T 2
2
(y0 + ty)
2 − tT
2
+ tTdy
(
i ∂
∂y
− z
t
)
.(7.3.17)
On pose
Jy00,T = −
1
2
∂2
∂y2
+
T 2
2
y20 − Tdyz.(7.3.18)
Par (7.3.17) et (7.3.18), quand t→ 0, on a
Jy0t,T → Jy00,T .(7.3.19)
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Pour y0 ∈ R, t > 0, T ∈ R∗, soit Qy0t,T (y, y′) le noyau de exp(−Jy0t,T ) relatif au volume
dy. De (7.3.11), (7.3.12), (7.3.15), on tire que
Trs [Pt,T (y0, y0)] = T̂rs
[
Qy0t,T (0, 0)
]
.(7.3.20)
De (7.3.17)-(7.3.20), il est facile de déduire que
(7.3.21) lim
t→0
∫
y∈R
Trs [Pt,T (y, y)] dy =
∫
y0∈R
T̂rs
[
Qy00,T (0, 0)
]
dy0
=
T√
2pi
∫
y0∈R
e−T
2y20/2dy0 = signT,
ce qui nous donne (7.3.10) et termine la démonstration. 
7.4. La métrique de Ray-Singer sur R. Soit ζ(s) la fonction zêta de Riemann.
On rappelle que pour Re s > 1,
ζ(s) =
∞∑
n=1
1
ns
,(7.4.1)
et que ζ(s) est méromorphe sur C avec un pôle simple en s = 1. De plus, par [W76,
(VII.21),(VII.23)], on a
ζ(0) = −1/2, ζ ′(0) = −1
2
log 2pi.(7.4.2)
Considérons RTf± comme un opérateur agissant sur Ω·Tf±(R). Soit PTf± la projection
spectrale relativement à la valeur propre 0. Par (2.1.7), et par la proposition 7.2.1, pour
Re s > 1, l'opérateur (RTf±)−s(1−PTf±) est à trace. Comme dans (2.2.2), pour Re s > 1,
on pose
θTf±(s) = −Trs
[
NΛ
·(R∗) (RTf±)−s (1− PTf±)] .(7.4.3)
Proposition 7.5. Pour Re s > 1, on a
θTf±(s) = (2T )
−sζ(s).(7.4.4)
En particulier, θTf± a une extension méromorphe sur C qui est holomorphe en 0. La
dérivée en s = 0 est donnée par
θ′Tf±(0) = log
√
T
pi
.(7.4.5)
Démonstration. Par la proposition 7.2.1 et par (7.4.1), (7.4.3), on a (7.4.4). Par
(7.4.2), (7.4.3), on a
θ′Tf±(0) = − log(2T )ζ(0) + ζ ′(0) = log
√
T
pi
,(7.4.6)
ce qui nous donne (7.4.5) et termine la preuve. 
Par la proposition 7.2, la métrique 〈, 〉Ω·(R),T f± induit une métrique | · |RS,2R,T f± sur
λ± = R. Par la déﬁnition 2.1, la métrique de Ray-Singer ‖ · ‖RS,2R,T f± sur R est donnée par
‖ · ‖RS,2R,T f± = e
θ′
Tf± (0)| · |RS,2R,T f± .(7.4.7)
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Théorème 7.6. Pour T > 0, on a
‖ · ‖RS,2R,T f± = ‖ · ‖2R.(7.4.8)
Démonstration. Par (1.1.1), il suﬃt de monter que
‖1‖RS,2R,T f± = 1.(7.4.9)
De (7.2.8) et (7.2.9), on tire que
|1|RS,2R,T f± =
√
pi
T
.(7.4.10)
Par (7.4.5), (7.4.7) et (7.4.10), on trouve le résultat. 
Remarque 7.7. Dans la preuve donnée par Bismut et Zhang [BZ92] de l'égalité de
la métrique de Ray-Singer et de Reidemeister, de manière implicite, l'équation (7.4.8)
joue un rôle essentielle.
7.5. Les opérateurs modèles sur R2. Dans cette sous-section, on va appliquer
les constructions de la sous-section 3.2 au cas modèle. Alors X ∗ = R2 et on a
H±b,T (y, p) =
p2
2b2
± Ty
2
2
.(7.5.1)
On note H±T = H±1,T pour simpliﬁer.
Soit L±b,T le laplacien hypoelliptique Lb,T au cas modèle. Par (3.2.4), on a
d
R2
φ,2H±b,T = −i ∂∂p
(
∂
∂y
∓ 2Ty
)
+ i ∂
∂y
− ∂
∂p
(
∂
∂p
− 2
b2
p
)
,
(7.5.2)
L±b,T =
1
2b2
(
− ∂
2
∂p2
+ p2 − 1 + 2dpi ∂
∂p
)
− 1
b
(
p
∂
∂y
∓ Ty ∂
∂p
)
± T (dy − dp)i ∂
∂y
+ ∂
∂p
.
Pour a > 0, on pose
ka : g(y, p) ∈ Ω·(R2)→ g(ay, p) ∈ Ω·(R2).(7.5.3)
Pour T > 0, soit L′,±b,T l'opérateur déﬁni par
L′,±b,T = k
−1√
T
L±b,Tk√T .(7.5.4)
Par (7.5.2)-(7.5.4), on a
L′,±b,T =
1
2b2
(
− ∂
2
∂p2
+ p2 − 1 + 2dpi ∂
∂p
)
−
√
T
b
(
p
∂
∂y
∓ y ∂
∂p
)
± T (dy − dp)i ∂
∂y
+ ∂
∂p
.
(7.5.5)
Pour γ > 0, on pose
B±γ =
1
2
(
− ∂
2
∂p2
+ |p|2 − 1
)
−√γ
(
p
∂
∂y
∓ y ∂
∂p
)
,(7.5.6)
C±γ = dpi ∂
∂p
± γ(dy − dp)i ∂
∂y
+ ∂
∂p
,
H±γ = B
±
γ + C
±
γ .
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Par (7.5.5), (7.5.6), on a
L′,±b,T =
1
b2
H±b2T =
1
b2
(B±b2T + C
±
b2T ).(7.5.7)
De plus, par (7.5.6), B±γ , C
±
γ sont h-autoadjoints.
Par [HeN05, Proposition 5.5], pour γ > 0, (B±γ ,S(R2)) est fermable, de plus, la fer-
meture B±γ est maximale accrétive. De plus C
±
γ est une matrice. Donc, H
±
γ est fermable,
et H±γ est maximale. Dans la suite, on note encore H
±
γ cette fermeture.
Par [HeN05, Corollary 5.10], pour γ > 0, l'opérateur H±γ est à résolvante compacte.
Le but des sous-sections 7.6-7.10 est de calculer le spectre de l'opérateur H±γ .
Les déﬁnitions suivants seront utiles dans la suite.
Définition 7.8. Soit D un opérateur non borné fermé sur un espace de Hilbert H.
Pour λ ∈ C, on pose
Vλ = ker(λ−D), Wλ =
⋃
k∈N
ker(λ−D)k.(7.5.8)
Si Vλ 6= 0 (ce qui est équivalent à dire que Wλ 6= 0), on dit que λ est une valeur propre
de D, que Vλ est l'espace propre associé, et que Wλ est l'espace caractéristique.
Définition 7.9. Soit D un opérateur non borné fermé sur l'espace de Hilbert H.
On dit que D est diagonalisable, si :
(1) Le spectre de D est formé de valeurs propres.
(2) Les espaces caractéristiques coïncident avec les espaces propres.
(3) L'espace vectoriel engendré par les fonctions propres est dense dans H.
7.6. Transformation de Bargmann. C'est une sous-section technique qui intro-
duit la transformation de Bargmann [Ba61]. Ici nous suivons [B12, Section 1.4].
Soit R·[y, p] l'algèbre des polynômes réels sur R2. Pour i ∈ N, soit F iR·[y, p] sous-
espace de R·[y, p] formé par les polynômes de degré au plus i. Alors,
F 0R·[y, p] ⊂ F 1R·[y, p] ⊂ F 2R·[y, p] ⊂ · · ·(7.6.1)
déﬁnit une ﬁltration sur R·[y, p]. Soit
Gr· = F ·R·[y, p]/F ·−1R·[y, p](7.6.2)
la graduation associée à la ﬁltration (7.6.1). Alors on a l'isomrophsime canonique d'es-
paces linéaires
R·[y, p] ' Gr·.(7.6.3)
Soit S·(R2,∗) l'algèbre symétrique de R2,∗. On a l'isomorphisme canonique d'algèbres
Z-graduées,
R·[y, p] ' S·(R2,∗).(7.6.4)
Le produit scalaire canonique sur S·(R2,∗) induit un produit scalaire sur R·[y, p], de telle
sorte que ∥∥∥∑
i,j
ai,jy
ipj
∥∥∥2
R·[y,p]
=
∑
i,j
|ai,j|2i!j!.(7.6.5)
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On note (R·[y, p], ‖ · ‖R·[y,p]) la complétion hilbertienne de R·[y, p].
Pour a ∈ R, on pose
exp(a∆R
2
) =
∞∑
i=0
ai
i!
(
∆R
2
)i
: R·[y, p]→ R·[y, p].(7.6.6)
Soit dm la mesure gaussienne sur R2, c'est a dire,
dm(y, p) =
1
2pi
exp
(
−y
2 + p2
2
)
dydp.(7.6.7)
Soit L2(R2, dm) l'espace L2 relatif à la mesure gaussienne dm, et soit L2(R2) l'espace
L2 relatif à la mesure de Lebeague. On pose T l'isométrie
T : g(y, p) ∈ L2(R2, dm)→ 1√
pi
exp
(
−y
2 + p2
2
)
g
(√
2y,
√
2p
)
∈ L2(R2).(7.6.8)
Soit B : R·[y, p]→ L2(R2) l'opérateur déﬁni par
B = T exp(−∆R2/2).(7.6.9)
Par [B12, section 1.4], on a :
Théorème 7.10. L'opérateur B s'étend en un isomorphisme d'espaces de Hilbert,
B : R·[y, p] ' L2(R2).(7.6.10)
L'opérateur B est aussi appelé isomorphisme de Bargmann. Le groupe SO(2) agit
sur R·[y, p] ' S·(R2,∗) et sur L2(R2). Alors, B commute avec SO(2). De plus, par [B12,
(1.43)], on a les identités suivantes :
B
∂
∂y
B−1 =
1√
2
(
∂
∂y
+ y
)
, ByB−1 =
1√
2
(
− ∂
∂y
+ y
)
,(7.6.11)
B
∂
∂p
B−1 =
1√
2
(
∂
∂p
+ p
)
, BpB−1 =
1√
2
(
− ∂
∂p
+ p
)
.
Pour a ∈ R, on désigne par exp(ayp) la somme formelle
exp(ayp) =
∞∑
i=0
ai
i!
yipi.(7.6.12)
Pour a 6= 1, soit Qa la forme quadratique donnée par
Qa(y, p) =
1 + a2
2(1− a2)(y
2 + p2)− 2a
1− a2yp.(7.6.13)
Alors, pour |a| < 1, Qa est déﬁnie positive.
Les propositions suivantes seront utiles dans la suite.
Proposition 7.11. Pour a ∈ R, exp (ayp) ∈ R·[y, p] si et seulement si |a| < 1. Si
|a| < 1, on a
‖ exp (ayp)‖2
R·[y,p] =
1
1− a2 , B exp (ayp) =
1√
pi(1− a2) exp (−Qa(y, p)) .(7.6.14)
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Démonstration. Par (7.6.5), (7.6.12), exp (ayp) ∈ R[y, p] si et seulement si
∞∑
i=0
a2i <∞.(7.6.15)
ce qui est équivalent à |a| < 1. Pour |a| < 1, par (7.6.5), on a la première équation de
(7.6.14).
De plus, par [B12, (1.33)], on a
exp(−∆R2/2) exp (ayp)(7.6.16)
=
1
2pi
∫
(ξ,q)∈R2
exp
(y2 + p2
2
− ξ
2 + q2
2
+ iyξ + ipq
)
exp (−aξq)dξdq
=
1√
1− a2 exp
(
− a
2
2(1− a2)(y
2 + p2) +
a
1− a2yp
)
.
De (7.6.8), on tire que
(7.6.17) T
(
1√
1− a2 exp
(
− a
2
2(1− a2)(y
2 + p2) +
a
1− a2yp
))
=
1√
pi(1− a2) exp
(
− 1 + a
2
2(1− a2)(y
2 + p2) +
2a
1− a2yp
)
.
Par (7.6.9), (7.6.13), (7.6.16) et (7.6.17), on a la deuxième équation de (7.6.14). 
Proposition 7.12. Si |a| < 1, pour tout polynôme P (y, p) ∈ R·[y, p], on a
P (y, p) exp (ayp) ∈ R·[y, p].(7.6.18)
De plus, il existe un isomorphisme d'espace vectoriel Wa : R·[y, p]→ R·[y, p] qui préserve
la ﬁltration (7.6.1) tel que
B
(
P (y, p) exp (ayp)
)
=
WaP (y, p)√
pi(1− a2) exp (−Qa(y, p)) .(7.6.19)
Démonstration. Pour (7.6.18), il suﬃt de remarquer que si |a| < 1, pour i, j ∈ N,
on a
‖yipj exp (ayp)‖2
R·[y,p] =
∞∑
n=0
a2n
(n+ i)!(n+ j)!
(n!)2
<∞.(7.6.20)
Dans la suite, on considère y, p comme des opérateurs agissant par multiplication sur
R·[y, p]. Par (7.6.14), (7.6.13), on a
(7.6.21) B
(
P (y, p) exp (ayp)
)
= P (ByB−1,BpB−1)B exp (ayp)
=
1√
pi(1− a2)P (ByB
−1,BpB−1) exp(−Qa(y, p)).
Par (7.6.11), on a
P (ByB−1,BpB−1) = P
(
1√
2
(− ∂
∂y
+ y),
1√
2
(− ∂
∂p
+ p)
)
.(7.6.22)
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De (7.6.13), (7.6.22), on tire que
(7.6.23) exp (Qa(y, p))P (ByB
−1,BpB−1) exp (−Qa(y, p))
= P
(
1√
2
(− ∂
∂y
+ y +
∂Qa
∂y
),
1√
2
(− ∂
∂p
+ p+
∂Qa
∂p
)
)
.
On pose
WaP (y, p) = P
(
1√
2
(− ∂
∂y
+ y +
∂Qa
∂y
),
1√
2
(− ∂
∂p
+ p+
∂Qa
∂p
)
)
· 1 ∈ R·[y, p].(7.6.24)
De (7.6.21)-(7.6.24), on tire (7.6.19).
Par (7.6.24), Wa préserve la ﬁltration, et induit une action sur Gr
· donnée par
P ∈ R·[y, p]→ P
(
1√
2
(y +
∂Qa
∂y
),
1√
2
(p+
∂Qa
∂p
)
)
∈ R·[y, p].(7.6.25)
Pour montrer que Wa est un isomorphisme, il reste à montrer que (7.6.25) est un iso-
morphisme.
Pour |a| < 1, soit A la matrice donnée par
A =
2
1− a2
(
1 −a
a 1
)
.(7.6.26)
Alors, A est inversible.
De (7.6.13), (7.6.26), on tire que
A
(
y
p
)
=
(
y + ∂
∂y
Qa(y, p)
p+ ∂
∂p
Qa(y, p)
)
.(7.6.27)
Comme A est inversible, par (7.6.27), (7.6.25) est un isomorphisme, ce qui termine la
preuve. 
7.7. L'opérateur B+γ . Pour γ > 0, posons
B+γ = B
−1B+γ B.(7.7.1)
Par (7.5.6), (7.6.11), on a
B+γ = p
∂
∂p
−√γ
(
p
∂
∂y
− y ∂
∂p
)
.(7.7.2)
Alors, B+γ préserve le degré dans R
·[x, p].
On désigne par Mγ l'endomorphisme de R1[y, p] qui dans la base y, p est donné par
Mγ =
(
0
√
γ
−√γ 1
)
.(7.7.3)
On étend Mγ en une dérivation M˜γ sur R·[y, p]. Par (7.7.2), on a
M˜γ = B
+
γ .(7.7.4)
Comme
SpM =
{1±√1− 4γ
2
}
,(7.7.5)
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on a
Sp M˜γ =
{1 +√1− 4γ
2
n+ +
1−√1− 4γ
2
n− : n+, n− ∈ N
}
.(7.7.6)
L'espace caractéristique associé à la valeur propre 0 est de dimension 1, et est engendré
par 1 ∈ R·[y, p].
Par le théorème 7.10, et par (7.7.1), (7.7.4) et (7.7.6), on trouve :
Théorème 7.13. On a
SpB+γ =
{1 +√1− 4γ
2
n+ +
1−√1− 4γ
2
n− : n+, n− ∈ N
}
.(7.7.7)
L'espace caractéristique associé à la valeur propre 0 est de dimension 1, et est engendré
par exp (−(y2 + p2)/2).
Remarque 7.14. Pour γ 6= 1/4, B+γ est diagonalisable. Toute la fonction propre
est sous la forme d'un produit d'un polynôme par exp (−(y2 + p2)/2). Dans le cas 0 <
γ < 1/4, le spectre de B+γ reste réel. Mais dans le cas γ > 1/4, le spectre de B
+
γ
devient complexe, et est invariant par conjugaison. Dans le cas γ = 1/4, B+γ est non
diagonalisable.
Remarque 7.15. Pour γ 6= 1/4, le spectre est aussi calculé dans [HeN05, Section
5.5.1].
7.8. L'opérateur B−γ . Posons
B−γ = B
−1B−γ B.(7.8.1)
Par (7.5.6), (7.6.11), on a
B−γ = p
∂
∂p
−√γ
(
∂2
∂p∂y
− yp
)
.(7.8.2)
L'opérateur B−γ préserve la diﬀérence des degrés en y et en p. Pour une diﬀérence ﬁxée,
l'espace des polynômes correspondants est de dimension inﬁnie.
Pour calculer le spectre de B−γ , on construit d'abord une famille de valeurs propres
et de fonctions propres. Ensuite, on montre que l'espace tout entier est engendré par ces
fonctions propres, et que le spectre coïncide avec les valeurs propres qu'on a trouvées
dans la première étape.
Pour |a| < 1, par (7.8.2), on a
B−γ exp(ayp) =
(
(−√γa2 + a+√γ)yp− a√γ) exp(ayp).(7.8.3)
On choisit a de telle sorte que −√γa2 + a+√γ = 0 et |a| < 1. Alors,
a = −
√
1 + 4γ − 1
2
√
γ
.(7.8.4)
Par la proposition 7.11, et par (7.8.3), on a
exp
(
−
√
1 + 4γ − 1
2
√
γ
yp
)
∈ R·[y, p],(7.8.5)
B−γ exp
(
−
√
1 + 4γ − 1
2
√
γ
yp
)
=
√
1 + 4γ − 1
2
exp
(
−
√
1 + 4γ − 1
2
√
γ
yp
)
.
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On pose
B−γ = exp
(√
1 + 4γ − 1
2
√
γ
yp
)
B−γ exp
(
−
√
1 + 4γ − 1
2
√
γ
yp
)
.(7.8.6)
Par (7.8.2), (7.8.6), on a
B−γ =
1 +
√
1 + 4γ
2
p
∂
∂p
+
−1 +√1 + 4γ
2
y
∂
∂y
−√γ ∂
2
∂p∂y
+
√
1 + 4γ − 1
2
.(7.8.7)
Pour l ∈ R, on déﬁnit exp(l ∂2
∂y∂p
) : R·[y, p]→ R·[y, p] comme dans (7.6.6). On pose
B−,lγ = exp
(
l
∂2
∂y∂p
)
B−γ exp
(
−l ∂
2
∂y∂p
)
.(7.8.8)
Par (7.8.7), (7.8.8), on trouve
(7.8.9) B−,lγ =
1 +
√
1 + 4γ
2
p
∂
∂p
+
−1 +√1 + 4γ
2
y
∂
∂y
+
(
l
√
1 + 4γ −√γ
) ∂2
∂p∂y
+
√
1 + 4γ − 1
2
.
On prend l =
√
γ√
1+4γ
. Alors,
B−,lγ =
1 +
√
1 + 4γ
2
p
∂
∂p
+
−1 +√1 + 4γ
2
y
∂
∂y
+
√
1 + 4γ − 1
2
.(7.8.10)
Donc, pour n+, n− ∈ N, pn+yn− forme un système complet des fonctions propres pour
B−,lγ avec des valeurs propres
λn+,n− =
1 +
√
1 + 4γ
2
n+ +
−1 +√1 + 4γ
2
(n− + 1).(7.8.11)
On pose
Pn+,n−(y, p) = Wa exp
(
−l ∂
2
∂y∂p
)
pn+yn− ∈ R·[y, p],(7.8.12)
un+,n−(y, p) =
Pn+,n−(y, p)√
pi(1− a2) exp(−Qa(y, p)) ∈ S(R
2).
Par (7.6.19), (7.8.1), (7.8.8), (7.8.12), un+,n− est une fonction propre pour B
−
γ associée à
la valeur propre λn+,n− .
Si V un espace vectoriel, et si U ⊂ V , on note VectU le sous-espace vectoriel de V
engendré par U . Comme Wa et exp(−l ∂2∂y∂p) sont isomorphismes des espaces vectoriels,
on a :
Vect{Pn+,n− : n+, n− ∈ N} = R·[y, p],(7.8.13)
Vect{un+,n− : n+, n− ∈ N} = L2(R2).
Proposition 7.16. Étant donnés n±, n′± ∈ N tels que (n+, n−) 6= (n′+, n′−), on a
h(un+,n− , un′+,n′−) = 0, h(un+,n− , un+,n−) 6= 0.(7.8.14)
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Démonstration. On pose
Γ = {γ > 0 :
√
1 + 4γ /∈ Q}.(7.8.15)
Par (7.8.11), pour γ ∈ Γ et (n+, n−) 6= (n′+, n′−), on a λn+,n− 6= λn′+,n′− . Or tous les λn+,n−
sont réels. Par [B05, Theorem 1.11], pour γ ∈ Γ, on a
h(un+,n− , un′+,n′−) = 0.(7.8.16)
Par (7.8.12), on sait que l'application
γ ∈ R∗+ → h(un+,n− , un′+,n′−) ∈ R(7.8.17)
est continue. Comme Γ est dense dans R∗+, alors pour tout γ > 0, on a
h(un+,n− , un′+,n′−) = 0.(7.8.18)
S'il existe n+,n− ∈ N tels que
h(un+,n− , un+,n−) = 0.(7.8.19)
Alors, par la première équation de (7.8.14), pour tout n′+, n
′
− ∈ N, on a
h(un+,n− , un′+,n′−) = 0.(7.8.20)
Comme un′+,n′− engendrent L
2(R2), de (7.8.20), on tire que un+,n− est dans le noyau de
h, ce qui contredit la non dégénérescence de h. 
Théorème 7.17. Pour γ > 0, on a
SpB−γ =
{1 +√1 + 4γ
2
n+ +
−1 +√1 + 4γ
2
(n− + 1) : n+, n− ∈ N
}
.(7.8.21)
De plus B−γ est diagonalisable. En particulier, l'espace propre associé à la plus petite
valeur propre λ0,0 est de dimension 1, et est engendré par u0,0.
Démonstration. Pour λ ∈ SpB−γ , soit Wλ l'espace caractéristique associé. Soit
λ ∈ SpB−γ \
{1 +√1 + 4γ
2
n+ +
−1 +√1 + 4γ
2
(n− + 1) : n+, n− ∈ N
}
.(7.8.22)
Comme λn+,n− est réel, par [B05, Theorem 1.11], Wλ est h-orthogonal à Wλn+,n− . On
sait que les un+,n− ∈ Wλn+,n− engendrent L2(R2). Alors, Wλ est dans le noyau de h. La
non dégénérescense de h implique
Wλ = 0.(7.8.23)
Alors, on a (7.8.21).
Pour montrer que B−γ est diagonalisable, il reste à montrer que tout espace caracté-
ristique coïncide avec l'espace propre correspondant. Pour λ ∈ SpB−γ , on pose
Vλ = Vect{un+,n− : λn+,n− = λ}.(7.8.24)
Alors, Vλ ⊂ Wλ. Comme le spectre est réel, par [B05, Theorem 1.11], h est non dégénéré
sur Wλ, et les diﬀérents Wλ sont h-orthogonaux. On pose
V ′λ = {s ∈ Wλ : h(s, v) = 0, pour tout v ∈ Vλ}.(7.8.25)
Alors, l'élément de V ′λ est h-orthogonal à tous les un+,n− , ce qui implique
V ′λ = 0.(7.8.26)
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Par la non dégénérescence de h sur Wλ, on a Vλ = Wλ. Donc, B−γ est diagonalisable, ceci
termine la preuve. 
7.9. L'opérateur C±γ . Par (7.5.6), on a
C±γ |Λ0(R2) = 0, C±γ |Λ2(R2) = 1.(7.9.1)
De plus, dans la base dy, dp de Λ1R2, C±γ |Λ1R2 est donné par(
0 0
0 1
)
± γ
(
1 1
−1 −1
)
.(7.9.2)
Par (7.9.2), pour λ ∈ C, on a
det
(
λ− C±γ |Λ1R2
)
= det
(
λ∓ γ ∓γ
±γ λ− 1± γ
)
= λ2 − λ± γ.(7.9.3)
Alors on trouve que
SpC±γ |Λ1R2 =
{
1 +
√
1∓ 4γ
2
,
1−√1∓ 4γ
2
}
.(7.9.4)
De (7.9.1), (7.9.4), on tire
SpC±γ =
{
1 +
√
1∓ 4γ
2
n+ +
1−√1∓ 4γ
2
n− : n+, n− ∈ {0, 1}
}
.(7.9.5)
Dans le cas +, l'espace caractéristique associé à 0 est de dimension 1, et est engendré par
1. Dans le cas −, les 4 valeurs propres sont distinctes. Les espaces propres correspondants
sont de dimension 1. La plus petite valeur propre est 1−
√
1+4γ
2
. Comme( −γ −γ
γ γ + 1
)(
1
−
√
1+4γ−1√
1+4γ+1
)
=
1−√1 + 4γ
2
(
1
−
√
1+4γ−1√
1+4γ+1
)
,(7.9.6)
l'espace propre associé à la valeur propre 1−
√
1+4γ
2
est engendré par la 1-forme
ρ−γ = dy −
√
1 + 4γ − 1√
1 + 4γ + 1
dp.(7.9.7)
7.10. Le spectre de H±γ et L
±
b,T . On pose
τ+γ,± =
1±√1− 4γ
2
, τ−γ,± =
±1 +√1 + 4γ
2
.(7.10.1)
Par (7.5.6), (7.7.7), (7.8.21) et (7.9.5), on a
SpH±γ =
{
τ±γ,+n+ + τ
±
γ,−n− : n+, n− ∈ N
}
.(7.10.2)
De plus, l'espace caractéristique associé à 0 de H±γ est de dimension 1, et est engendré,
dans le cas +, par
u+γ = exp
(
− p
2 + y2
2
)
,(7.10.3)
et dans le cas −, par
u−γ = exp
(
−
√
1 + 4γ
2
(p2 + y2)− 2√γyp
)
(dy −
√
1 + 4γ − 1√
1 + 4γ + 1
dp).(7.10.4)
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Imz
Rez
1/b2 2/b2
y =
√
4b2T − 1x
y = −√4b2T − 1x
Figure 7.1. Le spectre de L+b,T : le cas où b
2T > 1/4
Imz
Rez1/b2 2/b2
√
1− 4b2T/b2
Figure 7.2. Le spectre de L+b,T : le cas où b
2T 6 1/4
Imz
Rez
√
1 + 4b2T/b2 2
√
1 + 4b2T/b2
1/b2
Figure 7.3. Le spectre de L−b,T
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Par (7.5.4), (7.5.7), on a
SpL±b,T =
SpH±b2T
b2
,(7.10.5)
et l'espace caractéristique associé à 0 de L±b,T est de dimension 1, et est engendré, dans
le cas +, par
exp
(
− p
2 + Ty2
2
)
,(7.10.6)
et dans le cas −, par
exp
(
−
√
1 + 4b2T
2
(p2 + Ty2)− 2bTyp
)
(dy −
√
1 + 4b2T − 1√
1 + 4b2T + 1
dp).(7.10.7)
7.11. Formes harmoniques et théorie de Hodge pour A2
φ,H±b,T
. On pose
u+b,T = exp
(
−p
2 + Ty2
2
)
,(7.11.1)
u−b,T =
√√√√T (1 +√1 + 4b2T
2pi
)
exp
(
−
√
1 + 4b2T
2
(p2 + Ty2)− 2bTyp
)
×
(
dy −
√
1 + 4b2T − 1√
1 + 4b2T + 1
dp
)
.
Par (3.1.9), (7.5.1), posons
u±b,T = exp
(H±b,T + µ0)K−1b u±b,T .(7.11.2)
Par (7.11.1), (7.11.2), on a
u+b,T =1,
(7.11.3)
u−b,T =
√√√√T (1 +√1 + 4b2T
2pi
)
exp
{
−T (1 +
√
1 + 4b2T )
2
(
y +
2
1 +
√
1 + 4b2T
p
)2}
×
(
dy +
2
1 +
√
1 + 4b2T
dp
)
.
On pose
pib,T : (y, p) ∈ R2 →
√
1 +
√
1 + 4b2T
2
y +
√
2
1 +
√
1 + 4b2T
p ∈ R.(7.11.4)
Par (7.2.6), (7.11.3), (7.11.4), on a
u−b,T = pi
∗
b,TuTf− .(7.11.5)
De plus, pour tout p ∈ R, on a ∫
y∈R
u−b,T = 1.(7.11.6)
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Comme en (7.2.4), on pose
Ω·,±b,T (R
2) = exp
(H±b,T )S(R2,Λ·(R2,∗)).(7.11.7)
Alors
(
Ω·,±b,T (R
2), dR
2
)
est un complexe.
Soit i : y ∈ R→ (y, 0) ∈ R2. On a un morphisme du complexe
i∗ :
(
Ω·,±b,T (R
2), dR
2
)
→ (Ω·Tf±(R), dR) .(7.11.8)
En appliquant la proposition 7.2 pour le complexe
(
Ω·,±b,T (R
2), dR
2
)
, on trouve que i∗
dans (7.11.8) est un quasiisomorphisme, c'est à dire, on a l'isomorphisme
H ·
(
Ω·,±b,T (R
2), dR
2
)
' H ·,±(R) = R.(7.11.9)
De plus, par (7.2.6), (7.11.3), (7.11.8), on a
i∗u+b,T = uTf+ , i
∗u−b,T = u√T (1+√1+4b2T )/2f− .(7.11.10)
Le résultat suivant est une version de résultats obtenus dans [BL08, Theorem 3.2.2]
sur la théorie de Hodge hypoelliptique.
Théorème 7.18. Pour b > 0 et T > 0, on a u±b,T ∈ Ω·,±b,T (R2), et
dR
2
u±b,T = 0, d
R2
φ,H±b,T u
±
b,T = 0.(7.11.11)
De plus, sous l'isomorphisme (7.11.9), on a[
u±b,T
] ∈ H · (Ω·,±b,T (R2), dR2)→ 1 ∈ R.(7.11.12)
Démonstration. Il est évident que u+b,T ∈ Ω·,+b,T (R2), et qu'on a (7.11.11) pour u+b,T .
Pour montrer u−b,T ∈ Ω·,−b,T (R2), il suﬃt de montrer que la forme quadratique
p2
2b2
− Ty
2
2
+
T (1 +
√
1 + 4b2T )
2
(
y +
2
1 +
√
1 + 4b2T
p
)2
(7.11.13)
est déﬁnie positive. On a
(7.11.14)
p2
2b2
− Ty
2
2
+
T (1 +
√
1 + 4b2T )
2
(
y +
2
1 +
√
1 + 4b2T
p
)2
=
T
√
1 + 4b2T
2
y2 + 2Typ+
√
1 + 4b2T
2b2
p2.
Comme le déterminant de la matrice(
T
√
1+4b2T
2
T
T
√
1+4b2T
2b2
)
(7.11.15)
est T/4b2, et comme les éléments diagonaux sont positifs, on trouve le résultat souhaité.
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Par (7.11.5), on a dR
2
u−b,T = 0. Par (7.5.2), (7.11.3), on a
(7.11.16) d
R2
φ,2Hb,T u
−
b,T =
√√√√T (1 +√1 + 4b2T
2pi
)
×
((
− 2
1 +
√
1 + 4b2T
)(
∂
∂y
+ 2Ty
)
+
√
1 + 4b2T − 1
1 +
√
1 + 4b2T
(
∂
∂p
− 2p
b2
))
exp
{
−T (1 +
√
1 + 4b2T )
2
(
y +
2
1 +
√
1 + 4b2T
p
)2}
= 0.
Par (7.2.9), (7.11.10), on trouve que (7.11.12), ce qui termine la démonstration. 
Proposition 7.19. Pour b > 0, T > 0, on a
h
Ω·(R2)
H+b,T
(
u+b,T , u
+
b,T
)
= pi
b√
T
, h
Ω·(R2)
H−b,T
(
u−b,T , u
−
b,T
)
=
2b
√
T
1 +
√
1 + 4b2T
.(7.11.17)
Démonstration. Par la déﬁnition 3.1, et par (7.11.3), on a
h
Ω·(R2)
H+b,T
(u+b,T , u
+
b,T ) =
∫
R2
e−
p2
b2
−Ty2dydp = pi
b√
T
,(7.11.18)
ce qui nous donne la première équation de (7.11.17).
Par la déﬁnition 3.1, on a
h
Ω·(R2)
H−b,T
(u−b,T , u
−
b,T ) =
∫
R2
〈u−b,T (y,−p), u−b,T (y, p)〉Λ·(R2,∗),fe−
p2
b2
+Ty2dydp.(7.11.19)
Par (3.1.4), dans la base dy, dp, l'action de f sur les formes de degré 1 est donnée par
tf−1 =
(
0 1
1 −1
)
.(7.11.20)
Alors, on a
(7.11.21)
〈
dy +
2dp
1 +
√
1 + 4b2T
, dy +
2dp
1 +
√
1 + 4b2T
〉
Λ·(R2,∗),f
=
〈(
1
2
1+
√
1+4b2T
)
,
(
0 1
1 −1
)(
1
2
1+
√
1+4b2T
)〉
=
4
√
1 + 4b2T
(1 +
√
1 + 4b2T )2
.
Par (7.11.3), (7.11.21), on a
(7.11.22) 〈u−b,T (y,−p), u−b,T (y, p)〉Λ·(R2,∗),f =
2T
√
1 + 4b2T
pi(1 +
√
1 + 4b2T )
× exp
{
−T (1 +
√
1 + 4b2T )
2
((
y +
2
1 +
√
1 + 4b2T
p
)2
+
(
y − 2
1 +
√
1 + 4b2T
p
)2)}
=
2T
√
1 + 4b2T
pi(1 +
√
1 + 4b2T )
exp
(
− T (1 +
√
1 + 4b2T )y2 − 4Tp
2
1 +
√
1 + 4b2T
)
.
De (7.11.19), (7.11.22), on tire la seconde équation de (7.11.17). 
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Remarque 7.20. Par (7.11.17), on a
h
Ω·(R2)
H±b,T
(u±b,T , u
±
b,T ) > 0,(7.11.23)
ce qui est utilisé pour déﬁnir la métrique de Ray-Signer hypoelliptique dans la sous-
section 7.14.
Notons que u+b,T est indépendant de b et T . Dans la suite de cette sous-section, on
va étudier la comportement de u−b,T quand b → 0 et b → ∞. Plus précisément, on va
calculer la limite pour r∗bu
−
b,T quand b→ 0 et b→∞.
Si s ∈ Ω·(R2), on déﬁnit le courant associé à s par la formule, pour φ ∈ Ω2−·c (R2),
〈s, φ〉 =
∫
R2
s ∧ φ.(7.11.24)
On déﬁnit le 1-courant δ√Ty+p=0 de telle sorte que, si φ1, φ2 ∈ C∞c (R2),
〈δ√Ty+p=0, φ1dy + φ2dp〉 =
∫
R
(√
Tφ2(y,−
√
Ty)− φ1(y,−
√
Ty)
)
dy.(7.11.25)
Proposition 7.21. Pour T > 0, on a les convergences au sens des courants,
r∗bu
−
b,T → uTf− =
√
T
pi
exp
(
− Ty2
)
dy, quand b→ 0,(7.11.26)
r∗bu
−
b,T → δ√Ty+p=0, quand b→∞.
Démonstration. Quand b → 0, par (7.11.3), la convergence est évidente. Quand
b→∞, si φ1, φ2 ∈ C∞c (R2), par (7.11.3), on a
∫
R2
r∗bu
−
b,T ∧ (φ1dy + φ2dp)
(7.11.27)
=
√√√√T (1 +√1 + 4b2T
2pi
)∫
R2
exp
{
−T (1 +
√
1 + 4b2T )
2
(
y +
2b
1 +
√
1 + 4b2T
p
)2}
(
φ2(y, p)− 2b
1 +
√
1 + 4b2T
φ1(y, p)
)
dydp
=
√√√√T (1 +√1 + 4b2T
2pi
)∫
R2
exp
(
− T (1 +
√
1 + 4b2T )
2
p2
)
{
1 +
√
1 + 4b2T
2b
φ2
(
y,
1 +
√
1 + 4b2T
2b
(p− y)
)
− φ1
(
y,
1 +
√
1 + 4b2T
2b
(p− y)
)}
dydp.
Quand b→∞, de (7.11.27), on tire que∫
R2
r∗bu
−
b,T ∧ (φ1dy + φ2dp)→
∫
R
(√
Tφ2(y,−
√
Ty)− φ1(y,−
√
Ty)
)
dy.(7.11.28)
Par (7.11.25), (7.11.28), on a la seconde équation de (7.11.26). 
50
Remarque 7.22. Considérons le ﬂot hamiltonien
y˙ =
∂H−T
∂p
= p, p˙ = −∂H
−
T
∂y
= Ty,(7.11.29)
de telle sorte que, si A,B ∈ R,
y = Ae
√
Tt +Be−
√
Tt, p = A
√
Te
√
Tt −B
√
Te−
√
Tt.(7.11.30)
Alors 0 ∈ R2 est le seul point critique pour ce ﬂot. La variété stable (resp. instable)
associée est donnée par,
√
Ty + p = 0 (resp.
√
Ty − p = 0 ).(7.11.31)
Par (7.11.26), quand b → ∞, r∗bu−b,T se localise sur la variété stable du ﬂot hamiltonien
H−T .
Remarque 7.23. Par le même argument que dans la preuve du théorème 7.18, on
peut montrer que la classe de cohomologie [r∗bu
−
b,T ] ne dépend pas de b et T . Par la
proposition 7.21, le courant δ√Ty+p=0 est cohomologue à uTf− .
7.12. Opérateur de la chaleur pour L±b,T . Pour γ > 0, on sait que B
±
γ est maxi-
male accrétive. De plus, par les théorèmes 7.13 et 7.17, on a −1 /∈ SpB±γ . Alors,
Im (1 +B±γ ) = L
2
(
R2
)
.(7.12.1)
Par le théorème de Hille-Yosida [Yo95, IX.8, Theorem, P.250], on sait que −B±γ est un
générateur d'un semigroupe de contractions sur L2 (R2).
Définition 7.24. Soit D un opérateur borné sur l'espace de Hilbert H, et soit D∗
est l'opérateur dual relatif à la produit scalaire de H. Pour p > 1, on pose
‖D‖p =
{
Tr
[(√
D∗D
)p]}1/p
.(7.12.2)
On déﬁnit ‖D‖ par la norme des opérateurs.
Pour s ∈ R, soit Hs (R2) l'espace de Sobolev déﬁni par
Hs
(
R2
)
=
{
u ∈ S ′(R2) :
(
− ∂
2
∂p2
− ∂
2
∂y2
+ p2 + y2
)s/2
u ∈ L2(R2)
}
,(7.12.3)
et pour u ∈ Hs (R2), la norme de u est déﬁnie par
‖u‖Hs =
∥∥∥∥∥
(
− ∂
2
∂p2
− ∂
2
∂y2
+ p2 + y2
)s/2
u
∥∥∥∥∥
L2
.(7.12.4)
Pour c > 0, soit Γc une courbe dans C donnée par
Γc =
{
λ ∈ C : Reλ > −1, |λ+ 1|1/8 = c(Reλ+ 1)} .(7.12.5)
Par l'estimation de la première ligne de [HeN05, P69], il existe c > 0, C > 0, tels
que, pour tout λ ∈ Γc, on a
‖(λ−B±γ )−1‖ 6 C|λ+ 1|−1/8.(7.12.6)
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−1
Γc
Figure 7.4. La courbe Γc
Par le même argument que dans la démonstration de [BL08, Proposition 3.3.1], on a
exp
(−tB±γ ) = 12ipi
∫
Γc
e−tλ(λ−B±γ )−1dλ.(7.12.7)
Par l'intégration par parties, pour tout N ∈ N, on a
exp
(−tB±γ ) = (−1)NN !2ipitN
∫
Γc
e−tλ(λ−B±γ )−(N+1)dλ.(7.12.8)
Proposition 7.25. Pour b > 0, t > 0 et T > 0, l'opérateur de la chaleur exp
(−tL±b,T )
est à trace. De plus,
Trs
[
exp
(−tL±b,T )] = ±1.(7.12.9)
Démonstration. On va montrer d'abord que, pour N  1, l'intégrale dans (7.12.8)
est converge pour la norme ‖ · ‖1, ceci implique que exp
(−tL±b,T ) est à trace.
Par [HeN05, Theorem 5.8], pour u ∈ L2(R2), il existe C > 0 tel que
‖(1 +B±γ )−1u‖H1/4 6 C‖u‖L2 .(7.12.10)
Par la même méthode, on trouve que pour s > 0, il existe Cs > 0 tel que
‖(1 +B±γ )−1u‖Hs+1/4 6 Cs‖u‖Hs .(7.12.11)
De (7.12.11), on tire que pour s > 0, il existe N ∈ N, Cs > 0 tels que
‖(1 +B±γ )−Nu‖Hs 6 Cs‖u‖L2 .(7.12.12)
Par l'identité de la résolvante, on a
(λ−B±γ )−1 = (1 +B±γ )−1
(−1 + (1 + λ)(λ−B±γ )−1) .(7.12.13)
De (7.12.6), (7.12.12), (7.12.13), on tire que pour λ ∈ Γc,
‖(λ−B±γ )−Nu‖Hs 6 Cs(1 + |λ|N)‖u‖L2 .(7.12.14)
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De plus, par des propriétés de l'oscillateur harmonique, pour s  1, l'injection
Hs(R2)→ L2(R2) est à trace. Par (7.12.14), on a
‖(λ−B±γ )−N‖1 6 C(1 + |λ|N),(7.12.15)
ce qui implique que l'intégrale dans (7.12.8) est converge pour la norme ‖ · ‖1.
Comme B±γ et C
±
γ commutent, par (7.5.4), (7.5.7), on trouve que
(7.12.16) Trs
[
exp
(−tL±b,T )] = Trs [exp(− tb2 (B±b2T + C±b2T )
)]
= Tr
[
exp
(
− t
b2
B±b2T
)]
Trs
[
exp
(
− t
b2
C±b2T
)]
.
Par le théorème de Lidskii [ReSi78, Corollary, P.318], on a
Tr
[
exp
(−tB±γ )] = ∑
λ∈SpB±γ
exp (−tλ).(7.12.17)
Par (7.7.7), (7.10.1) et (7.12.17), on a
(7.12.18) Tr
[
exp
(
− t
b2
B+b2T
)]
=
∑
n+>0,n−>0
exp
(
− t
b2
τ+b2T,+n+ −
t
b2
τ+b2T,±n−
)
=
1(
1− exp (− t
b2
τ+b2T,+
))(
1− exp (− t
b2
τ+b2T,−
)) .
Par (7.8.21), (7.10.1) et (7.12.17), on a
(7.12.19) Tr
[
exp
(
− t
b2
B−b2T
)]
=
∑
n+>0,n−>1
exp
(
− t
b2
τ−b2T,+n+ −
t
b2
τ−b2T,−n−
)
= − 1(
1− exp (− t
b2
τ−b2T,+
))(
1− exp ( t
b2
τ−b2T,−
)) .
Par (7.9.1), (7.9.4), on a
Trs
[
exp
(
− t
b2
C±b2T
)]
=
(
1− exp (− t
b2
τ±b2T,+
))(
1− exp (∓ t
b2
τ±b2T,−
))
.(7.12.20)
Par (7.12.16) et (7.12.18)-(7.12.20), on a (7.12.9), ce qui termine la preuve. 
Remarque 7.26. Par la proposition 7.25, pour tout t > 0, b > 0 et T > 0, on a
Trs
[
exp
(−tL±b,T )] = χ (H ·,±(R)) = ±1.(7.12.21)
Ce résultat est un analogue dans une situation non compacte de résultat de [BL08,
Theorem 4.2.1].
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7.13. Théorie de l'indice local. Dans cette section, on donne une autre démons-
tration de l'équation (7.12.9) qui ne repose pas sur le calcul explicite du spectre, mais
sur les techniques d'indice local.
Dans cette section, on suppose que T ∈ R∗. Alors, pour T < 0, on a
L−b,−T = L
+
b,T .(7.13.1)
Proposition 7.27. Pour b > 0, t > 0 et T ∈ R∗, la quantité
Trs
[
exp
(−tL+b,T )](7.13.2)
ne dépend pas des paramètres b > 0, t > 0, et ne dépend que de la signe de T ∈ R∗.
Démonstration. On aﬃrme d'abord que le noyau de exp
(−tB±γ ) relatif au volume
dydp est dans S(R4), ce qui implique que le noyau de exp (−tL+b,T ) relatif au volume
dydp est dans S(R4)⊗ End (Λ·(R∗,2)).
En eﬀet, de (7.12.8)-(7.12.15), on tire que pour tous s > 0, exp
(−tB±γ ) est un
opérateur borné de L2(R2) dans Hs(R2). De plus, l'opérateur dual de B±γ par rapport
au produit scalaire L2 a la même structure que B±γ . Donc, par dulalité, exp
(−tB±γ )
est un opérateur borné de H−s(R2) dans L2(R2). Par la propriété de semigroupe, pour
s1, s2 ∈ R, exp
(−tB±γ ) est alors un opérateur borné de Hs1(R2) dans Hs2(R2). Alors,
son noyau est dans S(R4).
On ﬁxe t > 0, T ∈ R∗. On va montrer la quantité (7.13.2) ne dépend pas de b > 0.
Par le même calcule que dans [HeN05, Chapiter 5], on peut montrer que les esti-
mations du type (7.12.10)-(7.12.15) sont encore vrais pour la dérivation en b, alors on
a
∂
∂b
Trs
[
exp
(−tL+b,T )] = Trs [ ∂∂b exp (−tL+b,T )
]
.(7.13.3)
Par la formule de Duhamel, on a
∂
∂b
exp
(−tL+b,T ) = −t∫ 1
0
exp
(−t(1− s)L+b,T ) ∂L+b,T∂b exp (−tsL+b,T ) ds.(7.13.4)
Comme exp
(−tL+b,T ) est une semi-groupe de contractions, pour t ∈ R∗+, on a∥∥exp (−tL+b,T )∥∥ 6 1.(7.13.5)
De (7.12.8)-(7.12.15), (7.13.5), on tire que l'application
s 7→ exp (−t(1− s)L+b,T ) ∂L+b,T∂b exp (−tsL+b,T )(7.13.6)
est continue de [0, 1] dans l'espace d'opérateurs à trace. Donc, on a
∂
∂b
Trs
[
exp
(−tL+b,T )] =− t∫ 1
0
Trs
[
exp
(−t(1− s)L+b,T ) ∂L+b,T∂b exp (−tsL+b,T )
]
ds.
(7.13.7)
Grâce à l'existence du noyau dans l'espace de Schwartz et à Trs s'annule sur les supers
commutateurs, on a
∂
∂b
Trs
[
exp
(−tL+b,T )] = −tTrs
[
∂L+b,T
∂b
exp
(−tL+b,T )
]
.(7.13.8)
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Par (3.2.2), on a
∂L+b,T
∂b
= 2
[
A′
φb,H+T
,
∂A′
φb,H+T
∂b
]
.(7.13.9)
Comme A′
φb,H+T
et exp
(−tL+b,T ) commutent, de (7.13.9), on tire que
∂L+b,T
∂b
exp
(−tL±b,T ) = 2
[
A′
φb,H+T
,
∂A′
φb,H+T
∂b
exp
(−tL±b,T )
]
.(7.13.10)
Par (7.13.8), (7.13.10), et par l'existence du noyau dans l'espace de Schwartz et par Trs
s'annule sur les supers commutateurs, on trouve que
∂
∂b
Trs
[
exp
(−tL±b,T )] = 0.(7.13.11)
La même méthode s'applique aux paramètres t et T . Donc, on a
∂
∂t
Trs
[
exp
(−tL±b,T )] = 0, ∂∂T Trs [exp (−tL±b,T )] = 0,(7.13.12)
ce qui termine la démonstration. 
Par (3.1.6), (3.1.9), (7.5.1), (7.5.3), On pose
Ib,t,T = (b
√
t)N
V
K√t/bk1/√t exp (H+T + µ0)tL+b,T exp (−H+T − µ0)k√tKb/√t(b
√
t)−N
V
.
(7.13.13)
Par (7.5.2), (7.13.13), on a
Ib,t,T = −1
2
∂2
∂p2
+
t
b2
p
∂
∂p
− t
2
b2
p
∂
∂y
+ Ty
∂
∂p
+
t
b2
dpi ∂
∂p
− t
3/2
b
dpi ∂
∂y
+
t1/2T
b
dyi ∂
∂p
.
(7.13.14)
Soit Pb,t,T (y, p, y′, p′) le noyau de exp(−Ib,t,T ) par rapport au volume dydp. On va montrer
que
lim
b→∞
∫
R2
Pb,t,T (y, p, y, p)dydp = lim
t→0
∫
R2
Pb,t,T (y, p, y, p)dydp = signT.(7.13.15)
On ﬁxe y0 ∈ R. Soit
Ry0b,t : s(y, p)→ s
(
y0 +
t2
b2
y, p
)
.(7.13.16)
Posons
Iy0b,t,T = exp(−Tpy0)Ry0b,T Ib,t,TRy0,−1b,t exp(Tpy0).(7.13.17)
Par (7.13.14), (7.13.17), on a
(7.13.18) Iy0b,t,T = −
1
2
∂2
∂p2
+
T 2
2
y20 +
t
b2
p
(
∂
∂p
+ Ty0
)
− p ∂
∂y
+
t2Ty
b2
(
∂
∂p
+ Ty0
)
+
t
b2
dpi ∂
∂p
− t
3/2
b
dpi ∂
∂y
+
t1/2T
b
dyi ∂
∂p
.
On introduit R2 une autre copie de R2, et soit e1, e2 la base canonique de R2. Posons
A = End(Λ·(R2,∗))⊗̂Λ·(R2).(7.13.19)
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Alors A est une R-algèbre engendrée par dy, i ∂
∂y
, dp, i ∂
∂p
, e1, e2. On écrit les éléments de A
comme une combinaison linéaire de monèmes de dy, i ∂
∂y
, dp, i ∂
∂p
, e1, e2 tels que les i ∂
∂y
, i ∂
∂p
apparaissent à droite des dy, dp, e1, e2. Soit T̂rs la forme linéaire sur A à valeurs dans R
qui s'annule sur tous les monômes de A, sauf sur le monôme dye1dpe2 à permutation
près, et qui est telle que
T̂rs[dye1dpe2] = 1.(7.13.20)
Alors, pour A ∈ End(Λ·(R2,∗)), on a
T̂rs
[
exp
(
− b
t3/2
dye1 − b
t1/2
dpe2
)
A exp
(
b
t3/2
dye1 +
b
t1/2
dpe2
)]
=
b2
t2
Trs[A].(7.13.21)
Soit Jy0b,t,T l'opérateur diﬀérentiel à coeﬃcients dans A donné par
Jy0b,t,T = exp
(
− b
t3/2
dye1 − b
t1/2
dpe2
)
Iy0b,t,T exp
(
b
t3/2
dye1 +
b
t1/2
dpe2
)
.(7.13.22)
Soit Qy0b,t,T (y, p, y
′, p′) le noyau de exp(−Jy0b,t,T ) par rapport au volume dydp.
Proposition 7.28. Pour b > 0, t > 0 et T 6= 0, on a
Trs [Pb,t,T (y0, p, y0, p)] = T̂rs
[
Qy0b,t,T (0, p, 0, p)
]
.(7.13.23)
Démonstration. C'est une conséquence immédiate de (7.13.17), (7.13.21), (7.13.22).

On pose
Jy0∞,0,T = −
1
2
∂2
∂p2
− p ∂
∂y
+
T 2
2
y20 − dpe1 + Tdye2.(7.13.24)
Alors, quand b→∞ ou t→ 0, on a
Jy0b,t,T → Jy0∞,0,T .(7.13.25)
On désigne par Qy0∞,0,T (y, p, y
′, p′) le noyau de exp(−Jy0,s∞,0,T ) par rapport au volume dydp.
On admet la proposition suivante qui est une conséquence de la convergence de
processus gaussiens.
Proposition 7.29. Pour b > 0, T 6= 0 ﬁxés, quand t → 0 ou pour t > 0, T 6= 0
ﬁxés, quand b→∞, on a∫
R2
T̂rs
[
Qy0b,t,T (0, p, 0, p)
]
dy0dp→
∫
R2
T̂rs[Q
y0
∞,0,T (0, p, 0, p)]dy0dp.(7.13.26)
Proposition 7.30. Pour T > 0, on a
T̂rs[Q
y0
∞,0,T (0, p, 0, p)] =
2
√
3T
pi
exp
(
−24p2 − T
2
2
y20
)
.(7.13.27)
Démonstration. Posons
L = −1
2
∂2
∂p2
− p ∂
∂y
.(7.13.28)
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Soit exp(−L)(y, p, y′, p′) le noyau de exp (−L) par rapport au volume dydp. Par [Ko34]
ou [BL08, Section 4.11], on a
exp(−L)(y, p, y′, p′) = 2
√
3
pi
exp
(
−(p
′ − p)2
2
− 24
(
y′ − y − p
′ + p
2
)2)
.(7.13.29)
De plus, de (7.13.20), on tire que
T̂rs[exp (dpe1 − Tdye2)] = T.(7.13.30)
De (7.13.29), (7.13.30), on tire (7.13.27), ce qui termine la preuve. 
Remarque 7.31. De (7.13.23), (7.13.26), (7.13.27), on tire (7.12.9).
7.14. Métrique de Ray-Singer hypoelliptique sur R. Considérons 2A2
φ,H±b,T
agissant sur Ω·,±b,T (R
2). Soit Pφ,H±b,T la projection spectrale de 2A
2
φ,H±b,T
relativement à la
valeur propre 0.
Par (7.10.2), la partie réelle du spectre de 2A2
φ,H±b,T
est positive. L'opérateur(
4A2
φ,H±b,T
)−s (
1− Pφ,H±b,T
)
(7.14.1)
est donc bien déﬁni. Par le même argument que (7.12.10)-(7.12.15), pour Re s  1, cet
opérateur est à trace. On pose pour Re s 1,
θ±b,T (s) = −Trs
[
NΛ
·(R2,∗)
(
4A2
φ,H±b,T
)−s (
1− Pφ,H±b,T
)]
.(7.14.2)
Proposition 7.32. Pour Re s 1, on a
θ±b,T (s) = (±τ±,−sb2T,+ + τ±,−sb2T,−)
(
b2
2
)s
ζ(s).(7.14.3)
En particulier, θ±b,T a une extension méromorphe sur C qui est holomorphe en 0. La
dérivée en s = 0 est donnée par
θ+,′b,T (0) = log
(√
T
pib
)
, θ−,′b,T (0) = log
(
2b
√
T
1 +
√
1 + 4b2T
)
.(7.14.4)
Démonstration. On note P±b,T la projection spectrale de L
±
b,T relativement à la
valeur propre 0. Par (3.1.10), (3.1.14), (3.2.2), (7.14.2), on a
θ±b,T (s) = −2−s Trs
[
NΛ
·(R2,∗) (L±b,T )−s (1− P±b,T )].(7.14.5)
Le cas +. Par (7.5.4), (7.5.7), (7.7.7), (7.9.1), (7.9.4), (7.14.5), pour Re s 1, on a
(7.14.6) 2sθ+b,T (s) =
∑
n+>1,n−>0
+
∑
n+>0,n−>1
−2
∑
n+>1,n−>1
b2s
(n+τ
+
b2T,+ + n−τ
+
b2T,−)
s
= b2s
∑
n>1
(
1
(nτ+b2T,+)
s
+
1
(nτ+b2T,−)
s
)
= b2s
(
(τ+b2T,+)
−s + (τ+b2T,−)
−s
)
ζ(s),
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ce qui nous donne (7.14.3) dans le cas +. Par (7.4.2), (7.10.1), (7.14.6), on a
θ+,′b,T (0) =
(
4 log(b)− log (τ+b2T,+τ+b2T,−)− 2 log 2
)
ζ(0) + 2ζ ′(0) = log
(√
T
pib
)
.(7.14.7)
Le cas −. Par (7.5.4), (7.5.7), (7.8.21), (7.9.1), (7.9.4), (7.14.5), on a
(7.14.8) 2sθ−b,T (s) =
∑
n+>1,n−>1
+
∑
(n+,n−) 6=(0,0)
−2
∑
n+>1,n−>0
b2s
(n+τ
−
b2T,+ + n−τ
−
b2T,−)
s
= b2s
∑
n>1
(
− 1
(nτ−b2T,+)
s
+
1
(nτ−b2T,−)
s
)
= b2s
(
−(τ−b2T,+)−s + (τ−b2T,−)−s
)
ζ(s),
ce qui nous donne (7.14.3) dans le cas −. Par (7.4.2), (7.10.1), (7.14.8), on a
θ−,′b,T (0) = log
(
τ−b2T,+
τ−b2T,−
)
ζ(0) = −1
2
log
(
1 +
√
1 + 4b2T
−1 +√1 + 4b2T
)
= log
(
2b
√
T
1 +
√
1 + 4b2T
)
,
(7.14.9)
ce qui termine la preuve. 
On rappelle que hΩ
·(R2)
H±b,T
(u±b,T , u
±
b,T ) > 0. Par (7.11.9), (7.11.12), la forme hermitienne
h
Ω·(R2)
H±b,T
induit une métrique | · |RS
R,H±b,T
sur λ± = R. Par la déﬁnition 3.4, la métrique de
Ray-Singer hypoelliptique sur λ± est donnée
‖ · ‖RS,2
R,H±b,T
= eθ
±,′
b,T (0)| · |RS,2
R,H±b,T
.(7.14.10)
Théorème 7.33. Pour b > 0 et T > 0, on a
‖ · ‖RS,2
R,H±b,T
= ‖ · ‖2R.(7.14.11)
Démonstration. Comme dans le théorème 7.6, il faut montrer que
‖1‖RS,2
R,H±b,T
= 1.(7.14.12)
De (7.11.17), on tire que
|1|RS,2
R,H+b,T
= pi
b√
T
, |1|RS,2
R,H−b,T
=
1 +
√
1 + 4b2T
2b
√
T
.(7.14.13)
Par (7.14.4), (7.14.13), on obtient (7.14.12), ce qui termine la démonstration. 
Remarque 7.34. Par (7.4.8), (7.14.11), on a
‖ · ‖RS,2
R,H±b,T
= ‖ · ‖RS,2R,T f± = ‖ · ‖2R.(7.14.14)
Il est remarquable que, dans ce cas "trivial", on peut directement démontrer l'invariance
de la métrique de Ray-Singer elliptique par déformation hypoelliptique. Cette invariance
joue, de manière implicite, un rôle très important dans la suite.
Ce résultat est un analogue dans une situation non compacte de résultat de [BL08,
Theorem 9.0.1].
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7.15. Évaluation du noyau de exp(−tB±γ ). On pose
B±γ = exp
(
1
2
(
p2 ± y2))B±γ exp(−12 (p2 ± y2)
)
.(7.15.1)
Par (7.5.6), (7.15.1), on a
B±γ = −
1
2
∂2
∂p2
+ p
∂
∂p
−√γ
(
p
∂
∂y
∓ y ∂
∂p
)
.(7.15.2)
L'opérateur diﬀérentielB±γ est de poids total 2 relativement aux variables y, p,
∂
∂y
, ∂
∂p
. Son
noyau de la chaleur est donc donné par un noyau gaussien. Des techniques probabilistes
vont nous permettre de calculer explicitement ce noyau.
Posons
R±γ =
(
0
√
γ
∓√γ −1
)
, z±t =
(
y±t
p±t
)
, z =
(
y
p
)
.(7.15.3)
Soit w· le mouvement brownien sur R issu de 0. Soit e1, e2 la base canonique de R2.
Considérons l'équation diﬀérentielle stochastique
z˙±t = R
±
γ z
±
t + e2w˙t, z
±
0 = z.(7.15.4)
Par (7.15.4), on a
z±t = exp
(
tR±γ
)
z +
∫ t
0
exp
(
(t− s)R±γ
)
e2dws.(7.15.5)
Alors z±t est une variable aléatoire gaussienne à valeurs dansR
2, de moyenne exp
(
tR±γ
)
z,
de matrice de covariance K±t,γ telle que, pour f ∈ R2,
〈K±t,γf, f〉 =
∫ t
0
〈
exp
(
sR±γ
)
e2, f
〉2
ds.(7.15.6)
Proposition 7.35. Pour t > 0, γ > 0, la matrice K±t,γ est inversible.
Démonstration. Soit f ∈ R2 tel que K±t,γf = 0. Par (7.15.6), pour s ∈ [0, t], on a
〈exp (sR±γ ) e2, f〉 = 0.(7.15.7)
En particulier, on a
〈e2, f〉 = 0.(7.15.8)
Par (7.15.7), on a aussi
∂
∂s
∣∣∣
s=0
〈exp (sR±γ ) e2, f〉 = 〈R±γ e2, f〉 = 0.(7.15.9)
De (7.15.3), (7.15.8), (7.15.9), on tire f = 0 ce qui termine la démonstration. 
On va maintenant calculer K±t,γ explicitement. Posons
λ+± =
−1±√1− 4γ
2
, λ−± =
−1±√1 + 4γ
2
.(7.15.10)
Alors, λ+± sont les valeurs propres de R
+
γ , et λ
−
± sont les valeurs propres de R
−
γ .
59
Proposition 7.36. Pour t > 0, γ > 0, on a
K±t,γ =
γ
1∓ 4γ×
(7.15.11)
e
tλ±+ sinh (tλ±+)
λ±+
+
e
tλ±− sinh (tλ±−)
λ±−
− 4e− t2 sinh( t
2
)
e
tλ±+ sinh (tλ±+)+e
tλ±− sinh (tλ±−)+2e
− t2 sinh( t
2
)√
γ
e
tλ±+ sinh (tλ±+)+e
tλ±− sinh (tλ±−)+2e
−t/2 sinh(t/2)√
γ
λ±+e
tλ±+ sinh(tλ±+)+λ
±
−e
tλ±− sinh(tλ±−)∓4γe−
t
2 sinh( t
2
)
γ
.
En particulier, on a
detK±t,γ =
γ
1∓ 4γ e
−t
(
sinh(tλ±+) sinh(tλ
±
−)
λ±+λ
±
−
− 4 sinh2(t/2)
)
.(7.15.12)
On remarque que même dans le cas +, quand γ = 1/4, la formule (7.15.11) est bien
déﬁnie.
Démonstration. Par continuité, dans le cas +, il suﬃt de montrer (7.15.11) quand
γ 6= 1/4. Les deux valeurs propres de R±γ sont alors distinctes. Par (7.15.3), les vecteurs
propres de R±γ sont donnés par(
1
λ±+/
√
γ
)
,
(
1
λ±−/
√
γ
)
.(7.15.13)
Soit P±γ la matrice de passage
P±γ =
(
1 1
λ±+/
√
γ λ±−/
√
γ
)
.(7.15.14)
Alors on a
detP±γ = −
√
1∓ 4γ√
γ
, P±,−1γ = −
√
γ√
1∓ 4γ
(
λ±−/
√
γ −1
−λ±+/√γ 1
)
.(7.15.15)
De plus,
R±γ = P
±
γ
(
λ±+ 0
0 λ±−
)
P±,−1γ .(7.15.16)
Par (7.15.6), (7.15.16), on a
K±t,γ =
∫ t
0
esR
±
γ
(
0 0
0 1
)
t
(
esR
±
γ
)
ds(7.15.17)
=
∫ t
0
P±γ
(
esλ
±
+ 0
0 esλ
±
−
)
P±,−1γ
(
0 0
0 1
)
tP±,−1γ
(
esλ
±
+ 0
0 esλ
±
−
)
tP±γ ds.
De (7.15.14), (7.15.15), on tire que
P±,−1γ
(
0 0
0 1
)
tP±,−1γ =
γ
1∓ 4γ
(
1 −1
−1 1
)
.(7.15.18)
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De (7.15.10), (7.15.17), (7.15.18), on obtient
K±t,γ =
γ
1∓ 4γ
∫ t
0
P±γ
(
e2sλ
±
+ −e−s
−e−s e2sλ±−
)
tP±γ ds(7.15.19)
=
γ
1∓ 4γP
±
γ
(
etλ
±
+ sinh (tλ±+)/λ
±
+ −2e−t/2 sinh(t/2)
−2e−t/2 sinh(t/2) etλ±− sinh (tλ±−)/λ±−
)
tP±γ ,
ce qui nous donne (7.15.11) et (7.15.12), et on termine la preuve. 
Pour z, z′ ∈ R2, on pose
K ±t,γ(z, z
′) =
1
2
〈
K±,−1t,γ
(
z′ − etR±γ z
)
,
(
z′ − etR±γ z
)〉
.(7.15.20)
Par (7.15.2), (7.15.5), (7.15.20), on a
exp(−tB±γ )(z, z′) =
1
2pi
√
det(K±t,γ)
exp
(−K ±t,γ(z, z′)) .(7.15.21)
Proposition 7.37. Pour t > 0, γ > 0, z = (y, p), z′ = (y′, p′) ∈ R2, on a
(7.15.22) K ±t,γ(z, z
′) =
et
2
(
sinh(tλ±+) sinh(tλ
±
−)
λ±+λ
±
−
− 4 sinh2( t
2
)
){etλ±− sinh (tλ±−)
λ±−
[
λ±−√
γ
y′ − p′ − etλ±+
(
λ±−√
γ
y − p
)]2
+ 4e−t/2 sinh
(
t
2
)[
λ±−√
γ
y′ − p′ − etλ±+
(
λ±−√
γ
y − p
)][
− λ
±
+√
γ
y′ + p′ − etλ±−
(
− λ
±
+√
γ
y + p
)]
+
etλ
±
+ sinh (tλ±+)
λ±+
[
− λ
±
+√
γ
y′ + p′ − etλ±−
(
− λ
±
+√
γ
y + p
)]2}
.
Démonstration. Pour simpliﬁer, on pose pour t > 0, γ > 0, z = (y, p), z′ =
(y′, p′) ∈ R2,
Z± =
(
X±
Y ±
)
= −
√
1∓ 4γ√
γ
P±,−1γ (z
′ − etR±γ z).(7.15.23)
Par (7.15.16), (7.15.23), on a
X± =
(
λ±−√
γ
y′ − p′
)
− etλ±+
(
λ±−√
γ
y − p
)
,(7.15.24)
Y ± =
(
− λ
±
+√
γ
y′ + p′
)
− etλ±−
(
− λ
±
+√
γ
y + p
)
.
Par (7.15.19), on a
(7.15.25) K±,−1t,γ =
1∓ 4γ
γ
et
(
sinh(tλ±+) sinh(tλ
±
−)
λ±+λ
±
−
− 4 sinh2(t/2)
)−1
tP±,−1γ
(
etλ
±
− sinh (tλ±−)/λ
±
− 2e
−t/2 sinh(t/2)
2e−t/2 sinh(t/2) etλ
±
+ sinh (tλ±+)/λ
±
+
)
P±,−1γ .
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De (7.15.20), (7.15.23), (7.15.25), on tire (7.15.22), ce qui termine la preuve. 
On pose
a±t,γ =
±1
4 sinh(tλ±+/2) sinh(tλ
±
−/2)
(
sinh(t/2) +
sinh(t
√
1∓ 4γ/2)√
1∓ 4γ
)
,(7.15.26)
d±t,γ =
1
4 sinh(tλ±+/2) sinh(tλ
±
−/2)
(
sinh(t/2)− sinh(t
√
1∓ 4γ/2)√
1∓ 4γ
)
,
Remarquons que dans le cas +, γ = 1/4, a+t,γ, d
+
t,γ sont aussi bien déﬁnis. De plus, il est
facile de vériﬁer que
lim
t→∞
a±t,γ = 1/2, lim
t→0
ta±t,γ = 1/γ,(7.15.27)
lim
t→∞
d±t,γ = 1/2. lim
t→0
td±t,γ = 0.
Proposition 7.38. Pour t > 0, γ > 0, z = (y, p) ∈ R2, on a
K ±t,γ(z, z) =
y2
2a±t,γ
+
p2
2d±t,γ
.(7.15.28)
Démonstration. Quand z = z′, par (7.15.23), on a
Z± = −
√
1∓ 4γ√
γ
(
1− etλ±+ 0
0 1− etλ±−
)
P±,−1γ z.(7.15.29)
De (7.15.20), (7.15.25), (7.15.29), on tire (7.15.28), ce qui termine la preuve. 
Remarque 7.39. Le fait que la forme quadratique K ±t,γ(z, z) soit diagonale n'est pas
une surprise. En eﬀet, par (7.15.2), B±γ est h-autoadjoint. Donc, on a
exp
(−tB±γ ) (y, p, y′, p′) = exp (−tB±γ ) (y′,−p′, y,−p).(7.15.30)
En particulier, on a
exp
(−tB±γ ) (y, p, y, p) = exp (−tB±γ ) (y,−p, y,−p).(7.15.31)
De (7.15.21), (7.15.31), on tire que K ±t,γ(z, z) est diagonale.
Corollaire 7.40. Pour b > 0, t > 0, T > 0, on a
Trs
[
exp
(−tL±b,T ) (y, p, y, p)]= ±√T
2pi
√
a±t/b2,b2Td
±
t/b2,b2T
exp
(
− Ty
2
2a±t/b2,b2T
− p
2
2d±t/b2,b2T
)
.
(7.15.32)
Démonstration. C'est une conséquence du (7.5.4), (7.5.7), (7.12.20), (7.15.12) et
(7.15.28). 
Remarque 7.41. Par le corollaire 7.40, on a
Trs
[
exp
(−tL±b,T )] = ∫
R2
Trs
[
exp
(−tL±b,T ) (y, p, y, p)] dydp = ±1.(7.15.33)
On retrouve (7.12.9).
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Dans la suite, on fait T = b2. On va étudier le comportement asymptotique pour
exp(−tB±b4/b2)(z, z′) quand b→∞. On pose
R± =
(
0 1
∓1 0
)
.(7.15.34)
Alors on a
etR
+
=
(
cos t sin t
− sin t cos t
)
, etR
−
=
(
cosh t sinh t
sinh t cosh t
)
.(7.15.35)
Le ﬂot d'hamiltonien H±(y, p) = p2/2± y2/2 est donné par z±t = etR±z.
Proposition 7.42. Pour t > 0, z ∈ R2, z′ ∈ R2, quand b→∞, on a
K +t/b2,b4(z, z
′) =
b2
t2 − sin2(t)
〈(
1
2
sin(2t) + t − sin2(t)
− sin2(t) −1
2
sin(2t) + t
)
(z′ − z+t ), (z′ − z+t )
〉(7.15.36)
+O(1),
K −t/b2,b4(z, z
′) =
b2
−t2 + sinh2(t)
〈(
1
2
sinh(2t) + t − sinh2(t)
− sinh2(t) 1
2
sinh(2t)− t
)
(z′ − z−t ), (z′ − z−t )
〉
+O(1),
det
(
K+t/b2,b4
)
=
1
4b4
(
t2 − sin2(t))+O(1/b2),
det
(
K−t/b2,b4
)
=
1
4b4
(−t2 + sinh2(t))+O(1/b2).
Démonstration. On calcule d'abord le développement asymptotique pour chaque
terme de la formule (7.15.25).
Quand γ = b4 →∞, on a
sinh(tλ±+/b
2) sinh(tλ±−/b
2)
λ±+λ
±
−
− 4 sinh2(t/2b2) = 1
b4
(∓ sinh2(√∓1t)− t2)+O(1/b2).
(7.15.37)
De (7.15.12), (7.15.37), on tire les deux dernières équations de (7.15.36).
Quand γ = b4 →∞, dans le cas +, on a
(7.15.38)
(
etλ
±
−/b
2
sinh (tλ±−/b
2)/λ±− 2e
−t/2b2 sinh(t/2b2)
2e−t/2b
2
sinh(t/2b2) etλ
±
+/b
2
sinh (tλ±+/b
2)/λ±+
)
=
1
b2
(
sin(t)e−ti t
t sin(t)eti
)
+O(1),
et dans le cas −, on a
(7.15.39)
(
etλ
±
−/b
2
sinh (tλ±−/b
2)/λ±− 2e
−t/2b2 sinh(t/2b2)
2e−t/2b
2
sinh(t/2b2) etλ
±
+/b
2
sinh (tλ±+/b
2)/λ±+
)
=
1
b2
(
sinh(t)e−t t
t sinh(t)et
)
+O(1).
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Par (7.15.15), quand γ = b4 →∞, on a
λ±− − λ±+√
γ
P±,−1γ =
( −√∓1 −1
−√∓1 1
)
+O(1/b2).(7.15.40)
Par (7.15.25), (7.15.37)-(7.15.40), on a
K+,−1t/b2,b4 =
2b2
t2 − sin2 t
(
1
2
sin(2t) + t − sin2(t)
− sin2(t) −1
2
sin(2t) + t
)
+O(1),(7.15.41)
K−,−1t/b2,b4 =
2b2
−t2 + sinh2 t
(
1
2
sinh(2t) + t − sinh2(t)
− sinh2(t) 1
2
sinh(2t)− t
)
+O(1).
D'autre part, quand γ = b4 →∞, on a
z′ − etR±γ /b2z = z′ − etR±z +O(1/b2).(7.15.42)
De (7.15.20), (7.15.41), (7.15.42), on tire les deux premières équations de (7.15.36).

Par (7.15.21), (7.15.36), pour t > 0, z ∈ R2 ﬁxé, quand b→∞, on a la convergence
des mesures de probabilité
exp(−tB±b4/b2)(z, z′)dz′ → δz±t (z
′).(7.15.43)
De plus, si t /∈ 2piZ ou dans le cas −, quand b → ∞, on a la convergence étroite des
mesures
exp
(−tB+b4/b2) (z, z)dz → δ0(z)(1− eit)(1− e−it) ,(7.15.44)
exp
(−tB−b4/b2) (z, z)dz → − δ0(z)(1− et)(1− e−t) .
Remarque 7.43. Par (7.15.44), quand b→∞, on a
Trs
[
exp
(−tB+b4/b2)]→ 1(1− eit)(1− e−it) ,(7.15.45)
Trs
[
exp
(−tB−b4/b2)]→ − 1(1− et)(1− e−t) .
Ces convergences sont compatibles avec le fait que, par (7.7.7), (7.8.21), quand b→∞,
pour tout K compact dans C, on a la convergence pour la distance de Hausdroﬀ,
Sp(B+b4/b
2) ∩K → {in+ − in− : n+, n− ∈ N} ∩K,(7.15.46)
Sp(B+b4/b
2) ∩K → {1 + n+ + n− : n+, n− ∈ N} ∩K.
7.16. Problème variationnel associé aux noyaux de la chaleur de Bγ. Soit
J l'opérateur diﬀérentiel agissant sur l'espace des courbes C∞ sur R, s ∈ [0, t]→ ys ∈ R,
donné par
Jy· =
d2
dt2
y· +
d
dt
y· ± γy·,(7.16.1)
et soit K±t,γ la fonctionnelle déﬁnie sur le même espace donnée par
K±t,γ(y·) =
1
2γ
∫ t
0
|Jys|2 ds.(7.16.2)
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Proposition 7.44. Pour t > 0, γ > 0 et z, z′ ∈ R2, une courbe s ∈ [0, t]→ ys ∈ R
est un minimum pour K±t,γ quand on impose les conditions (y0, y˙0/√γ) = z, (yt, y˙t/√γ) =
z′ si et seulement si y· vériﬁe l'équation d'Euler-Lagrange :
J∗Jy· =
....
y · + (±2γ − 1)y¨· + γ2y· = 0.(7.16.3)
La courbe minimale y· existe, et est unique. De plus,
K ±t,γ(z, z
′) = K±t,γ(y·).(7.16.4)
Démonstration. Soit u ∈ R→ yu une famille de courbe C∞ vériﬁant les conditions
de la proposition, de telle sorte que y0· = y· est un minimum. Alors on a
∂
∂u
K±t,γ(yu)|u=0 =
1
2γ
∫ t
0
(Jys)
(
J
∂
∂u
yus
) ∣∣∣∣
u=0
ds =
1
2γ
∫ t
0
(J∗Jys)
(
∂
∂u
yus
) ∣∣∣∣
u=0
ds,
(7.16.5)
ce qui nous donne (7.16.3).
Maintenant, on va résoudre explicitement (7.16.3). Soit u· une courbe telle que
J∗u· =
(
d2
dt2
− d
dt
± γ
)
u· = 0.(7.16.6)
Posons
R±′γ =
(
0
√
γ
∓√γ 1
)
.(7.16.7)
Par (7.16.6), (7.16.7), il existe un vecteur v ∈ R2 tel que(
us
u˙s/
√
γ
)
= esR
±′
γ v.(7.16.8)
Soit y· une courbe telle que
Jy· =
(
d2
dt2
+
d
dt
± γ
)
y· = u·.(7.16.9)
Par (7.16.6), (7.16.9), y· vériﬁe l'équation (7.16.3).
De (7.16.8), (7.16.9), et de (y±0 , y˙
±
0 /
√
γ) = z, on tire que
(7.16.10)
(
ys
y˙s/
√
γ
)
= esR
±
γ z +
1√
γ
∫ s
0
e(s−s
′)R±γ
(
0
us′
)
ds′
= esR
±
γ z +
1√
γ
∫ s
0
e(s−s
′)R±γ
(
0 0
1 0
)
es
′R±′γ vds′.
Par (7.15.3), (7.16.7), on a
R±′γ
(
0
√
γ
−√γ 1
)
= −
(
0
√
γ
−√γ 1
)
tR±γ .(7.16.11)
De (7.16.10), (7.16.11), on tire que(
ys
y˙s/
√
γ
)
= esR
±
γ z +
∫ s
0
e(s−s
′)R±γ
(
0 0
0 1
)
e−s
′tR±γ ds′
(
0
√
γ
−√γ 1
)−1
v.(7.16.12)
65
Par (yt, y˙t/
√
γ) = z′ et (7.16.12), (7.15.17), on trouve que
(7.16.13) z′ = etR
±
γ z +
∫ t
0
e(t−s
′)R±γ
(
0 0
0 1
)
e−s
′tR±γ ds′
(
0
√
γ
−√γ 1
)−1
v
= etR
±
γ z +K±t,γe
−ttR±γ
(
0
√
γ
−√γ 1
)−1
v.
Comme K±t,γ est inversible, de (7.16.13), on tire que
v =
(
0
√
γ
−√γ 1
)
et
tR±γ
(
K±t,γ
)−1
(z′ − etR±γ z).(7.16.14)
Donc, y· existe, et est unique.
Par (7.16.8), (7.16.9), (7.16.11) et (7.16.14), on a(
u±t
u˙±t /
√
γ
)
=
(
0
√
γ
−√γ 1
)(
K±t,γ
)−1
(z′ − etR±γ z).(7.16.15)
De (7.16.2), (7.16.3), (7.16.15), on tire que
(7.16.16) K±t,γ(y·) =
1
2γ
∫ t
0
us(y¨s + y˙s ± ys)ds = 1
2γ
(usys + usy˙s − u˙sys)
∣∣s=t
s=0
=
1
2γ
〈(
1 −√γ√
γ 0
)(
us
u˙s/
√
γ
)
,
(
ys
y˙s/
√
γ
)〉 ∣∣∣∣∣
s=t
s=0
= K ±t,γ(z, z
′).
ce qui termine la preuve. 
Remarque 7.45. L'équation (7.16.4) n'est pas une surprise. C'est une conséquence
du fait général sur le processus gaussien.
Remarque 7.46. Par (7.16.12), (7.16.14), on peut montrer que, quand b → ∞, la
courbe minimale de K±t/b2,b4 converge vers la solution d'équation diﬀérentielle(
d2
dt2
± 1
)2
y±· = 0, (y
±
0 , y˙
±
0 ) = z, (y
±
t , y˙
±
t ) = z
′.(7.16.17)
De plus, on a
(7.16.18) K±t/b2,b4(y±·/b2) =
1
2b2
∫ t
0
∣∣y˙±s + b2 (y¨±s ± y±s )∣∣2 ds
=
1
2b2
∫ t
0
(|y˙±s |2 + b4|y¨±s ± y±s |2) ds+ 12 (|z′|2 − |z|2)
→ b
2
2
∫ t
0
|y¨±s ± y±s |2ds+O(1).
Par (7.16.4), (7.16.17), (7.16.18) et par des calculs élémentaires, on retrouve (7.15.36).
Notons que la fonctionnelle dans la second ligne de (7.16.18),
H±t,b(y
′
·) =
1
2
∫ t
0
(|y˙′s|2 + b4|y¨′s ± y′s|2) ds(7.16.19)
apparaît naturellement dans [B05, (0.8)-(0.10)] et [B11, Section 10.1].
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7.17. L'opérateur H,γ. Cette sous-section et la sous-section suivante seront uti-
lisées dans la section 8. Pour  > 0, γ > 0, b2T = γ, l'opérateur H±,γ introduit dans
(7.17.1) est l'opérateur modèle pour L,b,T , qui va être déﬁni dans (8.2.20). On va mon-
trer quelques estimations sur la résolvante de H±,γ, qui sont des analogues à [BL08,
Theorems 17.5.1 and 17.6.1]. On remarque grâce à l'existence du global changement
d'échelle k√T , contrairement à [BL08, Chapitre 17], on n'a pas besoin des utiles sur
analyse semi-classique.
Pour  > 0, γ > 0, on pose
H±,γ = e
∓√γypH±γ e
±√γyp.(7.17.1)
Par (7.5.6), (7.17.1), on a
(7.17.2) H±,γ =
1
2
(
− ∂
2
∂p2
+ (1∓ 2γ)p2 − 1 + 2dp i ∂
∂p
)
+ γ
(
1− 
2
)
y2
−√γ
(
p
∂
∂y
∓ (1− )y ∂
∂p
)
± γ(dy − dp)i ∂
∂y
+ ∂
∂p
.
Alors H±,γ est h-autoadjoint.
On pose
I = {(, γ) ∈ R2 :  ∈]0, 1[, γ > 0, γ < 1/2}.(7.17.3)
Notons que pour (, γ) ∈ I, on a
1∓ 2γ > 0, 1−  6= 0.(7.17.4)
Pour (, γ) ∈ I, on considère H±,γ comme un opérateur agissant sur S(R2,Λ·(R2,∗)).
Comme H±γ , l'opérateur H
±
,γ est fermable, et sa fermeture est maximale. On note encore
H±,γ sa fermeture.
Théorème 7.47. Si K est un sous-ensemble compact de I, il existe C > 0,λ0 > 0,
tels que, pour (, γ) ∈ K, si u ∈ S(R2,Λ·(R2,∗)), on a
‖(λ0 +H±,γ)u‖L2 > C‖u‖H1/4 .(7.17.5)
De plus, si λ ∈ C tel que Reλ 6 −λ0, on a
‖(λ−H±,γ)u‖L2 > C(1 + |λ|1/8)‖u‖L2 .(7.17.6)
En particulier, pour (, γ) ∈ I, H±,γ est à résolvante compacte.
Démonstration. On pose
(7.17.7) M±,γ =
1
2
(
− ∂
2
∂p2
+ (1∓ 2γ)p2 − 1 + 2dp i ∂
∂p
)
−√γ
(
p
∂
∂y
∓ (1− )y ∂
∂p
)
± γ(dy − dp)i ∂
∂y
+ ∂
∂p
.
Par (7.17.2), (7.17.7), on a
H±,γ = M
±
,γ + γ
(
1− 
2
)
y2.(7.17.8)
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Par (7.17.4), pour (, γ) ∈ I, l'opérateur M±,γ est considéré dans [HeN05, Cha-
piter 5]. Par [HeN05, Theorem 5.8], pour (, γ) ∈ K, il existe c > 0, tel que si
u ∈ S(R2,Λ·(R2,∗)), on a
‖M±,γu‖L2 + ‖u‖L2 > c‖u‖H1/4 .(7.17.9)
Par (7.17.8), (7.17.9), pour λ0 > 0, (, γ) ∈ K, il existe c > 0 tel que
‖(λ0 +H±,γ)u‖L2 + ‖y2u‖L2 + (λ0 + 1)‖u‖L2 > c‖u‖H1/4 .(7.17.10)
Par (7.17.2), pour λ0 > 0 assez grand et pour (, γ) ∈ K, on a
Re 〈(H±,γ + λ0)u, u〉 > c‖u‖2L2 .(7.17.11)
De (7.17.11), on tire que
‖(H±,γ + λ0)u‖L2 > c‖u‖L2 .(7.17.12)
Par (7.17.10), (7.17.12), il existe λ0 > 0, c > 0 tels que
‖(λ0 +H±,γ)u‖L2 + ‖y2u‖L2 > c‖u‖H1/4 .(7.17.13)
Alors, pour montrer (7.17.5), il suﬃt de montrer que
‖(λ0 +H±,γ)u‖L2 > c‖y2u‖L2 .(7.17.14)
On sait que
〈
(λ0 +H
±
,γ)u, y
2u
〉
=
〈
y(λ0 +H
±
,γ)u, yu
〉
=
〈
[y,H±,γ]u, yu
〉
+
〈
(λ0 +H
±
,γ)yu, yu
〉
.
(7.17.15)
Par (7.17.2), pour λ0 > 0 assez grand et pour (, γ) ∈ K, on a
Re
〈
(H±,γ + λ0)yu, yu
〉
> c′
(‖y2u‖2L2 + ‖pyu‖2L2) .(7.17.16)
Or [
y,H±,γ
]
=
√
γp.(7.17.17)
Par (7.17.15)-(7.17.17), on a
Re
〈
(λ0 +H
±
,γ)u, y
2u
〉
> √γRe 〈ypu, u〉+ c′ (‖y2u‖2L2 + ‖ypu‖2L2) .(7.17.18)
De plus, on a
|Re 〈ypu, u〉| 6 c
′
2
√
γ
‖ypu‖2L2 +
√
γ
2c′
‖u‖2L2 ,(7.17.19)
Re 〈(λ0 +H±,γ)u, y2u〉 6
1
2c′
‖(λ0 +H±,γ)u‖2L2 +
c′
2
‖y2u‖2L2 .
Donc, par (7.17.18), (7.17.19), pour (, γ) ∈ K, il existe λ0 > 0, c′′ > 0 tels que
‖(λ0 +H±,γ)u‖2L2 + ‖u‖2L2 > c′′‖y2u‖2L2 .(7.17.20)
Par (7.17.12) et (7.17.20), on a (7.17.14), ce qui achève (7.17.5).
Par [HeN05, Section 6.1], pour Reλ 6 −λ0, on a
‖(λ−M±,γ)u‖L2 > C(1 + |λ|1/8)‖u‖L2 .(7.17.21)
De (7.17.8), (7.17.21), on tire que
‖(λ−H±,γ)u‖L2 + C ′‖y2u‖L2 > C(1 + |λ|1/8)‖u‖L2 .(7.17.22)
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On vériﬁe que dans (7.17.14), si λ ∈ C est tel que Reλ 6 −λ0, on a encore
‖(λ−H±,γ)u‖L2 > c‖y2u‖L2 .(7.17.23)
En eﬀet, il suﬃt de rependre les estimations dans (7.17.15)-(7.17.20).
De (7.17.22), (7.17.23), on tire (7.17.6). 
Corollaire 7.48. Si K est un sous-ensemble compact de I, il existe C > 0,C ′ >
0,λ0 > 0 tels que, pour λ = −λ0 + σ + iτ tel que, σ 6 C ′|τ |1/8, si u ∈ S(R2,Λ·(R2,∗)),
alors on a
‖(λ−H±,γ)u‖L2 > C(1 + |λ|1/8)‖u‖L2 .(7.17.24)
Démonstration. On choisit λ0 > 0 tel que (7.17.6) soit vrais. Alors, il suﬃt de
montrer (7.17.24) dans le cas σ > 0. De (7.17.6), on tire que
‖(−λ0 + iτ −H±,γ)u‖L2 > C(1 + |τ |1/8)‖u‖L2 .(7.17.25)
Si λ = −λ0 + σ + iτ , on a
‖(λ−H±,γ)u‖L2 > C(1 + |τ |1/8)‖u‖L2 − σ‖u‖L2 ,(7.17.26)
ce qui termine la preuve. 
On pose
u±,γ(y, p) = e
∓√γypu±γ (y, p).(7.17.27)
Par (7.10.3), (7.10.4), (7.17.27), on a
u+,γ = exp
(
− p
2 + y2 + 2
√
γyp
2
)
,(7.17.28)
u−,γ = exp
(
−
√
1 + 4γ
2
(p2 + y2)− (2− )√γyp
)(
dy −
√
1 + 4γ − 1√
1 + 4γ + 1
dp
)
.
Pour (, γ) ∈ I, on a dans le cas +,
det
(
1 
√
γ

√
γ 1
)
= 1− 2γ > 0,(7.17.29)
et dans le cas −,
det
( √
1 + 4γ (2− )√γ
(2− )√γ √1 + 4γ
)
= 1 + 4(1− )γ > 0.(7.17.30)
Les formes quadratiques qui apparaissent à droit de (7.17.28) sont donc déﬁnies positives,
de telle sorte que u±,γ sont des formes gaussiennes.
Proposition 7.49. Pour (, γ) ∈ I±, on a
SpH±,γ = SpH
±
γ .(7.17.31)
De plus, le noyau de H±,γ est de dimension 1, et est engendré par u
±
,γ.
Démonstration. Par le théorème 7.47, l'opérateurH±,γ sont à résolvante compacte.
Le spectre de H±,γ est donc formé de valeurs propres. Or u
±
,γ est une gaussienne. Alors le
même argument que dans la démonstration du théorème 7.17 nous donne le résultat. 
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Par (7.11.17), (7.17.27), pour (, γ) ∈ I, on a
h(u+,γ, u
+
,γ) = pi, h(u
−
,γ, u
−
,γ) =
4pi(
1 +
√
1 + 4γ
)2 .(7.17.32)
Soit P±,γ le projecteur spectral pour H
±
,γ relatif à la valeur propre 0.
Proposition 7.50. Pour (, γ) ∈ I, on a
P±,γ =
h(·, u±,γ)
h(u±,γ, u±,γ)
u±,γ.(7.17.33)
Démonstration. Si u ∈ L2(R2,Λ·(R2,∗)), il existe a ∈ C tel que
P±,γu = au
±
,γ.(7.17.34)
De (7.17.34), on tire que
h(P±,γu, u
±
,γ) = ah(u
±
,γ, u
±
,γ).(7.17.35)
Comme H±,γ est h-autoadjoint, l'opérateur P
±
,γ est aussi h-autoadjoint. Alors, on a
h(P±,γu, u
±
,γ) = h(u, P
±
,γu
±
,γ) = h(u, u
±
,γ).(7.17.36)
De (7.17.35) et (7.17.36), on tire que
a =
h(u, u±,γ)
h(u±,γ, u±,γ)
,(7.17.37)
ce qui termine la preuve. 
Théorème 7.51. Si K est un sous-ensemble compact de I, si K ′ est un sous-ensemble
compact de C, il existe c > 0, λ1 ∈]0, 1[ tels que, pour (, γ) ∈ K,λ ∈ K ′ et Reλ 6 λ1, si
u ∈ S(R2,Λ·(R2,∗)), on a
‖(λ−H±,γ − P±,γ)u‖L2 > c‖u‖L2 .(7.17.38)
Démonstration. On choisit λ0 comme dans le théorème 7.47. Par (7.17.5), pour
(, γ) ∈ K, on a
‖(λ−H±,γ − P±,γ)u‖L2 + ‖(−λ0 − λ+ P±,γ)u‖L2 > c‖u‖H1/4 .(7.17.39)
Par (7.17.32) et (7.17.33), il existe C > 0, pour (, γ) ∈ K, tel que
‖P±,γ‖ 6 C.(7.17.40)
De (7.17.40), pour λ ∈ K ′, on tire que
‖(−λ0 − λ+ P±,γ)u‖L2 6 C‖u‖L2 .(7.17.41)
De (7.17.39), (7.17.41), on tire que
‖(λ−H±,γ − P±,γ)u‖L2 + ‖u‖L2 > c‖u‖H1/4 .(7.17.42)
Par (7.10.2), (7.17.31), on peut choisir λ1 ∈]0, 1[ tel que pour Reλ 6 λ1, on a
λ /∈ SpH±,γ\{0}.(7.17.43)
On va montrer (7.17.38) par contradiction. Si (7.17.38) n'est pas vrai, il existe
(n, γn) ∈ K, λn ∈ K ′, Reλn 6 λ1 et un ∈ S(R2,Λ·(R2,∗)) tels que,
‖(λn −H±n,γn − P±n,γn)un‖L2 6 1/n,(7.17.44)
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et
‖un‖L2 = 1.(7.17.45)
Par (7.17.42), (7.17.44), (7.17.45), on sait que un est borné dans H1/4. Par les propriétés
de l'oscillateur harmonique l'injection H1/4 → L2 est compacte. Comme K,K ′ sont
compacts, il existe alors des sous-suites qu'on note encore n, γn, λn, un telles que
(n, γn)→ (0, γ0) ∈ K,(7.17.46)
λn → λ′0 ∈ K ′ ∩ {λ ∈ C : Reλ 6 λ1},
un → u0 dans L2.
Alors, de (7.17.43), (7.17.45), (7.17.46), on tire que
λ′0 /∈ SpH±,γ\{0}, u0 6= 0.(7.17.47)
Par (7.17.33), (7.17.46), aux sens des distributions, on a
(λn −H±n,γn − P±n,γn)un → (λ′0 −H±0,γ0 − P±0,γ0)u0.(7.17.48)
De (7.17.44), (7.17.48), on tire que
(λ′0 −H±0,γ0 − P±0,γ0)u0 = 0.(7.17.49)
Par (7.17.49), on a
0 = P±0,γ0(λ
′
0 −H±0,γ0 − P±0,γ0)u0 = (λ′0 − 1)P±0,γ0u0.(7.17.50)
Comme Reλ′0 6 λ1 < 1, par (7.17.50), on a
P±0,γ0u0 = 0.(7.17.51)
Par (7.17.49), (7.17.51), on a
(λ′0 −H±0,γ0)u0 = 0.(7.17.52)
Comme H±0,γ0 est maximale, u0 est dans le domaine de H
±
0,γ0
. Alors, (7.17.52) contredit
(7.17.47), ce qui termine la démonstration. 
Corollaire 7.52. Si K est un sous-ensemble compact de I, il existe C > 0, C ′ >
0, λ1 ∈]0, 1[ tels que, pour (, γ) ∈ I, λ = λ1 + σ + iτ tel que σ 6 C ′|τ |1/8, on a
‖(λ−H±,γ − P±,γ)u‖L2 > C
(
1 + |λ|1/8) ‖u‖L2 .(7.17.53)
Démonstration. On choisit λ0 > 0, C ′ > 0 comme dans le corollaire 7.48. Alors,
pour λ = −λ0 + σ + iτ tel que σ 6 C ′|τ |1/8, on a
‖(λ−H±,γ − P±,γ)u‖L2 + ‖P±,γu‖L2 > C
(
1 + |λ|1/8) ‖u‖L2 .(7.17.54)
De (7.17.40), (7.17.54), on tire qu'il existe r > 0 assez grand tel que pour λ = −λ0+σ+iτ
tel que σ 6 C ′|τ |1/8 et |λ| > r, on a
‖(λ−H±,γ − P±,γ)u‖L2 > C(1 + |λ|)1/8‖u‖L2 .(7.17.55)
Pour K ′ = {λ ∈ C : |λ| 6 r}, par le théorème 7.51, il existe λ1 ∈]0, 1[ tel que pour
λ ∈ K ′,Reλ 6 λ1, on a
‖(λ−H±,γ − P±,γ)u‖L2 > c‖u‖L2 .(7.17.56)
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−λ0 Reλ
Imλ
Reλ = −λ0 + C|Imλ|1/8
λ1
λ = λ1
r
Figure 7.5.
De (7.17.55), (7.17.56), on tire que pour Reλ 6 λ1, on a
‖(λ−H±,γ − P±,γ)u‖L2 > C(1 + |λ|1/8)‖u‖L2 .(7.17.57)
En particulier, on a
‖(λ1 + iτ −H±,γ − P±,γ)u‖L2 > C(1 + |τ |1/8)‖u‖L2 .(7.17.58)
Par (7.17.58), pour σ > 0, on a
‖(λ1 + σ + iτ −H±,γ − P±,γ)u‖L2 > ‖(λ1 + iτ −H±,γ − P±,γ)u‖L2 − σ‖u‖L2(7.17.59)
> C(1 + |τ |1/8)‖u‖L2 − σ‖u‖L2 .
De (7.17.57), (7.17.59), on tire le résultat. 
Dans la suite, on pose
L±,b,T = e
∓bTypL±b,T e
±bTyp.(7.17.60)
Par (7.5.4), (7.5.7), (7.17.1), (7.17.60), on a
L±,b,T =
1
b2
k√TH
±
,b2Tk
−1√
T
.(7.17.61)
Par (7.5.3), (7.17.28), posons
u±,b,T = k√Tu
±
,b2T .(7.17.62)
Par (7.17.31), (7.17.61), on a
SpL±,b,T =
1
b2
SpH±,b2T =
1
b2
SpH±b2T .(7.17.63)
Le noyau de L±,b,T est engendré par u
±
,b,T .
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7.18. L'opérateur modèle sur R2n. Soit nα ∈ N tel que nα ∈ [0, n]. On écrit
y, p ∈ Rn sous la forme
y = (y′, y′′), p = (p′, p′′) ∈ Rnα ⊕Rn−nα .(7.18.1)
On pose
Hα,γ = H
−,⊕nα
,γ ⊕H+,⊕(n−nα),γ , Lα,b,T = L−,⊕nα,b,T ⊕ L+,⊕(n−nα),b,T .(7.18.2)
Les opérateurs Hα,γ, L
α
,b,T agissent sur S(R2n,Λ·(R2n,∗)).
On pose
uα,γ(y, p) =
nα∏
i=1
u−,γ(yi, pi)
n∏
i=nα+1
u+,γ(yi, pi).(7.18.3)
Par la proposition 7.49, pour (, γ) ∈ I, le noyau de Hα,γ est de dimension 1, et est
engendré par uα,γ. On pose
ραγ =
(
dy1 −
√
1 + 4γ − 1√
1 + 4γ + 1
dp1
)
∧ · · · ∧
(
dynα −
√
1 + 4γ − 1√
1 + 4γ + 1
dpnα
)
,
(7.18.4)
vα,γ = exp
(
−
√
1 + 4γ
2
(|y′|2 + |p′|2)− 1
2
(|y′′|2 + |p′′|2)− (2− )√γ〈y′, p′〉 − √γ〈y′′, p′′〉).
Alors,
uα,γ = v
α
,γρ
α
γ .(7.18.5)
Par (7.17.29), (7.17.30), pour (, γ) ∈ I, vα,γ est gaussienne.
On pose
uα,b,T = k
√
Tu
α
,γ.(7.18.6)
Alors, uα,b,T engendre le noyau de L
α
,b,T .
Soit σ0 > 0. Soit ϕ une fonction paire dans C∞c (R
n) à valeurs dans [0, 1] telle que
ϕ(y) =
{
1, |y| < σ0;
0, |y| > 2σ0.(7.18.7)
On pose
uα,b,T (y, p) = ϕ(y)u
α
,b,T (y, p).(7.18.8)
Proposition 7.53. Si K ⊂ I est compact, il existe c > 0, C > 0, tels que, pour
(, b2T ) ∈ K et T > 1, on a
‖uα,b,T − uα,b,T‖L2 6 Ce−cT , ‖Lα,b,Tuα,b,T‖L2 6 Ce−cT .(7.18.9)
Démonstration. Par (7.18.4)-(7.18.8), on a
‖uα,b,T − uα,b,T‖L2 = ‖(1− ϕ)k√Tuα,γ‖L2 = ‖k√T (1− ϕ(y/
√
T ))uα,γ‖L2(7.18.10)
=
1
T n/4
‖(1− ϕ(y/
√
T ))uα,γ‖L2 =
1
T n/4
‖(1− ϕ(y/
√
T ))vα,γ‖L2‖ραγ‖Λ·(R2n,∗).
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Par (7.17.29), (7.17.30), pour (, γ) ∈ K, on a
(7.18.11)
1
2
√
1 + 4γ(|y′|2 + |p′|2) + 1
2
(|y′′|2 + |p′′|2) + (2− )√γ〈y′, p′〉
+ 
√
γ〈y′′, p′′〉 > c(|y|2 + |p|2).
Comme 1− ϕ(y/√T ) s'annule sur |y| 6 σ0
√
T , de (7.18.11), on tire que
(7.18.12) ‖(1− ϕ(y/
√
T ))vαγ‖2L2 6
∫
R2n
(1− ϕ(y/
√
T ))2e−2c(|y|
2+|p|2)dydp
6
∫
|y|>σ0
√
T ,p∈Rn
e−2c(|y|
2+|p|2)dydp 6 Ce−cT .
Par (7.18.4), pour (, γ) ∈ K, ‖ραγ‖Λ·(R2n,∗) est uniformément borné. De (7.18.10) et
(7.18.12), on tire la première estimation de (7.18.9).
De plus, on a
Lα,b,Tu
α
,b,T = L
α
,b,Tϕu
α
,b,T = [L
α
,b,T , ϕ]u
α
,b,T = −
1
b
(∇pϕ)uα,b,T .(7.18.13)
Comme ∇pϕ s'annule sur le domaine où ϕ = 1, par les même estimations que (7.18.10)-
(7.18.12), on obtient la seconde estimation de (7.18.9). 
Corollaire 7.54. Si K ⊂ I est compact, pour b > 0, T > 0, (, γ) ∈ K, b2T = γ,
quand T →∞, il existe C,γ > 0 tel que
‖uα,b,T‖2L2 =
C,γ
T n/2
+O(e−cT ).(7.18.14)
Démonstration. Par (7.18.6), (7.18.14) est une conséquence de proposition 7.53.

Proposition 7.55. Pour  > 0, b > 0, T > 0, on a
h
(
uα,b,T , u
α
,b,T
)
> 0.(7.18.15)
De plus, si b2T est dans un compact de R∗+, quand T →∞, on a
h
(
uα,b,T , u
α
,b,T
)
=
pin
T n/2
(
1+
√
1+4b2T
2
)2nα +O(e−cT ).(7.18.16)
Démonstration. Par (7.18.4)-(7.18.8), on a
(7.18.17) h(uα,b,T , u
α
,b,T ) = 〈ραb2T , r∗ραb2T 〉
×
∫
R2n
ϕ2(y) exp
(
−
√
1 + 4b2T
(
T |y′|2 + |p′|2)− (T |y′′|2 + |p′′|2)) dydp.
Comme 〈ραγ , r∗ραγ 〉 > 0, on a (7.18.15).
De (7.17.32), (7.18.17), on tire (7.18.16), ce qui termine la preuve. 
Par (7.18.15), h est déﬁnie positive sur la droite complexe engendré par uα,b,T . Soit
Pα,b,T le projecteur h-autoadjoint sur cette droite. Comme dans la proposition 7.50, on a
Pα,b,T =
h(·, uα,b,T )
h(uα,b,T , u
α
,b,T )
uα,b,T .(7.18.18)
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Proposition 7.56. Pour  > 0, b > 0, T > 0, on a
h
(
Lα,b,Tu
α
,b,T , u
α
,b,T
)
= 0.(7.18.19)
Démonstration. De (7.18.13), on tire que
(7.18.20) h(Lα,b,Tu
α
,b,T , u
α
,b,T ) = −
1
b
〈ραb2T , r∗ραb2T 〉
×
∫
R2n
ϕ(y)(∇pϕ)(y) exp
(
−
√
1 + 4b2T
(
T |y′|2 + |p′|2)− (T |y′′|2 + |p′′|2)) dydp.
Comme l'intégrant dans le membre de droite de (7.18.20) est impaire en p, l'intégrale
s'annule, ce qui termine la preuve. 
8. Estimation de spectre de Lb,T
Rappelons que si X est compact, et si f est une fonction de Morse, si f , gTX et gF
ont une forme canonique au voisinage des points critiques, par [BZ92, Theorem 8.5], il
existe c > 0, C > 0, T0 > 0, tels que pour T > T0, on a
Sp ˜XTf ⊂
[
0, Ce−cT
] ∪ [CT,∞[.(8.0.1)
De plus, si ∇f vériﬁe la condition de transversalité de Smale, par [BZ94, Theorem 6.11],
pour T > 0 assez grand, le complexe de Witten, qui est formé par la somme directe des
espaces propres pour XTf associés aux valeurs propres dans [0, 1] est canoniquement
isomorphe au complexe de Thom-Smale. Dans cette section, on va montrer des résultats
du même type pour Lb,T .
Cette section est organisée de la façon suivante. Dans la sous-section 8.1, on explicite
nos hypothèses sur f , gTX et gF .
Dans la sous-section 8.2, pour  > 0, on construit un nouvel opérateur L,b,T conjugué
à Lb,T . On montre que pour  > 0 assez petit, les spectres de L,b,T et Lb,T coïncident.
Les sous-sections 8.3-8.6 sont consacrées à l'étude de l'opérateur L,b,T .
Dans la sous-section 8.3, on étudie l'opérateur L,b,T hors des points critiques de f .
Dans la sous-section 8.4, on étudie l'opérateur L,b,T au voisinage d'un point critique
de f .
Dans la sous-section 8.5, on écrit L,b,T sous la forme d'une matrice (2, 2). On établit
des estimations sur chaque bloc.
Dans la sous-section 8.6, on établit des estimations sur la résolvante de L,b,T , et on
obtient les résultats souhaités sur le spectre de Lb,T .
Dans la sous-section 8.7, on construit un sous-complexe
(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), dX
∗
)
de(
Ω·(X ∗, pi∗F ), dX ∗), qui est formé par la somme directe des espaces caractéristiques de
l'opérateur 2A2φ,Hb,T pour les valeurs propres dans [0, 1].
Dans la sous-section 8.8, on construit l'application de de Rham PdR, et on construit
un morphisme de complexes PdR,b,T :
(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), dX
∗
)
→ (C ·(W u, F ), ∂).
Dans la sous-section 8.9, pour b, T dans une région convenable, on montre que PdR,b,T
est un isomorphisme.
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8.1. Hypothèses générales. On fait les même hypothèses que dans la sous-section
2.1. On suppose de plus que f est une fonction de Morse sur X de points critiques
B = {xα}16α6l. Pour 1 6 α 6 l, soit nα l'indice de Morse au point xα.
Soit y = (y1, y2, · · · , yn) des coordonnées locales sur un voisinage de xα telles que xα
est représenté par y = 0. Pour σ0 > 0 assez petit, et r ∈]0, 4], on pose
Uα,r = {y : |y| < rσ0}(8.1.1)
le voisinage de xα. On choisit σ0 > 0 assez petit tel que tous les Uα,4 sont disjoints.
Posons
Ur =
l⋃
α=1
Uα,r,(8.1.2)
le voisinage de B.
On suppose que :
 Sur le voisinage Uα,4, la fonction f s'écrit sous la forme
f |Uα,4(y) = f(xα)−
1
2
nα∑
i=1
|yi|2 + 1
2
n∑
i=nα+1
|yi|2.(8.1.3)
 Sur le voisinage Uα,4, la métrique gTX s'écrit sous la forme
gTX |Uα,4(y) =
n∑
i=1
dy2i .(8.1.4)
 Sur le voisinage Uα,4, la métrique gF est plate, c'est à dire,
ω(∇F , gF )|Uα,4 = 0.(8.1.5)
Remarque 8.1. Ces hypothèses sur f, gTX et gF apparaissent aussi dans [BZ92,
(7.12)].
Pour 1 6 α 6 l, soit fα la fonction C∞ sur Rn donnée par
fα(y) = f(xα)− 1
2
nα∑
i=1
|yi|2 + 1
2
n∑
i=nα+1
|yi|2.(8.1.6)
Pour T > 0, on pose
HαT (y, p) =
|p|2
2
+ Tfα(y).(8.1.7)
8.2. L'opérateur L,b,T . Par [BL08, Theorem 15.5.1], on sait que les formes ca-
ractéristiques de Lb,T sont dans S ·(X ∗, pi∗F ). On va montrer qu'elles sont à décroissance
gaussiennes sur chaque ﬁbre.
Théorème 8.2. Pour b > 0 et T > 0, si u est une forme caractéristique de Lb,T , il
existe c > 0, C > 0 tels que, pour (x, p) ∈ X ∗, on a
|u(x, p)|Λ·(T ∗X ∗)⊗Rpi∗F 6 Ce−c|p|
2
.(8.2.1)
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Démonstration. Soit N ′′ l'opérateur déﬁni dans [BL08, (15.1.7)]. Par la conju-
gaison indiqué dans [BL08, (15.1.8)], pour a > 0, de (3.2.4), on tire que
aN
′′
Lb,Ta
−N ′′ =
1
2b2
(
−∆V + |p|2 − n+ 2aN ′′NV a−N ′′
)(8.2.2)
− 1
b
(
∇Λ·(T ∗X ∗)⊗F,up − T∇V∇̂f +
1
2
ω(∇F , gF )(ei)∇Vêi
)
− a
2
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
− a
(
〈RTX(p, ei)p, ej〉 − T∇TXei ∇ejf +
1
2
∇eiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
Alors, on choisit a > 0 assez petite tel que,
a|〈RTX(p, ei)p, ej〉(ei − êi)iej+êj | 6
|p|2
4b2
.(8.2.3)
Pour simpliﬁer, on ne note pas cette conjugaison. On suppose directement que
|〈RTX(p, ei)p, ej〉(ei − êi)iej+êj | 6
|p|2
4b2
.(8.2.4)
Soit w· un mouvement brownien dans T̂ ∗xX issu de 0. On désigne par dw la diﬀéren-
tielle Stratonovich, et par δw la diﬀérentielle de Itô. Soit x· une courbe C1, on note τ ts le
transport parallèle le long x· de xt en xs pour les connexions ∇TX et ∇F,u. On trivialise
T ∗X le long de x· par transport parallèle le long x· pour la connexion de Levi-Civita.
On ﬁxe (x, p) ∈ X ∗. Considérons l'équation diﬀérentielle stochastique
x˙s =
ps
b
, p˙s =
τ 0s w˙s
b
,(8.2.5)
x0 = x, p0 = p.
Pour t > 0, soit W1,t ∈ End
(
Λ·(T ∗xX)⊗ Λ·(T̂xX)
)
⊗R End(Fx), W2,t ∈ T ∗xX ⊗R
End(Fx) les processus donnés par
W1,t = −τ t0
(
|p|2 − 2n+ 4NV
4b2
− 1
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl(8.2.6)
−
(
〈RTX(p, ei)p, ej〉 − T∇TX∇f(ei, ej) + 1
2
∇eiω
(∇F , gF ) (ej))
(ei − êi)iej+êj
)
xt,pt
τ 0t ,
W2,t = −τ t0
(
T∇f − 1
2
ω(∇F , gF )
)
xt,pt
τ 0t .
Soit Ut ∈ End
(
Λ·(T ∗xX)⊗ Λ·(T̂xX)
)
⊗R End(Fx) la solution d'équation diﬀérentielle
stochastique
U˙t = Ut
{
W1 +W2
(
δw
dt
)}
, U0 = 1.(8.2.7)
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Par la formule de Feynman-Kac [BL08, (4.7.10)], pour u ∈ S ·(X ∗, pi∗F ), on a
exp(−tLb,T )u(x, p) = E
[
exp
(
− 1
4b2
∫ t
0
|ps|2ds
)
Utτ
t
0u(xt, pt)
]
.(8.2.8)
Comme τ t0 est unitaire, par (8.2.8) et par l'inégalité de Hölder, on a
| exp (−tLb,T )u(x, p)| 6 ‖u‖L∞
{
E
[
exp
(
− 1
2b2
∫ t
0
|ps|2ds
)]}1/2 {
E
[|Ut|2]}1/2 .
(8.2.9)
Par la formule de Itô [ReY99, Theorem IV.3.3], on a
(8.2.10) UtU
∗
t = 1 +
∫ t
0
Us
(
W1,sds+W
∗
1,sds+W2,s(δws) +W
∗
2,s(δws)
)
U∗s
+
n∑
i=1
∫ t
0
UsW2,s(ei)W
∗
2,s(ei)U
∗
s ds.
Pour g ∈
(
Λ·(T ∗xX)⊗Λ·(T̂xX)
)
⊗RFx, de (8.2.10), on tire que
E
[|U∗t g|2] = |g|2 + ∫ t
0
E
[〈(W1,s +W ∗1,s)U∗s g, U∗s g〉] ds+ n∑
i=1
∫ t
0
E
[∣∣W ∗2,s(ei)U∗s g∣∣2] ds.
(8.2.11)
Par (8.2.4) et (8.2.6), il existe C > 0 tel que
〈(W1 +W ∗1 )U∗t g, U∗t g〉 6 C(1 + T +
1
b2
)‖U∗t g‖2, |W ∗2 | 6 C(1 + T ).(8.2.12)
Comme |U∗t | = |Ut|, de (8.2.11) et (8.2.12), on tire que
E
[|Ut|2] 6 1 + C(1 + T + 1
b2
)
∫ t
0
E
[|Us|2] ds.(8.2.13)
Par (8.2.13) et par l'inégalité de Gronwall, on a
E
[|Ut|2] 6 exp (Ct(1 + T + 1/b2)) .(8.2.14)
Soit qt(p, p′) le noyau de exp
(
t
2
(
∆V − |p|2)) relatif au volume dp′. Par la formule de
Mehler [B12, (10.4.2)], on a
qt(p, p
′) =
1
(2pi sinh(t))n/2
exp
(
−cosh(t)(|p|
2 + |p′|2)− 2〈p, p′〉
2 sinh(t)
)
.(8.2.15)
De (8.2.5), (8.2.15), on tire que
(8.2.16) E
[
exp
(
− 1
2b2
∫ t
0
|ps|2ds
)]
=
∫
p′∈Rn
qt/b2(p, p
′)dp′
=
1
(cosh(t/b2))n/2
exp
(
− tanh
(
t
b2
) |p|2
2
)
.
De (8.2.9), (8.2.14) et (8.2.16), on tire que
| exp(−tLb,T )u(x, p)| 6 Cb,t,T exp
(−cb,t|p|2) ‖u‖L∞ .(8.2.17)
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Si u est une forme caractéristique de valeur propre λ, la somme
v =
∞∑
n=0
(Lb,T − λ)n
n!
u(8.2.18)
est de terme ﬁni. Comme u ∈ S ·(X ∗, pi∗F ), on a v ∈ S ·(X ∗, pi∗F ).
Comme l'espace caractéristique associé à la valeur propre λ est de dimension ﬁnie,
comme Lb,T préserve cette espace, par (8.2.18), on trouve que
u(x, p) = eλ exp (−Lb,T )v(x, p).(8.2.19)
De (8.2.17) et (8.2.19), on tire le résultat. 
Soit  > 0. Posons
L,b,T = exp (−bT∇pf)Lb,T exp (bT∇pf).(8.2.20)
Par (3.2.4), on a
L,b,T =
1
2b2
(−∆V + 〈p|1− 2b2T∇TX∇f |p〉 − n+ 2NV )+ T 2 (1− 
2
)
|df |2
(8.2.21)
− 1
b
(
∇Λ·(T ∗X ∗)⊗F,up − T (1− )∇V∇̂f +
1
2
ω(∇F , gF )(ei)∇Vêi +
bT
2
ω(∇F , gF )(∇f)
)
− 1
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−
(
〈RTX(p, ei)p, ej〉 − T∇TX∇f(ei, ej) + 1
2
∇eiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
On considère L,b,T agissant sur S ·(X ∗, pi∗F ). Pour b2T  1, L,b,T a la même struc-
ture que Lb,T . Donc, pour M > 0, il existe 0 > 0 tel que pour 0 6  6 0, b > 0, T > 0,
b2T 6M , le théorème 8.2 reste encore vrai pour L,b,T .
Proposition 8.3. Pour M > 0, il existe 0 > 0 tel que pour 0 6  6 0, b > 0,
T > 0, b2T 6M , on a
SpL,b,T = SpLb,T .(8.2.22)
Démonstration. Par [BL08, Theorem 15.7.1], pour  > 0 assez petit, les spectres
des L,b,T et Lb,T sont formés de valeurs propres. Si λ ∈ SpLb,T et soit u une forme
caractéristique associée. Par le théorème 8.2, exp (−bT∇pf)u est dans le domaine de
L,b,T , de telle sorte qu'il existe N > 0, on a
(L,b,T − λ)N exp (−bT∇pf)u = 0.(8.2.23)
Donc, on a
SpL,b,T ⊃ SpLb,T .(8.2.24)
De la même manière, on peut montrer que
SpL,b,T ⊂ SpLb,T ,(8.2.25)
ce qui termine la démonstration. 
Proposition 8.4. Pour  > 0, b > 0 et T > 0, L,b,T est h-autoadjoint.
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Démonstration. On sait que le h-adjoint de ebT∇pf est e−bT∇pf . Comme Lb,T est
h-autoadjoint, L,b,T est h-autoadjoint. 
On désigne par P tb,T (x, p, x
′, p′) le noyau C∞ de exp(−tLb,T/2) par rapport au volume
dvX ∗ , et par P t,b,T (x, p, x
′, p′) le noyau C∞ de exp(−tL,b,T/2) par rapport au même
volume.
Proposition 8.5. Pour M > 0, il existe 0 > 0 tel que pour 0 6  6 0, b > 0,
T > 0, b2T 6M , t > 0, on a
P t,b,T (x, p, x
′, p′) = exp
(
bT (−∇pf(x) +∇p′f(x′))
)
P tb,T (x, p, x
′, p′).(8.2.26)
Démonstration. Par la même méthode que dans la preuve de [BL08, Proposition
4.7.1], pour 0 < t0 < t1, b > 0, T > 0, il existe c > 0, C > 0 tels que pour t ∈ [t0, t1], on a
|P tb,T (x, p, x′, p′)| 6 C exp
(
− c(|p|2 + |p′|2)
)
,(8.2.27)
et les dérivées covariantes de tous ordres en les variables (x, p, x′, p′, t) vériﬁent des es-
timations du même type. Pour b2T > 0 assez petit, L,b,T a la même structure que
Lb,T . Donc P t,b,T (x, p, x
′, p′) et ses dérivées covariantes de tous ordres vériﬁent aussi des
estimations du même type.
On ﬁxe  > 0, b > 0, t > 0, T > 0 tels que b2T est assez petit. Posons
Rt,b,T (x, p, x
′, p′) = exp
(
bT (−∇pf(x) +∇p′f(x′))
)
P tb,T (x, p, x
′, p′).(8.2.28)
Par le théorème de convergence dominée, par les estimations gaussiennes sur les noyaux
de la chaleur et par (8.2.28), pour s ∈]0, t[ et (x, p), (x′′, p′′) ∈ X ∗, l'intégrale
As(x, p, x
′′, p′′) =
∫
(x′,p′)∈X ∗
P t−s,b,T (x, p, x
′, p′)Rs,b,T (x
′, p′, x′′, p′′)dx′dp′(8.2.29)
est bien déﬁnie, et la fonction As(x, p, x′′, p′′) est C∞ en (s, x, p, x′′, p′′) ∈]0, t[×X ∗ ×X ∗.
Par les propriétés du semi-groupe, par les estimations gaussiennes sur les noyaux de
la chaleur, et par (8.2.28) et (8.2.29), on a
(8.2.30)
∂
∂s
As(x, p, x
′′, p′′)
=
1
2
∫
(x′,p′)∈X ∗
P t−s,b,T (x, p, x
′, p′)
(
L,b,T − e−bT∇p′fLb,T ebT∇p′f
)
Rsb,T (x
′, p′, x′′, p′′)dx′dp′.
De (8.2.20) et (8.2.30), on tire que
∂
∂s
As(x, p, x
′′, p′′) = 0.(8.2.31)
Quand s→ t, on a la convergence ponctuelle
Rsb,T (x
′, p′, x′′, p′′)→Rtb,T (x′, p′, x′′, p′′).(8.2.32)
Par les estimations dans (8.2.27), on en déduit que pour (x′′, p′′) ﬁxés, la convergence
dans (8.2.32) peut être prise au sens L2 des fonctions de (x′, p′). On a donc la convergence
au sens L2 des fonctions de (x, p),
As(x, p, x
′′, p′′)→ Rtb,T (x, p, x′′, p′′).(8.2.33)
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Comme As(x, p, x′′, p′′) est une fonction C∞ de (x, p, x′′, p′′), par (8.2.31) et (8.2.33), on
a donc l'égalité de fonctions C∞ de (x, p, x′′, p′′),
As(x, p, x
′′, p′′) = Rtb,T (x, p, x
′′, p′′).(8.2.34)
En faisant tendre s vers 0, on trouve de la même manière qu'on a l'égalité
As(x, p, x
′′, p′′) = P t,b,T (x, p, x
′′, p′′).(8.2.35)
Par (8.2.28), (8.2.34) et (8.2.35), on obtient (8.2.26). Ceci termine la preuve. 
8.3. Étude de L,b,T hors des points critiques. Soit φ0 une fonction C∞ sur X
à valeurs dans [0, 1] telle que
φ0(x) =
{
1, x ∈ U1,
0, x /∈ U2.(8.3.1)
Théorème 8.6. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 > δ0,
pour 0 assez petit, il existe C > 0, b0 > 0, T0 > 0 tels que, pour δ0 6  6 0, 0 < b 6 b0,
T > T0, κ 6 b2T 6M , si u ∈ S ·(X ∗, pi∗F ), alors on a
Re 〈(L,b,T + T 2φ0)u, u〉 > CT
(‖∇V u‖2L2 + ‖pu‖2L2 + T‖u‖2L2) .(8.3.2)
En particulier, si pi(Suppu) ⊂ X \ U2, on a
Re 〈L,b,Tu, u〉 > CT
(‖∇V u‖2L2 + ‖pu‖2L2 + T‖u‖2L2) .(8.3.3)
Démonstration. Par (8.2.21), on sait que, pourM > κ > 0, 0 > δ0 > 0 tels que 0
assez petit, il existe b0 > 0, tels que pour δ0 6  6 0, 0 < b 6 b0, T > 0, κ 6 b2T 6M ,
si u ∈ S ·(X ∗, pi∗F ), on a
(8.3.4) Re 〈(L,b,T + T 2φ0)u, u〉 > CT‖∇V u‖2L2 + CT‖pu‖2L2 + CT 2〈
(|df |2 + φ0)u, u〉
− C ′(T + 1)‖u‖2L2 .
Comme |df |2 + φ0 > c > 0, de (8.3.4), on tire (8.3.2), ce qui termine la preuve. 
Théorème 8.7. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0, λ1 > 0, tels que M >
κ, 0 > δ0, pour 0 assez petit, il existe C > 0, C ′ > 0 b0 > 0, T0 > 0 tels que, pour
δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6 M , λ = λ1 + σ + iτ tel que σ 6 C ′|τ |1/6, si
u ∈ S ·(X ∗, pi∗F ) est tel que pi(Suppu) ⊂ X \ U2, alors on a
‖(b2L,b,T − λ)u‖L2 > C
(
1 + |λ|1/6) ‖u‖L2 .(8.3.5)
Démonstration. Posons
M,b,T =
1
2b2
(−∆V + 〈p|1− 2b2T∇TX∇f |p〉 − n+ 2NV )+ T 2(1− 
2
)|df |2 + T 2φ0
(8.3.6)
− 1
b
(
∇Λ·(T ∗X ∗)⊗F,up +
1
2
ω(∇F , gF )(ei)∇Vêi
)
− 1
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−
(
〈RTX(p, ei)p, ej〉+ 1
2
∇eiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
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Par (8.2.21), (8.3.6), on a
(8.3.7) L,b,T + T
2φ0 = M,b,T +
T
b
(1− )∇V∇̂f −
T
2
ω(∇F , gF )(∇f)
+ T∇TX∇f(ei, ej)(ei − êi)iej+êj .
On aﬃrme que, sous les hypothèses de notre théorème, pour T > 0 assez grand, pour
Reλ 6 λ1, on a
‖(b2M,b,T − λ)u‖L2 > C
(
1 + |λ|1/6) ‖u‖L2 .(8.3.8)
En eﬀet, comme |df |2 +φ0 > c > 0, on obtient (8.3.8) comme une conséquence de [BL08,
Theorem 17.5.2].
De (8.3.7), (8.3.8), pour b2T ∈ [κ,M ], pi(Suppu) ⊂ X \ U2, on tire que
‖(b2L,b,T − λ)u‖L2 + c
√
T‖∇V u‖L2 + c‖u‖L2 > C
(
1 + |λ|1/6) ‖u‖L2 .(8.3.9)
D'autre part, par (8.3.3), pour T assez grand et pour b2T ∈ [κ,M ],Reλ 6 λ1 et
pi(Suppu) ⊂ X \ U2, on a
Re 〈(b2L,b,T − λ)u, u〉 > C‖∇V u‖2L2 + CT‖u‖2L2 .(8.3.10)
De plus, on a
Re 〈(b2L,b,T − λ)u, u〉 6 1
2CT
‖(b2L,b,T − λ)u‖2L2 +
CT
2
‖u‖2L2 .(8.3.11)
De (8.3.10), (8.3.11), on tire que
‖(b2L,b,T − λ)u‖L2 > C
(√
T‖∇V u‖L2 + T‖u‖L2
)
.(8.3.12)
De (8.3.9), (8.3.12), pour Reλ 6 λ1, on tire (8.3.5). De la même méthode que dans la
démonstration du corollaire 7.48, on obtient (8.3.5), ce qui termine la preuve. 
8.4. Étude de L,b,T au voisinage des points critiques. On rappelle que uα,b,T
est déﬁni dans (7.18.8), qui est une forme déﬁnie sur R2n à support dans {y : |y| 6 2σ0}.
On identiﬁe maintenant uα,b,T à une section C
∞ sur X ∗ de Λ·(T ∗X ∗) qui est nulle sur
pi−1 (X\Uα,2). Comme F est plat, si f ∈ Fxα , on peut identiﬁe uα,b,Tf à une section C∞
sur X ∗ de Λ·(T ∗X ∗)⊗R pi∗F qui est nulle sur pi−1 (X\Uα,2).
Par (7.18.15), on sait que h(uα,b,T , u
α
,b,T ) > 0. Soit J,b,T : C
·(W u, F ) → Ω·(X ∗, pi∗F )
l'application linéaire telle que pour fα ∈ Fxα ,
J,b,T : W
u,∗
α ⊗ fα ∈ C ·(W u, F )→
uα,b,T√
h(uα,b,T , u
α
,b,T )
fα ∈ Ω·(X ∗, pi∗F ).(8.4.1)
Définition 8.8. Pour  > 0, b > 0, T > 0, soit E,b,T l'image de J,b,T .
Comme les supports de uα,b,T sont disjoints, h est alors déﬁnie positive sur E,b,T .
L'application linéaire J,b,T :
(
C ·(W u, F ), 〈, 〉C·(Wu,F )
) → (E,b,T , h) est donc une isomé-
trie.
On pose PE,b,T la projection h-autoadjointe sur E,b,T . On rappelle que P
α
,b,T est déﬁni
dans (7.18.18). On identiﬁe Pα,b,T à un projecteur h-autoadjoint de L
2(X ∗,Λ·(T ∗X ∗)) sur
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la droite engendrée par uα,b,T . Alors, on a
PE,b,T =
∑
16α6l
Pα,b,T ⊗ IdFxα .(8.4.2)
On pose
P⊥hE,b,T = 1− PE,b,T , E⊥h,b,T = ImP⊥hE,b,T .(8.4.3)
Proposition 8.9. Si K ⊂ I est compact, il existe C > 0, c > 0, tels que, pour
(, b2T ) ∈ K et T > 1, on a
‖PE,b,T ‖1 6 C, ‖L,b,TPE,b,T ‖1 6 Ce−cT .(8.4.4)
Démonstration. On montre la seconde estimation de (8.4.4), la première peut être
montrée par la même methode. Par (8.4.2), il suﬃt de montre (8.4.4) pour Pα,b,T . Par
(7.18.18), on a
‖L,b,TPα,b,T‖1 =
‖h(·, uα,b,T )L,b,Tuα,b,T‖1
h(uα,b,T , u
α
,b,T )
.(8.4.5)
Par la déﬁnition de ‖ · ‖1, pour v1, v2 ∈ L2(X ∗,Λ·(T ∗X ∗)), on a
‖〈·, v1〉L2v2‖1 = ‖v1‖L2‖v2‖L2 .(8.4.6)
Par (3.1.11), (8.4.6), on trouve que
‖h(·, uα,b,T )L,b,Tuα,b,T‖1 = ‖r∗uα,b,T‖L2‖L,b,Tuα,b,T‖L2 .(8.4.7)
Comme r∗ est une isométrie, par (8.4.7), on a
‖h(·, uα,b,T )L,b,Tuα,b,T‖1 = ‖uα,b,T‖L2‖L,b,Tuα,b,T‖L2 .(8.4.8)
De (7.18.9), (7.18.14), (7.18.16), (8.4.5), (8.4.8), on tire le résultat. 
Proposition 8.10. Si K ⊂ I est compact, il existe c > 0,C ′ > 0, λ1 > 0, T0 > 0, tels
que pour (, b2T ) ∈ K, T > T0, λ = λ1 + σ + iτ tel que σ 6 C ′|τ |1/8, si u ∈ E⊥h,b,T avec
pi(Suppu) ⊂ U4, on a
‖(λ− b2L,b,T )u‖L2 > c
(
1 + |λ|1/8) ‖u‖L2 .(8.4.9)
Démonstration. On peut supposer qu'il existe α ∈ [1, l] tel que pi(Suppu) ∈ Uα,4.
On identiﬁe u comme une forme sur R2n. De plus, on peut supposer F = C.
On pose
Pα,γ =
h(·, uα,γ)
h(uα,γ, u
α
,γ)
uα,γ, P
α
,b,T =
h(·, uα,b,T )
h(uα,b,T , u
α
,b,T )
uα,b,T .(8.4.10)
Par (7.18.6), on a
k√TP
α
,γk
−1√
T
= Pα,b,T .(8.4.11)
On choisit C ′, λ1 tels que le corollaire 7.52 soit vrai.
Par (7.17.61), on a
‖(λ− b2L,b,T )u‖L2 = 1
T n/4
‖(λ−Hα,γ)k−1√Tu‖L2 .(8.4.12)
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De (7.17.53), on tire que
(8.4.13) ‖(λ−Hα,γ)k−1√Tu‖L2 > ‖(λ−Hα,γ − Pα,γ)k−1√Tu‖L2 − ‖Pα,γk−1√Tu‖L2
> C
(
1 + |λ|1/8)T n/4‖u‖L2 − T n/4‖Pα,b,Tu‖L2 .
Par (8.4.12), (8.4.13), il suﬃt de monter que
‖Pα,b,Tu‖L2 6 Ce−cT‖u‖L2 .(8.4.14)
On sait que u ∈ E⊥h,b,T implique,
h(u, ϕuα,b,T ) = 0.(8.4.15)
De (8.4.10) et (8.4.15), on tire que
(8.4.16) ‖Pα,b,Tu‖L2 =
∥∥∥∥∥ h(u, uα,b,T )h(uα,b,T , uα,b,T )uα,b,T
∥∥∥∥∥
L2
=
∥∥∥∥∥h
(
u, (1− ϕ)uα,b,T
)
h(uα,b,T , u
α
,b,T )
uα,b,T
∥∥∥∥∥
L2
6
‖(1− ϕ)uα,b,T‖L2‖uα,b,T‖L2
h(uα,b,T , u
α
,b,T )
‖u‖L2
De (7.18.9), (7.18.14), (7.18.16), (8.4.16), on tire (8.4.14), ce qui termine la preuve. 
8.5. L'opérateur L,b,T comme matrice (2, 2). On s'écrit L,b,T sous la forme
matrice (2, 2),
L,b,T =
(
PE,b,TL,b,TPE,b,T PE,b,TL,b,TP
⊥h
E,b,T
P⊥hE,b,TL,b,TPE,b,T P
⊥h
E,b,T
L,b,TP
⊥h
E,b,T
)
=
(
L1 L2
L3 L4
)
.(8.5.1)
Théorème 8.11. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 > δ0,
pour 0 assez petit, il existe c > 0, C > 0, C ′ > 0, λ1 > 0, b0 > 0, T0 > 0 tels que, pour
δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6M , on a
L1 = 0, ‖L2‖1 6 Ce−cT , ‖L3‖1 6 Ce−cT .(8.5.2)
Si λ = λ1 + σ + iτ est tel que σ 6 C ′|τ |1/8, si u ∈ E⊥h,b,T ∩ S ·(X ∗, pi∗(F )), on a
‖(λ− b2L,b,T )u‖L2 > c
(
1 + |λ|1/8) ‖u‖L2 .(8.5.3)
Démonstration. Comme les supports de uα,b,T sont disjoints, de (7.18.19), on tire
que pour u, v ∈ E,b,T , on a
h(L1u, v) = 0.(8.5.4)
Par la non dégénérescence de h sur E,b,T , on a la première équation de (8.5.2).
On choisit λ1, b0, T0 tels que les résultats des sections 8.3 et 8.4 soient vrais. Par la
première équation de (8.5.2), on a
L2 = L,b,TPE,b,T .(8.5.5)
De la proposition 8.9, on tire la deuxième inégalité de (8.5.2).
On sait que L,b,T et P,b,T sont h-autoadjoints. Alors, pour u, v ∈ S ·(X ∗, pi∗F ), on a
(8.5.6) 〈PE,b,TL,b,Tu, v〉 = h(PE,b,TL,b,Tu, r∗v)
= h(u, L,b,TPE,b,T r
∗v) = 〈u, r∗L,b,TPE,b,T r∗v〉.
84
De (8.5.6), on tire que
(PE,b,TL,b,T )
∗ = r∗L,b,TPE,b,T r
∗,(8.5.7)
où ∗ désigne l'adjoint par rapport à la produit scalaire L2. De plus, la norme ‖ · ‖1 est
invariante par ∗, et r∗ est une isométrie telle que r∗,2 = 1. Alors on a
‖PE,b,TL,b,T‖1 = ‖(PE,b,TL,b,T )∗‖1 = ‖r∗L,b,TPE,b,T r∗‖1 = ‖L,b,TPE,b,T ‖1.(8.5.8)
Par la seconde inégalité de (8.5.2) et (8.5.8), on a la troisième inégalité de (8.5.2).
Soit ψ une fonction dans C∞(X, [0, 1]) telle que
ψ(x) =
{
1, x ∈ U2;
0, x /∈ U4.(8.5.9)
Pour u ∈ E⊥h,b,T , on a
(8.5.10) ‖(λ− b2L,b,T )u‖L2 > 1
2
(
‖ψ(λ− b2L,b,T )u‖L2 + ‖(1− ψ)(λ− b2L,b,T )u‖L2
)
> 1
2
(
‖(λ− b2L,b,T )ψu‖L2 + ‖(λ− b2L,b,T )(1− ψ)u‖L2
)
− b2‖[L,b,T , ψ]u‖L2
=
1
2
(
‖(λ− b2L,b,T )ψu‖L2 + ‖(λ− b2L,b,T )(1− ψ)u‖L2
)
− b‖(∇pψ)u‖L2 .
Supposons Reλ 6 λ1. Comme pi(Supp (1− ψ)u) ⊂ X\U2, du théorème 8.6, on tire que
‖(λ− b2L,b,T )(1− ψ)u‖L2 > C
(
1 + |λ|1/6) ‖(1− ψ)u‖L2 .(8.5.11)
Comme ψ = 1 sur le support de uα,b,T , on a ψu ∈ E⊥h,b,T . De plus, pi (Suppψu) ⊂ U4. Par
la proposition 8.10, on a
‖(λ− b2L,b,T )ψu‖L2 > c
(
1 + |λ|1/8) ‖ψu‖L2 .(8.5.12)
Par (8.2.21), pour , b, T vériﬁant les hypothèses du théorème, on a
(8.5.13) ‖(∇pψ)u‖2L2 6 c‖pu‖2L2 6 C1Re 〈(b2L,b,T − λ)u, u〉+ C2‖u‖2L2
6 C ′(‖(b2L,b,T − λ)u‖2L2 + ‖u‖2L2).
De (8.5.10)-(8.5.13), pour b0 assez petit, si 0 < b 6 b0, Reλ 6 λ1, u ∈ E⊥h,b,T ∩
S ·(X ∗, pi∗F ), on tire que
‖(λ− b2L,b,T )u‖L2 > c
(
1 + |λ|1/8) ‖u‖L2 .(8.5.14)
En procédant comme dans la démonstration du corollaire 7.48, on obtient (8.5.3), ce qui
termine la preuve. 
On pose Dom(L4) = Dom(L,b,T )∩E⊥h,b,T . Si H1, H2 sont des espaces de Hilbert, et si
D : H1 → H2 un opérateur borné, on pose ‖D‖H1,H2 la norme de D.
Corollaire 8.12. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 >
δ0, pour 0 assez petit, il existe C > 0, C ′ > 0, λ1 > 0, b0 > 0, T0 > 0 tels que, pour
δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6M , si u ∈ Dom(L4), alors il existe une suite
un ∈ S·(X ∗, pi∗(F )) ∩ E⊥h,b,T telle que
lim
n→∞
(‖u− un‖L2 + ‖L4u− L4un‖L2) = 0.(8.5.15)
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Si λ = λ1 +σ+ iτ est tel que σ 6 C ′|τ |1/8, la résolvante (λ− b2L4)−1 existe de telle sorte
que
‖(λ− b2L4)−1‖E⊥h,b,T ,E⊥h,b,T 6
C
1 + |λ|1/8 .(8.5.16)
Démonstration. Par [BL08, Theorem 15.5.1], pour , b, T vériﬁant les hypothèses
du corollaire, si u ∈ Dom(L4), il existe une suite vn ∈ S·(X ∗, pi∗(F )) telle que
lim
n→∞
(‖u− vn‖L2 + ‖L,b,Tu− L,b,Tvn‖L2) = 0.(8.5.17)
On pose
un = P
⊥h
E,b,T
vn.(8.5.18)
Alors, un ∈ S·(X ∗, pi∗(F )) ∩ E⊥h,b,T .
Comme u ∈ E⊥h,b,T , on a
u− un = P⊥hE,b,T (u− vn), L4(u− un) = P⊥hE,b,TL,b,T (u− vn).(8.5.19)
De (7.17.40), (8.5.17), (8.5.19), on tire (8.5.15).
Pour u ∈ E⊥h,b,T ∩ S ·(X ∗, pi∗(F )), on a
(λ− b2L4)u = (λ− b2L,b,T )u+ b2PE,b,TL,b,Tu.(8.5.20)
Par le théorème 8.11 et par (8.5.20), pour T > 0 assez grand et b < 0 assez petit, on a
(8.5.21) ‖(λ− b2L4)u‖L2 > ‖(λ− b2L,b,T )u‖L2 − b2‖PE,b,TL,b,Tu‖L2
> c
(
1 + |λ|1/8) ‖u‖L2 − b2e−cT‖u‖L2 > c′ (1 + |λ|1/8) ‖u‖L2 .
De (8.5.15), (8.5.21), pour u ∈ Dom(L4), on tire que
‖(λ− b2L4)u‖L2 > c′
(
1 + |λ|1/8) ‖u‖L2 .(8.5.22)
En particulier, λ− b2L4 est injective, et Im(λ− b2L4) est fermé dans E⊥h,b,T .
On sait que
Im(λ− b2L4) =
(
ker(λ− b2L∗4)
)⊥
.(8.5.23)
De plus, L∗4 a la même structure que L4, alors λ− b2L∗4 est injective. Donc, λ− b2L4 est
inversible de Dom(L4) dans E
⊥h
,b,T . De (8.5.22), on tire (8.5.16). 
8.6. Estimation de la résolvante de L,b,T . Pour c = (c0, c1, c2) ∈
(
R∗+
)3
, λ1 >
c0, T > 0, on pose
Wλ1,c =
{
λ ∈ C : |λ| 6 c0e−c1T
}
∪
{
λ1 + σ + iτ ∈ C : σ > c2|τ |1/8
}
.(8.6.1)
Corollaire 8.13. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 >
δ0, pour 0 assez petit, il existe C > 0, c = (c0, c1, c2) ∈
(
R∗+
)3
, λ1 > c0, b0 > 0, T0 > 0
tels que, pour δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6M , on a
Sp
(
b2L,b,T
) ⊂ Wλ1,c.(8.6.2)
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Si λ /∈ Wλ1,c, on a
‖(λ− b2L,b,T )−1‖ 6 C max
{
1
|λ| ,
1
1 + |λ|1/8
}
.(8.6.3)
Démonstration. Si λ− b2L4 est inversible, et si
Hλ = λ− b4L2(λ− b2L4)−1L3(8.6.4)
est inversible, on a
(8.6.5)
(
λ −b2L2
−b2L3 λ− b2L4
)−1
=(
H−1λ b
2H−1λ L2(λ− b2L4)−1
b2(λ− b2L4)−1L3H−1λ (λ− b2L4)−1 + b4(λ− b2L4)−1L3H−1λ L2(λ− L4)−1
)
.
Par le corollaire 8.12, on sait qu'il existe c2 > 0, λ1 > 0 tels que pour λ = λ1 + σ + iτ
est tel que σ 6 C ′|τ |1/8, λ− b2L4 est inversible. Alors, pour montrer (8.6.2), il suﬃt de
montrer que, pour λ /∈ Wλ1,c, Hλ est inversible.
De (8.5.2), (8.5.16), pour λ = λ1 + σ + iτ tel que σ 6 c2|τ |1/8, on tire que
‖b4L2(λ− b2L4)−1L3‖E,b,T ,E,b,T 6 Cb4e−cT .(8.6.6)
Par (8.6.4), (8.6.6), il existe 0 < c0 < λ1 tel que pour |λ| > c0e−cT , Hλ est inversible de
telle sorte que
‖H−1λ ‖E,b,T ,E,b,T 6
C
|λ| ,(8.6.7)
ce qui nous donne (8.6.2).
De (8.5.2), (8.5.16), (8.6.5), (8.6.7), on tire (8.6.3). 
On sait que L,b,T préserve le degré des formes. Soit F i,b,T la somme directe des espaces
caractéristiques L,b,T de degré i associés aux valeurs propres λ telles que |λ| 6 c0e−c1T .
On choisit η0 ∈]c0, λ1[. Le projecteur spectral sur F ·,b,T est donné par
PF,b,T =
1
2ipi
∫
|λ|=η0
(λ− b2L,b,T )−1dλ.(8.6.8)
Soit Mi le nombre des points critiques à l'indice i.
Corollaire 8.14. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 >
δ0, pour 0 assez petit, il existe c > 0, C > 0, C ′ > 0, c = (c0, c1, c2) ∈
(
R∗+
)3
, λ1 > c0,
b0 > 0, T0 > 0, tels que, pour δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6M , λ /∈ Wc,λ1,
on a ∥∥∥∥(λ− b2L,b,T )−1 − ( λ−1 00 (λ− b2L4)−1
)∥∥∥∥
1
6 C|λ|e
−cT .(8.6.9)
En particulier, on a
‖PF,b,T − PE,b,T ‖1 6 Ce−cT .(8.6.10)
Pour 0 6 i 6 n, pour T assez grand, on a
dimF i,b,T = Mi rg[F ].(8.6.11)
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Démonstration. Soit λ /∈ Wc,λ1 . Par (8.6.5), on a
(λ− b2L,b,T )−1 −
(
λ−1 0
0 (λ− b2L4)−1
)
(8.6.12)
=
(
H−1λ − λ−1 H−1λ b2L2(λ− b2L4)−1
(λ− b2L4)−1b2L3H−1λ (λ− b2L4)−1b4L3H−1λ L2(λ− b2L4)−1
)
.
De (7.17.40), (8.5.2), (8.5.16), (8.6.7), on tire que, pour λ /∈ Wc,λ1
‖H−1λ b2L2(λ− b2L4)−1‖1, ‖(λ− b2L4)−1b2L3H−1λ ‖1,(8.6.13)
‖(λ− b2L4)−1b4L3H−1λ L2(λ− b2L4)−1‖1 6
C
|λ|e
−cT .
De plus, par l'identité résolvante, on a
H−1λ − λ−1 = λ−1b4L2(λ− b2L4)−1L3H−1λ .(8.6.14)
Comme
‖H−1λ − λ−1‖1 = ‖PE,b,T (H−1λ − λ−1)‖1 6 ‖PE,b,T ‖1‖H−1λ − λ−1‖,(8.6.15)
de (8.4.4), (8.6.14), par le même calcul que (8.6.13), on tire que
‖H−1λ − λ−1‖1 6
C
|λ|e
−cT .(8.6.16)
Par (8.6.13), (8.6.16), on a (8.6.9).
Du corollaire 8.12, on tire que∫
|λ|=η0
(λ− b2L4)−1dλ = 0.(8.6.17)
De (8.6.8), (8.6.9), (8.6.17), on a (8.6.10).
De plus, la trace d'un projecteur est un entier. Alors pour T assez grand, on a
Tr
[
PF,b,T
]
= Tr
[
PE,b,T
]
,(8.6.18)
ce qui nous donne (8.6.11) et on termine la preuve. 
Corollaire 8.15. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 >
δ0, pour 0 assez petit, il existe b0 > 0, T0 > 0 tels que, pour δ0 6  6 0, 0 < b 6 b0,
T > T0, κ 6 b2T 6 M , la restriction de h à F,b,T est déﬁnie positive. En particulier,
L,b,T est de type de Hodge.
Démonstration. Soit u ∈ F,b,T tel que ‖u‖L2 = 1. Par (8.6.10), on a
‖PE,b,Tu− u‖L2 =
∥∥(PE,b,T − PF,b,T )u∥∥L2 6 Ce−cT .(8.6.19)
On sait que
h(u, u) = h(PE,b,Tu, PE,b,Tu) + h(u− PE,b,Tu, u) + h(PE,b,Tu, u− PE,b,Tu).(8.6.20)
Par (7.18.16) et (8.6.19), on a
h(PE,b,Tu, PE,b,Tu) > c‖PE,b,Tu‖ > c− C ′e−cT ,(8.6.21) ∣∣h(u− PE,b,Tu, u)∣∣ 6 e−cT ,∣∣h(PE,b,Tu, u− PE,b,Tu)∣∣ 6 e−cT .
De (8.6.20), (8.6.21), on tire le résultat. 
88
Corollaire 8.16. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 >
δ0, pour 0 assez petit, il existe b0 > 0, T0 > 0 tels que, pour δ0 6  6 0, 0 < b 6 b0,
T > T0, κ 6 b2T 6M , on a
Sp
(
L,b,T |F,b,T
) ⊂ R+.(8.6.22)
Démonstration. La restriction de L,b,T au sous-espace F,b,T est un carré d'opé-
rateurs h-autoadjoint. Par le corollaire 8.15, h est déﬁnie positive sur F,b,T . Alors on a
le résultat. 
Remarque 8.17. De la proposition 8.3, des corollaires 8.13, 8.14 et 8.16, on tire le
théorème 0.2.
Théorème 8.18. Étant donnés M > 0, κ > 0, 0 > 0, δ0 > 0 tels que M > κ, 0 > δ0,
pour 0 assez petit, il existe c > 0, b0 > 0, T0 > 0 tels que pour δ0 6  6 0, 0 < b 6 b0,
T > T0, κ 6 b2T 6M , pour u ∈ E,b,T , quand T →∞, on a
PF,b,Tu = u+O(e−cT )‖u‖L2 ,(8.6.23)
pour tous les semi-normes sur S ·(X ∗, pi∗F ).
Démonstration. On peut supposer que F = C. Il suﬃt de montrer que
PF,b,Tu
α
,b,T = u
α
,b,T +O(e−cT ).(8.6.24)
pour tous les semi-normes sur S ·(X ∗,C).
Par (8.6.8), on a
(8.6.25) PF,b,Tu
α
,b,T − uα,b,T =
1
2ipi
∫
|λ|=η0
((
λ− b2L,b,T
)−1 − λ−1)uα,b,Tdλ
=
1
2ipi
∫
|λ|=η0
λ−1(λ− b2L,b,T )−1b2L,b,Tuα,b,Tdλ.
Soit ‖ ‖sc,s la norme semi-classique, qui dépend de b, introduite dans [BL08, Section
17.4]. On aﬃrme que pour b2T borné et  assez petit tels que
〈p|1− 2b2T∇TX∇f |p〉 > |p|
2
2
,(8.6.26)
et pour s > 0, il existe Cs > 0, N > 0 tels que
‖u‖sc,s+1/4 6 CsTN(‖b2L,b,Tu‖sc,s + ‖u‖L2).(8.6.27)
En eﬀet, si T est borné, l'opérateur b2L,b,T a le même type que l'opérateur considéré
dans [BL08, Theorem 17.5.2]. Quand T est arbitraire, les estimations du type [BL08,
(17.5.20),(17.5.21)] restent vraies avec des constantes Cs remplacés par CsTN . En pro-
cédant comme dans [BL08, Theorem 15.5.1], on obtient (8.6.27).
Par (8.6.27), pour |λ| = η0, on a
‖u‖sc,s+1/4 6 CsTN(‖(λ− b2L,b,T )u‖sc,s + ‖u‖L2).(8.6.28)
De (8.6.2), (8.6.28), on tire que
(8.6.29) ‖(λ− b2L,b,T )−1L,b,Tuα,b,T‖sc,s+1/4
6 CsTN(‖L,b,Tuα,b,T‖sc,s + ‖(λ− b2L,b,T )−1L,b,Tuα,b,T‖L2).
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De plus, par (8.4.4), (8.6.3), pour |λ| = η0, on a
‖(λ− b2L,b,T )−1L,b,Tuα,b,T‖L2 6 Ce−cT‖uα,b,T‖L2 .(8.6.30)
Par la même méthode qu'à la proposition 7.53, on a
‖L,b,Tuα,b,T‖sc,s 6 Cse−cT‖uα,b,T‖L2 .(8.6.31)
De (8.6.29)-(8.6.31), on tire que
‖(λ− b2Lb,T )−1L,b,Tuα,b,T‖sc,s+1/4 6 Cse−cT‖uα,b,T‖L2 .(8.6.32)
Par (7.18.16), (8.6.25), (8.6.32), on a
‖PF,b,Tuαb,T − uα,b,T‖sc,s 6 Cse−cT .(8.6.33)
Comme les normes semi-classiques diﬀèrent de normes de Sobolev par des polynômes en
b, et b2 ∈ [κ/T,M/T ], alors pour toute la semi-norme | | de S ·(X ∗,C), on obtient
|PF,b,Tuα,b,T − uα,b,T | 6 Ce−cT ,(8.6.34)
ce qui nous donne le résultat. 
8.7. Le complexe de Witten hypoelliptique. Soit W l'application linéaire don-
née par
W : u ∈ S·(X ∗, pi∗F )→ eHb,T+T∇pf+µ0K−1b u ∈ Ω·b,T (X ∗, pi∗F ).(8.7.1)
On pose Ω·,[0,1]b,T (X ∗, pi∗F ) la somme directe d'espaces caractéristiques de l'opérateur
2A2φ,Hb,T pour les valeurs propres dans [0, 1]. Par (3.1.12), (3.1.14), (8.2.20), et par les
corollaires 8.13 et 8.15, pour b > 0 assez petit, T > 0 assez grand et b2T ∈ [κ,M ],
h
Ω·(X ∗,pi∗F )
Hb,T est une métrique sur Ω
·,[0,1]
b,T (X ∗, pi∗F ). De plus, W est une isométrie entre
(F,b,T , b
nh)→
(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), hΩ
·(X ∗,pi∗F )
Hb,T
)
.(8.7.2)
On appelle
(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), dX
∗
)
le complexe de Witten hypoelliptique.
8.8. L'application de de Rham. Dans cette sous-section, on va rappeler la construc-
tion et les propriétés de l'application de de Rham. Ici, nous suivons [BZ92, Secion II.c].
Dans la suite de cette section, on suppose de plus que ∇f vériﬁe la condition de
transversalité de Smale. Par [BZ92, Proposition 1, Appendix], la cellule instable W uα
déﬁnie un courant de dimension nα. Soit PdR l'application linéaire déﬁnie par
PdR : u ∈ Ω·(X,F ) 7→
∑
α
W u,∗α
∫
Wuα
u ∈ C ·(W u, F ).(8.8.1)
Par [BZ92, Popositions 2,3, Appendix], PdR :
(
Ω·(X,F ), dX
) → (C ·(W u, F ), ∂) est un
quasiisomorphisme.
On rappelle que l'injection i : X → X ∗ est déﬁni par la section nulle. Alors, on
obtient un morphisme du complexe
PdR,b,T : u ∈ Ω·,[0,1]b,T (X ∗, pi∗F )→ PdRi∗u ∈ C ·(W u, F ).(8.8.2)
Par [BL08, Theorem 3.2.2], PdR,b,T est un quasiisomorphisme. On va montrer dans la
sous-section 8.9 qu'il est un isomorphisme du complexe.
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8.9. L'application e,b,T . Par (8.4.1), posons
e˜,b,T = PF,b,T J,b,T , e,b,T = We˜,b,T .(8.9.1)
Alors e,b,T est une application linéaire de C ·(W u, F ) dans Ω
·,[0,1]
b,T (X ∗, pi∗F ). Soit e∗,b,T
l'adjoint de e,b,T relative aux 〈·, ·〉C·(Wu,F ) et hΩ
·(X ∗,pi∗F )
Hb,T .
Proposition 8.19. Étant donnée M > 0, κ > 0, 0 > 0, δ0 > 0, tels que M > κ,
 > δ0, pour 0 > 0 assez petit, il existe C > 0, c > 0, b0 > 0, T0 > 0 tels que, pour
δ0 6  6 0, 0 < b 6 b0, T > T0, κ 6 b2T 6M , on a
‖e∗,b,T e,b,T − bn‖ 6 Ce−cT .(8.9.2)
Démonstration. Par (8.7.2), pour s1, s2 ∈ C ·(W u, F ), on a
〈e∗,b,T e,b,T s1, s2〉C·(Wu,F ) = hΩ
·(X ∗,pi∗F )
Hb,T (e,b,T s1, e,b,T s2) = b
nh(e˜,b,T s1, e˜,b,T s2).(8.9.3)
Du théorème 8.18, on tire que
〈e∗,b,T e,b,T s1, s2〉C·(Wu,F ) = bnh(J,b,T s1, J,b,T s2) +O(e−cT )‖s1‖C·(Wu,F )‖s2‖C·(Wu,F ).
(8.9.4)
Comme J,b,T est une isométrie, on tire le résultat. 
Soit F et N des applications
F : xα ∈ B → f(xα) ∈ R, N : xα ∈ B → nα ∈ N.(8.9.5)
Théorème 8.20. Étant donnée M > 0, κ > 0, 0 > 0, δ0 > 0, tels que M > κ,
 > δ0, pour 0 > 0 assez petit, il existe c > 0, b0 > 0, T0 > 0 tels que, pour δ0 6  6 0,
0 < b 6 b0, T > T0, κ 6 b2T 6M , on a, quand T →∞,
PdR,b,T e,b,T = e
TF pi
N−n
2
TN/2−n/4
(
1 +
√
1 + 4b2T
2
)N/2 (
1 +O(e−cT )) .(8.9.6)
En particulier, pour T assez grand, PdR,b,T dans (8.8.2) est un isomorphisme du complexe
de
(
Ω
·,[0,1]
b,T (X,F ), d
X ∗
)
à (C ·(W u, F ), ∂).
Démonstration. Par (8.7.1), (8.8.1), (8.9.1), pour fα ∈ Fxα , on a
PdR,b,T e,b,T (W
u,∗
α ⊗ fα) =
∑
β:nβ=nα
W u,∗β ⊗ fα
∫
Wuβ
i∗WPF,b,T
uα,b,T√
h(uα,b,T , u
α
,b,T )
.(8.9.7)
Par (3.1.9), on a
i∗W = i∗eHb,T+T∇pf+µ0K−1b = e
Tf i∗.(8.9.8)
De (8.9.7), (8.9.8), on tire que
PdR,b,T e,b,T (W
u,∗
α ⊗ fα) =
∑
β:nβ=nα
W u,∗β ⊗ fα
∫
Wuβ
eTf i∗PF,b,T
uα,b,T√
h(uα,b,T , u
α
,b,T )
=
∑
β:nβ=nα
W u,∗β ⊗ fαeTf(xβ)
∫
Wuβ
eT (f−f(xβ))i∗PF,b,T
uα,b,T√
h(uα,b,T , u
α
,b,T )
.
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Comme sur W uβ , on a f(x) 6 f(xβ), par (7.18.16) et par le théorème 8.18, on a
∫
Wuβ
eT (f−f(xβ))i∗PF,b,T
uα,b,T√
h(uα,b,T , u
α
,b,T )
=
∫
Wuβ
eT (f−f(xβ))i∗
uα,b,T√
h(uα,b,T , u
α
,b,T )
+O(e−cT ).
(8.9.9)
Pour β = α, par (7.18.4), (7.18.5) et (7.18.8), on a
∫
Wuα
eT (f−f(xα))i∗
uαb,T√
h(uα,b,T , u
α
,b,T )
=
∫
Wuα∩Uα,2
ϕ(y′, 0)e−
T |y′|2
2
e−
T
√
1+4b2T |y′|2
2√
h(uα,b,T , u
α
,b,T )
dy′
(8.9.10)
=
pi
nα−n
2
T nα/2−n/4
(
1 +
√
1 + 4b2T
2
)nα/2
+O(e−cT ).
Pour α 6= β, nα = nβ, par [BZ92, Appendix, Proposition 2], xα /∈ W uβ . Alors,∫
Wuβ
eT (f−f(pβ))i∗
uα,b,T√
h(uα,b,T , u
α
,b,T )
= O(e−cT ).(8.9.11)
De (8.9.9)-(8.9.11), on tire (8.9.6). Pour T assez grand, PdR,b,T est surjective. Par (8.6.11),
C ·(W u, F ) a la même dimension que Ω·,[0,1]b,T (X ∗, pi∗F ). Alors PdR,b,T est un isomorphisme.

9. Une intégrale de contour
Dans cette section, en s'inspirant de [BG01, Chapter 8], on construit une 1-forme
fermée β sur R∗+ ×R∗+. Cette forme joue un rôle fondamental dans la suite. Dans cette
section, on ﬁxe γ > 0. On suppose que b > 0, T > 0 tels que b2T = γ.
Cette section est organisée de la façon suivante. Dans la sous-section 9.1, on construit
cette 1-forme fermée β sur R∗+ ×R∗+.
Dans la sous-section 9.2, en intégrant β sur un contour, on obtient une identité.
9.1. Une 1-forme fermée fondamentale. Pour x ∈ R, on pose
r(x) = (1− 2x)e−x.(9.1.1)
Alors (
1 + 2
∂
∂a
) ∣∣∣
a=1
e−ax = r(x).(9.1.2)
Pour t > 0, T > 0, on pose
vt,T = −Trs
[
HT r
(
t
2
Lb,T
)]
, wt,T = Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
t
2
Lb,T
)]
.(9.1.3)
Notons qu'ici b =
√
γ/T est une fonction de T .
Proposition 9.1. Pour  > 0, b > 0, t > 0, T > 0 si b2T > 0 est assez petit, on a
vt,T = −Trs
[
HT r
(
t
2
L,b,T
)]
, wt,T = Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
t
2
L,b,T
)]
.(9.1.4)
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Démonstration. On va démontrer la première équation de (9.1.4). La preuve pour
la deuxième équation est identique.
Par (9.1.1), les noyaux C∞ des opérateurs HT r
(
t
2
Lb,T
)
et HT r
(
t
2
L,b,T
)
sont donnés
par
HT (x, p)(1− tLb,T )P tb,T (x, p, x′, p′), HT (x, p)(1− tL,b,T )P t,b,T (x, p, x′, p′).(9.1.5)
Par (8.2.20) et (8.2.26), on a
(9.1.6) HT (x, p)(1− tL,b,T )P t,b,T (x, p, x′, p′)
= exp
(
bT (−∇pf(x) +∇p′f(x′))
)
HT (x, p)(1− tLb,T )P tb,T (x, p, x′, p′).
En particulier, on a
(9.1.7)
{
HT (x, p)(1− tL,b,T )P t,b,T (x, p, x′, p′)
}∣∣∣
(x′,p′)=(x,p)
=
{
HT (x, p)(1− tLb,T )P tb,T (x, p, x′, p′)
}∣∣∣
(x′,p′)=(x,p)
.
Les opérateurs HT r
(
t
2
Lb,T
)
et HT r
(
t
2
L,b,T
)
sont à trace. Par les estimations gaus-
siennes sur les noyaux de la chaleur et par (9.1.7), on a
(9.1.8) Trs
[
HT r
(
t
2
L,b,T
)]
=
∫
(x,p)∈X ∗
HT (x, p) Trs[(1− tL,b,T )P t,b,T (x, p, x′, p′)|(x′,p′)=(x,p)]dxdp
=
∫
(x,p)∈X ∗
HT (x, p) Trs[(1− tLb,T )P tb,T (x, p, x′, p′)|(x′,p′)=(x,p)]dxdp
= Trs
[
HT r
(
t
2
Lb,T
)]
.
Ceci termine la preuve. 
Définition 9.2. Soit β la 1-forme sur R∗+ ×R∗+ donnée par
β = vt,T
dT
T
+ wt,T
dt
t
.(9.1.9)
Proposition 9.3. La 1-forme β est fermée.
Démonstration. On pose
β′ = −Trs
[
HT exp
(
− t
2
Lb,T
)]
dT
T
+ Trs
[
NΛ
·(T ∗X ∗) − n
2
exp
(
− t
2
Lb,T
)]
dt
t
.(9.1.10)
Pour a > 0, soit sa la dilatation sur R∗+ ×R∗+ déﬁnie par
(t, T ) ∈ R∗+ ×R∗+ → (at, T ) ∈ R∗+ ×R∗+.(9.1.11)
Par (9.1.2), on a
β =
(
1 + 2
∂
∂a
) ∣∣∣
a=1
s∗aβ
′.(9.1.12)
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Alors il suﬃt de montrer que la 1-forme β′ est fermée. On procède comme dans [BZ92,
Theorem 5.2].
Par (3.1.10), (3.1.14), (3.2.2) et (9.1.10), on a
β′ = −Trs
[
Hb,T exp
(
−tA2φ,Hb,T
)] dT
T
+ Trs
[
NΛ
·(T ∗X ∗) − n
2
exp
(
−tA2φ,Hb,T
)] dt
t
.
(9.1.13)
Par déﬁnition, on a
(9.1.14)
∂
∂T
Trs
[
NΛ
·(T ∗X ∗) − n
2t
exp
(
−tA2φ,Hb,T
)]
=
∂
∂l
Trs
[
NΛ
·(T ∗X ∗) − n
2
exp
(
−tA2φ,Hb,T − l
[
Aφ,Hb,T ,
∂Aφ,Hb,T
∂T
])] ∣∣∣∣
l=0
.
Comme Trs s'annule sur les supercommutateurs, de (9.1.14), on tire que
(9.1.15)
∂
∂T
Trs
[
NΛ
·(T ∗X ∗) − n
2t
exp
(
−tA2φ,Hb,T
)]
= −1
2
∂
∂l
Trs
[[
Aφ,Hb,T , N
Λ·(T ∗X ∗)] exp(−tA2φ,Hb,T − l ∂Aφ,Hb,T∂T
)] ∣∣∣∣
l=0
.
Par (3.1.8), (3.2.4), on a
[
Aφ,Hb,T , N
Λ·(T ∗X ∗)] = −dX ∗ + dX ∗φ,Hb,T
2
,
∂Aφ,Hb,T
∂T
= − 1
T
[
d
X ∗
φ,Hb,T ,Hb,T
]
.(9.1.16)
De (9.1.15), (9.1.16), on tire que
(9.1.17)
∂
∂T
Trs
[
NΛ
·(T ∗X ∗) − n
2t
exp
(
−tA2φ,Hb,T
)]
=
1
4T
∂
∂l
Trs
[(
dX
∗ − dX ∗φ,Hb,T
)
exp
(
−tA2φ,Hb,T + l
[
d
X ∗
φ,Hb,T ,Hb,T
])] ∣∣∣∣
l=0
.
Utilisant encore le fait que Trs s'annule sur les supercommutateurs, par (9.1.17) et[
d
X ∗
φ,Hb,T , A
2
φ,Hb,T
]
= 0, on a
(9.1.18)
∂
∂T
Trs
[
NΛ
·(T ∗X ∗) − n
2t
exp
(
−tA2φ,Hb,T
)]
=
1
4T
∂
∂l
Trs
[[
d
X ∗
φ,Hb,T , d
X ∗ − dX ∗φ,Hb,T
]
exp
(
−tA2φ,Hb,T + lHb,T
)] ∣∣∣∣
l=0
=
1
T
∂
∂l
Trs
[
A2φ,Hb,T exp
(
−tA2φ,Hb,T + lHb,T
)] ∣∣∣∣
l=0
= − 1
T
∂
∂t
Trs
[
Hb,T exp
(
−tA2φ,Hb,T
)]
.
De (9.1.13), (9.1.18), on tire que la 1-forme β′ est fermée, et on termine la preuve. 
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Figure 9.1. Le contour Γ.
9.2. L'intégrale de contour. Soit δ > 0, A > 0, T0 > 0 et T1 > 0 tels que δ < A et
T0 < T1. Soit Γ la rectangle orientée dans R∗+×R∗+ indique par la ﬁgure 9.1. Le contour
Γ est composé par les 4 segments orientés Γ1, Γ2, Γ3 et Γ4. Comme β est fermée, on a∫
Γ
β = 0.(9.2.1)
Pour k = 1, 2, 3, 4, on pose
I0k =
∫
Γk
β.(9.2.2)
Alors,
4∑
k=1
I0k = 0.(9.2.3)
Dans la suite, on va étudier les comportements de I0k quand A→∞, T1 →∞ et δ → 0
dans cet ordre.
10. Démonstration du théorème principal
Le but de cette section est de démontrer le théorème 6.1, qui est le résultat principal
de cet article. Dans cette section, on ﬁxe γ > 0. On suppose que b > 0, T > 0 sont tels
que b2T = γ.
Cette section est organisée de la façon suivante. Dans la sous-section 10.1, on montre
quelques formules préliminaires.
Dans la sous-section 10.2, on explicite des hypothèses simpliﬁcatrices sur des métrique
gTX , gF et la fonction de Morse f .
Dans la sous-section 10.3, on énonce quelques résultats intermédiaires. Les démons-
trations vont être données dans les sections suivantes.
Dans la sous-section 10.4, on étudie en détail les comportements asymptotiques de
I0k quand A→∞, T1 →∞ et δ → 0 dans cet ordre.
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Dans la sous-section 10.5, on soustrait les divergences de I0k , on obtient le théorème
6.1.
10.1. Quelques formules préliminaires. On rappelle quelques notations et ré-
sultats de [BG01, Section 9.2]. On pose
χ(F ) =
n∑
i=0
(−1)i dimH i(X,F ), χ˜(F ) =
n∑
i=0
(−1)ii dimH i(X,F ),(10.1.1)
χ˜′(F ) = rg[F ]
∑
16α6l
(−1)nαnα, Trs[f ] =
∑
16α6l
(−1)nαf(xα).
Comme dans [BG01, Deﬁnition 9.2], pour T > 0, par (5.2.9), on pose
mT = rg[F ]
∂
∂T
[
T
∫
X
fαT 2/4
]
,(10.1.2)
nT = −1
4
∫
X
θ(∇F , gF )TβT 2/4 − 1
4
∂
∂T
[∫
X
θ(∇F , gF )T 2βT 2/4
]
.
Par [BG01, Propositions 9.3, 9.4], quand T →∞, on a
T 2 (mT − rg[F ] Trs[f ])→ 2χ˜′(F )− nχ(F ), TnT → 0,(10.1.3)
T rg[F ]
∫
X
f(αT − α∞)→ nχ(F )− 2χ˜
′(F )
4
,
∫
X
θ(∇F , gF )T 2βT 2/4 → 0.
De (5.2.8), (10.1.2), (10.1.3), on tire que∫ ∞
0
nTdT = −1
2
∫
X
θ(∇F , gF )(∇f)∗ψ(TX,∇TX).(10.1.4)
Comme dans (9.1.3), posons
w±t = −Trs
[
p2 ± y2
2
exp
(
− t
2
H±γ
)]
, v±t = −Trs
[
p2 ± y2
2
r
(
t
2
H±γ
)]
.(10.1.5)
Par (9.1.2), (10.1.5), on a
v±t =
(
1 + 2t
∂
∂t
)
w±t .(10.1.6)
Proposition 10.1. Pour γ > 0, on a
v+t = −
1
2
+O(e−ct), v−t = O(e−ct),(10.1.7)
et quand t→ 0, on a
v+t =
1
γt
+O(t), v−t =
1
γt
+O(t).(10.1.8)
De plus, on a ∫ 1
0
(
v+T/γ −
1
T
)
dT
T
+
∫ ∞
1
(
v+T/γ +
1
2
)
dT
T
=
log(4pi
√
γ)
2
+
Γ′(1)
2
,(10.1.9) ∫ 1
0
(
v−T/γ −
1
T
)
dT
T
+
∫ ∞
1
v−T/γ
dT
T
=
1
2
log
(
1 +
√
1 + 4γ
2
√
γ
)
+ 1.
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Démonstration. Par (7.15.26), et par le corollaire 7.40, on a
(10.1.10) w±t = −
1
2
(
a±t/2,γ ± d±t/2,γ
)
=
∓ sinh(t/4)
4 sinh(tλ±+/4) sinh(tλ
±
−/4)
= ±1
4
(
cosh(tλ±+/4)
sinh(tλ±+/4)
+
cosh(tλ±−/4)
sinh(tλ±−/4)
)
.
Par (7.15.10), (10.1.10), quand t→∞, on a
w+t = −
1
2
+O(e−ct), w−t = O(e−ct),(10.1.11)
et quand t→ 0, on a
w+t = −
1
γt
+O(t), w−t = −
1
γt
+O(t).(10.1.12)
De (10.1.10)-(10.1.12), on tire (10.1.7) et (10.1.8).
Par [BZ92, (7.93)], on sait que∫ 1
0
(
cosh(T )
sinh(T )
− 1
T
)
dT
T
+
∫ ∞
1
(
cosh(T )
sinh(T )
− 1
)
dT
T
= 1− log (pi)− Γ′(1).(10.1.13)
De (10.1.10), (10.1.13), on tire que∫ 1
0
(
w+T/γ +
1
T
)
dT
T
+
∫ ∞
1
(
w+T/γ +
1
2
)
dT
T
=
log(4pi
√
γ)
2
+
Γ′(1)
2
− 1,(10.1.14) ∫ 1
0
(
w−T/γ +
1
T
)
dT
T
+
∫ ∞
1
w−T/γ
dT
T
=
1
2
log
(
1 +
√
1 + 4γ
2
√
γ
)
− 1.
Par (10.1.6), (10.1.14), on obtient (10.1.9). 
10.2. Hypothèses simpliﬁcatrices sur les métriques. Par [BL08, Theorem
6.7.1], on sait que log
(
‖ · ‖RS,2λ,b
)
ne dépend pas de b > 0. De plus, par [BL08, (6.7.1)],
on connaît explicitement la variation de log
(
‖ · ‖RS,2λ,b
)
en fonction de gTX et gF . En pro-
cédant exactement comme dans [BZ92, Section VII.b], il suﬃt de montrer le théorème
6.1 pour des particules métriques gTX et gF , et une particule fonction de Morse f .
Dans la suite, on suppose que (gTX , gF , f) vériﬁe les hypothèses de la sous-section 8.1,
et le champ de gradient ∇f pour la métrique gTX vériﬁe les conditions de transversalité
de Smale. On va montrer le théorème 6.1 pour (gTX , gFT0f ,∇f, b0) tels que b0 > 0 est
suﬃsamment petit et T0 > 0 est suﬃsamment grand tels que b20T0 = γ.
10.3. Quelques résultats intermédiaires. Dans cette sous-section, on va énoncer
sept résultats intermédiaires. Les démonstrations vont être données dans les sections
suivantes. Rappelons que Pφ,Hb,T est la projection spectrale pour A
2
φ,Hb,T relatif à la valeur
propre 0. Soit P ]0,1]φ,Hb,T la projection spectrale pour A
2
φ,Hb,T relatif aux valeurs propres dans
]0, 1] et soit Pb,T , P
[0,1]
b,T les projections spectrales pour Lb,T relatifs à la valeur propre 0
et aux valeurs propres dans [0, 1].
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Théorème 10.2. Il existe c > 0 tel que, pour b2T = γ, quand T →∞, on a
(10.3.1) log
(
| · |RS,2λ,b,T
‖ · ‖M,2λ,∇f
)
= −Trs
[
NΛ
·(T ∗X ∗) log(4A2φ,Hb,T )P
]0,1]
φ,Hb,T
]
− 2T rg[F ] Trs[f ]
+ log
(
T
pi
)(
χ˜′(F )− nχ(F )
)
− χ˜′(F ) log
(
1 +
√
1 + 4γ
2
)
+
n
2
χ(F ) log(γ) +O(e−cT ).
Théorème 10.3. Il existe c > 0, C > 0, T0 > 0, tels que, pour T > T0, b2T = γ,
t > 1, on a ∣∣∣∣Trs [NΛ·(T ∗X ∗) − n2 r
(
t
2
Lb,T
)(
1− P [0,1]b,T
)]∣∣∣∣ 6 e−ctT .(10.3.2)
De plus, pour T > T0 ﬁxé, quand t→∞, on a
wt,T =
χ′(F )− nχ(F )
2
+O(e−ct).(10.3.3)
Quand T →∞, pour t > 0 dans un intervalle compact de R∗+, on a
wt,T =
χ˜′(F )− nχ(F )
2
+O(e−cT ).(10.3.4)
Théorème 10.4. Il existe T0 > 0, C > 0 tels que pour T dans un intervalle compact
de [T0,∞[, b2T = γ, t > 1, on a la convergence uniforme
lim
t→∞
vt,T = −Trs [HTPb,T ] .(10.3.5)
Théorème 10.5. Il existe t0 > 0, T0 > 0, c > 0, C > 0, tels que pour t ∈ [1/T, t0], T >
T0, b
2T = γ, on a∣∣∣∣Trs [HTT r
(
t
2
Lb,T
)]
− rg[F ] Trs[f ]− nχ(F )− χ˜
′(F )
2T
∣∣∣∣ 6 Ce−ctT .(10.3.6)
Théorème 10.6. Il existe T0 > 0, C > 0 tels que pour t ∈]0, 1], T ∈
[√
tT0, 1/
√
t
]
,
bT 2 = γ, on a ∣∣∣∣∣Trs
[Ht−1/2T
T
r
(
t
2
Lbt1/4,t−1/2T
)]
− mT√
t
− nT
∣∣∣∣∣ 6 C√t.(10.3.7)
Théorème 10.7. Pour b > 0, T > 0, b2T = γ, on a
(10.3.8) lim
t→0
(
Trs
[Ht−1T
T
r
(
t
2
Lbt1/2,t−1T
)]
− rg[F ] Trs[f ]
t
)
= −
(
nχ(F )− χ˜′(F )
)v+T/γ
T
+ χ˜′(F )
v−T/γ
T
.
Théorème 10.8. Il existe t0 > 0, c > 0, C > 0, tels que pour t ∈]0, t0], T > 1,
b2T = γ, on a
∣∣∣∣Trs [Ht−1TT r
(
t
2
Lbt1/2,t−1T
)]
− rg[F ] Trs[f ]
t
− nχ(F )− χ˜
′(F )
2T
∣∣∣∣ 6 C exp (−cT ) .
(10.3.9)
10.4. Asymptotique de I0k .
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10.4.1. Le terme I01 . On sait que
I01 =
∫ A
δ
wt,T1
dt
t
.(10.4.1)
i) A→∞. Par (10.4.1), on a
I01 =
∫ 1
δ
wt,T1
dt
t
+
∫ A
1
(
wt,T1 −
χ′(F )− nχ(F )
2
)
dt
t
+
χ′(F )− nχ(F )
2
logA.(10.4.2)
Par (10.3.3), (10.4.2), quand A→∞, on a
I01 −
χ′(F )− nχ(F )
2
log(A)→ I11 =
∫ 1
δ
wt,T1
dt
t
+
∫ ∞
1
(
wt,T1 −
χ′(F )− nχ(F )
2
)
dt
t
.
(10.4.3)
ii) T1 →∞. Par (10.3.4), quand T1 →∞, on a∫ 1
δ
wt,T1
dt
t
→ − χ˜
′(F )− nχ(F )
2
log(δ).(10.4.4)
De (9.1.3), (10.3.2), on tire que
(10.4.5)∫ ∞
1
(
wt,T1 −
χ′(F )− nχ(F )
2
)
dt
t
=
∫ ∞
1
Trs
[
NΛ
·T ∗X ∗ − n
2
r
(
t
2
Lb,T1
)(
1− Pb,T1
)] dt
t
=
∫ ∞
1
Trs
[
NΛ
·T ∗X ∗ − n
2
r
(
t
2
Lb,T1
)
P
]0,1]
b,T1
]
dt
t
+O(e−cT1).
On aﬃrme que quand a→ 0, on a∫ ∞
1
r(at)
dt
t
+ log(a)→ Γ′(1)− 2.(10.4.6)
En eﬀet, par (9.1.1), pour a > 0, on a∫ ∞
1
r(at)
dt
t
=
∫ ∞
1
e−at
dt
t
− 2a
∫ ∞
1
e−atdt =
∫ ∞
1
e−at
dt
t
− 2e−a.(10.4.7)
De plus, on a∫ ∞
1
e−at
dt
t
=
∫ ∞
a
e−t
dt
t
=
∫ ∞
1
e−t
dt
t
+
∫ 1
a
(e−t − 1)dt
t
− log(a).(10.4.8)
On sait que
Γ′(1) =
∫ ∞
1
e−t
dt
t
+
∫ 1
0
(e−t − 1)dt
t
.(10.4.9)
Par (10.4.7)-(10.4.9), quand a→ 0, on obtient (10.4.6).
Par (10.4.6), quand T1 →∞, on a
(10.4.10)∫ ∞
1
Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
t
2
Lb,T1
)
P
]0,1]
b,T1
]
dt
t
+ Trs
[
NΛ
·(T ∗X ∗) − n
2
log
(
Lb,T1
2
)
P
]0,1]
b,T1
]
→ Γ
′(1)− 2
2
(
χ˜′(F )− χ′(F )
)
.
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De (10.4.3), (10.4.4), (10.4.10), on tire que
(10.4.11) I11 + Trs
[
NΛ
·(T ∗X ∗) − n
2
log
(
Lb,T1
2
)
P
]0,1]
b,T1
]
→ I21 = −
χ˜′(F )− nχ(F )
2
log(δ) +
Γ′(1)− 2
2
(
χ˜′(F )− χ′(F )
)
.
iii) δ → 0. On a
I21 +
(χ˜′(F )− nχ(F ))
2
log(δ)→ I31 =
Γ′(1)− 2
2
(
χ˜′(F )− χ′(F )
)
.(10.4.12)
10.4.2. Le terme I02 . On a
I02 = −
∫ T1
T0
vA,T
dT
T
.(10.4.13)
i) A→∞. Par le théorème 10.4 et par (10.4.13), quand A→∞, on a
I02 → I12 =
∫ T1
T0
Trs [HTPb,T ] dT
T
.(10.4.14)
De (10.4.14), du même argument de [BZ92, Proposition 7.16], on tire que
I12 = −
1
2
log
(
| · |RS,2λ,b1,T1
| · |RS,2λ,b0,T0
)
.(10.4.15)
ii) T1 →∞. Par (10.4.15), on a
I22 = I
1
2 +
1
2
log
(
| |RS,2λ,b1,T1
| |RS,2λ,b0,T0
)
= 0.(10.4.16)
iii) δ → 0. Comme I22 reste constante quand δ → 0, on a
I32 = I
2
2 = 0.(10.4.17)
10.4.3. Le terme I03 . On a
I03 = −
∫ A
δ
wt,T0
dt
t
.(10.4.18)
i) A→∞. En procédant comme (10.4.3), on a
(10.4.19) I03 +
χ′(F )− nχ(F )
2
log(A)
→ I13 = −
∫ 1
δ
wt,T0
dt
t
−
∫ ∞
1
(
wt,T0 −
χ′(F )− nχ(F )
2
)
dt
t
.
ii) T1 →∞. Comme I13 reste constante quand T1 →∞, on a
I23 = I
1
3 .(10.4.20)
iii) δ → 0. Par [BL08, Theorem 4.4.1], et par (10.4.19), (10.4.20), quand δ → 0, on a
I23 → I33 = −
∫ 1
0
wt,T0
dt
t
−
∫ ∞
1
(
wt,T0 −
χ′(F )− nχ(F )
2
)
dt
t
.(10.4.21)
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iv) Évaluation de I33 . Par [BL08, Poposition 8.5.2], on a
I33 =
1
2
θ′b0,T0(0) +
(
Γ′(1)
2
+ log(2)− 1
)(
χ′(F )− nχ(F )
)
.(10.4.22)
10.4.4. Le terme I04 . On a
I04 =
∫ T1
T0
vδ,T
dT
T
.(10.4.23)
i) A→∞. Comme I04 reste constante quand A→∞, on a
I14 = I
0
4 .(10.4.24)
ii) T1 →∞. Par (9.1.3), (10.4.23), (10.4.24), on a
(10.4.25) I14 = −
∫ T1
T0
(
Trs
[HT
T
r
(
δ
2
Lb,T
)]
− rg[F ] Trs[f ]− nχ(F )− χ˜
′(F )
2T
)
dT
− rg[F ] Trs[f ](T1 − T0)− nχ(F )− χ˜
′(F )
2
log
(
T1
T0
)
.
Du théorème 10.5, et de (10.4.25), on tire que quand T1 →∞,
(10.4.26) I14 + rg[F ] Trs[f ]T1 +
nχ(F )− χ˜′(F )
2
log (T1)
→ I24 = −
∫ ∞
T0
(
Trs
[HT
T
r
(
δ
2
Lb,T
)]
− rg[F ] Trs[f ]− nχ(F )− χ˜
′(F )
2T
)
dT
+ rg[F ] Trs[f ]T0 +
nχ(F )− χ˜′(F )
2
log (T0) .
iii) δ → 0. On pose
J01 = −
∫ 1/√δ
T0
(
Trs
[HT
T
r
(
δ
2
Lb,T
)]
− rg[F ] Trs[f ]
)
dT,(10.4.27)
J02 = −
∫ 1/δ
1/
√
δ
(
Trs
[HT
T
r
(
δ
2
Lb,T
)]
− rg[F ] Trs[f ]
)
dT,
J03 = −
∫ ∞
1/δ
(
Trs
[HT
T
r
(
δ
2
Lb,T
)]
− rg[F ] Trs[f ]− nχ(F )− χ˜
′(F )
2T
)
dT.
De (10.4.26), (10.4.27), on tire que
I24 = J
0
1 + J
0
2 + J
0
3 + rg[F ] Trs[f ]T0 +
nχ(F )− χ˜′(F )
2
log
(
1
δ
)
.(10.4.28)
On va étudier séparément des comportements asymptotiques pour J01 , J
0
2 , J
0
3 quand
δ → 0.
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Pour J01 , par (10.4.27), on a
J01 =−
∫ 1
T0
√
δ
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− rg[F ] Trs[f ]√
δ
)
dT(10.4.29)
=−
∫ 1
T0
√
δ
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− mT√
δ
)
dT
− 1√
δ
∫ 1
T0
√
δ
(mT − rg[F ] Trs[f ]) dT.
Par le théorème 10.6, quand δ → 0, on a
−
∫ 1
T0
√
δ
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− mT√
δ
)
dT → −
∫ 1
0
nTdT.(10.4.30)
De (10.1.2), on tire que
(10.4.31) − 1√
δ
∫ 1
T0
√
δ
(mT − rg[F ] Trs[f ]) dT = −rg[F ]√
δ
∫
X
f(α1/4 − α∞)
+ T0 rg[F ]
∫
X
f
(
αδT 20 /4 − α∞
)
.
Par (10.4.29)-(10.4.31), quand δ → 0, on a
J01 +
rg[F ]√
δ
∫
X
f(α1/4 − α∞)→ J11 = −
∫ 1
0
nTdT + T0 rg[F ]
∫
X
f(α0 − α∞).(10.4.32)
Pour J02 , par (10.4.27), on a
J02 = −
∫ 1/√δ
1
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− 1√
δ
rg[F ] Trs[f ]
)
dT(10.4.33)
= −
∫ 1/√δ
1
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− mT√
δ
− nT
)
dT
−
∫ 1/√δ
1
(
mT − rg[F ] Trs[f ]√
δ
+ nT
)
dT.
Par (10.1.2), le second terme de le membre de droite de (10.4.33) est
(10.4.34) −
∫ 1/√δ
1
(
mT − rg[F ] Trs[f ]√
δ
+ nT
)
dT
= −rg[F ]
δ
∫
X
f(α1/4δ − α∞) + rg[F ]√
δ
∫
X
f(α1/4 − α∞)−
∫ 1/√δ
1
nTdT.
D'autre part, le premier terme de la membre de droite de (10.4.33) est
(10.4.35) −
∫ 1/√δ
1
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− mT√
δ
− nT
)
dT
= −
∫ 1
√
δ
(
Trs
[Hδ−1T
T
r
(
t
2
Lbδ1/2,δ−1T
)]
− mT/
√
δ
δ
− nT/
√
δ√
δ
)
dT.
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De (10.1.3), (10.4.35), des théorèmes 10.6 et 10.7, et du théorème de convergence
dominée, on tire que, quand δ → 0,
(10.4.36) −
∫ 1/√δ
1
(
Trs
[Hδ−1/2T
T
r
(
t
2
Lbδ1/4,δ−1/2T
)]
− mT√
δ
− nT
)
dT
→
(
nχ(F )− χ˜′(F )
)∫ 1
0
(
v+T/γ −
1
T
)
dT
T
− χ˜′(F )
∫ 1
0
(
v−T/γ −
1
T
)
dT
T
.
De (10.4.33)-(10.4.36), on tire que
(10.4.37) J02 −
rg[F ]√
δ
∫
X
f(α1/4 − α∞)→ J12 = −nχ(F ) + 2χ˜′(F )−
∫ ∞
1
nTdT
+
(
nχ(F )− χ˜′(F )
)∫ 1
0
(
v+T/γ −
1
T
)
dT
T
− χ˜′(F )
∫ 1
0
(
v−T/γ −
1
T
)
dT
T
.
Pour J03 , de (10.4.27), on tire que
J03 = −
∫ ∞
1
(
Trs
[Hδ−1T
T
r
(
t
2
Lbδ1/2,δ−1T
)]
− rg[F ] Trs[f ]
δ
− nχ(F )− χ˜
′(F )
2T
)
dT.
(10.4.38)
Par (10.4.38), et par le théorème de convergence dominée et les théorèmes 10.7 et
10.8, quand δ → 0, on a
J03 → J13 =
(
nχ(F )− χ˜′(F )
)∫ ∞
1
(
v+T/γ +
1
2
)
dT
T
− χ˜′(F )
∫ ∞
1
v−T/γ
dT
T
.(10.4.39)
De (10.4.28), (10.4.32), (10.4.37), (10.4.39), on tire que
I24 −
nχ(F )− χ˜′(F )
2
log
(
1
δ
)
= rg[F ] Trs[f ]T0 + J
0
1 + J
0
2 + J
0
3(10.4.40)
→I34 = rg[F ] Trs[f ]T0 + J11 + J12 + J13
= rg[F ] Trs[f ]T0 −
∫ ∞
0
nTdT + T0 rg[F ]
∫
X
f(α0 − α∞)
+
(
nχ(F )− χ˜′(F )
)(∫ 1
0
(
v+T/γ −
1
T
)
dT
T
+
∫ ∞
1
(
v+T/γ +
1
2
)
dT
T
− 1
)
− χ˜′(F )
(∫ 1
0
(
v−T/γ −
1
T
)
dT
T
+
∫ ∞
1
v−T/γ
dT
T
− 1
)
.
iv) Évaluation de I34 . Par (10.1.4), (10.1.9), (10.4.40), on a
(10.4.41)
I34 = rg[F ] Trs[f ]T0 +
1
2
∫
X
θ(∇F , gF )(∇f)∗ψ(TX,∇TX) + T0 rg[F ]
∫
X
f(α0 − α∞)
+
(
nχ(F )− χ˜′(F )
)( log(4pi√γ) + Γ′(1)− 2
2
)
− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
√
γ
)
.
103
De plus, on sait que
(10.4.42)
1
2
∫
X
θ(∇F , gF )(∇f)∗ψ(TX,∇TX) + T0 rg[F ]
∫
X
f(α0 − α∞)
=
1
2
∫
X
θ(∇F , gFT0)(∇f)∗ψ(TX,∇TX).
De (10.4.41), (10.4.42), on tire que
(10.4.43) I34 = rg[F ] Trs[f ]T0 +
1
2
∫
X
θ(∇F , gFT0)(∇f)∗ψ(TX,∇TX)
+ (nχ(F )− χ˜′(F ))
(
log(4pi
√
γ) + Γ′(1)− 2
2
)
− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
√
γ
)
.
10.5. Comparaison des divergences. De (10.4.3), (10.4.15), (10.4.19), (10.4.24),
on tire que
4∑
j=1
I1j = 0.(10.5.1)
Du théorème 10.2, et de (10.4.11), (10.4.16), (10.4.20), (10.4.26), on tire que
4∑
j=1
I2j =
1
2
log
(
‖ · ‖M,2λ,∇f
| · |RS,2λ,b0,T0
)
− log(2)
(
χ˜′(F )− χ(F )
)
− log(pi)
2
(
χ˜′(F )− nχ(F )
)(10.5.2)
+
nχ(F )
4
log(γ)− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
)
.
De (10.4.12), (10.4.17), (10.4.21), (10.4.40), on tire que
4∑
j=1
I3j =
1
2
log
(
‖ · ‖M,2λ,∇f
| · |RS,2λ,b0,T0
)
− log(2)
(
χ˜′(F )− χ′(F )
)
− log(pi)
2
(
χ˜′(F )− nχ(F )
)(10.5.3)
+
nχ(F )
4
log(γ)− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
)
.
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Par (10.4.12), (10.4.17), (10.4.22), (10.4.43), on a
Γ′(1)− 2
2
(
χ˜′(F )− χ′(F )
)
+
1
2
θ′b0,T0(0) +
(
Γ′(1)
2
+ log(2)− 1
)(
χ′(F )− nχ(F )
)(10.5.4)
+ rg[F ] Trs[f ]T0 +
1
2
∫
X
θ(∇F , gFT0)(∇f)∗ψ(TX,∇TX)
+
(
nχ(F )− χ˜′(F )
)( log(4pi√γ) + Γ′(1)− 2
2
)
− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
√
γ
)
=
1
2
log
(
‖ · ‖M,2λ,∇f
| · |RS,2λ,b0,T0
)
− log(2)
(
χ˜′(F )− χ′(F )
)
− log(pi)
2
(
χ˜′(F )− nχ(F )
)
+
nχ(F )
4
log(γ)− χ˜
′(F )
2
log
(
1 +
√
1 + 4γ
2
)
.
On sait que
1
2
θ′b0,T0(0) + rg[F ] Trs[f ]T0 −
1
2
log
(
‖ · ‖M,2λ,∇f
| · |RS,2λ,b0,T0
)
=
1
2
log
 ‖ · ‖RS,2λ,b0,T0
‖ · ‖M,2
λ,∇f,gFT0f
 .(10.5.5)
De (10.5.4), (10.5.5), on tire que
log
 ‖ · ‖RS,2λ,b0,T0
‖ · ‖M,2
λ,∇f,gFT0f
 = −∫
X
θ(∇F , gFT0f )(∇f)∗ψ(TX,∇TX).(10.5.6)
On termine la preuve du théorème 6.1.
11. Démonstration du théorème 10.2
Dans cette section, on va démontrer le théorème 10.2.
On suppose que (gTX , gF , f) vériﬁent les hypothèses de la section 8.1, et ∇f vériﬁe
les conditions de transversalité de Smale. On ﬁxe γ > 0,  ∈]0, 1[ tels que〈
p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(11.1)
On suppose que b > 0 assez petit et T > 0 assez grand sont tels que b2T = γ.
Démonstration du théorème 10.2. Par [BL08, Theorem 3.2.2], on sait que la
cohomologie du complexe
(
Ω·(X ∗, pi∗F ), dX ∗) se concentre sur le sous-complexe de di-
mension ﬁnie (Ω·,[0,1]b,T (X ∗, pi∗F ), dX
∗
). Par (1.2.6), on a
λ ' det
(
Ω
·,[0,1]
b,T (X ∗, pi∗F )
)
.(11.2)
On rappelle que, par le corollaire (8.15), hΩ
·(X ∗,pi∗F )
Hb,T est une métrique hermitienne sur
Ω
·,[0,1]
b,T (X ∗, pi∗F ). Soit ‖ · ‖˜RSλ,b,T la métrique de Ray-Singer associée au complexe de Witten
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hypoelliptique
(
Ω
·,[0,1]
b,T (X ∗, pi∗F ), dX
∗
)
et à la métrique hΩ
·(X ∗,pi∗F )
Hb,T . Alors, on a
log
(
‖ · ‖˜RS,2λ,b,T
| · |RS,2λ,b,T
)
= Trs
[
NΛ
·(T ∗X ∗) log(4A2φ,Hb,T )P
]0,1]
φ,Hb,T
]
.(11.3)
Soit P ∗dR,b,T l'adjoint de PdR,b,T relatif aux 〈, 〉C·(Wu,F ) et hΩ
·(X ∗,pi∗F )
Hb,T , on a
log
(
‖ · ‖˜RS,2λ,b,T
‖ · ‖M,2λ,∇f
)
= −Trs
[
log(P ∗dR,b,TPdR,b,T )
]
.(11.4)
Par (11.3), (11.4), on a
(11.5) log
(
| · |RS,2λ,b,T
‖ · ‖M,2λ,∇f
)
= −Trs
[
NΛ
·(T ∗X ∗) log(4A2φ,Hb,T )P
]0,1]
φ,Hb,T
]
− Trs
[
log(P ∗dR,b,TPdR,b,T )
]
.
On sait que
(11.6) Trs
[
log(P ∗dR,b,TPdR,b,T )
]
= Trs
[
log
(
(PdR,b,T e,b,T )
∗PdR,b,T e,b,T
)]
− Trs
[
log(e∗,b,T e,b,T )
]
.
Par (8.9.2), on a
Trs[log(e
∗
,b,T e,b,T )] = n log(b)χ(F ) +O(e−cT ).(11.7)
Par (8.9.6), on a
(11.8) Trs
[
log
(
(PdR,b,T e,b,T )
∗PdR,b,T e,b,T
)]
= Trs
[
log
(
e2TF
piN−n
TN−n/2
(
1 +
√
1 + 4γ
2
)N)]
+O(e−cT ).
De (10.1.1), (11.5)-(11.8), on tire (10.3.1). 
12. Démonstration des théorèmes 10.3 et 10.4
Le but de cette section est de démontrer les théorèmes 10.3 et 10.4.
On suppose que (gTX , gF , f) vériﬁent les hypothèses de la section 8.1, et que le champ
de gradient ∇f vériﬁé la condition de transversalité de Smale. On ﬁxe γ > 0,  ∈]0, 1[
tels que 〈
p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(12.1)
On suppose que b > 0 assez petit et T > 0 assez grand sont tels que b2T = γ.
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Démonstration du théorème 10.3. On montre d'abord que (10.3.3) et (10.3.4)
résultent de (10.3.2). En fait, par (9.1.4), on a
(12.2) wt,T = Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
t
2
L,b,T
)
P
[0,1]
,b,T
]
+ Trs
[
NΛ
·(T ∗X ∗) − n
2
r
(
t
2
L,b,T
)(
1− P [0,1],b,T
)]
.
Pour x > 0, on sait que
|r(x)| 6 Ce−x/2, |r(x)− 1| 6 Cx.(12.3)
Par (8.6.11), F,b,T est de dimension ﬁnie et sa dimension ne dépend pas de , b, t, T .
Alors, de (8.6.2), (12.3), on tire que
(12.4)
∣∣∣∣Trs [NΛ·(T ∗X ∗) − n2 r
(
t
2
L,b,T
)
P
[0,1]
,b,T
]
− χ
′(F )− nχ(F )
2
∣∣∣∣ =∣∣∣∣Trs [NΛ·(T ∗X ∗) − n2 r
(
t
2
L,b,T
)
P
]0,1]
,b,T
]∣∣∣∣ 6 Ce−cT t,
et
(12.5)
∣∣∣∣Trs [NΛ·(T ∗X ∗) − n2 r
(
t
2
L,b,T
)
P
[0,1]
,b,T
]
− χ˜
′(F )− nχ(F )
2
∣∣∣∣ =∣∣∣∣Trs [NΛ·(T ∗X ∗) − n2
(
r
(
t
2
L,b,T
)
− 1
)
P
[0,1]
,b,T
]∣∣∣∣ 6 Cte−cT .
De (10.3.2), (12.2), (12.4), (12.5), on tire (10.3.3) et (10.3.4).
On choisit λ1 > η0 > 0, c = (c0, c1, c2) ∈
(
R∗+
)3
comme dans les corollaires 8.13, 8.14
et dans l'équation (8.6.8). Par (8.6.3), (8.6.28), pour u ∈ Dom(L,b,T ), s > 0, il existe
Cs > 0, N ∈ N tels que
‖u‖sc,s+1/4 6 CsTN‖(η0 − b2L,b,T )u‖sc,s.(12.6)
Alors,
‖(η0 − b2L,b,T )−1u‖sc,s+1/4 6 CsTN‖u‖sc,s.(12.7)
Par récurrence, il existe N, k ∈ N, Cs > 0 tels que
‖ (η0 − b2L,b,T )−k u‖sc,s 6 CsTN‖u‖L2 .(12.8)
Par [BL08, Deﬁnition 17.4.1], pour s > 0 assez grand, l'injection d'espace Sobolev semi-
classique d'ordre s dans l'espace L2 est à trace. Alors il existe k,N ∈ N tels que
‖(η0 − b2L,b,T )−k‖1 6 CTN .(12.9)
Par l'identité de résolvante, pour λ /∈ SpL,b,T , on a
(λ− b2L,b,T )−1 = (η0 − b2L,b,T )−1 + (η0 − λ)(λ− b2L,b,T )−1(η0 − b2L,b,T )−1.(12.10)
Alors,
(λ− b2L,b,T )−k = (η0 − b2L,b,T )−k
(
1 + (η0 − λ)(λ− b2L,b,T )−1
)k
.(12.11)
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Posons
Γc2,λ1 =
{
λ1 + σ + iτ ∈ C : σ, τ ∈ R, σ = c2|τ |1/8
}
.(12.12)
De (8.6.3), (12.9), (12.11), pour λ ∈ Γc2,λ1 , k assez grand, on tire que∥∥(λ− b2L,b,T )−k∥∥1 6 CTN (1 + |λ|k) .(12.13)
On a
r
(
t
2
L,b,T
)
=
(
1 + 2
∂
∂a
) ∣∣∣∣∣
a=1
exp (−atL,b,T/2) ,(12.14)
exp (−atL,b,T/2)
(
P
[0,1]
,b,T − 1
)
=
(−1)kk!2kb2k
2ipi(at)k
∫
Γc2,λ1
e−atλ/2b
2
(λ− b2L,b,T )−k−1dλ.
De (12.14), on tire que
(12.15) r
(
t
2
L,b,T
)(
P
[0,1]
,b,T − 1
)
=
(−1)kk!2kb2k
2ipitk
∫
Γc2,λ1
(
1 + 2
∂
∂a
) ∣∣∣∣∣
a=1
a−ke−atλ/2b
2
(λ− b2L,b,T )−k−1dλ.
De (12.13), (12.15), pour t > 1, on obtient∥∥∥∥r( t2L,b,T
)(
1− P [0,1],b,T
)∥∥∥∥
1
6 Ce−ctT ,(12.16)
ce qui nous donne (10.3.2) et on termine la démonstration du théoème 10.3. 
Démonstration du théorème 10.4. Par (9.1.4), on a
vt,T = −Trs [HTP,b,T ]− Trs
[
HT r
(
t
2
L,b,T
)
P
]0,1]
,b,T
]
− Trs
[
HT r
(
t
2
L,b,T
)(
1− P [0,1],b,T
)]
.
(12.17)
Par [BL08, (15.7.6)], il existe k > 0, CT > 0 tel que
‖HT (1 + L,b,T )−k ‖ 6 CT .(12.18)
En utilisant encore le fait que F,b,T est de dimension ﬁnie qui ne depend pas de , b, t, T ,
par (12.18), on a ∥∥∥∥HT r( t2L,b,T
)
P
]0,1]
,b,T
∥∥∥∥
1
6 CT e−cT t(12.19)
Par (12.15), (12.18), on a∥∥∥∥HT r( t2L,b,T
)(
1− P [0,1],b,T
)∥∥∥∥
1
6 CT e−cT t.(12.20)
De (12.17), (12.19), (12.20), on tire le résultat. 
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13. Étude des fonctionnelles
∫ t
0
|x˙s|2ds et
∫ t
0
(|x˙s|2 + |df |2xs) ds
Pour x· une C1-courbe sur X, et pour t > 0, on pose
I(x·) =
∫ t
0
|x˙s|2ds, If (x·) =
∫ t
0
(|x˙s|2 + |df |2xs) ds.(13.1)
Le but de cette section est de montrer quelques résultats sur les valeurs minimales des
fonctionnelles I et If , qui seront utiles dans la suite. On note dX la distance riemannienne
sur (X, gTX).
Proposition 13.1. Pour t > 0, si s1, s2 ∈ [0, t], on a
I(x·) >
d2X(xs1 , xs2)
t
.(13.2)
Démonstration. On peut supposer que 0 6 s1 6 s2 6 t. Alors on a
tI(x·) > (s2 − s1)
∫ s2
s1
|x˙s|2ds > d2X(xs1 , xs2),(13.3)
ce qui termine la démonstration. 
Proposition 13.2. Il existe c > 0, tel que pour t > 0, s'il existe s1, s2 ∈ [0, t] tels
que xs1 ∈ Uα,1, xs2 /∈ Uα,2, on a
If (x·) > c .(13.4)
Démonstration. On peut supposer que s1 < s2. On pose
τ1 = sup{t > s1, xt ∈ Uα,1}, τ2 = inf{t > τ1, xt /∈ Uα,2}.(13.5)
Alors, pour s ∈ [τ1, τ2], xs ∈ Uα,2\Uα,1. On a
If (x·) >
∫ τ2
τ1
(|x˙s|2 + |df |2xs) ds > d2X(xτ1 , xτ2)τ2 − τ1 + c(τ2 − τ1) > c′,(13.6)
ce qui termine la démonstration. 
Corollaire 13.3. Il existe c > 0, tel que pour t > 1, si x0 /∈ U2, on a
If (x·) > c .(13.7)
Démonstration. Si pour tout s ∈ [0, t], xs /∈ U1, comme |df |xs > c > 0, t > 1, on a
(13.7). S'il existe s ∈ [0, t], xs ∈ U1, par la proposition 13.2, on a (13.7), ce qui termine
la preuve. 
14. Démonstration du théorème 10.5
Le but de cette section est de démontrer le théorème 10.5.
On suppose que (gTX , gF , f) vériﬁent les hypothèses de la sous-section 8.1. On ﬁxe
γ > 0,  ∈]0, 1[ tels que 〈
p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(14.0.1)
On suppose que b > 0 et T > 0 sont tels que b2T = γ.
Cette section est organisée de la façon suivante. Dans la sous-section 14.1, on énonce
le résultat principal de cette section, d'où on tire le théorème 10.5.
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Dans la sous-section 14.2, on montre une estimation sur le noyau de la chaleur pour
un opérateur scalaire.
Dans la sous-section 14.3, on montre notre résultat principal de la section.
14.1. Une estimation uniforme sur le noyau de la chaleur pour L,b,T . Pour
 > 0, b > 0, t > 0, T > 0, on désigne par P t,b,T (x, p, x
′, p′) le noyau C∞ de exp
(− t
2
L,b,T
)
par rapport au volume symplectique dvX ∗ , et on désigne par P
α,t
,b,T (x, p, x
′, p′) le noyau
C∞ de exp
(− t
2
Lα,b,T
)
(cf. (7.18.2)) par rapport au volume dxdp sur R2n.
Théorème 14.1. Il existe t0 > 0, T0 > 0, c > 0, C > 0, tels que pour T > T0,
b2T = γ, t ∈ [1/T, t0], si x /∈ U2 ou x′ /∈ U2, on a∣∣P t,b,T (x, p, x′, p′)∣∣ 6 C exp (−c (|p|2 + |p′|2 + T)) ,(14.1.1)
et si x, x′ ∈ Uα,2, on a∣∣P t,b,T (x, p, x′, p′)− Pα,t,b,T (x, p, x′, p′)∣∣ 6 C exp (−c (|p|2 + |p′|2 + T)) .(14.1.2)
De plus, leur dérivés covariantes de tous ordres vériﬁent des estimations du même type.
Démonstration. La preuve de ces résultats sera donnée dans les sous-sections 14.2
et 14.3. 
Théorème 14.2. Il existe t0 > 0, T0 > 0, c > 0, C > 0, tels que pour T > T0,
b2T = γ, t ∈ [1/T, t0], on a∣∣∣∣Trs [HTT exp
(
− t
2
L,b,T
)]
− rg[F ] Trs[f ]− nχ(F )− χ˜
′(F )
2T
∣∣∣∣ 6 Ce−ctT .(14.1.3)
Démonstration. Par le théorème 14.1, on a∫
pi−1(X\U2)
HT
T
Trs
[
P t,b,T (x, p, x, p)
]
dvX ∗ =O(e−cT ),(14.1.4)
et
(14.1.5)
∫
pi−1(U2)
HT
T
Trs
[
P t,b,T (x, p, x, p)
]
dvX ∗
=
l∑
α=1
∫
|x|62σ0,p∈Rn
HαT
T
Trs
[
Pα,t,b,T (x, p, x, p)
]
dxdp+O(e−cT ).
Sous notre hypothèses sur b, t, T , par (7.15.27), on sait que a±t/2b2,γ, d
±
t/2b2,γ sont bornés.
Du corollaire 7.40, on tire que
(14.1.6)
∣∣∣∣∫|x|>2σ0,p∈Rn H
α
T
T
Trs
[
Pα,t,b,T (x, p, x, p)
]
dxdp
∣∣∣∣
6 C
T
∫
|x|>2√Tσ0,p∈Rn
(1 + |x|2 + |p|2) exp (−c(|x|2 + |p|2)) dxdp 6 Ce−cT .
En rassemblant (14.1.4)-(14.1.6), on trouve que
Trs
[HT
T
exp
(
− t
2
L,b,T
)]
=
l∑
α=1
Trs
[HαT
T
exp
(
− t
2
Lα,b,T
)]
+O(e−cT ).(14.1.7)
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Du corollaire 7.40, de (10.1.5), (10.1.11) et de b2T = γ, on tire que
Trs
[HαT
T
exp
(
− t
2
Lα,b,T
)]
(14.1.8)
=f(xα) Trs
[
exp
(
− t
2
Lα,b,T
)]
+ Trs
[ |p|2 − T |x′|2 + T |x′′|2
2T
exp
(
− t
2
Lα,b,T
)]
=(−1)nαf(xα) rg[F ] + (−1)nα
nαw
−
t/b2 − (n− nα)w+t/b2
T
rg[F ]
=(−1)nαf(xα) rg[F ] + (−1)nα (n− nα)
2T
rg[F ] +O(e−ctT ).
Par (14.1.7), (14.1.8), on obtient le résultat. 
Remarque 14.3. On va montrer que le théorème 10.5 résulte du théorème 14.2. En
eﬀet, par (9.1.2) et (9.1.4), on a
Trs
[HT
T
r
(
t
2
Lb,T
)]
=
(
1 + 2
∂
∂a
) ∣∣∣∣∣
a=1
Trs
[HT
T
exp
(
−at
2
L,b,T
)]
.(14.1.9)
De (14.1.3) et (14.1.9), on tire le théorème 10.5. On note qu'on peut diﬀérentier en
a = 1. En eﬀet, si on diﬀérencie le noyau de la chaleur en t, les mêmes estimations du
type (14.1.1), (14.1.2) sont vraies.
14.2. Quelques estimations sur un opérateur scalaire. On pose
S,b,T =
1
2
(
−∆V + 1
4
|p|2
)
− b
(
∇pH − (1− )T∇V∇̂f
)
+ 
(
1− 
2
)
γT |df |2.(14.2.1)
On désigne par qt,b,T (x, p, x
′, p′) le noyau C∞ de exp (−tS,b,T/2b2) par rapport au volume
symplectique dvX ∗ . On désigne par Sα,b,T et par q
α,t
,b,T (x, p, x
′, p′) les objets correspondants
sur R2n. Dans cette sous-section, on va montrer le théorème suivant.
Théorème 14.4. Il existe c > 0, C > 0, tels que pour t ∈ [1/T, 1], T > T0, b2T = γ,
si x, x′ /∈ U2, on a ∣∣qt,b,T (x, p, x′, p′)∣∣ 6 C exp (−c (|p|2 + |p′|2 + T)) ,(14.2.2)
et si x, x′ ∈ Uα,2, on a∣∣qt,b,T (x, p, x′, p′)− qα,t,b,T (x, p, x′, p′)∣∣ 6 C exp (−c (|p|2 + |p′|2 + T)) .(14.2.3)
De plus, leur dérivés de tous ordres vériﬁent des estimations du même type.
Démonstration. On remarque d'abord qu'il suﬃt de montrer que les termes à
gauche de (14.2.2), (14.2.3) sont majorées par C exp (−c (|p|2 + T )). En eﬀet, en consi-
dérant l'opérateur dual de S,b,T , on trouve la majoration par C exp (−c (|p′|2 + T )).
On procède comme dans [BL08, Theorem 4.7.1]. La démonstration s'organise comme
suit.
i) Dans la proposition 14.6, on établit une formule d'intégration par parties.
ii) Dans la propositions 14.7, on contrôle uniformément les diﬀérents termes dans la
formule d'intégration par parties.
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iii) On considère les deux diﬀérents cas |p| > √T et |p| < √T . En utilisant la transfor-
mation de Fourier et les estimations obtenues dans les étapes i), ii), on démontre le
théorème 14.4.
Soit (x, p) ∈ X ∗. Soit w un mouvement brownien issu de 0 dans T̂ ∗xX. On considère
l'équation diﬀérentielle stochastique
x˙t = bpt, x0 = x,(14.2.4)
p˙t = τ
0
t w˙t − (1− )bT∇fxs , p0 = p,
où τ 0t est le transport parallèle de x0 en xt pour la connexion de Levi-Civita ∇TX le long
de la courbe x·, qui est C1. Par la formule de Feymann-Kac, pour g ∈ C∞c (X ∗), on a
(14.2.5) exp
(
− t
2b2
S,b,T
)
g(x, p)
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)
]
.
On va établir une formule d'intégration par parties, qui est un analogue à [BL08,
(14.2.7)]. Soit (Ft)t>0 la ﬁltration engendrée par (ws)s6t.
Théorème 14.5. Soit h· un processus continu Ft-adapté borné à valeurs dans TxX,
et soit J· le champ de vecteur le long x· tel que
J¨t +R
TX(Jt, x˙t)x˙t + (1− )γ∇TXJt ∇f = bτ 0t ht.(14.2.6)
J0 = J˙0 = 0.
Alors on a
(14.2.7)
E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∇(Jt/2b2 ,b−1J˙t/2b2 )g(xt/2b2 , pt/2b2)
]
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)(∫ t/2b2
0
(
1
4b
〈ps, J˙s〉+ 
(
1− 
2
)
γT∇Js|df |2xs
)
ds+
∫ t/2b2
0
〈hs, δws〉
)]
.
Démonstration. On va procéder comme dans [BL08, Section 14.2]. Soit As un pro-
cessus continu adapté borné à valeurs dans les matrices antisymétriques de End (TxX).
Pour l ∈ R, on pose
wlt =
∫ t
0
elAs (δws + lhsds) , Z
l
t = exp
(
−l
∫ t
0
〈hs, δws〉 − l
2
2
∫ t
0
h2sds
)
.(14.2.8)
En remplaçant w· par wl· dans (14.2.4), on désigne par (x
l
·, p
l
·, τ
0,l
· ) les objets correspon-
dantes. Par la propriété de la transformation de Girsanov [ReY99, Theorem VIII.1.4],
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on a
(14.2.9) E
[
exp
(
−
∫ t/2b2
0
(
1
8
|pls|2 + 
(
1− 
2
)
γT |df |2xls
)
ds
)
g(xlt/2b2 , p
l
t/2b2)Z
l
t/2b2
]
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)
]
.
Comme la seconde ligne de l'équation (14.2.9) ne dépend pas de l, on a
∂
∂l
∣∣∣∣∣
l=0
E
[
exp
(
−
∫ t/2b2
0
(
1
8
|pls|2 + 
(
1− 
2
)
γT |df |2xls
)
ds
)
g(xlt/2b2 , p
l
t/2b2t)Z
l
t/2b2
]
= 0.
(14.2.10)
Par [B81, Theorem 2.1], on peut dériver sous l'espérance. Alors,
(14.2.11) E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∂
∂l
∣∣∣
l=0
g(xlt/2b2 , p
l
t/2b2)
]
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)(∫ t/2b2
0
∂
∂l
∣∣∣
l=0
(
1
8
|pls|2 + 
(
1− 
2
)
γT |df |2xls
)
ds+
∫ t/2b2
0
〈hs, δws〉
)]
.
Dans la suite, pour simpliﬁer, on n'écrit pas explicitement |l=0, et on désigne par DDl
son dérive covariance induit par ∇TX . Posons
Jt =
∂
∂l
xlt, $t = τ
t
0
D
Dl
τ 0,lt .(14.2.12)
On note J˙ , J¨ , $˙ pour D
Dt
J, D
2
Dt2
J, D
Dt
$.
On aﬃrme que Jt, $t vériﬁent l'équation diﬀérentielle stochastique
J¨t +R
TX(Jt, x˙t)x˙t + (1− )γ∇TXJt ∇f = bτ 0t ht + bτ 0t ($t + At)
δw
dt
,(14.2.13)
$˙t = τ
t
0R
TX(x˙t, Jt)τ
0
t ,
J0 = J˙0 = 0, $0 = 0.
En eﬀet, par (14.2.12), on a J0 = 0, $0 = 0. Par (14.2.12), on obtient la seconde équation
de (14.2.13). Comme ∇TX est sans torsion, De (14.2.4), (14.2.12), on tire que
J˙t =
D
Dl
x˙lt = b
D
Dl
plt,(14.2.14)
ce qui nous donne J˙0 = 0. De (14.2.4), (14.2.8), (14.2.14), on tire que
(14.2.15) J¨t =
D
Dt
J˙t = b
D
Dt
D
Dl
plt = b
(
D
Dl
p˙lt +R
TX(x˙t, Jt)pt
)
= bτ 0t
(
$tw˙t + At
δw
dt
+ ht
)
− (1− )γ∇TXJt ∇f +RTX(x˙t, Jt)x˙t.
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Comme x· est C1, on a
$tw˙t + At
δw
dt
= ($t + At)
δw
dt
.(14.2.16)
Par (14.2.15), (14.2.16), on a la première équation de (14.2.14).
En prenant At = −$t, de (14.2.14), on tire que
J¨t +R
TX(Jt, x˙t)x˙t + (1− )γ∇TXJt ∇f = bτ 0t ht.(14.2.17)
De plus, par (14.2.14), on a
(14.2.18)
∂
∂l
∣∣∣
l=0
(
1
8
|pls|2 + 
(
1− 
2
)
γT |df |2xls
)
=
1
4
〈
ps,
D
Dl
pls
〉
+ 
(
1− 
2
)
γT∇Js|df |2xs
=
1
4b
〈ps, J˙s〉+ 
(
1− 
2
)
γT∇Js|df |2xs .
De (14.2.11), (14.2.17), (14.2.18), on tire le résultat. 
Comme dans [BL08, (14.3.3), (14.3.4)], pour s ∈ [0, 1], on pose
ϕs = s
2(3− 2s), ϕs = s2(−1 + s).(14.2.19)
Alors,
ϕ0 = ϕ
′
0 = 0, ϕ1 = 1, ϕ
′
1 = 0,(14.2.20)
ϕ0 = ϕ
′
0 = 0, ϕ1 = 0, ϕ
′
1 = 1.
Soit t > 0. L'application h 7→ (Jt/2b2 , b−1J˙t/2b2) est surjective. En eﬀet, pour (A,B) ∈
TxX ⊕ T̂ ∗xX ' Tx,pX ∗, s ∈ [0, t], il suﬃt de poser
JA,Bs = τ
0
s
(
ϕ2b2s/tA+
t
2b
ϕ2b2s/tB
)
.(14.2.21)
On désigne par hA,B· , $
A,B
· les objets correspondant. Posons
M(A,B) =
∫ t/2b2
0
(
1
4b
〈ps, J˙A,Bs 〉+ 
(
1− 
2
)
γT∇JA,Bs |df |2xs
)
ds+
∫ t/2b2
0
hA,Bs δws.
(14.2.22)
De (14.2.7), on tire que
(14.2.23)
E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∇τ0
t/2b2
(A,B)g(xt/2b2 , pt/2b2)
]
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
M(A,B)g(xt/2b2 , pt/2b2)
]
.
Soit e1, . . . , en une base orthonormale de TxX, et soit ê1, . . . , ên une base orthonormale
de T̂ ∗xX. Par (14.2.22), on pose
J i· = J
(ei,0)· , M
i = M(ei, 0), $
i
· = $
ei,0,(14.2.24)
Ĵ i· = J
(0,êi)
· , M̂
i = M(0, êi), $̂i· = $
0,êi .
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Soit U, V deux champs de vecteurs sur X. En identiﬁant (U, V ) au champ de vecteur
sur X ∗ par la connexion de Levi-Civita ∇TX .
Proposition 14.6. Pour g ∈ C∞c (X ∗), on a
(14.2.25) E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∇(U,V )g(xt/2b2 , pt/2b2)
]
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)
n∑
i=1
(〈
Uxt/2b2 , τ
0
t/2b2ei
〉
M i −
〈
∇TXJi
t/2b2
Uxt/2b2 , τ
0
t/2b2ei
〉
−
〈
Uxt/2b2 , τ
0
t/2b2$
i
t/2b2ei
〉
+
〈
Vxt/2b2 , τ
0
t/2b2 ê
i
〉
M̂ i −
〈
∇TX
Ĵi
t/2b2
Vxt/2b2 , τ
0
t/2b2 ê
i
〉
−
〈
Vxt/2b2 , τ
0
t/2b2$̂
i
t/2b2 ê
i
〉)]
.
Démonstration. On a
Ux· =
n∑
i=1
〈
Ux· , τ
0
· ei
〉
τ 0· ei, Vx· =
n∑
i=1
〈
Vx· , τ
0
· ê
i
〉
τ 0· ê
i.(14.2.26)
En procédant comme dans la démonstration du théorème 14.5, pour J = J i et pour la
fonction de test 〈Ux· , τ 0· ei〉g(x·, p·), on a
(14.2.27) E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∂
∂l
∣∣∣∣∣
l=0
(〈
Uxl
t/2b2
, τ 0,lt/2b2ei
〉
g(xlt/2b2 , p
l
t/2b2)
)]
=E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
〈Uxt/2b2 , τ 0t/2b2ei〉g(xt/2b2 , pt/2b2)M i
]
.
De plus,
∂
∂l
∣∣∣∣∣
l=0
g(xlt/2b2 , p
l
t/2b2) =∇τ0
t/2b2
eig(xt/2b2 , pt/2b2),(14.2.28)
∂
∂l
∣∣∣∣∣
l=0
〈Uxl
t/2b2
, τ 0,lt/2b2ei〉 =
〈
∇TXJi
t/2b2
Uxt/2b2 , τ
0
t/2b2ei
〉
+
〈
Uxt/2b2 , τ
0
t/2b2$
i
t/2b2ei
〉
.
De (14.2.26)-(14.2.28), en procédant de la même manière pour 〈Vx· , τ 0· êi〉g(x·, p·), on tire
le résultat. 
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Proposition 14.7. Pour q ∈]1,∞[, il existe Cq > 0 tel que pour T > 1, b > 0, b2T =
γ, t ∈ [1/T, 1], on a
max
06s6t/2b2
|ps| = max
06s6t/2b2
b−1|x˙s| 6 |p|+ max
06s6t/2b2
|ws|+ CT 3/2,(14.2.29)
max
06s6t/2b2
{
|JA,Bs |,
t
2b2
|J˙A,Bs |,
t2
4b2
|J¨A,Bs |
}
6 |A|+ t
2b
|B|,
‖M(A,B)‖Lq 6 CqT 3(1 + |p|2)(|A|+ |B|),∥∥∥∥ max06s6t/2b2 |$A,Bs |
∥∥∥∥
Lq
6 CqT 5/2 (1 + |p|) (|A|+ |B|) .
Démonstration. Les premières deux inégalités de (14.2.29) sont des conséquences
directes de (14.2.4), (14.2.21).
De (14.2.22), on tire que
|M(A,B)| 6 C
(
t
b3
max
06s6t/2b2
|ps||J˙A,Bs |+
tT
b2
max
06s6t/2b2
|JA,Bs |+
∣∣∣∣∣
∫ t/2b2
0
hA,Bs δws
∣∣∣∣∣
)
.
(14.2.30)
Par les premières deux inégalités de (14.2.29), et par l'inégalité de Doob [ReY99, Theo-
rem II.1.7] ∥∥∥∥ max06s6t/2b2 |ws|
∥∥∥∥
Lq
6 Cq
√
t/b,(14.2.31)
sous notre hypothèse sur b, t, T , pour q > 1, on a
(14.2.32)
∥∥∥∥ tb3 max06s6t/2b2 |ps||J˙A,Bs |
∥∥∥∥
Lq
6 1
b
(
|p|+ Cq
√
t
b
+ CT 3/2
)(
|A|+ t
2b
|B|
)
6 CqT 5/2(1 + |p|)(|A|+ |B|).
De même, on a ∥∥∥∥tTb2 max06s6t/2b2 |JA,Bs |
∥∥∥∥
Lq
6 tT
b2
(
|A|+ t
2b
|B|
)
6 CT 5/2(|A|+ |B|).(14.2.33)
Par l'inégalité de Burkholder-Davis-Gundy [ReY99, Theorem IV.4.1], on a
∥∥∥∥∥
∫ t/2b2
0
hA,Bs δws
∥∥∥∥∥
Lq
6 Cq
∥∥∥∥∥∥
(∫ t/2b2
0
∣∣hA,Bs ∣∣2 ds
)1/2∥∥∥∥∥∥
Lq
6 Cq
t1/2
b
∥∥∥∥ max06s6t/2b2 |hA,Bs |
∥∥∥∥
Lq
.
(14.2.34)
Par (14.2.6), on a
|hA,Bt | 6 Cb−1
(
|J¨A,Bt |+ |JA,Bt ||x˙t|2 + |JA,Bt |
)
.(14.2.35)
Des deux premières inégalités de (14.2.29) et de (14.2.34), (14.2.35), on tire que∥∥∥∥∥
∫ t/2b2
0
hA,Bs δws
∥∥∥∥∥
Lq
6 CqT 3
(
1 + |p|2) (|A|+ |B|).(14.2.36)
Par (14.2.30), (14.2.32), (14.2.33), (14.2.36), on obtient la troisième inégalité de (14.2.29).
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Par (14.2.13) et les deux premières inégalités de (14.2.29), on a
(14.2.37)
∥∥∥∥ max06s6t/2b2 |$A,Bs |
∥∥∥∥
Lq
6 C t
b2
∥∥∥∥ max06s6t/2b2 |x˙s||JA,Bs |
∥∥∥∥
Lq
6 C t
b
(
|p|+ Cq
√
t
b
+ CT 3/2
)(
|A|+ t
2b
|B|
)
6 CqT 5/2 (1 + |p|) (|A|+ |B|) ,
ce qui nous donne la dernière inégalité de (14.2.29) et termine la démonstration. 
Corollaire 14.8. Si (Ui, Vi)16i6k sont des champs de vecteurs C∞ sur X, il existe
une variable aléatoire M intégrable telle que
(14.2.38)
E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
∇(U1,V1) · · · ∇(Uk,Vk)g(xt/2b2 , pt/2b2)
]
= E
[
M exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
g(xt/2b2 , pt/2b2)
]
.
De plus, il existe r ∈ N tel que pour q ∈]1,∞[, il existe Cq > 0 tel que
‖M‖Lq 6 CqT r(1 + |p|2)r.(14.2.39)
Démonstration. En itérant (14.2.25), et par la proposition 14.7, on tire le résultat.

La preuve du théorème 14.4 dans le cas |p| > √T .
Proposition 14.9. Pour q ∈]1,∞[, il existe cq > 0 tel que pour t ∈ [1/T, 1], T >
T0, b
2T = γ, |p| > √T , on a∥∥∥∥∥exp
(
−1
8
∫ t/2b2
0
|ps|2ds
)∥∥∥∥∥
Lq
6 2 exp
(−cq|p|2) .(14.2.40)
Démonstration. Sous notre hypothèses sur b, t, T , pour t1 ∈]0, 1/(2γ)], on a t1 6
t/2b2. Alors, ∫ t/2b2
0
|ps|2ds >
∫ t1
0
|ps|2ds > t1 min
06s6t1
|ps|2.(14.2.41)
De (14.2.4), on tire que
min
06s6t1
|ps| > |p| − max
06s6t1
|ws| − Ct1T 1/2.(14.2.42)
On choisit t1 = min{1/(2γ), 1/(4C)}. Comme |p| >
√
T , par (14.2.42), sur l'ensemble
{max06s6t1 |ws| 6 |p|/4}, on a
min
06s6t1
|ps| > |p|/2.(14.2.43)
Par (14.2.41), (14.2.43), on a ∫ t/2b2
0
|ps|2ds > t1|p|2/4.(14.2.44)
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D'autre part, on sait que
P
[
max
06s6t1
|ws| > |p|/4
]
6 exp
(−c|p|2).(14.2.45)
De (14.2.44), (14.2.45), on tire que pour q ∈]1,∞[,∥∥∥∥∥exp
(
−1
8
∫ t/2b2
0
|ps|2ds
)∥∥∥∥∥
Lq
6 2 exp
(−cq|p|2) ,(14.2.46)
ce qui termine la preuve. 
Par le corollaire 14.8 et la proposition 14.9, pour (Ui, Vi)16i6k les champs de vecteurs
sur X, si |p| > √T , on a∣∣∣∣∫X ∗ qt,b,T (x, p, x′, p′)∇(U1,V1) · · · ∇(Uk,Vk)g(x′, p′)dvX ∗
∣∣∣∣ 6 C exp (−c|p|2) ‖g‖C0 .(14.2.47)
En procédant comme dans [B11, Theorem 12.7.4], c'est à dire en utilisant la propriété
de la transformation de Fourier, il est facile de déduire
qt,b,T (x, p, x
′, p′) 6 C exp
(−c|p|2) 6 C exp (−c′ (|p|2 + T)) .(14.2.48)
De plus, les dérivées de tous ordres en x′, p′ vériﬁent des estimations du même type. Par
l'argument dans [BL08, Section 14.4], c'est à dire, par variation des points départs, on
peut montrer que les dérivées de tous ordres en x, p vériﬁent des estimations du même
type, ce qui nous donne (14.2.2). D'autre part, qα,t,b,T (x, p, x
′, p′) et ses dérivées de tous
d'ordres vériﬁent des estimations similaires, ce qui nous donne (14.2.3) et termine la
démonstration du théorème dans le cas |p| > √T .
La preuve de (14.2.2) dans le cas |p| < √T . Par le corollaire 13.3, par (14.2.4) et par
t/2b2 > 1/(2γ), quitte à changer les constantes, si x /∈ U2, on a
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds > cT
∫ t/2b2
0
(|x˙s|2 + |df |2xs) ds > c′T.
(14.2.49)
En procédant comme (14.2.48), par le corollaire 14.8, et par (14.2.49), on trouve que
si x /∈ U2 et si |p| < T , il existe c > 0, C > 0, tels que
qt,b,T (x, p, x
′, p′) 6 C exp (−cT ) 6 C exp (−c′(T + |p|2)) .(14.2.50)
De plus, les dérivées de tous d'ordres vériﬁent des estimations similaires.
La preuve de (14.2.3) dans le cas |p| < √T . On suppose maintenant que x, x′ ∈ Uα,2.
Posons
τ1 = inf{t > 0;xt /∈ Uα,3}, τ2 = inf{t > τ1;xt ∈ Uα,2}.(14.2.51)
Sur l'ensemble {τ2 6 t/2b2}, on a
0 < τ1 < τ2 6 t/2b2, xτ1 /∈ Uα,3, xτ2 ∈ Uα,2.(14.2.52)
Par la proposition 13.2, on a∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds > cT.(14.2.53)
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Uα,2
Uα,3
xτ1
xτ2
x
x′
Figure 14.1. Les temps d'arrêt τ1, τ2.
Soit g ∈ C∞c (X ∗) tel que pi(Supp g) ⊂ Uα,2. Alors sur l'ensemble {τ1 6 t/2b2 < τ2},
on a
g(xt/2b2 , pt/2b2) = 0.(14.2.54)
Du corollaire 14.8 et (14.2.54), on tire que
(14.2.55) exp
(
− t
2b2
S,b,T
)
∇(U1,V1) · · · ∇(Uk,Vk)g(x, p)
= E
[
M exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
1τ1>t/2b2g(xt/2b2 , pt/2b2)
]
+ E
[
M exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
1τ26t/2b2g(xt/2b2 , pt/2b2)
]
.
Soit (xα· , p
α
· ) les objets correspondants à (x·, p·), quand on remplace X ∗ par R2n. Les
processus (xs, ps)06s6τ1 et (x
α
s , p
α
s )06s6τα1 sont de même loi. En identiﬁant g à une fonction
sur R2n, on trouve que
(14.2.56)∫
(x′,p′)∈pi−1(Uα,2)
(
qt,b,T (x, p, x
′, p′)− qα,t,b,T (x, p, x′, p′)
)∇(U1,V1) · · · ∇(Uk,Vk)g(x′, p′)dx′dp′
= E
[
M exp
(
−
∫ t/2b2
0
(
1
2
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
1τ26t/2b2g(xt/2b2 , pt/2b2)
]
−E
[
Mα exp
(
−
∫ t/2b2
0
(
1
2
|pαs |2 + 
(
1− 
2
)
γT |df |2xαs
)
ds
)
1τα2 6t/2b2g(x
α
t/2b2 , p
α
t/2b2)
]
.
De (14.2.39), (14.2.53), (14.2.56), si x, x′ ∈ Uα,2 et si |p| <
√
T , on tire que∣∣qt,b,T (x, p, x′, p′)− qα,t,b,T (x, p, x′, p′)∣∣ 6 C exp (−cT ) 6 C exp (−c′(T + |p2|)) .(14.2.57)
De plus, les dérivées de tous d'ordres vériﬁent des estimations similaires, ceci termine la
preuve du théorème 14.4. 
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14.3. Démonstration du théorème 14.1.
Démonstration du théorème 14.1. On désigne encore par τ t0 le transport pa-
rallèle de xt en x0 pour ∇F,u le long de la courbe x· qui est C1. Considérons l'équation
diﬀérentielle stochastique à valeurs dans End
(
Λ·(T ∗xX)⊗ Λ·(T̂xX)
)
⊗R End(Fx),
U˙t = −Utτ t0
(
1
2
〈
p
∣∣∣∣34 − 2γ∇TX∇f
∣∣∣∣ p〉+ −n+ 2NV2 − b2ω(∇F , gF )
(
δw
dt
)
− γ
2
ω(∇F , gF )(∇f)− b
2
4
〈
RTX(ei, ej)ek, el
〉
(ei − êi)(ej − êj)iek+êkiel+êl
− b2
( 〈
RTX(p, ei)p, ej
〉− T∇TX∇f(ei, ej) + 1
2
∇eiω
(∇F , gF ) (ej))
(ei − êi)iej+êj
)
xt,pt
τ 0t ,
(14.3.1)
U0 = 1.
Par la formule de Feymann-Kac, pour g ∈ C∞c (X ∗, pi∗(Λ·(T ∗X)⊗ Λ·(T̂X)⊗ F )), on a
(14.3.2) exp
(
− t
2
L,b,T
)
g(x, p)
= E
[
exp
(
−
∫ t/2b2
0
(
1
8
|ps|2 + 
(
1− 
2
)
γT |df |2xs
)
ds
)
Ut/2b2τ
t/2b2
0 g(xt/2b2 , pt/2b2)
]
.
Comme (14.0.1), on a 〈
p
∣∣∣∣14 − 2γ∇TX∇f
∣∣∣∣ p〉 > 0.(14.3.3)
On choisit T0 > 0 assez grand tel que
b2
∣∣〈RTX(p, ei)p, ej〉 (ei − êi)iej+êj ∣∣ 6 Cb2|p|2 6 Cγ|p|2/T0 6 |p|2/4.(14.3.4)
Par le même calcul de (8.2.7)-(8.2.14), pour q > 2, on trouve que∥∥Ut/2b2∥∥Lq 6 exp (cqt/2b2) 6 exp (c′qt0T) .(14.3.5)
En procédant comme dans la section 14.2, on trouve que les expressions à gauche de
(14.1.1), (14.1.2) sont majorées par
C exp
(−c (|p|2 + |p′|2 + T)+ c′t0T) .(14.3.6)
En choisant t0 > 0 assez petit, on obtient (14.1.1), (14.1.2), ceci termine la preuve du
théorème 14.1. 
15. Démonstration du théorème 10.6
Le but de cette section est de démontrer le théorème 10.6.
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On suppose que (gTX , gF , f) vériﬁent les hypothèses de la section 8.1. On ﬁxe γ >
0,  ∈]0, 1[ tels que 〈
p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(15.0.1)
On suppose que b > 0 et T > 0 sont tels que b2T = γ.
Cette section est organisée de la façon suivante. Dans la sous-section 15.1, on énonce
le résultat principal de cette section, d'où on tire le théorème 10.6.
Dans la sous-section 15.2, on montre que notre résultat est local sur X.
Dans la sous-section 15.3, on introduit un changement d'échelle sur les variables de
Cliﬀord qui est un analogue de la transformation de Getzler [Ge86]. On obtient aussi
un nouvel opérateur Mx,b,t,T .
Dans la sous-section 15.4, on calcule le développement de Taylor de Mx,b,t,T quand
t→ 0.
Dans la sous-section 15.5, on évalue des traces associées aux opérateurs qui appa-
raissent dans le développement précédent.
Dans la sous-section 15.6, on montre notre résultat principal hors de points critiques.
Dans la sous-section 15.7, on montre notre résultat principal au voisinage des points
critiques.
15.1. Une estimation uniforme sur Trs
[H
t−1/2T
T
exp
(−tL,bt1/4,t−1/2T/2)]. On pose
Mb,t,T = tL,bt1/4,t−1/2T . Par (8.2.21), on a
Mb,t,T =
√
t
2b2
(
−∆V + 〈p|1− 2γ∇TX∇f |p〉− n+ 2NV )+ (1− 
2
)
T 2|df |2
(15.1.1)
− t
3/4
b
(
∇F,up − (1− )t−1/2T∇V∇̂f +
1
2
ω(∇F , gF )(ei)∇Vêi +
bT
2t1/4
ω(∇F , gF )(∇f)
)
− t
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−
(
t〈RTX(p, ei)p, ej〉 − t1/2T∇TXei ∇ejf +
t
2
∇Feiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
On énonce le résultat principal de cette section.
Théorème 15.1. Il existe T0 > 0, C > 0 tels que pour t ∈]0, 1], T ∈
[√
tT0, 1/
√
t
]
, bT 2 =
γ, on a
∣∣∣∣∣Trs
[Ht−1/2T
T
exp
(
−1
2
Mb,t,T
)]
− 1√
t
∫
X
fαT 2/4 +
1
4
∫
X
θ(gF ,∇F )TβT 2/4
∣∣∣∣∣ 6 C√t.
(15.1.2)
Démonstration. La preuve de ce résultat sera donnée dans les sous-sections 15.2-
15.7. 
Remarque 15.2. On va montrer que le théorème 10.6 résulte du théorème 15.1. En
eﬀet, par (9.1.2), on a
Trs
[Ht−1/2T
T
r
(
1
2
Mb,t,T
)]
=
(
1 + 2
∂
∂a
) ∣∣∣∣∣
a=1
Trs
[Ht−1/2T
T
exp
(
−a
2
Mb,t,T
)]
.(15.1.3)
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Par (15.1.1), on a
aMb,t,T =Ma−1/4b,at,a1/2T .(15.1.4)
Alors,
(15.1.5) Trs
[Ht−1/2T
T
exp
(
−a
2
Mb,t,T
)]
= a1/2 Trs
[H(at)−1/2a1/2T
a1/2T
exp
(
−1
2
Ma−1/4b,at,a1/2T
)]
.
Quitte à changer les constantes, par le théorème 15.1, pour a ∈ [1/2, 3/2], on a
(15.1.6)
∣∣∣∣∣a1/2 Trs
[H(at)−1/2a1/2T
a1/2T
exp
(
−1
2
Ma−1/4b,at,a1/2T
)]
− 1√
t
∫
X
fαaT 2/4
+
a
4
∫
X
θ(F, gF )TβaT 2/4
∣∣∣∣∣ 6 C√t.
De (10.1.2) ou [BG01, (13.7),(13.9)], on tire que(
1 + 2
∂
∂a
) ∣∣∣∣
a=1
∫
X
fαaT 2/4 = mT ,(15.1.7) (
1 + 2
∂
∂a
) ∣∣∣∣
a=1
a
4
∫
X
θ(F, gF )TβaT 2/4 = −nT .
Comme dans la démonstration du théorème 10.5, de (9.1.4), (15.1.3), (15.1.5)-(15.1.7),
on tire le théorème 10.6.
15.2. Localisation du problème. On ﬁxe x ∈ X. Soit aX > 0 le rayon d'injectivité
deX. On choisit σ1 > 0 tel que σ1 < aX/4 et σ1 < σ0. Soit BX(x, 4σ1) la boule géodésique
de centre x et de rayon 4σ1 dans X, et BTxX(0, 4σ1) la boule euclidienne de centre 0 et de
rayon 4σ1 dans TxX. Pour y ∈ BTxX(0, 4σ1), u ∈]−1, 1[, soit expXx (uy) la géodésique issue
de x, de vitesse initiale y. Alors, BTxX(0, 4σ1) s'identiﬁe à BX(x, 4σ1) via l'application
expXx .
On désigne par dvX le volume riemannien de X associé à gTX , et soit dy le volume
riemannien de TxX associé à gTXx . Soit kx(y) ∈ C∞(BTxX(0, 4σ1),R∗+) tel que
dvX |expXx (y) = kx(y)dy.(15.2.1)
Alors, kx(0) = 1.
On trivialise le ﬁbré Λ·(T ∗X)⊗Λ·(T̂X) sur BX(x, 4σ1) par transport parallèle le long
de la géodésique radiale u ∈ [0, 1]→ uy pour ∇TX . L'espace total de T ∗X sur BX(x, 4σ1)
s'identiﬁe à BTxX(0, 4σ1)× T̂ ∗xX. On trivialise F sur BX(x, 4σ1) par la connexion plate
∇F .
Soit ρ une fonction C∞ sur TxX à valeurs dans [0, 1] telle que
ρ(y) =
{
1, si |y| 6 2σ1;
0, si |y| > 3σ1.(15.2.2)
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Posons (
gTxXρ
)
y
= ρ(y)gTyX + (1− ρ(y))gTxX , (gFxρ )y = ρ(y)gFy + (1− ρ(y))gFx .(15.2.3)
Si x /∈ U2, on pose
∇TX∇fρ = ρ∇TX∇f, |df |2ρ = ρ|df |2 + (1− ρ), ∇fρ = ρ∇f.(15.2.4)
Si x ∈ Uα,2, on pose
∇TX∇fρ,y = ∇TX∇fαx+y, |df |2ρ,y = |dfα|2x+y, ∇fρ,y = ∇fαx+y.(15.2.5)
Alors, (TxX, gTxXρ ) est une variété riemannienne, et Fx est un ﬁbré trivial sur TxX
muni de la métrique gFxρ . On peut appliquer la construction de la section 3.2. SoitMx,b,t,T
l'opérateur du type Mb,t,T associé à (TxX, gTxXρ , Fx, gFxρ ), où la partie contenant f est
remplacée par le terme correspondant d'indice ρ. Pour simpliﬁer, on n'écrit pas explici-
tement l'indice ρ sauf pour les termes contenant f . De (15.1.1), on a
Mx,b,t,T =
√
t
2b2
(−∆V + 〈p|1− 2γ∇TX∇fρ|p〉 − n+ 2NV )+ (1− 
2
)
T 2|df |2ρ
(15.2.6)
− t
3/4
b
(
∇F,up − (1− )t−1/2T∇V∇̂fρ +
1
2
ω(∇F , gF )(ei)∇Vêi +
bT
2t1/4
ω(∇F , gF )(∇fρ)
)
− t
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−
(
t〈RTX(p, ei)p, ej〉 − t1/2T∇TXei ∇ejfρ +
t
2
∇Feiω
(∇F , gF ) (ej))(ei − êi)iej+êj .
AlorsMx,b,t,T coïncide avecMb,t,T sur BTxX(0, 2σ1)× T̂ ∗xX. De plus,Mxα,b,t,T coïncide avec
l'opérateur modèle correspondant.
On pose
M,′b,t,T = Kb/t1/4Mb,t,TKt1/4/b, Mx,,′b,t,T = Kb/t1/4Mx,b,t,TKt1/4/b.(15.2.7)
On désigne par P ,′b,t,T (x, p, x
′, p′) le noyau C∞ de exp(−M,′b,t,T/2) par rapport à dvX ∗ ,
et on désigne par P x,,′b,t,T (y, p, y
′, p′) le noyau C∞ de exp(−Mx,,′b,t,T/2) par rapport à dydp.
Théorème 15.3. Il existe T0 > 0, c > 0, C > 0, tels que pour t ∈]0, 1], T ∈
[
√
tT0, 1/
√
t], b2T = γ, si (x, p), (x′, p′) ∈ X ∗, y′ ∈ BTxX(0, σ1), tels que x′ = expXx (y′),
on a ∣∣∣P t,′b,T (x, p, x′, p′)− P x,t,′b,T (0, p, y′, p′)kx(y′)∣∣∣ 6 C exp (−c|p|2 − c/t).(15.2.8)
De plus, leur dérivées de tous ordres vériﬁent des estimations similaires.
Démonstration. La preuve est semblable à la preuve du théorème 14.4. Considé-
rons l'équation diﬀérentielle stochastique
x˙s =
√
tps, x0 = x,(15.2.9)
p˙s =
√
t
b2
τ 0s w˙s − (1− )
√
tT
b2
∇fxs , p0 = p,
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et
V˙s =− Vsτ s0
(〈
p|1/4− γ∇TX∇f |p〉+ √t
2b2
(−n+ 2NV )− t
3/4
2b
ω(∇F , gF )
(
δw
dt
)
− 
√
tT
2
ω(∇F , gF )(∇f)− t
4
〈RTX(ei, ej)ek, el〉(ei − êi)(ej − êj)iek+êkiel+êl
−√t
(
b2〈RTX(p, ei)p, ej〉 − T∇TX∇f(ei, ej) +
√
t
2
∇Feiω
(∇F , gF ) (ej))
(ei − êi)iej+êj
)
xs,ps
τ 0s ,
(15.2.10)
V0 = 1.
Par la formule de Feymann-Kac, pour g ∈ C∞c (X ∗, pi∗(Λ·(T ∗X)⊗ Λ·(T̂ ∗X)⊗ F )), on a
(15.2.11) exp
(
−1
2
M,′b,t,T
)
g(x, p)
= E
[
exp
(
−1
4
∫ 1/2
0
|ps|2ds− 
(
1− 
2
)
T 2
∫ 1/2
0
|df |2xsds
)
V1/2τ
1/2
0 g(x1/2, p1/2)
]
.
Comme t ∈]0, 1], T ∈ [√tT0, 1/
√
t], b2T = γ, tous les coeﬃcients dans (15.2.10) sont
bornés sauf le terme contenant
√
tb2〈RTX(ei, p)p, ej〉. Comme
√
tb2 = γ
√
t/T 6 γ/T0, en
choisissant T0 assez grand, ce terme est dominé par |p|2/4. Alors, par la même démons-
tration que dans (8.2.7)-(8.2.14), pour q > 2, on trouve que∥∥V1/2∥∥Lq 6 Cq.(15.2.12)
On suppose d'abord que |p| > 1/√t. Or T 6 1/√t. Comme dans la démonstration
de la proposition 14.9, en comparant sup06s61/2 |ws| et |p|, on trouve que∥∥∥∥∥exp
(
−1
4
∫ 1/2
0
|ps|2ds
)∥∥∥∥∥
Lq
6 2 exp
(−cq|p|2) 6 2 exp(−c′q (|p|2 + 1t
))
.(15.2.13)
On suppose maintenant que |p| < 1/√t. On pose
τ3 = inf{t > 0;xt /∈ BXx,2σ1}, τ4 = inf{t > τ3;xt ∈ BXx,σ1}.(15.2.14)
Comme sur l'ensemble {τ4 6 1/2}, dX(xτ3 , xτ4) > σ1 > 0, par la proposition 13.1 et par
(15.2.9), on a ∫ 1/2
0
|ps|2ds > 1
t
∫ 1/2
0
|x˙s|2ds > c
t
> c′(1
t
+ |p|2),(15.2.15)
ce qui nous donne (15.2.13) dans le cas |p| < 1/√t et {τ4 6 1/2}.
De (15.2.12), (15.2.13), (15.2.15), comme M,′b,t,T et Mx,,′b,t,T sont de même type et
coïncident sur BTxX(0, 2σ1) × T̂ ∗xX, en raisonnant comme dans la démonstration du
théorème 14.4, on obtient le résultat. 
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15.3. Changement d'échelle et transformation de Getzler. Posons
Ia : u(y, p) ∈ Ω·(TxX × T̂ ∗xX,Fx)→ u(ay, p) ∈ Ω·(TxX × T̂ ∗xX,Fx).(15.3.1)
Notons que Ia n'agit pas sur la partie forme.
On pose
M̂x,b,t,T = Kb−1t1/4Mx,b,t,TKbt−1/4 , M̂
x,
b,t,T = It/b2M̂x,b,t,T Ib2/t.(15.3.2)
Alors, on a
exp
(
−1
2
M̂x,b,t,T
)
(0, p, 0, p) =
b2n
tn
exp
(
−1
2
M̂x,b,t,T
)
(0, p, 0, p).(15.3.3)
Soit e1 . . . , en (resp. ê1, . . . , ên) une base orthonormale T ∗xX (resp. T̂xX). On intro-
duit T ∗xX, T̂ ∗xX deux autres copies de T
∗
xX. Soit e
1, . . . , en (resp. ê1, . . . , ên) une base
orthonormale de T ∗xX(resp. T̂ ∗xX).
Soit Mx,b,t,T l'opérateur obtenu, à partir de M̂
x,
b,t,T , par les substitutions :
 ei est remplacé par ei + êi ;
 êi inchangé ;
 iei est remplacé par iei + e
i/
√
t− b2êi/√t
 iêi est remplacé par iêi − iei + b2êi/
√
t
On note ϑ l'opérateur substitution. On remarque que les relations de commutation évi-
dents sont inchangées par ϑ. SoitA laR-algèbre engendrée par ei,êj, ei, êj, iei , iêj . On écrit
les éléments de A comme une combinaison linéaire de monômes en les ei, êj,ei ,̂ej,iei ,iêj
tels que les iei , iêj apparaissent à droite des e
i, êj, e
i, êj. Soit T̂rs la forme linéaire sur A
à valeurs dans R qui s'annule sur tous les monômes sauf sur le monôme
∏
16i6n e
iêie
iêi
à permutation près, et qui est telle que
T̂rs
[ ∏
16i6n
eiêie
iêi
]
= 1.(15.3.4)
On prolonge T̂rs en une forme linéaire sur A⊗REnd(Fx) à valeurs dans C de la manière
habituelle.
Proposition 15.4. On a
Trs
[
exp
(
− M̂x,b,t,T
)
(0, p, 0, p)
]
=
(
− t
b2
)n
T̂rs
[
exp
(
−Mx,b,t,T
)
(0, p, 0, p)
]
.(15.3.5)
Démonstration. Par la construction de Mx,b,t,T , on a
exp
(
−Mx,b,t,T
)
(0, p, 0, p) = ϑ exp
(
− M̂x,b,t,T
)
(0, p, 0, p).(15.3.6)
De plus, on a
T̂rs
[
ϑ
n∏
i=1
(eiiei êiiêi)
]
=
(
−b
2
t
)n
Trs
[
n∏
i=1
eiiei êiiêi
]
,(15.3.7)
De (15.3.6), (15.3.7), on obtient le résultat. 
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15.4. Développement de Taylor de l'opérateur Mx,b,t,T . Soit Γ
TX,ρ,ΓF,u,ρ les
formes de connexions associées aux connexions correspondes ∇TX,ρ,∇F,u,ρ dans les tri-
vialisations précédentes. Pour U ∈ TxX, on note τyU le transport parallèle le long
u ∈ [0, 1]→ uy.
Si e ∈ TxX, ∇He désigne l'opérateur de dérivation correspondant. De (15.2.6), on tire
que
Mx,b,t,T =−
1
2
∆V +
t
2b4
〈p|1− 2γ∇TX∇fρ,ty/b2 |p〉 −
√
t
2b2
n+ êi
(√
t
b2
iêi−ei + ê
i
)(15.4.1)
+ 
(
1− 
2
)
T 2|df |2ρ,ty/b2 −∇Hτty/b2p +
t
b2
∇VΓTX
ty/b2
(τty/b2p)p
− t
b2
ΓF,uty/b2(τty/b2p)
− t
b2
〈
ei,Γ
TX
ty/b2(τty/b2p)ej
〉 (
ei + êi
)(
iej +
ej − b2êj√
t
)
+ (1− )T∇V∇fρ,ty/b2
−
√
t
2
ω(∇F , gF )ty/b2(τty/b2ei)∇Vêi −

√
tT
2
ω(∇F , gF )ty/b2(τty/b2∇fρ,ty/b2)
− t
4
〈
RTXty/b2(τty/b2ei, τty/b2ej)ek, el
〉
eiej
(
iêk +
ek√
t
)(
iêl +
el√
t
)
−
(
t3/2
b2
〈
RTXty/b2(τty/b2p, τty/b2ei)p, ej
〉
−√tT∇TX∇fρ,ty/b2(τty/b2ei, τty/b2ej)
+
t
2
∇Feiωty/b2(∇F , gF )(τty/b2ej)
)
ei
(
iêj +
ej√
t
)
.
Posons
Mx,b,0,T =−
1
2
∆V −∇Hp + 
(
1− 
2
)
T 2|df |2x + (1− )T∇V∇fx + êiêi(15.4.2)
− 1
4
〈RTXx (ei, ej)ek, el〉eiejekel + T∇TX∇fx(ei, ej)eiej,
Nx,b,0,T =−
n
2b2
− 1
2
ω(∇F , gF )x(ei)∇Vêi −
T
2
ω(∇F , gF )x(∇fx)
+
1
b2
êiiêi−ei −
1
4
〈RTXx (ei, ej)ek, el〉eiej(iêkel + ekiêl)
+ T∇TX∇fx(ei, ej)eiiêj − 1
2
∇TXei ω(∇F , gF )x(ej)eiej.
Alors on a
Mx,1b,0,T = exp (−(1− )T∇pfx)Mx,b,0,T exp ((1− )T∇pfx) ,(15.4.3)
Nx,1b,0,T = exp (−(1− )T∇pfx)Nx,b,0,T exp ((1− )T∇pfx) .
On pose
Rb,t,T = M
x,
b,t,T −Mx,b,0,T −
√
tNx,b,0,T .(15.4.4)
Proposition 15.5. Quand t→ 0, il existe k ∈ N tel que
Rb,t,T = O(t)
(
1 + |y|2 + |p|2 + T +∇H +∇V )k .(15.4.5)
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Démonstration. Par [BZ92, (13.18)], on a
τye = e+O(|y|2).(15.4.6)
De plus, on a
ΓTXy = O(1), ΓF,uy = O(1).(15.4.7)
De la formule de Taylor et de (15.4.1), (15.4.6) et (15.4.7), on tire le résultat. 
15.5. Évaluation des traces associée à Mx,b,0,T ,N
x,
b,0,T . Pour α ∈ Λ·(T ∗xX) ⊗
o(TxX), on désigne par αmax ∈ o(TxX) tel que αmax
∏n
i=1 e
i soit le terme maximal de α.
Pour β ∈ Λ·(T ∗xX), on désigne par β l'élément correspondant dans Λ·(T ∗xX), et on dé-
signe par
∫ B pour l'intégrale de Berezin dans les variables grassmanniennes de Λ·(T ∗xX).
On note par · · · des monômes tels que T̂rs s'annulent sur eux.
Proposition 15.6. On a∫
p∈Rn
T̂rs
[
exp
(
−1
2
Mx,1b,0,T
)
(0, p, 0, p)
]
dp = (−1)n [αT 2/4]max .(15.5.1)
Démonstration. De (15.4.2), on tire que
(15.5.2) exp
(
−1
2
Mx,1b,0,T
)
= exp
(
1
4
∆V +
1
2
∇Hp
)
exp
(
− êiê
i
2
)
exp
(
−T
2
4
|df |2 + 1
8
〈RTX(ei, ej)ek, el〉eiejekel − T
2
∇TX∇f(ei, ej)eiej
)
.
Par [BL08, Proposition 4.11.2], on a∫
p∈Rn
exp
(
1
4
∆V +
1
2
∇Hp
)
(0, p, 0, p)dp =
(
2√
pi
)n
.(15.5.3)
On a
exp
(
−
n∑
i=1
êiê
i
2
)
=
n∏
i=1
(
1− êiê
i
2
)
=
(
−1
2
)n n∏
i=1
êiê
i + · · · .(15.5.4)
Par (5.1.1), (15.3.4), pour α ∈ Λ·(T ∗xX)⊗ Λ·(T ∗xX), on a
T̂rs
[
α
n∏
i=1
êiê
i
]
= pin/2
[∫ B
α
]max
.(15.5.5)
De (5.2.9), (15.5.2)-(15.5.5), on tire le résultat. 
Proposition 15.7. On a
(15.5.6)
∫
p∈T ∗xX
T̂rs
[∫ 1
0
exp
(
−(1− a)
2
Mx,1b,0,T
)
Nx,1b,0,T exp
(
−a
2
Mx,1b,0,T
)
da
]
(0, p, 0, p)dp
=
(−1)n−1
2
[
dX
(∫ B
θ(∇F , gF )(∇f)∗ exp(−AT 2/4)
)]max
.
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Démonstration. On pose
N1 = − 1
b2
êiiei −
1
4
〈RTXx (ei, ej)ek, el〉eiej(iêkel + ekiêl) + T∇TX∇fx(ei, ej)eiiêj ,(15.5.7)
N2 = − n
2b2
+
1
b2
êiiêi ,
N3 = −1
2
ω(∇F , gF )x∇Vêi ,
N4 = −T
2
ω(∇F , gF )x(∇fx)− 1
2
∇TXei ω(∇F , gF )x(ej)eiej.
Alors,
Nx,1b,0,T = N1 +N2 +N3 +N4.(15.5.8)
On va d'abord montrer que N1, N2, N3 ne contribuent pas à (15.5.6).
Par (15.5.2), on sait que
exp
(
−a
2
Mx,1b,0,T
)
∈
⊕
16i6n,16j6n
Λi(T ∗xX)⊗ Λj(T̂xX)⊗ Λi(T ∗xX)⊗ Λj(T̂ ∗xX).(15.5.9)
Or N1 envoie Λi(T ∗xX) ⊗ Λj(T̂xX) ⊗ Λi(T ∗xX) ⊗ Λj(T̂ ∗xX) à
⊕
i 6=i′ ou j 6=j′ Λ
i(T ∗xX) ⊗
Λj(T̂xX)⊗ Λi′(T ∗xX)⊗ Λj′(T̂ ∗xX) , on trouve que
T̂rs
[
exp
(
−(1− a)
2
Mx,1b,0,T
)
N1 exp
(
−a
2
Mx,1b,0,T
)]
= 0.(15.5.10)
On a
exp
(
−(1− a)
n∑
i=1
êiê
i
2
)
êjiêj exp
(
−a
n∑
i=1
êiê
i
2
)
(15.5.11)
= exp
(
−
∑
i 6=j
êiê
i
2
)(
1− (1− a) êj ê
j
2
)
êjiêj
(
1− aêj ê
j
2
)
= a exp
(
−
∑
i 6=j
êiê
i
2
)(
− êj ê
j
2
)
+ · · ·
= a exp
(
−
∑
i 6=j
êiê
i
2
)(
1− êj ê
j
2
)
+ · · ·
= a exp
(
−
n∑
i=1
êiê
i
2
)
+ · · · .
Alors
T̂rs
[∫ 1
0
exp
(
−(1− a)
2
Mx,1b,0,T
)(
− n
2b2
+
1
b2
êiiêi
)
exp
(
−a
2
Mx,1b,0,T
)
da
]
= 0.(15.5.12)
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Comme l'opérateur de Kolomogorov 1
2
∆V +∇Hp est invariant par x → −x, p → −p,
alors
exp
(
(1− a)
2
(
1
2
∆V +∇Hp
))
∇Vêi exp
(
a
2
(
1
2
∆V +∇Hp
))
(0, p, 0, p)(15.5.13)
est une fonction impaire en p. La contribution de N3 est donc nulle.
En ﬁn, on a
T̂rs
[∫ 1
0
exp
(
−(1− a)
2
Mx,1b,0,T
)
N4 exp
(
−a
2
Mx,1b,0,T
)
da(0, p, 0, p)
](15.5.14)
=T̂rs
[
N4 exp
(
−1
2
Mx,1b,0,T
)
(0, p, 0, p)
]
=− 1
2
T̂rs
[(
Tθ(∇F , gF )(∇f) +∇TXei θ(∇F , gF )(ej)eiej
)
exp
(
−1
2
Mx,1b,0,T
)
(0, p, 0, p)
]
.
En procédant comme dans la démonstration de la proposition 15.6, on trouve que
∫
p∈T ∗xX
T̂rs
[(
Tθ(∇F , gF )(∇f) +∇TXei θ(∇F , gF )(ej)eiej
)
exp
(
−1
2
Mx,1b,0,T
)
(0, p, 0, p)
]
dp
(15.5.15)
= (−1)n
[∫ B (
Tθ(∇F , gF )(∇f) +∇TXei θ(∇F , gF )(ej)eiej
)
(∇f)∗ exp(−AT 2/4)
]max
.
Soit ∇TX la connexion correspondante sur Λ·(T ∗X) associée à ∇TX . Par (5.2.5) ou
par [BZ92, Theorem 3.2, Equation (13.34)], on a∫ B (
Tθ(∇F , gF )(∇f) +∇TXei θ(∇F , gF )(ej)eiej
)
(∇f)∗ exp(−AT 2/4)(15.5.16)
=
∫ B (
∇TX + iT∇f
) (
θ(∇F , gF )(∇f)∗ exp(−AT 2/4)
)
=dX
(∫ B
θ(∇F , gF )(∇f)∗ exp(−AT 2/4)
)
.
Par (15.5.14)-(15.5.16), on a le résultat. 
15.6. Des estimations uniformes sur exp
(−1
2
Mx,b,t,T
)
(0, p, 0, p) pour x /∈ U2.
Théorème 15.8. Il existe C > 0, c > 0, tels que pour t ∈]0, 1], T ∈ [T0
√
t, 1/
√
t ],
b2T = γ, si x /∈ U2, p ∈ T̂ ∗xX, on a∣∣∣∣exp(− 12Mx,b,t,T)(0, p, 0, p)
∣∣∣∣ 6 C exp (−c|p|2/3 − cT 2).(15.6.1)
Démonstration. On va montrer notre théorème par la même méthode que dans
la démonstration de [BL08, Theorem 4.10.1].
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Posons
(15.6.2) Sx,b,t,T = −
1
2
∆V +
t
4b4
|p|2 −∇Hτty/b2p +
t
b2
∇VΓTX
ty/b2
(τty/b2p)p
+ 
(
1− 
2
)
T 2|df |2ρ,ty/b2 + (1− )T∇V∇fρ,ty/b2 .
On va montrer d'abord qu'il existe c > 0, C > 0, tels que∣∣∣∣exp(−12Sx,b,t,T
)
(0, p, 0, p)
∣∣∣∣ 6 C exp (−c|p|2/3 − cT 2).(15.6.3)
Pour (TxX, It/b2gTxXx ), on considère l'équation diﬀérentielle stochastique associée
y˙s = ps, y0 = 0,(15.6.4)
p˙s = τ
0
s w˙s − (1− )Tτ 0s∇fρ,ty/b2 , p0 = p.
On remarque que τ 0s dépend de t/b
2. Pour g ∈ C∞c (TxX × T̂ ∗xX), on a
(15.6.5) exp
(
−1
2
Sx,b,t,T
)
g(0, p) =
E
[
exp
(
− t
4b4
∫ 1/2
0
|ps|2ds− 
(
1− 
2
)
T 2
∫ 1/2
0
|df |2ρ,tys/b2ds
)
g(y1/2, p1/2)
]
.
Comme x /∈ U2, on a |df |ρ > c > 0. Alors,∣∣∣∣exp(−12Sx,b,t,T
)
g(0, p)
∣∣∣∣ 6 e−cT 2E
[
exp
(
− t
4b4
∫ 1/2
0
|ps|2ds
)∣∣g(y1/2, p1/2)∣∣] .(15.6.6)
Soit C1 > 0. Si |p| 6 C1T , de (15.6.6), on a∣∣∣∣exp(−12Sx,b,t,T
)
g(0, p)
∣∣∣∣ 6 exp (−cT 2) ‖g‖C0 6 exp (−c′T 2 − c′|p|2) ‖g‖C0 .(15.6.7)
Par la même méthode que dans la démonstration du théorème 14.4, on trouve (15.6.3).
Soit C2 > 0. Pour |p| > C2b2/t et pour b, t, T comme dans le théorème, on a t/b4 6 C
et |p| > cT . En comparant |p| et sup06s61/2 |ws|, on trouve que∥∥∥∥∥exp
(
− t
4b4
∫ 1/2
0
|ps|2ds
)∥∥∥∥∥
Lq
6 C exp
(
−cq t
b4
|p|2
)
.(15.6.8)
De plus,
t
b4
|p|2 > C t
b4
(
b2
t
)4/3
|p|2/3 > C ′
(
T√
t
)2/3
|p|2/3 > C ′ (T0)2/3 |p|2/3,(15.6.9)
ce qui nous donne (15.6.3) dans le cas |p| > C2b2/t.
On remarque que dans les deux cas précédents, C1 et C2 peuvent être choisis arbi-
trairement. Dans la suite, on va montrer (15.6.3) pour C1T < |p| < C2b2/t avec C1, C2
bien choisis.
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Par (15.6.4), on a
y1/2 =
∫ 1/2
0
y˙sds =
∫ 1/2
0
psds,(15.6.10)
pt = τ
0
t
(
p+ wt − (1− )T
∫ t
0
∇fρ,tys/b2ds
)
.
Or gTxXx diﬀère g
TX
x sur un compact, et or τ
0
s est orthogonale pour g
TxX
x,tys/b2
, on a
|τ 0s | 6 C.(15.6.11)
De (15.6.10), (15.6.11), on tire
|y1/2|+ cT + c sup
06s61/2
|ws| > 1
2
inf
06s61/2
|τ 0s p|.(15.6.12)
D'autre parte, par la trivialisation qu'on a choisi, on a
τ˙ 0s +
t
b2
ΓTXtys/b2(y˙s)τ
0
s = 0.(15.6.13)
Alors,
τ 0s p = p−
t
b2
∫ s
0
ΓTXtys/b2(y˙s)τ
0
s p ds,(15.6.14)
De (15.6.4), (15.6.11), on tire
inf
06s61/2
|τ 0s p| > |p| − C
t
b2
sup
06s61/2
|y˙s||τ 0s p| > |p|
(
1− C ′ t
b2
sup
06s61/2
|ps|
)
.(15.6.15)
Par (15.6.12), (15.6.15), on a
|y1/2|+ cT + c sup
06s61/2
|ws| > 1
2
|p|
(
1− C ′ t
b2
sup
06s61/2
|ps|
)
.(15.6.16)
De plus, par (15.6.10), (15.6.11), on a
sup
06s61/2
|ps| 6 |p|+ C sup
06s61/2
|ws|+ CT.(15.6.17)
De (15.6.16), (15.6.17), on tire
|y1/2|+ C
(
1 +
t
b2
|p|
)
(T + sup
06s61
|ws|) >
(
1− C ′ t
b2
|p|
)
|p|.(15.6.18)
Si C1 > 0 assez grand, C2 > 0 assez petit, pour C1T < |p| < C2b2/t, il existe C ′′ > 0, tel
que
|y1/2|+ sup
06s61/2
|ws| > C ′′|p|.(15.6.19)
Si Supp g ⊂ BTxX(0, C ′′|p|/2)× T̂ ∗xX, on a∥∥g(y1/2, p1/2)∥∥Lq 6 P
[
sup
06s61/2
|ws| > C ′′|p|/2
]1/q
‖g‖C0 6 Ce−cq |p|2‖g‖C0 .(15.6.20)
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De (15.6.6), (15.6.20), par la même démonstration que dans la démonstration du théo-
rème 14.4, on trouve (15.6.3) dans le cas C1T < |p| < C2b2/t, et on termine la démons-
tration de (15.6.3).
On retourne à la démonstration de (15.6.1). D'abord, sous notre hypothèse sur b, t, T ,
les termes qui ne contiennent pas de la variable p sont bornés. De plus, grâce aux esti-
mations ∣∣∣∣ tb2 ΓF,uty/b2(τty/b2p)
∣∣∣∣ 6 c tb2 |p| 6 14C tb4 |p|2 + C ′t,(15.6.21) ∣∣∣∣√tb2 ΓTXty/b2(τty/b2p)
∣∣∣∣ 6 c√tb2 |p| 6 14C tb4 |p|2 + C ′,
à l'exception des termes
√
t
〈
ei,Γ
TX
ty/b2(τty/b2p)ej
〉
(ej + êj )̂e
i,
t
b2
〈
RTXty/b2(τty/b2p, ei)τty/b2p, ej
〉
eiej,(15.6.22)
la norme des termes contenant p est majorée par C+ t|p|2/4b4C. Leur contribution dans
le noyau de la chaleur sont absorbée dans exp(−t ∫ 1/2
0
|ps|2ds/4b4).
Il nous reste à traiter les termes dans (15.6.22). Soit κ > 1. D'après changement
d'échelle sur les variables grassmaniennes
ei → κ−1ei, êi → κ−1êi,(15.6.23)
la contribution de (15.6.22) dans le noyau de la chaleur est majorée par
exp
(
c
√
t
κ
∫ 1/2
0
|ps|ds+ ct
κb2
∫ 1/2
0
|ps|2ds
)
6 C exp
(
ct
κ
(
1 +
1
b2
)∫ 1/2
0
|ps|2ds
)
.
(15.6.24)
On prend κ > 0 tel que
c
κ
(
1 +
1
b2
)
=
1
8b4
.(15.6.25)
Le membre de droite de (15.6.24) est donc majoré par
C exp
(
t
8b4
∫ 1/2
0
|ps|2ds
)
,(15.6.26)
qui est absorbé dans exp(−t ∫ 1/2
0
|ps|2ds/4b4).
De plus, la contribution de (15.6.23) est absorbée dans exp(−c|p|2/3 − cT 2). Ceci
termine la démonstration. 
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Théorème 15.9. Il existe C > 0, c > 0 tels que pour x /∈ U2, bT 2 = γ, t ∈]0, 1], T ∈[√
tT0, 1/
√
t
]
, on a
(15.6.27)
∣∣∣∣∣ exp
(
−1
2
Mx,b,t,T
)
(0, p, 0, p)− exp
(
−1
2
Mx,b,0,T
)
(0, p, 0, p)
−
√
t
2
∫ 1
0
exp
(
−(1− a)
2
Mx,b,0,T
)
Nx,b,0,T exp
(
−a
2
Mx,b,0,T
)
da(0, p, 0, p)
∣∣∣∣∣
6 Ct exp
(−c|p|2/3 − cT 2) .
Démonstration. Utilisant la formule de Duhamel deux fois et par (15.4.4), on a
exp
(
−1
2
Mx,b,t,T
)
= exp
(
−1
2
Mx,b,0,T
)
(15.6.28)
− 1
2
∫ 1
0
exp
(
−(1− a)
2
Mx,b,0,T
)(√
tNx,b,0,T +R
x,
b,t,T
)
exp
(
−a
2
Mx,b,0,T
)
da
+
1
4
∫
06a06a161
exp
(
−a0
2
Mx,b,t,T
)(√
tNx,b,0,T +R
x,
b,t,T
)
exp
(
−a1 − a0
2
Mx,b,0,T
)
(√
tNx,b,0,T +R
x,
b,t,T
)
exp
(
−1− a1
2
Mx,b,0,T
)
da0da1.
On va d'abord montrer que
(15.6.29)
∣∣∣∣∫ 1
0
exp
(
−(1− a)
2
Mx,b,0,T
)
Rx,b,t,T exp
(
−a
2
Mx,b,0,T
)
da(0, p, 0, p)
∣∣∣∣
6 Ct exp
(−c|p|2/3 − cT 2).
Soit (y·, p·) la solution de l'équation diﬀérentielle stochastique (15.6.4) avec t = 0. Si
a ∈ [1/2, 1], par la proposition 15.5 et par la même méthode que dans la démonstration
du corollaire 14.8, en utilisant le calcul des variations stochastique comme en (14.2.21)
sur [(1− a)/2, 1/2], il existe une variable aléatoire intégrable M telle que
exp
(
−(1− a)
2
Mx,b,0,T
)
Rx,b,t,T exp
(
−a
2
Mx,b,0,T
)
g(0, p) = tE[Mg(y1/2, p1/2)].(15.6.30)
De plus, pour q ∈]2,∞[, il existe Cq > 0, k ∈ N tels que
‖M‖Lq 6 Cq (1 + |p|+ T )k .(15.6.31)
Alors, par la même méthode que dans la démonstration du théorème 15.8, pour a ∈
[1/2, 1], on a
(15.6.32)
∣∣∣∣exp(−(1− a)2 Mx,b,t,T
)
Rx,b,t,T exp
(
−a
2
Mx,b,0,T
)
(0, p, 0, p)
∣∣∣∣
6 Ct exp
(−c|p|2/3 − cT 2) .
De même, si a ∈ [0, 1/2], en utilisant le calcul des variations stochastique sur [0, (1−
a)/2], on trouve que (15.6.32) reste vrais. Alors, on a (15.6.29).
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Il reste à montrer que
(15.6.33)
∣∣∣∣∣ exp(−a02 Mx,b,t,T)(√tNx,b,T +Rx,b,t,T) exp
(
−a1 − a0
2
Mx,b,0,T
)
(√
tNx,b,T +R
x,
b,t,T
)
exp
(
−1− a1
2
Mx,b,0,T
)
(0, p, 0, p)
∣∣∣∣∣ 6 Ct exp (−c|p|2/3 − cT 2).
On déﬁnit le processus (ys, ps)06s61/2 tel que sur s ∈ [0, a0/2], il est solution de (15.6.4)
issue de (0, p) et sur s ∈ [a0/2, 1/2], il est solution de (15.6.4) avec t = 0 issue de
(ya0/2, pa0/2).
On a soit a0 6 1/3, ou bien a1 − a0 6 1/3, et enﬁn 1− a1 6 1/3.
Premièrement, si a1 − a0 > 1/3, en utilisant le calcul des variations sur [a0, a1], par
le même argument, on trouve (15.6.33).
Deuxièmement, si a0 > 1/3. On a[
∆V
2
+∇Hp ,∇V
]
= −∇H ,
[
∆V
2
+∇Hp ,∇H
]
= 0.(15.6.34)
De la formule de Campbell-Hausdorﬀ, on tire que
exp
(
−a1 − a0
2
Mx,b,0,T
)
∇V =
(
∇V − a1 − a0
2
∇H
)
exp
(
−a1 − a0
2
Mx,b,0,T
)
(15.6.35)
exp
(
−a1 − a0
2
Mx,b,0,T
)
∇H = ∇H exp
(
−a1 − a0
2
Mx,b,0,T
)
.
Par la proposition 15.5 et par (15.6.35), il existe un opérateur diﬀérentiel A et une section
B tels que le membre de gauche de (15.6.33) est donné par
exp
(
−a0
2
Mx,b,t,T
)
A exp
(
−a1 − a0
2
Mx,b,0,T
)
B exp
(
−1− a1
2
Mx,b,0,T
)
(0, p, 0, p).
(15.6.36)
De plus, il existe k ∈ N tel que A est sous la forme O(t)(1 + |y|2 + |p|2 +T +∇H +∇V )k,
et
|B| 6 C (1 + |y|2 + |p|2 + T)k .(15.6.37)
En utilisant le calcul des variations sur l'intervalle [0, a0], on obtient (15.6.33).
De même, on peut traiter le cas 1− a1 > 1/3. Ceci termine la démonstration. 
Corollaire 15.10. Il existe T0 > 0, C > 0 tels que pour t ∈]0, 1],T ∈ [
√
tT0, 1/
√
t], bT 2 =
γ, on a
(15.6.38)
∣∣∣∣∣
∫
x/∈U2,p∈T ∗xX
Trs
[Ht−1/2T
T
exp
(
−1
2
Mb,t,T
)
(x, p, x, p)
]
dvX ∗
− 1√
t
∫
Uc2
fαT 2/4 +
1
4
∫
X
θ(gF ,∇F )βT 2/4
∣∣∣∣∣ 6 Ct.
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Démonstration. Par les théorèmes 15.3 et 15.8, et par la proposition 15.4, pour
x /∈ U2, on a∫
p∈T ∗xX
Trs
[ |p|2
T
exp
(
−1
2
Mb,t,T
)
(x, p, x, p)
]
dp
=
∫
p∈T ∗xX
Trs
[ |p|2
T
exp
(
−1
2
Mx,b,t,T
)
(0, p, 0, p)
]
dp+O(e−c/t)
=
√
t
b2
∫
p∈T ∗xX
Trs
[ |p|2
T
exp
(
−1
2
M̂x,b,t,T
)
(0, p, 0, p)
]
dp+O(e−c/t)
=
√
t(−1)n
γ
∫
p∈T ∗xX
T̂rs
[
|p|2 exp
(
−1
2
Mx,b,t,T
)
(0, p, 0, p)
]
dp+O(e−c/t)
= O(√t).
(15.6.39)
De même, par les propositions 15.6 et 15.7, et par le théorème 15.9, on a
∫
p∈T ∗xX
Trs
[
exp
(
−1
2
Mb,t,T
)
(x, p, x, p)
]
dp
= (−1)n
∫
p∈T ∗xX
Trs
[
exp
(
−1
2
Mx,b,t,T
)
(0, p, 0, p)
]
dp+O(e−c/t)
=
[
αT 2/4
]max − √t
4
[
dX
(∫ B
θ(∇F , gF ) (∇f)∗ exp(−AT 2/4)
)]max
+O(√t).
(15.6.40)
De plus, comme θ(F, gF ) s'annule sur U3, par la formule de Stokes, par [BZ92,
Theorem 3.13] et par (5.2.9), on a∫
Uc2
fdX
∫ B
θ(gF ,∇F ) (∇f)∗ exp (−AT 2/4)
=
∫
X
fdX
∫ B
θ(gF ,∇F ) (∇f)∗ exp (−AT 2/4)
= −
∫
X
dXf
∫ B
θ(gF ,∇F ) (∇f)∗ exp (−AT 2/4)
=
∫
X
θ(gF ,∇F )
∫ B
dXf (∇f)∗ exp (−AT 2/4)
=
∫
X
θ(gF ,∇F )TβT 2/4.
(15.6.41)
Par (15.6.39)-(15.6.41), on a (15.6.38). 
15.7. Estimation au voisinage d'un point critique. On pose
σ = σ0/
√
n, U˜α,2 = {x ∈ Rn; |xi| 6 2σ}.(15.7.1)
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Alors,
Uα,2/√n ⊂ U˜α,2 ⊂ Uα,2.(15.7.2)
Comme le corollaire 15.9 reste vrai en remplaçant Uα,2 par Uα,2/√n, pour établir le
théorème 15.1, il suﬃt de montrer le théorème suivant.
Théorème 15.11. Il existe T0 > 0, C > 0 tels que pour t ∈]0, 1], T ∈ [
√
tT0, 1/
√
t],
bT 2 = γ, on a
(15.7.3)∣∣∣∣∣
∫
x∈U˜α,2,p∈T ∗xX
Trs
[Ht−1/2T
T
exp
(
−1
2
Mb,t,T
)]
(x, p, x, p)dxdp− rg[F ]√
t
∫
U˜α,2
fαT 2/4
∣∣∣∣∣
6 C
√
t.
Démonstration. Par le théorème 15.3, on a
(15.7.4)
∣∣∣∣∣
∫
x∈U˜α,2,p∈T ∗xX
Trs
[Ht−1/2T
T
exp
(
−1
2
Mb,t,T
)]
(x, p, x, p)dxdp
−
∫
x∈U˜α,2,p∈T ∗xX
Trs
[Ht−1/2T
T
exp
(
−1
2
Mx,b,t,T
)]
(0, p, 0, p)dxdp
∣∣∣∣∣ 6 C exp (−c/t) .
Si x ∈ U˜α,2, par la déﬁnition deMx,b,t,T , on a
exp
(
−1
2
Mx,b,t,T
)
(0, p, 0, p) = exp
(
−1
2
Mxα,b,t,T
)
(x, p, x, p).(15.7.5)
De (7.5.4), (7.5.7), on tire que∫
|yi|62σ,p∈Rn
Trs
[Ht−1/2T
T
exp
(
−1
2
Mxα,b,t,T
)]
(y, p, y, p)dydp(15.7.6)
=
f(xα) rg[F ]√
t
∫
|yi|62σt−1/4
√
T ,p∈Rn
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp
+ rg[F ]
∫
|yi|62σt−1/4
√
T ,p∈Rn
−|y′|2 + |y′′|2
2T
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp
+ rg[F ]
∫
|yi|62σt−1/4
√
T ,p∈Rn
|p|2
2T
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp.
D'autre part, de (5.2.9), on tire que
(15.7.7)
1√
t
∫
U˜α,2
fαT 2/4 = (−1)nα f(xα)√
t
∫
|yi|6σT
exp
(−|y|2) dy
pin/2
+ (−1)nα 2√
tT 2
∫
|yi|6σT
(−|y′|2 + |y′′|2) exp (−|y|2) dy
pin/2
.
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Par (15.7.4)-(15.7.7), il reste à montrer∣∣∣∣∣ 1√t
∫
|yi|62σt−1/4
√
T ,p∈Rn
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp
−(−1)
nα
√
t
∫
|yi|6σT
exp
(−|y|2) dy
pin/2
∣∣∣∣∣ 6 C√t,
(15.7.8)
∣∣∣∣∣
∫
|yi|62σt−1/4
√
T ,p∈Rn
−|y′|2 + |y′′|2
2T
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp
−(−1)nα 2√
tT 2
∫
|yi|6σT
(−|y′|2 + |y′′|2) exp (−|y|2) dy
pin/2
∣∣∣∣∣ 6 C√t,∣∣∣∣∫|yi|62σt−1/4√T ,p∈Rn |p|
2
2T
Trs
[
exp
(
−
√
t
2b2
Hαγ
)]
(y, p, y, p)dydp
∣∣∣∣ 6 C√t.
Pour montrer (15.7.8), on peut se ramener au cas où n = 1, ce qui impliqueHαγ = H
±
α .
Alors, il suﬃt de montrer∣∣∣∣∣ 1√t
∫
|y|62σt−1/4√T ,p∈R
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
−±1√
t
∫
|y|6σT
exp
(−y2) dy√
pi
∣∣∣∣∣ 6 C√t,
(15.7.9)
∣∣∣∣∣
∫
|y|62σt−1/4√T ,p∈R
y2
2T
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
− ±2√
tT 2
∫
|y|6σT
y2 exp
(−y2) dy√
pi
∣∣∣∣∣ 6 C√t,∣∣∣∣∫|y|62σt−1/4√T ,p∈R p
2
2T
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
∣∣∣∣ 6 C√t.
Par le corollaire 7.40, on a
1√
t
∫
|y|62σt−1/4√T ,p∈R
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
=
±1√
t
∫
|y|62σt−1/4√T
exp
(
− y
2
2a±√
t/2b2,γ
)
dy√
2pia±√
t/2b2,γ
=
±1√
t
∫
|y|6σT/
√ √
t
2b2
γa±√
t/2b2,γ
exp
(−y2) dy√
pi
.
(15.7.10)
Comme
√
t/2b2 6 C, par (7.15.26), on a
c 6
√
t
2b2
γa±√
t/2b2,γ
6 C,
∣∣∣∣√t2b2γa±√t/2b2,γ − 1
∣∣∣∣ 6 C (√tb2
)2
6 C ′T 2t.(15.7.11)
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De plus, pour b > a > 0, on a∫ b
a
exp
(−y2) dy 6 exp (−a2) (b− a).(15.7.12)
De (15.7.11) et (15.7.12), on tire que
1√
t
∣∣∣∣∣∣
∫
|y|6σT/
√ √
t
2b2
γa±√
t/2b2,γ
exp
(−y2) dy − ∫
|y|6σT
exp
(−y2) dy
∣∣∣∣∣∣ 6 C√tT 2e−cT 6 C ′√t.
(15.7.13)
Par (15.7.10) et (15.7.13), on a la première inégalité de (15.7.9).
Par la même démonstration que dans (15.7.10), on a
(15.7.14)
∫
|y|62σt−1/4√T ,p∈R
y2
2T
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
= ±
a±√
t/2b2,γ
T
∫
|y|6σT/
√ √
t
2b2
γa±√
t/2b2,γ
y2 exp
(−y2) dy√
pi
.
Alors,
(15.7.15)
∣∣∣∣∣
∫
|y|62σt−1/4√T ,p∈R
y2
2T
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
− ±2√
tT 2
∫
|y|6σT
y2 exp
(−y2) dy√
pi
∣∣∣∣∣
6 2√
tT 2
∣∣∣∣∣∣
√
t
2b2
γa±√
t/2b2,γ
∫
|y|6σT/
√ √
t
2b2
γa±√
t/2b2,γ
y2 exp(−y2)dy −
∫
|y|6σT
y2 exp(−y2)dy
∣∣∣∣∣∣ .
Comme pour a, b > 0, on a∣∣∣∣a−2 ∫ a
0
y2 exp(−y2)dy − b−2
∫ b
0
y2 exp(−y2)dy
∣∣∣∣ 6 C|b− a|,(15.7.16)
par (15.7.11), (15.7.15), on a la deuxième inégalité de (15.7.9).
Par le corollaire 7.40, on a∣∣∣∣∫|y|62σt−1/4√T ,p∈R p
2
2T
Trs
[
exp
(
−
√
t
2b2
H±γ
)]
(y, p, y, p)dydp
∣∣∣∣
6
∫
(y,p)∈R2
p2
2T
∣∣∣∣Trs [exp(−√t2b2H±γ
)]
(y, p, y, p)
∣∣∣∣ dydp
=
∫
p∈R
p2
2T
exp
(
− p
2
2d±√
t/2b2,γ
)
dp√
2pid±√
t/2b2,γ
= C
d±√
t/2b2,γ
T
.
(15.7.17)
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Pour
√
t/2b2 6 C, de (7.15.26), on a
d±√
t/2b2,γ
T
6 C
√
t
b2T
=
C
γ
√
t.(15.7.18)
Par (15.7.17), (15.7.18), on a la troisième inégalité et termine la démonstration. 
16. Démonstration du théorème 10.7
Le but de cette section est de montrer le théorème 10.7.
On suppose que (gTX , gF , f) vériﬁent les hypothèses de la section 8.1. On ﬁxe γ > 0,
 ∈]0, 1[ tels que 〈
p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(16.1)
On suppose que b > 0, T > 0 sont tels que b2T = γ.
Théorème 16.1. Pour b > 0, T > 0, il existe c > 0, C > 0, tels que pour t ∈]0, 1], si
x, x′ /∈ U2, on a ∣∣∣P t,bt1/2,t−1T (x, p, x′, p′)∣∣∣ 6 C exp(−c(|p|2 + 1t
))
,(16.2)
et si x, x′ ∈ Uα,2, on a∣∣∣P t,bt1/2,t−1T (x, p, x′, p′)− Pα,t,bt1/2,t−1T (x, p, x′, p′)∣∣∣ 6 C exp(−c(|p|2 + 1t
))
.(16.3)
De plus, leur dérivées de tous ordres vériﬁent des estimations similaires.
Démonstration. La preuve est semblable à la preuve du théorème 14.1. 
Théorème 16.2. Pour b > 0, T > 0, on a
(16.4) lim
t→0
(
Trs
[Ht−1T
T
exp
(
− t
2
L,bt1/2,t−1T
)]
− 1
t
rg[F ] Trs[f ]
)
= −
(
nχ(F )− χ˜′(F )
)w+T/γ
T
+ χ˜′(F )
w−T/γ
T
.
Démonstration. Par le théorème 16.1, on a
(16.5) Trs
[Ht−1T
T
exp
(
− t
2
L,bt1/2,t−1T
)]
=
l∑
α=1
∫
|y|62σ0,p∈Rn
Hαt−1T
T
Trs
[
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
dydp+O(e−c/t).
Par le corollaire 7.40, on a
(16.6)
Trs
[
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
=
(−1)nαT n/2 rg[F ]
(2pi
√
t)n
(
a+1/2b2,γd
+
1/2b2,γ
)(n−nα)/2 (
a−1/2b2,γd
−
1/2b2,γ
)nα/2
exp
(
− T |y
′|2
2ta−1/2b2,γ
− |p
′|2
2d−1/2b2,γ
− T |y
′′|2
2ta+1/2b2,γ
− |p
′′|2
2d+1/2b2,γ
)
.
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Par (10.1.5)∫
|y|62σ0,p∈Rn
Hαt−1T
T
Trs
[
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
dydp(16.7)
=
∫
R2n
Hαt−1T
T
Trs
[
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
dydp+O(e−c/t).
=
(−1)nα
t
f(xα) rg[F ] +
1
T
(
nα(−1)nαw−T/γ − (n− nα)(−1)nαw+T/γ
)
+O(e−c/t).
De (16.5), (16.7), on tire (16.4). 
Démonstration du théorème 10.7. On a
Trs
[Ht−1T
T
r
(
t
2
L,bt1/2,t−1T
)]
=
(
1 + 2
∂
∂a
) ∣∣∣∣∣
a=1
Trs
[Ht−1T
T
exp
(
−at
2
L,bt1/2,t−1T
)]
.
(16.8)
Du théorème 16.2, on tire que pour a ∈ [1/2, 3/2],
(16.9) lim
t→0
(
Trs
[Ht−1T
T
exp
(
−at
2
L,bt1/2,t−1T
)]
− 1
t
rg[F ] Trs[f ]
)
= −
(
nχ(F )− χ˜′(F )
)w+aT/γ
T
+ χ˜′(F )
w−aT/γ
T
.
De (9.1.4), (10.1.6), (16.8), (16.9), on tire le théorème 10.7. 
17. Démonstration du théorème 10.8
Le but de cette section est de démontrer le théorème 10.8.
On suppose que (gTX , gF , f) vériﬁent les hypothèses de la section 8.1. On ﬁxe γ > 0,
 ∈]0, 1[, tels que
〈p|1− 2γ∇TX∇f |p〉 > 3
4
|p|2.(17.1)
On suppose que b > 0, T > 0 sont tels que b2T = γ.
Théorème 17.1. Il existe t0 > 0, c > 0, C > 0, tels que pour t ∈]0, t0], T > 1,
b2T = γ, si x, x′ /∈ U2, on a∣∣∣P t,bt1/2,t−1T (x, p, x′, p′)∣∣∣ 6 C exp(−c(|p|2 + Tt
))
,(17.2)
et si x, x′ ∈ Uα,2, on a∣∣∣P t,bt1/2,t−1T (x, p, x′, p′)− Pα,t,bt1/2,t−1T (x, p, x′, p′)∣∣∣ 6 C exp(−c(|p|2 + Tt
))
.(17.3)
De plus, les dérivées de tous ordres des objets précédents vériﬁent des estimations simi-
laires.
Démonstration. La preuve est identique à la preuve du théorème 14.1. 
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Théorème 17.2. Il existe t0 > 0, c > 0, C > 0, tels que pour t ∈]0, t0], T > 1,
b2T = γ, on a
(17.4)
∣∣∣∣Trs [Ht−1TT exp
(
t
2
L,bt1/2,t−1T
)]
− rg[F ] Trs[f ]
t
− nχ(F )− χ˜
′(F )
2T
∣∣∣∣
6 C exp (−cT ) .
Démonstration. Par le théorème 17.1, on a
(17.5) Trs
[Ht−1T
T
exp
(
t
2
L,bt1/2,t−1T
)]
=
l∑
α=1
∫
|y|62σ0,p∈Rn
Trs
[Hαt−1T
T
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
dydp+O(e−cT/t).
Par (7.15.26), pour b2 6 γ, on a
c 6 a±1/2b2,γ 6 C.(17.6)
Par (16.6) et (17.6), on a∫
|y|>2σ0,p∈Rn
Hαt−1T
T
Trs
[
Pα,t
,bt1/2,t−1T (y, p, y, p)
]
dxdp = O(e−cT/t).(17.7)
De (16.7), (17.5), (17.7), on tire que
(17.8) Trs
[Ht−1T
T
exp
(
t
2
Lbt1/2,t−1T
)]
=
1
t
Trs[f ] rg[F ]
+
1
T
(
−
(
nχ(F )− χ˜′(F )
)
w+T/γ + χ˜
′(F )w−T/γ
)
+O(e−cT/t).
De (10.1.11), (17.8), on tire le résultat. 
Démonstration du théorème 10.8. Du théorème 17.2, on tire que pour a ∈
[1/2, 3/2],
Trs
[Ht−1T
T
exp
(
−at
2
L,bt1/2,t−1T
)]
=
rg[F ] Trs[f ]
t
+
nχ(F )− χ˜′(F )
2T
+O (e−cT ) .
(17.9)
De (9.1.4), (16.8), (17.9), on tire le théorème 10.8. 
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