Abstract 1 Introduction
Introduction
Parallel computers are now commonly used for computational science and engineering, and many applications in these areas use random number generators.
For some applications, such as large-scale Monte Carlo simulations, it is crucial that the random number generator have good randomness properties.
Many programs are available for testing the quality of sequential random number generators, but very little work has been done on testing parallel random number generators.
We present some techniques for empirical testing of random number generators on parallel computers, using tests based on computational science applications as examples.
In particular, we focus on tests based on parallel algorithms developed for Monte Carlo simulations of the two dimensional Ising model, for which exact results are known.
Preliminary results of these tests are presented for several parallel random number generators.
Parallel computers are now commonly used for computational science and engineering.
Many of these applications use parallel implementations of random number generators. Since random numbers are in practice computed using deterministic algorithms, these are more accurately called pseudorandom number generators.
In some applications, the quality of the pseudo-random numbers (i.e. how closely they resemble truly random sequences) is not that important.
However in many of the applications for which random number generators are most heavily used, such as Monte Carlo simulations [7] , the quality of the random number generator is crucial, since an inadequate random number generator can produce incorrect results. This is especially true in largescale simulations on supercomputers, which consume huge quantities of random numbers, and for which vector or parallel algorithms for random number generation are required.
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As noted in several review articles [37, 33, 38, 43, 161 , sequential random number generators provided by computer vendors or recommended in computer science texts have often been of poor quality.
Even generators that perform well in standard statistical tests for randomness may be unreliable for particular applications, as has been seen many times in the computational science literature, particularly for large-scale Monte Carlo simulations [34, 42, 25, 40, 241 . This has led to the development of a number of "physical" tests based on standard computational science applications, such as Monte Carlo simulation or random walks [24, 14, 451 We have also developed message passing and data parallel implementations of the Wolff algorithm [3] . In this case the main computational task is to compute the expansion of the edge of the single cluster, which can be done reasonably efficiently if a cyclic data distribution is used. Again, the message passing implementation is much more efficient than the data parallel implementation.
For this reason, we have not done any testing using the data parallel Wolff algorithm on SIMD machines such as the Connection Machine or Maspar.
However, we have implemented an HPF version of this program, allowing us to run the test on a single processor (since HPF programs give the same result on any number of processors), which is much more efficient.
Using Replicated Sequential Test Programs
The usual approach to testing parallel random number generators has been to use standard sequential tests on the random number streams on each processor, or the combined stream from all processors [lo, 1, 201. The simplest type of empirical test is to use the pseudorandom number generator to compute a result and a statistical error for that result, and then compare it with the known exact value which would occur for a truly random sequence.
For physical tests such as Monte Carlo, the result is usually a mean value (such as the average energy for the Ising model), and the error in the mean is easily computed using standard techniques [7, 141. It is also useful to measure the variance of the result (for the Ising model, this is the specific heat), since in some cases the correlations in the generator may be such that the mean is correct, but the variance is not, particularly for parallel generators [21] . To check the quality of the random number generator, we simply compute the deviation A = (5 -(x))/u between the computed (sample) mean value C and the known exact value (or expectation value) (z), as a multiple of the error in the mean cr. In the usual way, we can figure out the probability of obtaining a particular value of the deviation, for This allows some checking that the quality of the result is independent of the seed values, and that subsequences produced by different seeds are uncorrelated.
In this case, we can test the deviation from the exact result for each run, as well as for the average over all runs. We can treat the results for each of these N runs as independent data points, so it is very easy to compute an error in the mean for the N combined results (as long as N is large enough to give a reliable error estimate).
In We have chosen N = 25 for our initial tests. This is perhaps a little small for really accurate estimates of x2, and for exploring the effect of different seed values. There is a trade-off here, since increasing N will increase the computational time to do the tests, which is already quite substantial.
For data parallel generators and test programs (e.g. in HPF), the results are independent of the number of physical processors used, so each test could actually be run on a single processor.
This may not be the case for message passing (MIMD-style) implementations, so the number of processors used can be an additional test parameter, as well as the problem size (or the number of abstract processors).
As outlined in section 3.1, we have implemented parallel versions of Ising model tests using three different Monte Carlo algorithms.
It would also be possible to parallelize other physical tests, such as percolation models.
Some Results
We have tested several parallel random number generators using the fully parallel test programs described in section 3.3. This work is still in progress, so only preliminary results are given here. Other parallel random number generators will be tested, and a more comprehensive presentation, comparison and discussion of results will be given in the future [19] .
The parallel random number generators were tested using a variety of parallel computers, including Thinking Machines CM-2 and CM-5, Maspar MP-100, Intel iPSC/860, nCUBE/2, IBM SP-2, and DEC Alpha and Sun workstation clusters.
The message passing programs were run on 16 processors, except for runs on a 32-processor CM-5. The results of the data parallel programs are dependent on the number of abstract processors, or data elements (the lattice size for this application), rather than the number of physical processors used. We might have expected that PRAND would fail the tests, since the period of this generator is less than the number of random numbers used in the test. However it is interesting to note that it only fails for the Metropolis test, which tends to be better at picking up correlations in linear congruential generators.
Tests on parallel 48-bit LCGs will be done in the near future.
The Metropolis test appears to be tougher than the Wolff or SW tests for all the parallel generators tested, which is not the case for Monte Carlo tests of sequential generators [14] .
Conclusions
Since faster computers and better algorithms are rapidly improving the precision of Monte Carlo and other stochastic simulations in computational science, it is important to continue to search for better parallel random number generators with very long periods, and in particular to make more precise and varied tests of the randomness properties of these generators.
Although a lot of research has been done on developing improved parallel random number generators, little has been done on developing stringent empirical tests for such generators, particularly physical tests based on computational science applications.
These have proven to be very useful in identifying problems in sequential random number generators, and parallel versions of physical tests are likely to be equally useful in testing parallel random number generators.
We 
