System Calibration and Statistical Image Reconstruction for Ultra-High Resolution
Stationary Pinhole SPECT I. INTRODUCTION S INGLE-PHOTON emission computed tomography (SPECT) permits in vivo volumetric imaging of 3-D distributions of radio-labeled molecules. Pinhole-collimated SPECT is particularly suitable for studying laboratory animals such as mice and rats, because for small objects it can achieve both a high spatial system resolution and a high sensitivity when compared to parallel-hole collimated SPECT. Several SPECT systems using pinhole collimation have been developed [1] - [7] (for reviews see [8] - [11] and for design considerations see [12] ). Stationary systems (that do not need to rotate their detectors) with tens up to hundreds of pinholes have been designed [13] - [17] . A high number of pinholes results in a high sensitivity which can be traded for a higher system resolution by decreasing the pinhole diameter. The stationary designs provide excellent stability and unique capabilities to perform fast dynamic studies, e.g., [13] , [18] , [19] .
Today, iterative reconstruction algorithms are prominent in SPECT. Iterative algorithms have the advantage that they can benefit from accurate models of the photon transport in the SPECT system and they can handle a large variety of detector-collimator geometries. In addition, they can deal with noise better than direct methods of reconstruction. Several papers have shown that the more accurate photon transport is modeled during iterative reconstruction the more accurate the reconstructed images will be, not only in terms of resolution and quantitative accuracy but also in terms of signal-to-noise ratio and lesion detectability, e.g., [20] - [24] . An important advantage of iterative reconstruction is that no explicit mathematical expression for the inverse transformation is required. Iterative algorithms only need a way to predict the detector response to a given radio nuclide distribution in the object. To this end, the object space is most times divided into volume elements (voxels) and the total detector response is assumed to be the sum of the responses to small radioactive sources in all of the voxels. A specific detector response to a "point" source is known as the point spread function (PSF). The individual PSFs for all voxels collectively contain the entire information to set up the "system matrix" or "transition matrix" of the SPECT system. Each matrix element represents the likelihood that a photon emitted in voxel is detected in detector pixel . Then, the activity distribution is estimated from where is the measured projection and represents the noise in each pixel. The PSFs for SPECT are sometimes calculated analytically [4] , [25] - [27] , given "known" properties of the system. Pinhole collimators make the detector response very sensitive to some parameters, e.g., the exact position, orientation, size, and shape of each pinhole aperture in the system. Methods for the calibration of rotating pinhole SPECT systems (based on calibration systems for cone-beam SPECT with similar geometry) have been proposed, e.g., [26] , [28] - [33] , that can determine the acquisition geometry (e.g., the position of the pinhole with respect to the axis of rotation and the position, tilt and twist of the detector) using one up to three point sources. These systems still use an analytical model to estimate the pixel values in a PSF. In stationary pinhole systems, it is feasible to determine the PSFs themselves experimentally with a large number of point-source measurements. This has the advantage that the actual positions, orientations, and sizes of the pinholes and detector pixel sensitivities are accurately incorporated into the PSF tables. Difficulties in manufacturing precise pinhole positions and shapes with exactly the specified diameter (which is only a few tenths of a millimeter for high-resolution SPECT in mice) could make analytically predicted PSFs deviate from reality. The approach of measuring the complete matrix with a point source was developed at the University of Arizona and was used to calibrate different SPECT systems [14] , [15] , [34] , [35] .
Recently, resolutions of small-animal SPECT systems have improved from typically a few millimeter to sub-half-millimeter resolution [11] , [16] , [17] , [36] , [37] , which makes it hard to measure the PSF for each voxel: up to millions of tiny voxels are needed to represent the high-resolution images. Then, it is impractical to put a point source that is approximately the size of one voxel at every voxel position. The maximum achievable concentration of radioactivity and the number of counts that have to be acquired from every point source position, make it a prohibitively long measurement. In addition, the point source may need to be replaced many times predictably at a precisely known position. Apart from a high number of voxels, a high-resolution scanner may also need a relatively high number of pixels. This combination could mean that the intermediate storage of all raw data requires enormous amounts of disk space on systems where the acquisition hardware or software does not permit the acquired data to be directly stored in other formats than raw pixelized images. Here, we propose and validate an efficient and accurate method to obtain the position-sensitive PSF tables for a high-resolution many-pinhole system [16] , [17] . We explain how the full system matrix can be determined from measurements at a limited number of positions. In addition, we will present examples to give an impression of the accuracy of estimated PSFs as well as reconstructed images. The trade-off between truncation of the PSF kernel and the reconstruction speed was also investigated. Reconstructed images are presented for a capillary resolution phantom with different numbers of acquired counts.
II. METHODS
The method described in this paper is developed for the stationary pinhole SPECT systems U-SPECT-I and U-SPECT-II [16] , [36] , [38] . These systems have 75 focusing pinholes in a cylindrical configuration with five rings of 15 pinholes each (see Fig. 1 ). The collimator cylinder is placed in the center of three gamma camera heads. Each of the camera heads is divided into a large set of mini gamma cameras, each dedicated to the projection through one pinhole. We ensure that the projection areas are nonoverlapping by means of a shielding tube [16] , [39] , [40] . Fig. 2 shows how this results in dividing the three large detectors in many small cameras. It also shows an image obtained by placing a bottle with Tc-99m pertechnetate in the scanner as well as an image from a point source.
The method described here for obtaining the PSF tables is based on calculating a number of defining properties at the detector segments (namely the position on the detector, the flux, and the spatial extent) for each measured point-source response. The available data are then used to fit a parametric model of these properties and the fit results are used to predict the PSFs for all voxels.
Full PSF tables (representing the "system matrix") are obtained out of a set of point-source responses in four steps.
Step 1) Noise suppression and identification of areas that contain the local maximum of a point-source response.
Step 2) Characterizing the PSFs using Gaussian modeling.
Step 3) Generalization of the PSF's model over the object space using an analytical pinhole model. Step 4) Calculation of the supplementary PSFs for storage in tables. These steps are explained in more detail in the subsections below.
A. Noise Suppression and Identification of Areas That Contain the Local Maximum of a Point-Source Response
High-frequency noise in the point-source projections is suppressed by a fit procedure that is based on fitting Gaussian basis functions with a certain width to the data using a maximum likelihood expectation maximization (ML-EM) algorithm. This is equivalent to Richardson-Lucy deconvolution [41] , [42] followed by one convolution with the same Gaussian kernel. More details about the procedure can be found in Colijn et al. [43] . In contrast to low-pass filtering, this procedure does not degrade the resolution of the measurements, since the width of the convolution kernel [3.0 mm full-width at half-maximum (FWHM)] is chosen slightly smaller than the detectors' intrinsic resolution (3.2 mm FWHM). The result of the procedure is demonstrated in Fig. 3 .
Each detector segment should contain either one or no projected point source. The "worst case" situation resulting in the lowest number of counts per pixel is considered. That is when the point source is located at the measurement position that is the farthest away from the pinhole and at the maximum angle from the pinhole's axis. Based on the maximum pixel value in that situation, a threshold level is chosen. Only those detector segments where at least one pixel is above this local threshold are assumed to contain a PSF.
B. Characterizing the PSFs Using Gaussian Modeling
As the next step, each measured point-source response is divided pixel-by-pixel by a high-count projection image of a cylindrical reservoir (bottle) that was filled homogeneously with Tc-99m. To avoid undesirable truncation effects the bottle is a few times larger than the central field-of-view of the system. The high-count bottle projection contains information about the partial shielding of pixels at segment edges as defined by the baffles that prevent overlapping of projections.
Division by the bottle projection converts the relative intensities of neighboring edge pixels to approximately what they would have been if there were no baffles. It does not take into account scattered photons and photons that penetrate the shielding, but the relative contribution of those photons is low [44] . Fig. 4 illustrates the effect of the division. The procedure enables pixels near the segment edges to be used for reconstruction, but introduces a low-frequency change in the PSF. The division of the angular response of the pinhole by the projection of a cylindrical activity distribution may reduce the curvature of the low-frequency response, as illustrated by Fig. 4 , which shows a profile with the shape of a strongly bent arc being transformed into a profile with less pronounced curvature. Later in the calibration procedure (Section II-D), the pixel values will be multiplied again by the same extended homogeneous source projection. This restores the original scaling and recovers the appropriate pixel values in the PSFs. Therefore the low-frequency change induced by the division does not end up in the final PSF tables.
After noise suppression as described in Section II-A, and after division by the high-count uniform source projection, for each segment the position of the maximum on the detector , the amplitude , and the width are estimated for each point-source measurement using the Powell fitting algorithm [45] . This is an unweighted least-squares fit of a 2-D circular Gaussian where and are the varying pixel indices.
The detector position of the maximum is determined to subpixel level. The flux (total number of counts) is estimated by . This is an approximation, but it has the advantage that it also works when part of the PSF is outside the detector segment and therefore missing from the measurement.
The property values can only be determined reliably if a large enough fraction of the PSF is located within the detector segment. In order to guarantee this, the properties of a PSF are only determined and used for generalizing the PSF if the pixel with the highest value (after noise suppression) is not on or outside a segment edge, but surrounded by pixels that are inside the segment on all sides.
The PSFs are very localized on the detector. Including all pixels in a detector segment in the fit procedure may reduce the accuracy of the fit result because the "empty" parts of the detector still contain noise. Therefore, only the area surrounding the maximum is taken into account. The number of pixels included needs to be larger for wide PSFs than for narrow ones. Therefore, the fit is done twice. In the first instance all pixels that are both within the segment and within a fixed 15 15 square of pixels (13 13 mm) around the maximum are used. The result of the first fit is used to obtain an approximate value for which is subsequently used to determine which pixels are taken into account for the second fit: a square area of , rounded off to an odd-valued integer, and centered around the maximum.
For each detector segment, four 3-D arrays are created where the values of the PSF properties are stored as a function of the coordinates of the measurement grid in the SPECT system. These arrays are from here on referred to as "property volumes."
C. Generalization of the PSF's Model Over the Object Space Using an Analytical Pinhole Model
One would like to limit the number of measurement points to a few hundred. On the other hand, PSFs must be available for all points that can be observed by one or more pinholes. When the voxel size is 0.125 mm, this means that fewer than one out of every 6000 voxels is a measurement position. The addition of a limited amount of geometrical information (see also Section IV discussion) is required.
1) Position of the PSF Maximum on the Detector:
The geometry of the detector position model is illustrated in Fig. 5 . The point-source activity is projected through the pinhole onto a detector segment of which the orientation is not precisely known. The effective position of detection is determined by the fit procedure which has three variables (the point source's position ) and nine parameters: the pinhole's position , the position of the origin of the detector's coordinate system expressed in the coordinate system of the measurement grid, and three rotation or Euler angles for the detector orientation. In order to build a mathematical model suitable for fitting, the available measured quantities need to be linked to the model's parameters and variables. The position of the point of detection in the measurement grid's coordinate system can be related to the pinhole position and the source position by assuming that the detection point, the center of the pinhole and the source are situated on the same line
The coordinates in the measurement grid's coordinate system of the point of detection are also related to the coordinates of this point in the detector's coordinate system via translation and rotation (2) where is a standard rotation matrix expressed in terms of the Euler angles , , and . Note that equating the third coordinate of the detection point in the detector's coordinate system to zero effectively means that all detections are in a plane; i.e., the model approximates the detection volume in the scintillation crystal, which has a finite thickness and is expected to be slightly curved due to depth-of-interaction effects, by a single plane. By combining (1) and (2) and eliminating , , and it is possible to express the available data ( and of each pointsource projecting through the pinhole of this mini-camera) in terms of the model's variables and parameters. This is the desired form of a mathematical model in order to be suitable for parameter estimation by fitting. Fitting was performed using the Levenberg-Marquardt algorithm. The initial guess can be obtained by assuming that the pinhole location is on the surface of a cylinder, as seen from the center in the direction of the measurement grid position where the measured intensity is highest. For the initial guess of the detector's position and orientation, the detector can be assumed to be behind the pinhole, perpendicular to the pinhole axis at the average of the minimum and maximum pinhole-to-detector distances that occur in the U-SPECT-I system.
2) Flux Model: Like the position of the center of the PSF, the flux is also generalized using a parametric model and the same nonlinear fit routine. The geometry explaining the flux model is illustrated in Fig. 6 . A coordinate system is defined with one axis (denoted "r") approximately along the pinhole axis. To find it without specifying the pinhole axis explicitely, we use the fact that the axis must go through the center of the pinhole as found in the position fit. The axis is assumed to go through the center of gravity of the cloud of measurement points as well. The other two axes (denoted "u" and "v") are orthogonal to the pinhole axis and to each other. The flux in a certain voxel is modeled (3) where is the component along the pinhole axis of the distance between the voxel and the pinhole position, obtained from the position fit carried out previously, and and are the distances from the voxel to the pinhole in the u and v directions, expressed as angles. Perpendicular to the pinhole axis, the flux is modeled by the general paraboloid of (3). If is the angle between the pinhole axis and the line connecting the voxel and the pinhole center, then one might expect a dependency. However, the projection data have been divided by the projection of an extended homogeneous source before the flux was measured so the flux data are not exactly described by the falloff away from the pinhole axis. The falloff is in fact still very smooth, however, and can be approximated by a paraboloid.
Using fitted parameter values the flux value can be calculated for each voxel in the object space.
3) Width: The width of each PSF is described as (4) where describes the effective pinhole diameter with respect to resolution, is the distance from the pinhole to the detector, projected along the pinhole axis, and is the distance from the point source to the pinhole, projected along the pinhole axis. The first term under the square root describes the effective pinhole diameter, projected magnified onto the detector as seen from the source. The second term describes the camera's intrinsic resolution. Again, the pinhole position is taken from the position fit and the axis is assumed to go through the center of gravity of the cloud of measurement points.
, , and are used as parameters in a fit using the Levenberg-Marquardt algorithm. Once their value has been determined for the current mini-camera (using and as data), the width can be calculated for each voxel in the object space.
D. Calculation of the Supplementary PSFs for Storage in Tables
Since a low-noise (by means of the noise suppression described in Section II-A) version of measured PSFs is available, we choose to use those measured PSFs to get the correct overall shape. To estimate a "missing" PSF (for a voxel location not in the measurement grid), the measured PSF whose corresponding point source location is nearest to the missing voxel location is used. That PSF is displaced on the detector to the location specified by the and values in the property volumes at the missing voxel location. The PSF is then stretched or contracted using the Fig. 8 . Four examples of a measured PSF, obtained at a location non on the grid that was used to create the PSF tables, with the corresponding PSFs from the PSF tables. First three examples are from the central area, where the PSFs from the PSF tables predict the position and shape very well. Last example was obtained at a location more towards one side of the cylinder. Because it was also close to the edge of a camera head, at nonperpendicular incidence, its shape is more elongated. ratio of at the missing point source position to of the measured PSF in both directions. The number of pixels incorporated in the newly created PSF can be varied. We define the "tail size" to be the diameter of the PSF on the detector, where nonzero pixel values are created. It is expressed as the number of times that the FWHM of the PSF fits in this diameter. Finally, all pixel intensities in the newly created PSF are scaled such that their sum equals the flux specified by the flux volume at the missing point source location. After the PSF has been created in this way, the pixel intensities should be multiplied by the extended homogeneous source measurement to undo the effect of the division by this measurement at the stage where the properties were determined. According to this procedure, a PSF is calculated for all missing point source positions. These are stored on disk to be used in the image reconstruction algorithm.
E. Validation
We have validated the proposed generalization of PSFs by measuring some additional PSFs to the ones used to generate the PSF tables. These are compared to the corresponding PSFs in the PSF tables. The system is calibrated using 679 measurement positions, indicated by solid circles in Fig. 1 . The spacing in the central part is 3 mm in the and (transaxial) directions and 1.5 mm in the (axial) direction. The outer positions are at or mm, spaced 4.5 mm in the , plane and 3 mm in the -direction. Another validation approach is to verify that the calibration method as a whole produces high resolution reconstructed images, which will also be described in the next section, using a capillary mini-Derenzo phantom, as shown in Fig. 7 as the object. Domain   Fig. 8 presents some examples of PSFs from the PSF tables generated by the procedure, alongside experimentally measured PSFs at the corresponding voxel location. Horizontal and vertical profiles through the center are shown that are summed over three pixels. The point source was at , , mm in the first example, at (1.5, 0, 0) mm for the second and third example, and at (13.5, 9, 1.5) mm for the fourth example. The latter projects to a segment near to the edge of the detector. The first three examples show that in the central field-of-view area, the volume seen by all pinholes, there is a good agreement between the measured PSFs and the PSFs from the PSF tables. Therefore, the position, flux, and width are all correctly predicted by the model. The fourth example shows a small position mismatch in the vertical direction, on the order of 0.5 mm on the detector. This remains well below the detector's intrinsic resolution and would lead to a positioning error in the object space of less than 0.1 mm. This example also shows an underestimation of the flux. This still leads to good reconstructions, as will be shown further on in this paper for small objects. Applications to objects larger than the central field-of-view are shown in [36] .
III. RESULTS

A. Validation in the Projection
B. Reconstruction Quality Versus PSF Extent
There is an important trade-off in reconstruction methods, including the iterative statistical method we use, between reconstruction accuracy and matrix size. To investigate one aspect of this trade-off, the "tail size" that was used when PSFs were created, was varied. The diameter of the detector area for which the PSF was created, was proportional to the generalized of the PSF. The PSF generation is implemented in such a way that there is always at least one pixel in each PSF. For example, in the limiting case where the PSF diameter is 0 the FWHM ( -response), all PSFs are created as the single pixel that is closest to the specified , location, containing the total specified flux. Figs. 9-11 give reconstructed results for 50,100, and 150 iterations, while the tail size incorporated in the PSF is 0 FWHM, 0.43 FWHM, 0.68 FWHM, and 1.1 FWHM. Fig. 9 is for the 0.3-mm pinholes and 0.1875 mm voxel size, Fig. 10 is for 0.6-mm pinholes and 0.1875 mm voxel size, and Fig. 11 is for 0.6-mm pinholes and 0.375 mm voxel size. The results are all compared at a slice thickness of 0.375 mm. The resulting matrix sizes on disk are given for reference as well as example reconstruction times on a 2.66-GHz Xeon system. This system had 8 Gb of memory, such that in all cases the matrix needed to be read from disk only once. The matrices used were available for a much larger voxel extent than the capillary phantom shown, which means that they would also be suitable for total-body mouse imaging [36] for example. The reconstruction times were all obtained with the same fairly straightforward implementation of the maximum likelihood expectation maximization (ML-EM) algorithm which was not optimized for speed. The results show that the largest PSF width of 1.1 FWHM resulted in the reconstruction that allows the best visual distinction of rods. Wider PSFs were also tested, but did not lead to better results.
Voxel size has a big impact on matrix size and thus reconstruction time, because of the cubic power relation between voxel size and matrix size. The effect of doubling the voxel size (leading to an eight-fold reduction in matrix size) on image quality for the case of 0.6-mm pinholes can be seen by comparing Figs. 10 and 11. While the smaller voxel size results look better, the difference is not so dramatic that the coarser voxels are useless; in some applications the images with the coarser voxels may be considered good enough-estimating the total amount of activity in a fairly large region-of-interest over multiple points in time for example-where the gain in speed could make it worthwhile to use coarse voxels. With 0.3-mm pinholes smaller rods can be distinguished than with the 0.6-mm pinholes, which may not be surprising. What may not be obvious a priori is that the 0.6-mm pinholes actually require at least the same PSF size in units of FWHM as the 0.3-mm pinholes in order to reach the highest achievable resolution, while each FWHM is already larger than the corresponding PSF from a 0.3-mm pinhole because of the larger diameter. This makes the 0.3-mm pinholes matrix smaller than the 0.6-mm pinholes matrix, when comparing at equal voxel and pixel size, by a factor of approximately 2 in the given examples. Fig. 12 shows the hot-rod resolution phantom images compared for different acquisition times. The activity concentration was 300 MBq/ml Tc-99m (25 MBq in total in the capillaries). The acquisition times can of course be scaled if one wants to have an impression of the achievable resolution at other concentrations. The experiment was done with both the 0.3-and the 0.6-mm pinholes and after reconstruction, the results are displayed for a slice thickness of 0.375 mm and 3.75 mm for each pinhole diameter. Visually the 0.3-mm pinholes yield a superior resolution for acquisition times down to 1 min (or even shorter if the larger slice thickness is viewed). Only for extremely short acquisition times (below 1 min) do the 0.6-mm pinholes produce superior results, because the 0.3-mm pinholes collect too few counts. For 10 s acquisition time, it is still possible to obtain 0.75 mm reconstructed resolution for the 0.6-mm pinholes. The best achievable resolution, on the other hand, is seen to be 0.45 mm for the 0.6-mm pinholes and below 0.35 mm for the 0.3-mm pinholes.
C. Reconstruction With Different Acquisition Times for Two Pinhole Diameters
IV. DISCUSSION
In this paper, we have presented a method to obtain full PSF tables (i.e., calibrate a multipinhole system) based on a limited number of measurements and generalization of PSF properties over the object space. When using a scanning-focus method [36] to image a volume that is larger than the central field-of-view of the scanner, the PSFs need to be available throughout the collimator cylinder, including the outer area close behind the pinholes. Some geometrical information about the system needs to be added for a generalization algorithm to be able to correctly find especially the position on the detector of each PSF. Therefore, we have added some geometrical information in our model, but not as much as specifying the exact location, orientation and shape of every pinhole. The uncertainty in those is one of the reasons to use experimentally determined PSFs in the first place. Trying to find a balance between adding too little and too much geometrical information we have arrived at the parametric fit procedure described in Section II-C.
The required accuracy of the whole process also puts some demands on the mechanical accuracy of the robotic XYZ-stage that is used to step the point source through the collimator. The most important requirement of its accuracy and alignment is that the relative positions of the grid of points used to calibrate the system, are accurate to subvoxel level. The absolute position of the grid as a whole and its alignment with respect to the collimator are important to a lesser degree.
The system matrix is determined experimentally (as opposed to, e.g., analytically calculated) because this automatically takes into account most physical effects that influence detection. Wide-angle scatter is not incorporated in the PSF tables. However, the effects of object attenuation and scatter are much less severe in small-animal imaging as in human imaging. Pinhole aperture scattering typically amounts to a few percent of the total detected counts when Tc-99m is used [44] .
The example reconstruction times that were indicated, were obtained with a straightforward implementation of the ML-EM algorithm. By using block-iterative algorithms (e.g., orderedsubsets EM) together with faster processors with parallel processing, the reconstruction can be accelerated by more than two orders of magnitude. Since it is not always given that OS-EM methods will converge in the same way as ML-EM, and the way to optimally implement them for a system such as U-SPECT is a topic of investigation in itself, we chose to use a "clean" ML-EM algorithm for the comparisons and results in this paper.
V. CONCLUSION
This paper presents a method to create full PSF tables for a small-animal SPECT scanner from a limited number of measurements with a point source. It is based on determining four properties of a PSF and generalizing those properties to include all locations where no point-source measurement is available. In this way the measurement of the PSF for all individual voxels is unnecessary. The full shape of measured PSFs can be used in generating full PSF tables (the system matrix). It is shown that the method correctly estimates the PSF at a "missing" location in a number of examples and leads to PSF tables that give sub-half-millimeter reconstruction results.
Using 0.6-mm pinholes, it is possible to combine subminute acquisition times with submillimeter resolution. PSF tables that model the actual system more accurately, e.g., by incorporating more of the tails, lead to better images at the cost of system matrix size.
