An estimate on the convergence of MKZ–Bézier operators  by Zeng, Xiao-Ming & Lian, Bo-Yong
Computers and Mathematics with Applications 56 (2008) 3023–3028
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
An estimate on the convergence of MKZ–Bézier operators
Xiao-Ming Zeng ∗, Bo-Yong Lian
Department of Mathematics, Xiamen University, Xiamen 361005, China
a r t i c l e i n f o
Article history:
Received 4 November 2007
Received in revised form 20 June 2008
Accepted 10 July 2008
Keywords:
MKZ–Bézier operators
Rate of convergence
Pointwise approximation
Lebesgue–Stieltjes integral
Hölder inequality
a b s t r a c t
The pointwise approximation properties of the MKZ–Bézier operatorsMn,α(f , x) for α ≥ 1
have been studied in [X.M. Zeng, Rates of approximation of bounded variation functions by
two generalizedMeyer–König–Zeller type operators, Comput.Math. Appl. 39 (2000) 1–13].
The aimof this paper is to study the pointwise approximation of the operatorsMn,α(f , x) for
the other case 0 < α < 1. By means of some new estimate techniques and a result of Guo
and Qi [S. Guo, Q. Qi, The moments for the Meyer–König and Zeller operators, Appl. Math.
Lett. 20 (2007) 719–722], we establish an estimate formula on the rate of convergence of
the operatorsMn,α(f , x) for the case 0 < α < 1.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
For α ≥ 1 or 0 < α < 1 and a function f defined on interval [0, 1], the MKZ–Bézier operatorsMn,α(f , x) are defined by
Mn,α(f , x) =
∞∑
k=0
f
(
k
n+ k
)
Q (α)n,k (x), 0 ≤ x < 1,
Mn,α(f , 1) = f (1), (1)
where Q (α)n,k (x) = Jαn,k(x)− Jαn,k+1(x) and Jn,k(x) =
∑∞
j=kmn,j(x)with the MKZ basis functions
mn,j(x) =
(
n+ j− 1
j
)
xj(1− x)n, j = 0, 1, 2, . . . .
The pointwise approximation properties of the operators Mn,α(f , x) for α ≥ 1 have been studied in [1]. The aim of this
paper is to study the pointwise approximation of the operators Mn,α(f , x) for the case 0 < α < 1. By means of some new
estimate techniques and a result of Guo and Qi [2], we establish an estimate formula on the rate of convergence of the
operatorsMn,α(f , x) for the case 0 < α < 1. For related investigations on this topic, refer to [3–10].
Our main result is stated as follows.
Theorem 1. Let f be a bounded function on [0, 1], and f (x+), f (x−) exist at a fixed point x ∈ (0, 1), 0 < α < 1, then for n
sufficiently large we have∣∣∣∣Mn,α(f , x)− 12α f (x+)−
(
1− 1
2α
)
f (x−)
∣∣∣∣
≤ 4√
nx+ 1
(
|f (x+)− f (x−)| + εn(x)
2
|f (x)− f (x−)|
)
+ 4+ 2C
nx(1− x)
n∑
k=1
Ωx
(
gx, 1/
√
k
)
(2)
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where C is a positive constant, Ωx(f , h) = supt∈[x−h,x+h] |f (t)− f (x)| and
gx(t) =
{f (t)− f (x+), x < t ≤ 1,
0, t = x,
f (t)− f (x−), 0 ≤ t < x,
εn(x) =
{
1, if x = k
′
n+ k′ , k
′ ∈ N,
0, otherwise.
For the basic properties of Ωx(f , h), we refer the reader to Reference [11]. We recall the Lebesgue–Stieltjes integral
representation
Mn,α(f , x) =
∫ 1
0
f (t)dtKn,α(x, t), (3)
where
Kn,α(x, t) =

∑
k≤nt/(1−t)
Q (α)n,k (x), 0 < t < 1;
1, t = 1;
0, t = 0.
(4)
Also we define
Hn,α(x, t) =
{
1− Kn,α(x, t), 0 ≤ t < 1,
0, t = 1. (5)
The functions Kn,α(x, t) and Hn,α(x, t)will be estimated in the next section.
2. Lemmas
The following lemmas will be required in the proof of our main result.
Lemma 1. (i) [12, Theorem 2]. For every k ∈ N, x ∈ (0, 1], we have
mn,k(x) <
1√
2enx
. (6)
(ii) [1, Lemma 4]. For x ∈ (0, 1), we have∣∣∣∣∣ ∑
k>nx/(1−x)
mn,k(x)− 12
∣∣∣∣∣ ≤ 3√nx+ 1 . (7)
Lemma 2. Let 0 < α ≤ 1 and x ∈ (0, 1). Then for n > 121/x and k′ = [nx/(1− x)], we have
(i) Q (α)n,k′(x) <
2√
nx+ 1 . (8)
(ii)
∣∣∣∣∣
( ∑
k>nx/(1−x)
mn,k(x)
)α
− 1
2α
∣∣∣∣∣ ≤ 4√nx+ 1 . (9)
Proof. (i) By the mean value theorem, we have
Q (α)n,k′(x) = α
(
ηn,k′(x)
)α−1 [Jn,k′(x)− Jn,k′+1(x)] = α (ηn,k′(x))α−1mn,k′(x), (10)
where Jn,k′+1(x) < ηnk′(x) < Jn,k′(x).
On the other hand, by (7) and direct calculation we find that
∑
k>nx/(1−x)mn,k(x) > 1/4 for n > 121/x. Thus
ηn,k′(x) > Jn,k′+1(x) =
∑
k>nx/(1−x)
mn,k(x) >
1
4
, (11)
from (10) and (11) with simple calculation, we deduce that
Q (α)nk′ (x) <
α41−α√
2enx
<
1√
nx
.
Since Q (α)nk′ (x) ≤ 1, (8) is proved.
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(ii) By the mean value theorem we have∣∣∣∣∣
( ∑
k>nx/(1−x)
mn,k(x)
)α
− 1
2α
∣∣∣∣∣ = α (ξn,k(x))α−1
∣∣∣∣∣ ∑
k>nx/(1−x)
mn,k(x)− 12
∣∣∣∣∣ , (12)
where ξn,k(x) lies between 12 and
∑
k>nx/(1−x)mn,k(x). Thus, from (11) we deduce that ξn,k(x) > 1/4, for n > 121/x. Now
from (12), (7) and combining the inequality 3α < 4α (0 < α ≤ 1), we get∣∣∣∣∣
( ∑
k>nx/(1−x)
mn,k(x)
)α
− 1
2α
∣∣∣∣∣ ≤ α4α−1 3√nx+ 1 < 4√nx+ 1 . 
Lemma 3. For all m ∈ N, there exists a constant C such that for n > 2m,
Mn
(
(t − x)2m, x) ≤ C x(1− x)2m−1
nm
. (13)
Proof. By Theorem 2.1 of [2] and with a simple calculation we obtain
∞∑
k=0
(
k
n+ k − x
)2m (
n+ k
k
)
xk(1− x)n+1 ≤ C x(1− x)
2m
nm
.
Thus
Mn
(
(t − x)2m, x) = ∞∑
k=0
(
k
n+ k − x
)2m (
n+ k− 1
k
)
xk(1− x)n
≤ 1
1− x
∞∑
k=0
(
k
n+ k − x
)2m (
n+ k
k
)
xk(1− x)n+1
≤ C x(1− x)
2m−1
nm
. 
Lemma 4. Let Kn,α(x, t) be defined by (4), then for 0 < α ≤ 1 and 0 ≤ t < x < 1, there holds
Kn,α(x, t) ≤ 2x(1− x)
2
n(x− t)2 . (14)
Proof. By (4),
Kn,α(x, t) =
∑
k≤nt/(1−t)
Q (α)n,k (x) =
∑
k≤nt/(1−t)
Jαn,k(x)− Jαn,k+1(x) = 1− Jαn,[nt/(1−t)](x).
Note that 0 < α ≤ 1, 0 ≤ Jn,k(x) ≤ 1, and using Lemma 5 of [1] we have
1− Jαn,[nt/(1−t)](x) ≤ 1− Jn,[nt/(1−t)](x) = Kn,1(x, t) ≤
2x(1− x)2
n(t − x)2 . 
Lemma 5. Let Hn,α(x, t) be defined by (5), then for 0 < α ≤ 1 and 0 ≤ x < t ≤ 1, there exists a positive constant C such that
Hn,α(x, t) ≤ Cn(x− t)2 . (15)
Proof. Since 0 ≤ x < t ≤ 1, then ∣∣ kn+k − x∣∣ ≥ |t − x| for k ≥ nt/(1− t). Thus
1− Kn,α(x, t) = 1−
∑
k≤nt/(1−t)
Q (α)n,k (x) ≤
∑
k≥nt/(1−t)
Q (α)n,k (x)
=
( ∑
k≥nt/(1−t)
mn,k(x)
)α
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≤
( ∑
k≥nt/(1−t)
|k/(n+ k)− x|2/α
|t − x|2/α mn,k(x)
)α
≤ 1
(t − x)2
( ∞∑
k=0
∣∣∣∣ kn+ k − x
∣∣∣∣2/α mn,k(x)
)α
.
For all conjugates p, q > 1, i.e., 1/p+ 1/q = 1, by the Hölder inequality, we have( ∞∑
k=0
∣∣∣∣ kn+ k − x
∣∣∣∣2/α mn,k(x)
)α
=
( ∞∑
k=0
∣∣∣∣ kn+ k − x
∣∣∣∣2/α m1/pn,km1/qn,k (x)
)α
≤
( ∞∑
k=0
∣∣∣∣ kn+ k − x
∣∣∣∣2p/α mn,k(x)
)α/p
.
Choosing p = α[1/α + 1], then 2p/α = 2[1/α + 1] is a positive even integer. Thus by Lemma 3, we have( ∞∑
k=0
∣∣∣∣ kn+ k − x
∣∣∣∣2/α mn,k(x)
)α
< C/n.
This completes the proof of Lemma 5. 
3. Proof of Theorem 1
Let f satisfy the conditions of Theorem 1, we decompose f (t) into four parts as
f (t) = 1
2α
f (x+)+
(
1− 1
2α
)
f (x−)+ gx(t)+ f (x+)− f (x−)2α sgnx,α(t)
+ δx(t)
[
f (x)− 1
2α
f (x+)−
(
1− 1
2α
)
f (x−)
]
, (16)
where gx is as defined in Theorem 1,
sgnx,α(t) =
{2α − 1, if t > x,
0, if t = x,
−1, if t < x,
and δx(t) =
{
1, if t = x,
0, if t 6= x.
Thus ∣∣∣∣Mn,α(f , x)− 12α f (x+)−
(
1− 1
2α
)
f (x−)
∣∣∣∣ ≤ |Mn,α(gx, x)| + ∣∣∣∣ f (x+)− f (x−)2α Mn,α(sgnx,α, x)
+
[
f (x)− 1
2α
f (x+)−
(
1− 1
2α
)
f (x−)
]
Mn,α(δx, x)
∣∣∣∣ . (17)
Direct calculations give
Mn,α(δx, x) = εn(x)Q (α)nk′ (x) (18)
and
Mn,α(sgnx,α, x) = 2α
∑
k>nx/(1−x)
Q (α)nk (x)− 1+ εn(x)Q (α)nk′ (x)
= 2α
∑
k>nx/(1−x)
(
Jαn,k(x)− Jαn,k+1(x)
)− 1+ εn(x)Q (α)nk′ (x)
= 2α
( ∑
k>nx/(1−x)
mn,k(x)
)α
− 1+ εn(x)Q (α)nk′ (x). (19)
By (18), (19) and Lemma 2, we have∣∣∣∣ f (x+)− f (x−)2α Mn,α(sgnx,α, x)+
[
f (x)− 1
2α
f (x+)−
(
1− 1
2α
)
f (x−)
]
Mn,α(δx, x)
∣∣∣∣
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=
∣∣∣∣∣(f (x+)− f (x−))
[( ∑
k>nx/(1−x)
mn,k(x)
)α
− 1
2α
]
+ (f (x)− f (x−)) εn(x)Q (α)nk′ (x)
∣∣∣∣∣
≤ 4√
nx+ 1 |f (x+)− f (x−)| +
2√
nx+ 1εn(x) |f (x)− f (x−)| . (20)
Next we estimateMn,α(gx, x) as follows:
Mn,α(gx, x) =
∫ 1
0
gx(t)dtKn,α(x, t)
=
(∫
I1
+
∫
I2
+
∫
I3
)
gx(t)dt
(
Kn,α(x, t)
)
= A1 + A2 + A3 say, (21)
where I1 =
[
0, x− x√n
]
, I2 =
[
x− x√n , x+ 1−x√n
]
, and I3 =
[
x+ 1−x√n , 1
]
.
Note that gx(x) = 0, we have
|A2| ≤
∫
I2
|gx(t)− gx(x)|dtKn,α(x, t)
≤ Ωx
(
gx, 1/
√
n
) ≤ 1
n
n∑
k=1
Ωx
(
gx, 1/
√
k
)
. (22)
To estimate A1, let y = x− x/√n and using the Lebesgue–Stieltjes integration by parts, we have
|A1| ≤
∫ y
0
Ωx(gx, x− t)dtKn,α(x, t)
= Ωx(gx, x− y)Kn,α(x, y)+
∫ y
0
K̂n,α(x, t)dt (−Ωx(gx, x− t)) ,
where K̂n,α(x, t) is the normalized form of Kn,α(x, t). Note that K̂n,α(x, t) ≤ Kn,α(x, t) on [0, 1]. Using Lemma 4 we get
|A1| ≤ Ωx(gx, x− y)2x(1− x)
2
n(x− y)2 +
2x(1− x)2
n
∫ y
0
1
(x− t)2 dt (−Ωx(gx, x− t)) . (23)
Since ∫ y
0
1
(x− t)2 dt (−Ωx(gx, x− t)) = −
Ωx(gx, x− t)
(x− t)2
∣∣∣∣y+
0
+
∫ y
0
2Ωx(gx, x− t)
(x− t)3 dt,
from (23) and by a change of variable t = x− x/√u, we get
|A1| ≤ 2(1− x)
2
n
Ωx(gx, x)+ 4x(1− x)
2
n
∫ x−x/√n
0
Ωx(gx, x− t)
(x− t)3 dt.
= 2(1− x)
2
n
Ωx(gx, x)+ 2(1− x)
2
nx
∫ n
1
Ωx
(
gx, x/
√
u
)
du
≤ 4(1− x)
2
nx
n∑
k=1
Ωx
(
gx, 1/
√
k
)
. (24)
By a similar method and using Lemma 5 to estimate |A3|, we get
|A3| ≤ 2Cn(1− x)
n∑
k=1
Ωx
(
gx, 1/
√
k
)
, (25)
where C is the constant defined in Lemma 5. Combining the estimates of (22), (24), (25) andwith easy calculationswe obtain
∣∣Mn,α(gx, x)∣∣ ≤ 4+ 2Cnx(1− x)
n∑
k=1
Ωx
(
gx, 1/
√
k
)
. (26)
Theorem 1 now follows from inequalities (17), (20) and (26).
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