In this paper register based family studies provide the motivation for linking a two-stage estimation procedure in copula models for multivariate failure time data with a composite likelihood approach. The asymptotic properties of the estimators in both parametric and semi-parametric models are derived, combining the approaches of Parner (2001) and Andersen (2003) . The method is mainly studied when the families consist of groups of exchangeable members (e.g. siblings) or members at different levels (e.g. parents and children). The advantages of the proposed method are especially clear in this last case where very flexible modelling is possible. The suggested method is also studied in simulations and found to be efficient compared to maximum likelihood. Finally, the suggested method is applied to a family study of deep venous thromboembolism where it is seen that the association between ages at onset is larger for siblings than for parents or for parents and siblings.
INTRODUCTION
In register-based family studies failure times on related individuals are observed and familial aggregation of a disease can be regarded as correlation of failure times within families. A family may be a group of exchangeable individuals such as siblings, but this is not always the case. The family may, for example, consist of parents and siblings. Both of these types of family studies have been the practical motivation for this work.
There have been two main approaches when modelling correlated data, namely random effects models or marginal models, and this has also been the case for survival data (Lee et al., 1992; Wei et al., 1989; Oakes, 1989; Nielsen et al., 1992) . This paper will, however, concentrate on copula models (Genest and MacKay, 1986) , which offer a very flexible framework for combining the marginal approach with a model for the dependence within units. The joint survival function is modelled through the marginal survival functions and an association parameter. In family studies the main interest lies in the association between family members, but it is also important to be able to take possible confounders into account. Using the copula approach the association is estimated while covariates are included in the marginal models.
A two-stage estimation procedure suggests itself to these models by first estimating the parameters in the marginal models and regarding them as fixed when estimating the association parameter. This estimation procedure was suggested by Hougaard (1986) and has later been studied by Shih and Louis (1995) and Genest et al. (1995) . Glidden (2000) concentrated on the case where the marginal model is a Cox model and the model for the association is based on the gamma model, whereas in Andersen (2003) a general choice of marginal model combined with a copula was studied.
An extension of the copula models to hierarchical data was suggested by Bandeen-Roche and Liang (1996) , but as noted by the authors this approach is not so well suited to families of parents and children because some choices of copula lead to unwanted constraints on the parameters.
In this paper the copula approach is extended to include families consisting of members at different levels, e.g. parents and children, by combining the two-stage estimation procedure with the composite likelihood approach (Parner, 2001; Heagerty and Lele, 1998) . Although the methods are motivated by family studies, they can also be used in other cases of correlated failure time data.
The paper is organized as follows. Copula models are briefly described in Section 2. In Section 3 the composite likelihood approach for groups of siblings and families of parents and children is presented. The statistical properties of the estimators reached by two-stage estimation combined with composite likelihood are derived in Section 4. In Section 5 different choices of weights are discussed. Section 6 concerns the ascertainment of data. In Section 7 the properties of the suggested estimators are studied in simulations. An application to a family study of deep venous thromboembolism is described in Section 8. Section 9 contains a discussion.
COPULA MODELS
Let (T 1 , . . . , T K ) be the failure times from a family of exchangeable members and S 1 , . . . , S K the marginal survival functions, possibly depending on covariates. The joint distribution of (T 1 , . . . , T K ) is fully specified by the joint survival function S(t 1 , . . . , t K ). When S(t 1 , . . . , t K ) can be written in the form
1] with uniform margins and θ is a parameter or possibly a vector of parameters, then (T 1 , . . . , T K ) is said to come from the C θ copula. Different choices of C θ give different joint distributions but the marginal models are unaltered. A special group of copulas is the Archimedean copula model family, where the copulas are of the form
In this paper the main example of an Archimedean copula is Clayton's family. The survival times are
Here φ(u) = (1 + u) 1 1−θ is the Laplace transform of a gamma distribution with mean 1 and variance θ − 1. The failure times T i and T h are positively associated when θ > 1 and independent for θ → 1.
THE COMPOSITE LIKELIHOOD APPROACH
In the following it will be shown that the composite likelihood approach offers a very flexible way of analysing clustered failure time data. With the work done by Andersen (2003) it is possible to study groups of exchangeable members, e.g. siblings, where the groups can have any size. However, in this paper the family members do not have to be exchangeable. This situation occurs when the families consist not only of siblings, but also family members on another level, e.g. parents and children or half-siblings who live in the same home. When the families are groups of siblings a composite likelihood approach is also a possibility, in which instead of one contribution from each group, each possible pair of siblings gives rise to a contribution. This means that software meant for analysing pairs can be used for groups of any size. This is, however, just a special case of the situation where the members are no longer exchangeable.
Groups of siblings
The joint distribution for a family is given by the joint survival function which again is modelled through the marginal survival functions and a copula tying the marginal distributions together.
In the two-stage estimation the parameters in the margins, β, are estimated in the first stage taking the clustering into account when estimating the variance of the parameters (Section 4). In the second stage the association parameter θ is estimated using the score equation from the joint likelihood, but with the estimates from stage one regarded as known. If the logarithm of the likelihood is log L(β, θ ) = n j=1 j (β, θ ) then the score equation for θ is
Instead of using the joint likelihood in the second stage we suggest using score equations based on the bivariate distributions of all possible pairs of siblings. When the joint survival function is given by a copula as in (2.1) then the bivariate survival functions are given by the same copula. For example, the bivariate survival function for siblings 1 and 2 is S 12 (t 1 , t 2 ) = C θ {S 1 (t 1 ), S 2 (t 2 )}. The composite likelihood proposed in the second stage of the estimation is based on these bivariate distributions. Let G j be the set of possible pairs for family j and L ih (β, θ ) the likelihood for pair
where w ih are positive weights. Weights are introduced to compensate for the composite likelihood, thereby putting more emphasis on the large families by comparison with the full likelihood. Parner (2001) showed that the estimates found by maximizing the composite likelihood L * are asymptotically Normal under suitable assumptions. In this paper the composite likelihood (3.2) is used to find pseudo score equations for θ in the second stage of the estimation. Because there is just one association parameter, the model can be simplified so each pair in the family enters with the same weight in the composite likelihood (3.2) and the weights only depend on the family size. The choice of weights will be discussed in Section 5. The simplified version of the composite
This can be fitted by software for bivariate data by listing separate bivariate observations for the k(k −1)/2 pairs coming from a sibling group of size k.
Families of parents and children
In the case where the families consist of members at different levels, e.g. parents and children, one possibility is to consider the hierarchical model suggested by Bandeen-Roche and Liang (1996) . Assume, for instance, that the families consist of parents (1, 2) and children (3, . . . , K j ) with survival times given by T = {(T 1 , T 2 ), (T 3 , · · · , T K j )} where separate survival functions for parents and children are Archimedian copulas
To find the simultaneous distribution for the family, Bandeen-Roche and Liang (1996) suggested combining these two survival functions in a joint survival function using an Archimedian copula
Bandeen-Roche and Liang (1996) gave conditions to ensure that (3.4) is a valid survival function. These conditions can in some cases lead to unwanted constraints on the association parameters. For instance, if
Clayton's family is chosen for each of the three Archimedian copulas, so φ θ 1 (s) = (1 + s)
is a survival function with the following constraints on the three parameters 1 < θ 3 < θ 1 and 1 < θ 3 < θ 2 .
(3.5)
The parameters in Clayton's family can be interpreted in the following manner. One can define an association measure γ as
where λ is the intensity of disease. Then γ measures the change in risk for person i if person h gets the disease at time t h compared to when person h is disease-free at time t h . It is only in Clayton's family that γ is independent of time (i.e. constant) and moreover γ = θ. In the model with parents and children the three parameters can be thought of as θ 1 = γ (t 1 , t 2 ), which is the association between parents, θ 2 = γ (t i , t h ) i, h 3, the association between two children, and θ 3 = γ (t i , t h ) i = 1, 2, h 3, the association between parents and children. The constraints (3.5) on the parameters imply that the association between parents is stronger than that between parents and children, which may not be plausible because parents and children are genetically more similar than parents. Instead of postulating a joint model such as (3.4), the suggestion here is to model the bivariate margins and combine the likelihood contributions in a composite likelihood.
If H j is the set of possible pairs combining parents and children in family j, G j the set of possible pairs of children and ih the logarithm of the likelihood for pair (i, h) then the logarithm of the composite likelihood can be written as
The composite likelihood in (3.6) is simplified in the same way as (3.2) so pairs of parents and children from the same family get the same weight, and likewise pairs of children from the same family get the same weight. This means that (3.6) can be written as
This is a composite likelihood of exactly the same type as (3.3).
TWO-STAGE ESTIMATION
As in Andersen (2003), two-stage estimation will be used to find the estimates of the parameters (β, θ ). The two-stage estimation suits the way the models are constructed using copulas to tie the marginal distributions together with an association parameter. In the first stage the parameters in the marginal model, β, are estimated taking the clustering into account when the variance of the estimate is calculated. In the second stage the estimates from the first stage are regarded as fixed in an estimating equation for the association parameter θ. Calculation of the variance of the estimated association parameter then takes into account the estimation uncertainty from the first stage.
Notation and some assumptions
There are n families indexed j = 1, . . . , n with K j members in family j, indexed i = 1, . . . , K j . Let T i j be the failure time for person (i, j), C i j the censoring time and Z i j covariates. Define T j = {T i j , i = 1, . . . , K j } and similarly C j and Z j . Suppose (T j , C j )|Z j ( j = 1, . . . , n) are independent identically distributed random variables and T j is independent of C j conditional on Z j . We observe
The composite likelihood used to find an estimate of the association parameter θ is based on the bivariate distributions, so a model is assumed for all the 'interesting' combinations of pairs in the family.
Let M j be the set of 'interesting' pairs. The logarithm of the composite likelihood becomes
where w ih are positive weights, L ih is the likelihood for pair (i, h) and ih = log L ih . The composite likelihood (4.8) covers both of the cases in Sections 3.1 and 3.2.
The asymptotic distribution in the parametric case
First assume that the margins are modelled parametrically depending on a finite number of parameters β, which may include effects of the covariates Z . In the first stage, β is estimated by solving
This is also the score equation for β in the case of independence and is unrelated to the composite likelihood (4.8).
In the second stage, the estimateθ of the association parameter θ is found as the solution to the pseudo score equation for θ based on the composite likelihood (4.8) with the estimate from stage one (β) plugged in, hence
PROPOSITION 4.1 Assume standard regularity conditions for the marginal models, the regularity conditions stated in the appendix and that
where
The proof of Proposition 4.1 is a straightforward generalization of the proof of Theorem 1 in Shih and Louis (1995) . The variance
The asymptotic distribution in the semi-parametric case
In this section we derive the asymptotic distribution of the parameters in the semi-parametric model using the two-stage method and a composite likelihood for θ . The marginal intensity λ i j (t) for person i in family j follows a Cox model
where the baseline intensity λ 0 (t) is an unknown function of t and Z i j is a vector of covariates for person (i, j) . It is also possible to have a stratified model or a model without covariates, leaving the marginal model purely non-parametric. We denote the counting process as
, the maximum follow-up time τ , and the integrated baseline intensity
The composite log-likelihood is a sum over the possible pairs, log L = n j=1
In the first stage of the estimation the marginal models are fitted taking the clustering into account using the method of Lee et al. (1992) . The resulting estimates areβ andˆ 0 (t). The estimate for β is found by solving the marginal score equation
where (β, u) . Spiekerman and Lin (1998) have shown that under suitable regularity conditions,β is asymptotically Normal around the true value and n 1 2 {ˆ 0 (t,β) − 0 (t)} converges to a zero-mean Gaussian random field. At the second stage of estimation the estimates from the first stage are plugged into the pseudo score function for θ, which is based on the composite log-likelihood (4.8). This creates the pseudo score function U θ for the parameter θ :
The estimateθ is found by solving the equation obtained by setting (4.11) equal to zero. Under the regularity conditions stated in the appendix the estimator of the association parameter has the following asymptotic distribution. The precise definition of V (W 1 + 1 ) is found in the appendix. The proof of Proposition 4.2 follows closely that of Proposition 3.2 in Andersen (2003) . The variance from Proposition 4.2 is estimated by inserting the estimates in the formulae in the appendix.
CHOICE OF WEIGHTS
In the composite likelihood approach (3.2) and (3.6) the likelihood contributions are weighted together using positive weights, different choices of weights leading to different estimators. The maximum likelihood estimate using the full likelihood is the most efficient method, but is not always available. Andersen (2003) showed that the two-stage method has good efficiency and one would expect that the two-stage method using a composite likelihood in the second stage would be less efficient. The question is now whether it is possible to choose optimal weights so the loss of efficiency becomes as small as possible. This will be investigated informally for the two situations from Sections 3.1 and 3.2.
One association parameter
First, we concentrate on the simplest case with a parametric model and just one association parameter as in Section 3.1. Even in this case the resulting variance ofθ is quite complicated (Propositions 4.1 and 4.2) and the problem is simplified by assuming that the parameters from the first stage are known. This leaves the variance as Lindsay (1988) has found an expression for optimal weights in the one-dimensional case, and since the problem is here reduced to only one dimension the suggested weights are calculated.
From (3.3) one sees that the pseudo score equation for θ is 12) where S (ih) j is the score contribution from pair (i, h) in family j. Let U be the score function for θ based on the full likelihood with the marginal parameters β assumed known, i.e.
Lindsay (1988) shows that the optimal weights are
where S is the vector of score contributions. In this set-up E(U S) = E(S 2 ), where S 2 denotes the vector whose elements are the squared elements of S. The variance used for the weights (5.13) is a block matrix since the families are assumed to be independent and the size of each block depends on the size of the family. It is modelled using three parameters: σ 2 for the variance in the diagonal, ω for the covariance between score contributions from pairs with one person in common and ρ for the covariance between score contributions from pairs with nobody in common.
If, for instance, the families have 2, 3, 4 or 5 members then the weights (w 2 , w 3 , w 4 , w 5 ) are found by solving equation (5.13): w 2 = 1, w 3 = σ 2 /(σ 2 + 2ω), w 4 = σ 2 /(σ 2 + 4ω + ρ) and w 5 = σ 2 /(σ 2 + 6ω + 3ρ).
The parameters σ 2 , ω, and ρ are estimated bŷ
where n 1 is the total number of pairs, n 2 the number of elements in the set {((ih), (lm)) ∈ G 2 j |i = l, h = m or i = l, h = m}, j = 1, . . . , n and n 3 the number of elements in the set {((ih), (lm)) ∈ G 2 j |i = l, h = m}, j = 1, . . . , n.
More than one association parameter
In Section 3.2 families of parents and children were considered. The association parameter θ = (θ 1 , θ 2 , θ 3 ) (for parents, children, and parent child pairs) is now three-dimensional and the variance-covariance matrix could be defined as optimal if it is smaller than other variance-covariance matrices when ordering the matrices by positive definite differences. However, in Lindsay (1988) it is mentioned that an optimal choice of weights is not usually globally attainable.
Since the three likelihood contributions depend on separate parameters one possible approach is to treat the choice of weights as three separate problems.
The pseudo score equations for θ are found from (3.7):
Here w 1 is independent of family number, since θ 1 is the association parameter for parents and estimation is always based on the pair of parents, so the natural choice is w 1 = 1. Let S 2 be the vector of score contributions S
(ih) j for θ 2 and S 3 the vector of score contributions S (3) (lm) j for θ 3 . Then one could choose weights as in (5.13)
Again the variances used to calculate the weights are block matrices since the families are assumed to be independent and the size of each block depends on the size of the family. They are modelled as in Section 5.1 with separate parameters in the two variances. If, for example, the families have 1, 2, or 3 children then the weights for θ 2 , (w
2 ), are now found by solving equation (5.17). Similarly, the weights for θ 3 , (w 
3 = σ 2 3 /(σ 2 3 + 2ω 3 + ρ 3 ) and w (3) 3 = σ 2 3 /(σ 2 3 + 3ω 3 + 2ρ 3 ). The parameters σ 2 2 , ω 2 , σ 2 3 , ω 3 and ρ 3 are estimated in the following way:
where n 1 is the total number of pairs in G j , j = 1, . . . , n, n 2 the number of elements in the set {((ih), (lm)) ∈ G 2 j |i = l, h = m or i = l, h = m}, j = 1, . . . , n, n 3 is the total number of pairs in H j , j = 1, . . . , n, n 4 the number of elements in the set {((ih), (lm)) ∈ H 2 j |i = l, h = m or i = l, h = m}, j = 1, . . . , n and n 5 the number of elements in the set {((ih), (lm)) ∈ H 2 j |i = l, h = m}, j = 1, . . . , n. The weights calculated in this way are used in the second stage of estimation when θ = (θ 1 , θ 2 , θ 3 ) is estimated setting (5.14)-(5.16) equal to zero simultaneously.
A SAMPLED DATASET
Until now it has been assumed that the dataset is a random sample of families. For rare diseases this design may be inefficient, and different sampling schemes may be considered. One possible strategy could be to sample all families with at least one case and a random sample of families without a case. Adapting the results from Binder (1992) this sampling scheme has been considered in Andersen (2003) who suggests weighting the estimating equations by the inverse sampling probabilities. Let π j be the sampling probability for family j, ξ j = 1 if family j is chosen and 0 otherwise, and n the total number of families in the population. Taking the parametric case as an example, the estimating equation for β in the first stage becomesŨ
The estimating equation for θ , (4.9) or (4.11), is weighted with the inverse sampling probabilities in the same way, which means that in the second stage of estimation there are two sets of weights, one to take the sampling into account and one for the pairwise comparisons, leading tõ
The estimates derived from the weighted analysis are still asymptotically Normal with a distribution derived in exactly the same way as in Andersen (2003) . It is important to have a good approximation to the true sampling probability π j for a family j as simulations have shown that misspecified weights give biased results. For the suggested sampling scheme the probability is known to be 1, when there is at least one case in the family. The sampling probability π j is π j = 1 ifthere is at least one case in family j
if family j is of size k and no case in family j, where m k is the number of families of size k in the sample and N k is the number of families of size k in the population. In practice it can be a problem to determine N k , but an approximation can be found when the families are constructed from a random sample of individuals. Let X be the number of families constructed on the basis of the random sample of persons drawn from a population of N individuals. Then the number of families is X = k 1 m k and the number of individuals is N = k 1 k N k . An ad hoc approximation to
, which preserves the correct number of individuals, N = k 1 kÑ k .
SIMULATION STUDIES
Some simulation studies were conducted to assess the statistical properties of the proposed method specifically for the sib groups and families of parents and children.
A set of simulations was carried out comparing full maximum likelihood, the two-stage estimation using the full family as suggested in Andersen (2003) and the composite likelihood approach suggested here with different choices of weights for different distributions of sib group size.
As expected, the maximum likelihood method is the most efficient, followed by the two-stage method where the full sib group is used in the second stage. For the two-stage method with the composite likelihood in the second stage different sets of weights were chosen with the optimal weights doing slightly better than the others.
The loss of information is largest in the case with a big proportion of large families (25% of the families have five members), which does not seem surprising, but with the optimal weights the efficiency is still 94% compared to maximum likelihood. In most practical applications in Denmark the average size of sib groups will be closer to two than five.
Simulation studies were also performed for datasets consisting of parents and children and again the method using a composite likelihood in the second stage of estimation had an efficiency of more than 90% compared to maximum likelihood, and showed little bias.
A detailed description of the simulation results can be found at http://www.biostatistics. oupjournals.org.
A FAMILY STUDY OF DEEP VENOUS THROMBOEMBOLISM
Several studies have shown that there are genetic and acquired risk factors for developing deep venous thrombosis and pulmonary embolism (in the following, thromboembolism) (Rosendaal, 1999; Seligsohn and Lubetsky, 2001 ). The analysis presented in this section is an exploratory analysis of the different amounts of familial aggregation in pairs of parents, parents and children, and sibling pairs.
The study makes use of the nation-wide Danish registers based on the Civil Registration System and the Danish National Registry of Patients. Everybody in Denmark is registered in the Civil Registration System with a personal identification number, which is used in all registers. The Civil Registration System also includes a link to parents, making it possible to identify families. The Danish National Registry of Patients started in 1977 and includes information on all admissions to Danish hospitals. The study base was constructed by taking all patients from the Danish National Registry of Patients who were born in the period 1953-94 and with a given set of diagnoses (5329 patients). A random sample of 49 224 persons, born in the same period and alive on 1 January 1977, was drawn from the population using the Civil Registration System. The parents and siblings of these 54 553 sampled persons were identified using the link in the Civil Registration System. Together with the original sample of persons, these now constitute the study base.
The events were identified in the Danish National Registry of Patients in the period 1 January 1977 until 31 December 1993. All in all there were 47 298 families where the children had both parents in common. Within the study period, 3339 first-time events of thromboembolism were identified. When studying familial aggregation the families with several events contain most information. In our data, 2871 families had one person with an event, 208 had two, 16 had three and one family has four persons with a diagnosis of thromboembolism.
Clayton's distributional family was chosen for each of the three types of pairs. In the case where the family consists of two parents (T 1 , T 2 ) and k − 2 children (T 3 , . . . , T k ) this means that
Here θ 1 is the association between parents, θ 2 the association between two siblings and θ 3 the association between a parent and a child. There is delayed entry because the Danish National Registry of Patients started in 1977. This is taken into account by using the conditional survival function. If v i , v j denote the ages at entry, then the conditional survival function is
Time-dependent covariates are now difficult to handle correctly since the conditional survival function (8.20) still depends on the time from birth until the person entered the study. In this example calendar period is part of the model and it is assumed that the risk of thromboembolism was the same before the register started as in the first period from 1977-79. The data are sampled as described in Section 6, and this is taken into account in the analyses. For the first stage of the analysis population rates have been used and assumed known. This means that there is no extra variation to take into account in the second stage leading to possible underestimation of the variance. However, since the dataset is so large the estimates from the marginal analysis will be close to the population rates.
In the second stage the model (8.19) was fitted to the data taking the sampling and delayed entry into account. Two different sets of weights were chosen to account for the pairs: all weights set to 1 or the 'optimal' weights from Section 5.2. The results are seen in Table 1 . Table 1 shows that the association is largest for siblings withθ 2 = 10.0, which is significantly larger than 1. The association for parents is smallest with an estimate ofθ 1 = 2.5 and a confidence interval including 1 when the optimal weights are chosen. This means that the constraints from (3.5) do not hold and it would not be possible to fit a joint model of the type (3.4) using Clayton's family for each copula. Since the association for parents is smaller than the association for the other types of pairs, this could The 'optimal' choice of weights improves the standard error for the association among siblings and the relative improvement is larger than the loss of precision for the parent child pairs, suggesting that the 'optimal' weights are a good choice.
All calculations were carried out using SAS version 6.12.
DISCUSSION
In this paper a two-stage procedure combined with a composite likelihood in the second stage has been studied, with particular reference to the two cases of sib groups and families consisting of parents and children.
The sib groups can already be studied using a two-stage method as in Andersen (2003) , but with the method presented here it is only necessary to study all possible pairs. This means that software designed for pairs can be used. The loss of efficiency compared to the methods using the full likelihood depends on the amount of information outside the pairs and the choice of weights. Simulations indicate that choosing the optimal weights from Lindsay (1988) is sensible. When 25% of sibling groups have five members the efficiency is still above 90%.
For the families of parents and children the composite likelihood approach gives a flexible framework in which to model this type of data. Other approaches have been suggested. The hierarchical models in Bandeen-Roche and Liang (1996) are also based on copulas but they can give unwanted constraints on the parameters. Additive and multiplicative frailty models have also been suggested (e.g. Petersen, 1998 , Yashin, 1995 . In these models the bivariate margins are not generally shared frailty models. Li and Zhong (2002) suggested an additive genetic gamma frailty model, which can be used in family studies where genetic information is available. The composite likelihood approach has also been studied by Parner (2001) , but in this paper the composite likelihood approach is linked to the two-stage estimation.
The weights suggested in Section 5 are not optimal in a mathematically precise sense, but they are optimal in some simple situations and also seem to perform well in more complicated cases. The situation where the families consist of members at the same level is very close to the one-dimensional case studied by Lindsay (1988) where the weights are truly optimal. They are not difficult to calculate, and simulations have shown that they perform well. In the case of family members at different levels the weights are more complicated to calculate and the advantage is not as clear. In such cases, one might consider a simpler choice of weights.
In summary, the composite likelihood approach combined with the two-stage estimation promises to be a useful tool in the analysis of sibling groups. It also presents new possibilities when studying families with members at different levels. 
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