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수동 소나는 수중의 소음원이 방사하는 음파를 탐지하여 소음원의 방위, 
거리를 추정하는 시스템이다. 음파의 효과적인 탐지를 위하여 음파 탐지 센
서를 여러 개의 부배열로 구성하여 각 센서에 입사되는 신호의 도래 시간차
를 이용하여 도래각과 거리를 추정한다.
본 연구는 신호원의 도래각 및 도래 시간차 산출에 오차를 유발시키는 변
수들을 도출하고 오차를 포함한 변수들로 인해 발생하는 거리 추정 오차를 
분석하였다. 오차를 유발하는 변수들은 부배열의 위치 오차, 해양환경의 음
파 전달 속도와 시스템에 적용하는 음파전달속도의 부정합, 수신 센서의 작
동 유무를 표현하는 센서의 고장 상태를 고려하였다. 이를 기반으로 분산된 
부배열로 입사되는 신호원의 도래 시간차를 이용하여 위치 추정 성능을 향
상시키기 위한 방안을 연구하였다. 수중 소음원의 위치 추정 최적화 기법에
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는 오차를 포함한 측정 데이터를 기반으로 이론적으로 예측한 기대값과의 
편차를 줄임으로서 오차를 최소화하는 기법으로 선형 최소자승법(LS)이 있
다. 선형 최소자승법은 관측 데이터의 특성에 따라 발산 또는 국소 위치
(Local Minimum)를 추정하는 Forward Closed Form으로 알려져 있다. 선형 
최소자승법과는 달리 비선형 최소자승법은 Backward Recursive Form 으로 
매 시간 수신한 데이터를 기반으로 반복 연산을 통하여 목적 함수 내에 포
함된 변수의 오차를 최소화하는 과정이다. 비선형 최소자승법은 오차를 최
소화하기 위한 감폭 계수(Damping Coefficient)를 어떻게 정의하느냐에 따
라 Gauss Newton, Gradient Descent 방법으로 구분한다. 본 논문에서는 이
러한 두 개의 비선형 최적화 기법을 결합한 형태인 LM(Levenberg-Marquardt)
알고리즘을 적용하여 수중 소음원의 위치 추정 오차를 최소화하는 기법을 
제안하였다. 제안한 기법은 선형 최소자승법에 비하여 안정적인 해를 가지
는 장점이 있다. 
수중 소음원의 방위, 거리 추정 오차를 유발하는 3개의 주요 변수(음파전
달속도의 부정합, 부배열 간의 위치 오차, 센서의 고장 상태)에 오차를 포
함한 모의한 데이터를 비선형 최소자승법인 LM 알고리즘에 적용하여 모의 
시뮬레이션을 수행하였다. 통계적인 특성을 도출하기 위하여 시뮬레이션 입
력 조건에 따라 500회의 몬테카를로 시뮬레이션을 수행하여 통상적인 오차 
분석 기법 가운데 하나인 평균제곱근오차(RMSE, Root Mean Squared Errors) 
값을 구하여 분석하였다. 시뮬레이션 결과로부터 비선형 최소자승 알고리즘 
기반의 제안 기법이 선형 최소자승법에 비해 대부분의 조건에서 5~50% 범위
로 성능이 향상되는 것을 확인하였으며, 부배열의 위치 오차와 같은 일부 
변수의 성능 제안 범위도 확인하였다. 
KEY WORDS : 
TDOA(Time Difference Of Arrival) 도래 시간차 ; DOA(Direction Of Arrival) 도래각; 
LS(Least Square) 최소자승법; Focused Beam-former 초점빔형성기; 
LM(Levenberg-Marquardt); Source Localization 음원 위치추정;
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A study on the error minimization of underwater source 
localization using sub-array
Insik Yang
Department of Radio Communication Engineering
Korea Maritime and Ocean University
Abstract
Passive sonar listens to the sound radiated by any underwater target 
using a sensor system, and detects its signals against a background 
noise of the sea and the self noise of the sonar platform. The system 
can be made directional with time difference of arrival, therefore the 
horizontal bearing of a signal is known. In addition to measure the 
bearings with direction of arrival of a signal from sub-array well 
separated, the direct passive range is known. 
Underwater source localization based on time difference of arrival 
measurements has some problems due to the sub-array location 
uncertainty, partial sensor failures and sound speed mismatch from 
real underwater environments and system. Therefore the source 
- x -
localization error using TDOA measurements with these problems is 
investigated.
Many algorithms for robust underwater source localization have been 
developed using TDOA measurements in recent years. One classic 
algorithm is the linear least squares method. Through pre-processing 
of TDOA measurements, a set of linear forward closed-form equations 
can be obtained without considering the relationship between the 
measurements and references by equations. To incorporate the 
constraint on the relationship, the localization problem by linear 
least squares formula can not be convex in accordance with the 
measurements.
In this dissertation, research shows the robust method to minimize 
the underwater source localization errors with non-linear method, 
Levenberg-Marquardt. This algorithm is an iterative operation that 
locates the minimum of a multi-variated function that is expressed as 
the sum of squares of non-linear real-value. The real critical values 
for the research of robust underwater source localization are 
considered the sub-array location uncertainty, partial sensor failures 
and sound speed mismatch. 
The proposed algorithm is evaluated as root mean squared errors in 
terms of the each and mixed value error ranges through the Monte-Carlo 
simulation. It significantly shows that root mean squared errors of 
the proposed method based on time difference of arrival are lower than 
the result of the previous linear least squares method in many cases.
KEY WORDS : 
Time Difference Of Arrival(TDOA); Direction Of Arrival(DOA); 
Least Square(LS); Focused Beam-Former(FBF); Levenberg-Marquardt(LM);
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제 1 장  서 론
1.1 연구 배경
미래 자원 확보와 유사시 안전한 해상교통로를 보호하기 위해 해양 주권 확
보의 중요성이 지속적으로 증대되고 있으며, 한반도 주변의 선진국을 중심으로 
대양의 우위를 확보하기 위하여 노력을 기울이고 있다. 최근 북한 잠수함의 
SLBM(Submarine Launched Ballastic Missile) 발사와 같은 대륙간 탄도미사일의 
시험 발사는 주변국들을 위협하고 있다. 특히, 잠수함은 은밀성, 기동성, 타격 
능력이 우월하여 매우 위협적인 전력으로 발전하고 있어 수중 위협 세력을 조
기에 탐지하고 주변의 공격 세력에게 위협 정보를 제공하기 위한 수중 조기 경
보시스템의 역할에 대한 중요성이 대두되었다.  
수중/수상 물표를 탐지하기 위한 수단은 탐지 대상 표적의 특성에 따라 음향, 
자기, 전자파, 광학 등이 있으며, 수중 표적으로부터 방사되는 음파를 효과적으
로 탐지하는 수중음파탐지기(SONAR : SOund Navigation And Ranging)가 가장 
효과적인 수중 조기 경보 시스템으로 운용되고 있다. 수중음파탐지기는 제 1, 2
차 세계대전에서 군사적인 목적으로 영국, 독일, 프랑스, 미국 등의 선진국에서 
개발되기 시작하였다. 세계대전 이후, 냉전시대에는 원자력 잠수함이 비교적 조
용한 심해 환경에서 주로 활동하였다. 냉전시대의 원자력 잠수함은 주로 대양
에서 활동하였으며, 당시 잠수함 설계 기술의 한계로 비교적 시끄러운 소음을 
발생하여 수동소나(Passive sonar)로 원거리의 수중 표적 탐지가 가능하였다. 
냉전시대 이후 제3국들의 잠수함 설계기술 발전과 잠수함의 주 활동무대가 천
해로 이동하면서 비교적 크기가 작고 조용한 재래식 디젤잠수함이 주요 세력으
로 등장하였다. 재래식 디젤잠수함은 원자력 잠수함에 비해 은밀성이 뛰어나 
해상교통량이 과밀한 천해 환경에서는 수중 배경소음이 비교적 높아 수동소나
의 탐지성능이 제한적이다. 이를 극복하기 위하여 능동 소나(Active sonar)의 
역할이 점차 증대되는 추세로 발전하였다. 최근 2000년대 이후 해양의 대잠수
함전 환경은 잠수함 설계 기술의 발전으로 조용한 SLBM 탑재 원자력 잠수함
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이 비대칭 위협 세력으로 등장하였다. 원자력 잠수함은 무한 잠항시간으로 은
밀성이 보장되고, 함속 30 kts이상의 기동성 및 첨단 무기체계를 탑재하여 시
간, 공간을 초월하여 주변국 및 전 세계적인 위협 세력으로 등장하였다. 수중 
위협 세력의 발전과 더불어 효과적인 대잠 작전을 수행하기 위하여 소나 개발
이 활발히 진행되고 있다[1-2].
수동소나는 수중 또는 수상 플랫폼으로부터 방사되는 신호를 효과적으로 탐
지하기 위하여 탑재 플랫폼의 형상을 최대한 활용하여 배열 형태로 구성한다. 
배열을 구성하는 센서로 유입된 신호는 센서간의 지연합(Delay & Sum)을 통하
여 시간영역의 신호를 방위영역으로 변환한다. 지연합은 센서별 수신된 신호를 
동일위상으로 보정하여 코히어런트 합성을 하는 과정으로서 방향성을 갖는 표
적 신호의 준위를 높이고, 수중 배경소음(Ambient Noise)과 같이 방향성이 없
는 잡음은 백색화(Whitening) 된다. 지연합 연산은 센서 개수에 따라 로그 함
수로 비례하여 지향 성능(Directivity Index)을 증가하고, 정확한 표적의 방위
와 거리를 추정한다. 그러나 지연합 과정에서 센서로 유입된 방향성을 갖는 표
적신호의 지연 시간차가 배경소음 또는 음파의 전달경로 등에 의하여 신호 준
위가 불안정하거나 센서간의 상호상관성이 떨어질 경우에는 표적의 방위, 거리 
추정 성능이 감소하게 된다[3-5]. 
상대적으로 작은 개구면을 갖는 부배열로 구성된 소나는 각각의 부배열 빔출
력을 이용하여 인접한 부배열간 동일한 방위에서의 상호상관계수를 산출한다. 
이는 짧은 부배열의 제한된 성능을 보완하기 위한 방법으로 방위별 출력과 상
호상관을 통해 산출한 시간차를 이용하여 정확도를 향상시킬 수 있다[6-8]. 
본 연구는 부배열로 구성된 소나를 기반으로 수중 소음원의 위치 추정 성능
에 영향을 미치는 변수들을 도출하였다. 또한 각 변수들이 포함한 오차량에 따




수동소나는 탑재 플랫폼의 목적에 따라 다양한 형태로 운용되며, 효과적인 
수중 물표 탐지를 위하여 배열 구조를 기반으로 신호원으로부터 방사되어 다수
의 센서에 입사되는 신호의 도래 시간차(TDOA, Time Difference of Arrival)
를 이용하여 도래각 및 신호원의 거리를 추출하는 것이 대표적인 기능이다.
그림 1.1은 수동 소나 가운데 대표적으로 도래 시간차를 이용한 신호원의 도
래각과 거리를 추출하는 과정이다. 소나에 의한 거리 정보 추출은 두 개 이상
의 부배열로부터 산출한 방위각의 교차점으로부터 추출하며, 최소한 3개 이상
의 부배열이 필요하다. 주요 변수는 각 부배열의 센서간의 거리(), 수중음파전
달속도(), 수신센서의 작동상태()가 고려되며, 이러한 변수들의 정확도에 따라 
정확한 신호원의 도래각, 즉 표적의 방위각 산출이 가능하며, 나아가서는 신호
원의 정확한 위치추정이 가능하다. 신호원의 위치 추정은 단일 배열구조를 이
용하는 경우에 비해 부배열 사이에 일정 거리가 확보된 분산배열을 이용하여 
거리 정확도를 높이는 것이 일반적이며[6-7, 9-11], 부배열의 개구면 크기를 확
보하여 음원의 신호대 잡음비를 증대시켜 탐지 성능을 향상시킬 수 있다.  수
중 신호원의 도래각과 거리 추정을 위한 변수(     )는 시스템에 적용되는 
값의 정확도에 따라 소나의 성능을 좌우한다. 
첫째, 센서간 거리오차()를 반영한 센서간의 거리(
  )가 포함된 소나
시스템은 방위, 거리별로 측정한 데이터를 기반으로 센서간 거리오차()를 최
소화하여 실제 센서간의 거리 오차가 최소화(≈ )되도록 자체보정(self- 
calibration)하는 기법들이 활발히 연구되고 있다[12-13]. 이러한 방법은 시간, 공
간영역에서 방위, 거리 오차를 최소화하는 배열 간격을 적용(Correction Table)
하여 시불변(Time invariant) 변수로 적용 가능하다. 이는 계절별, 해역별 소나 
탑재 플랫폼의 심도별로 다양한 환경에서는 적용값이 제한될 수 있으나, 본 논
문에서는 매 시간 측정 데이터를 기반으로 모델과의 오차를 최소화하여 시간, 
공간영역에서 시변(Time Variant) 변수로 오차를 최소화하는 방법을 제안한다.  
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그림 1.1 도래 시간차를 이용한 거리 추정
Fig. 1.1 Passive Ranging Estimation by TDOA method
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둘째, 센서 사이의 도래 시간차를 산출하기 위해 사용하는 수중에서의 음파
전달속도()는 측정한 수온, 밀도, 압력으로부터 통상 1450 ~ 1550 m/s 범위로 
산출되고 시스템에 적용된다. 그러나 음속의 오차에 따른 도래 시간 오차는 측
정 음속의 오차비와 관심 방위에 따라 도래 시간의 오차( )를 갖는다. 도래 방
위가 0°에서는 도래 시간의 오차( )가 발생하지 않으나, 도래 방위가 -90° 또
는 90°(End-fire) 영역으로 갈수록 측정한 음속의 오차 비( )에 비례하여 





                                                       (1-1)
여기서,  : 신호원의 도래 방위,  : 신호원의 음속[m/s]
         : 신호원의 추정 방위,  : 시스템 적용 음속[m/s]
그림 1.2는 음속 부정합에 따른 음원의 방위오차를 나타낸다. 가로축은 신호
원의 실제 방위이며, 세로축은 음속에 따라 추정한 신호원의 방위를 나타낸다. 
해양환경을 통하여 전달되는 정확한 음속( )이 1500m/s로 소나에 수신될 경우, 
소나에서 적용한 음속()이 1500m/s로 동일한 값으로 적용하면 식 (1-1)로부터 
신호원의 도래 방위와 추정 방위가 일치한다. 그러나 소나에서 적용한 음속이 
1500m/s가 아닌 다른 음속을 적용한 경우, 음속의 부정합 크기에 비례하여 방
위오차가 발생한다. 신호원의 방위가 45°인 경우, 소나에서 적용한 음속이 
1450m/s에서 43°로 신호원의 방위를 추정하여 약 2°의 방위 오차가 발생하며 
거리로 환산하면 5000m에서 약 180m의 거리오차가 발생한다. 
소나가 운용되는 환경이 고정된 위치 또는 매설된 형태로 운용되는 경우, 통
계적으로 측정한 신호원의 도래 방위에 따른 사후 오차 분석을 통하여 음파전
달속도()를 역산하여 시스템에 적용하지만, 그렇지 않은 경우 다수의 변수들을 
이용하여 다양한 비선형 특성을 기반으로 측정 오차를 최소화하는 기법에 대해
서도 연구가 진행 중이다.
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그림 1.2 음속 부정합에 따른 방위오차
Fig. 1.2 Source bearing bias in accordance with
the sound speed mismatch
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마지막으로 소나 성능에 영향을 미치는 변수로 소나의 수신 채널의 고장 상
태이다. 소나의 수신 센서는 소나 운용에 가장 중요한 요소로서 센서를 구성하
는 부품의 노후화와 방수기능의 열화로 인한 누수 등으로 정상 작동이 불가한 
경우가 발생한다. 통상 수신채널의 고장으로 인한 소나 성능 열화를 최소화하
기 위하여 채널의 연속 고장을 줄이기 위하여 채널의 전송 라인을 설계하지만 
소나 성능 열화의 최소화를 위한 노력이며, 고장에 따른 성능 열화는 불가피하
다. 채널의 고장은 소나의 지향 성능(DI, Directivity Index)과 빔폭(BW, 
Beam Width) 등에 영향을 미쳐 신호원의 탐지 및 거리 추정 성능을 떨어뜨리
는 원인이 된다[3].
그림 1.3은 지향특성을 나타내기 위하여 N개의 센서로 구성된 부배열의 빔패
턴을 나타내었으며, 표적의 방위는 60°이다. 센서의 고장이 없는 정상상태
(Normality)에 비하여 N개의 50% 채널이 비정상 상태인 경우 부엽(Side 
lobe) 준위가 주빔(Main Beam)의 준위에 비해 –5~-8dB로 정상상태의 부엽
준위에 비해 10~15dB 이상 증가하여 지향 성능이 떨어진다. 지향 성능은 
 log 으로 표현 가능하며, 센서 개수에 따라 증가한다. 채널 상태가 고장인 
경우, 유효한 센서의 수는 정상인 경우( )에 비해 고장 채널 수 만큼 감소하여 
지향성능을 떨어뜨리게 된다[4-5].
그림 1.4는 빔폭 특성을 나타내기 위하여 N개의 센서로 구성된 부배열의 빔
패턴을 이용하여 수평(x-range), 수직(y-range)영역에 최대값의 –3[dB] 지점
의 빔폭을 거리 단위로 환산하여 나타내었다. 그림 1.4(a)와 같이 채널상태가 
정상인 경우, 빔폭은 거리와 방위(End-fier)에 따라 넓어진다. 거리 
500~5000m로 증가함에 따라 빔폭이 50~500m 이내로 10%의 오차를 갖는 
모호 영역으로 해석할 수 있으며, 측면 방위로 갈수록 약 1100m, 20%의 오차 
범위를 나타낸다. 그림 1.4(b)와 같이 채널 상태가 고장인 경우, 거리 
500~5000m로 증가함에 따라 빔폭이 50~1000m를 초과하여 20% 이상의 오
차 범위를 갖는 모호영역으로 해석할 수 있다. 거리 2000m 이상의 구간에서  
1000m를 초과하여 넓은 범위에 형성되므로 채널 고장 시 지향성능이 떨어지
고 빔폭이 넓어짐으로 인하여 신호원의 방위 추정 성능에 영향을 미치게 된다. 
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그림 1.3 센서 고장에 의한 빔패턴




그림 1.4 채널 상태에 따른 모호 영역, (a) 정상, (b) 고장
Fig. 1.4 Ambiguity area with Sensor Faults, 
(a) normality, (b) faults  
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본 연구는 소나성능에 영향을 미치는 요소들의 오차가 거리 추정 성능에 미
치는 영향을 분석하고, 오차를 줄이기 위한 방안을 도출하려고 한다. 신호원의 
거리 추정은 각 센서가 수신한 신호의 위상을 고려한 도래 시간차(TDOA, 
Time Difference Of Arrival)를 이용하였다[8-24]. 
육상 환경에서 신호원의 위치 추정을 위하여 사용하는 TDOA 기법은 고정된 
위치에 다수의 안테나를 분산 배치하여 수신 안테나간의 조합, 기하학적 배치 
특성 및 전파속도 등의 다양한 변수를 고려하여 신호원의 도래각 및 위치를 추
정한다. 육상 환경의 경우, 안정적인 전파 속도와 정확한 안테나 위치 파악이 
가능하여 비교적 전파의 전달특성이 안정적인 형태로 수신 배열센서에 도달하
지만 수중환경은 수중에서 전달되는 음파의 특성이 수심에 따라 다른 특성을 
보이며 센서의 상태 및 플랫폼에 부착한 배열의 정확한 간격이 고려되어야 한
다. 즉, 수중 신호원의 위치 추정은 육상 환경과는 달리 수신센서의 기하학적 
배치/조합이 제한되며, 플랫폼 간의 운용성 및 신호의 동기화 등 추가로 고려
해야 할 요소들이 많아진다. 이러한 요소들에 오차가 포함되면 개별 센서에 도
래하는 신호원의 시간차 산출에 오차를 발생시키게 된다. TDOA 위치 오차를 
줄이기 위하여 시간()에 따라 측정한 데이터를 기반으로 이론적으로 예측한 기
대값과의 편차를 줄이는 기법으로 선형 최소자승법(LS, Least Square)이 있다. 
선형 최소자승법은 관측 데이터의 특성에 따라 발산 또는 국소 위치(Local 
Minimum)를 추정하는 Forward Closed Form으로 알려져 있다[27-28]. 
선형 최소자승법과 달리 비선형 최적화 방법은 recursive form 으로 매 시간 
수신한 데이터를 기반으로 반복 연산을 통하여 목적함수 내에 포함된 시변
(Time variant) 변수의 오차를 최소화하는 과정이다. 비선형 최적화 방법은 주
로 오차를 추정하기 위한 감폭 계수(Damping coefficient)를 어떻게 정의하느냐
에 따라 Gauss Newton, Gradient Descent 방법이 주로 사용되고 있다[29-30]. 
Gauss Newton 방법은 기울기의 크기가 반복 루프에 따라 선형적으로 증가하
며, 이에 따라 감폭 계수(Damping coefficient)의 기울기에 반비례함으로서 함수
의 기울기와 곡률에 따라 반복 루프를 수행하며 안정적으로 해를 찾을 수 있는 
장점을 가지고 있으나, 수렴 속도가 느린 단점이 있다[30-36]. 
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Gradient Descent 방법은 Gauss Newton 방법과 반대로 기울기의 크기가 반
복 루프에 따라 선형적으로 감소하며, 이에 따라 감폭 계수가 기울기에 비례함
으로서 반복 루프를 수행할수록 선형적으로 증가하게 된다. 이는 빠르게 해에 
수렴하지만 발산의 위험이 있어 안정적으로 해를 찾지 못하거나 해로부터 멀리 
떨어져 연산을 빠져나오게 된다. 이러한 두 개의 비선형 기법의 단점을 보완한 
형태가 LM(Levenberg-Marquardt) 방법이다. LM 방법은 위 두 개의 비선형 기법
이 결합한 형태로서 해에 수렴하는 과정에 있어 안정적인 해를 가지는 장점이 
있다. 결과적으로 LS 기법은 선형 최소자승법으로서 목적 함수()와 추정하고
자 하는 값()의 선형 특성을 기반으로 산출된 값()과의 일차 선형함수( )
로 표현할 수 있으며, 이를 만족하는 를 찾는 과정으로 볼 수 있다. 비선형 
최적화 기법은 다수의 수신기로 수신된 신호를 이용하여 모델과의 차이를 최소
화하는 변수를 반복/갱신하여 찾는 과정으로서 선형에 비해 연산량은 많으나, 
선형 최적화 기법에서 주로 나타나는 국소 위치(local minimum) 추정과 발산
(divergence)을 줄이는 장점이 있다[30,37]. 또한, 적용한 비선형 최소자승법(LM)
의 연산량은 루프 종료 조건에 따라 루프 반복 연산 회수가 결정되며 최소자승
법의 연산량에 비하여 루프 반복 회수에 비례하여 근사화 할 수 있다.
본 연구는 신호원의 도래각 및 시간차 산출에 오차를 유발시키는 부배열간의 
거리( ), 음파전달속도(), 수신센서의 작동상태()를 고려하여 그림 1.5와 같이 
단일 플랫폼에 분산된 부배열(sub-array)로 입사되는 신호원의 도래 시간차를 
이용하여 위치 추정 성능을 향상시키기 위한 방안을 제안한다[38-40]. 또한, 비
선형 최소자승 기법인 LM 기법을 기반으로 수중환경에서 발생하는 소나변수의 
오차를 최소화하는 최적 방안을 제안하고, 기존의 선형 최소자승법과 상호 비
교하여 수중 환경에서의 적용 가능성을 확인하였다.
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그림 1.5 수중 환경에서의 도래 시간차를 이용한 거리 추정 개념
Fig. 1.5 Configuration of passive ranging estimation in underwater
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1.3 논문 구성
1장의 서론은 연구 배경과 목적을 기술하였고, 2장에서는 분산된 부배열로부
터 수신된 신호의 시간차를 이용한 도래각 및 도래 시간차를 이용한 거리 추정
(Generalized Time Difference Of Arrival) 기법을 소개하고, 3장에서는 수중 환
경에서 도래각, 도래시간차에 영향을 미치는 변수의 오차에 따른 거리 추정 성
능을 시뮬레이션을 통하여 정상 상태와의 차이를 비교, 분석하였다.
4장에서는 신호원 위치 추정 방법의 성능을 향상시키기 위하여 비선형 최소
자승(Levenberg-Marquardt) 알고리즘 기반의 수중 환경에서 발생하는 소나 
변수의 최적화 방안을 기술하고, 5장에서는 모의 신호를 이용하여 제안 방법과 
기존 선형 최소자승 기법과의 성능을 비교, 분석하였다. 마지막으로 6장에서 
연구 결과를 요약하고, 향후 연구 계획을 기술한다.
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제 2 장 수중 표적의 위치 추정 기법
수중음파탐지기, 소나는 수중 음원으로부터 방사되는 음파의 도래 시간차를 
기반으로 음원의 위치를 산출하는 시스템이다. 특히, 수신 신호만으로 정보를 
추출하는 수동 소나는 도래 시간차를 추정하여 파면의 곡률을 이용한 위치 추
정 기법과 도래 방향을 기반으로 거리별 초점 빔 형성 기법, 교차점을 이용한 
삼각 기법 등의 다양한 방법들이 연구되고 있는 추세이다[38-40]. 
그림 2.1 초점 빔 형성기를 이용한 음원 위치 추정 기법
Fig. 2.1 Source Localization method by Focused Beamformer 
초점 빔 형성 기법을 이용하여 표적의 위치를 찾기 위해서 그림 2.1과 같이 
관심 영역을 설정한다. 관심 영역 내에서 일정 간격으로 셀을 나누어 각각 빔
을 형성하게 된다. 이때 각 셀의 시간 지연 는 식 (2-1)로 구할 수 있다. 
      cos                                 (2-1)
여기서,  : -th channel distance,   : 각 셀의 방위, 거리
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
    

                                         (2-2)
초점 빔 형성기의 출력 파워는 식 (2-2)와 같이 나타낼 수 있다. 는 번째 
센서 출력에 적용되는 가중치이며, 은 번째 채널 신호이다. 관심 영역의 모
든 셀에 대해 초점 빔 형성기의 출력으로부터 표적이 위치하는 과 로 추정
한다. 이러한 초점 빔 형성 기법의 경우 다수 표적의 위치를 추정할 수 있지만 
관심 영역의 크기와 셀의 크기에 따라서 분해능이 정해지며, 관심 영역이 넓거
나 분해능이 좋을수록 많은 계산량을 요구한다.
초점 빔 형성 기반의 수동 거리 추정 기법은 최근 부배열을 이용하여 계산량
을 감소시키는 연구가 진행 중이나 표적을 구분하기 위한 해상도를 높이기 위
해서는 수신 채널의 확보가 불가피하며, 처리대역에 따라 배열의 길이가 길어
지므로 운용성이 떨어지게 된다. 또한 빔폭에 따라 표적 위치의 모호 영역이 
발생하며 표적의 위치가 센서 배열과 멀어지면 원거리 신호로 수렴하여 거리에 
대한 모호 영역이 증가한다. 이를 보완하기 위하여 MVDR(Minimum Variance 
Distortionless Response) 기법을 사용한다. MVDR 기법은 간섭 신호를 배제하고 
원하는 신호를 얻는 방법으로 빔 패턴에서 간섭 신호 방위의 출력을 최소화하
며, 공간 스펙트럼에서는 표적 신호 방위에서의 폭을 줄이는 효과로 나타난다. 
그림 2.2, 2.3은 MVDR 기법과 초점 빔 형성기의 공간 스펙트럼 출력 예시이
며, 표적의 방위는 90°이다. 초점 빔 형성기의 방위, 거리영역의 폭에 비하여 
MVDR 출력의 폭이 줄어든다. MVDR 기법의 경우 초점 빔 형성 기법과 같이 
관심 영역과 분해능에 따라 계산양이 달라지며, 계산과정 중에 공분산 행렬의 
역행렬을 산출하여야 한다. 이는 채널 개수가 늘어남에 따라 연산량 증가로 실
시간 시스템에 적용이 제한된다. 시간 영역에서의 MVDR 빔 형성기 출력




                                      (2-3)
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그림 2.2 방위 영역에서의 초점빔 형성기법과 MVDR 출력
Fig. 2.2 Spatial spectrum(Bearing) output power of focused beamformer 
and MVDR
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그림 2.3 거리 영역에서의 초점빔 형성기법과 MVDR 출력
Fig. 2.3 Spatial spectrum(Range) output power of focused beamformer 
and MVDR
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                               (2-4)
는 센서에 수신된 신호의 공분산 행렬로 식 (2-5)와 같다.
                                                    (2-5)
식 (2-6)은 MVDR 빔 형성기 의 지향 방향의 응답을 유지하면서 분산을 
최소화하는 를 찾기 위한 식이다. 여기서 는 단위행렬이며, 지향벡터이다. 
min  subject to                                         (2-6)





                                                       (2-7)
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초점 빔 형성 기법은 관심 영역 내 모든 셀 위치에 빔 형성 출력을 산출하여 
표적의 위치를 찾는 방법으로서 관심 영역의 크기와 셀 크기에 따라서 계산량
이 많아지게 된다. 이에 반해 삼각 측량법(Triangulation method)은 그림 2.4
와 같이 센서 배열을 두 그룹으로 나눈 후, 원거리 빔 형성 기법을 사용한다. 
신호원이 센서 배열의 길이에 비해 충분히 근거리에 있다면, 각 부배열에서 목
표 신호의 도래각을 추정할 경우, 서로 다른 과 를 추정한다. 삼각측량법은 
다수의 표적이 존재할 때 원거리 빔 패턴 상에 여러 개의 최대값이 존재하며, 
최대 측정치들을 융합하여 위치를 추정하여야 한다. 이 때, 원거리 빔 형성기의 
분해능에 따라 위치 추정 오차가 결정된다. 추정된 과 로부터 삼각기법을 
이용하여 신호원의 과 을 다음과 같이 유도할 수 있다. 
그림 2.4는 두 개의 부배열 중심 사이의 거리를 로 정의하고, 표적 신호원
과 배열의 기준선과 이루는 높이를 로 두어 식 (2-8), (2-9)로 나타낸다.
  tan tan                                             (2-8)
 tan tan

                                                (2-9)
는 센서 배열의 중심에서의 수직선과 목표 신호원의 거리이며, 식 (2-10)으
로 나타낼 수 있다. 식 (2-9)와 (2-10)을 이용하여 와 을 구한 후 식 (2-11)과 
(2-12)을 이용하여 과 을 구할 수 있다 [14].
   tan 

                                                (2-10)
                                                      (2-11)
  cos 

                                                   (2-12)
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그림 2.4 삼각 측량법을 이용한 거리 추정 기법
Fig. 2.4 Source Localization by Triangulation method
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도래각(DOA, Direction Of Arrival)을 이용한 거리 추정기법은 그림 2.4와 같
이 각 부배열에서 산출한 방위각의 교차 지점으로부터 표적의 위치를 추정하므
로 계산이 간단하며, 비교적 신호의 전달 특성이 안정적인 육상의 고정 안테나 
또는 레이더에서 널리 사용되고 있다. 수중에서는 플랫폼 선체를 활용하여 선
체의 길이 방향으로의 이득을 극대화하기 위하여 선배열(Line-Array) 형태의 부
배열로 구성하여 각 부배열의 방위선의 교차점으로 표적의 위치를 산출한다.
부배열의 도래각 기반 거리 추정 기법은 부배열의 길이에 따라 빔폭이 결정
되며, 부배열의 도래각 교차 시, 표적의 통계적인 위치 오차 범위를 고려한 모
호 영역(Ambiguity area)으로 표현할 수 있다. 
그림 2.5는 거리-방위 영역에서의 표적의 위치에 따른 모호 영역을 도시한 
그림이다. 부배열의 길이는 약 1m이며, 관심 영역은 거리 9km 영역까지 분석
한 결과이다. 부배열의 빔폭(Beam Width)은 부배열의 수직 방향(Broad side)에
서 배열 끝단(End-fire)으로 갈수록 빔폭이 넓어지고, 빔폭의 호()는 거리(), 방
위( )의 관계식(   )으로 표현할 수 있다. 거리 4km에서 수직(0°)방향의 표적
은 약 200m의 통계적 오차를 포함하며, 거리 9km에서 60°방향의 표적은 약 
1000m의 통계적 오차를 포함한다. 이는 도래각 오차가 없는 경우, 빔폭에 의해 
발생하는 모호 영역으로 분석된다. 그러나, 수중 환경과 같이 전달 특성이 불안
정한 환경에서 도래각 오차가 발생할 경우, 표적의 위치 추정 성능은 도래각 
오차와 빔폭에 의한 모호 영역 오차로 가중된다. 
수중 환경에서는 도래각(DOA) 기반의 거리 추정 성능의 문제점을 개선하기 
위하여 도래각 뿐만 아니라, 도래 시간차를 기반으로 표적의 방위와 거리를 추
정하는 수동거리추정(Passive Ranging Estimation) 기법을 적용하고 있다[6-9, 
14].  
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그림 2.5 부배열 도래각에 의한 거리-방위 오차 영역
Fig. 2.5 Bearing-Range Ambiguity from Direction of Arrival on sub-array  
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그림 2.6은 수동형 음파탐지기의 일반적인 수동 거리 추정 블록도이다. 도래
각 기반 거리 추정을 위해서는 최소 2개 이상의 채널 또는 부배열이 필요하지
만 도래 시간차를 이용한 거리 추정을 위해서 3개 이상의 부배열로 구성한다. 
각 부배열은 배열의 지향성능(DI)을 확보하기 위하여 배열로 구성한다. 각 부
배열로부터 수신한 신호는 부배열 각각의 개별 빔형성을 통하여 센서별 시간 
영역 데이터를 방위별 시간 영역 데이터로 변환한다. 각 부배열로부터 산출한 
방위별 시간 데이터를 이용하여 인접한 부배열간 동일 방위의 시간 데이터의 
상호상관 계수(Cross Correlation coefficient)를 산출한다. 이러한 도래 시간차
(TDOA) 기반의 시간 지연(Time delay) 방위 추정은 정확한 방위각 산출이 
가능하다. 부배열 #1, #2로부터 산출한 방위각과 부배열 #2, #3으로부터 산
출한 방위각은 도래각(DOA) 기반의 거리 추정을 수행하게 된다[6-7].
일반적인 수동 거리 추정은 도래 시간차와 도래각을 산출하여 음원의 위치를 
추정하는 방법으로 추정 성능에 영향을 미치는 몇 가지 요소를 도출할 수 있
다. 
각 부배열의 길이는 수신 신호의 신호 대 잡음비(SNR), 즉 신호의 유무를 판
단하기 위한 탐지 성능에 영향을 주는 요소이다. 높은 SNR의 확보는 부배열간
의 상호상관 연산 시, 정확한 시간 지연을 추정하는 기반이 되지만, 부배열을 
구성하는 센서의 고장은 탐지 성능, 즉 SNR을 떨어뜨리게 된다. 
부배열간의 거리(L)는 도래각의 교차점 산출 시 정확도에 영향을 주는 요소
로서 부배열간의 거리가 멀어질수록 원거리 음원의 위치 정확도를 향상시킬 수 
있다. 그러나 부배열간의 거리(L)에 오차가 발생할 경우, 위치 추정 성능에 영
향을 미치게 된다. 본 논문에서는 위에서 언급한 시스템 요소를 고려하여 위치 
추정 성능을 분석하였다. 
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그림 2.6 일반적인 수동 거리 추정 흐름도
Fig. 2.6 General passive ranging estimation block diagram
#1 #2 #3
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본 논문에서 수동 거리 추정을 기법을 구체화하기 위하여 수치적으로 다음과 
같이 표현이 가능하다. 그림 2.6은 부배열 각각의 빔 형성기를 이용한 도래 시
간차와 도래 방향을 추정하는 일반적인 수동 소나의 거리 추정 흐름도로서 이
를 위해 수신 센서들이 선형으로 일정한 간격()으로 배치되어 있는 3개의 부
배열로 구성하였으며, 부배열 사이의 거리는 로 설정하였다. 표적에서 방사되
는 신호를 로 정의하고, 각각의 번째 부배열의 번째 채널신호를  로 
정의하며, 시간 샘플 에서의 수신된 신호는 다음과 같이 정의한다. 부배열의 
채널수는 개로 정의하며, 식 (2-13)과 같다.
                                                  (2-13)
여기서,      , 
            
 는 부배열 내의 개별 센서에 더해지는 첨가 잡음이며, 공간적으로 상관
성이 없다고 가정하였다.  는 표적의 위치로부터 각 센서까지의 거리, 방위
에 따른 시간 지연 성분이며, 아래의 식 (2-14)와 같이 산출 가능하다.
  
   
                                                     (2-14)
   ∙     
는 각 부배열을 구성하는 센서 사이의 간격이며,  는 -번째 부배열의 -
번째 센서 인덱스(index)이며, 와 는 직교 좌표계상의 표적의 위치 좌표이
다. 
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 는 -번째 부배열의 기준 센서와 표적 사이의 도래 시간이며,  는  -번
째 부배열의 각 센서와 표적 사이의 도래 시간이다. 는 음파의 전달 속도이며, 
일반적인 값으로 1500 m/s 를 사용하였다. 본 연구에서는 표적의 도래 방향 정
보와 도래 시간차 정보를 모두 사용하여 조합하며, 이 때 도래 시간차는 각 부
배열의 빔 형성기 출력  사이의 상호상관도를 구하여 최대값을 갖는 빔 출
력(Max.)을 이용하여 상호 시간 지연으로 계산한다. 부배열 사이의 도래 
시간차와 도래각은 식 (2-15), (2-16)과 같이 표현된다[15-26]. , 
도 산출 방법은 아래의 수식과 동일하다. 
 
   
                                            (2-15)
  tan
   ∙  

                                          (2-16)
부배열의 상호 도래 시간차와 도래각 성분을 이용하여 표적의 위치를 산출하
며, 실제 수중음파탐지기가 운용되는 수중환경과 플랫폼을 고려해 볼 때, 추정 
거리의 정확도는 몇 가지 변수에 따라 좌우된다. 
위에서 산출한 거리 추정 성능을 분석하면, 통상 부배열을 중심으로 동일한 
거리에서 배열의 수직 방향(broadside)에 비하여 수평 방향(end-fire)으로 표
적이 위치할수록 빔폭이 넓어짐에 따라 방위, 거리 오차의 모호 영역이 넓어지
게 되며, 표적의 거리가 증가할수록 부배열 간의 상호 시간 지연 시간차가 줄
어 오차가 늘어나게 된다. 특히, 표적의 방위가 배열의 수평 방향(end-fire)으
로 접근할수록 실제 음파가 전달되는 속도()와 신호처리 시 적용하는 값과의 
불일치로 인하여 방위 오차 및 오차 바이어스가 증가하게 된다. 
또한, 수신 센서의 기하학적인 위치 오차인 부배열 사이의 거리( ), 부배열 
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내 채널 위치 오차()는 소나를 탑재하는 함정에 설치 시 발생 가능하며, 운용 
중 다양한 원인으로 초기 설치와 다르게 변할 수 있다. 이는 각 센서 및 부배
열로 수신되는 신호의 도래시간차 및 도래각 산출 시 오차의 원인이 된다.
센서의 성능 열화로 인한 수신 감도 불량은 부배열의 빔 출력을 저하시켜, 
표적의 방위 및 거리 추정 오차에 큰 영향을 미치게 된다. 위에서 언급한 오차
를 고려하여, 산출한 도래 시간차와 도래 방위는 다음 수식과 같이 재정리할 
수 있다.
                                                   (2-17)
                                                   (2-18)
식 (2-17), (2-18)로부터 산출한 도래 시간차( )와 도래각( )은 앞서 
언급한 여러 가지 이유로 인한 오차가 포함된 추정 값으로 정리할 수 있다. 이
와 같은 오차를 줄이기 위하여 시간()에 따라 측정한 데이터를 기반으로 이론
적으로 예측한 기대값과의 편차를 줄이는 선형 최소자승(Linear Least Square)
법이 있다. 선형 최소자승법은 비선형 기법에 비해 연산이 간단하며 연산 소요 
시간이 짧으나, 관측 데이터의 특성에 따라 발산(divergence) 또는 국소 위치를 
추정하는 불안정한 특성을 나타낸다 [27-28].
3 장에서는 일반적인 수중 표적의 위치 추정 기법을 기반으로 주요 변수에 
오차를 발생시켜 정상적인 경우와의 성능을 비교하였다. 오차 발생은 위치 추
정 시스템과 수중 환경 특성을 고려하여, 3가지 측면에서 접근하였다. 첫째 수
신 센서의 고장, 둘째 부배열의 위치 오차, 마지막으로 음속이 불일치한 경우에 
대하여 독립적으로 오차가 발생한 경우 거리 추정 성능과 세 가지 변수에 복합
적으로 오차가 발생한 경우 거리 추정에 미치는 영향을 분석하였다.
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제 3 장 표적 위치 추정 오차 성능 분석
2 장에서는 도래각 기반의 수동 거리 추정 알고리즘에 관하여 기술하고 거리 
추정 성능을 저하시키는 변수를 도출하였다. 3 장에서는 도출한 변수들의 오차
가 시스템에 미치는 영향을 분석하고자 한다. 특히, 도출된 변수 각각의 오차에 
따라 도래 시간차(TDOA)를 오차가 포함되지 않은 정상인 경우와 비교하고, 복
합적인 오차가 발생한 경우 도래시간차를 고찰한다. 
3.1 센서 고장에 따른 오차 성능 분석
음원의 위치 추정을 위하여 분산 센서들간의 도래시간차를 이용하여 위치를 
추정한다. 그러나, 수중 환경에서는 신호의 탐지 성능을 높이기 위하여 그림 
3.1과 같이 3개 이상의 부배열을 구성하여 수동 거리 추정을 수행한다. 각 부배
열은 배열의 채널수()에 비례하여 지향 성능(DI, Directivity Index)을 갖는다. 
그러나, 특정 부배열에서 노후화된 센서의 성능 열화, 누수 등으로 비정상적으
로 동작하는 센서가 발생한 경우, 고장 센서 수만큼 지향 성능이 떨어진다. 
그림 3.1은 부배열을 이용하여 신호원으로부터 음향 신호를 수신하는 환경에
서 부배열 #2의 일부 센서에 고장이 발생한 모식도이다. 
기존의 수동 거리 추정 시스템은 특정 부배열에서 센서의 고장이 발생할 경
우, 정상 동작하는 다른 부배열에서 같은 위치에 있는 센서들에 강제로 고장을 
발생시킴으로써, 전체 부배열의 지향성능은 떨어뜨리지만 빔 특성을 부배열마
다 동일하게 적용하여 부배열간의 상호상관 특성을 유지하여, 거리 추정을 수
행한다. 본 논문에서는 정상적인 부배열 성능을 유지시키고, 특정 부배열의 오
차만을 이용하여 거리 추정에 미치는 영향을 분석하였다. 
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그림 3.1 센서 고장에 따른 오차 발생 모식도
Fig. 3.1 Sensor faults configuration on sub-array
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설계 주파수와 채널수를 기반으로 구성한 부배열(Sub-array)은 그림 3.2와 같
이 방위별 이득으로 배열 성능을 분석한다. 성능은 보통 두 가지 측면에서 정
의할 수 있다. 첫 번째 성능 지수는 주엽(Main beam)에 대한 부엽(Side lobe)의 
크기를 나타내는 지향 성능(Directivity Index)이며, 두 번째 성능 지수는 주엽의 
-3dB 빔폭(Beam Width)이다. 빔폭은 지향 방위의 방위 영역의 오차 범위를 표
현하는 지수로서 빔폭이 작을수록 오차를 형성하는 모호 영역(Ambiguity area)
이 줄어들어 방위 추정 정확도를 향상시킬 수 있다. 
그림 3.2는 수동 거리 추정 시스템의 3개 부배열 중 두 번째 부배열의 일부 
센서에 고장을 발생시킨 경우 빔패턴과 정상인 경우 빔패턴을 비교하여 나타내
었다. 각각의 부배열 채널수는 16개로 구성하였다. 그림 3.2(a)는 신호원의 방
위가 90°, 배열의 정면 방향(broadside)이며, 그림 3.2(b)는 60°에 신호원이 
위치한 경우이다. 음원 방향이 정면 90°에서 0°, 180°로 이동할수록 배열의 유
효 길이(Effective Length)가 감소하여 빔폭이 늘어나며, 0°, 180° (End-fire) 
영역에서는 배열의 효과가 배제되어 단일 센서의 빔폭 효과를 갖는다. 따라서 
적용한 선배열은 정확한 음원의 방위 추정을 위하여 정면 방향을 기준으로 
±45° ~ ±60° 영역으로 제한된다.  
고장 채널 수는 정상에 비해 절반으로 설정하였다. 정상인 경우에 비하여 처
리하고자 하는 채널이 줄어 지향 성능(DI, Directivity Index)이 -3dB 감소하여 
부엽 준위가 주빔의 성능에 영향을 미치게 된다. 고장 센서를 포함한 부배열을 
이용하여 부배열 사이 방위별 상호상관을 통하여 얻어진 TDOA로부터 표적의 
거리를 추정하게 된다. 빔폭은 배열의 크기와 파장으로 정의할 수 있으며, 채널 
고장 개수 및 위치에 따라 부엽의 크기가 주빔의 크기 이상(Grating lobe)으로 
나타난다. 이러한 빔패턴의 성능 열화는 음원의 방위 및 거리 추정 성능에 영
향을 미치게 될 것으로 분석된다.
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(a) Source Bearing : 90°
(b) Source Bearing : 60°
그림 3.2 센서 고장에 따른 빔패턴 분석, (a) 90°, (b) 60°
Fig. 3.2 Comparison of beam pattern gain with sensor faults
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그림 3.3은 그림 3.2의 부배열의 센서 고장 상태에서의 도래시간차 성능을 분
석한 결과이다. 신호원의 방위가 (a)90°, (b)60°의 빔 특성을 기반으로 센서 
고장이 없는 경우의 상호상관 크기는 각각 실선으로 나타내었고, 센서 고장이 
있는 경우는 점선으로 도시하였다. 그림의 가로축은 도래시간 오차를 나타내며, 
세로축은 상호상관의 크기이다.
그림 3.3(a)는 음원의 방위가 90°에서 도래시간 오차에 따른 상호상관 크기
를 나타낸 그림으로 센서의 정상 상태(실선)와 고장 상태(점선)에서 도래시간 
오차는 발생하지 않으며, 상호상관의 크기 차만 발생한다. 단일 음원으로 인해 
도래시간 오차가 발생하지 않는 것으로 분석되며, 다중 음원 환경에서는 영향
을 받을 것이다. 그러나, 부배열의 일부 센서의 고장으로 인한 지향 성능(DI, 
Directivity Index)이 떨어짐으로 인해 정상 상태에 비해 상호상관의 크기가 낮
게 나타난다.
그림 3.3(b)는 음원의 방위가 60°방위의 도래 시간차에 따른 상호상관 크기
를 나타낸 그림이다. 그림 3.3(a)와는 달리, 센서 고장 시, 정상 상태에 비해 도
래시간 오차가 발생하며 이는 센서 고장에 의한 거리 추정 성능에 영향을 미치
는 요소가 될 것이다. 상호상관의 크기는 그림 3.3(a)와 유사하게 정상 상태에 
비해 지향 성능만큼 낮게 나타난다. 또한, 그림 3.3(a), (b)의 상호상관의 폭은 
빔폭 특성상 90°에 비해 60°에서 넓게 형성되어 60°방위에서 통계적 오차 
범위가 넓게 형성됨을 분석할 수 있다. 
센서 고장 상태에서의 도래시간차를 이용한 거리 추정 시, 발생하는 오차는 
지향 성능, 빔폭에 의한 상호상관 폭으로 분석되며, 추가적으로 수신 신호의 샘
플링 또는 상호상관 데이터의 보간율에 따라 샘플링에 의한 양자화 오차를 최
소화할 수 있다.
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(a) Source Bearing : 90°
(b) Source Bearing : 60°
그림 3.3 센서 고장에 따른 도래시간차 오차 분석 (a) 90°, (b) 60°
Fig. 3.3 TDOA error analysis in case of Sensor Faults
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수중음파탐지기의 센서는 상시 수중 환경에서 운용되며, 장시간 운용 시 센
서의 노후화, 각 구성품들의 재질 변화 또는 누수 등으로 인하여 채널의 수신 
감도가 떨어지며 고장이 발생한다. 
그림 3.4는 부배열에 고장 센서 수에 따른 TDOA 추정 오차 경향이다. 배열
을 구성하는 센서별 수신 신호는 케이블 두께, 가닥수를 최소화하여 신호 및 
전원을 연동한다. 만약 1개 채널에 고장이 발생할 경우, 부배열의 다른 채널에 
영향을 미칠 수 있다. 센서 고장으로 인해 발생한 고장 패턴은 빔 출력 특성에 
영향을 미치는 변수로서, 부배열의 성능 열화를 최소화하는 패턴이 발생하도록 
시스템을 설계, 구현한다. 본 연구에서는 고장 패턴과는 무관하게 연속 채널의 
고장을 고려하여, 그림 3.4와 같이 부배열의 고장 센서의 개수를 50%까지 늘여
가며 TDOA의 성능을 분석하였다. 신호음의 위치는 3 km, 적용한 음속은 1500 
m/s 이다. 
그림 3.4로부터 채널의 고장에 의해 발생한 TDOA 오차는 고장 채널 수에 따
라 오차는 증가하는 추세이지만, TDOA 오차는 다른 변수들의 오차에 비해 미
약하게 나타난다. TDOA는 지향하는 방위에서 발생하는 오차가 거리 추정에 큰 
영향을 미치게 되지만, 채널의 고장은 탐지 신호의 신호 대 잡음비 측면에서 
줄어들어 방위각 측면에서 통계적인 변화량은 미약하다. 이는 단일 음원을 이
용한 시뮬레이션 결과로 분석된다. 그림 3.4에서 발생하는 거리 추정 오차는 정
상으로 동작하는 부배열과 오차가 발생한 부배열의 빔 특성이 불균일하여 발생
하는 오차로 분석된다. 일반적으로 특정 부배열에 고장이 발생한 경우 나머지 
부배열에 동일한 위치에 고장을 발생한 경우, 탐지성능은 떨어지나, TDOA는 
이론적으로 정상에 가까운 성능을 보여준다. 단일 음원 환경에서 타 변수와 복
합 오차를 발생한 경우, 센서 고장이 TDOA에 미치는 영향이 미약함을 확인할 
수 있다.
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그림 3.4 부배열 센서 고장 수에 따른 도래시간차 오차 분석
Fig. 3.4 TDOA error analysis of number of Sensor Faults
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3.2 센서 위치 오차에 따른 오차 성능 분석
수중음파탐지기는 그 목적에 따라 다양한 형태로 수중에서 운용된다. 특히, 
함정의 크기, 대상 표적의 소음원 등을 고려하여 통상 원통형, 선배열 등의 형
태를 갖는다. 이러한 형태의 배열은 고정된 구조물 또는 튜브(호스) 내에 비교
적 정확한 위치에 센서를 설치하므로 상대적인 센서 사이의 거리로 센서의 위
치가 정해진다. 
그림 3.5는 수동 거리 추정을 위해 구성한 특정 부배열의 위치 오차 발생을 
위한 모식도를 나타낸다. 부배열의 위치는 3차원의 직교좌표계( )에 위치하
며, 신호원과 부배열간 broadside 영역에 오차를 최대화 위하여 표적과 부배열
이 동일 평면상에 놓이는 축에 위치 오차 ∆를 적용하였다. 신호음의 방위에 
따른 도래시간 오차는 로 표현하였다. 
신호원의 거리 추정을 위하여 3개 이상의 분산된 부배열로 구성할 경우, 각
각의 부배열 내의 개별 센서 위치는 한 개의 구조물(원통형, 선배열 등)로 제작
하여 비교적 정확하게 개별 센서를 설치할 수 있으나, 함정 선체에 부배열을 
부착하여 운용할 경우, 그림 3.6과 같이 각 부배열간 3차원(x,y,z) 정렬
(alignment)이 반드시 필요하며, 부배열 간의 상대적인 위치 오차 발생은 표적
의 거리 추정 정확도에 영향을 미치게 된다.  
그림 3.6은 신호원과 소나의 부배열간의 기하학적 배치를 도식화하였다. 신
호원이 부배열로부터   평면상에 위치한 경우 부배열 사이의 정상적인 상
호상관 출력이 가능하다. 그러나 y-axis 방향의 부배열의 위치 오차가 발생할 
경우 그림 3.5와 같이 max. ∆의 효과로 인한 오차 영향을 최대화할 수 있다. 
∆는  의 수직으로 해상에서는 오차의 영향이 거의 나타나지 않으며, ∆
에 대한 는 ∆ cos 대한 영향성 분석이 가능하지만 본 절에서는 생략하였
다.
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그림 3.5 센서 부배열 위치 오차에 따른 오차 발생 모식도
Fig. 3.5 Sub-array location error configuration
그림 3.6 부배열과 신호원과의 기하학적 배치
Fig. 3.6 Sub-array geometry from the source
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그림 3.7은 부배열의 위치 오차에 따른 상호상관 특성을 나타낸다. 부배열의 
오차는 선체와 수직 방향()을 고려하여, ∆  인 부배열의 위치 오차가 없는 
정상 처리 결과를 실선으로 표현하였고, 점선은 부배열의 위치 오차 
∆   m에서 상호상관 오차가 발생함을 보여준다. 부배열의 위치 오차가 
없는 경우, 상호상관 오차가 0 sec 로 관측되며, 부배열 오차가 발생할 경우, 
정상적인 결과에 비해 시간 지연 오차가 발생한다. 
그림 3.8은 3개의 부배열 중, 가운데 부배열(#2)의 ∆를 -0.03 ~ +0.03 m로 
변경하면서 거리 3000 m, 방향( )을 30°, 60°, 90°에서의 신호원에 대한 몬
테카를로 시뮬레이션을 통하여 TDOA 상호상관 오차를 분석한 결과이다. 
∆  인 경우, 신호원의 방위별 상호상관 오차는 0 sec 로 수렴하고 있으며, 
∆가 -0.03 m 또는 +0.03 m로 증감할수록 TDOA 오차가 증가되며, 방위별 오
차가 각도에 비례함을 확인하였다. 신호원의 방위가 30° 방위일 때 시뮬레이
션 오차 구간(-0.03 ~ +0.03 m) 동안 TDOA 오차가 발생하지 않으며, 60°방위
에서는 ±0.02 m 이상의 오차 구간에서 TDOA 오차가 발생하고, 90° 방위에서
는 ±0.015 m 이상의 오차 구간에서 TDOA 오차가 발생하기 시작한다. 이는 
∆ 방향으로 발생한 부배열의 위치 오차로 인해 배열의 broadside 방향인 
90°에서 상대적으로 오차가 높게 형성되고 있으며, ∆ 방향으로 동일한 조건
의 부배열 위치 오차를 발생할 경우, end-fire 영역으로 오차가 높게 형상됨을 
예상할 수 있다.
신호원과 부배열 사이의 기하학적인 위치 오차는 특정 부배열의 고장 상태에 
비해 TDOA의 상호상관 오차가 높게 발생한다. 이는 상호상관으로 인한 도래각 
추정기법은 신호원의 크기보다 위상의 변화량에 의존함을 알 수 있다.
- 39 -
그림 3.7 센서 위치 오차에 따른 상호상관
Fig. 3.7 Comparison of cross correlation with the sub-array location error
그림 3.8 센서 위치 오차에 따른 도래시간차 추정 오차
Fig. 3.8 Comparison of TDOA with the sub-array location error
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3.3 음속 오차에 따른 오차 성능 분석
지금까지 부배열을 구성하는 센서의 고장 상태와 특정 부배열의 위치 오차가 
TDOA에 미치는 영향을 분석하였다. 위치 추정 오차의 원인들 가운데 마지막으
로 수중 음속 부정합에 의한 TDOA 추정 성능을 분석하고자 한다. 
그림 3.9는 음파 전달속도()의 불일치에 의한 TDOA 상호상관 오차 영향을 
분석하기 위한 모식도이다. 수중에서의 음파 전달속도는 그림 3.9의 우측의 특
징과 같이 수심에 따라 다르게 분포한다. 수중에서의 음파 전달속도는 수심에 
따른 압력, 수온 등의 변화에 따라 계산되기 때문이다. 이는 그림의 좌측에 수
중 표적이 방사 소음을 발생할 경우, 다양한 경로를 통하여 수심별 음파전달속
도에 의존하여 수중음파탐지기의 배열(Array)로 수신된다. 일반적으로 수중에서
의 음파 전달속도는 1450~1550 m/s 의 분포를 가지며, 배열의 위치가 해저면 
바닥에 위치할 경우, 수중에 비해 음속이 증가한다.
수중에서의 다양한 전달경로로 인하여 기여되는 수심별 음파전달속도와는 달
리, 수중음파탐지기는 배열(Array)의 운용 심도에 따라 측정한 단일 음속값
(System 적용 음속)을 기반으로 방위, 거리 추정을 위한 변수로 적용하며, 실제 
수중에서 수신하는 신호원의 소음은 운용 해역의 수심별 음속 분포로 구성되는 
음속이 합성되어 수신되므로 정확한 음속 추정이 불가능하다. 부배열 또는 개
별 센서로부터 수신된 신호와 인접한 신호들 사이의 상호상관을 통하여 산출한 
시간차(Time Delay Estimation)와 음파 전달속도와의 연산을 통하여 거리 또는 
방위로 환산하므로 정확한 음파 전달속도의 적용은 거리, 방위 오차를 줄이는 
역할을 한다.  
그림 3.9와 같이 신호원으로부터 발생한 소음은 음파 전달속도()를 가지고 
부배열의 번째 채널에 수신된다. 음파 전달속도가 채널별 수신 신호( )에 
미치는 영향은 아래 수식과 같이 정리된다[3-5].
  exp
cos                                           (3-1)
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그림 3.9 음속 부정합 발생 모식도
Fig. 3.9 Configuration of sound speed mismatch
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신호원이  = 90° 방향에서 음파 전달속도 1500 m/s로 부배열에 전달될 경
우, 도래각 성분의 공간 필터를 위한 부배열의 빔 형성 출력 시, 전달된 음속과 
동일한 1500 m/s 를 시스템에 적용한 경우, 그림 3.10(a)의 실선과 같으며, 전달
된 음속과 상이한 1450 m/s 를 시스템에 적용한 경우, 그림 3.10(a)의 점선과 
같다. 음속이 일치한 경우와 상이한 결과로부터,  = 90° 방향에서는 음속과 
무관하게 식 (3-1)의 지수 뒷항이 모두 0 이므로, 90°방위는 음속의 오차와 상
관없이 지향가능하다. 다른 변수의 오차가 없다고 가능하면, 음속 불일치에 따
른 위상 성분의 오차는 발생하지 않는다. 
신호원이  = 60° 방향에서 음파 전달속도 1500 m/s 로 부배열에 전달될 경
우, 도래각 성분의 공간 필터를 위한 부배열의 빔 형성 출력 시, 전달된 음속과 
동일한 1500 m/s 를 시스템에 적용한 경우, 그림 3.10(b)의 실선과 같다. 그림 
3.10(b)의 점선은 음속의 불일치에 따른 빔 출력 결과이며, 이 때 시스템에 적
용한 음속 값은 1450 m/s 이다.  = 60° 방향에서는 음속의 불일치에 따른 오
차는 식 (3-1)의 지수의 뒷항으로부터 cos에 비례하여 발생하게 된다. 이 때 
발생하는 위상 오차는 식 (3-2)와 같이 음속 오차의 크기에 비례하여 입사 방
위별 오차로 표현할 수 있다[3-4].
  

cos                                                     (3-2)
여기서,  : 신호원의 음파전달속도,  : 시스템 적용 음파전달속도
        : 신호원의 도래 방위각
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(a) Source Bearing : 90°
(b) Source Bearing : 60°
그림 3.10 음속 오차에 따른 빔패턴 비교, (a) 90°, (b) 60°
Fig. 3.10 Beam pattern analysis on sound speed mismatch
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그림 3.11은 신호원이  = 60° 방향에서 음파 전달속도 1500 m/s 로 부배열
에 전달될 경우, 시스템에 적용한 음속 값과 일치한 경우(실선)와 불일치(점선)
에 따른 상호상관 오차를 비교하여 나타내었다. 실선과 같이 음속이 일치한 경
우 상호상관 오차가 없으며, 음속이 50 m/s의 오차를 가진 경우 점선과 같이 
상호상관 오차가 다른 변수들에 비해 높게 형성된다. 
그림 3.11 음속 오차에 따른 상호상관
Fig. 3.11 Cross correlation difference on sound speed mismatch
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그림 3.12는 음속의 부정합에 따른 신호원의 방위별  = 30°, 60°, 90° 방
향에서 상호상관 오차를 비교하여 나타내었다. 신호원의 방위가 90°인 경우, 
식 (3-1)에서 언급한 바와 같이 음파 전달속도의 불일치에 따른 오차는 발생하
지 않는다. 신호원의 방위가 30°, 60°인 경우, 일치하는 지점(1500 m/s)을 제
외하고 나머지 음속에서는 식 (3-2)의 변화량()에 따라 TDOA 오차를 발생
시킨다. 이는 그림 1.2에서 분석한 음속 부정합에 따른 음원의 방위 추정 오차
가 TDOA의 성능에 영향을 미치는 것으로 분석할 수 있다.
그림 3.12 음속 부정합에 따른 도래시간차 추정 오차
Fig. 3.12 TDOA analysis on the sound speed mismatch
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3.4 복합 오차에 따른 오차 성능 분석
지금까지 기술한 내용은 2장에서 도출한 수중 표적의 위치 추정 오차를 발생
하는 요소들에 대하여 3가지 단일 변수에서 발생하는 오차가 거리 추정에 미치
는 영향을 분석하였다. 본 절은 3가지 오차를 복합적으로 적용하여 TDOA에 미
치는 영향을 분석하였다.   
그림 3.13은 특정 부배열의 센서 고장과 음속 불일치에 따른 도래각 추정 오
차를 분석하였다. 부배열 센서의 고장 수는 5개이며, 음속은 앞서 분석한 1500 
m/s 의 신호원의 음속과 시스템에 적용한 음속(1450 m/s)의 불일치에 따른 도
래각 분석 결과이다. 
그림 3.13(a)는 도래각 90°에서의 센서의 고장이 없고, 음속이 일치한 경우
(청색)와 음속이 불일치한 경우(적색)를 비교하였다. 도래각 90°에서는 음속 불
일치에 따른 도래각 오차는 없다. 다만, 센서 고장에 따른 DI가 떨어져 빔 출력
이 정상 신호에 비하여 떨어짐을 알 수 있다. 
그림 3.13(b)는 도래각 60°에서의 센서의 고장이 없고, 음속이 일치한 경우
(청색)와 음속이 불일치한 경우(적색)를 비교하였다. 도래각 60°에서는 음속 불
일치에 따른 도래각 오차가 음속 차와 도래각의 cos에 비례하여 발생하며, 센
서 고장에 따른 DI가 떨어져 빔 출력이 정상 신호에 비하여 떨어짐을 알 수 있
다. 이는 향후 부배열 사이의 상호상관 산출 시, TDOA의 오차 발생에 기여할 
것이다.
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(a) Source bearing : 90°
(b) Source bearing : 60°
그림 3.13 복합 오차에 따른 빔패턴 비교, (a) 90°, (b) 60°
Fig. 3.13 Beam pattern analysis on the mixed errors
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그림 3.14는 복합 원인에 따른 상호상관 오차를 정상인 경우와 비교하여 나
타내었다. 그림 3.13(b)의 도래각 60°에서의 빔패턴을 기반으로 상호상관 결과
를 분석하였다. 그림 3.14의 실선은 센서의 고장이 없고, 부배열 사이의 위치 
오차가 없으며, 음속이 일치한 경우이며, 점선은 센서의 고장이 5개이고, 부배
열 사이의 위치 오차가 0.01 m, 음속이 불일치한 경우이다. 도래각 60°에서는 
음속 불일치에 따른 도래각 오차가 음속 오차와 도래각(cos)에 비례하여 발생
하며, 센서 고장에 따른 지향 성능이 감소하여 상호상관의 출력이 정상 신호에 
비하여 떨어짐을 알 수 있다.  
그림 3.14 복합 오차에 따른 상호상관
Fig. 3.14 Cross correlation difference on the mixed errors
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그림 3.15는 복합 원인에 따른 상호상관 오차를 정상인 경우와 비교하여 나
타내었다. 도래각 60°에서의 센서의 고장 개수와 부배열 사이의 위치 오차에 
따라 발생하는 상호상관 오차를 분석한 결과이다. 신호원의 음속은 1450 m/s로 
시스템 적용 음속(1500 m/s)과 불일치한 경우이다. 부배열의 위치 오차는 0 
m(*), -0.01 m(o), -0.02 m(□)에서 고장 센서 개수별(1~8개)로 상호상관 TDOA 
추정 오차는 나타내었다. 결과로부터 고장 센서의 개수에 따른 성능 차이는 다
른 원인들에 비해 미약함을 확인할 수 있다. 이는 단일 표적 환경에 따른 결과
로 분석되며, 이 때 고장 개수는 신호의 지향 이득(DI)에 미치는 요소이며, 상호
상관을 산출하는 위상에 영향을 미치는 성분이 아니므로, 다음 그림에서는 위
상에 영향을 미치는 부배열의 위치, 음속에 대해 더 구체적으로 분석하려고 한
다.
그림 3.15 복합 오차에 따른 도래시간차 추정 오차(센서 고장)
Fig. 3.15 TDOA analysis on the mixed errors(Sensor faults)
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그림 3.16은 복합 원인에 따른 상호상관 오차 분석을 위하여 고장 센서의 개
수를 4개로 고정하고, 부배열간의 위치 및 음속 불일치에 따른 오차 영향 분석 
결과를 정상인 경우와 비교하여 나타내었다. 음속은 1400 m/s, 1450 m/s, 
1500 m/s 에서 부배열의 위치 오차(-0.03 ~+0.03 m)에 따른 상호상관 
TDOA 추정 오차를 나타내었다. 마커 ‘□’ 은 음속이 1500 m/s 로서 전달 특
성과 시스템에 적용한 음속이 일치한 경우이며, ‘○ ’, ‘∗ ’ 각각 1450 
m/s, 1400 m/s 로 시스템에 적용한 경우로서, 부배열의 위치 오차에 따른 상호
상관 오차를 나타낸다. 부배열의 위치 오차는 음속의 불일치 성분과 연계되어 
센서의 위치 오차에 따라 음속 불일치에 의한 오차의 최저점이 감소함을 확인
하였다. 
그림 3.16 복합 오차에 따른 도래시간차 추정 오차(배열위치 오차)
Fig. 3.16 TDOA analysis on the mixed errors(sub-array location error)
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그림 3.17은 복합 원인에 따른 상호상관 오차 분석을 위하여 부배열간의 위
치 오차를 -0.01 m로 고정하고, 센서의 고장 및 음속 불일치에 따른 오차 영향 
분석 결과를 정상인 경우와 비교하여 나타내었다. 센서의 고장은 0개(∗ ), 4개
(○ ), 8개(□)에서 음속의 불일치 오차(1400 ~ 1600 m/s)에 따른 상호상관 TDOA 
추정 오차는 나타내었다. 그림 3.17은 그림 3.15와 그림 3.16의 결과와 연계하여 
분석할 수 있다. 센서 고장 수에 따른 상호상관 오차량은 거의 동일하게 나타
난다. 이는 그림 3.15에서의 결과와 같은 경향을 보이며, 부배열 센서의 위치 
오차를 -0.01 m로 고정시키고, 음속의 불일치에 따른 상호상관 분석 결과는 그
림 그림 3.16의 마커 ‘○ ' 와 같이 부배열의 위치 오차와 음속 간 연계성을 
확인할 수 있다. 
그림 3.17 복합 오차에 따른 도래시간차 추정 오차(음속 오차)
Fig. 3.17 TDOA analysis on the mixed errors(Sound speed mismatch)
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제 4 장 비선형 최소자승법 기반의 거리 추정 오차 최소화
소나의 성능을 좌우하는 요소들은 크게 시스템에 적용되는 변수와 시스템을 
둘러싼 해양 환경의 영향으로 구분할 수 있다. 소나를 이용한 표적의 방위, 거
리를 추정할 경우 앞서 언급한 채널 고장, 배열 위치 오차, 음속 오차와 같은 
변수들은 오차를 거리 추정 오차를 유발시키는 요소들이다. 소나 시스템은 시
간  에서 연속적으로 측정한 채널 신호를 이용하여 원하는 정보를 산출한다. 
그러나 획득한 신호는 수신 센서의 배치, 음속 등의 오차를 포함한 신호이므로 
원하는 정보에 오차를 포함하고 있다. 예를 들어, 수신기들이 직선 배열 형태를 
갖고 도래 시간차를 이용하여 표적의 위치를 추정하는 경우 위치 추정 과정에
서 풀어야 하는 쌍곡선 함수의 기울기가 서로 완만한 상태에서 교차하므로 오
차가 발생할 확률이 크게 증가할 수 있다. 그러나 수신 센서의 위치가 이미 정
해진 환경에서 다수의 표적 정보를 추출할 수 있다면 이들 정보를 독립적으로 
활용하기 보다는 상호 조합을 통해 오차를 줄일 수 있다. 매 시간 샘플  에서 
연속적으로 측정한 채널 신호와 모델간의 차를 최소화하는 변수를 추출하는 과
정은 모델의 추출 변수 특성에 따라 선형 또는 비선형 과정으로 접근할 수 있
다.  
4.1 기존의 기법
일반적인 선형 최적화 방법으로 알려진 최소자승법(Least Square)은 -th 
sample의 측정값(    )과 모델 변수      을 고려한 모델










                         (4-1)
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  rTr∥∥ 여기서, r      
                      (4-2)
여기서,  : 측정값과 모델의 오차 
선형 최소자승법은 식 (4-1), (4-2)에 의한 오차를 최소화하는 를 구하는 문
제로 요약되며, 이는  ′ 인 를 구함으로서 얻어진다. 최소자승의 해를 구
함에 있어 가 모델 파라미터에 대해 선형인 경우 선형 최소자승이라 하
며, 그렇지 않은 경우 비선형 최소자승이라 부른다. 예를 들어, 식 (4-3)과 같이 
함수 가 변수 에 대해 선형인 경우, 에 대한 최소자승의 해는 선형 
해를 갖는다[31,42-43].
 sin cos                                           (4-3)
선형 최소자승 문제는 Pseudo inverse, Singular value decomposition 기법으로 
해를 구하는 것이 일반적으로 잘 알려져 있으나, 특정한 경우에 만족하는 해를 
갖는 Closed Form Solution이 존재하는 한계를 드러낸다. 그러나 비선형 최소자
승 문제는 선형 최소자승에서 나타나는 Closed Form Solution이 없기 때문에 점
진적으로 반복 수행(Iterative minimization)을 통한 해를 구한다. 이러한 비선형 
최소자승의 해를 구하는 기법은 Gradient Descent, Newton, Gauss-Newton, 
Levenberg-Marquardt 방법으로 대표할 수 있다[33,44]. 
Gradient Descent 방법은 식 (4-2)에 정의한 함수 의 기울기(gradient)로 
정의하며, gradient의 크기는 기울기의 증감 방향을 나타낸다. 
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                                           (4-4)
Gradient Descent 방법은 임의의 초기값    부터 시작하
여 식 (4-5)와 같이 gradient 반대 방향으로 를 조금씩 이동하면서 함수
가 극소가 되는 를 찾는 과정을 반복한다. 는  알고리즘의 수렴 속도를 조
절하는 변수로서 감폭 계수(Damping coefficient)이다. 이와 같은 연산 과정으로 
인하여 Gradient Descent 방법은 앞서 최소자승법(LS)과 같이 국소 위치(local 
minimum)에 빠질 수 있는 단점이 있으며, 해에 가까워질수록 ∇  가 zero에 
가까워지므로 수렴 속도가 느려진다. 그러나 감폭 계수()를 증가시키면 해에 
근접하는 과정에서 발산하게 되어 본 방법은 제안 기법(LM)의 국소 위치연산 
과정으로 포함된다[34]. 
  ∇   ≥                                          (4-5)
식 (4-5)를 재정의 하기 위하여, 식 (4-2)를 식 (4-4)에 정의한 Gradient 함수
에 적용하면, 식 (4-6)과 같이 ▽함수는 Jacobian 행렬,  로 표현하여 식 

















































                       (4-6)
  
  ≥                                      (4-7)
Newton 기법은 목적 함수   을 만족하는 해를 찾기 위하여 임의의 초
기값   으로부터 시작하여 반복, 갱신하여 를 이동하면
서 해를 구하는 방법으로 식 (4-8)과 같이 정의하며, ≈  또는 
이 매우 작은 값이면 Newton 기법의 반복 연산은 종료한다. 
  ′

  ≥                                            (4-8)
Newton 기법은 분모항의 미분값이 곡선의 특정 지점에서의 기울기임을 이용
하여 현재의 에서 의 크기와 ′의 크기에 따라 의 증/감 양을 결정하
는 방식으로, 최적화하기 위한 접근식으로 ′ 의 해를 찾는 수식으로 변
형하여 적용할 수 있으며, Newton 기법의 최종 수식은 식 (4-10)으로 정리된다. 
그러나  인 해가 여러 개가 존재할 경우 그 중에 하나의 해를 찾는 국
소 위치(local minimum)에 빠질 수 있으며 최적의 해는 초기값 설정에 따라 결
정될 수 있다. 만약 초기값이 최적의 해가 아닌 로컬 해에 가까운 경우 최적의 
해는 찾지 못하게 된다[34]. 
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     ′′ 
′
  ≥                                            (4-9)
        
 
∇   ≥                                  (4-10)
▽는 Gradient Descent 기법에서 정의한 에서의 함수 의 Gradient이
며,   는 에서의 함수 의 Hessian 값을 나타낸다. 변수 (  )는 수렴 
속도를 조절하기 위한 값이며, Gradient Descent 기법의 와 같은 역할을 수행
하는 감폭 계수(Damping coefficient)이다. Newton 기법은 최소자승의 문제를 
해결하기 위하여 2차 미분을 계산해야 하는 부담이 존재하므로 비선형 최소자
승의 문제를 해결하기 위하여 Newton 기법 대신 1차 미분으로 해를 추출할 수 
있는 Gauss-Newton법이 사용된다[35-36,45].
Gauss-Newton법은 Newton 기법의 변형된 형태로서 비선형 최소자승 문제를 
해결하는 최적화 방법 중 하나이다. Newton 기법의 2차 미분을 1차 미분으로 
최적화 해를 찾을 수 있다. 식 (4-2)로부터 를 최소화시키는 1차 미분을 
′  으로 만드는 해는 초기 추정값       에서 시작하여 
반복 갱신한다. 은   을 간략히 표현하였고, 에서의 의 Jacobian 행렬이
다.
      
 
 





















는 식 (4-12) 의 Pseudo inverse이며, 식 (4-11)은 식
(4-13)과 같이 Gauss-Newton법으로 최소자승 해를 최적화하는 수식으로 정리된
다. 
  pinv   ≥                                      (4-13)
Gauss-Newton법은 개로 구성된    의 시각()에서 비
선형 함수를 선형함수로 근사하여 해를 구하는 방법으로 오차 를 Taylor 급
수와 같은 전개 수식을 이용하여 에서 선형 함수로 근사하면 
∼       로 근사된다. 
선형 근사화된 오차 제곱합(∥     ∥
 )을 최소화하는 를 구하
면 식 (4-13)으로 수렴된다. Gauss-Newton법은 현재의 변수 추정값 근처에서 
오차 함수를 선형 근사하여 최소자승 해(  )를 구하고, 새롭게 구한 해 근처
에서 다시 오차 함수를 선형 근사하여 반복 최소자승 해를 구하는 방식이다. 
선형/비선형 최소 자승법에 대한 일반적인 내용을 다음과 같이 요약한다.  오
차를 줄이기 위하여 시간()에 따라 측정한 데이터를 기반으로 이론적으로 예측
한 기대값과의 편차를 줄임으로서 선형 최적화하는 기법으로 Least Square(LS) 
기법이 있다. LS 기법의 경우, 관측 데이터의 특성에 따라 발산 또는 국소 위치
(local minimum)를 추정하는 Forward Closed Form으로 알려져 있다[27,41]. 
선형 최적화 방법과는 달리 비선형 최적화 방법은 Recursive Form 형태로 매 
시간 수신한 데이터를 기반으로 반복 연산을 통하여 목적 함수 내에 포함된 변
수의 오차를 최소화하는 과정이다. 비선형 최소화 방법은 주로 오차를 추정하
기 위한 감폭 계수(Damping coefficient)를 어떻게 정의하느냐에 따라 Gauss 
Newton, Gradient Descent 방법이 주로 사용되고 있다. 
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Gauss Newton 방법은 기울기의 크기가 반복 루프에 따라 선형적으로 증가하
며, 이에 따라 감폭 계수(Damping coefficient)가 기울기에 반비례함으로서 함수
의 기울기와 곡률에 따라 반복 루프를 수행하며 안정적으로 해를 찾을 수 있는 
장점을 가지고 있으나, 수렴 속도가 느린 단점이 있다. 
Gradient Descent 방법은 Gauss Newton 방법과 반대로 기울기의 크기가 반
복 루프에 따라 선형적으로 감소하며, 이에 따라 감폭 계수(Damping 
coefficient)가 기울기에 비례함으로서 반복 루프를 수행할수록 감폭 계수
(Damping coefficient)가 선형적으로 증가하게 된다. 이는 빠르게 해에 수렴하지
만 발산의 위험이 있어 안정적으로 해를 찾지 못하거나 해로부터 멀리 떨어져 
연산을 빠져나오게 된다. 이러한 두 개의 비선형 기법의 단점을 보완한 형태가 
LM 방법이다[32-36,45]. LM 방법은 위 두 개의 비선형 기법이 결합한 형태로서 
해에 수렴하는 과정에 있어 안정적인 해를 가지는 장점이 있으며, 4.2절에서 상
세히 기술한다.
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4.2 비선형 최소자승법 기반의 거리 추정 방법
본 연구에서 적용한 비선형 최소자승법인 LM 기법은 1944년 Levenberg 에 
의해 개발된 알고리즘을 1963년 Marquardt 가 보완한 기법이다[31,36,44].
Levenberg-Marquardt법은 선형 최소자승법의 문제를 줄이기 위한 반복(Loop 
iteration) 연산 기법으로서, 측정값과 모델간의 오차를 최소화하는 변수를 찾는 
과정이다. 오차의 최소화를 위해서는 초기 입력값에 따라 오차 최소화 및 수렴 
시간 등의 알고리즘 성능이 좌우된다. 기존의 Gauss-Newton법과 Gradient 
descent법을 통합하여 각각의 알고리즘 제한 사항을 극복하고, 선형 최소화기법
에서 나타난 국소 위치(local minimum)로의 수렴을 줄임으로서 가장 효과적인 
비선형 최소화 기법으로 컴퓨터 네트워크, 레이다, 신경망 회로 등에 널리 활용
되고 있다[46-47]. 
본 논문은 3장에서 제시한 수중 표적의 위치 오차를 발생시키는 변수들을 시
뮬레이션을 통하여 분석하고 그 결과를 기반으로 오차를 최소화하기 위한 비선
형 오차 최소화 방안을 제시한다. 수중 표적의 위치 정보 측정은 각 부배열에 
수신된 신호의 상관관계를 통하여 도래 방위 및 도래 시간차를 추정하며, 추정
된 값은 수중 환경 및 소나 특성에 따라 오차를 포함하게 된다. 이러한 측정치
는 모델과의 상관관계를 통하여 발생한 오차를 최소화하는 비선형 오차 최소화 
알고리즘(Levenberg-Marquardt)에 적용된다. 오차를 줄이기 위한 최적화 변
수()는 표적의 위치()와 수중음파전달 속도()이며, 센서간의 시간지연을 이
용한 표적의 방위(DOA) 및 시간(TDOA) 추정 모델로 최적화 변수의 오차를 최
소화한다.
Levenberg-Marquardt 방법은 Gauss-Newton법을 개선하여 식 (4-14)와 같이 
분모의 
에 diagonal loading( ×
 )을 수행하여 Gauss-Newton법에
서 나타난 발산의 위험성을 최소화하고 안정적인 해를 찾는다.  는 반
복 수행 시 해에 근접하기 위한 감폭 계수(Damping coefficient)로서, 분모항을 
구성하는 가 클수록(→ ∞ ) 해에 수렴하는 속도가 느리며 Gradient descent법
과 유사하다.
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식 (4-14)를 기반으로 표적의 위치(), 음속( )를 최적화하기 위한 변수 벡
터  를 정의하고, Levenberg-Marquardt 최적화를 위한 비용함수 
를 다음과 같이 정리할 수 있다[30,31,37]. 











































































                                               (4-16)
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는 최적화 대상 변수로 정의한 표적의 위치(), 음속( )과 상관되는 
, , , 항목으로 구성하여 2절에서 언급한 식 (2-3), 
(2-4)로부터 산출하는 모델을 정의하였다. 는 오차가 포함된 측정값으로서 식 
(2-5), (2-6)에서 산출된다. 비용함수 의 자코비안 행렬은 ,  로
부터 식 (4-16)과 같이 정의한다. 
LM 최적화를 위한 를 최적화하는 과정은 그림 4.1에 구체화하였다. 초기 
정의한 변수 는 Loop index, max는 Loop의 최대 반복 회수이며, [ ]는 반복 
수행 시, 수렴 속도를 설정하기 위한 감폭 계수(Damping coefficient)이다. 
  은 각각의 sub-loop를 종료하기 위한 종료 조건이며, 두 개의 조건을 
만족하여야만 전체 loop가 종료된다. 
그림 4.1의 loop는 두 개의 반복 loop로 구성된다. 첫 번째 상위의 loop는 감
폭 계수(Damping coefficient, )가 초기에 선언한 에 따라 선형적으로 크기가 
증가하는 경우이며 식 (4-13)의 분모항이 증가하여 Gradient Descent법으로 수
렴하는 구간이 된다. 정상적으로 오차를 줄이면서 해로 수렴하는 과정에서 의 
부호가 반대로 전환하면서 하위 loop로 계산한다. 하위 루프는 step size()가 
값에 의존하며, 은  값으로 step size의 크기가 loop 반복에 따라 값이 
줄어들어 Gauss-Newton법으로 수렴하게 된다. 초기에 선언한 는 다시 초기값
으로 선언한다. 이러한 그림 4.1의 순서도의 특성으로부터 분석한 Levenberg 
-Marquardt법은 비선형 오차 최소화 기법인 Gradient Descent법과 Gauss 
-Newton법의 통합된 형태로 이해할 수 있다. 마지막으로 최종 산출한 해()가 
종료 조건    을 만족하면 반복 연산을 종료한다[44].
4장은 연속적으로 획득한 오차가 포함된 측정 데이터와 표적의 거리를 산출
하는 모델간의 오차를 최소화하는 변수()를 추출하는 과정으로 선형 또는 비
선형 기반의 목적 함수() 최소화하는 변수를 반복 루프 연산으로 찾는 과정을 
기술하였다. 이를 통하여 비선형 최소자승법 기반의 수중 음원의 위치 추정 오
차를 최소화하는 방법을 제안하였고, 모의 시뮬레이션을 통하여 제안한 방법을 
검증하였다. 
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그림 4.1 비선형 최소자승법(LM) 기반의 제안 기법 흐름도
Fig. 4.1 Flow diagram of proposed method based on 
non-linear least square method(Levenberg-Marquardt)
- 63 -
제 5 장 시뮬레이션 결과 및 고찰
본 장은 3장에서 분석한 표적 위치 추정에 영향을 미치는 변수들(음속, 부배
열 위치 오차, 채널 고장)의 오차에 따라 발생한 표적 위치 추정 오차를 비선형 
최소자승법(Levenberg-Marquardt)에 기반을 두는 제안 기법의 성능을 고찰하였
다. 제안한 기법은 선형 최소 자승법과 비교하여 제안 기법의 성능을 비교하였
다. 또한 기법의 통계적인 특성을 도출하기 위하여 시뮬레이션 입력 조건에 따
라 500회의 몬테카를로 시뮬레이션을 수행하여 통상적인 오차 분석 기법
(RMSE)으로 결과를 산출하여 분석하였다[44,50-53].
분류 변수 값 비고
표적
신호 대 잡음비 -10[dB] -
방위 30°/60°/90° 자함 진행방향 기준
거리 3,000[m] -
해양환경 음속 1400~1600[m/s] 수심별 등음속
소나
부배열 수 3 -
부배열 간격 15[m] -
부배열 위치 오차 -3~3[cm]@Y축 Error
채널 수 15개 -
고장 채널 1~8[EA] Error
적용 음속 1500[m/s] Error
표 5.1 시뮬레이션 조건(종합)
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실제 표적의 위치()와 추정한 표적()과의 위치 오차는 식 (5-1)과 같이 














×                               (5-1)
여기서,    
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5.1 모의실험 환경
제안한 표적 위치 추정 기법의 성능을 분석하기 위하여 그림 5.1과 같은 모
의실험 환경을 구성하여 시뮬레이션을 수행하였다. 수동 소나 특성을 고려하여 
시뮬레이션 입력 조건을 크게 세 가지로 표적, 해양환경, 표적을 탐지하는 함정
의 소나로 분류하였다. 
그림 5.1 모의실험 환경
Fig. 5.1 Simulation environments
표 5.1의 시뮬레이션 조건으로부터 표적은 소나로부터 떨어진 거리, 방위 및 
방사 소음 준위를 변수로 설정하였다. 복잡한 해양환경 특성은 심도별 수온 분
포에 따른 음속 변화량, 해저면 및 해수면 특성이 고려되어야 하나,  본 논문의 
목적을 고려하여 소나 시스템과의 부정합을 반영하기 위하여 단일 음속(Sound 
Speed)으로 고려하였다. 표적을 탐지하는 함정의 소나 변수는 앞서 언급한 부
배열의 개수, 부배열 사이의 간격, 부배열을 구성하는 채널 개수를 기반으로 오
차 변수를 적용하였다. 
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그림 5.1과 같이 부배열의 위치 오차는 통상적인 함정의 설치 오차를 고려하
여 가운데 위치한 부배열의 Y-축 방향으로 –3 ~ +3 cm 오차를 고려하였다. Y-
축 방향은 함정의 현측 방향으로부터 수직 방향으로서 함정 내부 방향은 
‘-’, 함정 외부는 ‘+’이다.  두 번째 오차를 유발하는 변수는 부배열을 구
성하는 채널이 고장이 난 경우로서 고장 채널의 위치에 따라 부배열의 성능이 
상이하며, 본 논문에서는 1~8개의 연속 채널의 고장을 시뮬레이션 환경에 적용
하였다. 마지막으로 채널 및 부배열간의 간격으로부터 수신 신호의 시간 지연
을 산출하기 위해 소나에 적용하는 음속은 초기 음속(1500[m/s])을 적용하고 해
양환경을 통해 수신되는 신호의 음속은 1400~1600 [m/s]로 입력하여 부정합에 
따른 제안 기법의 성능을 분석하였다.
시뮬레이션은 위 3가지 종류의 개별 변수들 각각에 오차를 삽입한 경우와 3
가지 변수에 복합 오차를 삽입한 조건으로 수행하였고 비선형 최소자승법(LM) 
기반의 제안한 기법의 위치 추정 오차 성능을 선형 최소자승법(LS)과 비교, 분
석하였다. 
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5.2 개별 오차에 따른 TDOA 추정 성능 분석
그림 5.2는 채널 고장 개수에 따른 표적 위치 추정 성능을 기존의 선형 최적
화기법(LS)과 비선형 최적화기법(LM) 결과를 비교한 결과이다. 음속과 부배열
의 위치는 오차가 없다고 가정하였다. LS 기법은 기법 특성상 단일 고정값이 
적용되어 비교적 배열의 정면 방향인 broadside 영역(90°, 60)에서도 5% 이내
의 양호한 성능을 보이지만, 30°방위에서는 거리의 50% 오차가 발생하였다. 
제안한 LM 기법은 RMSE( )가 거의 없이 나타나고 있으며, 이는 그림 5.3의 
방위별로 산출한 음속과 연계될 수 있다. Broadside 영역(90°, 60°)에서는 음
속이 실제값(1500 m/s )과 동일하게 유지하면서 RMSE 오차가 수렴되고 있으며, 
30° 방위는 채널의 고장에 따라 음속이 1500 m/s 에서 1490 m/s 로 수렴하고 
있다. 이는 LM 기법의 반복 루프를 수행하는 과정에서 표적의 위치와 음속의 
최적화 과정으로 분석된다.
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그림 5.2 채널 고장에 따른 표적 위치 추정 성능 : RMSE( )
Fig. 5.2 RMSE analysis of source localization 
according to the sensor faults
그림 5.3 채널 고장에 따른 LM 기법의 음속 산출 결과
Fig. 5.3 Sound speed estimation according to the sensor faults
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그림 5.4는 부배열의 위치 오차에 따른 표적 위치 추정 성능을 선형 최적화 
기법(LS)과 제안한 비선형 최적화 기법(LM)을 비교한 결과이다. 음속 오차와 
채널의 고장은 없는 경우이다. 가로축은 부배열의 그림 3.6과 같이 Y-축 방향
의 위치 오차(∆)로서 -3~+3 cm의 오차에서 위치 추정 성능을 표현하였다. 배
열의 수직 방향인 Y-축 방향으로 오차가 발생함으로서 90° 방향에서 RMSE가 
높게 나타나며, 만약 배열의 오차를 배열과 수평 방향으로 발생시킬 경우, 90° 
방향에서 RMSE가 낮게 나타남을 예상할 수 있다. 위치 오차가 ±1.4 cm 이내
에서는 양호한 성능을 나타내지만, 그 이외 구간에서 60°, 90° 방위는 30% 
이상의 추정 오차 성능을 나타낸다. 제안한 LM 기법 기반의 방법의 경우 LS 
기법보다 비교적 양호한 결과를 보이며, 위치 오차가 ±1.6 cm 을 벗어난 오차 
구간에서 최대 25% 의 오차를 보여준다. 이 때, 그림 5.5의 방위별로 산출한 음
속으로부터 60° 방위는 소량의 음속 변화를 보이면서 위치 추정 최적화를 수
행하며, 90° 는 고정된 음속으로 위치 추정을 수행하고 하면서 위치 오차가 
±1.6 cm 를 벗어난 구간에서는 위치 추정 성능 최적화에 한계를 보여준다. 이
는 소나의 탐지 주파수 대역 및 설치 플랫폼에 따라 부배열의 설치 오차 범위
로 고려되어야 할 요소로 분석할 수 있다. 
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[m]
그림 5.4 부배열 위치 오차에 따른 위치 추정 성능 : RMSE( )
Fig. 5.4 RMSE analysis of source localization according to 
the sub-array location error
[m]
그림 5.5 부배열 위치 오차에 따른 LM 기법의 음속 산출 결과
Fig. 5.5 Sound speed estimation according to 
the sub-array location error
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그림 5.6은 음속 오차에 따른 표적 위치 추정 성능을 선형 최적화 기법(LS)과 
제안한 비선형 최적화 기법(LM)에 기반을 둔 방법을 비교한 결과이다. 부배열
의 위치 오차와 채널의 고장은 없는 경우이다. 가로축의 음속은 1400 ~ 1600 
m/s 범위로 입력하였고, 소나 시스템에 적용한 초기 음속은 1500 m/s 로 설정
하여 위치 추정 성능을 표현하였다. 소나 시스템에서 적용한 1500 m/s 인 경
우는 해양 환경의 음속과 일치하는 오차가 없는 경우이므로 모든 방위에서 LS, 
LM의 위치 추정 성능 오차가 없다. 그러나 1500 m/s 로부터 멀어질수록 LS는 
위치 추정 오차가 증가하며, 1400, 1600 m/s 에서 최대 180% 의 오차를 나타
낸다. LM의 경우 방위별 전 구간 음속에서 오차가 거의 0% 에 가까운 오차를 
보인다. 이는 그림 5.7의 방위별로 LM 반복 루프를 통하여 산출한 음속이 입
력한 음속으로 최적화됨으로서 위치 추정 오차를 최소화하고 있음을 보여 준
다. 
본 절은 소나의 성능에 영향을 미치는 각각의 변수들의 오차에 따른 위치 추
정 성능 최적화 과정을 시뮬레이션을 통하여 확인하였다. 선형 최적화 기법은 
변수들에 삽입한 오차의 크기에 따라 위치 추정 성능 오차가 선형적으로 증가
하는 추세이며, 비선형 최적화 기법 기반의 제안한 방법은 부배열의 위치 오차
를 제외한 경우에 대해서 표적의 위치 추정 성능이 향상됨을 보여준다. 다음 
절은 개별 오차에 따른 TDOA 성능 분석 결과를 기반으로 3가지 변수에 동시 
오차를 삽입하여 표적의 위치 추정 성능 결과를 분석, 고찰하였다.  
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그림 5.6 음속 오차에 따른 위치 추정 성능 : RMSE( )
Fig. 5.6 RMSE analysis of source localization according to 
the sound speed mismatch
그림 5.7 음속 오차에 따른 LM 기법의 음속 산출 결과
Fig. 5.7 Sound speed estimation according to the sound speed mismatch
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5.3 복합 오차에 따른 TDOA 추정 성능 분석
개별 오차에 따른 TDOA 성능 분석 결과를 기반으로 본 절에서는 고려한 채
널 고장, 부배열 위치 오차, 음속에 동시 오차를 삽입하여 표적의 위치 추정 성
능 결과를 분석, 고찰하였다. 복합 오차 조건에서 위치 추정 성능은 조건별로 3
가지로 나누어 위치 추정 성능 비교하였다. 표 5.2는 복합 오차의 조건(1)로서 
음속 부정합, 부배열의 위치 오차, 채널 고장 수로 정의하였다. 표적의 방위는 
60°, 3000 m 에 위치하여 복합 오차 발생 시 영향성을 분석하였다.  
분류 변수 값 비고
표적 방위 60°
해양환경 음속 1450[m/s] 수심별 등음속
소나
부배열 위치 오차 0,-1,-2[cm]@Y축 Error




표 5.2 복합 오차 시뮬레이션 조건(1)
그림 5.8은 음속이 부정합한 경우, 고장 채널수와 부배열의 위치 오차에 따른 
표적 위치 추정 성능을 나타낸다. 전반적인 결과는 동일한 조건에서 LS에 비해 
제안한 LM 기반의 위치 추정 성능이 약 5% 정도 향상됨을 보이며, 단일 오차 
발생에 비해 추정 성능이 떨어짐을 알 수 있다. 예로 부배열의 오차가 -1 cm 
인 경우, 단일 오차 발생 시, RMSE가 거의 0% 에 근접하였으나 복합 오차 
시, 20% 정도 높게 나타나고 있다. 초기 1500 m/s 로 적용한 음속은 LM의 
반복 최적화를 통하여 그림 5.9와 같이 해양 환경으로 입력한 음속에 유사한 
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값으로 접근하여 LM 위치 추정 성능을 LS 대비 향상시키고 있다. 음속이 고정
된 상태에서 거리 추정 성능에 영향을 미치는 요소는 채널의 고장에 비해 부배
열의 위치 오차가 표적의 위치 추정 성능에 큰 원인으로 작용하며, 이는 부배
열의 설치 시 고려되어야 할 요소로 분석된다. 
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그림 5.8 복합 오차에 따른 위치 추정 성능(1) : RMSE()
Fig. 5.8 RMSE analysis of source localization according to 
the mixed errors(1)
그림 5.9 복합 오차에 따른 LM 기법의 음속 산출 결과(1)
Fig. 5.9 Sound speed estimation according to the mixed errors(1)
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표 5.3은 복합 오차의 조건(2)로서 음속 부정합, 부배열의 위치 오차, 채널 고
장 수로 정의하였다. 표적의 방위는 60°, 3000 m에 위치하여 복합 오차 발생 
시 영향성을 분석하였다.  







부배열 위치 오차 -3~+3[cm]@Y축 Error




표 5.3 복합 오차 시뮬레이션 조건(2)
그림 5.10은 채널 고장을 4개로 고정하고, 음속 부정합과 부배열의 위치 오차
에 따른 표적 위치 추정 성능을 나타낸다. 동일한 조건에서 그림 5.8과 유사한 
결과를 보이며, 부배열 오차가 –2cm 이하의 경우, 1400 m/s의 음속 조건이 
1450 m/s에 비해 위치 추정 성능이 높게 나타난다. 그림 5.11에 LM의 반복 연
산을 통한 음속 추정 과정에서 산출한 값이 거리 추정에 영향을 주는 것으로 
판단되며, 추정한 값의 유효성은 추가적인 검증 과정이 필요할 것으로 보인다. 
그림 5.10의 그 외 부배열의 위치 오차 구간에서는 선형 최소자승법의 경우, 음
속의 부정합이 높을수록 위치 추정 성능이 떨어지며, 비선형 최소자승법(LM)의 
경우에는 대부분의 부배열 위치 오차 구간에서 음속 부정합 조건에서 0%에 가
까운 위치 추정 성능을 보인다. 채널 고장을 좌우 비대칭으로 적용하여 부배열
의 좌, 우 오차량에 따라 위치 추정 성능이 다르게 나타나는 이유이다.  
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그림 5.10 복합 오차에 따른 위치 추정 성능(2) : RMSE( )
Fig. 5.10 RMSE analysis of source localization according to 
the mixed errors(2)
그림 5.11 복합 오차에 따른 LM 기법의 음속 산출 결과(2)
Fig. 5.11 Sound speed estimation according to the mixed errors(2)
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표 5.4는 복합 오차의 조건(3)로서 음속 부정합, 부배열의 위치 오차, 채널 고
장 수로 정의하였다. 표적의 방위는 60°, 3000 m에 위치하여 복합 오차 발생 
시 영향성을 분석하였다.  
분류 변수 값 비고
표적 방위 60° -
해양환경 음속 1400~1600[m/s] 수심별 등음속
소나
부배열 위치 오차 1[cm]@Y축 Error




표 5.4 복합 오차 시뮬레이션 조건(3)
그림 5.12는 부배열의 위치 오차를 고정하고, 음속 부정합과 채널 고장에 따
른 위치 오차에 따른 표적 위치 추정 성능을 나타낸다. 동일한 조건에서 그림 
5.8, 5.10과 유사한 결과를 보인다. 부배열 오차가 1 cm에서는 음속 및 일부 채
널 고장 환경에 대해서 LM 적용 기법 결과는 초기 적용한 음속값 1500[m/s]가 
해양환경 변수로 입력한 음속으로 수렴하여 그림 5.13과 같이 산출한 음속값이 
해양 환경 변수로 입력한 값과 동일하다. 이와 같이 추정한 음속값은 그림 5.12
의 LM 추정 성능에 반영되어 0%에 가까운 위치 추정 성능을 보인다. 그러나 
선형 최적화 기법의 경우, 해양환경과 적용음속이 일치하는 1500 m/s 기준으로 
좌, 우 구간에서 음속 부정합량에 따라 선형적으로 증가하는 특성을 나타낸다. 
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그림 5.12 복합 오차에 따른 위치 추정 성능(3) : RMSE( )
Fig. 5.12 RMSE analysis of source localization according to 
the mixed errors(3)
그림 5.13 복합 오차에 따른 LM 기법의 음속 산출 결과(3)
Fig. 5.13 Sound speed estimation according to the mixed errors(3)
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5.4 시뮬레이션 결과 종합
본 장은 3장에서 분석한 표적 위치 추정에 영향을 미치는 변수들(음속, 부배
열 위치 오차, 채널 고장)의 오차에 따라 발생한 표적 위치 추정 오차를 비선형 
최소자승법인 LM 기법 기반 제안 기법의 성능을 모의 시뮬레이션을 수행하여 
분석하고 제안한 기법은 선형 최소 자승법과 비교하여 제안 기법의 성능을 비
교하였다. 또한 기법의 통계적인 특성을 도출하기 위하여 시뮬레이션 입력 조
건에 따라 500회의 몬테카를로 시뮬레이션을 수행하여 통상적인 오차 분석 기
법(RMSE : Root Mean Squared Errors)으로 결과를 산출하여 분석하였다.
비선형 최소자승법 기반의 기법이 선형 최소자승법에 비해 대부분의 조건에
서 5 ~ 50% 이상의 성능 향상을 확인할 수 있으며, 다른 변수의 오차에 따라 
부배열의 위치 오차와 같은 일부 변수의 성능 제안 범위도 확인 가능하였다. 
제안한 비선형 최소자승법 기반 기법은 음속, 부배열 위치 오차, 채널 고장 
등의 세 가지 변수에 대해서 시뮬레이션을 수행하였으며, 보다 다양한 시뮬레
이션 환경과 오차량 및 변수를 두어 추가적인 성능 검증이 필요할 것이다.
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제 6 장 결  론
본 연구는 신호원의 도래각 및 도래 시간차 산출에 오차를 유발시키는 변수
들을 도출하고 오차를 포함한 변수들로 인한 거리 추정 오차를 분석하였다. 오
차를 유발하는 변수들은 부배열의 위치 오차, 해양환경의 음파전달속도와 시스
템에 적용하는 음파전달속도의 부정합, 수신 센서의 작동 유무를 표현하는 센
서의 고장 상태를 고려하였다. 이를 기반으로 분산된 부배열로 입사되는 신호
원의 도래시간차를 이용하여 위치 추정 성능을 향상시키기 위한 방안을 제안하
였다. 기존의 선형 최소자승법과 비선형 최소자승법(Levenberg-Marquardt) 기
반의 제안한 기법을 비교하여 수중 환경에 제안 기법의 적용 가능성을 확인하
였다.
수중 소음원의 위치 추정 최적화기법에는 오차를 포함한 측정 데이터를 기반
으로 이론적으로 예측한 기대값과의 편차를 줄임으로서 선형 최적화하는 기법
으로 LS 기법이 있다. LS 기법의 경우, 관측 데이터의 특성에 따라 발산 또는 
국소 위치를 추정하는 Forward Closed Form으로 알려져 있다. 
선형 최적화 방법과는 달리 비선형 최적화 방법은 반복적인 형태로 매 시간 
수신한 데이터를 기반으로 반복 연산을 통하여 목적 함수 내에 포함된 변수의 
오차를 최소화하는 과정이다. 비선형 최소화 방법은 주로 오차를 추정하기 위
한 감폭 계수(Damping coefficient)를 어떻게 정의하느냐에 따라 Gauss Newton, 
Gradient Descent 방법이 주로 사용되고 있다. 
제안한 기법은 이러한 두 개의 비선형 최적화 기법을 결합한 형태인 LM 알
고리즘 기반의 수중 소음원의 위치 추정 오차를 최소화 하는 기법이다. LM 방
법은 위 두 개의 비선형 기법이 결합한 형태로서 해에 수렴하는 과정에 있어 
안정적인 해를 가지는 장점이 있다. 
본 논문에서는 수중음파탐지기에서 표적의 방위, 거리 추정 오차를 유발하는 
3개의 변수(음속, 부배열 간의 위치 오차, 센서의 고장 상태)로 인해 획득한 데
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이터를 기반으로 비선형 최소자승법인 LM 방법에 적용하여 제안 기법의 성능
을 모의 시뮬레이션을 수행하여 분석하였다. 제안한 기법은 선형 최소자승법과 
비교, 고찰하였다. 또한 기법의 통계적인 특성을 도출하기 위하여 시뮬레이션 
입력 조건에 따라 500회의 몬테카를로 시뮬레이션을 수행하여 통상적인 오차 
분석 기법 가운데 하나인 RMSE 값을 구하여 분석하였다.
수중 환경에서 운용하는 소나 시스템의 입력 변수는 소나 방정식을 기반으로 
소음원의 특징, 해양환경, 소나 시스템 입력 변수 등 다양하고 복잡한 변수들로 
구성된다. 다양한 변수들을 포함한 모의 환경 구축을 위해서는 고려되어야 할 
요소들이 많으며, 현재 다양한 분야에서 목적에 맞게 구현하기 위하여 연구 중
이다. 본 연구에서 복잡한 변수들 가운데 소나 시스템의 거리 추정 성능에 주
로 영향을 미치는 변수들을 도출하여 도출한 변수를 기반으로 시뮬레이션 환경
을 구성하였다. 각 변수들에 오차를 포함하여 모델과의 오차를 최소화하는 과
정을 선형, 비선형 최소자승법으로 접근하였다. 비선형 최소자승법 기반의 제안
한 기법은 선형 최소자승법에 비해 대부분의 조건에서 5~50% 이상의 성능 향
상을 확인하였으며, 다른 변수의 오차에 따라 부배열의 위치 오차와 같은 일부 
변수의 성능 제안 범위도 확인 가능하였다. 
향후, 본 연구 내용을 기반으로 다양한 모의 환경을 통한 기법 검증이 수행
되어야 할 것이다. 수중 소음원은 다양한 특성(낮은 신호 대 잡음비, 주파수 대
역 특성)과 소음원의 위치, 기동 등에 따른 다양한 환경 모의가 고려되어야 하
며, 해양 환경은 현재 단일 등음속(Iso-velocity)에서 수중환경에 적합한 음파전
달모델 기반의 전달특성과 배경 소음 특성이 고려되어야 할 것이다. 마지막으
로 소나를 구성하는 입력 변수들에 대해서도 현재 적용한 음속값에서 다양한 
변수들로 확장하고 변수들이 갖는 오차 범위를 고려한 모의 환경에서의 성능을 
입증해야 할 것이며, 해상 데이터를 통한 성능 검증이 필요할 것이다.
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