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Abstract
We study properties of the function u = limλ→∞ uλ, where uλ is the solution of the min{p(·), λ}-Laplacian Dirichlet problem
with bounded Sobolev boundary function. Here p :Ω → (n,∞] is a variable exponent such that 1/p is Lipschitz continuous.
We derive Bloch-type estimates and using them we prove Harnack’s inequality in cases of unbounded but finite exponent.
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1. Introduction
During the last ten years, function spaces with variable exponent have attracted a lot of interest, see the surveys
by Diening, Hästö and Nekvinda [9] and Samko [30]. Apart from interesting theoretical considerations, these investi-
gations were motivated by a proposed application of variable exponent spaces to modeling electrorheological fluids,
see Ru˚žicˇka [28,29] and Acerbi and Mingione [2]. More recently, another application emerged, as Chen, Levine and
Rao [6] proposed a variable exponent formulation for the problem of image restoration.
Partial differential equations related to Sobolev spaces with variable exponent have also been investigated by sev-
eral researchers. The paradigmatic Dirichlet minimization problem,
inf
u
∫
Ω
|∇u|p(x) dx
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and the corresponding Euler–Lagrange equation
div
(
p(x)|∇u|p(x)−2∇u)= 0
e.g. in [3–5,12,14,21,27,31]. However, all of these investigations have been limited to the case when p is bounded
away from 1 and ∞. Investigations of the p(·)-harmonic functions usually also assume that p is log-Hölder con-
tinuous, but also stronger continuity conditions have been used, for instance in [1,3,14]. Recently, the authors [20]
considered minimizers in the case p → 1. The main points of that work are described in Section 3.
In this paper we investigate the opposite limit, as p → ∞. Previous investigations of limit cases of the variable
exponent (e.g. [11,15,17] on Sobolev inequalities when p ↗ n or p ↘ n, and [8,16] on maximal inequalities when
p ↘ 1) suggest that going to the limit will be quite difficult. Our approach is based on solving the Dirichlet problem
for pλ = min{p,λ}, a truncated version of the exponent p we are really interested in, and then letting λ → ∞. The
challenge is to obtain estimates which are independent of the upper bound of the intermediate exponents. This is only
partially achieved in the method presented in this article: for our results we need a growth condition on the exponent.
Although this condition allows us to approach the set where the exponent is infinite, it does not allow us to cross into
this set.
The structure of this article is as follows. We start by reviewing the basics of variable exponent spaces. In Section 3
we present the method and results from the case p → 1. Then we consider minimizers in the one-dimensional case
in Section 4. In Section 5 we prove Bloch type estimates which are used in Section 6 for the proof of Harnack’s
inequality for minimizers in the unbounded case p : Ω → (n,∞).
2. Preliminaries
By Ω ⊂ Rn we denote a bounded open set. A measurable function p :Ω → [1,∞] is called a variable exponent,
and we denote for A ⊂ Ω
p+A := ess sup
x∈A
p(x), p−A := ess inf
x∈A p(x), p
+ := p+Ω and p− := p−Ω.
For λ > 1 we denote pλ(x) = min{λ,p(x)}. By Ω∞ we always denote the set where p equals infinity, Ω∞ :=
{x ∈ Ω: p(x) = ∞}. By C we denote a generic constant, whose value may change between appearances even within
a single line.
The variable exponent Lebesgue space is a special case of an Orlicz–Musielak space. For a constant function p, it
coincides with the standard Lebesgue space. Often it is assumed that p+ < ∞, since this condition is known to imply
many desirable features for Lp(·)(Ω). Spaces with p+ = ∞ have been investigated in [8,10,24].
We define a modular on the set of measurable functions by setting
Lp(·)(Ω)(u) :=
∫
Ω\Ω∞
∣∣u(x)∣∣p(x) dx + ess sup
x∈Ω∞
∣∣u(x)∣∣.
The variable exponent Lebesgue space Lp(·)(Ω) consists of all measurable functions u :Ω → R for which the modular
Lp(·)(Ω)(u/μ) is finite for some μ > 0. The Luxemburg norm on this space is defined as
‖u‖Lp(·)(Ω) := inf
{
μ > 0: Lp(·)(Ω)
(
u
μ
)
 1
}
.
In the case of norms and modulars taken over the whole set Ω we also use an abbreviated notation where Lp(·)(Ω) in
the subscript is replaced simply by p(·). Equipped with this norm, Lp(·)(Ω) is a Banach space.
If E is a measurable set with a finite measure, and p and q are variable exponents satisfying q  p, then Lp(·)(E)
embeds continuously into Lq(·)(E) and the norm of the embedding does not exceed 1 + |E|. In particular this implies
that every function u ∈ Lp(·)(Ω) also belongs to Lp−Ω (Ω). The variable exponent Hölder inequality takes the form∫
fg dx  3‖f ‖p(·)‖g‖p′(·),
Ω
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ship between norm and modular:
Lemma 2.1. If u ∈ Lp(·)(Ω), then ‖u‖p(·)  1 if and only if p(·)(u) 1.
For all the preceding results we refer to Kovácˇik and Rákosník [24].
The variable exponent Sobolev space W 1,p(·)(Ω) consists of functions u ∈ Lp(·)(Ω) whose distributional gradient
∇u belongs to Lp(·)(Ω). The variable exponent Sobolev space W 1,p(·)(Ω) is a Banach space with the norm
‖u‖1,p(·) := ‖u‖p(·) + ‖∇u‖p(·).
We define the Sobolev space with zero boundary values, W 1,p(·)0 (Ω), as the closure of the set of compactly supported
W 1,p(·)(Ω)-functions with respect to the norm ‖ · ‖1,p(·). Note that we do not use smooth functions in this definition,
since this class of functions is not always dense in the variable exponent Sobolev spaces [32].
Assume that p is bounded and bounded away from 1. We say that a function u ∈ W 1,p(·)loc (Ω) is a (weak) p(·)-
supersolution in Ω if∫
Ω
p(x)|∇u|p(x)−2∇u · ∇ϕ dx  0 (2.2)
for every non-negative test function ϕ ∈ W 1,p(·)0 (Ω). A function u is a p(·)-subsolution in Ω if −u is a p(·)-
supersolution in Ω , and a p(·)-solution in Ω if it is both a p(·)-super- and a p(·)-subsolution in Ω . A function
u ∈ W 1,p(·)(Ω) is a p(·)-minimizer if∫
Ω
|∇u|p(x) dx 
∫
Ω
|∇v|p(x) dx
for every v ∈ W 1,p(·)(Ω) with u − v ∈ W 1,p(·)0 (Ω). If we assume that u ∈ W 1,p(·)(Ω), then u is a p(·)-minimizer
if and only if it is a p(·)-solution. For every f ∈ W 1,p(·)(Ω) ∩ L∞(Ω) there exists a p(·)-minimizer with u − f ∈
W
1,p(·)
0 (Ω) [23].
The bounded variable exponent p is said to be log-Hölder continuous if there is a constant L > 0 such that
∣∣p(x)− p(y)∣∣ L
log(e + 1/|x − y|)
for all x, y ∈ Ω . A bounded exponent p is log-Hölder continuous in Ω if and only if there exists a constant C > 0
such that
|B|p−B −p+B  C
for every ball B ⊂ Ω [7, Lemma 3.2].
Under the log-Hölder condition smooth functions are dense in variable exponent Sobolev spaces [7].
3. Minimizers for p→ 1
In this section we give an overview of our recent study [20] of the p(·)-harmonic functions in the case p− = 1.
In this case we have problems already with the existence of a solution with given boundary values. Even when a
minimizer exists, it may be discontinuous, and so there can be no question of it satisfying Harnack’s inequality.
A critical feature which the limits p → 1 and p → ∞ have in common is that both lead us out of the realm of
reflexive Sobolev spaces. In the case p → 1, we need a new space with some crucial properties of the space BV(Ω)
of function of bounded variation.
Let Ω ⊂ Rn be a bounded open set. Recall that the function u ∈ L1(Ω) is of bounded variation, u ∈ BV(Ω), if
sup
{∫
udivϕ dx: ϕ ∈ C10
(
Ω;Rn), |ϕ| 1
}
< ∞.Ω
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such that |σ | = 1 μ-almost everywhere and∫
Ω
udivϕ dx = −
∫
Ω
ϕ · σ dμ
for every ϕ ∈ C10(Ω;Rn). The measure μ is called the total variation measure and it is denoted by ‖∇u‖.
Assume that p is a bounded variable exponent and define Y = {x ∈ Ω: p(x) = 1}. For u ∈ BV(Ω)∩W 1,p(·)(Ω \Y)
and a Borel set E ⊂ Ω , we define a new modular by
BVp(·)(E)(u) := ‖∇u‖(Y ∩E)+ Lp(·)(E\Y)(∇u).
The norm for functions in L1loc(Ω) is given by a Luxemburg-type definition:
‖u‖BVp(·)(Ω) := ‖u‖Lp(·)(Ω) + inf
{
λ > 0: BVp(·)(Ω)(u/λ) 1
}
.
With this norm we define the space BVp(·)(Ω) to consist of those measurable functions u :Ω → R for which
‖u‖BVp(·)(Ω) < ∞. We denote u ∈ BVp(·)loc (Ω), if u ∈ BVp(·)(U) for every open set U Ω .
We write pλ = max(p,λ) for λ > 1. Assume that f ∈ L∞(Ω) ∩ W 1,pδ(·)(Ω) for some δ > 1. Then for any
λ ∈ (1, δ) there exists a pλ(·)-solution with boundary value function f [23]. This unique solution is denoted by uλ.
By a p(·)-solution with boundary value function f we mean a limit of such solutions.
The main results from [20] regarding this limit are contained in the following theorem. Here we say that p is
strongly log-Hölder continuous in Ω if it is log-Hölder continuous in Ω and
lim
x→y
∣∣p(x)− 1∣∣ log 1|x − y| = 0
for every y ∈ Y .
Theorem 3.1. Let p be strongly log-Hölder continuous and bounded. Let f ∈ W 1,pδ(·)(Ω) ∩ L∞(Ω) for some δ > 1
and denote by uλ a pλ(·)-solution in Ω with boundary value function f , for any λ ∈ (1, δ). Then there exists a function
u ∈ BVp(·)loc (Ω) ∩L∞(Ω) with the following properties:
(i) There exists a sequence (λj ) → 1 such that uλj → u in Lp(·)(Ω) and uλj ⇀ u in W 1,p(·)loc (Ω \ Y).
(ii) u is a p(·)-solution in Ω \ Y .
(iii) For every D Ω the function u belongs to W 1,p(·)(D \ Y).
(iv) u is a local minimizer of the energy BVp(·) , i.e. for every compact F ⊂ Ω and every v ∈ BVp(·)loc (Ω) with v = u
in Ω \ F , we have
BVp(·)(F )(u) BVp(·)(F )(v).
The proofs of these results are based on moving back and forth between the solutions uλ and regularized versions of
the same. The crucial question is to keep control of the modular BVp(·) in this process and arrive at the minimization
property, (iv) in the previous theorem.
Estimates in one direction follow immediately from the weak lower semicontinuity of the modular. The much more
difficult part relates to the upper semicontinuity. We restricted our consideration to mollified versions vδ = v ∗ ϕδ of
the function v ∈ BVp(·)(Ω). The main tool in the proof of the previous theorem is the following approximation result:
Theorem 3.2. Let Ω ⊂ Rn be bounded and let p be a bounded, strongly log-Hölder continuous exponent in Ω . If
v ∈ BVp(·)(Ω) and F ⊂ Ω is closed, then
lim sup
δ→0
BVp(·)(F )(vδ) BVp(·)(F )(v).
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sidered in the rest of this article. The reason for this difference is, essentially, that the space W 1,pλ(·)(Ω) ∩ L∞(Ω)
decreases as λ → 1, whereas in the case considered below we have an increasing sequence of spaces, and so we can
consider the solution in any intermediate space of our choice. The details of existence of the limit function in the case
p → ∞ are given in the beginning of Section 6. On the other hand, the use of Caccioppoli type estimates is more
problematic in the case p → ∞ than it is in the case p → 1.
Next, we turn to the one-dimensional case for some intuition on what is going on at the limit of the minimization
problem.
4. The one-dimensional case
Consider minimizing
p(·)(u′) =
1∫
−1
∣∣u′(x)∣∣p(x) dx, (4.1)
where u is absolutely continuous with boundary values a and b, a < b. If we assume that the minimizer u exists and
is absolutely continuous, then one easily finds (by the Euler–Lagrange equation) that its derivative is of the form
u′(x) =
(
c
p(x)
) 1
p(x)−1
, (4.2)
where the constant c > 0 is chosen such that u(−1) = a and u(1) = b. The next theorem answers the question of
existence.
Theorem 4.3. (See [18, Theorem 3.2].) Let p : (−1,1) → (1,∞) be bounded. The minimization problem (4.1) with
boundary values a and b, a < b, has a unique absolutely continuous minimizer if and only if there exists a constant
c˜ 1 such that
b − a 
1∫
−1
(
c˜
p(x)
) 1
p(x)−1
dx < ∞.
In this case the derivative of the minimizer is given by (4.2) for appropriate c ∈ (0, c˜].
Using the previous expression for the derivative, we can easily prove the Harnack inequality. Example 3.10
from [21] shows that the constant in the Harnack inequality cannot be independent of the solution u.
Theorem 4.4 (The Harnack inequality). Let 1 < p−  p+ < ∞ and I ⊂ R be an open interval. If u ∈ W 1,p(·)(I ) is a
minimizer with boundary values 0 and a > 0, then
sup
y∈B(x,r)
u(y) C
(
p−,p+, a
)
inf
y∈B(x,r) u(y)
for every x ∈ I and every r with B(x,2r) ⊂ I .
Proof. We assume without loss of generality that I = (−1,1). We start by noting that t−1/(t−1) lies between e−1 and
1 for all t > 1. Using this and integrating (4.2), we obtain
sup
B(x,r)
u =
x+r∫
−1
(
c
p(y)
) 1
p(y)−1
dy 
x+r∫
−1
c
1
p(y)−1 dy  (x + r + 1)max{c 1p+−1 , c 1p−−1 }
and
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B(x,r)
u =
x−r∫
−1
(
c
p(y)
) 1
p(y)−1
dy  1
e
x−r∫
−1
c
1
p(y)−1 dy  1
e
(x − r + 1)min{c 1p+−1 , c 1p−−1 }.
Taking into account that x+r+1
x−r+1  3, we obtain
supB(x,r) u
infB(x,r) u
 3emax
{
c
1
p+−1 − 1p−−1 , c
1
p−−1 − 1p+−1 }.
Here the constant c is from (4.2) and it depends on the boundary values of u and p. Hence c can be estimated in terms
of p−, p+ and a. 
For the rest of this section we focus on one-dimensional examples which include an unbounded exponent. With
these examples we are able to introduce some crucial ideas of this paper in an elementary context. Throughout the
examples and the rest of the paper we denote pλ = min(p,λ) for λ > 1.
Example 4.5. Let p : (−1,1) → R be an exponent which is increasing and finite on (−1,0), even on (−1,1), with
p− > 1, and limx→0 p(x) = ∞. For every λ < ∞, we get a pλ-minimizer of (4.1) with boundary values −a and
a > 0 by formula (4.2). We denote this minimizer by uλ and the corresponding constant by cλ. It is easy to see
that cλ remains bounded as λ → ∞, since the energy of uλ has to be smaller than or equal to the energy of x →
(4ax + 3a)χ(−1,−1/2](x) + aχ(−1/2,1)(x), which is given by
− 12∫
−1
(4a)pλ(x) dx  (4a)p(−1/2) + 1 < ∞. (4.6)
Thus we can find a sequence λi → ∞ such that cλi → c ∈ [0,∞).
Let i0 be such that cλi  c + 1 for every i  i0. Then for any i  i0 we obtain
(
cλi
pλi (t)
) 1
pλi
−1
 (c + 1)
1
p−−1 .
Since
lim
i→∞
(
cλi
pλi (t)
) 1
pλi
−1 =
(
c
p(t)
) 1
p(t)−1
a.e. in [−1,1] we find by dominated convergence that
uλi (x) =
x∫
−1
(
cλi
pλi (t)
) 1
pλi
(t)−1
dt − a →
x∫
−1
(
c
p(t)
) 1
p(t)−1
dt − a =: u∞(x)
as i → ∞. It is clear that u∞ is increasing and it attains the boundary values ±a at ±1, respectively. It is also clear that
c > 0 since otherwise u∞ would be a constant function −a. In passing we note the interesting feature that u′λ(0) = 1
for every λ. See Fig. 1 for an example.
We conclude this example by proving that u∞ minimizes the energy (4.1) among functions which are absolutely
continuous on [−1,1] and attain the boundary values ±a at ±1, respectively. To show this, assume to the contrary
that v is an admissible function which has smaller p(·)-energy than u∞. By the dominated convergence theorem with
|v′|p(x) + 1 as a majorant, we have
1∫
−1
∣∣v′(x)∣∣pλi (x) dx →
1∫
−1
∣∣v′(x)∣∣p(x) dx.
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Since the u′λi are uniformly bounded, dominated convergence implies that
p(·)(u′∞) = lim
i→∞pλi (·)
(
u′λi
)
.
Since p(·)(v′) < p(·)(u′∞) we conclude that pλi (·)(v
′) < pλi (·)(u
′
λi
) for some i. This is a contradiction since each
uλi was assumed to be a pλi (·)-minimizer.
Example 4.7. Assume next that p is increasing and finite on (−1,− 14 ), p = ∞ on [− 14 ,0], limx→(− 14 )− p(x) = ∞
and p is even. As in Example 4.5 we see that there exists a limit constant c ∈ [0,∞) of the minimizer constants cλi .
If c > 0, then
lim
i→∞
(
cλi
pλi (t)
) 1
pλi
(t)−1 = 1 for t ∈
[
−1
4
,
1
4
]
,
and if c = 0, then the same limit belongs to [0,1]. In both cases we have
lim
i→∞
(
cλi
pλi (t)
) 1
pλi
−1 =
(
c
p(t)
) 1
p(t)−1
a.e. in [−1,1] \ [− 14 , 14 ]. As above, dominated convergence implies that
uλi (x) =
x∫
−1
(
cλi
pλi (t)
) 1
pλi
(t)−1
dt − a →
x∫
−1
lim
i→∞
(
cλi
pλi (t)
) 1
pλi
(t)−1
dt − a =: u∞(x). (4.8)
In particular,
u′∞(t) = lim
i→∞
(
cλi
p (t)
) 1
pλi
(t)−1λi
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a.e. in [−1,1]. By the arguments of Example 4.5 we infer that u∞ minimizes the energy (4.1) among absolutely
continuous functions v with boundary values ±a at ±1, respectively. Notice that any such function v with finite
energy necessarily satisfies 0 v′  1 a.e. in [− 14 , 14 ].
Example 4.9. As our third example we consider the explicit exponent
p(x) =
⎧⎨
⎩
3
|x|− 14
, |x| > 14 ,
∞, |x| 14 ,
and choose boundary values 0 and 12 . This exponent satisfies the requirements of Example 4.7. Suppose that c > 0.
Then u′∞ > χ[− 14 , 14 ], which is impossible, since the total mass of u
′∞ is 12 . Therefore c = 0 and u′∞ = 0 a.e. in
[−1,1] \ (− 14 , 14 ) from which it follows that u′∞ = 1 a.e. in ( 14 , 14 ). Fig. 2 presents the limit function u∞ (line) and
pλ-solutions with λ equal to 10 (dot) and 100 (dash). The constants cλ are approximately equal to 4.6 × 10−4 and
1.6 × 10−14.
Note that the limit function u∞ equals 0 on (−1,− 14 ). Therefore, Harnack’s inequality does not hold for u∞ in
the form of Theorem 4.4.
5. Bloch type estimates for bounded supersolutions
Recall that Ω ⊂ Rn is a bounded open set. We want to prove estimates independent of p+ for bounded supersolu-
tions. For this purpose we assume throughout this section that 1 < p−  p+ < ∞ and that 1/p is Lipschitz continu-
ous. In particular, 1/p is log-Hölder continuous, and we may estimate the norm of 1 over a ball by [8, Lemma 6.2]
‖1‖Lp(·)(B) ≈ |B|1/pB . (5.1)
Here pB denotes the harmonic average of p,
pB :=
(

∫ 1
p(x)
dx
)−1
.B
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choice of a test function which includes the variable exponent. This has both advantages and disadvantages: we need
to assume that p is differentiable almost everywhere, but, on the other hand, we avoid terms involving p+, which
would be impossible to control later.
Lemma 5.2 (Caccioppoli estimate). Let p :Ω → (1,∞) be an exponent with 1 < p−  p+ < ∞ and such that 1/p
is Lipschitz continuous. Let u > δ > 0 be a supersolution in Ω and let η :Ω → [0,1] be a Lipschitz function with
compact support in Ω satisfying η log 1
η
 a|∇η| a.e. in {η > 0} for some constant a > 0. Then for any γ < 0 we have
∫
Ω
|∇u|p(x)ηp(x)uγ−1 dx 
∫
Ω
(
1
|γ |
(
p(x)+ a∣∣∇p(x)∣∣)
)p(x)
uγ+p(x)−1|∇η|p(x) dx.
Proof. We want to test u with the function ψ := uγ ηp(·). Since η has compact support, it is enough to show that
ψ ∈ W 1,p(·)(Ω) in order for it to be a valid test function. Since uγ ηp(·)  δγ , we obtain ψ ∈ Lp(·)(Ω). For the
derivative we have
|∇ψ | ∣∣γ uγ−1ηp∇u + uγ pηp−1∇η + uγ ηp logη∇p∣∣ |γ |δγ−1|∇u|ηp(x) + p+δγ |∇η| + δγ a|∇η||∇p|
a.e. in {η > 0}. Since η has a compact support in Ω and u ∈ W 1,p(·)loc (Ω) by the definition of being a supersolution, we
see that |∇ψ | ∈ Lp(·)(Ω).
Since u is a supersolution and ψ is a non-negative test function we find that
0
∫
Ω
p(x)|∇u|p(x)−2∇u · ∇ψ dx
=
∫
Ω
p(x)|∇u|p(x)−2∇u · (γ uγ−1ηp(x)∇u + uγ p(x)ηp(x)−1∇η + uγ ηp(x) logη∇p(x))dx.
Since |γ | = −γ and | logη| = log 1
η
we get
∫
Ω
p(x)|γ ||∇u|p(x)ηp(x)uγ−1 dx

∫
Ω
p(x)2|∇u|p(x)−1uγ ηp(x)−1|∇η| + p(x)|∇u|p(x)−1uγ ηp(x) log 1
η
∣∣∇p(x)∣∣dx

∫
Ω
p(x)
(
p(x)+ a∣∣∇p(x)∣∣)|∇u|p(x)−1uγ ηp(x)−1|∇η|dx, (5.3)
where, in the second step, we used the assumption η log 1
η
 a|∇η|.
We next apply the ε-version of Young’s inequality,
fg 
(
1
ε
)p−1
f p
p
+ ε g
p′
p′
with f = uγ+p(x)−1p(x) |∇η|, g = |∇u|p(x)−1η
p(x)
p′(x) uγ−
γ+p(x)−1
p(x) , and ε(x) = |γ |
p(x)+a|∇p(x)| . This gives
|∇u|p(x)−1uγ ηp(x)−1|∇η| 1
p(x)
ε(x)1−p(x)uγ+p(x)−1|∇η|p(x) + 1
p′(x)
ε(x)|∇u|p(x)ηp(x)uγ−1.
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Ω
p(x)|γ ||∇u|p(x)ηp(x)uγ−1 dx 
∫
Ω
|γ |ε(x)−p(x)uγ+p(x)−1|∇η|p(x) dx
+
∫
Ω
|γ |(p(x)− 1)|∇u|p(x)ηp(x)uγ−1 dx.
Dividing both sides by |γ | and moving the second integral on the right-hand side to the left-hand side completes the
proof. 
Lemma 5.4. Let p :Ω → (1,∞) be an exponent with 1 < p−  p+ < ∞ such that 1/p is Lipschitz continuous. Let
u be a non-negative supersolution in Ω and let R ∈ (0,1]. Assume further that η :Ω → [0,R] is a Lipschitz function
with support in a closed ball B  Ω of radius R and such that η log R
η
 a|∇η| a.e. in {η > 0} for some constant
a > 0. Then
∫
B
∣∣∇ log(u +R)∣∣p(x)ηp(x) dx 
∫
B
(
p(x)+ a|∇p(x)|
s − 1
)p(x)
(u + R)p(x)−sRs−p(x)|∇η|p(x) dx,
where s = p−B .
Proof. Since R  1 and s = p−BR , we have∫
B
∣∣∇ log(u +R)∣∣p(x)ηp(x) dx =
∫
B
|∇u|p(x)(u +R)−p(x)ηp(x) dx 
∫
B
|∇u|p(x)(u +R)−sRs−p(x)ηp(x) dx
= Rs
∫
B
|∇u|p(x)(u +R)−s(η/R)p(x) dx.
Next we use Lemma 5.2 for the functions u +R and η/R with γ = 1 − s. This gives
∫
B
∣∣∇ log(u +R)∣∣p(x)ηp(x) dx Rs
∫
B
(
p(x) + a|∇p(x)|
s − 1
)p(x)
(u +R)p(x)−s
∣∣∣∣ 1R∇η
∣∣∣∣
p(x)
dx
=
∫
B
(
p(x)+ a|∇p(x)|
s − 1
)p(x)
(u +R)p(x)−sRs−p(x)|∇η|p(x) dx. 
Corollary 5.5. Let p :Ω → (1,∞) be an exponent with 1 < p−  p+ < ∞ such that 1/p is L-Lipschitz continuous.
Let u be a non-negative supersolution in Ω and let B := B(x0,R)Ω with R  1. Then
∫
1
2 B
|∇ log(u +R)|p(x)
(
α
2
R
)p(x)
dx 
∫
B
(
α
p(x)−R logα|∇p(x)|
s − 1
)p(x)
(u +R)p(x)−sRs−p(x) dx
for 0 < α  1
e
, where s = p−B .
Proof. We choose η(x) = α(R − |x − x0|)+, so that its support is B . Since the function t → t log 1t is increasing on
(0, 1
e
) and η/R  α, we find that
η
R
log
R
η
 α log 1
α
= |∇η| log 1
α
in {η > 0}. Since η αR in B 1 , the claim follows from Lemma 5.4 with a = R log 1 . 2 2 R α
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inequality.
Theorem 5.6. Let p :Ω → (n,∞) be an exponent with n < p−  p+ < ∞ such that 1/p is L-Lipschitz continuous,
and let u be a bounded non-negative supersolution in Ω . Then there exists a constant C which depends only on ‖u‖∞,
n and L such that if B := B(y,R) for y ∈ Ω satisfies
R min
{
1
s log s
,
1
4Ls
,dist(y, ∂Ω)
}
, (5.7)
where s = p−B , then∫
1
2 B
∣∣∇ log(u + R)∣∣n dx  C.
Proof. In the proof, we denote by Clog any constant which depends only on log-Hölder constant and dimension n.
Note that (5.7) is surely satisfied whenever
R min
{
1
p+ logp+
,
1
4Lp+
,dist(y, ∂Ω)
}
,
so for every point there exists some R which satisfies the condition. Set B ′ := 12B and v := log(u + R). By Hölder’s
inequality and (5.1) we obtain∫
B ′
|∇v|n dx  3‖1‖
L(p(·)/n)′ (B ′)
∥∥|∇v|n∥∥
Lp(·)/n(B ′) ≈ |B|
p
B′ −n
p
B′ ‖∇v‖n
Lp(·)(B ′) =
∥∥R1− npB′ ∇v∥∥n
Lp(·)(B ′).
Since 1/p is log-Hölder continuous, we have R1/p(x)  ClogR1/p(y) for all x, y ∈ B ′ and therefore R−n/pB′ 
ClogR−n/p(x) for all x ∈ B ′.
We denote Λ := max{supB u +R,1} and obtain
∥∥R1− npB′ ∇v∥∥
Lp(·)(B ′)  Clog
Λ
β
∥∥∥∥ β2ΛR
p(·)−n
p(·) ∇v
∥∥∥∥
Lp(·)(B ′)
(5.8)
for any β > 0. We will next show that β > 0 can be chosen depending on the parameters indicated in the statement of
the theorem such that∫
B ′
Rp(x)−n
(
β
2Λ
)p(x)∣∣∇v(x)∣∣p(x) dx  1. (5.9)
Then it follows from Lemma 2.1 that the norm is also less than one, so (5.8) implies that
∥∥R1−n/pB′ ∇v∥∥
Lp(·)(B ′)  Clog
Λ
β
.
To find a suitable β > 0, we first apply Corollary 5.5 with α = β
Λ
and obtain, for β  Λ
e
, the inequality

∫
B ′
(
βR
2Λ
)p(x)∣∣∇v(x)∣∣p(x) dx
 2n 
∫
B
(
β
p(x)+ R log(Λ
β
)|∇p(x)|
s − 1
)p(x)
(u +R)p(x)−sRs−p(x)Λ−p(x) dx. (5.10)
By the definition of Λ we have (u + R)p(x)−sΛ−p(x) Λ−s . Since 1/p is L-Lipschitz continuous, we conclude that
p(x)  s + 2LRsp(x). Hence Rs−p(x)  R−2LRsp(x). Since the function r → r log 1
r
is increasing in (0, e−1) and
R  (s log s)−1, we conclude that
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1
R
 s(s log s)−1 log(s log s) 2.
Hence R−2LRs  e4L, and we conclude that
(u +R)p(x)−sRs−p(x)Λ−p(x)  e4Lp(x)Λ−s  e4Lp(x). (5.11)
The estimate p(x) s + 2LRsp(x), with the assumption on R, also implies that
p(x) s
1 − 2LRs  2s.
Taking into account that |∇p(x)| Lp(x)2  4Ls2 and recalling that Λ
β
 e, we obtain
p(x)+R log
(
Λ
β
)∣∣∇p(x)∣∣ log
(
Λ
β
)(
2s + 4LRs2) 3 log
(
Λ
β
)
s  6 log
(
Λ
β
)
(s − 1). (5.12)
Here we have used the assumptions R < (4Ls)−1 and s  n 2.
Using estimates (5.11) and (5.12) in (5.10) gives

∫
B ′
(
βR
2Λ
)p(x)∣∣∇v(x)∣∣p(x) dx  2n 
∫
B
(
6e4Lβ log
(
Λ
β
))p(x)
dx  
∫
B
(
12e4Lβ log
(
Λ
β
))p(x)
dx.
Finally, choosing β such that
12e4Lβ log
(
Λ
β
)
 1,
we conclude that the right-hand side of the previous inequality is at most one, which concludes the proof of (5.9). 
6. The limit function and the Harnack inequality
In this section we assume that p :Ω → (n,∞]. For λ > 1 we write pλ = min{p,λ}. Assume that f ∈ W 1,p(·)(Ω)∩
L∞(Ω) with
∫
Ω
|∇f |p(x) dx < ∞. For λ > 1 let uλ be the unique minimizer of∫
Ω
|∇u|pλ(x) dx
in the set {u ∈ W 1,pλ(·)(Ω) : u− f ∈ W 1,pλ(·)0 (Ω)}, see [19,23].
We will use the following notation:
tp(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tp(x) for 1 p(x) < ∞;
0 for p(x) = ∞ and 0 < t < 1;
1 for p(x) = ∞ and t = 1;
∞ for p(x) = ∞ and t > 1.
For every λ > λ′ > 1 we obtain∫
Ω
|∇uλ|pλ′ (x) dx 
∫
Ω
1 + |∇uλ|pλ(x) dx  |Ω| +
∫
Ω
|∇f |pλ(x) dx  2|Ω| +
∫
Ω
|∇f |p(x) dx. (6.1)
Thus pλ′ (∇uλ) is uniformly bounded in λ, and it follows that ‖∇uλ‖Lpλ′ (·)(Ω) is also uniformly bounded.
Since |uλ| sup|f |, we obtain that ‖uλ‖1,pλ′ (·) is uniformly bounded. Fix a monotone sequence λ′k → ∞. Since
W
1,pλ′1
(·)
(Ω) is a reflexive Banach space, we find a sequence λi → ∞ and a function u∞ such that uλi ⇀ u∞ in
W
1,pλ′1
(·)
(Ω). For k  2, W 1,pλ′k (·)(Ω) is also a reflexive Banach space, so we can find a subsequence, denoted again
by (uλi ) such that uλi ⇀ u∞ in W
1,pλ′
k
(·)
(Ω). Note that we have the same limit function, since we moved to a
j
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1,pλ′
k
(·)
(Ω) for every
λ′k and therefore
uλi ⇀ u∞ in W 1,pλ′ (·)(Ω) for all λ′.
By the Rellich–Kondrachov compactness theorem, there exists a subsequence, denoted again by (uλi ), that converges
to u∞ locally uniformly in Ω .
Since the modular is weakly lower semicontinuous [20, Lemma 2.1] we obtain by (6.1) that∫
Ω
|∇u∞|pλ′ (x) dx  lim inf
i→∞
∫
Ω
|∇uλi |pλ′ (x) dx  2|Ω| +
∫
Ω
|∇f |p(x) dx.
Since |∇u∞(x)|pλ′ (x) → |∇u∞(x)|p(x) for almost every x as λ′ → ∞, Fatou’s lemma implies that∫
Ω
|∇u∞|p(x) dx  2|Ω| +
∫
Ω
|∇f |p(x) dx.
It follows that |∇u∞(x)| 1 for almost every x ∈ Ω∞.
We collect these results in the following theorem.
Theorem 6.2. Let p :Ω → (n,∞]. Assume that f ∈ W 1,p(·)(Ω) ∩ L∞(Ω) with ∫
Ω
|∇f |p(x) dx < ∞. Let uλ be
the Dirichlet pλ-energy minimizer for the boundary value function f . Then there exist a sequence (λi) converg-
ing to infinity and a function u∞ ∈ W 1,p(·)(Ω) such that (uλi ) converges locally uniformly to u∞ in Ω . Moreover,∫
Ω
|∇u∞|p(x) dx is finite and |∇u∞| 1 almost everywhere in {p = ∞}.
We call any function u∞ from the previous theorem a p(·)-harmonic function with boundary value function f .
We finish this paper with the Harnack inequality for the limit function u∞ of a finite but potentially unbounded
exponent. First we show how the Bloch estimate implies the Harnack inequality.
For the proof we need the concept of a weakly monotone function. Following [26] we say that u ∈ W 1,p(·)loc (Ω) is a
p(·)-weakly monotone function if for every pair (m,M) of real numbers, m < M , and every D Ω the conditions
(u − M)+, (m− u)+ ∈ W 1,p(·)0 (D)
imply that m  u M . As in [25, Lemma 2.7] one easily shows that every p(·)-solution is p(·)-weakly monotone.
When p− > n every p(·)-solution is continuous and hence monotone in the sense of Lebesgue, i.e. it attains its
extrema on the boundary of any compact set in its domain of definition.
Lemma 6.3. Assume that u :Ω → [0,∞) is a continuous function that is monotone in the sense of Lebesgue. If
B(y,2R) ⊂ Ω and

∫
B(y,2R)
∣∣∇ log(u + R)∣∣n dx A,
then u satisfies the Harnack inequality
sup
B(y,R)
(u + R) C inf
B(y,R)
(u + R)
with constant depending only on A and n.
Proof. Denote v = log(u + R) and observe that v is monotone, since u is monotone. Since v ∈ W 1,n(B(y,2R)) it is
also n-weakly monotone and thus by the proof of Theorem 1 from [26], we have the oscillation estimate
(
oscB(y,R) v
)n  C
∫
|∇v|n dx  CA.
B(y,2R)
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sup
B(y,R)
(u +R) exp((CA) 1n ) inf
B(y,R)
(u +R). 
We next combine the previous lemma with the estimates from the previous section.
Theorem 6.4. Let p :Ω → (n,∞) be such that p− > n and 1/p is L-Lipschitz continuous. Assume that f ∈
W 1,p(·)(Ω) is a bounded non-negative function with ∫
Ω
|∇f |p(x) dx < ∞. Then any p(·)-harmonic function u∞
with boundary value function f satisfies the Harnack inequality
sup
B(y,R)
(u∞ + R) C inf
B(y,R)
(u∞ + R)
in balls centered at y ∈ Ω with radius
R <
1
16
min
{
1
p(y) logp(y)
,
1
Lp(y)
,dist(y, ∂Ω)
}
.
The constant C in the Harnack inequality depends only on ‖f ‖∞, n and L.
Proof. Each uλi satisfies the Bloch-type estimate, Theorem 5.6, with the constant independent of λi . Thus by
Lemma 6.3 we have
sup
B(y,R)
(uλi +R) C inf
B(y,R)
(uλi + R),
where the constant is independent of λi . Since uλi → u∞ locally uniformly, the claim follows. 
Note that the previous results apply only in the case when p < ∞ in Ω . However, we also get partial results for
the general case by applying these results in the domain Ω \Ω∞.
Remark 6.5. Moser’s iteration and De Giorgi’s method give the Harnack inequality
sup
B(y,R)
(u +R) C inf
B(y,R)
(u +R)
for solutions and minimizers if p is log-Hölder continuous with 1 < p−  p+ < ∞. Here the constant depends on
‖u‖Lt (B(y,4R)) for some small t > 0. For the proofs see [4,21,22].
The method presented in this paper gives an alternative proof for the Harnack inequality for solutions if p is
log-Hölder continuous with n < p−  p+ < ∞. The constant depends on ‖u‖L∞(B(y,4R)), the log-Hölder constant
of p and p+. We avoid the assumption that 1/p be Lipschitz by replacing the test function uηp(·) by uηp+ in the
Caccioppoli inequality, Lemma 5.2.
Remark 6.6. We conclude the paper by briefly commenting on some estimates that do not hold for solutions.
(a) Suppose that p is log-Hölder continuous, n < p−  p+ < ∞, and every solution u satisfies an improved version
of the Caccioppoli estimate:∫
Ω
|∇u|p(x)|u|−p(x)ηp(x) dx  C
∫
Ω
|∇η|p(x) dx, (6.7)
where the constant C does not depend on u. Then using the method given in Sections 5 and 6, we obtain
sup
B
u C inf
B
u, (6.8)
where C is independent of u. By [21, Example 3.10], this is not possible and thus (6.7) does not hold.
(b) Suppose next that 1/p is log-Hölder continuous, p− > n and each uλ satisfies inequality (6.8), where the
constant C is independent of p+λ (but may depend on ‖u‖∞). Then the limit function u∞ satisfies the inequality (6.8)
as well. This is impossible by Example 4.9 and thus if inequality (6.8) holds, then the constant cannot be independent
of p+.
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