Based on Bayesian theorem an empirical Baye's method is discussed. A programming chart for mass spectrum fitting is suggested. A weakly constrained way for getting priors to solve the chiral log data fitting singularity is tested.
Introduction
Data analysis is an important procedure for most numerical projects and experiments. In lattice QCD, the theory we fit to hadronic two point correlation function is:
A i e −mi(t−t0) (1) However, the general minimum χ 2 procedure does not work for such a full physics hypothesis as the procedure is singular. What we used to do is to truncate both data set and theory. We might fit only the large-t behavior with the lowest mass particle.
Numerically, the minimizing procedure is equivalent to a linear equation. Suppose ρ = {A i , m i } is an unknown parameter vector
A singularity can occur due to the fact that matrix A has is degenerate or has zero eigenvalues. A possible solution to the singularity is to add another matrix B. Suppose there is another minimizing procedure B(ρ),
We can minimize C(ρ) instead of A(ρ).
Bayesian Theory
Bayesian statistics provides a useful way to offer such an additional minimizing procedure. The parameter vector ρ describes the hypothesis of Eq. (1). To get ρ from the measured data set D is a numerical inverse problem. The Bayesian theorem tells us that [1] : a single good inverse ρ, is to maximize the probability
Hereρ is a prior set of the hypothesis and Prob(ρ | ρ) is the Bayesian prior probability. Maximizing the entropy of ρ under ρ =ρ,
So the Bayesian theorem tells us that a single good inverse ρ is to minimize χ 
Systematic errors and multiplier λ
In principle, minimizing A(ρ) and minimizing B(ρ) would not necessarily give the same solution of ρ. Hereby, multiplier vector λ is a bridge from the solution of minimizing A to the solution of minimizing B. With λ = 1 the constrained data modeling always introduces some systematic bias which depends on how the input priors match the unknown hypothesis. In some of the cases if we know the physics very well, we can "teach the physics in fitting procedure". That means to input the priors according to our knowledge to the hypothesis [2] . However, in some of the cases we do not know the hypothesis well, only the measured data set D can tell us the information both of the priors and hypothesis. We should not simply maximize the probability Prob(D |ρ) to get the priorsρ, since that violates Bayesian theorem. Instead, we can consider to use a subset of the measured data. In Bayesian statistics when some data set D 1 comes along, and then some additional data set D 2 comes again, the probability of ρ in these two cases will be [1] :
One can then prove the estimate of ρ probability in a enlarged data set:
which shows that we would have the same answer if all the data D 1 D 2 had been taken together. Furthermore, we can get the priors from data set D 1 then to fit ρ from D 1 D 2 taken together. That will not violate the Bayesian theorem. So we can construct a real empirical Baye's method to make data modeling. All the information comes from measured data set, without any additional artificial bias. For example, we can give a programming chart for the mass spectrum fitting such as in Fig. 1 . We test this empirical Baye's method on a Fig. 2 shows the λ test at m π ≈ 202MeV. Where whole elements of vector λ are equal to 1, except the first and second elements λ 1 , λ 2 are varying and λ 1 = λ 2 . This test shows that the pion mass is stable, the priors were obtained from data subset matches full data set very well [4] .
An other advantage of this empirical Baye's method is that sometimes we can observe a stable excited state. Fig. 3 shows the nucleon mass and the mass of the first excited state. The mass ratio shows that the excited state is consistent with the nucleon Roper state which lattice community has searched for years but have not been successful before [5] . 
