Abstract-Percolation theory has become a useful tool for the analysis of large scale wireless networks. We investigate the fundamental problem of characterizing the critical density λc for Poisson random geometric graphs in continuum percolation theory. In two-dimensional space with the Euclidean norm, simulation studies show λc ≈ 1.44, while the best theoretical bounds obtained thus far are 0.696 < λc < 3.372. By using a probabilistic analysis which incorporates the clustering effect in random geometric graphs, we develop a new class of lower bounds for λc. In particular, the lower bound is substantially improved to λc > 0.833. This graph theoretical viewpoint provides a new approach and a deep insight for the problem.
I. INTRODUCTION
Recently, percolation theory has become a useful tool for the analysis of large scale wireless networks [1] - [6] . A percolation process resides in a random graph structure, where nodes or links are randomly designated as either "occupied" or "unoccupied." When the graph structure resides in continuous space, the resulting model is described by continuum percolation [1] . A major focus of continuum percolation theory is the random geometric graph induced by a Poisson point process with constant density λ. A fundamental result for continuum percolation concerns a phase transition effect whereby the macroscopic behavior of the system is very different with densities below and above some critical value λ c . For λ < λ c (subcritical), the connected component containing the origin (or any other node) contains a finite number of points almost surely. For λ > λ c (supercritical), the connected component containing the origin (or any other node) contains an infinite number of points with positive probability [1] - [3] .
Naturally, the characterization of the critical density λ c is a central problem in continuum percolation theory. Unfortunately, the exact value of λ c is very difficult to find. For two-dimensional random geometric graphs with the Euclidean norm, simulation studies show that λ c ≈ 1.44 [7] , while the best theoretical bounds obtained thus far are 0.696 < λ c < 3.372 [1] .
In this paper, we give a new mathematical characterization of the critical density λ c . We develop an analytical technique based on probabilistic methods [8] and the clustering effect in random geometric graphs. This analysis yields a new class of lower bounds for λ c . In particular, the lower bound for two-dimensional random geometric graphs is substantially improved to λ c > 0.833. Moreover, the same analytical method can be extended to higher dimensional Poisson random geometric graphs, where we can obtain similar bounds on the corresponding critical densities.
II. RANDOM GEOMETRIC GRAPHS
We are interested in properties of graphs with vertices placed in R d , where the existence of links is determined by geometric proximity. This is the case in wireless networks, where a communication link exists between two vertices if the distance between them is sufficiently small, so that the received power is sufficiently large for proper decoding.
A mathematical model for the above scenario is as follows. Let · be some norm on R d , e.g. the Euclidean norm, and let R n be a sequence of n positive parameters, {r 1 , r 2 , . . . , r n }. Given a finite set of points X n = {x 1 , x 2 , . . . , x n } ⊂ R d , we denote by G(X n ; R n ) the undirected graph with vertex set X n and with undirected edges connecting all those pairs {x i , x j } with x i −x j ≤ min{r i , r j }. The resulting structure is called a geometric graph [2] .
A particular category of geometric graphs is based on random point configurations. Let f be some probability density function (p.d.f.) on R d , and let X 1 , X 2 , ..., X n be independent and identically distributed (i.i.d.) d-dimensional random variables with common density f , where X i denotes the random location of node i in R d . Finally, let r i = r for all i. The resulting graph G(X n ; r) is referred to as a random geometric graph [2] , [9] . In the following, we consider random geometric graphs in R 2 , with X 1 , X 2 , ..., X n distributed i.i.d. according to p.d.f. f over a given region A ⊂ R 2 . Let · be the Euclidean norm, and let A = |A| be the two-dimensional Lebesgue measure (or area) of A. An event is said to be asymptotic almost sure (abbreviated a.a.s.) if it occurs with a probability converging to 1 as n → ∞. We say f (n) = O(g(n)) if there exists n 0 > 0 and constant c 0 such that f (n) ≤ c 0 g(n) ∀n ≥ n 0 . We say f (n) = o(g(n)) if for all constants c 1 there exists
Given a graph G = (V, E), where V and E denote the set of vertices and edges respectively. Given u, v ∈ V , we say u and v are adjacent (or u is adjacent to v, and vice versa) if there exists an edge between u and v, i.e., (u, v) ∈ E. In this case, we also say that u and v are neighbors.
A. Degree Distribution
In the following, we outline some basic results for the degree distribution of random geometric graphs. These facts are required to prove our main result. More detailed discussions can be found in [2] , [9] , [10] . Consider a vertex j at a given location x j . A second vertex i is randomly placed in A according to some prescribed p.d.f. f (·). There exists an edge between these two vertices if and only if vertex i lies within a circle of radius r around x j . Let this circular region be denoted as A(x j ), then the probability for the existence of an edge between i and j is given by
In a graph with n vertices, the probability that the given vertex j has degree k, 0 ≤ k ≤ n − 1, is given by the binomial distribution:
If the p.d.f. f (·) is uniform over A, the probability P link (x j ) depends only on the area of the intersection between A and the vertex coverage area A(x j ), denoted as B(x j ) = |A(x j )∩A|. In this case, ignoring border effects, P link (x j ) is independent of x j , and thus independent among all the links:
Note that as n and A both become large but the ratio n/A is kept constant, each vertex has an approximately Poisson degree distribution [2] , [11] with an expected degree
From (4), we have the relationship between the density λ and the mean vertex degree µ:
In this case, as n → ∞ G(X n ; r) is called an (infinite) random geometric graph induced by a homogeneous Poisson point process with intensity λ > 0. We use G(H λ ; r) to denote such infinite Poisson random geometric graph, and G(X n ; r) can be regraded as a subgraph of G(H λ ; r) contained in a finite area with n vertices. For such graphs, we have the following lemma. 
which approaches 0 as k → ∞.
Due to the scaling property of random geometric graphs [1] , [2] , G(H λ ; r) has the same properties as G(H λ/r 2 ; 1). Thus in the following, we will consider G(H λ ; 1) instead of G(H λ ; r).
B. Cluster Coefficient and Cycle Coefficients
An important characteristic of random geometric graphs is the clustering effect. Here, if vertex i is close to vertex j, and vertex j is close to vertex k, then i is typically also close to k. In the following, we use the cluster coefficient and higherorder cycle coefficients to precisely characterize the clustering property. This turns out to be the key to deriving new bounds for the critical density in continuum percolation.
Definition 1: Given a graph G = (V, E), and vertices i, j, k ∈ V , the cluster coefficient C is the conditional probability that vertices i and j are adjacent given that i and j are both adjacent to another vertex k.
The calculation of C for 2-dimensional random geometric graph is illustrated in Figure 1 . To determine C, assume both vertices i and j lie within A(x k ), then the probability that vertices i and j are also adjacent is equal to the probability that two randomly chosen points in a circle with radius 1 is less than distance 1 apart. In other words, given the coordinates of x k , the probability that there is an edge between i and j is equal to the fraction of A(x i ) that intersects A(x k ). By averaging x i over all points in A(x k ) the cluster coefficient can be found as C = 1 − Definition 2: Let v 1 , v 2 , . . . , v i−1 be a given ordered sequence of vertices in a graph G = (V, E) satisfying the following properties:
Then the i-th conditional cluster coefficient L i is defined to be the conditional probability that a vertex v i is adjacent to at least one of the vertices v 2 , ..., v i−1 , given that v i is adjacent to v 1 (averaging over all the points v 2 , . . . , v i−1 satisfying conditions (i) and (ii)).
According to the above definition, L 3 = C. The computation of L i , i ≥ 4, however, is far from trivial. Although it is hard to obtain closed-from expressions for L i , i ≥ 4, we are able to compute them by numerical integration. For example, we obtain L 4 ≈ 0.6012 and L 5 ≈ 0.6179.
We also note that 0 < L i < 1, ∀i = 3, 4, ..., because for any i, L i is a conditional probability.
C. Critical Density for Random Geometric Graphs
To understand the phenomenon of phase transition in random geometric graphs, consider the following example. Suppose a set mobile stations are randomly and uniformly distributed over a very large area. All mobile stations have the same transmission radius. At first, the mobile stations are distributed according to a very small density λ. This results in isolation and no communication among nodes. Then, as the density increases, some clusters in which mobile stations can communicate with one another directly or indirectly (multihop) emerge, though the sizes of these clusters are still small compared to the whole network. As the density continues to increase, at some point a huge cluster containing a large portion of the mobile stations in the network forms. This phenomenon of a sudden and drastic change in the global communication structure is called a phase transition. The density at which the phase transition takes place is called the critical density [1] , [2] . More formally, we have the following definition:
Definition 3: For a random geometric graph G(H λ ; 1), the percolation probability p ∞ (λ) is the probability that the component containing the origin has an infinite number of vertices of the graph.
Definition 4:
For a random geometric graph G(H λ ; 1), the critical density (continuum percolation threshold) λ c is defined
From continuum percolation, it is also known that when such an infinite component exists, it is unique. Furthermore, in a random geometric graph induced by a homogeneous Poisson point process, the choice of the origin can be arbitrary. Thus, when λ > λ c , for each vertex in the graph, the probability of belonging to the infinite component is the same positive number. As a result, for G(X n ; 1) as n → ∞, the expected size of such component is Θ(n). From continuum percolation theory [1] , we know that when the r i 's are bounded above, as they are in random geometric graphs, the event that the component has expected size Θ(n) is the same as the event that the component is of size Θ(n). Therefore, as long as λ > λ c , with probability 1, there exists a component containing Θ(n) vertices, and this component is called the giant component.
A [7] show that λ c ≈ 1.44, while the current best rigorous bounds are given by Meester and Roy [1] as 0.696 < λ c < 3.372, where a multi-type branching process argument and numerical calculations of the largest eigenvalue of a Hilbert-Schimdt operator are used to obtain the lower bound.
We now present the main result of this paper, a theorem which establishes a new class of improved lower bounds on the critical density of a random geometric graph.
Theorem 1: Let µ be the mean vertex degree of G(X n ; 1). For any given integer t ≥ 3, if
where L t is defined by Definition 1, then the largest connected component of G(X n ; 1) has at most c 1 ln n vertices a.a.s., where c 1 is a positive constant.
Before giving the proof, we define the diameter of a vertex with respect to a subgraph. Note that the following definition is different from the definition of the diameter of a graph in traditional graph theory.
Definition 5: Given a graph G = (V, E), for any subgraph
where d(u, v) is the distance between u and v, measured by the length of shortest path between u and v in terms of the number of edges.
Note that the diameter of graph G is the maximum of the diameters of all vertices respect to graph G, i.e., diam(G) = max u∈G {diam(u, G)}. Another useful fact for the following proof is that for a random geometric graph G(X n ; 1), if diam(u, G ′ ) ≤ c, then the Euclidean distance between u and any vertex v in G ′ = (V ′ , E ′ ) is no more than c, i.e., ||x u − x v || ≤ c, ∀v ∈ V ′ We now give the proof for Theorem 1.
Proof of Theorem 1:
Let µ = 1−ǫ 1−Lt , where 0 < ǫ < 1. To simplify the notation, let p denote the probability that there is an edge between two vertices, i.e. p = P link given by (3), so that np = µ.
We consider an arbitrary vertex v ∈ G(X n ; 1) and study the following "active-saturated" process. For i = 0, 1, 2, . . ., let A i denote the set of "active" vertices, and S i denote the set of "saturated" vertices, starting with A 0 = {v}, S 0 = ∅. At (i + 1)-th step, we select an arbitrary vertex u from A i and update the active and saturated sets as follows:
where N i is the set of neighbors of u. In other words, at each step we move a vertex u from the active set to the saturated set, and at the same time move to the active set all the neighbors of u which do not currently belong to the active or saturated set. In this manner, we can go through all the vertices in v's component, represented by
and note that
ǫ 2 ln n, the theorem is proved.
Otherwise, we call G(X n ; 1) good, if there exists a constant c 0 such that for any vertex v ∈ G(X n ; 1) with
and
and let T n represent the set of all good random geometric graphs with n vertices. Now suppose G(X n ; 1) is good. Then there exist constants c 0 , and k ′ < c 0 satisfying condition (9) and (10). Because |Γ v | > 3−2ǫ ǫ 2 ln n, the "active-saturated" process can sustain at least 3−2ǫ ǫ 2 ln n steps. Let
and since |S i | = i, we have
By the definition of c t , (11) is equivalent to
Therefore,
We now bound the RHS probability.
Consider the "active-saturated" process after k ′ steps. For all j ≥ k ′ , we have diam(u, S j ∪ u) ≥ t − 2, ∀u ∈ A j . We claim that at the (j + 1)-th step, conditional on
This is because at each step i we move Y i vertices to the active set, and after j steps, there are n − 1 − m vertices remaining. Suppose at (j+1)-th step, we remove vertex u from the active set to the saturated set, then Y j+1 is the number of vertices adjacent to u but not in A j or S j . Since all nodes in A j are adjacent to some node in S j , Y j+1 is also the number of vertices adjacent to u, not in S j and not adjacent to any vertex in S j . Since diam(u, S j ∪ u) ≥ t − 2, there exists at least one sequence of vertices w 1 , w 2 , ..., w t−2 in S j that forms a single chain with vertex u. According to the definition of L t , the probability that a vertex is adjacent to u and not adjacent to any w i , i = 1, 2, ..., t−2, is p(1−L t ). Since diam(u, S j ∪u) may be larger than t−2, and there are other constraints for each of the n−1−m remaining vertices, the probability of being adjacent to u, not in S j and not adjacent to any vertex in S j is less than p(1 − L t ). By coupling this process with another n − 1 − m independent Bernoulli experiments with probability p(1 −
Consequently,
the reason is the same as footnote 3).
Thus,
Since np = µ and µ =
. By the Chernoff bound [8] , for δ > 0,
We have
Note that for n sufficiently large, we have
I i , where I i = 1 when the vertex i is adjacent to u and not in S j and not adjacent to any vertex in S j , and I i = 0 otherwise. However I i 's are not independent. Nevertheless, from the reasoning, we know Pr{I i = 1} ≤ p(1 − Lt). Now consider independent Bernoulli random variables I ′ i with probability p(1 − Lt). By coupling, we mean that we can change the joint distribution of (I i , I ′ i ) such that whenever I i = 1, I ′ i = 1 and because Pr{I i = 1} ≤ p(1 − Lt), when I i = 0, I ′ i may be 1 or 0. Then under this coupling, we have
I i is upper bounded by
ǫ 2 ln n − k ′ , the first term inside the square bracket becomes
and the second term becomes
and the last term becomes
From the results of (17) to (19), and because k ′ < c 0 for some constant c 0 , and c t < (ln n) 1/3 , as n → ∞, the RHS of (16) has the same order as
where
By (13)- (20), for any arbitrary vertex v we have
Note that (21) holds for any v ∈ G(X n ; 1), where G(X n ; 1) is a good random geometric graph. Now let c 1 = 3−2ǫ ǫ 2 , then the probability that any random geometric graph G(X n ; 1) has at least one component whose size is no smaller than c 1 ln n is Pr{∃v ∈ G(X n ; 1), s.t.|Γ v | ≥ c 1 ln n} = Pr{∃v ∈ G(X n ; 1), s.t.|Γ v | ≥ c 1 ln n|G(X n ; 1) ∈ T n } ·Pr{G(X n ; 1) ∈ T n } +Pr{∃v ∈ G(X n ; 1), s.t.|Γ v | ≥ c 1 ln n|G(X n ; 1) ∈ T c n } ·Pr{G(X n ; 1) ∈ T c n } ≤ nPr{|Γ v | ≥ c 1 ln n|G(X n ; 1) ∈ T n }Pr{G(X n ; 1) ∈ T n } +1 · Pr{G(X n ; 1) ∈ T c n } = O(n
In the following, we show that the last term is also 0 a.a.s. To show this, first we show there exists c 0 such that k ′ < c 0 a.a.s., then we show c t < (ln n) 1/3 a.a.s. Now, given G(X n ; 1), suppose there does not exist a finite k ′ satisfying condition (9) . Then there exists at least one vertex v ∈ G(X n ; 1) with |Γ v | > 3−2ǫ ǫ 2 ln n such that for any step k, there exists a step j ≥ k, there is at least one vertex w ∈ A j such that diam(w, S j ∪ w) < t − 2. Since Γ v is at least 3−2ǫ ǫ 2 ln n, as n goes to infinity, the "active-saturated" process can go on forever and thus k can go to infinity. Consequently, the saturated set S j asymptotically contains an infinite number of vertices. Since diam(w, S j ∪ w) < t − 2, all the vertices of S j must lie within a circle centered at w with radius t − 2. However the area of this circle is finite (π(t − 2) 2 r 2 ) and hence by Lemma 1, the probability that this circle contains an infinite number of vertices is 0 a.a.s. Now we need to show that there is a uniform bound for k ′ . Suppose the opposite is true, then there exists a subsequence {n i } such that k ′ (n i ) > i, ∀i = 1, 2, ..., and there exists at least one vertex v ∈ G(X ni ; 1) with |Γ v | > 3−2ǫ ǫ 2 ln n i such that for any step k, there exists a step j ≥ k, there is at least one vertex w ∈ A j such that diam(w, S j ∪ w) < t − 2. As i → ∞, k ′ (n i ) → ∞, which means that n i must also go to infinity. However, as we have discussed, k ′ (n i ) cannot go to infinity a.a.s. This contradiction ensures the existence of a uniform bound c 0 for all the k ′ .
Now we need to show that c t < (ln n) 1/3 a.a.s.
We know
which is further stochastically upper bounded by a random variable with distribution Binom(n, p), thus c t is upper bounded by a random variable with distribution Binom(k ′ n, p) (the reason is the same as footnote 3) which is further bounded by c ′ t ∼ Binom(c 0 n, p). Hence
µ c > 2.418, and λ c > 0.770.
Note that the method and arguments for the proof of Theorem 1 can be extended to higher dimensional (more than 2-dimension) random geometric graphs. We have is defined similar to Definition 1 as the i-th conditional cycle coefficient for d-dimensional random geometric graph.
To calculate general i-th conditional cycle coefficient L 
which can be solved by integration by parts. Among higher dimensional random geometric graphs, the 3-dimension case is of practical interests from network engineering viewpoint, for example, wireless sensor networks in deep sea, etc. Using duplicate formula for the Gamma function, we can get L This lower bound is close to the known results obtained by simulation-0.65 [13] .
III. CONCLUSION
We have established a new class of lower bounds on the critical density λ c of random geometric graphs. Using an analysis based on clustering and cycling coefficients, we substantially improve the lower bound on λ c for random geometric graphs in R 2 to 0.833. The problem was tackled from a graph theoretical perspective. It is a new approach and provides more insight of the problem. The method could also be applied for higher dimension problems.
