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Abstract— This paper presents a novel non-invasive monitoring method, based on a Liénard-type model 
(LTM) to diagnose single and sequential leaks in liquid pipelines. The LTM describes the fluid behavior in 
a pipeline and is given only in terms of the flow rate. Our method was conceived to be applied in pipelines 
mono-instrumented with flowmeters or in conjunction with pressure sensors that are temporarily unavailable. 
The approach conception starts with the discretization of the LTM spatial domain into a prescribed number 
of sections. Such discretization is performed to obtain a lumped model capable of providing a solution (an 
internal flow rate) for every section. From this lumped model, a set of algebraic equations (known as 
residuals) are deduced as the difference between the internal discrete flows and the nominal flow (the mean 
of the flow rate calculated before the leak). Once the residuals are calculated a principal component analysis 
(PCA) is carried out to detect a leak occurrence. In the presence of a leak, the residual closest to zero will 
indicate the section where a leak is occurring. Some simulation-based tests in PipelineStudio® and 
experimental tests in a lab-pipeline illustrating the suitability of our method are shown at the end of this 
article. 
 
Keywords— Leak diagnosis in pipelines, Non-invasive monitoring method, Liénard-type model. 
 
1. Introduction 
Pipeline networks are the most efficient mode of transportation for fluid products as gasoline, diesel, jet fuel, 
home heating oil, raw natural gas liquids, among others. As a long-distance transport mean, pipelines have to 
fulfill high demands of safety and reliability. Thus, owners and operators of pipeline systems are subject to 
stringent operational safety regulations, in addition to increased pressure from environmental organizations. 
Although pipelines are designed and built to maintain their integrity, the occurrence of leakages in pipeline 
systems is unfortunately very common events; whereby every pipeline operation should incorporate a leak 
monitoring system (LMS). 
There are different methods for leak monitoring which, according to the American Petroleum Institute [1], 
can be externally based LMS or internally based LMS. The first ones use a specific set of field instrumentation 
(e.g., sensing cables [2], [3], acoustic sensors [4], laser sensors [5], vapor sensors [6], fiber-optic cables [7], 




infrared radiometers or thermal cameras [8]) to monitor external pipeline parameters. While the latter use field 
instrumentation (e.g., flow or pressure sensors [9], [10]) to monitor internal pipeline parameters. Because of 
the high costs associated with installing and maintaining sensors and communication equipment for the entire 
length of the pipeline, external methods are typically used only in very special cases. On the other hand, 
internal methods are constituted as most practical to diagnose significant leaks early and reliably from a remote 
location. The methods based on mathematical models [11]–[14] and the analysis of the pressure wave [15], 
[16] classify as internal methods. Depending on the circumstances, each of these techniques has its advantages 
and disadvantages, and no single method can always meet operational needs. 
Despite great advances in leak monitoring systems, according to the pipeline incident reports of the Pipeline 
and Hazardous Materials Safety Administration (PHMSA), trends in the last 20 years do not show a reduction 
in the number of pipeline incidents associated to leaks (see Table 1, [17]). This suggests that pipeline leak 
detection is an open problem. 
Bearing this in mind, in this work, it is proposed a non-invasive monitoring method to diagnose (i.e., to detect 
and locate) pipeline leaks by only using flow rate measures. Usually, flow rates have only been employed to 
compute a mass balance that allows the leak detection but not the leak location [18], [19]. From a 
commonsense perspective, it is profitable to utilize pressure sensors to monitor leaks since they are less 
expensive and easier to install [20]. Our strategy was intended to be utilized to complement the monitoring 
made with another sort of techniques, and not to supplant or contend with leak detection strategies using 
pressure sensors, for example, the negative pressure wave techniques [21], the wave reflection strategies, the 
pressure point analysis strategies [22] or the gradient strategies [23], [24]. 
 
Table 1. PHMSA pipeline incidents: (1999-2018). 
Year Number Fatalities Injuries 
Total Cost Current 
Year Dollars 
1999 275 22 108 $185.011.171 
2000 290 38 81 $267.337.902 
2001 233 7 61 $82.057.318 
2002 258 12 49 $129.249.925 
2003 297 12 71 $170.240.455 
2004 309 23 56 $326.569.088 
2005 336 16 46 $1.533.563.779 
2006 257 19 34 $163.304.539 
2007 265 15 46 $154.031.564 
2008 279 8 54 $615.207.450 
2009 275 13 62 $187.495.748 
2010 264 19 103 $1.924.162.961 
2011 285 11 50 $464.076.405 
2012 255 10 54 $243.140.542 
2013 303 8 42 $389.415.960 
2014 302 19 94 $329.012.567 
2015 329 9 48 $357.431.842 
2016 309 16 86 $331.105.735 
2017 302 7 33 $251.246.673 
2018 284 8 92 $970.869.813 
Total 
Amount 
5.707 292 1.270 $9.074.531.438 
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The proposed approach is based on the so-called flow-based Liénard form [25], [26]. The finite difference 
method is used to obtain a lumped parameter version of this Liénard type model, which is implemented in 
MATLAB® by considering as boundary conditions the inlet and outlet flow rates of the monitored pipeline. 
The lumped model allows calculating the flow rate for each section in which the pipeline was divided. Unlike 
what happens when a leak takes place, in the absence of leaks all flow rates given by the model will be 
equivalent. The residuals corresponding to each section are calculated by subtracting the corresponding flow 
rate from the pipeline flow rate without leaks; let’s call it nominal flow rate. After the residuals are determined, 
a leakage event can be detected by using a principal component analysis (PCA) algorithm. In the presence of 
a leak, the section in which the leak occurs is that associated with the residual closets to zero. 
PipelineStudio® and a laboratory pipeline are used to carry out simulated and experimental tests outlining the 
appropriateness of our strategy. The paper is sorted out as follows. Section 2 exhibits a compendium of the 
elements that compose the considered model. Section 3 portrays the proposed technique. Section 4 exhibits 
the results of simulation and experimental tests and Section 5 presents the conclusions. 
 
2. Considered model 
The pipeline model considered here is mainly based on the equations for the conservation of mass and 
momentum which describe the transient flow in closed conduits. These equations are a set of partial 
differential equations since the flow rate, and pressure head in transient flow are functions of time as well as 
space. These equations are usually referred to as the continuity and momentum equations. 
 
2.1 Fluid dynamics equations 
By assuming a horizontal pipeline, constant cross-sectional area, slightly compressible fluid, and negligible 
convective changes in velocity; the pipeline model can be expressed as [27], [28]: 
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where (1) and (2) are known as continuity and momentum equation; z[0,L] is the spatial coordinate (m), L 
is the length of the pipe, t[0,∞) is the time (s) coordinates, while H(z,t) and Q(z,t) represent the pressure head 
(m) and volumetric flow rate (m3/s). On the other hand, b, g, Ar, and   are wave speed in the fluid (m/s), 
gravitational acceleration (m/s2), the cross-sectional area of the pipe (m2), and inside diameter of the pipe (m) 
respectively. f(Q(z,t)) is the Darcy friction factor which depends on the Reynolds number which in turn 
depends on the flow rate. 
In order that PipelineStudio® find a numerical solution for equations (1) and (2), a pair of the following 
Dirichlet conditions must be imposed at the boundaries of the pipeline: (i) upstream pressure head, H(0,t) = 
Hin(t), (ii) downstream pressure head, H(L,t) = Hout(t), (iii) upstream flow rate, Q(0,t) = Qin(t) and (iv) 
downstream flow rate, Q(L,t) = Qout(t). In this work, the boundary conditions considered for all the simulations 
in PipelineStudio® are Hin(t) and Hout(t), and the found solutions are Qin(t) and Qout(t). Measurements of flow 




rates and pressure heads at the ends of the laboratory pipeline are denoted with the same nomenclature of the 
boundary conditions. 
 
2.2 Friction term 
Pressure drop estimation due to the flow friction in pipelines can be considered as a crucial task. In a fully 
developed steady flow in a straight pipe with a uniform inner diameter 

 and flowing full, the Darcy-
Weisbach equation is considered appropriate to determine head loss due to viscous effects in closed pipelines. 










  (3) 
where hf is the frictional pressure loss (m), f is the Darcy-Weisbach friction factor, and U is the mean flow 
velocity (m/s), which can be experimentally measured as the volumetric flow rate Q per unit cross-sectional 
area Ar. 
The friction factor is a function of the Reynolds number Re which in turn is a function of the flow rate and 
the relative roughness , which is the ratio of the mean height of roughness  with respect to the pipe 
diameter . The relation among f, the Reynolds number, and the relative roughness is plotted in Fig  1, which 
is called the Moody diagram or Moody chart [30]. It is one of the most widely accepted and used charts in 
engineering. Although it is developed for circular pipes, it can also be used for non-circular pipes by replacing 
the diameter by the hydraulic diameter. 
 
 
Figure 1. Moody diagram. 
Notice that, unlike to transition zone where the flow varies between laminar and complete turbulent flow and 
the friction factor does not remain constant, at large values of Reynolds number and for a fixed value of 
relative roughness the friction factor becomes independent of the Reynolds number (complete turbulence zone 
in Fig 1). An expression for calculating the friction factor for transition and complete turbulent flow, in smooth 








= − +  
    (4) 
where Re(z,t) = Q(z,t)Ar is the Reynolds number,  is the kinematic viscosity (m2/s) and  is the pipe’s 
effective roughness height (m). However, since the Colebrook equation (4) is implicit for f, it has to be solved 
by using iterative methods which causes serious difficulties in repetitive calculations of the friction factor 
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such as those encountered in leak diagnostic algorithms. Because of this reason, over time a large number of 
studies developed several explicit approximations to the implicit Colebrook equation [31], [32].  
Among the explicit approximations to the Colebrook equation available, in the present work, it was chosen to 
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= + +     
        (5) 
The estimated error of this approximation is less than 10% in the range 104 < Re < 108 and 2.25×10-6 <  
< 10-1. Although this estimated error is greater than that obtained with other approximations [31], the 
convenience of using a power-law type equation will be explained in the next lines. 
 
2.3 Liénard-type model for pipelines 
Among dynamical systems and differential equations, a Liénard system [12] is a second-order differential 
equation given by 
 
( ) ( )( ) ( ) ( )( )0 0 0x t F x t x t G x t+ + =   (6) 
where 
( ) ( )x t dx t dt=
, 
( ) ( )2 2x t d x t dt=
 for given functions F0, G0, and a scalar variable x(t). By the 
application of the following change of variable [34] 
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where 
( ) ( )0
0
x
F x F d =  , the Liénard equation (6) can be rewritten in a state-space form as follows: 
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Representation (8) is called the Liénard form. 
Furthermore, a representation only in terms of the flow rate can be obtained from (1) and (2), first, by 
differentiating  (2) with respect to z as follows 
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Then, by differentiating (1) with respect to t, we get 
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By combining (9) and (10), we obtain: 
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Therefore, by considering the state variables definition in (7), that is Qa(z,t) = Q(z,t) and     Qa(z,t) =  Q(z,t)t 
+ F(x(t)),  (11) can be rewrite in a state-space form as follows: 
 
( )
( ) ( )( )









Q z t F Q z t
t









  (13) 






aF Q z t F d =   and F0() is given by the first equation in (12), Notice that Q
a(z,t) is 
the flow rate flowing through the pipeline, while Qb(z,t) is proportional to the flow acceleration. The boundary 
conditions considered in this work to approximate (13) are the flow rates’ behavior at the ends of the pipeline: 
Qin(t) and Qout(t). 
Most of the explicit approximations to the Colebrook relation for flow friction are logarithmic functions [31], 
which makes difficult the calculation of F(Qa(z,t)) in (13). This is a reason why an approximation with a 
simpler structure as in (5) becomes convenient in some cases such as in the design of fault detection 
methodologies based on mathematical models. Then, by considering (5), F(Qa(z,t)) in (13) can be expressed 
as 
 ( )( )
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2.4 Space discretized Liénard-type model 
On the off chance that (13) is spatial-discretized by utilizing the finite difference technique, it is obtained the 
lumped model: 
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where Qa(z,t) is the internal discrete flow of section i, F(Qa(z,t)) is calculated trough (14), nl+1= Nl is the total 
number of sections in which the pipeline has been spatially divided, and thus the spatial step is zi = LNl (see 
Fig 2).  
 
Figure 2. Space discretization schema. 
Since in practice inlet and outlet flow rates (Qin(t) and Qout(t)) are typically measured, it is consistent with 
using them as boundary conditions to calculate a numerical solution of (15). To avoid numerical issues, initial 
conditions Qi
a(z,0) must be set near to the expected nominal flow, and Qi
b(z,0) can be obtained from (7) by 




3. Monitoring approach 
The strategy of our methodology incorporates a principal component analysis stage to detect a leak 
occurrence. PCA is a dimensionality reduction technique commonly used for fault detection that uses a linear 
orthogonal transformation to produces a set of values of linearly uncorrelated variables called principal 
components, from a given set of observations of possibly correlated variables [35]. Conventional PCA is 
shortly presented below. 
 
3.1 Principal component analysis 
For a better understanding, a block diagram of the PCA algorithm is showed in Fig 3. Notice that principal 
component analysis can be divided into two stages: an offline stage and an online stage. Data corresponding 
to process normal operation are arranged in a matrix XRn×m, where each of the m columns represents a 
process variable being measured, and each of the n rows represents a different sample. It is important to 
address that variables with missing signal problems or with null variance must be excluded from matrix X. 
 
 
Figure 3. Principal components analysis block diagram. 
Since the range of values of raw data may vary widely, it is very important to perform a data normalization 
(scaling) to standardize the range of the variables considered. Scaling is performed as follows 
 ( ) 1nX X I  −= −    (16) 
where  = (X)TInn is a vector containing the means of the m variables in X
, In = [1 1  1] R
n and  = 
diag(1,2,,m) is a diagonal matrix containing the standard deviations of the m variables in X
. Once the 
data are normalized spectral decomposition of the covariance matrix    S = XTX(n-1) is calculated as follows 
 TS V V=    (17) 




where  is an m×m diagonal matrix containing the non-negative real eigenvalues arranged in descending 
order along its main diagonal, and V is an m×m matrix containing the corresponding eigenvectors. After that, 
















  (18) 
where a is the number of principal components selected by using parallel analysis as a dimensional reduction 
technique [35], [37], PRm×a is the so-called loading matrix which contains the first a column of V, the matrix 
 aR
a×a is composed of the first a rows and columns of , which in turn is an m×m matrix such that  = T. 
 
3.2 Methodology description 
Fig 4 shows a flow diagram of the proposed approach. The proposed methodology is founded on the model 
(15), assuming as inputs the inlet and outlet flow rates Qin(t) and Qout(t). Given the spatial discretization of the 
model (15), this lets us calculate the flow rate for each section in which the pipeline was divided. Unlike what 
happened when a leak takes place, in the absence of leaks all flow rates given by the model will be equivalent. 
 
 
Figure 4. Methodology flow diagram. 
The difference between the flow rate observed for the section i and the mean flow rate of the pipeline without 
leaks Q0(t), is the i-th residual and is given by 
 ( ) ( ) ( )0 ' ,  1,2, , ,  ' , 1, ,1.
a
i l l l lr t Q t Q t i n l n n= −  =  = −   (19) 
The residuals are used to feed a principal component analysis algorithm to detect a leak occurrence. Whenever 
a leak is detected, the section where the leak occurs can be determined from the analysis of the behavior of 
the residuals as follows: 
 ( )
0, if the leak is downstream of section ;
0, if the leak is in section ;









  (20) 
Once j (the section number where the leak occurs) is determined, the position of the leak is calculated as 
follows 
 ' .L iz j z=    (21) 
When a leak takes place, a mass balance is used to calculate the leak amount, that is 
 ( ) ( ) ( )' .L in outQ t Q t Q t= −   (22) 
However, if once a leak has occurred, others M leaks occur sequentially, the first leak amount is calculated by 
(22) , and each subsequent flow is computed by as follows 
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=    (23) 
where Q’eq(t) is the total leak amount (equivalent leak flow), and Q’Lk(t) is the leak amount of the k–th 
sequential leak. The position associated with the equivalent leak flow, let’s call it the equivalent position z’eq, 
will be indicated by the residual closets to zero. And the location of the k–th sequential leak z’Lk, can be 
calculated by 
 
( ) ( )
1
' ' ' '
k k
M
eq eq L L
k
z Q t Q t z
=
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  (24) 
4. Application results 
Two scenarios regarding the application of the proposed method algorithms are presented. The first one is 
simulation-based, while in the second one real data obtained from a laboratory pipeline is used. 
 
4.1 Simulation test 
In this section, the dynamic behavior of water at 30°C flowing through a horizontal pipe was recreated with 
the industrial pipeline software PipelineStudio®. Below are presented the results of two simulation-based tests 
in a horizontal pipeline through which water flows at 30°C: 1) the single leaks case and 2) the sequential leaks 
case. 
- Test 1: In this case, a three single independent leaks scenario is considered for a pipeline with the 
characteristic shown in Table 2. 
Table 2. Test 1 pipeline physical parameters. 
Symbol Value Units Description 
g 9.81 m/s2 Gravitational acceleration 
L 170 m Pipeline length 
 0.1016 m Pipeline diameter 
 1.83 × 10
-3 m Mean height of roughness 
 7.9822 × 10
-7 m2/s Kinematic viscosity 
 
The three independent single leak were induced at zL1 = 15 (m),  zL2 = 90 (m) and zL3 = 146 (m). The leaks 
were activated at the instants tL1 = 100 (s), tL2 = 300 (s) and tL3 = 500 (s) and each one had a duration of 100 
(s). The mean values of the boundary conditions considered were        Hin(t) = 20 (m) and Hout(t) = 4 (m). Fig 
5 shows upstream, and downstream pressure heads injected to the PipelineStudior® simulator, and the flow 
rates provided by this for the leaks scenario considered. Notice that the mean nominal flow obtained was about 
Q0 = 0.0279 (m
3/s). 
 
Figure 5. Simulation test 1. Pressures and flow rates at the pipeline ends. 




On the other hand, Fig 6(a) shows the discrete flows computed by the Liénard-type model (15) with zi = LNl 
= 170/21 = 8.1 (m), and Fig 6(b) shows the residuals calculated through (19) for each of the leaks considered. 
  
Figure 6. Simulation test 1. (a) Discrete flows and (b) Residuals. 
The effects of the leak on the synthetic flows are observed (once a leak occurs the leak outflow is distributed 
as several leaks in each discretization node). Fig 7(a) shows the response of Hotelling’s statistic and the results 
of leak position and leak flow rate estimations are showed in Fig 7(b). 
  
Figure 7. Simulation test 1. (a) Hotelling’s T2 statistic and (b) Estimated leak position and leak flow rate. 
The residuals with mean value closets to zero were r2(t), r12(t), and r19(t) for the leaks 1, 2, and 3 respectively. 
The leak positions were estimated through (21). Table 3 summarizes the estimated leak positions z’L and the 
estimation errors obtained for each one of three leaks considered. The estimation errors were calculated as e 
= 100(zL – z’L)/L. It is important to address that the minimal leak detectable corresponds to a flow rate of 
2×10-4 (m3/s) (leak 3), which is equivalent to 0.72% of the nominal flow. 
 
Table 3. Simulation Test - Single Leaks Diagnosis Results. 
zL (m) z'L (m) Error (%) 
15 15.45 0.27 
90 92.73 1.6 
146 146.82 0.48 
 
- Test 2: In this case, a two sequential leaks scenario is considered for a pipeline characterized by the 
parameters shows in Table 4. 
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Table 4. Test 2 Pipeline Physical Parameters. 
Symbol Value Units Description 
g 9.81 m/s2 Gravitational acceleration 
L 57.76 m Pipeline length 
 0.052 m Pipeline diameter 
 1.654 × 10
-5 m Mean height of roughness 
 8.0066 × 10
-7 m2/s Kinematic viscosity 
 
The two sequential leaks were induced at position zL1 = 12.87 (m) and zL2 = 25.3 (m), at the instants tL1 = 100 
(s) and tL2 = 150 (s). The mean values of the boundary conditions considered were Hin(t) = 4.18 (m) and Hout(t) 
= 0.73 (m). Fig 8(a) shows upstream and downstream pressure heads injected to the PipelineStudior® 
simulator and the flow rates provided by this for the two sequential leaks considered, and Fig 8(b) shows the 
response of Hotelling’s statistic. 
  
Figure 8. Simulation test 2. (a) Pressures and flow rates and (b) Hotelling’s T2 statistic. 
The discrete flows computed by the Liénard-type model (15), with zi = LNl = 57.76/21 = 2.75 (m), are shown 
in Fig 9(a), and the residuals in Fig 9(b). 
  
Figure 9. Simulation test 2. (a) Discrete flows and (b) Residuals. 
Through the equation (22) the flow of the first leak is obtained, Q’L1 = 5.3×10
-4 (m3/s). Once the second leak 
occurs, the same equation is used to calculate the equivalent leak flow, Q’eq = 9.4×10
-4 (m3/s). At this point, 
the equation (23) is used to obtain the flow of the second leak, Q’L2 = 4.1×10
-4 (m3/s). It can be verified that 
residuals with mean value closets to zero are r5(t) and r7(t) before and after the second leak respectively (see 
Fig 9). Consequently, z’L1 = 5zi = 13.75 (m) and z’eq = 7zi = 19.25 (m). The equation (24) allows calculating 
the position of the second leak, z’L2 = 26.36 (m). Table 5 summarizes the estimated leak positions z’L and the 
estimation errors obtained in this case. 




Table 5. Simulation Test - Sequential Leaks Diagnosis Results. 
z’L (m) z’L (m) Error [%] 
12.87 13.75 1.55 
25.3 26.36 1.87 
4.2 Experimental test 
In this section, some experimental test results are presented. The diagnosis of two single leaks is performed. 
Flow rates measurements at the ends of a pipeline prototype built in Instituto Tecnológico de Tuxtla Gutiérrez 
are used as a boundary condition to the Liénard-type model (15) Table 4 provides the list of model parameters 
considered. The prototype considered here (Fig 10) is equipped with: 
• A 5 (HP) centrifugal pump, which provides the energy needed to recirculate the water from a reservoir 
through a PVC pipeline of 0.052 (m) of diameter and 57.76 (m) of length. 
• A Siemens Micromaster 420 variable-frequency drive which controls the rotational speed of the pump motor 
by a variation of the AC frequency in a range from 0 to 60 (Hz). 
• Four valves to emulate leaks. 
• Flow and pressure sensors installed at both ends of the pipeline. 
 
Figure 10. Pipeline prototype for experimental test. 
Then, in this case, two independent single leak cases were induced at zL1 = 12.87 (m) and zL2 = 25.3 (m). The 
leaks were activated at the instant tL1 = 115 (s) and tL2 = 120 (s) respectively. Fig 11(a) and Fig 11(b) show 
upstream and downstream pressure heads and input and output flow rates for both leak 1 and leak 2 
respectively. Notice that the nominal mean flows obtained were about 4.85×10-3 (m3/s) and 4.68×10-3 (m3/s) 
for leaks 1 and 2 respectively. 
  
Figure 11. Experimental Test. Pressures and flow rates at the pipeline ends (a) Leak 1 and (b) Leak 2. 
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Similarly to the simulation tests, the Liénard-type model (15) was programmed in MATLAB® with a space 
step zi = LNl = 57.76/22 = 2.63 (m). Fig 12(a) and Fig 12(b) shows the residuals calculated through (19) for 
the leaks 1 and 2 respectively. The residuals with mean value closets to zero were r5(t) and r9(t) for the leaks 
1 and 2 respectively. The leak positions were estimated through (21). Table 6 summarizes the estimated leak 
positions and the estimation errors obtained for each one of two leaks considered. 
  
Figure 12. Experimental test residuals. (a) Leak 1 and (b) Leak 2. 
 
Table 6. Experimental test. Single leaks diagnosis results. 
zL (m) z'L (m) Error [%] 
12.87 13.3 0.45 
25.3 23.13 2.89 
 
5. Conclusions 
In this paper presents a novel non-invasive approach that allows diagnoses single and sequential leaks. To 
avoid the necessity of using pressure measurements, a representation of the pipeline dynamics under the form 
of a Liénard equation was used for the formulation of the proposed method. Since flow-rate sensors are 
commonly available at the ends of the pipelines together with pressure sensors, the proposed approach can be 
used as a backup system in the case that some pressure sensor fails. Provided simulations and, even more 
importantly, experimental tests illustrated the good leak position estimation results obtained with the proposed 
methodology. Maximum estimation errors for the leak position of 3.8% and 2.89% in simulation and 
experimental tests respectively were obtained. Tests in real-life scenarios, in which assumptions such as a 
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