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Abstract. In order to characterise non-equilibrium growth processes, we study the
behaviour of global quantities that depend in a non-trivial way on two different times.
We discuss the dynamical scaling forms of global correlation and response functions and
show that the scaling behaviour of the global response can depend on how the system
is perturbed. On the one hand we derive exact expressions for systems characterised
by linear Langevin equations (as for example the Edwards-Wilkinson and the noisy
Mullins-Herring equations), on the other hand we discuss the influence of non-linearities
on the scaling behaviour of global quantities by integrating numerically the Kardar-
Parisi-Zhang equation. We also discuss global fluctuation-dissipation ratios and how
to use them for the characterisation of non-equilibrium growth processes.
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1. Introduction
Non-equilibrium growth is ubiquitous in nature and is encountered in fields as diverse as
materials science or biological physics [1, 2, 3]. Kinetic roughening of interfaces displays
a high degree of universality which has been the focus of many theoretical studies [4, 5].
Systems with non-equilibrium growth typically have three different dynamic
regimes. Starting from a flat substrate, the surface initially grows in an uncorrelated way,
yielding what is sometimes called the random deposition (RD) regime. As time goes on,
correlations build up, leading to the correlated regime. Even though the nature of this
regime depends on the rules of the growth process, one generically finds that the time
dependent mean interface width W (t) increases as a power of time, W (t) ∼ tβ, where β
is the so-called growth exponent. This correlated growth continues until the saturation
regime is reached for which W ∼ Lα where L is the linear size of the system and α
is the roughness exponent. The different growth universality classes are characterised
by different values of the exponents α and β. In the past most studies focused on the
scaling behaviour of the surface width, as exemplified by the celebrated Family-Vicsek
scaling relation [6, 7]. It is only rather recently (however, see [8] for an early exception)
that the study of correlation and response functions has been shown to yield interesting
insights into non-equilibrium growth processes and the related interface fluctuations
[9, 10, 11, 12, 13, 14, 15].
Two-time quantities are nowadays routinely studied in the context of non-
equilibrium relaxation and ageing phenomena [16] where in most cases the focus is on
local quantities. For example when studying a magnetic system one usually investigates
the spin-spin correlation function or the response of a spin to a local magnetic field.
Incidentally, the study of ageing in magnetic systems has revealed that additional
insights can be gained by looking at global quantities, as for example the magnetisation-
magnetisation correlation or the response of the magnetisation to a spatially constant
magnetic field [17, 18, 19, 20, 21].
In the studies of growth processes mainly local two-time quantities have been
investigated in the past [8, 9, 10, 11, 12, 13, 14, 15]. Examples include the two-time
height-height correlation function [8, 9, 10, 11, 12, 15] or the response of the height to a
local perturbation [9, 10, 11, 12, 15]. Some attention has also been paid to slightly more
complex quantities as for example the two-time roughness or the two-time incoherent
scattering function [11, 12].
Both the local height-height autocorrelation function Cℓ(t, s) and the local
autoresponse function Rℓ(t, s) display simple ageing scaling forms [8, 9, 10, 15],
irrespective of whether the system is linear or non-linear:
Cℓ(t, s) = s
−bℓ fCℓ(t/s) , Rℓ(t, s) = s
−1−aℓ fRℓ(t/s) (1)
where the scaling functions fCℓ and fRℓ are power-laws in the long time limit, i.e.
fCℓ(y) ∼ y−λC,ℓ/z and fRℓ(y) ∼ y−λR,ℓ/z for y ≫ 1 [16]. The values of the dynamical
exponent z as well as of the scaling exponents bℓ, aℓ, λC,ℓ, and λR,ℓ depend on the
dynamical universality class. For growth processes the dynamical exponent z is related
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to the roughness exponent α and the growth exponent β by the relation z = α/β. As
shown in the studies [8, 9, 10, 15] the local autocorrelation and autoresponse exponents,
λC,ℓ and λR,ℓ, are identical. In addition, they are given by λC,ℓ = λR,ℓ = d in systems
described by a linear stochastic equation. Here d is the dimensionality of the substrate.
In addition, the scaling exponent of the correlation function, bℓ, is given by bℓ = −2α/z,
whereas for the scaling exponent of the response function the relation aℓ = d/z−1 can be
conjectured. As for the linear stochastic equations we have that α = (z−d)/2, it follows
that in linear systems both scaling exponents have the same value, aℓ = bℓ = d/z − 1.
This is different for the non-linear Kardar-Parisi-Zhang equation [24] where for a one-
dimensional substrate we have α = 1/2 and z = 3/2, yielding bℓ = −2/3 and aℓ = −1/3
[15].
In this paper we study the ageing behaviour of certain global two-time quantities,
namely the correlation function of the squared width and the response of the squared
width to a global perturbation. We show that the scaling behaviour of the global
response depends in linear systems on how the system is perturbed, yielding different
results for different protocols. This observation is of interest as the global response
should be readily accessible in smoothening experiments [14], for example. Exploiting
the fact that exact solutions can be obtained for growth processes described by linear
Langevin equations, we comprehensively study the scaling behaviour of these global two-
time quantities for the Edwards-Wilkinson [22] and the noisy Mullins-Herring equations
[23], thereby distinguishing between various limiting cases. In order to gain some
understanding of the behaviour of these quantities in non-linear systems, we also discuss
some data that have been obtained by numerically integrating the non-linear Kardar-
Parisi-Zhang equation [24]. Our results indicate that in the non-trivial correlated regime
the two-time global quantities generically exhibit a behaviour of full ageing. We also
discuss the global fluctuation-dissipation ratio and show how this quantity can be used
for the characterisation of growth processes.
Our paper is organised in the following way. In the next section we remind the
reader of the typical behaviour of a growing surface. This is done with the help of
a microscopic deposition model [7] that is very well described by the one-dimensional
Edwards-Wilkinson equation. This model also allows us to motivate the different global
perturbations that we are going to discuss in the following sections. Section 3 is devoted
to the exact computation of the global two-time quantities in cases that are described
by linear stochastic Langevin equations. The exact results allow us to comprehensively
investigate all possible dynamical regimes. In Section 4 we present our results for the
one-dimensional Kardar-Parisi-Zhang equation where we highlight some commonalities
with and differences to the linear systems discussed in the previous section. Finally,
Section 5 gives out conclusions.
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2. Motivation: A deposition model
In the following we briefly discuss the behaviour of a simple deposition model that turns
out to be an excellent representative of the Edwards-Wilkinson universality class. This
model is then used to motivate the different protocols discussed in the next sections for
measuring the global response.
2.1. Definition of the model
Our deposition model [7] is based on Family’s original random deposition with surface
relaxation (RDSR) process [25] and differs from this model by the diffusion step. In
the RDSR process a particle deposited on the surface is allowed to jump to one of the
neighbouring sites if this site has a lower height than the site of deposition. In our
model we assign an energy Ei(t) = g hi(t) to the column at site i where hi(t) is the
height of that column at time t. The constant g can be thought of as the gravitation
constant, for example. Starting from an initially flat substrate, particles of mass one are
deposited on randomly chosen sites and then allowed to diffuse locally after deposition.
For a diffusion step taking place at time t, we select one of the neighbouring sites j
at random and accept the jump with the temperature and time dependent (Metropolis
like) probability
Pi−→j(T, t) =

1 if Ej(t) ≤ Ei(t)
e−[Ej(t)−Ei(t)]/kBT = e−g[hj(t)−hi(t)]/kBT
if Ej(t) > Ei(t)
. (2)
In the following we choose units thus that the Boltzmann constant kB = 1.
In contrast to the original model there is a non-vanishing probability that a
deposited particle jumps to a neighbouring site with a higher height than the deposition
site. We assume this jump to be thermally activated and to depend on T (the
temperature of the substrate). As we discuss in the following, the ratio T/g is a
parameter that governs the morphology of the growing interface and allows us to study
the response of the surface to a change in external conditions.
It is instructive to look at the behaviour of the model in the limits of T → 0 and
T → ∞. At zero temperature no jumps to sites with higher height are allowed, and
the particle is incorporated into the aggregate at the selected neighbouring site if the
column at that site is shorter than at the initial site. Thus, for T → 0 we recover the
RDSR process [25]. In the opposite limit, T →∞, however, a particle will always jump
to the selected neighbouring column, irrespective of the height difference. As a result,
the different columns will grow independently, yielding an uncorrelated surface as for
the RD process. For intermediate temperatures, a crossover between the RD and the
RDSR processes is observed, with the crossover point depending on the temperature.
The temperature dependence of the model is illustrated in Figure 1. Suppose a
particle is deposited on top of the middle column in the configuration shown, the plot
provides the T/g dependence of the probabilities for having this particle end up at one
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of the three sites. In the original Family model the particle would always come to rest
on top of the left column.
Figure 1. Probabilities that for the shown configuration the particle, initially
deposited on top of the middle column, comes to rest on top of one of the three
columns.
Of course, temperature has been introduced in theoretical studies of growth
processes prior to our work (see [26, 27, 28, 29, 30] for some examples). For a typical
microscopic model studied in this context one often assumes that the atom’s hopping
follows an Arrhenius-like rate that is proportional to e−En/kBT , where the activation
energy En is itself proportional to the number of bonds formed by the atom before
the hopping attempt. Whereas this is surely a rather realistic modelling of diffusion
processes on a crystal surface, we have opted here for a simpler approach where the
probability for a particle to hop depends on the height difference between the actual
site and the proposed new site. (Note that jumps to sites with higher heights have
also been allowed in other microscopic growth models [26, 31]). As we will show in
the following, all aspects of our simple model agree perfectly with the solution of the
stochastic Edwards-Wilkinson (EW) equation with a single fit parameter.
2.2. Interface width
In the following we are interested in the dependence of the surface widthW on time t, on
the ratio T/g, and on system size L (in this section we only discuss the one-dimensional
case). In our simulations, we have a wide range of T/g values and several L’s up to
1000. For simplicity, we always start from a flat surface, i.e. W = 0 for t = 0. For the
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data discussed below, the unit of t is one Monte Carlo Step (i.e., L particles deposited)
and we averaged over 1000 independent runs with different random numbers.
In Figure 2a,c we show the time dependence of the surface width for, respectively,
the case with fixed L = 1000 at different T/g’s and the case with a fixed T/g = 1 and
various L’s. As for the RDSR process one distinguishes three regimes separated by two
crossover points: a random deposition (RD) regime, followed by a EW regime, with
a final crossover to the saturation regime. In contrast to Family’s original model, the
initial RD process is not confined to very early times t ≤ 1 but extends to larger times.
In fact, the crossover time t1 between the RD and the EW regimes is shifted to higher
values for increasing temperatures and diverges in the limit of infinite temperatures.
As the crossover is smeared out, we identify the crossover point with the intersection
point of the straight lines fitted to the two linear regimes in the log-log plots. Due to
the nature of the uncorrelated deposition of particles (Poisson process), we have the
identity W 2 = t in the RD regime, yielding the width W1 =
√
t1 at the crossover point.
In the EW regime the relation between width and deposition time changes to W ∝ t1/4.
This regime extends up to a second crossover point (t2,W2), whose precise location also
depends on the value of T and beyond which the final saturation regime prevails. The
crossover between the different regimes is further illustrated in Fig. 2b,d where we show
the time evolution of the effective exponent
βeff =
d lnW
d ln t
(3)
for the two cases.
Next, we turn our attention to the stochastic EW equation (see also the next
section)
∂h(x, t)
∂t
= ν∇2h(x, t) + η(x, t) (4)
where η(x, t) is a Gaussian white noise with zero mean and covariance 〈η(x, t)η(y, s)〉 =
Dδd(x−y)δ(t−s) (d is the dimensionality of the substrate) and ν is the surface tension
or diffusion constant. This equation can be solved exactly to give us in one dimension
the width (squared)
W 2 (t) =
D
2νL
∑
n
1− e−2νtq2n
q2n
(5)
where qn = 2πn/L and the sum is over [−L/2, L/2] but excluding the zero mode: n = 0.
The effective exponent is therefore given by
βeff =
νt
∑
n
e−2νtq
2
n∑
n
[1− e−2νtq2n ] /q2n
. (6)
In the expression (5), we must fix D = 1 in order to agree with W 2 = t in the RD
regime. This leaves us with just one free parameter, namely, ν (T/g), which can be
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Figure 2. (a) Log-log plot of the surface width vs time for a system of size L = 1000
and different values of T/g. The dashed lines have the slopes 1/2 and 1/4 expected in
the random deposition and EW regimes, respectively. The location of both crossover
points depend on temperature. The full lines are obtained from fitting the exact
solution of the EW stochastic equation. Here and in the following error bars are
smaller than the symbol sizes. (b) Time evolution of the effective exponent (3) for the
data shown in (a). (c) Log-log plot of the surface width vs time for systems of different
sizes evolving at the value T/g = 1. (d) Time evolution of the effective exponent (3)
for the data shown in (c). The full lines are derived from the fits to the exact solution
of the EW stochastic equation.
obtained by fitting the numerical data to the theoretical expression, see Table 1. The
result of this procedure can be summarized by
ν =
1
a + b T/g
(7)
with a = 4.23 and b = 2.13. As the solid lines in Fig. 2 show, excellent fits are achieved
with these values of ν. Clearly, the theoretical curves are in very good agreement with
the data over the entire range of L’s and T/g’s explored. Note in addition that it is
possible to collapse all data onto a single curve [7].
It is worth mentioning that a 1/T dependence of the surface tension ν is
typically encountered in experiments on step fluctuations [32, 33, 34, 35] or on surface
smoothening [14] which are described theoretically by linear Langevin equations.
The evolution of the width shown in Fig. 2 is very reminiscent of the behaviour
encountered in competitive growth models [36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46].
In both cases two different scaling regimes are found whose ranges depend on a system
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T/g 0.1 1 10 100
ν 0.2300 0.1768 0.0379 0.0046
Table 1. Values for the surface tension ν at different values of T/g that result from a
fit of the numerical data to the exact solution of the Edwards-Wilkinson equation.
parameter. In the competitive growth models one considers a mixture of two different
deposition processes where one of them takes place with probability p whereas the other
takes place with probability 1 − p. One example is the RD/RDSR model [36] where
the deposition happens according to the RDSR rules with probability p and to the RD
rules with probability 1 − p. Whereas for p = 1 and p = 0 only one of the processes
is realized, for general values of p the mixture of the two processes leads to a crossover
between the two regimes where the crossover time and width depend on the value of p.
In our model, the ratio T/g plays the role of the quantity p, the main difference being
that we do not artificially choose between the different processes, as in our system the
competition is intrinsic and governed by the value of the temperature.
2.3. Global perturbations of the growth process
Experimentally, a quantity that can be changed easily and that gives way to a global
perturbation is the temperature. If an experimental system is described by a stochastic
Langevin equation, temperature can enter either through the surface tension ν (also
called diffusion constant or mobility, depending on the physical context) or through
the noise. In the next sections we shall study the responses to two different global
perturbations: either we keep the noise unchanged and suddenly change ν (as it is
the case in surface smoothening experiments or in step fluctuation studies) or we keep
the surface tension constant and change the noise (as it is the case in some deposition
experiments where the noise in the particle flux can be changed experimentally). Both
protocols have been used for studying the change in morphology of a growing surface
when changing experimental conditions [47, 13].
We can use our deposition model in order to see which global quantity is best suited
to study the changes due to such a global perturbation. Let us consider at temperature
T a configuration where the height of the deposed column at site i is hi. Setting the
lattice constant in vertical direction to be 1 and setting the potential energy of the initial
flat surface to be zero, the potential energy Ui stored in a column of height hi is (with
the mass of a deposed particle set to 1)
Ui
T
=
g
T
+ 2
g
T
+ · · · + (hi − 1) g
T
= hi(hi − 1) g
2T
. (8)
Shifting the value zero of the potential energy to the average height h = 1
N
N∑
i=1
hi, where
N is the number of sites on the substrate, we obtain for the total potential energy of
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our configuration the value
U
T
=
N∑
i=1
Ui
T
=
g
2T
N∑
i=1
(
hi(hi − 1)− h(h− 1)
)
=
g
2T
N∑
i=1
(
h2i − h 2
)
=
gN
2T
W 2(9)
whereW 2 = 1
N
N∑
i=1
(
h2i − h 2
)
= 1
N
N∑
i=1
(
hi − h
)2
is the squared width. From this it follows
that N
2
W 2 is the quantity conjugated to g/T and, as g/T ∼ ν, to ν. This motivates the
use of the square of the surface width (instead of the surface width itself) as the global
quantity to be studied in the following.
3. Linear Langevin equations
Linear Langevin equations [4] are discussed in a variety of physical situations, ranging
from equilibrium step fluctuations [48, 49, 35, 34] to film growth [50, 51, 52] and from
magnetic systems [16] to elastic lines in a random environment [53]. In the following we
focus on two simple but generic cases which can be summarised by the equation
∂h(x, t)
∂t
= −ν(i∇)mh(x, t) + η(x, t), (10)
where m is an even number and the noise is uncorrelated and with zero mean,
〈η(x, t)η(x′, t′)〉 = Dδd(x− x′)δ(t− t′) . (11)
For m = 2 we recover the well-known Edwards-Wilkinson (EW) equation [22] and for
m = 4 we obtain the noisy Mullins-Herring (MH) equation [23]. Note that for these
systems the dynamical exponent z = m.
As already discussed in the introduction, some aspects of ageing in these systems
have been elucidated previously through the study of local quantities. In the following
we are going to characterise this relaxation through global two-times quantities related
to the square of the surface width.
3.1. Global two-time correlation function
The first global quantity that we are going to discuss is the connected correlation
function (here and in the following 〈· · ·〉 indicates an average over the noise)
C(t, s) = 〈W˜ 2(t) W˜ 2(s)〉 − 〈W˜ 2(t)〉〈W˜ 2(s)〉 (12)
where
W˜ 2(t) =
Ld
2
W 2(t) =
1
2
∑
x
(
h(x, t)− h
)2
(13)
and
W 2(t) =
1
Ld
∑
x
(
h(x, t)− h
)2
(14)
is the square of the surface width at time t on top of a d-dimensional substrate of linear
extension L. Here x labels the different substrate sites. We assume in the following that
t > s and call s the waiting time and t the observation time.
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Writing both the height h(x, t) and the noise η(x, t) as a sum over reciprocal lattice
vectors,
h(x, t) =
∑
q
hq(t) exp(iq · x) , η(x, t) =
∑
q
ηq(t) exp(iq · x) , (15)
equations (10) and (11) become
∂hq
∂t
= −νqmhq + ηq (16)
and
〈ηq(t)η′q(t′)〉 = DL−dδdq+q′δ(t− t′) . (17)
The general solution of (16) is readily obtained to be
hq(t) = exp(−νqmt)hq(0) +
∫ t
0
dτ exp (−νqm(t− τ)) ηq(τ). (18)
Assuming an initially flat surface, hq(0) = 0 for every q, one obtains the following
two-point correlation function of the surface height in q-space:
〈hq1(t1)hq2(t2)〉 =
D
Ldν
e−ν(q
m
1
t1+qm2 t2)
1
qm1 + q
m
2
(
eν(q
m
1
+qm
2
)t< − 1
)
δdq1+q2 , (19)
where qi = |qi| and t< is the smaller of the times t1 and t2. This well-known result will
be useful in the following.
For the computation of the correlation function (12) we remark that the square of
the surface width (14) can be written in terms of the Fourier components of the height
as
W˜ 2(t) =
1
2
∑
x
∑
q 6=0
hq(t) exp (iq · x)
2 (20)
where we took into account that the average height of the surface is equal to hq=0. This
then yields
〈W˜ 2(t)W˜ 2(s)〉 = 1
4
∑
x,x′
∑
q,q′,p,p′ 6=0
〈hq(t)hq′(t)hp(s)hp′(s)〉
exp [i(q+ q′) · x] exp [i(p+ p′) · x′]. (21)
The calculation of (12) is therefore reduced to the determination of the four-point
correlation function of surface height in q-space. Using the Gaussian statistics of the
linear equations, this four-point function can be expressed through two-point functions
of the form (19), yielding
〈hq1(t1)hq2(t2)hq3(t3)hq4(t4)〉 = 〈hq1(t1)hq2(t2)〉〈hq3(t3)hq4(t4)〉
+ 〈hq1(t1)hq3(t3)〉〈hq2(t2)hq4(t4)〉
+ 〈hq1(t1)hq4(t4)〉〈hq2(t2)hq3(t3)〉. (22)
Inserting this into (21) and using the identity
N−1∑
n=0
exp
(
2πinm
N
)
= Nδm,0 (23)
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yields the expression
〈W˜ 2(t)W˜ 2(s)〉 = D
2
4ν2
 ∑
q,p6=0
1
4qmpm
(
1− e−2qmνt
) (
1− e−2pmνs
)
+
∑
q 6=0
1
2q2m
e−2q
mνt
(
e2q
mνs + e−2νq
ms − 2
) .
The first term on the right-hand side being just 〈W˜ 2(t)〉〈W˜ 2(s)〉, we finally obtain
C(t, s) =
D2
8ν2
∑
q 6=0
1
q2m
e−2q
mνt
(
e2q
mνs + e−2q
mνs − 2
)
. (24)
The behaviour of C(t, s) is controlled by two length scales: lt ≡ (2νt)1/m and
ls ≡ (2νs)1/m, with lt > ls. Depending on the values of lt and ls and their relations to
the maximum and minimum values of q, qmax = π
√
d and qmin = 2π/L, different regimes
are encountered. For example, if at time t the length lt < 1/qmax‡, one still is in the
short time regime where the random deposition process prevails. On the other hand,
if at time t one has that lt > 1/qmin, one is the saturation regime. Finally, the system
is in the correlated regime when 1/qmax < lt < 1/qmin. We discuss in the following the
functional form of the correlation function for the different regimes (see Table 2 for a
summary).
1. If lt < 1/qmax we are in the short time regime. In that case all exponentials in (24)
can be expanded and only the leading terms need to be retained, i.e. e−2q
mνt ≈ 1−2qmνt
and e2q
mνs + e−2q
mνs − 2 ≈ (2qmνs)2 for all q. Replacing the sum by an integral, we
obtain
C(t, s) ≈ D
2s2
2
(
L
2π
)d
Ωd
∫ π
0
qd−1 (1− 2qmνt) dq
≈ D
2πd/2Ld
2dΓ(d/2)d
s2
(
1− 2d
d+m
πmνt
)
, (25)
where Ωd = 2π
d/2/Γ(d/2) is the solid angle of the d-dimensional sphere. Therefore, in
the short time regime the correlation function decreases linearly with time.
2. If the final time is in the correlated regime, i.e. if 1/qmax < lt < 1/qmin, one
has to distinguish between two different cases, depending on whether ls < 1/qmax (the
system was in the RD regime at time s) or 1/qmax < ls < lt (the system was in the
correlated regime at time s). In the first case we can again replace e2q
mνs + e−2q
mνs − 2
by (2qmνs)2 and obtain the expression
C(t, s) ≈ D
2s2
2
(
L
2π
)d
Ωd
∫ ∞
0
qd−1e−2q
mνtdq
= Am,ds
2t−d/m, (26)
‡ By lt < 1/qmax we mean that the order of lt has to be much smaller than the order of 1/qmax. There
are complicated crossover effects showing up when lt and 1/qmax are of comparable magnitude that we
are not going to discuss. Of course, the same remark applies when comparing one of the length scales
to 1/qmin.
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where
Am,d =
D2Γ(d/m)Ld
2d+d/mπd/2mνd/mΓ(d/2)
, (27)
yielding a power-law decay with an exponent d/m. In the second case, which is the most
interesting one as both times are in the correlated regime, we expand all exponentials
in (24) and integrate term by term. This yields
C(t, s) = Am,ds
2
{
t−d/m +
s2
12
∂2
∂t2
t−d/m +
s4
360
∂4
∂t4
t−d/m + · · ·
}
= Am,ds
2t−d/m
{
1 +
1
12
d
m
(
d
m
+ 1
)(
s
t
)2
+
1
360
d
m
(
d
m
+ 1
)(
d
m
+ 2
)(
d
m
+ 3
)(
s
t
)4
+ · · ·
}
≈ Am,ds2t−d/m (28)
where the last line gives the asymptotic form for t ≫ s. Interestingly, we recover
asymptotically the same leading behaviour as for the case ls < 1/qmax, i.e. in the
long time limit any memory of the regime that prevailed at time s is lost. Looking
closer at the expressions (26) and (28), we see that in both cases the global correlation
function can be cast in the standard form [16] C(t, s) = s−bfC(t/s) where b = d/m− 2
and fC(t/s) is a scaling function that only depends on the ratio t/s. In addition, the
scaling function is asymptotically given by a power-law, fC(t/s) ∼ (t/s)−λC/z, with the
autocorrelation exponent λC = d and the dynamical exponent z = m. In Figure 3a,b we
compare the correlation function (24), where the sum has been evaluated numerically,
with the asymptotic power-law (28), see Figure 3a for the EW case and Figure 3b for
the MH case. In all cases the asymptotic regime is accessed very rapidly.
We can now also compare for this regime the global correlation function with the
local height-height correlation, see [8, 9, 10]. For the local correlation function one
obtains the scaling exponents bℓ = d/m− 1 and λC,ℓ = d. Thus, for both the local and
global quantities the long-time behaviour is governed by the same power-law exponent,
λC = λC,ℓ, but the value of the scaling exponent b is different from the value of bℓ. This
yields interesting differences at the upper critical dimension which is d = 2 for EW
and d = 4 for MH. Indeed, whereas the local exponent bℓ then vanishes and the scaling
function of the local correlation shows a logarithmic dependence on time (which makes
the extraction of the correct scaling behaviour from experimental or simulation data
rather tedious) [9], the global exponent remains different from zero and no logarithms
are occulting the scaling behaviour of the global correlation, making this a much better
quantity for studying dynamical scaling close to the upper critical dimension.
3. In case the observation time is in the saturation regime with lt > 1/qmin, the
leading contribution is given by the term in e−2q
m
minνt. If the waiting time is also in the
saturation regime, we have ls > 1/qmin and therefore
C(t, s) ≈ dD
2L2m
4(2π)2mν2
e−2q
m
min
ν(t−s), (29)
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s \ t RD CR SR
RD a1 s
2 (1− c1 t) a2s2−d/m (t/s)−d/m a3 s2 e−bt
CR − a2s2−d/m (t/s)−d/m a3 s2 e−bt
SR − − a˜3e−b(t−s)
Table 2. Summary of the asymptotical dependence of the global correlation function
for the different cases. RD corresponds to the random deposition regime, CR to
the correlated regime, and SR to the saturation regime. The values of the different
coefficients can be read off from the equations in the main text.
i.e. the global correlation is time-translation invariant. This is of course expected, as
the saturation regime corresponds to the steady state regime. If the waiting time is
such that ls < 1/qmin, then we can approximate for q = qmin the term involving s by
(2qmminνs)
2 which yields
C(t, s) ≈ dD2s2e−2qmminνt . (30)
It is worth noting that in both cases the decay time in the exponential, τ = 1/(2qmminν),
depends on the diffusion mechanism through the values of ν and m but does not depend
on the dimensionality of the substrate.
3.2. Global two-time response functions
In order to measure the global response we are going to perturb the growing system
either through a change in the surface tension ν or in the strength D of the noise
correlator, as discussed in Section 2.3. Having thus perturbed our system, we then
study its relaxation to the state that is realised when the system evolves all the time at
fixed values of ν and D.
In the first protocol, we start from an initially flat surface and let the system evolve
with a surface tension µ until the waiting time s after which we set the surface tension
to the final value ν. In order to monitor the relaxation of the system for t > s, we
compute the function
χ(t, s) =
〈W˜ 2〉µ→ν(t, s)− 〈W˜ 2〉ν(t)
ǫ
(31)
where the index ”µ→ ν” indicates the perturbed system, whereas the index ”ν” stands
for the system that is evolving at a fixed value ν of the surface tension. The quantity
ǫ ≡ ν − µ measures the strength of the perturbation. Usually one is interested in small
perturbations for which |ǫ| ≪ 1, and we will start with this in the following. However,
as we discuss later, the response (31) displays simple ageing and dynamical scaling even
for very strong perturbations.
This protocol has been used previously in [13] in order to study the asymptotic
long-time behaviour of a one-dimensional perturbed EW system. No attempt was made
in that work to determine the scaling functions in the ageing regime.
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Figure 3. Global correlation (a,b), global response to a change of the surface tension
(c,d), and global response to a change of the noise strength (e,f) when both times t and
s are in the correlated regime. The symbols are obtained by numerically evaluating
the exact expressions (24), (35), and (44) whereas the lines indicate the asymptotic
power-laws (28), (39), and (48). Panels (a), (c), and (e) show data for the EW case
and dimensions d = 1, 2 (from top to bottom), panels (b), (d) and (f) show data for
the MH case and dimensions d = 1, 2, 3, 4 (from top to bottom). The different symbols
correspond to different waiting times where s0 = 1000 below the critical dimension
and s0 = 200 at the critical dimension (which is d = 2 for EW and d = 4 for MH).
The linear extension of the system is L = 214 for d = 1, L = 29 for d = 2, L = 27 for
d = 3, and L = 26 for d = 4.
It has to be noted that the response χ(t, s) is a time integrated response that gives
the reaction of the system to a perturbation lasting until time s. This time integrated
response is related to the response R due to an instantaneous perturbation by χ(t, s) =
s∫
0
duR(t, u). Assuming a standard scaling behaviour for R, i.e. R(t, s) = s−1−afR(t/s),
it follows that the time integrated response should scale as χ(t, s) = s−afχ(t/s) [16].
The expression for χ(t, s) is readily obtained by remarking that the solution of the
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Langevin equation becomes for t ≥ s
hq(t) = e
−νqm(t−s)hq,µ(s) +
∫ t
s
dτe−νq
m(t−τ)ηq(τ), (32)
where
hq,µ(s) =
∫ s
0
dτe−µq
m(s−τ)ηq(τ) (33)
is the solution of a surface that, starting from a flat initial state, evolves until time s at
the constant surface tension µ. Inserting this expression into (20) yields
〈W˜ 2〉µ→ν(t, s) = D
4
∑
q 6=0
1
qm
{
1
µ
e−2q
mν(t−s) − 1
µ
e−2q
m[ν(t−s)+µs]
+
1
ν
(
1− e−2qmν(t−s)
)}
(34)
for t ≥ s, which finally gives the expression
χ(t, s) =
D
4ǫ
∑
q 6=0
1
qm
e−2q
mν(t−s)
{
1
µ
(
1− e−2qmµs
)
− 1
ν
(
1− e−2qmνs
)}
(35)
for our response function.
For small perturbations with |ǫ| ≪ 1 we can proceed as for the correlation function
in the previous section. As we have the same cases and therefore can use the same
approximation schemes, we shall only quote the final expressions, see Table 3 for a
summary.
1. At early times, where t is still in the RD regime, we have a linear decay,
χ(t, s) ≈ Dπ
d/2+mLd
2dΓ(d/2)(d+m)
s2
×
{
1− 2 d+m
d+ 2m
πm
[
ν(t− s) + 1
3
(ν + µ)s
]
+O(νt)2
}
.(36)
2. When t is in the correlated regime, we obtain for a perturbation that lasted only
until some time s in the RD regime the following expression for the response:
χ(t, s) ≈ Bm,ds2(t− s)−d/m−1, (37)
with
Bm,d =
DdΓ(d/m)Ld
21+d+d/mπd/2m2 Γ(d/2)νd/m+1
. (38)
If, however, the perturbation ended inside the correlated regime, we have
χ(t, s) = Bm,ds
2(t− s)− dm−1
×
{
1− ν + µ
3ν
(
d
m
+ 1
)(
t
s
− 1
)−1
+ · · ·
}
≈ Bm,ds2(t− s)− dm−1, (39)
yielding the same leading behaviour as for a perturbation that already stopped in the
RD regime. In the correlated regime we can therefore cast the response in the standard
form χ(t, s) = s−a fχ(t/s) with a =
d
m
− 1 and fχ(t/s) ∼ (t/s)−λR/z for t/s large, with
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s \ t RD CR SR
RD a4 s
2 (1− c2 t− d1 s) a5s1−d/m (t/s)−d/m−1 a6 s2 e−b(t−s)
CR − a5s1−d/m (t/s)−d/m−1 a6 s2 e−b(t−s)
SR − − a˜6e−b(t−s)
Table 3. The same as Table 2, but now for the response (35) to a small perturbation
during which the surface tension is changed. The values of the different coefficients
can be read off from the equations in the main text.
λR = d + m. We show this scaling behaviour in Figure 3 c,d for the EW and for the
MH case and compare the scaling function to the asymptotic power-law.
One can now also compare the values of the exponents with those obtained for
the global correlation function (12) as well as with those obtained for the response of
the height to a local perturbation, see [9]. Comparing with the global correlation, one
notes that we have the interesting situation that a 6= b and λR 6= λC . It is rather
uncommon that the response of some quantity and the correlation of the same quantity
display a different asymptotic behaviour in the ageing regime [16]. Mathematically,
this intriguing observation can be traced back to the fact that in the expression (24)
for the correlation q2m shows up in the denominator whereas qm is encountered in the
denominator of the corresponding expression (35) for the response function. In order
to compare the global response with the local response, we need to look at the time
integrated local response. Inserting the expressions given in [9] for the local response Rℓ
into the integral χℓ(t, s) =
s∫
0
duRℓ(t, u) yields for the local time integrated response the
form χℓ(t, s) = s
−aℓ fχℓ(t, s) where the exponent aℓ has the value aℓ =
d
m
− 1, whereas
the exponent governing the scaling function in the long time regime is λR,ℓ = d. We
therefore have that the scaling exponent a = aℓ is the same for both responses but that
the global and the local autoresponses differ, λR = λR,ℓ +m.
3. Finally, if the observation time is in the saturation regime, we obtain that
χ(t, s) ≈ DL
m
2m−d+2πmµν
e−2q
m
min
ν(t−s) (40)
for a perturbation that lasts until the saturation regime and
χ(t, s) ≈ 2
d+m−1Dπm
Lm
s2e−2q
m
min
ν(t−s) (41)
for a perturbation that comes to an end before entering the saturation regime.
Let us close the discussion of the first protocol by briefly looking at the case of
strong perturbations. As µ and ν then strongly differ, we need to take into account the
existence of a third length scale l3 = (2µs)
1/m. This makes the analysis more involved.
We first note that for the case ν ≫ µ we always have the relation lt > ls > l3. It is
then readily verified that we have basically the same three cases as before, with the
response given by the expression (36) respectively (39) when the observation time t is in
the RD regime respectively in the correlated regime. In addition, a simple exponential
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decay is encountered when t is in the saturation regime. If µ ≫ ν, the situation is
more complicated, as we do no longer have the above hierarchy of the length scales,
and in many cases no simple dynamical scaling is observed (see also Fig. 5 in [13]).
Of particular interest is the case l3 > 1/qmin and 1/qmax < lt < 1/qmin for which the
observation time is in the correlated regime, as this yields for the global response the
expression
χ(t, s) =
D
4ǫ
∑
q 6=0
e−2q
mν(t−s) 1
ν
(
−νs + 2qm(νs)2 + · · ·
)
=
DsLd
2dǫπd/2Γ(d/2)
{
−Γ(d/m)
m
[2ν(t− s)]−d/m + · · ·
}
. (42)
This is a remarkable result, as we recover for an arbitrary large perturbation a power-
law relaxation and simple dynamical scaling. In addition, the exponents describing the
scaling behaviour have values that differ from those obtained for a small perturbation.
Indeed, from the expression (42) we obtain a = d
m
− 1 and λR = d.
For the second protocol, we proceed analogously. We again start from an initially
flat surface and let the system evolve with the strength D′ of the noise correlation until
the waiting time s at which we set this strength to the final value D. We then compute
the function
χD(t, s) =
〈W˜ 2〉D′→D(t, s)− 〈W˜ 2〉D(t)
ǫ
(43)
with ǫ = D′−D. This is again a time integrated response. A straightforward calculation
yields the expression
χD(t, s) =
1
4ν
∑
q 6=0
1
qm
e−2q
mνt
(
e2q
mνs − 1
)
(44)
for this global response. Again, we briefly discuss the limiting cases in the following (see
Table 4).
1. At early times with lt < 1/qmax we have again a linear decrease of the global
response:
χD(t, s) ≈ sπ
d/2Ld
2dΓ(d
2
)d
(
1− 2d
d+m
πmνt
)
. (45)
2. In the correlated regime we obtain for a perturbation ending before the end of
the RD regime:
χD(t, s) ≈ Cm,dst−d/m (46)
with
Cm,d =
Γ( d
m
)Ld
2d+d/mνd/mπd/2mΓ(d
2
)
. (47)
If the perturbation only ends in the correlated regime, the result is
χD(t, s) = Cm,dst
−d/m
(
1 +
d
2m
s
t
+ · · ·
)
, (48)
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s \ t RD CR SR
RD a7 s (1− c3 t) a8s1−d/m (t/s)−d/m a9 s e−bt
CR − a8s1−d/m (t/s)−d/m a9 s e−bt
SR − − a˜9e−b(t−s)
Table 4. The same as Table 3, but now for the response (43) to a change in the
strength of the noise correlation. The values of the different coefficients can be read
off from the equations in the main text.
yielding the same asymptotic behaviour. This scaling behaviour is shown in Fig. 3e,f
for the EW and MH cases. Comparing the expressions (48) and (39) we see that the
scaling properties of the response of the square of the surface width depends on how
the growing interface has been perturbed. More precisely we find that (1) the scaling
exponent a is independent of the protocol, but that (2) the autoresponse exponent λR
is now equal to d, i.e. the response of the system decays in the long time limit slower
when the perturbation is due to a change of the noise strength. Interestingly, the global
response to a change in D has the same power-law as the global autocorrelation.
3. Finally, if the perturbation continues until the saturation regime is reached, then
χD(t, s) ≈ dL
m
2m+1πmν
e−2q
m
min
ν(t−s) . (49)
If, on the other hand, we measure in the saturation regime the response to a perturbation
that ended before reaching that final regime, we have that
χD(t, s) ≈ d s e−2qmminνt . (50)
3.3. Global fluctuation-dissipation ratios
The fluctuation-dissipation ratio [54] has been introduced as a generalisation of the
celebrated fluctuation-dissipation theorem to non-equilibrium systems. Whereas this
ratio has some appealing features, as for example its simplicity and the possibility to
assign an effective temperature to a non-equilibrium system [55], many studies in model
systems have revealed major problems with that quantity, ranging from observable
dependent effective temperatures [56, 57] to the appearance of negative temperatures
[58, 59]. As a result, the usefulness of the fluctuation-dissipation ratio is in general very
restricted, even so it might occasionally yield interesting insights in specific systems.
The fluctuation-dissipation ratios of local quantities and the related effective
temperatures have also been studied for the one-dimensional EW equation [11] (higher
dimensional cases and the MH cases can be inferred from the equations given in [9]). This
study shows that the ratio of the response Rℓ(t, s) of the height to the height-height
correlation Cℓ(t, s) allows in the linear systems to characterise the different growth
regimes through an effective temperature.
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For a time-integrated linear response χ(t, s) and the conjugate correlation function
it is convenient to discuss the ratio
X(t, s) =
χ(t, s)
C(t, s)
(51)
and measure the limit value X∞ = lims−→∞ limt−→∞X(t, s) [16]. Strictly speaking,
taking this limit does not yield non-trivial results for our global quantities. Assuming
this system to be infinite (such that one remains in the correlated regime in the long-
time limit), one immediately sees from the Tables 2 and 3 that the trivial value X∞ = 0
is obtained for the global fluctuation-dissipation ratio, and it is not possible to introduce
a meaningful effective temperature. Still, the quantity X(t, s) does yield at finite times
a behaviour that is characteristic for the different regimes, as shown in Fig. 4 for the
ratio formed by the global response to a change in ν and the global correlation. In order
to understand this figure, let us look at a case (the case s = 1 in the figure) where
the waiting time is in the RD regime. If t ≈ s, i.e. t is also in that regime, the ratio
(51) is constant: X = dπ
m
D(d+m)
. If t is such that 1/qmax < lt < 1/qmin, i.e. t is in the
correlated regime, X is inversely proportional to t: X = d
2Dνm
t−1. The same behaviour,
albeit with a different pre-factor, is obtained if we consider the global response to a
change in D instead. Finally, in the saturation regime, with lt > 1/qmin, X is again
constant, with X = 2
d+m−1πm
dDLm
. These three regimes are separated by crossover regimes
when lt ≈ 1/qmax or lt ≈ 1/qmin. If we choose a different waiting time, s = 100 or
s = 10000 in Fig. 4, the ratio X(t, s), after some non-universal behaviour for t− s≪ s,
rapidly evolves towards the same master curve as the s = 1 data.
4. Non-linear growth
In order to assess the importance of non-linearities, we also studied global quantities
derived from the one-dimensional KPZ equation. We thereby complement the studies
[12, 15] which focused on local quantities.
The KPZ equation has been shown to describe faithfully kinetic roughening and to
be a paradigmatic model for the description of a large range of non-equilibrium systems
[2]. This well-known equation is given by the expression
∂h(x, t)
∂t
= ν∇2h(x, t) + λ(∇h(x, t))2 + η(x, t) (52)
and differs from the EW equation by the non-linear term proportional to the parameter
λ. Here η(x, t) is the usual Gaussian white noise with zero mean and covariance
〈η(x, t)η(y, s)〉 = Dδd(x − y)δ(t − s). The numerical integration of (52) has been
the subject of many studies and different discretisation schemes have been proposed in
order to handle the non-linearity (see, for example, [60, 61, 62, 63, 64]).
We also studied for this system the global correlation and response functions
introduced in the previous sections. In order to make sure that our results are
independent of the integration schemes, we computed these quantities using different
approaches, namely the scheme of Lam and Shin [61] as well as the strong coupling
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Figure 4. The global fluctuation-dissipation ratio for the one-dimensional EW case,
with m = 1. The ratio (51) displays a different behaviour in the different regimes.
The data have been obtained by numerically evaluating the exact expressions derived
in the previous subsections. The parameters are L = 500, D = 1, and ν = 0.001.
scheme proposed by Newman and co-workers [60, 65]. We carefully checked that we are
in the correlated regime at both times s and t. We also verified that both approaches
yield the same exponents and scaling functions for the studied quantities §. The data
obtained from both schemes differ by a non-universal pre-factor, as expected. Small
deviations between the data sets are observed for t ≈ s, but this is again expected as
for the Lam/Shin scheme we use finite values of λ, whereas the Newman scheme works
in the strong-coupling limit where λ −→∞.
Fig. 5 summarizes our main findings regarding the scaling behaviour of global
quantities in the one-dimensional KPZ universality class. For the autocorrelation (12)
we find the scaling form
C(t, s) = s2 fC(t/s) (53)
with fc(y) ∼ y−1/3 for y ≫ 1. For the response functions we note, and this is in strong
contrast to the results we obtained for the linear equations, that the scaling behaviour
§ Due to the very nature of the Newman algorithm, the surface tension is not a parameter that can be
changed in that scheme. Therefore, we only computed with that method the global correlation function
as well as the global response to a change in the noise strength.
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Figure 5. Log-log plots of global quantities as a function of t/s obtained from the one-
dimensional KPZ equation in the correlated regime: (a) global correlation (b), global
response to a change of the surface tension ν, and (c) global response to a change of
the noise strength D. The data in (a) and (c) have been obtained with the Newman
algorithm [60, 65], whereas the data in (b) result from the algorithm of Lam and Shin.
We checked that both algorithms produce the same exponents and scaling functions
for a given quantity. The system size is L = 10000, with λ = 1, ν = 1, and D = 1.
For the response shown in (b), ν has the value of 1.1 until time s at which point it is
changed to the value 1, whereas for (c) D was changed from the value 1.1 to 1 at time
s. The data shown have been obtained after averaging over 5× 106 realisations for the
correlation and 5× 105 realisations for the response. The lines indicate the asymptotic
power-law behaviour.
does not depend on the protocol that we use for perturbing the system ‖. Whether we
change the surface tension or the noise strength, we always end up with the following
scaling behaviour of the global response:
χ(t, s) = s2/3 fχ(t/s) (54)
with fχ(y) ∼ y−1/3 for y ≫ 1. This difference between the global response in the
linear and the non-linear cases is remarkable. At this stage, we can only speculate
on the origin of this, but it seems that the restoring mechanism, that is responsible
for the relaxation of the perturbed but still growing interface, originates in the non-
linearity, thereby yielding the same scaling behaviour independent of the nature of the
perturbation. Further studies seem to be in order to fully clarify this point.
‖ Noting that by rescaling the height h and the time t as h′ = λ1/3h and t′ = λ2/3t we can rewrite
the KPZ equation as
∂h′(x, t′)
∂t′
= ν′∇2h′(x, t′) + (∇h′(x, t′))2 + η(x, t′) ,
where ν′ = ν/(Dλ2)1/3 and the noise is still Gaussian with the same strength D, we only consider the
same two types of perturbations as for the linear systems.
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We can compare the scaling forms (53) and (54) with themselves as well as with
the scaling forms of the local quantities. We remark that we have: a = −2/3 and
aℓ = −1/3, b = −2 and bℓ = −2/3, λC = λχ = 1/3 and λCℓ = λχℓ = 2/3, i.e. the global
exponents always differ from their corresponding local exponents.
Finally, let us mention that also for the KPZ case one does not obtain non-trivial
limits for global fluctuation-dissipation ratios. Still, one can perform a similar analysis
as done in the previous section for the linear systems, thereby recovering the same three
regimes, but with a different dependence on t, X ∼ t−4/3, in the correlated regime.
5. Discussion and conclusion
Our study of global quantities in growth processes has revealed some interesting results,
especially in the correlated regime, and raises a range of open questions that warrant a
more in-depth study in the future.
A prediction of the scaling behaviour of our global quantities is far from obvious, due
to the complicated nature of the mean square width that involves all Fourier components
(with the exception of the zero mode) of the Fourier series representation of the surface
height. We find the available results to be compatible with the scaling form
C(t, s) = s4α/z+d/z fC(t/s) , (55)
with fC(y) ≈ y2α/z−1 for y ≫ 1, as is readily checked by recalling that for the linear
equations α = z−d
2
and z = m, whereas for the one-dimensional KPZ equation α = 1
2
and z = 3
2
. Similarly, for the the global response of the square of the surface width
to a change in the noise strength (we need to specify this for the linear systems) is
compatible with the scaling form
χ(t, s) = s2α/z fχ(t/s) , (56)
with fχ(y) ≈ y2α/z−1 for y ≫ 1. We are not able to derive these scaling forms at this
stage.
In fact, the situation for the response function is rather complex. The reason is of
course that for the linear systems the global response depends on how the system was
perturbed, as the different protocols lead to different scaling forms. This is different
for the non-linear KPZ equation, as here the same scaling forms are found for the
different perturbations. Obviously, the non-linearity provides an efficient smoothening
mechanism that allows the system to relax to the state of the unperturbed system in
a way that is independent on how the system has been perturbed. This mechanism is
absent in the linear systems, yielding the observed dependence of the response on the
protocol. A more quantitative study of this effect is left for the future.
Our study also reveals that in the correlated regime the usual limit value of the
fluctuation-dissipation ratio involving global quantities only leads to trivial results.
However, the ratio (51) at finite observation times still allows us to distinguish between
the different growth regimes.
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In order to measure a global response one needs to perturb in a uniform way the
system. On the level of the Langevin equations, this type of perturbation can only be
achieved by varying one of the parameters entering these equations. As we argued in
Section 2.3, based on the microscopic model, the surface tension ν is directly related
to the quantity conjugated to the square of the surface width. This is different for the
strength D of the noise correlator. It is therefore interesting to note the similarities in
the response of the squared width due to a change of either the surface tension or the
noise strength. In both cases the non-equilibrium exponents that govern the behaviour
in the ageing regime are not identical to the corresponding exponents describing the
correlation function of the squared width. This seems therefore to be a general property
of global two-time quantities.
Experimentally a global response is much easier to measure than a local one. Local
perturbations and local measurements are not easily achieved in a growing system. This
is different for a global response that is readily observed when changing the experimental
conditions, for example through a change in temperature, as this automatically affects
the whole system. Another advantage of studying global quantities in the context of
growth processes is seen at the upper critical dimension. Indeed, global quantities
continue to display a standard dynamical scaling behaviour at the critical dimension.
Local quantities, however, generically display a logarithmic dependence on time in that
case which makes an analysis much more demanding. For these reasons we hope that our
study will motivate other groups, especially experimental ones, to use global quantities
for the characterisation of non-equilibrium growth processes.
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