Про єдинiсть розв'язку крайової задачi для слабконелiнiйних iнтегро-диференцiальних рiвнянь з параметрами by Нестеренко, Ольга Борисівна
Український математичний вiсник
Том 9 (2012), № 4, 568 – 577
umb-logo2.eps
Про єдинiсть розв’язку крайової задачi для
слабконелiнiйних iнтегро-диференцiальних
рiвнянь з параметрами
Ольга Б. Нестеренко
(Представлена А. М. Самойленко)
Анотацiя. Встановлено умови iснування єдиного розв’язку крайо-
вої задачi для слабконелiнiйних iнтегро-диференцiальних рiвнянь з
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Вступ
Пристальна увага в даний час придiляється такiй областi теорiї
крайових задач, як дослiдження розв’язкiв задач, що мiстять параме-
три або в рiвняннi, або в крайових умовах. Дослiдженню iснування
та побудовi розв’язкiв крайових задач, коли параметр мiститься в
крайових умовах, присвячена стаття А. М. Самойленка, М. I. Ронто,
В. А. Ронто [12].
У монографiї О. А. Бойчука, В. Ф. Журавльова, А. М. Самойлен-
ка [1] висвiтлено пiдхiд до вивчення нетерових задач, до яких нале-
жать i задачi з обмеженнями.
Крайовi задачi з параметрами для багаточастотної коливної си-
стеми, для коливної системи з iмпульсною дiєю дослiджувались за
допомогою методу осереднення у роботах А. М. Самойленка, Р. I. Пе-
тришина, Л. М. Лакусти [8, 13], А. М. Самойленка, Я. Р. Петриши-
на [13].
У роботах М. I. Ронто [11, 12], В. А. Ронто [12] встановлюються
умови iснування розв’язкiв крайових задач з параметрами та засто-
совуються до них наближенi методи.
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Умови розв’язуваностi сингулярних iнтегральних рiвнянь з пара-
метрами та обмеженнями були розглянутi у статтiх О. Б. Полiщук [9].
У працях А. Ю. Лучки [3–5], О. I. Ковтун [2], О. Б. Полiщук [10],
В. А. Ферука [5,14,15] дослiдження задач з обмеженнями проводились
за допомогою задач з параметрами.
В статтi [7] автором були встановленi умови iснування розв’яз-
кiв крайової задачi для лiнiйних iнтегро-диференцiальних рiвнянь з
обмеженнями та обгрунтовано застосування до них iтерацiйного ме-
тоду.
Дана стаття присвячена питанням iснування i єдиностi розв’язку
крайової задачi для слабконелiнiйних iнтегро-диференцiальних рiв-
нянь з параметрами.
При розв’язаннi цих питань використовується методика, розро-
блена в [3–7].
1. Постановка задачi
Розглянемо iнтегро-диференцiальне рiвняння вигляду
(Lx)(t) = f(t) + C(t)λ + ε
b
∫
a
H(t, s)F
(
s, x(s), x′(s), . . . , x(m−1)(s)
)
ds,
(1.1) III3.1
i поставимо задачу знаходження такої функцiї x ∈ Wm2 [a, b] та пара-
метра λ ∈ Rl, якi задовольняють рiвняння (1.1) майже скрiзь, крайовi
умови та обмеження
U(x) = γ,
b
∫
a
S(t)x(t) dt = α. (1.2) III3.2
Якщо така пара (x(t), λ) iснує, то задачу (1.1), (1.2) вважаємо
сумiсною.
В зображеннях (1.1), (1.2) вважаємо
(Lx)(t) = x(m)(t) + p1(t)x
(m−1)(t) + · · · + pm(t)x(t), (1.3) III3.4
t ∈ [a, b], ε — достатньо малий невiд’ємний параметр, f ∈ L2[a, b],
{p1, . . . , pm} ⊂ L2[a, b], ядро H(t, s) — сумовне з квадратом за суку-
пнiстю змiнних, (1 × l)-матриця C(t), (l × 1)-матриця S(t), елементи
яких лiнiйно незалежнi функцiї сумовнi з квадратом на вiдрiзку [a, b],
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стала (m × 1)-матриця U , елементи якої мають вигляд
Uν(x) =
m
∑
i=1
(
ανix
(i−1)(a) + βνix
(i−1)(b)
)
,
та γ ∈ Rm, α ∈ Rl є заданими.
Вважаємо також, що оператор
(Fx)(t) = F (t, x(t), x′(t), . . . , x(m−1)(t))
вiдображає простiр Wm2 [a, b] в простiр L2[a, b]. Функцiя F : [a, b] ×
R
m → R, яка його породжує, задовольняє умову Лiпшиця
|F (t, u0, . . . , um−1) − F (t, v0, . . . , vm−1)| ≤
m−1
∑
i=0
τi|ui − vi|, (1.4) III3.3
для будь-яких {ui, vi} ⊂ R, τi ∈ R
+, i = 0, m − 1.
Використовуючи методику, розроблену в [3–7], встановимо, що за-
дача (1.1), (1.2) еквiвалентна iнтегральному рiвнянню без обмежень.
Розглянемо породжуючу задачу
(Ax)(t) = C(t)λ + y(t), U(x) = γ, (1.5) III3.6
b
∫
a
S(t)x(t)dt = α, (1.6) III3.7
де
(Ax)(t) = x(m)(t) + c1(t)x
(m−1)(t) + · · · + cm(t)x(t), (1.7) III3.8
задана функцiя y ∈ L2[a, b] i коефiцiєнти c1(t), . . . , cm(t) неперервнi
на вiдрiзку [a, b].
В статтi [7] було доведено, що у випадку, коли однорiдна задача
(Ax)(t) = C(t)λ, U(x) = 0,
b
∫
a
S(t)x(t) dt = 0 (1.8) III3.9
має лише тривiальний розв’язок, iснують такi вектор σ ∈ Rl, функцiї
h(t), G(t, s) та (l×1)-матриця Γ(s), що єдиний розв’язок неоднорiдної
задачi (1.5), (1.6) зображується формулами
x(t) = h(t) +
b
∫
a
G(t, s)y(s) ds, λ = σ +
b
∫
a
Γ(s)y(s) ds. (1.9) III3.10
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Запишемо рiвняння (1.1) у виглядi
x(m)(t) + c1(t)x
(m−1)(t) + · · · + cm(t)x(t)
= x(m)(t) + c1(t)x
(m−1)(t) + · · · + cm(t)x(t)
− x(m)(t) − p1(t)x
(m−1)(t) − · · · − pm(t)x(t) + f(t) + C(t)λ
+ ε
b
∫
a
H(t, s)F
(
s, x(s), x′(s), . . . , x(m−1)(s)
)
ds. (1.10) III3.11
Ввiвши позначення
rk(t) = ck(t) − pk(t), k = 1, m,
y(t) = f(t) + r1(t)x
(m−1)(t) + · · · + rm(t)x(t)
+ ε
b
∫
a
H(t, s)F
(
s, x(s), x′(s), . . . , x(m−1)(s)
)
ds (1.11) III3.12
i, використавши формулу (1.7), вираз (1.10) можна записати у виглядi
(Ax)(t) = C(t)λ + y(t).
Отже, задача (1.1), (1.2) стала задачею (1.5), (1.6), остання з яких
стосовно однорiдної задачi (1.8) має єдиний розв’язок, який зображу-
ється формулами (1.9).
Пiдставимо перший вираз у зображеннях (1.9) у праву частину
спiввiдношення (1.11)
y(t) = f(t) + r1(t)h
(m−1)(t) + · · · + rm(t)h(t)
+
b
∫
a
(
r1(t)
∂m−1
∂tm−1
G(t, s) + · · · + rm(t)G(t, s)
)
y(s) ds
+ ε
b
∫
a
H(t, s)F
(
s, h(s) +
b
∫
a
G(s, ξ)y(ξ) dξ, . . .
. . . , h(m−1)(s) +
b
∫
a
∂m−1
∂sm−1
G(s, ξ)y(ξ) dξ
)
ds. (1.12) III3.13
Вiзьмемо до уваги, що
(Ax)(t) − (Lx)(t) = (Bx)(t) = r1(t)h
(m−1)(t) + · · · + rm(t)x(t) (1.13) III3.14
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i позначимо через
K(t, s) = (BG)(t, s) = r1(t)
∂m−1
∂tm−1
G(t, s) + · · · + rm(t)G(t, s), (1.14) III3.15
g(t) = f(t) + (Bh)(t) = f(t) + r1(t)h
(m−1)(t) + · · · + rm(t)h(t).
Тепер iнтегральне рiвняння (1.12) набуває вигляду
y(t) = g(t) +
b
∫
a
K(t, s)y(s) ds
+ ε
b
∫
a
H(t, s)F
(
s, h(s) +
b
∫
a
G(s, ξ)y(ξ)dξ, . . .
. . . , h(m−1)(s) +
b
∫
a
∂m−1
∂sm−1
G(s, ξ)y(ξ) dξ
)
ds. (1.15) III3.17
Нескладними мiркуваннями можна встановити твердження: за-
дача (1.1), (1.2) рiвносильна iнтегральному рiвнянню (1.15). Рiвно-
сильнiсть розумiється в такому сенсi: якщо y∗ ∈ L2[a, b] є розв’язком
рiвняння (1.15), то (x∗(t), λ∗) — розв’язок крайової задачi (1.1), (1.2),
причому
x∗(t) = h(t) +
b
∫
a
G(t, s)y∗(s) ds, λ∗ = σ +
b
∫
a
Γ(s)y∗(s) ds. (1.16) III3.18
I, навпаки, якщо (x∗(t), λ∗) є розв’язком задачi (1.1), (1.2), то функцiя
y∗(t) = (Ax∗)(t) − C(t)λ∗ (1.17) III3.19
є розв’язком рiвняння (1.15).
Дiйсно, нехай y∗(t) — розв’язок iнтегрального рiвняння (1.15). То-
дi функцiя x∗(t) i параметр λ∗, якi визначаються формулами (1.16) —
це розв’язок задачi (1.1), (1.2).
Справдi, оскiльки нескладно переконатися у правильностi рiвно-
стей
(Ax∗)(t) = C(t)λ∗ + y∗(t), U(x∗) = γ,
b
∫
a
S(t)x∗(t) dt = α, (1.18) III3.29
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то, очевидно, крайовi умови (1.2) виконуються. Встановимо, що фун-
кцiя x∗(t) задовольняє рiвняння (1.1). Для цього використаємо фор-
мули (1.13), (1.18), (1.16), (1.14), за допомогою яких отримаємо:
f(t) + C(t)λ∗ − (Lx∗)(t) = f(t) + C(t)λ∗ − (Ax∗)(t) + (Bx∗)(t)
= f(t) − y∗(t) + r1(t)
(
h(t) +
b
∫
a
G(t, s)y∗(s) ds
)(m−1)
+ · · · + rm(t)
(
h(t) +
b
∫
a
G(t, s)y∗(s) ds
)
= g(t) − y∗(t) +
b
∫
a
K(t, s)y∗(s) ds. (1.19) III3.30
Отже, врахувавши ще формули (1.19) та (1.16), остаточно маємо
f(t) + C(t)λ∗ − (Lx∗)(t) + ε
b
∫
a
H(t, s)F (s, x∗(s), . . . , x∗(m−1)(s)) ds
= g(t) − y∗(t) +
b
∫
a
K(t, s)y∗(s) ds
+ ε
b
∫
a
H(t, s)F
(
s, h(s) +
b
∫
a
G(s, ξ)y∗(ξ)dξ, . . .
. . . ,
dm−1
dsm−1
(
h(s) +
b
∫
a
G(s, ξ)y∗(ξ) dξ
))
ds = 0.
Дiйсно задача (1.1), (1.2) має розв’язок (x∗(t), λ∗), який однозначно
визначається за формулами (1.16) i вiдомому розв’язку y∗(t) iнте-
грального рiвняння (1.15).
Навпаки, нехай (x∗(t), λ∗) — розв’язок задачi (1.1), (1.2). Оскiль-
ки за визначенням розв’язку функцiя x∗(t) належить класу Wm2 [a, b]
i задовольняє умови (1.2), то, як це встановлено вище, правильна рiв-
нiсть
x∗(t) = h(t) +
b
∫
a
G(t, s)(Ax∗)(s) ds. (1.20) III3.31
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Тепер встановимо, що функцiя y∗(t), яка визначається формулою
(1.17) — це розв’язок iнтегрального рiвняння (1.15). На основi формул
(1.17) та (1.20) маємо
h(t) +
b
∫
a
G(t, s)y∗(s) ds = h(t) +
b
∫
a
G(t, s)(Ax∗)(s) ds = x∗(t), (1.21) III3.33
Використавши позначення (1.14) та вираз (1.21), отримаємо
g(t) +
b
∫
a
K(t, s)y∗(s) ds = f(t) + (Bh)(t)
+
b
∫
a
(BG)(t, s)y∗(s) ds = f(t) + (Bx∗)(t), (1.22) III3.34
F
(
s, h(s)+
b
∫
a
G(s, ξ)y∗(ξ) dξ, . . . ,
dm−1
dsm−1
(
h(s)+
b
∫
a
G(s, ξ)y∗(ξ) dξ
))
= F
(
s, x∗(s), . . . ,
dm−1
dsm−1
x∗(s)
)
. (1.23) III3.35
Пiдставивши вираз (1.17) в рiвняння (1.15) i врахувавши формули
(1.22), (1.23) та (1.13) остаточно маємо
g(t) − y∗(s) +
b
∫
a
K(t, s)y∗(s) ds
+ ε
b
∫
a
H(t, s)F
(
s, h(s) +
b
∫
a
G(s, ξ)y∗(ξ) dξ, . . .
. . . ,
dm−1
dsm−1
(
h(s) +
b
∫
a
G(s, ξ)y∗(ξ) dξ
))
ds = f(t) − (Lx∗)(t) + C(t)λ∗
+ ε
b
∫
a
H(t, s)F
(
s, x∗(s), . . . ,
dm−1
dsm−1
x∗(s)
)
ds = 0, (1.24) III3.36
оскiльки (x∗(t), λ∗) — розв’язок рiвняння (1.1). Рiвнiсть (1.24) засвiд-
чує, що справдi функцiя y∗(t), що знаходиться за формулою (1.17), є
розв’язком iнтегрального рiвняння (1.15).
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n:t1 Теорема 1.1 ([6]). Якщо допомiжна задача (1.5), (1.6) має єдиний
розв’язок, то задача (1.1), (1.2) сумiсна тодi i тiльки тодi, коли
iснує розв’язок рiвняння (1.15).
n:t2 Теорема 1.2. Якщо породжуюча задача (1.5), (1.6) має єдиний
розв’язок, то єдиний розв’язок задачi (1.1), (1.2) iснує лише тодi,
коли iнтегральне рiвняння (1.15) має єдиний розв’язок.
Доведення. Нехай y∗(t) — єдиний розв’язок iнтегрального рiвняння
(1.15), тодi згiдно з теоремою 1.1, iснує розв’язок задачi (1.1), (1.2),
який визначається формулами (1.9).
Припустимо, що задача (1.1), (1.2) має ще другий розв’язок
(x̄(t), λ̄), вiдмiнний вiд першого (x∗(t), λ∗), тобто x̄(t) 6= x∗(t), λ̄ 6= λ∗
або виконується хоча б одна iз цих нерiвностей.
Тодi за теоремою 1.1 функцiя
ȳ(t) = (Ax̄)(t) − C(t)λ̄ (1.25) III3.38
є розв’язком iнтегрального рiвняння (1.15). Справедливiсть рiвностi
y∗(t) − ȳ(t) = (Ax∗ − Ax̄)(t) + C(t)(λ̄ − λ∗) (1.26) III3.39
випливає iз (1.17) та (1.25). За припущенням, iнтегральне рiвняння
(1.15) має лише один розв’язок, тобто y∗(t) = ȳ(t). Ввiвши позначення
u(t) = x∗(t)− x̄(t), µ = λ∗ − λ̄, та, прийнявши до уваги (1.26) i те, що
x∗(t), x̄(t) задовольняють однi i тi ж самi крайовi умови, отримаємо
(Au)(t) = C(t)µ, U(u) = 0,
b
∫
a
S(t)u(t) dt = 0. (1.27) III3.40
Рiвностi (1.27) виконуються лише тодi, коли u(t) = 0, µ = 0. Отже,
x∗(t) = x̄(t), λ∗ = λ̄, а це протирiчить припущенню. Таким чином,
якщо iнтегральне рiвняння має єдиний розв’язок, то iснує тiльки єди-
ний розв’язок задачi (1.1), (1.2).
Навпаки, нехай вiдомо, що задача (1.1), (1.2) має єдиний розв’язок
(x∗(t), λ∗). За теоремою 1.1 функцiя y∗(t), що визначається формулою
(1.17), — це розв’язок iнтегрального рiвняння (1.15). Також неважко
впевнитись у справедливостi формул
x∗(t) = h(t) +
b
∫
a
G(t, s)((Ax∗)(s) − C(s)λ∗) ds, (1.28) III3.41
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λ∗ = σ +
b
∫
a
Γ(s)((Ax∗)(s) − C(s)λ∗) ds = 0. (1.29) III3.42
Припустимо, що iснує ще один розв’язок ȳ(t) iнтегрального рiв-
няння (1.15), такий, що ȳ(t) 6= y∗(t). Тодi i задача (1.1), (1.2)має ще
один розв’язок
x̄(t) = h(t) +
b
∫
a
G(t, s)ȳ(s) ds, λ̄ = σ +
b
∫
a
Γ(s)ȳ(s) ds. (1.30) III3.44
На основi формул (1.28), (1.29), (1.17) та (1.30) маємо
x∗(t) − x̄(t) =
b
∫
a
G(t, s)(y∗(s) − ȳ(s)) ds, (1.31) III3.45
λ∗ − λ̄ =
b
∫
a
Γ(s)(y∗(s) − ȳ(s)) ds. (1.32) III3.46
Оскiльки задача (1.1), (1.2) має лише один розв’язок, то x∗(t) =
x̄(t), λ∗ = λ̄, а тому рiвностi (1.31), (1.32) приймуть вигляд
b
∫
a
G(t, s)(y∗(s) − ȳ(s)) ds = 0,
b
∫
a
Γ(s)(y∗(s) − ȳ(s)) ds = 0. (1.33) III3.47
Рiвностi (1.33) є можливими лише в тому випадку, коли y∗(t) = ȳ(t),
що суперечить припущенню. Таким чином, iз єдиностi розв’язку за-
дачi (1.1), (1.2) випливає єдинiсть розв’язку iнтегрального рiвняння
(1.15).
Лiтература
N1 [1] А. А. Бойчук, В. Ф. Журавлев, А. М. Самойленко, Обобщенно-обратные
операторы и нетеровы краевые задачи, К.: Iн-т математики НАН Украины,
1995, 319 с.
N2 [2] О. I. Ковтун, Проекцiйно-iтеративнi методи для iнтегральних рiвнянь з
слабкою нелiнiйнiстю i додатковими умовами // Нелiнiйнi коливання, 3
(2000), No. 3, 365–374.
N3 [3] А. Ю. Лучка, Интегральные уравнения с ограничениями и методы их реше-
ния // Кибернетика и систем. анализ, (1996), No. 3, 82–96.
N4 [4] А. Ю. Лучка, О. М. Вознюк, Iтерацiйний метод для iнтегральних рiвнянь
з обмеженнями // Нелiнiйнi коливання, 5 (2002), No. 3, 179–192.
О. Б. Нестеренко 577
N5 [5] А. Ю. Лучка, В. А. Ферук, Модифiкований проекцiйно-iтеративний метод
для систем квазiлiнiйних диференцiальних рiвнянь iз запiзненням та обме-
женням // Нелiнiйнi коливання, 7 (2004), No. 2, 188–207.
N6 [6] А. Ю. Лучка, О. Б. Нестеренко, Методи розв’язування крайових задач для
слабконелiнiйних iнтегро-диференцiальних рiвнянь з параметрами i обме-
женнями // Укр. мат. журн., 61 (2009), No. 5, 672–679.
N7 [7] О. Б. Нестеренко, Iтерацiйний метод розв’язування iнтегро-диференцiаль-
них рiвнянь з обмеженнями // Нелiнiйнi коливання, 10 (2007), No. 3, 336–
347.
N8 [8] Р. I. Петришин, Л. М. Лакуста, Оцiнки похибки методу усереднення в iм-
пульсних крайових задачах з параметрами // Нелiнiйнi коливання, 5 (2002),
No. 2, 193–200.
N9 [9] О. Б. Полiщук, Модифiкований проекцiйно-iтеративний метод розв’язува-
ння сингулярних iнтегральних рiвнянь з параметрами та малою нелiнiйнi-
стю // Укр. мат. журн., 51 (1999), No. 3, 418–423.
N10 [10] О. Б. Полiщук, Умови сумiсностi задачi з обмеженнями для сингулярних
iнтегральних рiвнянь // Нелiнiйнi коливання, 3 (2000), No. 4, 511–514.
N11 [11] Н. И. Ронто, Некоторые точные условия разрешимости начальной задачи
для систем линейных функционально-диференциальных уравнений // Нелi-
нiйнi коливання, 7 (2004), No. 4, 538–554.
N12 [12] Н. И. Ронто, В. А. Ронто, Об одном методе исследования краевых задач с
параметрами, Краевые задачи математической физики, Киев: Наук. думка,
1990, 3–10.
N13 [13] А. М. Самойленко, Р. I. Петришин, Л. М. Лакуста, Усереднення крайових
задач з параметрами для багатоточкових iмпульсних систем // Укр. мат.
журн, 54 (2002), No. 9, 1237–1249.
N14 [14] В. А. Ферук, Iтерацiйний метод для систем нелiнiйних диференцiальних
рiвнянь iз запiзненням та обмеженнями // Нелiнiйнi коливання, 6 (2003),
No. 3, 428–436.
N15 [15] В. А. Ферук, Один варiант проекцiйно-iтеративного методу для систем
лiнiйних диференцiальних рiвнянь iз запiзненням нейтрального типу та
обмеженнями // Нелiнiйнi коливання, 9 (2006), No. 4, 564–573.
Вiдомостi про авторiвjournalg
Ольга Б.
Нестеренко
Київський нацiональний унiверситет
технологiй та дизайну
вул. Немировича-Данченка, 2,
Київ, 01601,
Україна
E-Mail: Olga_kiev@mail.ru
