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Learning methods have been widely applied in computer vision to learn
how to solve tasks such as image classification. While this is highly sim-
plified from the original goal of enabling computers to process visual data
with similar sophistication to humans, the high variability of visual data
and intractability of complex models has slowed attempts to more directly
solve vision problems. This course will cover an exciting new develop-
ment in machine learning that has enabled systems to better model the
visual world: structured output learning. Kernel methods are most com-
monly known through the popular support vector machine (SVM) clas-
sification algorithm, which is capable of predicting binary outputs. One
view of structured output learning is as a generalisation of the SVM algo-
rithm to the direct prediction of more complex and interdependent output
spaces. Many problems in computer vision are more appropriately framed
as the prediction of an interdependent structured representation, such as
an image segmentation, or scene layout. Though these learning tasks may
seem disparate, we will see that through an appropriate task represen-
tation the same underlying learning algorithms can be employed. The
approaches presented here are unified by a common set of assumptions
that ensure tractability for a large number of problems, while ensuring a
sufficiently rich representation for non-trivial learning, aided by the use
of kernels. Examples primarily focus on object detection and scene anal-
ysis, with a discussion of graphical models, kernel design, and inference
strategies [1, 2, 3, 4, 5, 6].
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