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Abstract. Super-resolution is an ill-posed problem, since it allows for
multiple predictions for a given low-resolution image. This fundamental
fact is largely ignored by state-of-the-art deep learning based approaches.
These methods instead train a deterministic mapping using combina-
tions of reconstruction and adversarial losses. In this work, we therefore
propose SRFlow: a normalizing flow based super-resolution method ca-
pable of learning the conditional distribution of the output given the
low-resolution input. Our model is trained in a principled manner us-
ing a single loss, namely the negative log-likelihood. SRFlow therefore
directly accounts for the ill-posed nature of the problem, and learns to
predict diverse photo-realistic high-resolution images. Moreover, we uti-
lize the strong image posterior learned by SRFlow to design flexible image
manipulation techniques, capable of enhancing super-resolved images by,
e.g., transferring content from other images. We perform extensive ex-
periments on faces, as well as on super-resolution in general. SRFlow out-
performs state-of-the-art GAN-based approaches in terms of both PSNR
and perceptual quality metrics, while allowing for diversity through the
exploration of the space of super-resolved solutions. Code will be made
available at github.com/andreas128/SRFlow.
RRDB [44] ProgFSR [20] SRFlow
LR Input
Output: Single SR Image Output: SR Image Distribution
Fig. 1. While prior work trains a deterministic mapping, SRFlow learns the distribution
of photo-realistic HR images for a given LR image. This allows us to explicitly account
for the ill-posed nature of the SR problem, and to sample diverse images. (8× upscaling)
ar
X
iv
:2
00
6.
14
20
0v
1 
 [c
s.C
V]
  2
5 J
un
 20
20
2 A. Lugmayr et al.
1 Introduction
Single image super-resolution (SR) is an active research topic with several impor-
tant applications. It aims to enhance the resolution of a given image by adding
missing high-frequency information. Super-resolution is therefore a fundamen-
tally ill-posed problem. In fact, for a given low-resolution (LR) image, there exist
infinitely many compatible high-resolution (HR) predictions. This poses severe
challenges when designing deep learning based super-resolution approaches.
Initial deep learning approaches [13,14,21,23,25] employ feed-forward archi-
tectures trained using standard L2 or L1 reconstruction losses. While these meth-
ods achieve impressive PSNR, they tend to generate blurry predictions. This
shortcoming stems from discarding the ill-posed nature of the SR problem. The
employed L2 and L1 reconstruction losses favor the prediction of an average over
the plausible HR solutions, leading to the significant reduction of high-frequency
details. To address this problem, more recent approaches [24,51,36,2,17,44] in-
tegrate adversarial training and perceptual loss functions. While this generates
sharper images with better perceptual quality, such methods only predict a sin-
gle super-resolution output, which does not fully account for the ill-posed nature
of the SR problem.
We address the limitations of the aforementioned approaches by learning the
conditional distribution of plausible HR images given the input LR image. To
this end, we design a conditional normalizing flow [12,35] architecture for image
super-resolution. Thanks to the exact log-likelihood training enabled by the flow
formulation, our approach can model expressive distributions over the HR image
space. This allows our network to learn the generation of photo-realistic SR
images that are consistent with the input LR image, without any additional
constraints or losses. Given an LR image, our approach can sample multiple
diverse SR images from the learned distribution. In contrast to conventional
methods, our network can thus explore the space of SR images (see Fig. 1).
Compared to standard GAN-based SR approaches [24,44], the proposed flow-
based solution exhibits a few key advantages. First, our method naturally learns
to generate diverse SR samples without suffering from mode-collapse, which is
particularly problematic in the conditional GAN setting [19,29]. Second, while
GAN-based SR networks require multiple losses with careful parameter tuning,
our network is stably trained with a single loss: the negative log-likelihood. Third,
the flow network employs a fully invertible encoder, capable of mapping any input
HR image to the latent flow-space and ensuring exact reconstruction. This allows
us to develop powerful image manipulation techniques for editing the predicted
SR image or any existing HR image.
Contributions: We propose SRFlow, a flow-based super-resolution network
capable of accurately learning the distribution of realistic HR images corre-
sponding to the input LR image. In particular, the main contributions of this
work are as follows: (i) We are the first to design a conditional normalizing flow
architecture that achieves state-of-the-art super-resolution quality. (ii) We in-
troduce new architectural considerations and training strategies for flow-based
SR. (iii) We harness the strong HR distribution learned by SRFlow to develop
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novel techniques for controlled image manipulation and editing. (iv) Although
only trained for super-resolution, we show that SRFlow is capable of image
denoising and restoration. (v) Comprehensive experiments for face and gen-
eral image super-resolution show that our approach outperforms state-of-the-art
GAN-based methods for both perceptual and reconstruction-based metrics.
2 Related Work
Single image SR: Super-resolution has long been a fundamental challenge
in computer vision due to its ill-posed nature. Early learning-based methods
mainly employed sparse coding based techniques [49,50,39,10] or local linear re-
gression [43,41,47]. The effectiveness of example-based deep learning for super-
resolution was first demonstrated by SRCNN [13], which further led to the de-
velopment of more effective network architectures [14,21,23,25]. However, these
methods do not reproduce the sharp details present in natural images due to
their reliance on L2 and L1 reconstruction losses. This was addressed in UR-
DGN [51], SRGAN [24] and more recent approaches [36,2,17,44] by adopting a
conditional GAN based architecture and training strategy. While these works
aim to predict one example, we undertake the more ambitious goal of learning
the distribution of all plausible reconstructions from the natural image manifold.
Stochastic SR: The problem of generating diverse super-resolutions has re-
ceived relatively little attention. This is partly due to the challenging nature of
the problem. While GANs were fundamentally designed to generate stochastic
output samples [16], conditional GANs are known to be extremely susceptible to
mode collapse since they easily learn to ignore the stochastic input signal [29,19].
Therefore, most conditional GAN based approaches for super-resolution and
image-to-image translation resort to purely deterministic mappings [33,24,44]. In
a concurrent work, Bahat & Michaeli [4] add a stochastic control signal into the
ESRGAN [44] architecture and discard the reconstruction loss to ensure larger
diversity in the output SR samples. Low-resolution consistency is then explic-
itly enforced as a post-processing step. Similarly, the very recent works [30,8]
also consider the stochastic SR in the GAN setting and address the ill-posed
nature of the problem. To that end they also explicitly enforce LR consistency.
In contrast to those works, we design a flow-based architecture trained using
the negative log-likelihood loss. This allows us to learn the conditional distri-
bution of HR images, without any additional consistency constraints or losses.
Hence, our image manipulation techniques employ only the learned invertible
flow network itself, not requiring an external consistency enforcing module as
in [4]. A different line of research [38,6,37] aims to exploit the internal patch
recurrence by only training the network on the input image itself. Recently [37]
employed this strategy to learn a GAN capable of stochastic sampling of differ-
ent super-resolutions. While this is an interesting direction, our goal is to exploit
large image datasets in order to learn a general and powerful distribution over
the image space. Lastly, fundamentally different from flow-based approaches, au-
toregressive techniques [32,9,34] have also been explored for probabilistic mod-
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elling of images. However, such models are yet to reach a competitive level for
single-image super resolution.
Normalizing flow: Generative modelling of natural images poses major chal-
lenges due to the high dimensionality and complex structure of the underly-
ing data distribution. While Generative Adversarial Networks (GANs) [16] have
been explored for several vision tasks, Normalizing Flow based models [11,35,12,22]
have received much less attention. These approaches parametrize a complex dis-
tribution py(y|θ) using an invertible neural network fθ, which maps samples
drawn from a simple (e.g. Gaussian) distribution pz(z) as y = f
−1
θ (z). This
allows the exact negative log-likelihood − log py(y|θ) to be computed by apply-
ing the change-of-variable formula. The network can thus be trained by directly
minimizing the negative log-likelihood using standard SGD-based techniques.
Recent works have investigated conditional flow models for point cloud gener-
ation [48] as well as class [26] and image [46,3] conditional generation of images.
The latter works [46,3] adapt the widely successful Glow architecture [22] to con-
ditional image generation by concatenating the encoded conditioning variable in
the affine coupling layers [11,12]. While [46] demonstrated some experimental
results for super-resolution, this was only performed for a 2× scale factor and
not in terms of perceptual quality metrics. While we also employ the conditional
flow paradigm for its theoretically appealing properties, our work differs from
these previous approaches in several aspects. First, we are the first to develop a
conditional flow architecture for SR that provides favorable or superior results
compared to state-of-the-art GAN-based methods. Second, we are the first to de-
velop powerful flow-based image manipulation techniques, applicable for guided
SR and to editing existing HR images. Third, we introduce new training and
architectural considerations. Lastly, we demonstrate the generality and strength
of our learned image posterior by applying SRFlow to image restoration tasks,
which are unseen during training.
3 Proposed Method: SRFlow
We formulate super-resolution as the problem of learning a conditional probabil-
ity distribution over high-resolution images, given an input low-resolution image.
This approach explicitly addresses the ill-posed nature of the SR problem by aim-
ing to capture the full diversity of possible SR images from the natural image
manifold. To this end, we design a conditional normalizing flow architecture,
allowing us to learn rich distributions using exact log-likelihood based training.
3.1 Conditional Normalizing Flows for Super-Resolution
The goal of super-resolution is to predict higher-resolution versions y of a given
low-resolution x image by generating the absent high-frequency details. While
most current approaches learn a deterministic mapping x 7→ y, we aim to capture
the full conditional distribution py|x(y|x,θ) of natural HR images y correspond-
ing to the LR image x. This constitutes a more challenging task, since the model
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must span a variety of possible HR images, instead of just predicting a single SR
output. Our intention is to train the parameters θ of the distribution in a purely
data-driven manner, given a large set of LR-HR training pairs {(xi,yi)}Mi=1.
The core idea of normalizing flow [11,35] is to parametrize the distribution
py|x using an invertible neural network fθ. In the conditional setting, fθ maps
an HR-LR image pair to a latent variable z = fθ(y; x). We require this function
to be invertible w.r.t. the first argument y for any LR image x. That is, the
HR image y can always be exactly reconstructed from the latent encoding z as
y = f−1θ (z; x). By postulating a simple distribution pz(z) (e.g. a Gaussian) in
the latent space z, the conditional distribution py|x(y|x,θ) is implicitly defined
by the mapping y = f−1θ (z; x) of samples z ∼ pz. The key aspect of normalizing
flows is that the probability density py|x can be explicitly computed as,
py|x(y|x,θ) = pz
(
fθ(y; x)
) ∣∣∣∣det ∂fθ∂y (y; x)
∣∣∣∣ . (1)
It is derived by applying the change-of-variables formula for densities, where the
second factor is the resulting volume scaling given by the determinant of the
Jacobian ∂fθ∂y . The expression (1) allows us to train the network by minimizing
the negative log-likelihood (NLL) for training samples pairs (x,y),
L(θ; x,y) = − log py|x(y|x,θ) = − log pz
(
fθ(y; x)
)− log ∣∣∣∣det ∂fθ∂y (y; x)
∣∣∣∣ . (2)
HR image samples y from the learned distribution py|x(y|x,θ) are generated by
applying the inverse network y = f−1θ (z; x) to random latent variables z ∼ pz.
In order to achieve a tractable expression of the second term in (2), the
neural network fθ is decomposed into a sequence of N invertible layers h
n+1 =
fnθ (h
n; gθ(x)), where h
0 = y and hN = z. We let the LR image to first be
encoded by a shared deep CNN gθ(x) that extracts a rich representation suitable
for conditioning in all flow-layers, as detailed in Sec. 3.3. By applying the chain
rule along with the multiplicative property of the determinant [12], the NLL
objective in (2) can be expressed as
L(θ; x,y) = − log pz(z)−
N−1∑
n=0
log
∣∣∣∣det ∂fnθ∂hn (hn; gθ(x))
∣∣∣∣ . (3)
We thus only need to compute the log-determinant of the Jacobian
∂fnθ
∂hn for each
individual flow-layer fnθ . To ensure efficient training and inference, the flow layers
fnθ thus need to allow efficient inversion and a tractable Jacobian determinant.
This is further discussed next, where we detail the employed conditional flow
layers fnθ in our SR architecture. Our overall network architecture for flow-based
super-resolution is depicted in Fig. 2.
3.2 Conditional Flow Layers
The design of flow-layers fnθ requires care in order to ensure a well-conditioned
inverse and a tractable Jacobian determinant. This challenge was first addressed
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Fig. 2. SRFlow’s conditional normalizing flow architecture. Our model con-
sists of an invertible flow network fθ, conditioned on an encoding (green) of the low-
resolution image. The flow network operates at multiple scale levels (gray). The input
is processed through a series of flow-steps (blue), each consisting of four different lay-
ers. Through exact log-likelihood training, our network learns to transform a Gaussian
density pz(z) to the conditional HR-image distribution py|x(y|x,θ). During training,
an LR-HR (x,y) image pair is input in order to compute the negative log-likelihood
loss. During inference, the network operates in the reverse direction by inputting the
LR image along with a random variables z = (zl)
L
l=1 ∼ pz, which generates sample SR
images from the learned distribution py|x.
in [12,11] and has recently spurred significant interest [22,5,15]. We start from the
unconditional Glow architecture [22], which is itself based on the RealNVP [12].
The flow layers employed in these architectures can be made conditional in a
very straight-forward manner [46,3]. We briefly review them here along with our
introduced Affine Injector layer.1
Conditional Affine Coupling: The affine coupling layer [12,11] provides a
simple and powerful strategy for constructing flow-layers that are easily invert-
ible. It is trivially extended to the conditional setting as follows,{
hn+1A = h
n
A
hn+1B = exp
(
fnθ,s(h
n
A; u)
) · hnB + fnθ,b(hnA; u) . (4)
Here, hn = (hnA,h
n
B) is a partition of the activation map in the channel di-
mension. Moreover, u is the conditioning variable, set to the encoded LR image
u = gθ(x) in our work. Note that f
n
θ,s and f
n
θ,b represent arbitrary neural net-
works that generate the scaling and bias of hnB . The Jacobian of (9) is triangular,
enabling the efficient computation of its log-determinant as
∑
ijk f
n
θ,s(h
n
A; u)ijk.
Invertible 1 × 1 Convolution: General convolutional layers are often in-
tractable to invert or evaluate the determinant of. However, [22] demonstrated
that a 1× 1 convolution hn+1ij = Whnij can be efficiently integrated since it acts
on each spatial coordinate (i, j) independently, which leads to a block-diagonal
structure. We use the non-factorized formulation in [22].
1 See appendix for details.
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Actnorm: This provides a channel-wise normalization through a learned scaling
and bias. We keep this layer in its standard un-conditional form [22].
Squeeze: It is important to process the activations at different scales in order to
capture correlations and structures over larger distances. The squeeze layer [22]
provides an invertible means to halving the resolution of the activation map hn
by reshaping each spatial 2× 2 neighborhood into the channel dimension.
Affine Injector: To achieve more direct information transfer from the low-
resolution image encoding u = gθ(x) to the flow branch, we additionally intro-
duce the affine injector layer. In contrast to the conditional affine coupling layer,
our affine injector layer directly affects all channels and spatial locations in the
activation map hn. This is achieved by predicting an element-wise scaling and
bias using only the conditional encoding u,
hn+1 = exp
(
fnθ,s(u)
) · hn + fθ,b(u) . (5)
Here, fθ,s and fθ,s can be any network. The inverse of (5) is trivially obtained
as hn = exp(−fnθ,s(u)) · (hn+1 − fnθ,b(u)) and the log-determinant is given by∑
ijk f
n
θ,s(u)ijk. Here, the sum ranges over all spatial i, j and channel indices k.
3.3 Architecture
Our SRFlow architecture consists of the invertible flow network fθ and the LR
encoder gθ. The flow network is organized into L levels, each operating at a
resolution of H
2l
× W
2l
, where l ∈ {1, . . . , L} is the level number and H ×W is the
HR resolution. Each level itself contains K number of flow-steps.
Flow-step: Each flow-step in our approach consists of four different layers,
as visualized in Fig. 2. The Actnorm if applied first, followed by the 1 × 1
convolution. We then apply the two conditional layers, first the Affine Injector
followed by the Conditional Affine Coupling.
Level transitions: Each level first performs a squeeze operation that effec-
tively halves the spatial resolution. We observed that this layer can lead to
checkerboard artifacts in the reconstructed image, since it is only based on pixel
re-ordering. To learn a better transition between the levels, we therefore remove
the conditional layers first few flow steps after the squeeze (see Fig. 2). This
allows the network to learn a linear invertible interpolation between neighboring
pixels. Similar to [22], we split off 50% of the channels before the next squeeze
layer. Our latent variables (zl)
L
l=1 thus model variations in the image at different
resolutions, as visualized in Fig. 2.
Low-resolution Encoding Network gθ: SRFlow allows for the use of any
differentiable architecture for the LR encoding network gθ, since it does not need
to be invertible. Our approach can therefore benefit from the advances in stan-
dard feed-forward SR architectures. In particular, we adopt the popular CNN
architecture based on Residual-in-Residual Dense Blocks (RRDB) [44], which
builds upon [25,24]. It employs multiple residual and dense skip connections,
without any batch normalization layers. We first discard the final upsampling
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layers in the RRDB architecture since we are only interested in the underlying
representation and not the SR prediction. In order to capture a richer repre-
sentation of the LR image at multiple levels, we additionally concatenate the
activations after each RRDB block to form the final output of gθ.
Details: We employ K = 16 flow-steps at each level, with two additional
unconditional flow-steps after each squeeze layer (discussed above). We employ
L = 3 and L = 4 levels for SR factors 4× and 8× respectively. For general image
SR, we use the standard 23-block RRDB architecture [44] for the LR encoder gθ.
For faces, we reduce to 8 blocks for efficiency. The networks fnθ,s and f
n
θ,b in the
conditional affine coupling (9) and the affine injector (5) are constructed using
two shared convolutional layers with ReLU, followed by a final convolution.
3.4 Training Details
We train our entire SRFlow network using the negative log-likelihood loss (3).
We sample batches of 16 LR-HR image pairs (x,y). During training, we use an
HR patch size of 160× 160. As optimizer we use Adam with a starting learning
rate of 5 · 10−4, which is As optimizer we use Adam with a starting learning
rate of 5 · 10−4, which is halved at 50%, 75%, 90% and 95% of the total training
iteration. To increase training efficiency, we first pre-train the LR encoder gθ
using an L1 loss for 200k iterations. We then train our full SRFlow architecture
using only the loss (3) for 200k iterations. Our network takes 5 days to train on
a single NVIDIA V100 GPU. Further details are provided in the appendix.
Datasets: For face super-resolution, we use the CelebA [27] dataset. Similar
to [22,20], we pre-process the dataset by cropping aligned patches, which are
resized to the HR resolution of 160 × 160. We employ the full train split, con-
sisting of about 160k images. For general SR, we use the same training data as
ESRGAN [44], consisting of the train split of 800 DIV2k [1] along with 2650 im-
ages from Flikr2K. The LR images are constructed using the standard MATLAB
bicubic kernel.
4 Applications and Image Manipulations
In this section, we explore the use of our SR-Flow network for a variety of applica-
tions and image manipulation tasks. Our techniques exploit two key advantages
of our SR-Flow network, which are not present in GAN-based super-resolution
approaches [44]. First, our network models a distribution py|x(y|x,θ) in HR-
image space, instead of only predicting a single image. It therefore possesses great
flexibility by capturing a variety of possible HR predictions. This allows differ-
ent predictions to be explored using additional guiding information or random
sampling. Second, the flow network fθ(y; x) is a fully invertible encoder-decoder.
Hence, any HR image y˜ can be encoded into the latent space as z˜ = fθ(y˜; x)
and exactly reconstructed as y˜ = f−1θ (z˜; x). This bijective correspondence allows
us to flexibly operate in both the latent and image space.
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Fig. 3. Random SR samples generated by SRFlow using the given LR image (top left).
4.1 Stochastic Super-resolution
The distribution py|x(y|x,θ) learned by our SR-Flow can be explored by sam-
pling different SR predictions as y(i) = f−1θ (z
(i); x), z(i) ∼ pz for a given LR
image x. As commonly observed for flow-based models [22], the best results
are achieved when sampling with a slightly lower variance. We therefore use a
Gaussian z(i) ∼ N (0, τ) with variance τ (also called temperature). Results are
visualized in Fig. 3. Our approach generates a large variety of SR images, in-
cluding differences in e.g. hair and facial attributes, while preserving consistency
with the LR image. Since our latent variables zijkl are spatially localized, specific
parts can be re-sampled, as shown in Fig. 3, enabling more controlled interactive
editing and exploration of the SR image.
4.2 LR-Consistent Style Transfer
Our SR-Flow allows transferring the style of an existing HR image y˜ when super-
resolving an LR image x. This is performed by first encoding the source HR
image as z˜ = fθ(y˜; d↓(y˜)), where d↓ is the down-scaling operator. The encoding
z˜ can then be used to as the latent variable for the super-resolution of x as y =
f−1θ (z˜; x). This operation can also be performed on local regions of the image.
Source Target Transferred Source Target Transferred
Fig. 4. Visualization of applying latent space transfer from the region marked by the
box to the target image. The latter consists of an 8× SR image generated by SRFlow.
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Examples in Fig. 4 show the transfer in the style of facial characteristics, hair
and eye color. Our SR-Flow network automatically aims to ensure consistency
with the LR image without any additional constraints.
4.3 Latent Space Normalization
We develop more advanced image manipulation techniques by taking advantage
of the invertability of the SR-Flow network fθ and the learned super-resolution
posterior. The core idea of our approach is to map any HR image containing
desired content to the latent space, where the latent statistics can be normalized
in order to make it consistent with the low-frequency information in the given
LR image. Let x be a low-resolution image and y˜ be any high-resolution image,
not necessarily consistent with the LR image x. For example, y˜ can be an edited
version of a super-resolved image or a guiding image for the super-resolution
image. Our goal is to achieve an HR image y, containing image content from y˜,
but that is consistent with the LR image x.
The latent encoding for the given image pair is computed as z˜ = fθ(y˜; x).
Note that our network is trained to predict consistent and natural SR images for
latent variables sampled from a standard Gaussian distribution pz = N (0, I).
Since y˜ is not necessarily consistent with the LR image x, the latent variables
z˜ijkl do not have the same statistics as if independently sampled from zijkl ∼
N (0, τ). Here, τ denotes an additional temperature scaling of the desired latent
distribution. In order to achieve desired statistics, we normalize the first two
moments of collections of latent variables. In particular, if {zi}N1 ∼ N (0, τ) are
independent, then it is well known [31] that their empirical mean µˆ and variance
σˆ2 are distributed according to,
µˆ =
1
N
N∑
i=1
zi ∼ N
(
0,
τ
N
)
, σˆ2 =
1
N−1
N∑
i=1
(zi− µˆ)2 ∼ Γ
(
N−1
2
,
2τ
N−1
)
. (6)
Here, Γ (k, θ) is a gamma distribution with shape and scale parameters k and θ
respectively. For a given collection Z˜ ⊂ {zijkl} of latent variables, we normalize
their statistics by first sampling a new mean µˆ and variance σˆ2 according to (6),
where N = |Z˜| is the size of the collection. The latent variables in the collection
are then normalized as,
zˆ =
σˆ
σ˜
(z˜ − µ˜) + µˆ , ∀z˜ ∈ Z˜ . (7)
Here, µ˜ and σ˜2 denote the empirical mean and variance of the collection Z˜.
The normalization in (7) can be performed using different collections Z˜.
We consider three different strategies in this work. Global normalization is
performed over the entire latent space, using Z˜ = {zijkl}ijkl. For local nor-
malization, each spatial position i, j in each level l is normalized independently
as Z˜ijl = {zijkl}k. This better addresses cases where the statistics is spatially
varying. Spatial normalization is performed independently for each feature
SRFlow: Learning the Super-Resolution Space with Normalizing Flow 11
Source Target y Input y˜ Transferred yˆ
(a) Image content transfer for an existing HR
image (top) and an SR prediction (bottom).
Content from the source is applied directly to
the target. By applying latent space normaliza-
tion in our SRFlow, the content is integrated.
Original Direct SR Restored
(b) Image restoration example. Di-
rectly super-resolving the LR of
the original removes noise but does
not preserve details. Our SRFlow
restoration also directly employs
the original image by performing
latent space normalization.
Fig. 5. Example applications of our latent space normalization technique.
channel k and level l, using Z˜kl = {zijkl}ij . It addresses global effects in the
image that activates certain channels, such as color shift or noise. In all three
cases, normalized latent variable zˆ is obtained by applying (7) for all collections,
which is an easily parallelized computation. The final HR image is then recon-
structed as yˆ = f−1θ (zˆ,x). Note that our normalization procedure is stochastic,
since a new mean µˆ and variance σˆ2 are sampled independently for every collec-
tion of latent variables Z˜. This allows us to sample from the natural diversity of
predictions yˆ, that integrate content from y˜. Next, we explore our latent space
normalization technique for different applications.
4.4 Image Content Transfer
Here, we aim to manipulate an HR image by transferring content from other
images. Let x be an LR image and y a corresponding HR image. If we are
manipulating a super-resolved image, then y = f−1θ (z,x) is an SR sample of x.
However, we can also manipulate an existing HR image y by setting x = d↓(y) to
the down-scaled version of y. We then manipulate y directly in the image space
by simply copy-pasting content from other images, as visualized in Fig. 5a. To
harmonize the resulting manipulated image y˜ by ensuring consistency with the
LR image x, we compute the latent encoding z˜ = fθ(y˜; x) and perform local
normalization of the latent variables as described in Sec. 4.3. We only normal-
ize the affected regions of the image in order to preserve the non-manipulated
content. Results obtained after reconstructing the image are shown in Fig. 5a.
4.5 Image Restoration
We demonstrate the strength of our learned image posterior by applying it for
image restoration tasks. Note that we here employ the same SR-Flow network,
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Bicubic kernel 8× Bilinear kernel 8×
Bicubic RRDB [44] ESRGAN [44] SRFlow ProgFSR [20] SRFlow
↑PSNR 23.15 26.59 22.88 25.24 23.97 25.20
↑SSIM 0.63 0.77 0.63 0.71 0.67 0.71
↓LPIPS 0.517 0.230 0.120 0.110 0.129 0.110
↑Diversity σ 0 0 0 5.21 0 5.28
Table 1. Results for 8× SR of faces on the CelebA dataset. The left columns show
results using the standard bicubic down-scaling kernel. For fair comparison with
ProgFSR [20], we employ the bilinear kernel from [20] in the right-most columns. We
also report the diversity in the SR output in terms of the pixel standard deviation σ.
that is only trained for super-resolution, and not for the explored tasks. In par-
ticular, we investigate degradations that mainly affect the high frequencies in
the image, such as noise and compression artifacts. Let y˜ be a degraded image.
Noise and other high-frequency degradations are largely removed with down-
sampled x = d↓(y˜). Thus a cleaner image can be obtained by applying any
super-resolution method to x. However, this generates poor results since impor-
tant image information is lost in the down-sampling process (Fig. 5b, center).
Our approach can go beyond this result by directly utilizing the original
image y˜. The degraded image along with its down-sampled variant are input
to our SR-Flow network to generate the latent variable z˜ = fθ(y˜; x). We then
perform first spatial and then local normalization of z˜, as described in Sec. 4.3.
The restored image is then predicted as yˆ = f−1θ (zˆ,x). By, denoting the normal-
ization operation as zˆ = φ(z˜), the full restoration mapping can be expressed as
yˆ = f−1θ (φ(fθ(y˜; d↓(y˜))), d↓(y˜)). As shown Fig. 5b, this allows us to recover a
substantial amount of details from the original image. Intuitively, our approach
works by mapping the degraded image y˜ to the closest image within the learned
distribution py|x(y|x,θ). Since SR-Flow is not trained with such degradations,
py|x(y|x,θ) mainly models clean images. Our normalization therefore automat-
ically restores the image when it is transformed to a more likely image according
to our SR distribution py|x(y|x,θ). See the appendix for further results.
5 Experiments
We perform comprehensive experiments for super-resolution of faces and of
generic images in comparisons with current state-of-the-art. We also qualitatively
analyze aspects of our SRFlow architecture. Experiments for image manipula-
tion tasks and other applications is presented in Sec. 4. We also report additional
results, analysis and more visual comparisons in the appendix. The computa-
tional time of our approach is 1.13 seconds for super-resolving one 256 × 256
input LR image with a scale factor of 4× on an Nvidia V100 GPU. Code and
trained models will be released upon publication.
Evaluation Metrics: We compare and analyze our approach using the Peak
Signal to Noise Ratio (PSNR) and structural similarity index (SSIM) [45]. While
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Fig. 6. Comparison of our SRFlow with state-of-the-art for 8× face SR on CelebA.
capturing the fidelity to the reference HR image, both these metrics are known to
not correlate well with perceptual quality [24,40,42,18,28]. We therefore report
the learned LPIPS [52] metric. It evaluates distance to the reference image in
deep feature space. We use the AlexNet-based model provided by the authors.
5.1 Face Super-Resolution
We first compare our approach with state-of-the-art for face SR on the CelebA
dataset [27]. We employ 5000 images from the dedicated test set and a scale
factor of 8×. We compare with standard bicubic, RRDB [44], ESRGAN [44],
and ProgFSR [20]. While the latter two are GAN based, RRDB is trained using
only L1 loss. The Progressive Face Super-Resplution (ProgFSR) is a very recent
SR method that is specifically designed for faces. It was shown to outperform
prior face SR approaches in [20]. It is also trained using the full CelebA training
set. We use the publicly available code and weights. Since, this method was
trained for bilinear kernel, we re-train our SRFlow for the same kernel to allow
for a fair comparison. We train RRDB and ESRGAN on the same data as used
for our SRFlow, using publicly available code provided by the authors [44].
Results are provided in Tab. 1 and Fig. 19. Since our aim is perceptual
quality, we consider LPIPS as the main metric, as it has been shown to corre-
late much better with human opinions [52]. While SRFlow achieves more than
twice as good LPIPS distance compared to RRDB, it obtains lower PSNR and
SSIM scores. This is commonly observed for methods aiming for perceptual qual-
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DIV2K 4× DIV2K 8×
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
Bicubic 26.70 0.77 0.409 23.74 0.63 0.584
EDSR [25] 28.98 0.83 0.270 - - -
RRDB [44] 29.44 0.84 0.253 25.50 0.70 0.419
ESRGAN [44] 26.22 0.75 0.124 22.18 0.58 0.277
SRFlow 27.09 0.76 0.120 23.05 0.57 0.272
Table 2. General image SR results on the 100 images in the DIV2K validation set.
Low Resolution Bicubic EDSR [25] RRDB [44] ESRGAN [44] SRFlow Ground Truth
Fig. 7. Comparison to state-of-the-art for general SR on the DIV2k validation set.
ity [44,24]. As seen in the visual comparisons in Fig. 19, RRDB generates ex-
tremely blurry results, lacking natural high-frequency details. Compared to the
GAN-based methods, SRFlow achieves significantly better results in all metrics.
Interestingly, even our PSNR is superior to ESRGAN and ProgFSR, showing
that our approach preserves fidelity to the HR ground-truth, while achieving
better perceptual quality. This is partially explained by the hallucination arti-
facts that often plague GAN-based approaches, as seen in Fig. 19. Our approach
generate sharp and natural images, while avoiding such artifacts.
5.2 General Super-Resolution
Next, we evaluate our SRFlow for general SR on the DIV2K validation set. We
compare our method to bicubic, EDSR [25], RRDB [44] and ESRGAN [44]. For
the 4× setting, we employ the trained models and code made publicly available
by the authors. Since no models are available for 8×, we train the RRDB and
ESRGAN for this scenario using the standard settings. Note that RRDB and
ESRGAN employ the same training data as our SRFlow for a fair comparison.
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Fig. 8. Analysis of number of flow steps K and dimensionality in the conditional layers.
Quantitative results are provided in Tab. 2 and visual comparisons in Fig. 20.
EDSR and RRDB are trained using only reconstruction losses, thereby achieving
inferior results in terms of the perceptual LPIPS metric. Compared to ESRGAN,
our SRFlow achieves significantly better PSNR and LPIPS. Visualizations in
Fig. 20 confirms the perceptually inferior results of EDSR and RRDB, which
generate little high-frequency details. In contrast, SRFlow generates rich details,
achieving favorable perceptual quality compared to ESRGAN. The first row,
ESRGAN generates severe discolored artifacts and ringing patterns at several
locations in the image. We find SRFlow to generate more stable and consistent
results in these circumstances. See the appendix for more visual examples.
5.3 Analysis of SRFlow
Here, we analyze the effect of the depth and width of our SRFlow network. For
the depth, we train our network with different number of flow-steps K in each
level. For the width, we compare two different settings of the number of the
number of hidden channels in fnθ,s and f
n
θ,b of the two conditional layers (9) and
(5). Figure 8 shows results on the CelebA dataset. Decreasing the number of flow-
steps K leads to more artifacts in complex structures, such as eyes. Similarly, a
larger number of channels leads to better consistency in the reconstruction.
6 Conclusion
We propose a flow-based method for super-resolution, called SRFlow. Contrary
to conventional methods, our approach learns the distribution of photo-realistic
SR images given the input LR image. This explicitly accounts for the ill-posed
nature of the SR problem and allows for the generation of diverse SR samples.
Moreover, we develop techniques for image manipulation, exploiting the strong
image posterior learned by SRFlow. In comprehensive experiments, our approach
achieves improved results compared to state-of-the-art GAN-based approaches.
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A Architecture Details
In this section, we give additional details about our SRFlow architecture. The
construction of a flow-based architecture requires the flow layers to be invertible
and have a tractable Jacobian log-determinant. Since super-resolution of diverse
images has to be able to cope with different input sizes, we also ensure that our
architecture is fully convolutional. We can therefore train our network on smaller
patches, and directly apply it to the full image during testing.
A.1 Low-resolution Image Encoding
Our SRFlow network is conditioned on the encoding of the low-resolution image
u = gθ(x). To this end, we employ the RRDB-based architecture, described
in the paper. It employs several RRDB-blocks with a channel dimension of 64,
operating in the resolution of the input LR image. The final conditioning output
u = gθ(x) is achieved by concatenating the activations from 5 equally spaced
RRDB blocks, resulting in a dimensionality of 320.
A.2 The Affine Injector Layer
Our affine injector layer provide a direct means of conditioning all dimensions
of the flow feature-map hn on the LR encoding as,
hn+1 = exp
(
fnθ,s(u)
) · hn + fθ,b(u) . (8)
The scale and bias are extracted using non-invertible networks fθ,s(u) and
fθ,b(u) respectively. The input u is first bilinearly resized to the resolution of
the corresponding flow-level. A conv-ReLU block first reduces the dimensional-
ity to 64. Another conv-ReLU block is then applied with 64-dimensional output.
The output of fθ,s(u) and fθ,b(u) are then achieved by two separate conv-layers
applied to the same 64-dimensional input. For these layers, we employ the zero-
initialization strategy proposed in [22]. All convolutions have a 3× 3 kernel.
A.3 Conditional Affine Coupling
This building block allows applying complex unconstrained conditional learned
functions that act on the normalizing flow, without harming its invertibility. This
is made possible by bypassing half of the activations and applying an affine trans-
formation to the other half [11]. This transformation depends on the bypassed
half hnA and conditional features u as,{
hn+1A = h
n
A
hn+1B = exp
(
fnθ,s(h
n
A; u)
) · hnB + fnθ,b(hnA; u) . (9)
This expression can be easily inverted [11]. The network architectures of fθ,s
and fθ,b are similar to those of the Affine Injector, described above. The only
difference is that the two inputs hnA and u are initially concatenated after u is
resized to the resolution of hnA.
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A.4 Squeeze Operation
This layer reshapes the activation map to half the width and height. In order to
preserve the locality, neighboring pixels are stacked as seen in Figure 9.
A.5 Activation Norm
The Activation Norm (Actnorm) is a normalization layer. Unlike Batchnorm,
it does not require synchronization among the elements of a batch. It simply
consists of a learned scaling and bias factor for each dimension of the feature
map. Thus it helps distributed learning on multiple GPUs.
B Training Details
In this section, we give additional details about the training procedure for our
SRFlow. We employ the Adam optimizer with a starting learning rate of 5 ·10−4.
This learning rate is halved at 50%, 75%, 90% and 95% of the total number of
training iterations. During the first 50% of the training iterations, the pre-trained
weights of the LR encoder gθ are frozen in a warm-up phase. In the latter 50%,
all parameters of the SRFlow network, including gθ, are optimized jointly with
the same learning rate.
As has been observed in e.g. [22], adding slight random noise to the target
image helps the training process and leads to better visual results. We therefore
add Gaussian noise with a standard deviation of σ = 4√
3
to the high-resolution
image. In contrast to [22], we do not employ 5-bit quantization.
C Detailed Quantitative Analysis
In this section, we provide additional quantitative analysis of our approach.
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Fig. 9. Visualization of the Squeeze Operation.
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τ = 0 τ = 0.3 τ = 0.6 τ = 0.9 Ground-Truth
Fig. 10. Super-resolved images sampled with different temperatures τ .
C.1 Influence of the Sampling Temperature
Here, we analyze the impact of the sampling temperature τ used during inference.
It controls the variance of the Gaussian latent variable used when sampling SR
images as y = f−1θ (z; x), z ∼ N (0, τ). As described in Section 4.1 of the main
paper, a slightly reduced temperature τ < 1, increases the image quality. When
further decreasing the temperature to τ = 0, the sampling process becomes
deterministic. We analyze the effect of the sampling temperature τ on the main
performance metrics, and on the sampling diversity itself. Results are shown in
Figures 11, 12 and 13. A temperature τ = 0 generates predictions with high
fidelity, in terms of PSNR and SSIM. However, the results are blurry, as seen
in Figure 10, explaining the poor perceptual quality (LPIPS) for this setting.
Increasing the temperature leads to a drastic improvements in perceptual quality
in terms of LPIPS distance. This is also clearly seen in the visual results in
Figure 10. We also plot how the sampling diversity improves with increased
temperature τ in terms of pixel-wise variance.
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Fig. 11. Analysis of the sampling temperature τ in terms of PSNR, SSIM, LPIPS and
sample diversity on CelebA (8×). Results of RRDB [44] and ESRGAN [44] are provided
for reference.
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Fig. 12. Analysis of the sampling temperature τ in terms of PSNR, SSIM, LPIPS and
sample diversity on DIV2K (4×). Results of RRDB [44] and ESRGAN [44] are provided
for reference.
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Fig. 13. Analysis of the sampling temperature τ in terms of PSNR, SSIM, LPIPS and
sample diversity on DIV2K (8×). RRDB [44] and ESRGAN [44] are used as reference.
C.2 Perception–Distortion analysis
Here, we analyze the perception–distortion trade-off provided by our SRFlow.
This trade off is an important choice decision for super-resolution methods [24,7].
While most techniques do not allow to influence the super-resolution process
during inference, SRFlow provides an effective means of controlling this trade-
off using the sampling temperature τ . We analyze this by plotting the perceptual
quality (LPIPS) vs. the distortion (PSNR) with respect to the ground-truth in
Figure 14. We plot the results for different τ for SRFlow. Our approach provides
different alternative trade-offs. It achieves similar PSNR compared to the L1-loss
trained RRDB [44] for τ = 0. On the other hand, SRFlow provides similar or
better perceptual quality compared to ESRGAN [44] for τ ≥ 0.8, while achieving
superior fidelity (PSNR).
C.3 Impact of LR-Encoder Initialization
To efficiently compare different variants of SRFlow, we reduced training time by
pretraining the LR-Encoder gθ. As shown in Table 3, the perceptual quality is
comparable, while the fidelity is slightly higher, compared to using a randomly
initalized LR-Encoder. The default SRFlow network was trained for 200k steps
and uses a pretrained LR-Encoder, which was trained for 200k steps. The model
without pretraining was trained for 300k iterations to make up for the missing
pretraining. Since the main bottleneck during training is the calculation of the
log determinant, this reduces training time.
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Fig. 14. Analysis of the trade-off between perceptual quality and fidelity (distortion).
SRFlow allows the trade-off to be controlled by varying the sampling temperature τ .
In comparison, RRDB [44] and ESRGAN [44] provide only a single operating point
each.
Table 3. Quantitative comparison on CelebA between training the SRFlow model with
and without first pretraining the LR-Encoder gθ.
PSNR SSIM LPIPS
Pretrained LR-Encoder 25.24 0.71 0.110
Without pretrained LR-Encoder 25.06 0.70 0.108
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#Samples n 1 10 100 1000 10000 GT
LPIPS 0.108 0.105 0.099 0.098 0.093 0
Fig. 15. Best of n super-resolved (8×) images in terms of the LPIPS metric.
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Fig. 16. Analysis of the improvement in performance metrics when choosing the best
out of n samples. The performance of ESRGAN [44] is included for reference.
C.4 Oracle Analysis of the Sampling Space
As opposed to other state-of-the-art super-resolution approaches, SRFlow can be
used to sample many variants of plausible super-resolutions. To further demon-
strate the potential of this property, we analyze the performance of our SRFlow
when selecting the best result among n random samples. Results, using a sam-
pling temperature of τ = 0.8, are shown in Figure 16. The results are computed
over the full CelebA test set of 5000 images. The best result w.r.t. the ground-
truth in each plot is selected based on the corresponding performance metric for
n = 1, . . . , 10 samples. This results shows that the perceptual quality in partic-
ular benefits from the oracle selection. This might be explained by our tempera-
ture setting, which forces the model to prefer perceptual quality over fidelity. It
demonstrates that SRFlow provides a rich and diverse space of super-resolved
images, from which solutions can be sampled. It provides the opportunity for
improving the predictions of SRFlow by rejecting lower quality samples. A visual
example is shown in Figure 15, when selecting the best out of n samples using
the LPIPS distance.
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Table 4. SRFlow results for image denoising on CelebA and DIV2K. Measurements
for original images with Gaussian noise σ = 20, images that were super-resolved after
downsampling, and restored images that use our latent space normalization approach,
which also exploits the original HR image. We use the SRFlow model trained for 8×
on CelebA and 4× on DIV2k
CelebA DIV2K
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
Original 22.52 0.48 0.326 22.48 0.49 0.370
Super-Resolved 24.25 0.63 0.172 23.19 0.51 0.364
Restored 27.62 0.78 0.143 27.81 0.73 0.255
Original (Noise
σ = 20)
Direct SR Restored
Original (Noise
σ = 12 + JPEG)
Direct SR Restored
Fig. 17. Image restoration examples on CelebA images with different degradations.
Directly super-resolving (8×) the LR of the original removes noise but does not preserve
details. Our SRFlow restoration also directly employs the original image by performing
latent space normalization.
C.5 Image Restoration
We provide additional quantitative and qualitative results for image restoration,
described in Section 4.5. Table 4 shows quantitative results for the task of image
denoising when using white Gaussian noise with standard deviation σ = 20. We
report performance metrics w.r.t. the clean ground-truth for the original noisy
image, when just super-resolving the down-sampled image, and when using our
restoration approach based on latent space normalization, as described in Sec-
tion 4.5. Despite only being trained for the task of super-resolving clean images,
our approach provides promising results for image denoising. This demonstrates
the strong image posterior learned by our SRFlow. We show visual examples on
CelebA and DIV2K in Figure 17 and Figure 18 respectively.
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Original Direct SR Restored
Fig. 18. Image denoising examples on DIV2k images. Directly super-resolving (4×) the
LR of the original removes noise but does not preserve details. Our SRFlow restoration
also directly employs the original image by performing latent space normalization.
D Visual Results
In this section, we provide additional visual results.
D.1 State-of-the-Art for Face Super-Resolution
Additional examples that compare SRFlow with state-of-the-art for face super-
resolution on CelebA are shown in Figure 19. For fair comparison, we also show
SRFlow results when trained and applied on the same bilinear downsampling
kernel as ProgFSR [20]. Our approach provides superior perceptual quality and
better fidelity compared to the GAN-based methods.
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LR
RRDB [44] ESRGAN [44] SRFlow ProgFSR [20] SRFlow Ground-Truth
Fig. 19. Comparison of our SRFlow with state-of-the-art for 8× face super-resolution
on CelebA. The three columns with super-resolutions on the left are trained and applied
on bicubic downsampled images. The next two colums employ the bilinear kernel [20].
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Low Resolution Bicubic EDSR [25] RRDB [44] ESRGAN [44] SRFlow Ground Truth
Fig. 20. Comparison to state-of-the-art for general SR on the DIV2k validation set.
D.2 State-of-the-Art General Super-Resolution
We provide more visual examples for the experiments on DIV2K, comparing SR-
Flow with with state-of-the-art super-resolution methods. In Figure 20 illustrates
results for 4×. In addition, we provide results for DIV2K 8× in Figure 21. SR-
Flow achieves perceptual quality similar or better than ESRGAN in most cases.
Moreover, our approach do not suffer from the hallucination artifacts typically
seen in GAN-based methods.
D.3 Stochastic Face Super-Resolution
Here we provide additional examples to show the variety when sampling SR
images with our default temperature τ = 0.8 for CelebA. As seen for 8× super-
resolution sampling in Figure 22, the low resolution image still contains sig-
nificant information about facial characteristics. This bounds the diversity of
super-resolution in order to be consistent. On the other hand in Figure 23 we
show 16× super-resolution which is much more free while still being consistent
to the low-resolution. Therefore one can observe a much higher variety.
D.4 Stochastic General Super-Resolution
In analogy to the visual sampling experiments for CelebA, we show results for
the same procedure applied to DIV2K. An example for the variety of upscaling
factor 4× is shown in Figure 24. For example, one can observe that the door in
the lower right sometimes looks more like an archway and other examples more
square. In addition we show the results for 8× upsampling in Figure 25. There
it can be observed that the texture of the stones varies from being smooth to
being rough.
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Low
Resolution
Bicubic RRDB ESRGAN SRFlow
Ground-
Truth
Fig. 21. Comparison to state-of-the-art for general super-resolution on the DIV2k 8×
validation set.
Fig. 22. Random SR samples generated by SRFlow using the given LR image on
CelebA (8×).
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Fig. 23. Random SR samples generated by SRFlow using the given LR image on
CelebA (16×).
Fig. 24. Random SR samples generated by SRFlow using the given LR image on
DIV2K (4×).
Fig. 25. Random SR samples generated by SRFlow using the given LR image on
DIV2K (8×).
