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ABSTRACT
Modeling gene regulatory networks has become a problem of great interest in biology
and medical research. Most common methods for learning regulatory dependencies
rely on observations in the form of gene expression data.
In this dissertation, computational models for gene regulation have been devel-
oped based on constrained regression by integrating comprehensive gene expression
data for M. tuberculosis with genome-scale ChIP-Seq interaction data. The resulting
models confirmed predictive power for expression in independent stress conditions
and identified mechanisms driving hypoxic adaptation and lipid metabolism in M.
tuberculosis.
I then used the regulatory network model for M. tuberculosis to identify factors
responding to stress conditions and drug treatments, revealing drug synergies and
conditions that potentiate drug treatments. These results can guide and optimize
design of drug treatments for this pathogen.
iv
I took the next step in this direction, by proposing a new probabilistic frame-
work for learning modular structures in gene regulatory networks from gene expres-
sion and protein-DNA interaction data, combining the ideas of module networks and
stochastic blockmodels. These models also capture combinatorial interactions be-
tween regulators. Comparisons with other network modeling methods that rely solely
on expression data, showed the essentiality of integrating ChIP-Seq data in identi-
fying direct regulatory links in M. tuberculosis. Moreover, this work demonstrates
the theoretical advantages of integrating ChIP-Seq data for the class of widely-used
module network models.
The systems approach and statistical modeling presented in this dissertation
can also be applied to problems in other organisms. A similar approach was taken
to model the regulatory network controlling genes with circadian gene expression
in Neurospora crassa, through integrating time-course expression data with ChIP-
Seq data. The models explained combinatorial regulations leading to different phase
differences in circadian rhythms. The Neurospora crassa network model also works
as a tool to manipulate the phases of target genes.
v
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1Chapter 1
Introduction
Cellular processes involve complex machinery in multiple layers of transcription,
translation, signaling, metabolism, etc. Understanding the functional organization of
these machinery can guide us towards understanding disruptions that lead to disease,
and guide the development of drugs and therapeutics.
We are observing a rapid growth in the amount of high-throughput data mea-
sured from different aspects of cell activity such as genome sequencing data, gene
expression, sRNAs, DNA-methylation, proteomics, metabolomics, etc. At the same
time, we have access to enhanced computational power and tools that are being de-
veloped for harnessing big data. These two improvements can provide the capability
to develop frameworks that integrates different quantitative models for systems-level
understanding of biomedical problems.
This dissertation starts from modeling transcriptional networks in less complex
prokaryote systems, and extends the modeling approach to eukaryotes.
1.1 A Framework for Modeling Molecular Networks
Various types of computational models have been proposed that capture differ-
ent aspects of molecular networks, and use different types of high-throughput data.
However, each have their limitations in terms of capturing biological processes or
computational inference and to address problems related to human disease, we need
a reasoning framework that deals with (1) the complex space of different models and
(2) composition rules that relate the space of models. In other words, we would
want to know how previous models and data can be manipulated, integrated, con-
2catenated or decomposed to answer a new question. This reasoning framework has
been proposed in other machine learning applications [4], and could be applied to
addressing problems in biology as well.
Below I will explain how current methods in modeling molecular networks in
biology fit into common reasoning systems:
• First-order logic reasoning: This category includes works on in vivo synthetic
circuits, appropriate for digital decision-makings such as developmental circuit,
and may be limited in graded responses e.g. to environmental signals.
• Probabilistic reasoning: Examples include modeling regulatory effects between
genes with Bayesian networks and Module networks However, causal interac-
tions cannot be identified from probabilistic models and learning structures
from certain data types (such as gene expression) can lead to spurious depen-
dencies.
• Causal reasoning: Examples include modeling cause-effect relationships from
perturbed genes to phenotypes, e.g. in cancer signaling works
• Physical reasoning: Includes modeling dynamics or kinetics of systems through
ODEs or spectral methods, which can be limited in learning the large space of
parameters and cabapility of measuring and validating estimations.
An integrated reasoning framework as depicted in figure 1.1, identifies the opti-
mum set of models and datasets appropriate to a biological question and also iden-
tifies how these models can be integrated or manipulated. The output of the models
would be validated experimentally and presented to biologists/clinicians for an iter-
ative design of solutions or therapies.
3Fig. 1.1: Approach Overview: Using a reasoning framework, we can identify and
integrate computational models and datasets appropriate to biological questions.
1.2 Modeling Gene Regulatory Networks
Towards this direction, this dissertation starts with developing models for
a prokaryote system, Mycobacterium tuberculosis, which has killed more humans
throughout history than any other disease [5]. Today, tuberculosis (TB) still takes
around 2 million lives per year worldwide [5], and the emergence of drug resistance
strains and it’s ability to persist inside host cells for decades in an asymptomatically
state, are significant problems [6]. In chapter 2 we develop computational models
for transcriptional regulations in this bacteria, which gave insight into adaptation
mechanisms including adapting to hypoxia (oxygen deprivation) [7] and switching
4to consumption of fatty acids [8]. I used the models to predict patterns of gene
expression in an independent condition of hypoxia (oxygen deprivation) [9]. In chap-
ter 3, I tested these quantitative models against a compendium of more than 2000
microarrays containing all experiments available for TB to date, and identified drug
resistance mechanisms and conditions that can potentiate current drug treatments.
Given the complex nature of these problems, I started building statistical frame-
works that allowed integration of different models, where each model captures a dif-
ferent aspect of complexity. In chapter 4, we propose an extended model inspired by
module networks [10] and stochastic blockmodels [11] for integrative learning of reg-
ulatory modules from gene expression and protein-DNA interaction data, e.g. ChIP
binding information. Through this integration, we assign those Transcription Factors
(TFs), as regulators, that have both physical interaction with genes and predictive
power in explaining their expression. This model allows inference of combinatorial
interactions between regulators. Incorporating complementary interaction data, im-
proves accuracy by avoiding false assignments of indirect regulators or regulators
with correlated expression [12]. Also, it enhances computational tractability and
scalability of the method by restricting the space of possible regulatory structures.
We developed a reversible-jump MCMC learning procedure for learning modules and
model parameters and we also illustrated theoretical advantages of this integration
in terms of model identifiability and practical significance of the model on M. tuber-
culosis data [13, 14].
Next, I took one step further in terms of system complexity and worked on a
simple eukaryote system, namely Neurospora crassa, which is a fungus and a model
organism for studying circadian rhythms, i.e. biological processes that oscillate in
daily periods of 24 hours [15]. Understanding the regulation of these processes can
guide development of therapies related to the biological clock such as sleep disorders,
5jet lags, etc. In chapter 5, I developed models for regulation of Neurospora genes by
the organism’s endogenous clock, using multiple data types (including RNA-Seq and
ChIP-Seq data), which allowed understanding of how genes with expressions peak-
ing at different times throughout the daily time course of 24 hours are controlled by
combinatorial interactions between regulators. In this model, I exploited techniques
developed in Electrical Engineering for oscillating systems using the Fourier transfor-
mation, and combined these with statistical modeling, which led to optimized design
of experiments and potential development of therapies for sleep disorders, etc.
6Chapter 2
Modeling the M. tuberculosis regulatory
network
This chapter will present a computational model for the regulatory network of
M. tuberculosis. I will begin with a brief overview of the problem of M. tuberculosis
(MTB) adaptation and persistence which motivates the development of a regulatory
network model. We then use this model to predict gene expression in hypoxic stress
conditions and identify key regulators driving metabolic adaptations.
2.1 M. tuberculosis persistence and adaptation
Tuberculosis, caused by Mycobacterium tuberculosis (MTB) has probably killed
more humans than any other disease throughout history and continues to be a signifi-
cant problem today. In 2012, 1.3 million people including 320, 000 HIV-positive, died
from the disease world-wide and 8.6 million new TB cases were reported [5]. Also,
the emergence of multidrug-resistant (MDR) and extensively drug-resistant (XDR)
tuberculosis during the past decade has become a threat [16].
The success of this pathogen depends partly on its ability to persist in host
cells for years, by adapting to different stress conditions including hypoxic (oxygen
deprivation) [7, 17, 18], acidic [19], nitrosative [20], and redox [21, 22] stresses, as
well as restricted nutrients. It is known that MTB shifts to consumption of lipids,
especially cholesterol as a primary nutrient [23, 24] and degradation of these lipids
can lead to production of toxic propionate, which adds to the stresses.
In addition, there is evidence showing that responses to the host cellular envi-
ronment lead to changes in MTB metabolism, including lipid metabolism [25]. The
7mechanisms underlying these adaptations remain largely unknown but represent po-
tential drug targets and one promising approach is identification of synergistic drug
combinations.
Thus, there is a need to address several significant problems facing TB research
which include: (1) the need for methods to interpret available complex genomic data
to generate and prioritize testable hypothesis with relevance to pathogenesis, (2) the
need to identify vulnerable points in the molecular programs used by MTB to survive
in the host, and (3) the need for more promising drug targets and drug combination
strategies.
Experimental work with MTB is challenging and resource intensive. Work must
be performed in a specialized BSL-3 environment, and few genetic manipulation tools
exist for MTB as compared with other organisms. Computational tools that can be
used to study MTB in silico and prioritize costly experimental work would thus
significantly accelerate research on this important pathogen.
We have generated the first genome-scale map of transcription factor-DNA in-
teractions for MTB based on ChIP-Seq [1]. This mapping has revealed a complex
network of regulatory interactions that poses challenges when investigating the reg-
ulation of gene expression changes associated with specific physiological processes.
Gene expression may reflect the input of several TFs and an interplay between direct
and indirect regulation mediated by network connectivity. A complete mechanistic
explanation of gene regulation thus requires an analysis that accounts for this network
complexity. This can be naturally accomplished through computational modeling.
Our computational models also provide a framework for interpreting large-scale
genomic data sets. In this context, the model represents the system, while genomic
data provide measurements of the state of this system at different times and in
different conditions. Through this integration, models place individual measurements
8in the context of the full system and facilitate the determination of which processes
or interactions are most relevant to particular biological question.
2.2 Constrained regression models for gene expression
To develop a systems-level understanding of MTB gene regulation, we have used
the genome-scale map of TF-DNA interactions to develop computational models
relating the expression of target genes to the expression of TFs predicted to bind the
target. We can thus begin to identify those regulators and regulatory interactions
that have more influence on particular target genes. More importantly, these models
can also be used to interpret complex gene expression patterns arising from the highly
integrated network, and to predict gene expression patterns after environmental and
genetic perturbations.
We developed regression models relating the steady-state expression of individ-
ual genes to the expression of predicted regulators. In brief, for each target gene, a
selection process was used to identify the optimal subset of predicted regulators to be
used as regressors. Then, for each set of regressors, we considered 8 possible model
structures. To select the best combination of regressors and model structure, the
accuracy of each combination for predicting the expression of the target gene in the
TF induction data set was determined. The accuracy in predicting gene expressions
is then assessed with cross-validation on the TF induction dataset as well as gener-
alization to hypoxic time course data described below. The overall model selection
process also depicted in figure 2.4, was as follows. For each target gene:
1. The TFs predicted to potentially regulate the target gene were selected as
described in the main text.
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Fig. 2.1: Modeling approach for understanding adaptation mechanisms in
M. tuberculosis (MTB): I developed transcriptional models relating expressions
of genes to their regulators, through linear regression. These models were used to
predict gene expression in other conditions (including hypoxia) (figure 3 in [1]), iden-
tify links between regulators driving major adaptation mechanisms in MTB (figure
2 in [1]). I also used these models to deconvolve network effects in drug treatments
and identify transcriptional responders and resistance mechanisms.
2. The associated TFs were sorted based on z-scores derived from the TF induction
experiments. Z-scores reflect the degree to which induction of a TF induces a
large expression change in the target gene.
3. For each target gene, the set of regressors was initialized to the one TF with the
highest z-score. If there were any other TFs binding to target gene for which
10
Fig. 2.2: MTB Regulatory Network based on ChIP-Seq: 118 regulators
chipped, 3983 genes with binding, 24,557 interactions; red line activation, blue line
repression, red cicrlces TF
induction experiment transcriptomics data were not available, they would also
be added to the initial regressor set.
4. For the current set of TF regressors, each of the 8 potential model structures
described below was considered. For each possible model structure:
(a) The model was parameterized by fitting to TF expressions from all ex-
periments in the TF induction dataset. An F-test compares the model fit
to the null hypothesis that the regression variables do not have predictive
power [26]. To identify whether this test statistics is larger than would
be expected from random chance, it is compared to its distribution under
null (the F-distrubution) [26, 27], from which p-values are generated for
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Fig. 2.3: Charactersitics of ChIP-Seq binding in MTB: Fan-out and fan-in
degrees
optimal models selected in the training. The Storey method is used to
estimate analytical pFDR from these p-values [28, 29].
(b) Model selection was guided using AIC [30] and Lilliefors [31] test. AIC
is a measure of goodness of fit of a statistical model that corrects for
the number of parameters, allowing comparison between different model
structures. Lilliefors tests the hypothesis that the error remaining from
model fitting comes from a normal distribution. From the models that
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pass this test, the structure with the minimum AIC is selected as optimal.
If no model passes the normality test, the model with minimum AIC is
chosen.
5. The set of regressors was then updated by adding the TF with the next highest
z-score (from step 2), and step 4 repeated. If model accuracy improved, the
updated set of regressors was chosen, and we repeat step 5.
6. The model at step 4 is selected as the final optimal model if adding an additional
regulator in step 5 did not improve prediction accuracy (Figure 2.4).
2.2.1 Model structures
Since the exact relationship between target genes and TFs may vary, we con-
sidered 8 possible model structures for each target gene. These structures model the
expression of a target gene y with linear regressions on TF expressions xi for i = 1
to T (where T is the number of regulating TFs), with and without interaction terms,
sigma factors or polymerase genes. The most general model structure is:
y = a+ ΣTi=1bixi + Σ
T
j=i+1cijxixj + dxsigA + exrpoA +  (2.1)
where xsigA is the expression of sigma factor sigA (Rv2703) and xrpoA is the
expression of RNA polymerase alpha chain rpoA (Rv3457c) and is the noise or error
with normal distribution, zero mean and variable variance. The expressions for all
M number of experiments of a target gene yM×1 can be written as:
y = f(X) = a+Xb+XCXTE + dXsigA + eXrpoA +  (2.2)
where XM×T = [x1, x2, ..., xT ] is the matrix of expressions of regulating TFs and
XsigA, XrpoA are M × 1 columns of expressions corresponding to sigA and rpoA, and
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EM×1 is a matrix of ones. The M × 1 vectors a, b, d, e are linear regression coeffi-
cients/parameters and C is a T ×T triangular matrix of interaction coefficients with
zero diagonal elements. Collinear columns of X are removed in regression. All eight
model structures are common in the first two terms (zero term and linear TF terms).
The addition of the next three terms (TF interactions, sigA, rpoA) generates 23 = 8
possible structures forming an ensemble of models y = {f1(X), f2(X), ..., f8(X)}
from which the optimal model is selected for each target gene. It should be noted
that other nonlinear model structures such as second or third order models and lo-
gistic regressions were also tested. However, the ensemble of models were limited
to linear models only, because higher order models did not show significantly better
performance for most genes while they would present more parameters with more
complex models and could overfit. Also, logistic functions could not capture induced
expressions which were at the tails of expression distribution, whereas these data
points were most reflective of TF regulation. Also, sigA and rpoA were added as
linear terms to the model, rather than normalizing by e.g. sigA (as a gene expected
to have non-varying expression), to avoid generating biased models.
AIC, as a measure of goodness of fit, is a function of maximized log likelihood of
y and the number of model parameters k to avoid over-fitting. Under the assumption
of i.i.d. normally distributed errors, AIC can be calculated as:
AIC = Mln(L(y, f(X))/M) + 2k (2.3)
where k is the number of parameters and M is the total number of experiments.
AIC penalizes model uncertainty in the first term as well as number of parameters
k in each model, to avoid over-fitting in assessment of models. Thus, the optimal
model would be the one with minimum AIC.
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By parameterizing the optimal model, expression is predicted as y = fˆ(X) and
the error is calculated between the predicted and actual expression as:
L(y, fˆ(X) = ΣMj=1(yj − fˆ(Xrow=j)2 (2.4)
which is sum of squares error or prediction (SSE). F-test p-values are used as a mea-
sure of prediction accuracy, calculated from SSE. As different TF inductions showed
a wide range of variance in gene expressions, the SSE in F-statistics was corrected
to account for this variance, assuring a ratio of two chi-squared distributions.
This test statistic (as opposed to SSE directly) accounts for different degrees of
freedom for different optimal model structures.
2.3 Cross-validation and accuracy assessment on TF induc-
tion data
The ability of predicting gene expressions was first evaluated by parameteriz-
ing models on a subset of the TF induction expression data set, and assessing the
accuracy on the remaining subset through a 5-fold cross-validation as below. The
data was preprocessed using robust multichip analysis (RMA). For each target gene:
The optimal model selected above was parameterized on the best regulator set by
fitting to a training set consisting of a random 80The parameterized models were
then assessed in their ability to predict the remaining 20% of the TF induction data
set. Prediction accuracy was evaluated as F-test p-values estimated from the sum
of squared errors (SSE) between prediction and actual expression values for optimal
models selected in the training. Steps 1,2 were repeated 5 times i.e. 5-fold cross-
validation and the overall accuracy of the model determined by averaging the results
of each step 2 across all 5 cross-validated models, as an empirical estimation of the
expected p-value (EPV).
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2.4 Comparison of accuracy versus a random selection of
TFs
To determine the degree to which our predicted regulatory network is responsible
for the accuracy of the final selected models rather than the model selection process
for each target gene we compared the accuracy of the predicted model to a model
based on a random set of the same number of TFs. This comparison generates
an empirical estimation of FDR [32, 28]. Similar randomization or permutation
approaches have been used in other regulatory network modeling efforts as well as
other methods [33, 34] for empirical estimation of the distribution of a test statistic
under the null hypothesis. Here, the permutation is such that each TF of the network
can be randomly considered as a regressor. Random TFs were initialized to the
set of all possible MTB TFs excepting the TFs predicted to regulate the target.
Moreover, to eliminate TFs predicted by our regulatory network to be correlated
in their expression with the target gene, we removed from the random set all TFs
that directly bind to or are bound by the TFs regulating the target gene. From the
remaining set of TFs, 20 random sets were selected, where each set had the same
number of TFs as used in the target gene model. For each random set, model selection
and accuracy on 5-fold cross-validation was performed thus the best fitting model
structure was selected independently for each random set. The prediction accuracy
of the 20 random TF sets form a reference (null) distribution to be compared to the
accuracy of binding TFs, resulting in a one-tailed p-value. Also, to correct for large
variances, the rank of the true model compared to accuracy of random TFs is also
calculated, i.e. indicating where it stands compared to 20 random sets, sorted in
ascending order. We also calculate an explicit pFDR estimate from these p-values
using Storeys method.
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2.5 Prediction of hypoxia time course expression data
To evaluate the generalization of predictability to another independent dataset,
models parameterized from the entire TF induction data were used to predict ex-
pressions in hypoxic condition. This hypoxia time course expression data was pre-
processed using RMA and expression of days 1 to 14 were normalized relative to
day zero. The RMA preprocessing was done independent of training data, i.e. TF
induction data, as results were more consistent with companion RT-PCR data. To
generate a single model for each gene that passed the above validation, the best
model structure was selected and trained on the entire TF induction expression data
set (figure 2.4). This step utilized the validated genes from cross-validation, to pre-
dict the expression of genes during hypoxia and re-aeration. This step tests the
ability of the models, generated from data derived from a baseline aerobic condition,
to generalize and predict the expression of genes during a different, hypoxic, condi-
tion. Each time point during hypoxia and re-aeration was predicted separately and
independent of previous time points. We are thus currently predicting steady-state
expression rather than timeseries evolution. Only genes whose expression changed
by more than 2-fold, prior to normalization, were considered. After predicting the
expression of each time point, we calculate the SSE between the model predictions
at all time-points and the actual normalized expression data. Similarly, we use this
SSE to calculate an F-test p-value as above. We also compare the predictions of the
models to random TF’s as described above to check late in empirical FDR.
2.6 Summary of modeling results
TF Induction Cross-validation Results: Out of 3072 genes which have binding
with impulse height more than 1%, significant models can be generated for 2755
(89%) with p-value less than 0.1 (pFDR < 0.01). Out of these, 953 (36%) had
17
significant predictions with binding TF models with F-test p-value< 0.25 and in
total, 873 genes/models were validated and predicted better than average random
models (pFDR < 0.15) (table 2.1). Hypoxia Prediction Results: Out of the genes
validated in the cross-valdiation, removing genes that don’t change significantly in
hypoxic data, i.e. have less than 2 fold change in expression during the 14 day time
course, there are 808 genes tested for generalization to the hypoxic condition. Out
of these genes, 651 (80% of changing genes) have significant predictions (p < 0.25),
of which 533 were also predicted better than average random (FDR < 0.19).
Table 2.1: Summary of gene expression prediction results using constrained regression
models
5-fold Cross-validation on TF Induction Data Generalization to Hypoxia Time Course
Total
genes with
Binding
TFs (peak
impulse>
1%)
Optimal
Models
Trained
(p < 0.1)
(pFDR <
0.01)
Predicted
with Bind-
ing TFs
(p < 0.25)
Binding TFs
predict better
than average
Random TFs
(FDR < 0.15)
> 2−fold
change in
hypoxia
expression
Predicted
with Bind-
ing TFs
(p < 0.25)
Binding TFs
predict better
than average
Random TFs
(FDR < 0.19)
Genes 3072 2755 953 873 808 651 533
Percentage 89% 36% of
trained
models
32% of
trained
models
80% of
changing
genes
80% of
changing
genes
66% of chang-
ing genes
2.6.1 Histogram of model structures
The distribution of model structures selected as optimal is presented in Figure
2.8. Model structure numbers are:
1. Linear model without interaction terms
2. Linear model without interaction term with a sigA expression term
3. Linear model without interaction term with rpoA expression term
4. Linear model without interaction term with sigA and rpoA expression terms
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5. Linear model with interaction terms
6. Linear model with interaction terms and a sigA expression term
7. Linear model with interaction terms and an rpoA expression term
8. Linear model with interaction terms with sigA and rpoA expression terms
2.7 Identifying regulators driving metabolic adaptations
The model also suggests that the M. tuberculosis regulatory network is far
more complex and interconnected than previously assumed. For example, there is
substantial interactions between transcription factors (figure 2.9) involving many
feedback and feedforward loops that are known to give rise expression dynamics
[35], and have recently been shown to play a role in MTB response to the antibiotic
isoniazid [36].
Our network model reveals interactions between transcription factors that me-
diate the complex and dynamic responses of M. tuberculosis to stress conditions in
the host environment. For example, two regulators DosR and Rv0081 are involved
in driving genes expressed in hypoxic conditions [37]. On the other hand, Rv0081
also drives KstR, another regulator known be involved in cholesterol and fatty acid
catabolism [8]. This regulation forms a feed-forward loop with Rv0324 which exhibits
an enduring response to hypoxia [7]. Thus, this model shows direct interaction be-
tween two components of hypoxic adaptation and cholesterol catabolism which were
previously thought to be independently involved in MTB persistence (figure 2.9).
This suggest that changes in oxygen levels lead to a metabolic adaptation as a way
of adapting to and persisting inside the host environment.
On the other hand, this results in alterations in immunomodulatory cell wall
lipids and conversion of macrophages to foamy cells with multiple numerous lipid-
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containing bodies. These lipids include cholesterol, which can be accessed by M.
tuberculosis. Degradation of host cholesterol, lead to propionate build-up, which can
be alleviated in M. tuberculosis by the assimilation of host lipids into immunomod-
ulatory cell wall lipids forming a loop through the stimulation of further host cell
lipids (figure 2.10). Thus, host cells and M. tuberculosis may interact through posi-
tive feedback loops, in which responses to the host environment and the digestion of
host lipids lead to the production of M. tuberculosis immunomodulatory lipids that
shape the host environment to increase the availability of host lipids.
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Fig. 2.4: Schematic of approach used for gene expression modeling and
validation: The approach consists of two parts. (A) Model selection and train-
ing was performed using ChIP-Seq binding data and TF induction microarray data
all generated in normoxic conditions. For each gene, 8 different model structures
were considered. The relationship between TFs and target genes were parameterized
based on subsets of the overexpression data and tested on the remaining using cross-
validation. Individual model fits were validated with a Lilliefors normality test on
residuals and overfitting was corrected with the use of AIC. The best model structure
was selected for each gene. We calculated two FDR estimates for each gene model:
an analytical pFDR based on F-test p-values using the method of Storey, and an em-
pirical FDR based on comparison to random TFs. (B) To assess the ability of models
validated in the first step to generalize to another independent data set, models were
tested on their ability to predict the expression of target genes during the time course
of hypoxia and re-aeration. Each time point during hypoxia and re-aeration was pre-
dicted separately and independent of previous time points. We again calculated both
an analytical and empirical FDR. A total of 533 models predicted the hypoxia time
course with significant accuracy and better than random TFs with an FDR < 0.19.
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Fig. 2.5: Prediction of expression from TF induction experiments: We devel-
oped computational models relating the expression of target genes to the expression
of TFs predicted to bind the target. Model selection and verification was performed
as described in the methods. The sum-squared error (SSE) of prediction versus ac-
tual expression was determined using 10x cross-validation. Performance was assessed
by comparison to a distribution of SSE from 20 models with random TF assignments
and the same model structure. The top histogram (blue) displays the results as a
histogram of the rank of the actual model relative to the 20 random models. The
bottom histogram (red) displays a histogram of the results of these comparisons as a
z-score of the actual model relative to the distribution of SSEs for the random model.
Fully 83% of verified models display better accuracy as compared to random TFs
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Fig. 2.6: : Using the models described in figure 2.4, we can predict the pattern
of expression of 30% of all MTB genes whose expression changes during hypoxia
and re-aeration. Selected examples are shown. Green filled lines are actual scaled
expression with error bars derived from replicate measurements, and dotted black
are predicted. All expression data are normalized to maximum and minimum over
the time-course. In all cases, predictions are better than for a random set of the
same number of TFs .
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Fig. 2.7: Prediction of Hypoxia and Re-aeration Gene Expression for Spe-
cific Genes: Prediction of expression patterns during hypoxia and re-aeration time
course for additional genes mentioned.
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Fig. 2.8: Distribution of model structures selected during model fitting
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Fig. 2.9: Interactions between major MTB TFs: Showing control of lipid
metabolism regulators by hypoxic regulators; figure from [1]
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Fig. 2.10: Regulatory links driving metabolic adaptations in host cells:
Selected regulatory interactions that link responses to stress with changes in lipid
metabolism with a simplified model of the interactions between Mycobacterium tu-
berculosis and the host in an infected granuloma
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Chapter 3
Identifying transcriptional responders to
stimuli based on M. tuberculosis regulatory
network model
In chapter 2, we showed models of gene regulation can be used for predicting
gene expression in different conditions. In this chapter, we utilize the regulatory mod-
els developed in chapter 2, to develop a tool that identifies modes of action in MTB
(figure 2.6). We will show how this approach can be used to identify transcriptional
responders to genetic perturbations, environmental conditions, and drug treatments.
Identifying response mechanisms to drugs can reveal mechanisms of resistance as well
as conditions that can potentiate drug efficacy.
3.1 MNI approach for identifying transcriptional responders
to stimuli
In general, a number of genes respond to external stimuli, such as environmental
stresses or genetic perturbations. In the context of the gene regulatory network, if
these responders include transcription factors (TFs), this effect would propagate to
other genes through the network (figure 3.1). Whole genome expression measure-
ments cannot distinguish between direct and indirect regulatory effects. In principle,
however, a model of the structure of the regulatory network can be used to discrim-
inate the direct targets of a perturbation from indirect effects that can be explained
by the links in the network. This is the basis of the mode of action by network
inference (MNI) algorithm [38, 39, 40].
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In the original MNI work, a training set of gene expression is used to create
a model of steady state gene regulation. Given a perturbation expression data set,
this model is then used to assess the degree to which changes in expression are
consistent with, or can be explained by, the regulatory links in the model. Genes
whose expression changes are inconsistent with the regulatory network model are
ranked by the degree of inconsistency. This inconsistency is attributed to the effect
of the external perturbation [38, 39]. Identifying the regulatory changes that are the
direct response to cellular perturbations has several important uses. MNI has been
used in both E. coli and yeast to correctly identify the targets of promoter insertions
and to identify the targets and associated pathways of chemical compounds. We
show that it can also be used to identify the regulatory programs and mechanisms
most tightly linked to environmental and stress adaptations.
3.2 Identifying M. tuberculosis modes of action using network
model
We can apply MNI using our existing network model as explained in chapter
2, in place of the model building process used by the original MNI approach. As
mentioned in section 2.2.1, we developed models relating the expressions for all M
number of experiments of each target gene as y to expressions of regulating TFs xi
(i ∈ {1, ..., T}) which are constrained to those TFs which bind to the target gene
based on ChIP-Seq:
y = a+ ΣTi=1bixi + Σ
T
j=i+1cijxixj + dxsigA + exrpoA +  (3.1)
For each target gene, the optimal model structure was trained which may include
the interaction terms and/or expressions of polymerase and sigma factor genes.
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Fig. 3.1: Overview of MNI approach: Factors responding to external stimuli are
identified by decomposing gene expressions into changes explained by the network
and those that may be associated with external effects from stimuli.
Similar to the MNI approach, if a gene is responding to a stimulus in the tran-
scriptional level, the effect of the external or internal perturbation can be approxi-
mated to the first order and we then represent the expression of the responding gene
as below:
y = a+ ΣTi=1bixi + Σ
T
j=i+1cijxixj + dxsigA + exrpoA + u+  (3.2)
where u represents a wide range of perturbations such as genetic inductions and
inhibitions or transcriptional effects of drug treatments or environmental changes.
Therefore the above model can be trained on a control dataset and used in
a reverse-engineering approach to predict the perturbations uˆ from observed gene
expressions in an experiment involving a drug treatment or perturbation:
30
uˆp = yp − a− ΣTi=1bixpi − ΣTj=i+1cijxpixpj − dxpsigA − exprpoA (3.3)
The above equation, is subtracting the portion of change in observed expres-
sion in the perturbation experiment which can be explained based on changes in
expressions of regulators, using the network model. In the scale of the network,
implementing this on all genes which have trained models, can reverse-propagate
the effect of network (figure 3.1 and identify the first layer of genes that respond to
the perturbation or stimuli in the transcriptional level. These responders may not
have the highest differential expression across all genes, and thus this method filters
those genes with high differential expression that are being induced or repressed only
through their regulators, and not through external stimuli.
Given this, we interpret MNI with our model according to the following scenarios
(figure 3.2):
1. If the TF does not auto-regulate, its regulon will display expression changes
while its own gene will not. In this case, the genes in the regulon would be
enriched in the set of highly ranked MNI genes as their expression would not
be explained by changes in the expression of the TF.
2. If the TF auto-regulates its own gene, both the TF gene and its regulon will
change expression. In this case, MNI will rank only the TF and not the regulon,
as the latter would be explained by the TF expression change.
3. If the TF regulates its own gene and changes its mode of regulation in response
to a stimulus (i.e. from inactive to active or vice versa), then MNI will identify
both the TF and enrichment of its regulon in highly ranked genes expression
of the latter would not be explained by a model trained on data without the
stimulus.
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Fig. 3.2: Process of identifying responding factors by MNI: In each condition
or drug treatment, MNI will flag those genes which have a validated model, but their
change in expression can not be explained by the network model.
3.3 Validation on genetic perturbations and environmental
conditions
We have verified our interpretation by applying MNI on two types of expression
datasets as explained in the next two subsections.
3.3.1 Validation on genetic perturbations
We first tested this tool with our TF induction expression data, as a type
of genetic perturbation. In each of these experiments one TF was over-expressed
using Tetracycline-inducible promoters. In 55 of 115 test sets we examined, the
induced gene was not the most differentially expressed gene, or one of a set of genes
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with similar expression levels (figure 3.3,3.4). Thus expression data alone would not
identify the induced gene. In 83 cases (72%), however, MNI on our model correctly
identifies the induced TF as the highest-ranking target and in 90 cases (78%) it
identifies the induced TFs as the highest or second highest target. Among the pool
of TF genes, in 105 out of 115 experiments, the induced gene had the highest rank
in MNI (91%) (figure 3.3).
Fig. 3.3: Validation of MNI on TF perturbation experiments: Three exam-
ples showing expression of all genes (top) and predicted perturbation (MNI score)
(bottom); the actual perturbed gene in marked in red
TF gene induction, however, is not a typical stimulus. In general, TF proteins
directly or indirectly transduce stimuli into changes in gene expression of its regulon.
Roughly 40% of TFs in the MTB regulatory network display auto-binding, and thus
in most cases the transducing TF gene is not expected to display substantial gene
expression changes. The regulatory model used by the original MNI publication
included regulatory interactions mediated by protein or metabolite interactions.
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3.3.2 Validation on environmental changes
The second type of validation included testing this method on environmental
conditions. This involved two different conditions essential in MTB adaptation:
cholesterol treatment and hypoxic conditions.
We first analyzed the response of MTB to cholesterol. KstR is the primary reg-
ulator of cholesterol degradation, acts as a repressor, and represses its own promoter
[41]. But cholesterol blocks KstR’s repression. Our models were trained on data
lacking cholesterol. As predicted by case 3 above, during growth on cholesterol, MNI
identifies both KstR and its regulon as the primary responders. The identification
of the KstR regulon in addition to the TF itself flags the known change in the mode
of regulation of this TF. We expect that this signature can be used to identify other
TFs whose regulatory roles are altered by specific conditions, and thus are likely
respond to these conditions.
In the second test, we performed a preliminary analysis of the hypoxia and re-
aeration time-course data set. DosR is part of a two-component system that senses
hypoxia [42]. The DosR protein is activated by hypoxia and activates the expression
of the dosR gene. Again, MNI produced precisely the results expected (figure 3.5).
During both the transition to hypoxia and the transition back to normoxia, DosR or
its regulon were identified as the primary responders to hypoxic stress even though
DosR was neither the most induced gene during hypoxia, nor the most repressed
in normoxia. Intriguingly, during hypoxia and first day after re-aeration, we also
identify Rv0767 as the primary responder of repressed genes. This unstudied TF
is part of a complex negative feedback loop onto dosR, and we speculate that it
may play a role in damping dosR and other genes in response to changing cellular
conditions in the post-acute phases of hypoxia. Such a response may be important
for long term adaptations to hypoxia.
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(p=1e-9)
Fig. 3.4: Validation of MNI pipeline: One example of TF induction (top row)
and an example of environmental condition (below) showing expression of all genes
(right) and predicted perturbation (MNI score) (left); the actual perturbed gene in
marked in red.
3.4 Identifying M. tuberculosis drug resistance mechanisms
We then implemented this tool on a compendium of gene expression datasets
from a compendium of expression datasets compiled in TBDB.org which included
different nutrient limited conditions [43], and an unpublished compendium of ex-
pression data from the Schoolnik lab in Stanford, derived after growth on different
lipids. By analyzing these data, we expect to identify key regulators of central and
lipid metabolism, processes critical for pathogenesis. We also expect to identify reg-
ulators that respond to nutrient limitations in the host.
Our goal was not to identify the direct targets of the drugs in this set (although
in some cases there is still ambiguity). Instead, we see to identify molecular programs
specifically induced by drug stress. We expect that the genes in this program are
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Fig. 3.5: MNI output for hypoxic time-course: Identifying DosR (Rv3133c) as
the major responder to hypoxic conditions
potential targets for drug synergies that will complement targets identified by other
means.
Figure 3.6 shows the global map of MNI-flagged genes on this dataset. The rows
and columns are clustered to identify conditions which have similar transcriptional
responders. These results validate previously known responders and mechanisms as
explained in the following sections.
The experiments which identify DosR or Rv0081 as the responder (as shown in
figures 3.7 and 3.8) include environmental stress conditions related to hypoxia, star-
vation and nitrositive stress. The role of these TFs in hypoxic adaptation has been
validated [37, 1] and DosR is known to respond to nitric oxide [44, 45, 46]. The novel
drug treatment conditions associated with these TFs can be further investigated.
3.4.1 Identifying efflux pump resistance mechanisms
This method enables identification of drug resistance mechanisms. Cells can
respond to drug stress through a number of intrinsic resistance mechanisms including
drug efflux pumps, cellular damage control and repair genes, and metabolic genes
compensating for drug stress. These genes are often not the direct drug targets,
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Fig. 3.6: Global map of MNI output: For each of the 2300 experiment (rows)
in TBDB.org, we identified the TFs (columns) which respond in the transcriptional
level to the condition or treatment
and thus this tool is appropriate for identifying genes responding to drug stress by
intrinsic resistance. We can also find potential targets for drug synergies.
One interesting finding of these results were identification of Rv0678 as the tran-
scriptional responder to a number of drug treatments including Triclosan, Cephlaxin,
Clotrimazole, Pyrazinamide, Thilactomycin and Ethionamide as well as conditions
such as acid and fatty acid treatments (figure 3.9). Interestingly this regulator is
known to drive membrane proteins mmpS5 and mmpL5 forming an efflux system.
Azole resistance and resistance to Clofazimine and Bedaquiline has been observed in
strains with mutated Rv0678 [47, 48, 49].
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Fig. 3.7: Experiments in which DosR is reponding
This presents a strong validation for this method as a tool for identifying resis-
tance mechanisms and using them for potentiating treatments.
We also identified another similar case involving Rv3160 which responds several
drug conditions as well as fatty acids, which may present a potential drug resistance
mechanism (figure 3.10). These include class of drugs that target cell membrane
or fatty-acid synthesis inhibitors such as Thioridazine, Triclosan, Chlorpromazine,
ETYA; and a number of environmental conditions, such as fatty-acid treatments
(e.g. Palmitic Acid), and Nitric Oxide.
A major advantage of this tool is we are not restricting the search for drug
synergies in the set of known drug targets. We consider all genes in the network, and
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Fig. 3.8: Experiments in which Rv0081 is reponding
therefore this tool is appropriate for identifying novel drug synergies and conditions
that can potentiate drug treatments.
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Fig. 3.9: Experiments in which Rv0678 is responding
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Fig. 3.10: Experiments in which Rv3160c is responding
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Chapter 4
Learning modular structures in gene
regulatory networks through data
integration
A standard technique for understanding underlying dependency structures
among a set of genes posits a shared conditional probability distribution for the
gene expressions measured on individual genes within a group. This approach is of-
ten referred to as module networks, where individual genes are represented by nodes
in a network, groups are termed modules, and the focus is on estimating the network
structure among modules. However, estimation solely from node-specific variables
such as gene expression can lead to spurious dependencies, and unverifiable structural
assumptions are often used for regularization. Here, we propose an extended model
that leverages direct observations about the network such as ChIP-Seq interaction
data, in addition to node-specific variables, such as gene expression. By integrat-
ing complementary data types, we avoid the need for structural assumptions. We
illustrate theoretical and practical significance of the model and develop a reversible-
jump MCMC learning procedure for learning modules and model parameters. We
demonstrate the method accuracy in predicting modular structures from synthetic
data and capability to learn regulatory modules in the Mycobacterium tuberculosis
gene regulatory network.
4.1 Introduction
There is considerable interest in modeling dependency structures in a variety
of applications. Examples include reconstructing regulatory relationships from gene
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expression data in gene networks or identifying influence structures from activity
patterns such as purchases, posts, tweets, etc in social networks. Common approaches
for learning dependencies include using Bayesian networks and factor analysis [50].
Module networks [10, 51] has been widely used to find structures (e.g. gene
regulation) between groups of nodes denoted as modules, based on measurements of
node-specific variables in a network (e.g. gene expression). The motivation lies in
that nodes that are influenced or regulated by the same parent node(s), have the
same conditional probabilities for their variables. For example, in gene regulatory
networks, groups of genes respond in concert under certain environmental conditions
[52] and are thus likely to be regulated by the same mechanism. In other domains,
such as social networks, communities with similar interests or affiliations may have
similar activity in communicating messages in response to news-outbreaks or similar
purchases in response to marketing advertisements [53, 54].
However, inferring dependencies merely from node-specific variables can lead to
higher rate of false positives [55]. For example, a dependency might be inferred be-
tween two unrelated nodes due to existing confounding variables. This can introduce
arbitrary or too many parents for a module. To avoid over-fitting in inferring module
networks, additional structural assumptions such as setting the maximum number
of modules or maximum number of parents per module may be required. This in
turn presents additional inductive bias and results become sensitive to assumptions.
Moreover, searching through the entire set of candidate parents for each module is
computationally infeasible.
Alternatively, we can take advantage of existing network data and by inte-
grating node interactions with node variables, we can avoid structural assumptions.
For example, to learn gene regulatory networks, we can use protein-DNA interac-
tion data, which shows physical interactions between proteins of genes (known as
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Fig. 4.1: Illustration of proposed model: Modular structures are learned from
node variables (e.g. gene expression) and network data (e.g. protein-DNA inter-
actions). Node variables are color-coded ranging from green (low) to red (high).
A number of parents are assigned to each module (orange links). A combinatorial
program is inferred for each module; example shown for module M4.
Transcription Factors) with promoter regions of other genes, leading to regulation of
transcription (and expression) of the latter genes. This data can be measured using
chromatin immunoprecipitation of DNA-bound proteins, i.e. ChIP-ChIP or ChIP-
Seq technologies, which have shown to be informative of regulation [9, 56, 57, 58]. As
another example, to learn influence structures in a twitter network, we can integrate
the network of who-follows-who with measurements of users activities.
Identifying modules or block structures using network data has been well-studied
in works of stochastic blockmodels [59, 60, 61] in the field of social network modeling
[62]. Stochastic blockmodels assume that nodes of a network are members of unob-
served blocks, and describe their interactions with other nodes through parametric
models. However, models for inferring modular structures from integration of both
data types (node variables and network data) are comparatively under-explored and
are of interest in many applications.
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4.1.1 Contributions
In this paper, we propose an integrated probabilistic model inspired by module
networks and stochastic blockmodels, to learn dependency structures from the com-
bination of network data and node variables. We consider network data in terms of
directed edges (interactions) and model network data using stochastic blockmodels.
Intuitively, by incorporating complementary data types, a node which is likely to
have directed edges to members of a module as well as correlation with variables of
module will be assigned as parent. The use of network data enhances computational
tractability and scalability of the method by restricting the space of possible depen-
dency structures. We also show theoretically that the integration of network data
leads to model identifiability, whereas node variables alone can not.
Our model captures two types of relationships between variables of modules
and their parents, including small changes of variables due to global dependency
structure and condition-specific large effects on variables based on parent activities
in each condition. Based on these relationships, we infer a combinatorial program
[63, 51] for each module, showing how multiple parents interact in regulating the
module.
For estimation of parameters, we use a Gibbs sampler instead of the determin-
istic algorithm employed by Segal et al. to overcome some of the problems regarding
multi-modality of model likelihood [64]. We also solve the problem of sensitivity
to choice of maximum number of modules using a reversible-jump MCMC method
which infers the number of modules and parents based on data. The probabilistic
framework infers posterior distributions of assignments of nodes to modules and thus
does not face restrictions of non-overlapping modules [61].
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4.1.2 Related Work
Other works have also proposed integrating different data types, mostly as prior
information, for improvement in learning structures [65, 66, 67]. Assumptions such
as sparse priors have been used in other works to improve modeling of network
interactions between groups of nodes [68]. Our approach is different in that we
consider additional data types also as observations from a model of dependency
structures. Our model thus considers both network edges and node variables as data
observed from the same underlying structure, providing more flexibility for the model.
Moreover, we utilize data integration to identify structures between groups of nodes
(modules) as opposed to individual nodes. Despite the similarity in the framework
of our model to module networks, our model for variables has differences in relating
modules to their parents, giving more accurate and interpretable dependencies. Also,
the integration of network data is novel. Regarding the learning procedure, prior work
has been done on improving module network inference by using a Gibbs sampling
approach [64]. We take a step further and use a reversible-jump MCMC procedure to
learn the number of modules and parents from data as well as parameter posteriors.
Our method can also allow restricting the number of modules based on context, with
a narrow prior. By adjusting this prior, we have multi-resolution module detection.
4.2 Model of Modular Structures
In the framework of module networks, dependencies are learned from profiles
of node variables (e.g. gene expressions) for each node (e.g. gene), as random
variables {X1, ..., XN}. The idea is that a group of nodes with common parents
(e.g. co-regulated genes) are represented as a module and have similar probability
distributions for their variables conditioned on their shared parents (regulators).
Figure 4.1 shows a toy example where node variable data are shown in green-to-red
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heatmaps and network data with dashed arrows. A module assignment function
A maps nodes {1, ..., N} to K non-overlapping modules. A dependency structure
function S assigns a set of parents Paj from {1, ..., R} known candidate parents
(possible regulators/influencers), which are a subset of the N nodes, to module Mj
(figure 4.1). In the toy example, nodes d, e are assigned to the same module M4 and
b, a are assigned as their parents. In cases where multiple parents drive a module, e.g.
a, b affecting M4, combinatorial effects are represented as a decision tree (regulatory
program) and each combination of parents activities, defined as a context, is assigned
to a cluster of conditions (experiments). In figure 4.1, parent b has an activating effect
while a represses M4, hence, e, d are active in context (ii) where only b is active and a
is not. Inferring this decision tree in the context of different applications shows how
multiple parents act together in influencing a group of nodes, e.g. in a gene network,
multiple transcription-factor (TF) proteins act as regulators together to express a
group of genes.
Given this framework, our model considers variables and network data as two
types of observation from the same underlying modular structure. This structure
is encoded based on assignments to modules (A) and parents for each module (S).
In the example of gene networks, in each module, TF-gene interactions are likely
to be observed between TFs and upstream regions of genes in the module while
combinations of expressions of TFs explain expressions of genes.
4.2.1 Modeling Node Variables
We model variables for nodes {1, ..., N} in each condition or sample c ∈ 1, ..., C
with a multivariate normal represented as Xc ∼ N (µc,Σ), where Xc is a N×1 vector,
with N being the total number of nodes. The covariance and mean capture two
different aspects of the model regarding global dependency structures and context-
specific effects of parents, respectively, as described below.
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We define the covariance Σ to be independent of conditions and representing the
strength of potential effects of one variable upon another, if the former is assigned as
a parent of the module containing the latter. In the example of gene expressions, Σ
may represent the affinity of a Transcription-Factor protein to a target gene promoter.
The modular dependencies between variables imposes a structure on Σ. To construct
this structure, we relate node variables to their parents through a regression Xc =
WXc +  where  = N (mc, I). W is a N ×N sparse matrix in which element Wnr
is nonzero if variable r is assigned as a parent of the module containing variable
n. Here we assume Wnr has the same value for ∀n ∈ Mk,∀r ∈ Pak, which leads
to identifiability of model (as explained in section 4.5.2. Then, assuming I −W is
invertible, Xc = (I −W )−1 which implies Σ = (I −W )−T (I −W )−1. Therefore,
we impose the modular dependency structure over Σ through W , which is easier to
interpret based on A,S assignments.
We define variable means µc, based on parents as described below. First,
based on the modular structure of nodes, we can partition the mean vector as
µc = [µ
1
c ...µ
K
c ]
T , where each µkc for k = 1, ..., K is a 1×Nk vector with Nk equal to
the number of nodes in module k. In modules where there is more than one parent
assigned, combinations of different activities of parents, creating a context, can lead
to different effects. The binary state of parent r ∈ Pak is defined by comparing its
mean to a split-point zrk, corresponding to a mixture coefficient for that state γ
r
Lo or
γrHi, as: γ
r
c = γ
r
LoH(z
r
k − µrc) + γrHiH(µrc − zrk), where H(·) is a unit step function.
The combination of different activities are represented as a decision tree for each
module k (figure 4.1). We represent a context-specific program as dependencies of
variable means on parents activities in each context, such that µkc for module k is a
linear mixture of means for parents of that module: µkc =
∑Rk
r=1 γ
r
cµ
Pak
c where Rk is
the number of parents Pak and γ
r
c are similar for all conditions c occurring in the
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Fig. 4.2: Graphical representation of model: The assignments of nodes to
modules A and parents for modules S represent modular dependency structures,
from which we observe node variables Xc in each condition c and network data Br→n
between a parent r and a node n. Means of node variables µc are determined from
parent means µRc with mixing coefficients Γ determined based on parent split-points
Z.
same context. Thus, in general we can write µc = Γcµ
R
c , where µ
R
c contains the
means of parents 1, ..., R in condition c. The N ×R matrix Γc has identical rows for
all variables in one module based on the assignment functions A,S. The graphical
model is summarized in figure 4.2. Thus the model for object variables would be:
Xc ∼ N (ΓcµRc , (I −W )−T (I −W )−1).
Given independent conditions, the probability of data X = [X1, ...,XC] for C
conditions given parameters can be written as multiplication of multivariate normal
distributions for each condition: P (X|A,S,Θ,Σ, ZS) = ∏Cc=1 P (Xc|A,S, θc,Σ, ZS),
where Θ = {θ1, ..., θC} denotes the set of condition-specific parameters θc = {µRc ,Γc}
for c = 1, ..., C and ZS denotes the set of parent split-points for all modules.
Then for each condition we have: P (Xc|A,S, θc,Σ, ZS) = 1(2pi)N/2|Σ1/2|exp(−12(Xc −
µc)
TΣ−1(Xc − µc)).
Hence, this model provides interpretations for two types of influences of parents.
By relating the distribution mean for variables in each module and in each condition
to means of their assigned parents (figure 4.1.B), we model condition-specific effects of
parents. Based on the states of parents in different contexts (partitions of conditions),
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this leads to a bias or large signal variations in node variables. Whereas, small
signal changes (linear term) are modeled through the covariance matrix Σ which
is independent of condition and is only affected by the global wiring imposed by
dependency structures.
4.2.2 Modeling Network Data
Network data, as a directed edge between a parent r ∈ {1, ..., R} and node
n ∈ Mk, when r is assigned as a parent of the module r ∈ Pak is defined as a
directed link Br→n where
P (Br∈Pak→n∈Mk |A,S, pirk) ∼ Bernoulli(pirk) (4.1)
The parameter pirk defines the probability of parent r influencing module Mk (figure
4.2). In the gene network example, an interaction between a Transcription Factor
protein binding to a motif sequence, upstream of target genes, which is common
in all genes of a module can be observed using ChIP data. Therefore, directed
interactions from parents to all nodes in a module would be P (BMk |A,S,pik) =∏
r∈Pak
∏
n∈Mk P (Br→n|A,S, pirk), where pik is the vector of pirk for all r ∈ Pak and for
all nodes we have:
P (B|A, S,pi) =
K∏
k=1
∏
r∈Pak
∏
n∈Mk
P (Br→n|A,S, pirk)
=
K∏
k=1
∏
r∈Pak
(pirk)
srk(1− pirk)|Mk|−srk
∏
r′ 6∈Pak
(pi0)
sr′k(1− pi0)|Mk|−sr′k (4.2)
with pi = {pi1, ...,piK} and srk =
∑
n∈Mk(Br→n) is the sufficient statistic for the
network data model and |Mk| is the number of nodes in module k and pi0 is the
probability that any non-parent can have interaction with a module. In gene regula-
50
tory networks, pi0 can be interpreted as basal level of physical binding that may not
necessarily affect gene transcription and thus regulate a gene.
In the context of stochastic blockmodels, the group of parents assigned to each
module can be considered as an individual block and thus our model can represented
as overlapping blocks of nodes.
The likelihood of the model M = {A,S,Θ,Σ, ZS,pi} given the integration
of node variables and network data is:
P (X,B|M) = P (X|A,S,Θ,Σ, ZS)P (B|A,S,pi). With priors for parameters M
the posterior likelihood is: P (M|X,B) ∝ P (M)P (X,B|M).
4.3 Theory: Model Identifiability
Our method uses network data to avoid extra structural assumptions. In this
section we formalize this idea through the identifiability of the proposed model.
This property is important for interpretability of learned modules. Module networks
and generally multivariate normal models for object variables can be un-identifiable,
and imposing extra structural assumptions is necessary to overcome this. Here,
we illustrate that the integrated learning proposed in this paper resolves the un-
identifiability issue. First, we show that modeling node variables alone is identifiable
only under very specific conditions. Then, we will restate some results from [69]
on the identifiability of overlapping block models. Using this result we show the
identifiability of the model under some reasonable conditions.
Lemma 1 Node Variables Model: For the model of node-specific variables X, if
we have:
P (X|{A,S}′,Θ′,Σ′) = P (X|{A,S},Θ,Σ)
1. Then, we can conclude: µ′ = µ and Σ′ = Σ.
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2. If we further assume {A,S} = {A,S}′ and that each module has at least two
non parent nodes and
∑
k |Pak| < N and the covariance matrix Σ is invertible,
we can conclude: Θ = Θ′, W = W ′ (Proof in Appendix A).
The above lemma provides identifiability for the case where the structure {A,S}
is assumed to be known. However, in the case where we don’t have the structure, the
parameterizations of multivariate normal (µ and Σ) can be written in multiple ways
in terms of Θ and {A,S}. This is due to existence of multiple decompositions for
the covariance matrix. In the following, we will use a theorem for identifiability of
overlapping block models from [69] which is an extension of the results in [70]. The
results provide conditions for overlapping stochastic block models to be identifiable.
Theorem 1 Network Data Model:
If we have P (B|{A, S},pi) = P (B|{A, S}′,pi′), then: {A, S} = {A, S}′ with a per-
mutation and pi = pi′ (except in a set of parameters which have a null Lebesgue
measure) (Proof in Appendix B).
Using the above Theorem and Lemma 1 we can have the following Theorem for
the identifiability of the model.
Theorem 2 Identifiability of Model: If we have: P (B|{A, S},pi) =
P (B|{A, S}′,pi′) and P (X|{A,S}′,Θ′,Σ′) = P (X|{A,S},Θ,Σ) with assuming that
each module has at least two non-parent nodes and
∑
k |Pak| < N and the covariance
matrix Σ is invertible, then: {A, S} = {A, S}′ with a permutation, pi = pi′ , Θ = Θ′
and W = W ′ (except in a set of parameters which have a null Lebesgue measure)
(Proof in Appendix C).
This Theorem, states the theoretical effect of integrated modeling on identifiability of
modular structures, given that the sum of number of parents is less than the number
of nodes (as is common in gene regulatory networks).
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4.4 Parameter Estimation using RJMCMC
We use a Gibbs sampler to obtain the posterior distribution P (M|X,B) and
design Metropolis-Hastings samplers for each of the parameters Θ,Σ,pi conditioned
on the other parameters and data X,B. We use Reversible-Jump MCMC [71] for
sampling from conditional distributions of the assignment and structure parameters
A,S. To update the means, we only need to sample one value for means of parents
assigned to the same module. This set of means of distinct parents µRc are sampled
with a normal proposal (Algorithm 1). Similarly we sample the parameters γrc, z
r
k
and pirk, corresponding to parent r ∈ Pak of module k, from normal distributions. The
conditions required for identifiability (from Theorem 1) are enforced in each iteration,
such that samples violating the conditions are rejected. To update covariance Σ, each
distinct element of the regression matrix W corresponding to a module k, denoted as
wk, is updated. Due to the symmetric proposal distribution, the proposal is accepted
with probability Pmh = min{1, P (M(i+1)|X,B)P (M(i)|X,B) } where M(i) = {A,S,Θ,Σ, ZSpi}(i).
4.4.1 Learning assignments A,S.
Learning the assignment of each node to a module, involves learning the number
of modules. Changing the number of modules however, changes dimensions of the
parameter space and therefore, densities will not be comparable. Thus, to sample
from P (A|S,Θ,Σ, , ZSpi,X,B), we use the Reversible-Jump MCMC method [71], an
extension of the Metropolis-Hastings algorithm that allows moves between models
with different dimensionality. In each proposal, we consider three close move schemes
of increasing or decreasing the number of modules by one, or not changing the total
number. For increasing the number of modules, a random node is moved to a new
module of its own and for decreasing the number, two modules are merged. In the
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Algorithm 1 RJMCMC for sampling parameters
Inputs:
Node Variables Data X
Network Data B
for iterations i = 1 to I do
Sample A(i+1) given A(i) using Alg 2 in appendix
Sample S(i+1) given S(i) using Alg 3 in appendix
for modules k = 1 to K(i) do
Propose w
(i+1)
k ∼ N (w(i)k , I)
Accept with probability Pmh; update Σ
(i+1)
for parents r = 1 to Rk do
Propose z
r(i+1)
k ∼ N (zr(i)k , I); accept with Pmh
Propose pi
r(i+1)
k ∼ N (pir(i)k , I); accept with Pmh
end for
end for
for condition c = 1 to C do
Propose µ
R(i+1)
c ∼ N (µR(i)c , I); accept with Pmh
Propose γ
R(i+1)
c ∼ N (γR(i)c , I); accept with Pmh
end for
end for
third case, a node is randomly moved from one module to another module, to sample
its assignment (Algorithm 2 in Appendix D).
To sample from the dependency structure (assignment of parents)
P (S|A,Θ,Σ, ZSpi,X,B), we also implement a Reversible-Jump method, as the num-
ber of parents for each module needs to be determined. Two proposal moves are
considered for S which include increasing or decreasing the number of parents for
each module, by one (Algorithm 3 in Appendix E).
4.5 Results
4.5.1 Synthetic Data
We first tested our method on synthetic node-variables and network data gener-
ated from the proposed model. A dataset was generated for N = 200 nodes in K = 4
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modules with C = 50 conditions for each node variable. Parents were assigned from
a total of R = 10 number of candidates. Parameters pi, γ and W were chosen ran-
domly, preserving parameter sharing of modules. The inference procedure was run for
20,000 samples. Exponential prior distributions were used for number of parents as-
signed to each module, to avoid over-fitting. Figure 4.3 shows the autocorrelation for
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Fig. 4.3: Results for sythetic data: Autocorrelation for an example variable mean
(top); gibbs samples and posterior after burn-in period (actual mean shown with red
line); number of modules (purple) and true positive rate of recovered links (green),
ROC curve for integrated model and variables model (bottom)
samples of variable mean µnc for an example gene. The samples become independent
after a lag and thus we removed the first 10, 000 iterations as burn-in period. Sam-
ples from posteriors, including the number of modules K, exhibit standard MCMC
movements around the actual value (actual K = 4). We also calculated the true
positive rate and false positive rates based on actual dependency links. We repeated
the estimation of true positive and false positive rates for 100 random datasets with
the same size as mentioned and computed the average ROC for the model (figure
4.3). As comparison, for each generated dataset, we also tested the sub-model for
variable data (excluding the model for network data) to infer links (figure 4.3). We
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performed bootstrapping on sub-samples with size 1000 to compute variance of AUC
(area under curve) and paired t-tests confirmed improved performance of integrated
model compared to the variables sub-model (p < 0.05).
The parameter sharing property in modular structures allows parallel sampling
of parameters wk and γ
r
(k), z
r
k,pi
r
k for each module k, in each iteration and in different
conditions. We used Matlab-MPI for this implementation. It takes an average of
36 ± 8 seconds to generate 100 samples for N = 200, C = 50, R = 10 on an i5
3.30GHz Intel(R). For further enhancement, module assignments were initialized by
k-means clustering of variables.
4.5.2 M. tuberculosis Gene Regulatory Network
We applied our method to identify modular structures in the Mycobacterium
tuberculosis (MTB) regulatory network. MTB is the causative agent of tuberculosis
disease in humans and the mechanisms underlying its ability to persist inside the host
are only partially known [72]. We used interaction data identified with ChIP-Seq of
50 MTB transcription factors and expression data for different induction levels of
the same factors in 87 experiments, from a recent study by [9]. Only bindings of
factors to upstream intergenic regions were considered. We tested our method on
3072 MTB genes which had binding from at least one of these factors and performed
100,000 number of iterations on the combination of the two datasets. For each gene,
we inferred the mode of its assignments to modules (after removing burn-in samples)
and obtained 29 modules in total. The largest modules and the assigned regulators
are shown in figure 4.4.
We found functional enrichment of modules using Gene Ontology (GO) terms
and COG category annotations from the TBDB database [73] (enrichments indicate
higher probability of observing a function in module compared to other modules).
Out of 29 modules, 26 were enriched for at least one COG category with Bonfer-
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Fig. 4.4: Regulatory structures between largest modules inferred for MTB:
Regulators assigned to each module are shown; the size of circles are proportional
to number of genes assigned to the module. Enriched functional annotations are
highlighted (details in table 4.1).
roni corrected p < 0.05. The enrichments for the top major identified modules are
shown in table 4.1. For each module, the number of assigned genes and examples
of previously studied genes are presented. The identified regulators of each mod-
ule and enriched annotations confirm known functions for some regulators, such as
the role of KstR (Rv3574) in regulating lipid metabolism [8], confirmed in modules
M26 and M11; and DosR (Rv3133c) in nitrosative stress response [44] (module M1)
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and transcription [7] (module M25). Novel functions for other regulators and the
combinations of regulators acting together are also presented.
As shown in figure 4.4, many modules are controlled by more than one regulator,
highlighting the significance of combinatorial regulations in controlling gene expres-
sions in this network. The inferred structure identifies multiple feed-forwards loops
(FFLs), many of which involve a hub regulator Rv0081 and another regulator. FFLs
are known to lead to dynamic transient responses or time delays in gene expression
[74] and the role of Rv0081 in driving multiple FFLs in MTB can be further studied.
Also, two auto-regulating feedbacks were inferred from Rv0081 to its module M3,
and from Rv2034 to M24, which may contribute to stabilizing and noise-reduction
[75] in transcription of the hub regulators. One inferred module is M11 shown in
figure 4.5 which is regulated by Rv0081 and KstR (Rv3574). KstR is known to be
involved in cholesterol and lipid catabolism [8] and the module is enriched for ”Energy
production and conversion” and ”Lipid transport and metabolism” COG categories
(table 4.1). The inferred program depicted in figure 4.5 shows that either of the two
regulators can repress the expression of the 48 genes assigned to this module, which
include lipases and genes involved in fatty acid β-oxidation and triacylglycerides cycle
metabolic pathways. KstR itself is also regulated by Rv0081, forming another FFL
and the roles of both factors in repressing these pathways can be further investigated.
Thus, a hypoxic (oxygen deprivation) regulator Rv0081, regulates lipid metabolism
genes through KstR. The two factors of hypoxic adaptation and lipid catabolism are
two main factors involved in MTB persistence [72, 9].
Figure 4.5 shows module M25 containing 161 genes, with an interesting regu-
latory program involving two MTB hypoxic adaptation regulators: Rv3133c (DosR)
and Rv0081. DosR is well known to activate the initial response of MTB in hypoxic
conditions [37]. As table 4.1 shows, M25 is enriched for ”Transcription” in COG cat-
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Fig. 4.5: Examples of inferred regulatory programs: (Left) module M11 of fig. 4.4
showing that either of Rv0081 and KstR can repress the module in contexts (a) and
(c); (Right) module M25 of fig. 4.4 showing the induction of these genes by DosR is
mediated through Rv0081 in context (c)
egories. The genes assigned to this module include other regulators such as Rv2021c,
Rv3124 known to be induced in later time points (after 24 hours) in hypoxia. The
mechanism driving this enduring hypoxic response is not well known [7]. The in-
ferred regulatory program for this module predicts induction of most genes in the
module in conditions where both DosR and Rv0081 are expressed (context (c) in fig-
ure 4.5). This combinatorial regulation could be acting as either a logical AND gate,
where both factors are required, or Rv0081 might be the only necessary activator
of the module. However, Rv0081 itself is also regulated by DosR, which creates a
feed-forward loop structure driving this module (see figure 4.4). Hence, this program
illustrates the significance of Rv0081 and DosR in the form of a FFL in mediating
the induction of a second hierarchy of regulators with a time delay, leading to a later
hypoxic response.
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We showed in section 4.5.2 that integration of network data has theoretical ad-
vantages in terms of model identifiability. Here, we show that it can also reduce
the number of false positive regulatory links in MTB data. As a gold standard, we
used previously validated links (by EMSA, RTq-PCR) for two MTB regulators, in-
cluding 48 known links for DosR from [44] and 72 known links for KstR from [8].
We calculated the area under precision-recall for our method by comparing posterior
probabilities for DosR and KstR links to known links (table 4.2). As comparison,
we also applied common methods shown to have best performance in DREAM chal-
lenge contests [76] in inferring regulatory networks from gene expression only. These
include Mutual Information between expression profiles (MI), CLR [40]and GENIE3
[77]. We applied these on the above MTB expression data, and compared the inferred
links to the gold standard set. As the number of validated links in MTB are small,
we also scored the predictions from co-expression methods to the MTB ChIP-Seq
data [9] for the same two regulators. Also, none of these methods assume modular
structures.
We then applied Module Networks [10] to the same expression dataset and
compared predictions to known links and ChIP-Seq data (table 4.3). We set the
maxmimum number of modules to 10 and constrained the candidate pool of regula-
tors to the 50 ChIPped regulators only. On average 2.8± 0.63 number of regulators
were assigned to each module, with a mode of 3, whereas the ChIP-Seq network
shows a mode of 1 for in-degree of genes [9], i.e. most genes have only one regulator
binding. As the predicted links from module networks are deterministic, an AUPR
score can not be reported, thus we compared to precision and recall of posterior mode
from our models. Note small precision values are due to small number of validated
links, i.e. if a link is not validated experimentally it may not be wrong. For a fair
comparison of models without the effect of interaction data, we also compared to
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performance of our model for variables data only (table 4.3). These results show
that module networks and in general co-expression methods have many false posi-
tives and integrating interaction data is necessary for inference of direct regulatory
relationships.
Appendix A. Proof of Lemma 1
Lemma 1 Node Variables Model: For the model of node variables X, if we have:
P (X|{A,S}′,Θ′,Σ′) = P (X|{A,S},Θ,Σ) (4.3)
1. Then, we can conclude: µ′ = µ and Σ′ = Σ.
2. If we further assume {A,S} = {A,S}′ and that each module has at least two
non parent nodes and
∑
k |Pak| < N and the covariance matrix Σ is invertible,
we can conclude: Θ = Θ′, W = W ′.
Proof sketch:
1. Considering that distributions of X are multivariate Normal under both pa-
rameter sets, it is straight forward that the mean and covariance parameters
of two Normals should be the same. This can be formally shown by finding
maximum of the distribution and curvature at any point for both sides, hence,
µ′ = µ and Σ′ = Σ.
2. From the identifiability of µ and Σ, it is sufficient to show that µ and Σ uniquely
define Θ, W given {A,S}. Starting from Γc, we can consider the following set
of linear equations:
µc = Γcµ
R
c
This is a set of equations with N equations and
∑
k |Pak| unknowns. Hence,
when
∑
k |Pak| < N this set of linear equations will lead to a unique solution
if a solution exists.
For the Σ, given that it is invertible, we have:
Σ−1 = (I −W )T (I −W ) (4.4)
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Considering that parents have the same value for Wnr for ∀n ∈ Mk. Then, we
can simply find Wnr by solving |Pak| ∗Wnr2 = Σ−1ij where i, j are two genes
that are non parents and belong to the module Mk.

Appendix B. Proof of Theorem 1
Theorem 1 Network data Model: If we have:
P (B|{A, S},pi) = P (B|{A, S}′,pi′) (4.5)
Then: {A, S} = {A, S}′ with a permutation and pi = pi′(except in a set of parameters
which have a null Lebesgue measure).
Proof sketch: Our network data model is an overlapping stochastic block
model, where the blocks are parents and modules, with a specific parametrization
among the modules and parents. Hence, we have the identifiability using the Theorem
4.1 in [69]. 
Appendix C. Proof of Theorem 2
Theorem 2 Identifiability of model: If we have:
P (B|{A, S},pi) = P (B|{A, S}′,pi′) (4.6)
P (X|{A,S}′,Θ′,Σ′) = P (X|{A,S},Θ,Σ) (4.7)
with assuming that each module has at least two non-parent nodes and
∑
k |Pak| < N
and the covariance matrix Σ is invertible, then: {A, S} = {A, S}′ with a permutation,
pi = pi′ , Θ = Θ′ and W = W ′.
Proof sketch: This theorem is an immediate result from combination of Theo-
rem 1 and Lemma 1. Using (4.6), according to Theorem 1 we have: {A, S} = {A, S}′
with a permutation and pi = pi′. Now, knowing {A, S} = {A, S}′ and equation (4.7)
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we can apply Lemma 1 leading to Θ = Θ′ and W = W ′. This concludes the proof.

Appendix D. Learning Module Assignment A.
Learning the assignment of each gene to a module, involves learning the number
of modules. Changing the number of modules however, changes dimensions of the
parameter space and therefore, densities will not be comparable. Thus, to sample
from P (A|S,Θ,Σ, , ZSpi,X,B), we use the Reversible-Jump MCMC method [71], an
extension of the Metropolis-Hastings algorithm that allows moves between models
with different dimensionality.
In each proposal, we consider three close move schemes of increasing or decreas-
ing the number of modules by one, or not changing the total number. For increasing
the number of modules, a random gene is moved to a new module of its own and
for decreasing the number, two modules are merged. In the third case, an gene is
randomly moved from one module to another module, to sample its assignment.
We design transformation of parameters using Green’s method to extend model
dimensions (Algorithm 2) The acceptance ratio for the split move is Psplit =
min{1, P (M(i+1)|X,B)
P (M(i)|X,B) ×
1
K+1
1
K
× p+1
p−1
× 1
p(u)p(u′) × J(i)→(i+1)} where J(i)→(i+1) is the Ja-
cobian of the transformation from the previous state to the proposed state, and the
acceptance ratio for the merge move is Pmerge = min{1, P (M(i+1)|X,B)P (M(i)|X,B) ×
1
K−1
1
K
× p−1
p+1
×
J(i)→(i+1)}.
Appendix E. Learning Dependency Structure S.
To sample from the dependency structure P (S|A,Θ,Σ, ZSpi,X,B) (assignment
of parents), we also implement a Reversible-Jump method, as the number of parents
for each module needs to be determined. Two proposal moves are considered for S
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Algorithm 2 RJMCMC to update A
1: Find K: number of distinct modules in A(i)
2: Propose move ν from {−1, 0,+1} with probabilities p−1, p0, p+1, respectively.
3: switch (ν)
4: case +1:
5: Select random gene n ∈Mk uniformly
6: Assign n to new module MK+1
7: Assign parents PaK+1 = Pak
8: Draw vectors u,u′ ∼ N (0, 1)
9: Propose parameters:
10: pi
PaK+1
k1 = pi
Pak
k − u, piPakk2 = piPakk + u
11: γ
PaK+1
k1 = γ
Pak
k − u′, γPakk2 = γPakk + u′
12: Compute {Θ,Σ,pi}
13: Accept A(i+1) with Psplit
14: case −1:
15: Select two random modules Mk1 and Mk2
16: Merge into one module Mk1
17: Assign parents Pak1 = Pak1 ∪ Pak2
18: for ∀r ∈ Pak1 ∩ Pak2 do
19: Propose pirk1 = (pi
r
k1 + pi
r
k2)/2
20: and γrk1 = (γ
r
k1 + γ
r
k2)/2
21: end for
22: Compute {Θ,Σ,pi}
23: Accept A(i+1) with Pmerge
24: case 0:
25: Select two random modules Mk1 , Mk2
26: Move a random gene n from Mk1 to Mk2
27: Compute {Θ,Σ,pi}
28: Accept A(i+1)(n) = k2 with Pmh
29: end switch
which include increasing or decreasing the number of parents for each module, by
one (Algorithm 3). In the case of addition of a parent to a module, we propose
mixture coefficients γ and interaction parameters pi for the added regulator, based
on its learned values in another module, where it has already been assigned as a
parent, with an additional noise term. The acceptance ratio for the add proposal is
Padd = min{1, P (M(i+1)|X,B)P (M(i)|X,B) ×
1
Rk+1
1
R−Rk
× pS
1−pS × 1p(u)p(u′) × J(i)→(i+1)} where Rk is the
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number of parents for module k in the i−th state, and the acceptance ratio for the
remove proposal is Prem = min{1, P (M(i+1)|X,B)P (M(i)|X,B) ×
1
R−Rk+1
1
Rk
× 1−pS
pS
× J(i)→(i+1)}.
Algorithm 3 RJMCMC to update S
1: Set pS
2: for module k = 1 to K do
3: Propose ν from {+1,−1} with pS
4: switch (ν)
5: case +1:
6: Add a random parent r ∈ 1, ..., R to Pak
7: Draw u,u′ ∼ Unif(0, 1)
8: if r is also a parent of another module Pak′ then
9: Propose pirk = pi
r
k′ + u, γ
rk
c = γ
rk′
c + u′(c) for all c ∈ {1, ..., C}
10: else
11: Propose pirk = u,γ
rk
c = u
′(c) for all c
12: end if
13: Compute {Θ,Σ,pi}
14: Accept S(i+1) with Padd
15: case −1:
16: Remove a random parent r from Pak
17: Compute {Θ,Σ,pi}
18: Accept S(i+1) with Prem
19: end switch
20: end for
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Module
ID
Number
of
Genes
Example Genes As-
signed to Module
Regulators Enriched COG Catergories
(p < 0.05)
Enriched GO terms
(p < 0.05)
M21 291 KstR, Rv3249c, sigI,
relA, helZ, recG
Rv0081 Replication, recombination
and repair; Transcription
extracellular region;
growth; plasma mem-
brane
M24 258 DosR, sigA, sigL,
clpP1,2
Rv2034 Intracellular trafficking, se-
cretion, and vesicular trans-
port; Secondary metabo-
lites biosynthesis, transport
and catabolism
extracellular region;
plasma membrane
M7 250 Rv0324, sigE, rpoA,
icl, sucC, narK1,
nuoAB, nuoDEFG
Rv0081, Lsr2 Energy production and con-
version; Inorganic ion trans-
port and metabolism
NADH dehydrogenase
(ubiquinone) activ-
ity; growth; plasma
membrane
M5 214 inhA, fabH Rv1990c Posttranslational modifi-
cation, protein turnover,
chaperones
growth; plasma mem-
brane
M25 161 ideR, sigB, nusG,
argR, lipP, Rv2021c,
Rv3124
Rv0081,
DosR
Transcription; Defense
mechanisms
plasma membrane; suc-
cinate dehydrogenase
activity
M10 154 lysA, dapF, fprA,
lipO, fadD7, fadD30,
fadA6
Rv3249 Amino acid transport and
metabolism;
plasma membrane
M26 148 sugA,B,C; mutA,B KstR Carbohydrate transport
and metabolism; Lipid
transport and metabolism
growth; propionate
metabolic process,
methylmalonyl pathway
M1 144 fabG4, fadD8 DosR Secondary metabolites
biosynthesis, transport and
catabolism
cellular response to ni-
trosative stress; growth;
plasma membrane
M22 60 fas, fadA4, pcaA,
metB
Rv3249c,
Rv2034
Cell
wall/membrane/envelope
biogenesis
plasma membrane
M27 59 kasA-B, fabD, accD6 Lsr2 Cell motility plasma membrane
M11 48 fadA3, fadD4, lipC,
lipW, nuoH-N,
narI,J,H
Rv0081,
KstR
Energy production and cov-
ersion; Lipid transport and
metabolism
NADH dehydrogenase
(ubiquinone) activ-
ity; nitrate reductase
activity
M3 36 Rv0081, Rv0232,
Rv1990c, fadE4,
fadE5
DosR Energy production and con-
version
-
Table 4.1: Enrichment of functional annotations for largest modules controlled by
major MTB regulators
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Table 4.2: Area under precision-recall AUPR(%) calculated for link prediction using
proposed method and other common co-expression methods, applied to MTB data.
The predictions are scored vs known and ChIP-Seq links for two regulators
Gold Standard Validated Links ChIP-Seq Links
Regulator DosR KstR DosR KstR
No. of Targets (48) (72) (528) (503)
MI 39.04 9.24 25.00 17.85
CLR 48.25 9.37 21.44 16.77
GENIE3 62.26 31.37 21.55 19.44
Proposed Model 72.13 65.72 79.62 70.06
Table 4.3: Percentage of Precision (P) and Recall (R) for link prediction using module
networks and proposed models.
Gold Standard Validated Links ChIP-Seq Links
Regulator DosR KstR DosR KstR
P R P R P R P R
Module Networks 3.8 81.2 6.5 86.1 40.1 76.3 35.8 67.4
Proposed Model for Variables
(mode)
4.6 77.1 7.2 77.8 55.0 83.7 52.5 80.5
Proposed Integrated Model
(mode)
6.5 89.6 10.6 84.7 75.4 93.4 83.6 95.6
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Chapter 5
Modeling regulation of clock-controlled
genes in Neurospora crassa
The circadian clock is an evolutionarily conserved time-keeping mechanism that
coordinates the physiology of an organism with daily environmental cycles, and has a
major influence on gene expression. This coordination is mediated through regulation
of circadian gene expression. Depending on the organism and tissue, between 10-38%
of the eukaryotic genome is under control of the clock at the level of transcription
initiation [78]. Abnormalities in circadian system are associated with a wide range of
diseases, including metabolic syndrome that affects up to 40% of adults over the age
of 50. Thus, knowing what genes are regulated by the clock, and the mechanisms of
this regulation, are necessary to understand clock-associated diseases. Furthermore,
clock-controlled transcripts peak at all possible phases of the circadian cycle; however,
we have a poor understanding of what controls phase.
the direct targets of the core clock component and transcription factors in Neu-
rospora crassa have been identified, and an overrepresentation of TFs is seen in the
roughly 200 direct targets. In Neurospora, about 20% of the genome is controlled by
the circadian clock.
Circadian clocks allow organisms to anticipate daily environmental cycles, and
regulate physiology and behavior [79]. For example, our heart rate and blood pressure
increase in anticipation of waking up each morning. and the capacity for learning
and memory, and the onset of sleep, are clock-controlled.
Circadian clocks use an input system to synchronize the molecular oscillator
to the light-dark cycle, a 24-hour period oscillator, and output pathways to control
68
physiology and behavior [80, 15]. While substantial progress has been made in under-
standing the central clock machinery and cataloging rhythmic genes, our challenge
now is to connect the circadian oscillator to the output pathways to determine how
the clock regulates rhythms in processes important to human health.
5.1 Introduction to circadian clock in Neursopora crassa
Many fundamental properties of the circadian clock have been discovered using
Neurospora as a model system [15]. When Neurospora is grown in constant dark
conditions, the positive components of the circadian clock, WHITE COLLAR-1 (WC-
1) and WC-2, heterodimerize to form the white collar complex (WCC) (figure 5.1)
[2]. In the subjective morning, WCC binds to the promoter of the frequency (frq)
gene, forming the negative oscillator component, and activates frq transcription [81].
These feedback loops form the core clock in Neurospora crassa.
Fig. 5.1: Neurospora crassa clock: figure adapted from [2]
5.2 Transcriptional control of circadian gene expression
The complexity of circadian TF activity, including feedforward and feedback
loops, has made understanding of the control rhythmic gene expression particularly
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challenging. One possible hypothesis for regulatory structure is that circadian gene
expression is achieved through a hierarchical transcriptional cascade, in which the
expression of first tier TFs are driven by the WCC complex (figure 5.2). However,
ChIP-Seq data for the 24 clock-controlled regulators shows complex interconnected
pathways between these regulators (figures 5.2,5.3). Also, patterns of co-bindings in
ChIP-Seq data suggests combinatorial regulations driving clock-controlled genes 5.4.
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Fig. 5.2: The question of regulation of genes exhibiting circadian expres-
sion: A simple hypothesis might be that the regulation of clock-controlled genes
(CCGs) is mediated through a set of clock-controlled regulators (CCRs), which are
known to controlled by the clock WCC [3].
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Fig. 5.3: Reconstruction of Neursopora crassa regulatory network based ChIP-Seq
binding
5.3 Fourier domain model for Neurosopora crassa clock regu-
lation
The rhythmic expressions of Neurospora clock-controlled genes (CCGs) show
diverse temporal patterns and phase differences with respect to the clock output.
In order to understand how the Neurospora clock controls temporal expression pat-
terns in CCGs, we developed a genome-scale regulatory network model by integrating
ChIP-seq data for known clock-controlled regulators, with WT time-course expres-
sion data for CCGs. From ChIP-seq data we find connectivity, i.e. which TFs are
regulating which genes, and from expression data we infer regulatory functions (ac-
tivation or repression) of TFs on genes.
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Fig. 5.4: Patterns of co-bindings in the Neurospora network display possibilities of
combinatorial regulation.
5.3.1 Model Structure
Our models relate the induction of each gene to the expression of its candidate
regulators inferred from ChIP-seq data: A TF is considered as a regulator of a gene
if there is upstream binding of the TF to the gene. These relationships can be
represented through a differential equation:
dxi(t)
dt
= ΣRik=1αikxk(t)− βixi(t) +Ni (5.1)
dxi(t))/dt = Σ
Ri
k=1αikxk(t)− βixi(t) +Ni (5.2)
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Fig. 5.5: Patterns of gene expression and chip-seq binding from TFs: Dif-
ferent regulators might explain different patterns of expression and their phase dif-
ferences.
where xi(t) is the expression of gene i, and αik denotes the regulatory effect of
gene k on gene i, and Ri denotes the number of its binding regulators. βi denotes
the degradation rate and Ni denotes stochasticity (assumed to be white noise). To
overcome the computational challenges of estimating model parameters for all CCGs,
the time-domain differential equations are transformed to frequency-domain algebraic
equations [82] using a Fourier Transform:
jωXi(ω) = Σ
Ri
k=1αikXk(ω)− βiXi(ω) + λi (5.3)
Where Xi(ω) denotes the spectrum of expression of gene i (Fourier transform
of xi(t) and λi is the spectrum of noise, which are constant terms. In the scale of the
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Fig. 5.6: Modeling approach for understanding regulatory mechanisms
in circadian rhythms in Neurospora crassa: We devloped an auto-regressive
model in Fourier domain, that was appropriate for the oscillatory nature of circadian
rhythms, relating spectrum of expressions of genes to their regulators, chosen based
on ChIP-Seq data. We identified groups of regulators acting as dynamic filters on
clock expression leading to different phase differences in clock-controlled genes.
network, the set of equations for all genes can be represented as matrices:
jΩX = AX + λ (5.4)
5.3.2 Parameter Estimation using MCMC
We estimated the network matrix A using MCMC sampling with constraints
on A based on ChIP-seq connectivity, such that elements of A are set to zero where
there is no interaction between genes. We trained the model on a set of expression
data on a time course of 140 hours after dark for 300 genes, integrated with ChIP-seq
data for 24 TFs.
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We estimated the network matrix A using Bayesian MCMC sampling with con-
straints on A based on ChIP-seq connectivity, such that elements of A are set to zero
where there is no interaction between genes. Training and validation of this model
follow the same principles as for the first approach. This approach has been used to
model rhythmic regulation of P53 in mammals [82].
5.4 Regulatory functions explain phase difference in circa-
dian rhythms
Using this model we were able to explain the diversity seen in phase differences
of clock-controlled genes in Neurospora. Figure 5.7 shows the diversity of phase in
regulon of one of clock-controlled TFs, namely adv1.
Figure 5.8 shows the estimated model for 300 genes from integration of lumines-
cence time course expression data and ChIP-Seq data for 24 TFs. It can be seen that
groups of genes which have the same regulatory effect from TFs, also have similar
phase difference with respect to the clock.
We compared the identified regulatory functions of csp-1 to literature, for vali-
dation. We identified 49 genes predicted to be repressed by csp-1, which have similar
phase difference. This include the three genes which were known to be repressed by
csp-1 and thus have antiphasic expression (figure 5.9) [83]. We also validated novel
genes using knock-out csp-1 time course data for genes in-phase and anti-phase with
respect to csp-1 (figure 5.10).
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Fig. 5.7: Downstream ADV-1 regulatory network interactions: The top
panel displays the interactions between ADV-1 and other WCC regulated TFs (red
circles) and terminal ccgs. Terminal ccgs are grouped by similar binding profiles into
modules (green circles - size proportional to number of genes in each module). The
phase of circadian regulation for the genes in each module are shown as box plots
in the bottom panel (phase data from ). This diagram does not include 11 TFs
identified as being bound by ADV-1 but not by WCC.
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Fig. 5.8: Regulatory functions are correlated with phase difference: Clusters
of genes sharing the same regulators have similar phase difference compared to FRQ
gene (clock reference). Green shows repression effects and red shows activation effects
from TFs (rows) on genes (columns).
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49 Genes repressed by csp-1
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Fig. 5.9: Confirming regulatory function of csp-1: The 49 genes predicted to
be repressed by csp-1, have similar phase difference.
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Fig. 5.10: Validating regulatory effect of csp-1 on phase: (Top) Two example
genes predicted to be repressed by csp-1, have antiphase expression in the KO csp-1;
(Bottom) two example genes predicted to be activated by csp-1 show insignificant
change in phase in KO.
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Chapter 6
Discussion
There are two important components that drive the research presented in this
thesis. The first component is provided by the explosion in high-throughput genomic
data. This data can benefit from richer models appropriate to answering specific
biological or biomedical questions. By integrating different data types and com-
plementary models, we developed improved interpretable models that were used to
capture the underlying complexity and heterogeneity of cellular processes. The sec-
ond component is the increase in computation power that allows us to compute more
efficiently. This provides the capability for estimation and inference with models that
would not be tractable with just twentieth century computational powers.
Given these opportunities, we developed computational models for gene regu-
lation in M. tuberculosis, the pathogen causing tuberculosis, and Neurospora crassa,
a eukaryote model organism for studying circadian rhythyms. In these studies, we
integrated two different data types: gene expression and protein-DNA interaction
(ChIP-Seq binding) to infer underlying mechanisms based on direct regulations.
We developed a regulatory network model for M. tuberculosis, based on con-
strained regressions to predict expressions of genes in stress conditions related to
the host environment and identified drug resistance mechanisms, and potential drug
synergies.
The regulatory network model for Neurospora crassa, was developed using a
Fourier domain model, which was appropriate for the circadian nature of gene ex-
pressions. These models explained the diversity in the phase differences in expressions
based on combinatorial regulations acting as dynamic filters.
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