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INTRODUCTION 
"There was a young man in our neighborhood, 
To hoe his corn he never would, 
The reason why I cannot toll, 
For this young man was always well. 
"He plants his corn in the month of May, 
An' in July it wasn't knee high, 
An1 in September comes a frost, 
So all the young man's corn is lost." 
Iowa Folksong 
American farmers have always understood the importance of timely 
work on their crops. It is part of our American moral code, inherited in 
part, at least, from our agrarian ancestors, that to do at the right time 
what needs to be done is virtuous. The folksong above goes on to explain 
that the reason why the young man failed as a farmer was that he was lazy. 
But circumstances may arise whereby any farmer, no matter how virtuous, 
will lose all or part of his crops because timely field work is impossi­
ble. It is a matter of chance that planting, cultivation or harvesting 
of a crop may be delayed until the crop suffers. 
Farmers have also long understood the hazards of these unfavorable 
circumstances. Any farming region in the country has a set of more or 
less standard crops and practices, which were presumably derived by trial 
and error. Perhaps other crops and practices are suitable for the region, 
but this one set has been shown to work. An individual farmer is still 
free, of course, to innovate to some extent. He may try variations of 
the standard practices, for instances, if he feels they may be improved. 
If he is trying to improve his ability to do timely field work, he most 
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likely proceeds on a trial and error basis, in much the same manner as 
did his forbears in obtaining the standard practices. 
Such an approach to timeliness is not consistent with his other 
management practices, however. While agricultural research has been of 
considerable value in improving farm practices, it has yielded little 
regarding timeliness that is of direct use to farmers. There is consider­
able pressure today for farmers to improve their farm operations. Over 
the past several decades, farm costs have risen steadily, in keeping with 
the general inflationary trend in our economic system. The prices of 
farm products, however, have not risen at the same rate. Most farmers, 
therefore, have freely applied the results of agricultural research to 
improve their farming operations and thus, hopefully, increase net returns. 
A knowledge of the factors affecting timeliness could be used to 
this end in two ways. First, in field-operation planning, it would 
assure that no unnecessary "bottlenecks" have been included. Research 
workers in many fields of agriculture might be directed toward improving 
the most critical practices, if it could be demonstrated that those 
practices are, in fact, critical. Second, and of more direct interest to 
farmers, if one could accurately estimate the hazard of untimely field 
work, it would be possible to balance field crop production costs against 
that hazard, with a resulting set of practices and equipment near optimum 
with respect to timeliness. 
Why, then, have more research results regarding timeliness not been 
forthcoming? This question, while logical, is misleading. There have 
been many sustained and brilliant efforts to understand various aspects 
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of timeliness. Meteorologists and climatologists have made useful analy­
ses of weather records; plant scientists have developed ways of predicting 
plant growth in the field, to name just two examples. What is lacking is 
a method of integrating the various kinds of timeliness information into 
a form directly applicable to specific farms. 
Derivation of such a method is a difficult task. Any study of 
timeliness must deal with a triple problem. First, there is the matter 
of determining when a particular job needs to be done. The best time, 
generally dependent on crop growth, may vary from year to year depending 
on the kind of job, weather conditions, the nature of the crop, and so on. 
Second, once the job has become timely, delays may or may not occur, 
depending mainly on the weather at the time. Third, there is the further 
complication that many crops require a sequence of different jobs, the 
timing of any one of which may affect the timeliness of the others. The 
exact relationship between the different jobs is most closely associated 
with the particular farm being considered. 
Even if a method of integrating timeliness information were to be 
developed, there may be computational difficulties. The nature of the 
timeliness data available, e.g., weather records, indicate that tedious 
numerical calculations probably will be required. This is not as serious 
a difficulty, due to the general availability of high-speed computers, as 
it might have been a few years ago. There are limits, however, even to 
these devices, particularly when computing cost is considered; but, 
although the problem is formidable, there still seems adequate justifica­
tion for trying to solve it. This dissertation reports on an attempt to 
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bring timeliness information to bear on a particular area within the 
scope of agricultural engineering—the management of farm machinery. 
The field of farm machinery management is generally taken to include 
the selection, operation, and maintenance of farm machinery. The first 
two of these, in particular, influence timeliness. 
Selection of machinery may be thought of as an extension of the 
design process which starts in the engineering section of the machinery 
factory, as, for example, the selection of irrigation equipment is an 
extension of the design process of that equipment. Today, when field 
work is done almost entirely mechanically, the particular machines 
selected strongly influence timeliness. Chemical weed control, for 
example, may have entirely different timeliness characteristics from the 
alternative procedure of mechanical cultivation. Likewise, conventional 
tillage practices (plowing, disking, etc.) probably require good soil 
conditions over a longer period of time than some other practices, such 
as wheel-track planting. 
Selection of a machine, of course, includes selection of a size. 
Size is ordinarily taken to mean the physical size of the machine's work­
ing parts, and is usually expressed in feet of width or a similar measure. 
The ability of the machine to do timely work, however, is more nearly 
related to the capacity of a machine for doing work. Size and capacity 
are related, but their relationship is not a simple one. Machines of 
identical size may vary in capacity depending on crop conditions, 
operator skill, and so on. 
Once the machines have been selected, operating parameters, such as 
speed, or layout of fields, may be varied. This will change machine 
capacity also. A farmer may or may not be free to choose his own speed 
or layout, but in either case these parameters are an important pair of 
variables in analysis of timeliness. 
If a crop requires more than one job, and/or if there is more than 
one crop on a farm, it is necessary to consider the whole complement of 
field machines on the farm as a "system". The reason for this is that 
the characteristics of any one machine may influence the ability of 
others to do their jobs in a timely fashion, so the entire complement of 
machines behaves in this respect as a unit. 
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OBJECTIVES 
The specific objectives of this study are: 
1) to develop a mathematical model describing the timeliness of 
operation of a system of farm machines; 
2) to perform calculations with the model in order to: a) demon­
strate the feasibility of calculations with the model, and b) obtain a 
heuristic check on the validity of the model. Such a check may be most 
easily obtained if the calculations are based on input data with some 
physical significance. 
The second objective requires two steps: a) developing the neces­
sary computational procedures to solve the equations of the model, and 
b) obtaining the necessary input information. 
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REVIEW OF LITERATURE 
The review of the literature relevant to this thesis is divided into 
two parts. The first is a review of the treatment of the effects of 
timeliness by writers in machinery management and related fields. Second, 
literature pertaining to the methods to be employed later in analyzing 
the effects of timeliness is reviewed. 
Agricultural Literature 
Economics and machinery management 
The literature of farm machinery management and economics treats 
timeliness of operation of machines as part of the more inclusive problem 
of economics of farm machines. Generally, the possibility of untimely 
operation of machines is held to be a factor which either increases 
annual cost of the machines or decreases the income obtained from use of 
the machine. 
An early effort to account for timeliness of operation is that by 
Carter (4). This work, written in 1934, is of little relevance today, 
but it is of interest for the presentation of some concepts that are 
still used. Carter specified certain "seasons" for different kinds of 
field work; for instance, he used the period from April 3 to April 22 as 
the season for seeding oats and from July 17 to August 3, for harvesting 
oats. He then analyzed weather records to determine the number of days 
during each season when work on the job would be possible. He found, for 
example, that an average of 16 good field work days would be available 
during the oats-seeding season, and 15 days would be available during the 
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oats-harvesting season. He then analyzed the costs of machinery which 
would cover the required number of acres in the available time in each 
season. 
Later writers have used this basic concept and added to it the idea 
of a "penalty cost". This cost is a charge against the machine to allow 
for the possible out-of-season operations. Hunt (11) and Guill (10) have 
employed the penalty cost notion and have used the average number of days 
available during their seasons for operations. Hunt, in his analysis, 
reduces the penalty cost to a "timeliness factor", which is the slope of 
the yield versus time-of-operation curve. This factor can also be thought 
of as representing the decimal reduction in the value of the crop for 
each hour required by the operation. It is assumed by Hunt that the 
operation is timed to include the optimum period. 
Krenz (17) and McKee (18) have used the same general approach, but 
have considered different numbers of days available than the average 
number. McKee did not actually use any but the average number in his 
work, but he points out (18, p. 62): 
Due to year to year fluctuation in weather conditions, there 
actually exists a distribution of cost curves for each 
machinery combination. Each cost curve in the distribution 
represents costs under one particular set of weather conditions. 
He thus introduces the idea that a probabilistic description of machinery 
costs may be required. Krenz (17), in his cost calculations, considered 
not only average available days but also the best year out of 18 years of 
records and the worst year in 18 years of records. He found that these 
three calculations resulted in quite different cost pictures. Krenz also 
noted that the uncertainties of weather conditions would tend to bring 
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the farmer's reaction to uncertainty into the analysis. Depending on 
the farmer's inclinations either larger or smaller machinery would be 
used. 
It should be noted that the above writers were concerned with the 
overall analysis of machinery costs, and they were therefore willing to 
forego extensive analyses of timeliness effects in the interests of 
their particular projects. 
Description of crop growth 
An alternative approach to the problem of timeliness is to describe 
the growth of the crop under consideration and then modify practices or 
machine sizes to fit this description. Studies of this nature have 
generally been made in cases where there is a particularly acute timeli­
ness problem. 
A good example of this approach is a study made by Thornthwaite (29) 
for Seabrook Farms, a large vegetable grower in New Jersey. Growing of 
vegetables for canning and freezing is a very seasonal industry, where 
timeliness of field operations is of great importance. In particular, 
the optimum harvesting season is very short, and this resulted in severe 
congestion of field work during pea harvesting at Seabrook Farms. 
Thornthwaite, by observing the growth of peas at Seabrook, N. J., under 
field conditions, found that a reliable indicator of the stage of 
maturity of the types of peas grown there was the number of leaf nodes 
that the pea plant had developed since germination. He divided the 
distance between nodes into 100 "growth units", and then determined the 
rate at which peas accumulated growth units when planted at different 
times of the year. His final product was what he termed a climatic 
calendar, a time scale on which the length of the interval representing 
a day of the year is proportional to the growth of peas during that day. 
In use, the climatic calendar permitted scheduling planting operations so 
that peas from different fields would mature over a period of several 
weeks or a month, rather than all at one time. Thornthwaite also extend­
ed his analysis to lima beans and sweet corn. 
Similar studies have been made for the growth of other crops, 
although there is no record in the literature of such a complete applica­
tion of results as Thornthwaite1 s. Brown (3) studied growth of soybeans 
and found that heat-unit accumulation above 40°F proved a good indicator 
of the period from planting to blooming. A heat unit is a multiple of 
the average daily temperature above a certain minimum (40°F in Brown's 
case). These multiples are then added for successive days and are a 
measure of the heat energy available to the growing plant. Mills (22) 
studied the use of a system of effective heat units for predicting the 
time of maturity of peanuts. Mills' effective heat units employed a 
variable multiplying factor to account for changing growth rate with 
changing temperature. Magoon and Culpepper (20) reported the response of 
sweet corn to varying temperatures from time of planting to time for 
canning. Wiggans (31) found that a simple heat-unit accumulation served 
as a good indicator of the time of maturity of oats planted at different 
dates. All of the studies in this paragraph could be used in an applica­
tion similar to Thornthwaite's. 
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PERT and Queuing Theory 
Two techniques which have attained prominence in the literature of 
operations research are of interest here because there are certain 
parallels between the interactions of the different machines on a farm 
and the situations dealt with by these two techniques. 
PERT 
PERT (program evaluation and review technique) is a technique for 
estimating progress toward an objective which must be achieved by a large 
number of individual, separate activities related to each other in a 
complex way. As reported in the original paper on PERT by Malcolm et al. 
a 
(21) , the technique was developed to measure and control development 
progress for the Polaris Fleet Ballistic Missile program. The develop­
ment and testing of a device as complex as the Polaris missile involves 
a large number of interrelated development and testing activities, all 
of which must fit into an overall schedule. The consequences, in such a 
complex system, of a seemingly minor failure to achieve a deadline can 
have drastic effects on the time the end objective is achieved. Using 
the PERT model, it is possible to concentrate attention on the most 
important activities. 
The use of PERT requires that first a chart be made showing the 
interrelations of activities; this is the PERT network. Then, the 
personnel responsible for each of the activities provides a series of 
&The IBM general information manual (13) is a helpful summary of 
PERT. 
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time estimates for each activity. Three estimates are required: 
optimistic, pessimistic, and most likely. These three are fitted with a 
beta probability distribution. PERT is then used to find the "critical 
path" through the network and to estimate the time the end objective of 
the activities will be achieved. The critical path is the sequence of 
activities which will most likely result in failure to achieve the end 
objective within a specified time. In this way, the attention of the 
program managers may be focused on those activities which are most 
critical. 
Although PERT was developed for application to a specific program, 
the technique has enough generality for use as a management tool in other 
areas. Some of the other areas are cost and performance analyses, as 
enumerated by Eisner (7). 
Farm machinery systems are in some ways similar to the activities 
dealt with by the PERT model. The sequences of field work jobs on a farm 
may be thought of as a network of interrelated activities, as in the PERT 
network. However, in spite of the conspicuous success that PERT has 
achieved as a management aid, PERT may be of limited use in analyzing 
machinery systems. Malcolm et al. (21), in evaluating the technique, 
point out that the principal advantages of its use were most often in 
achieving better understanding between top management and the leaders of 
individual projects in exactly what time schedules were most important 
and what the effects of changes would be. Just the study of a PERT net­
work was often enough to disclose many potential, costly delayst PERT 
does not do a particularly good job of estimating the uncertainty of 
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achieving the overall objective on time. The beta distribution is 
responsible for this, because there is not any evidence to assure that 
the distribution of elapsed times required for an activity would be 
distributed in that manner.a However, as the authors point out, the beta 
distribution was used because of the difficulties encountered in obtain­
ing realistic time estimates for individual activities and because of 
the ease of incorporation of the beta distribution into the model. In 
the case of farm machinery, the networks are not complicated enough that 
details obscured in the initial analysis are likely to be brought out by 
PERT, nor is communication between management personnel a problem. A 
good measure of the uncertainty in meeting field-work deadlines is of 
importance, however. For these reasons, while some of the concepts of 
PERT may be useful in analyzing machinery systems, the model itself is to 
be avoided. 
Queuing theory 
Queuing theory (also called the theory of waiting lines) is a mathe­
matical discipline which describes systems that provide services for 
randomly fluctuating demands. Saaty (27) and Feller (9) present the math­
ematics of queuing theory. As Saaty points out, the first development of 
queuing theory was in connection with telephone traffic congestion, and 
this is still an important application. Turner (30) presents a good 
recent example of the use of queuing theory in telephone switching. 
aSee Clark (5) for a justification of the use of the beta distribu­
tion in the PERT model. 
16 
Probability 
Before beginning the development of the model, a definition of the 
word probability is in order. Two different definitions of the word are 
used in different sections of this thesis. 
As used in the development of the model, particularly in the sec­
tions on multiple sequences, probability is defined axiomatically. 
Consider a set of statements Ap Ag,..., A^,..., Afi. The probability 
that any one of them, say A^, is "true" (or "occurs") is denoted by Pr(A^) 
and is a real number between zero and one with the following properties: 
1) The probability that A^ is not true is denoted by Pr(A^), and 
Pr(AjO = 1 - Pr(A^). 
2) Pr(Aj^) = 1 if A^ is always true; Pr(A^) = 0 if A^ is never true. 
3) The probability that at least one of the statements in the set 
n 
is true is less than or equal to the sum Z Pr(Aj); and if the statements 
i=l 
in the set are mutually exclusive, the inequality is changed to an 
equality. 
The derived properties necessary for the development of the model 
are stated in Appendix A without proof, along with references for those 
readers not familiar with this approach to probability theory. 
As used in the derivation of input data from weather records, 
probability means "statistical" or "empirical" probability. If one wishes 
to know the probability of an event A, it is necessary to perform a series 
of experiments of which one of the outcomes is A. After completion of 
the series, the number, na, of times A occurred is determined. Then the 
ratio na/n, where n is the total number of experiments in the series, 
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is called the probability of A. One would then expect A to occur, in a 
similar series of experiments, with probability nQ/n. 
In the case of weather observations, of course, no experiments in 
the usual sense are actually performed. Instead, the changes of condi­
tions from day to day are considered as a set of random experiments, and 
the observer merely records the results. One then estimates the proba­
bility of any particular condition by calculating the frequency with 
which it has been observed in the past in this set of random experiments. 
In accordance with the ordinary methods of statistics, observed data 
may be smoothed to minimize the effect of sampling errors and obtain 
mathematical simplification. 
Development of the Model 
Basic concepts 
Some basic concepts of the model are borrowed from queuing theory, 
although the model itself is different from the ordinary queuing theory 
model. Others have been borrowed from PERT. 
One may consider that the field-work jobs on a farm form a "queue" 
or "waiting line", waiting for the farmer's attention. (The quotation 
marks in this section are used to indicate words borrowed from queuing 
theory.) A job will be said to "arrive" at the queue when it first re­
quires the attention of the farmer. The job then remains in the queue 
until it reaches the front, whereupon it "enters" the farmer's attention 
and "holds" it until completed. The farmer's attention, or alternatively 
his time, may be termed the "channel" through which the jobs must "pass". 
The time of year when any job arrives and the time interval the job 
will hold the farmer are both nominally known in advance. However, devi­
ations from the nominal arrival and holding times may occur. Arrival 
times depend, in general, on weather and crop conditions before arrival, 
and these conditions may vary from year to year. Similarly, holding 
times depend on weather conditions after arrival, and these may also vary 
from year to year. Job requirements (i.e., the number of acres to be 
done) and machine capacities determine a minimum holding time for each 
job, but bad weather or crop conditions may extend actual holding time 
above the minimum. 
Each job also has an upper and a lower time limit. The job is not 
permitted to occupy the channel before the lower limit or after the upper 
limit. Thus, corn planting, for example, may have as a lower limit May 
1, even though soil temperature may have reached a satisfactory level 
before this date; and planting may not be permitted after June 15, even 
though it is not completed at that time. These upper and lower time 
limits for each job are included in the analysis as parameters because 
they exist in actual farming practice. 
One might envision that a typical Iowa farm would have "multiple 
channels" and "priorities". Multiple channels would arise if more than 
one machine could be operated at a time. Then more than one job might be 
under way at a particular time, and the mathematics describing the queues 
should take this into account. Priorities would arise if some jobs were 
considered more important than others. The jobs would then enter the 
channel (or channels) in order of importance of the jobs then in the 
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queue, and not necessarily in order of arrival. Some system of priorities 
is very important, and must therefore be considered in the development of 
the model. The question of parallel queues, however, will be neglected 
for the present. 
It is not intended that the model should be used directly to 
optimize machinery systems. Such optimization must take into account a 
number of economic factors not directly related to timeliness and, there­
fore, constitutes a separate study. It might be well to keep in mind, 
however, which variables could be important in optimization. By one 
criterion a machinery system would be considered optimal from the stand­
point of timeliness if the chance that a job would still be in the 
channel at the upper limit were minimized. One might also say that a job 
should have a high probability of entering a channel as soon as its lower 
time limit occurred, because the quality or yield of the crop might 
suffer otherwise. In some special cases it might be desirable also to 
minimize the probability that a farmer will be occupied with any field 
work during certain periods of the year. Any number of other criteria 
could also be included, but these few will serve to orient the model 
development. 
Definition of a sequence 
It is a fundamental assumption in the model that field-work jobs on 
a farm occur in one or more time-ordered sequences. Before an adequate 
definition of sequence can be stated, however, some preliminary defini­
tions are needed. 
First of all, "job" must be more closely defined. A job is a block 
of work performed by one machine, or by a combination of machines used at 
the same time. The phrase "used at the same time" means that the 
machines are actually physically connected together or that the machines 
are used consecutively, one immediately after the other. Some jobs, such 
as plowing, may be easily separated from the rest of the field work. 
Others3 such as hay harvesting, may be more difficult. Hay harvesting 
might consist of several distinct operations; for example, mowing, rak­
ing, and baling. Under some circumstances it may be desirable to group 
these together and consider hay harvesting as a single job. At other 
times it may be desirable to consider each separately. It is advantageous 
at this point to leave the subdivision of field work into jobs arbitrary, 
since different groupings of operations may be required depending on what 
information is being sought. The only assumption is that field work can 
be subdivided into jobs. 
Suppose that the subdivision of field work on a farm into jobs has 
been done, by whatever scheme thought desirable. It will be the general 
case that the arrival time of any particular job depends upon when some 
other job is completed. In such a case the job which must be done first 
will be termed the "predecessor"3 of the other. That is, if A and B are 
two jobs, A is the predecessor of B if the time when B can be performed 
depends specifically on when A is completed. Similarly, B will be said 
to be the "successor"^ of A. It is assumed that a job may have any 
aA term adapted from PERT. 
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number of successors, but not more than one predecessor. 
Using these terms we may now define a sequence as a collection of 
jobs with the following properties: 1) one job in the sequence has no 
predecessor (this job will be termed the "initiator" of the sequence); 
2) the predecessors of all the jobs in the sequence are also in the 
sequence; 3) if a job in the sequence has any successors, one and only 
one of these is also in the sequence. 
Figure 1 shows how a set of jobs might be related. The jobs are 
indicated by capital letters, and an arrow is drawn from each job to its 
successors. The sequences in Figure 1 are: ABCFH, ABCFI, ABCEJ, and 
ABDGK. A is the initiator of all these sequences. 
It can be seen from the definition that a sequence corresponds 
roughly to all the jobs on one crop, although there may be more than one 
sequence for a crop. It should be noted that since all the jobs in a 
sequence must be done in order, it is not possible for more than one of 
them to come to the front of the queue at one time. That is, they cannot 
compete for the farmer's time, and it is, therefore, not necessary to 
employ priorities in the analysis of a single sequence. A priority 
system is required, however, whenever multiple sequences are being con­
sidered. 
A single sequence 
In the simplest case, there is only one sequence on a farm. Analy­
sis will begin with this case, and later the complications of more than 
one sequence will be considered. 
The initiator Suppose that the jobs in the single sequence are 
22 
Figure 1. Sequences 
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denoted by A^, Ag,..., A]\j,a where the jobs are in sequential order, and 
A^ is the initiator of the sequence. When necessary, the entire sequence 
may be referred to with the letter A without a subscript. 
Since all the jobs in the sequence depend ultimately upon the 
performance of the initiator, A^ will be treated first. 
Suppose that the time (of year) axis has been divided into small, 
mutually exclusive, uniform intervals. These will be referred to as time 
increments, with the term "interval" being reserved for other uses. We 
shall assume the availability of two sets of probabilities for each time 
increment of interest.*3 The first of these is a probability for each 
time increment, t^, that weather and crop conditions first become suit­
able for A^ during t^. These probabilities will be called the arrival 
probabilities, and will be denoted by f^(A^). The second set of proba­
bilities consists of a probability for each pair of time increments, tj_ 
and tj, that A^ will be completed during tj if it is started during t^. 
These probabilities, which will be called holding probabilities, will be 
denoted by h^j(A^). The holding probabilities may be arrayed convenient­
ly in a table such as Table 1. The elements below the diagonal in this 
table are all zeros because in those positions j < i, implying completion 
of the job before arrival, and this is assumed impossible. 
Now consider an arbitrary time increment tn > t^. Given that A^ 
aA glossary of important symbols is given in Appendix A. 
bit is assumed throughout the development of the model that certain 
forms of weather probability data are available. Later sections deal 
with the derivation of actual probabilities for a specific case. 
Table 1. Holding probabilities 
Arrival Completion time 
time tjL tg tg t^ tj 
t]_ ^ll(^l) ^12^1^ b^-j(A^) h^(A^),.. .. .h^ j (A^)... 
tg 0 ^22^1^ hggO&i) b24(A^)... .. .h2j(Aj_)... 
t^ 0 0 h33(A;[.) ^34(A^). .. .. .hjj (A^)... 
t^ 0 0 0 h^(A^)... .. .h^j (A^)... 
t^ 0 0 0 0 .. .hjj(A^)... 
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arrives during t£, the probability that it will be completed during or 
before tn is the probability that it will hold the channel for an inter­
val tj-tj_ or less. That is, 
n n 
(1) PrfTC(Ai) < tn | TA(Aj) = tj = Sh^CAj) = Zh-^A^, 
j=l j=i 
where TC(A^) = completion time of Ap 
TA(A^) = arrival time of Aj_. 
The lower limit of the sum may be changed from 1 to i since all the 
elements below the diagonal of the table are zero. 
From Equation 1 it follows directly that, 
n 
(2) Pr[TC(Ai) < t , TA(Ai) = t£] = f^) £ h-,(A,), 
j=i 
where the comma on the left hand side of the equation denotes "and". 
Since the time increments are mutually exclusive, one may eliminate 
the qualification that arrival must occur during t^ simply by forming 
the sum, 
n n 
(3) Pr[TC(Ai) < tn] = L f^A].) Eh^CAj), 
i=l j=i 
or, 
n n 
(4) PrtTCCAi) < tn] = S 2 fiCA].) h^CAi). 
i=l j=i 
Reversing the order of summation, this becomes, 
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n j 
(5) Pr[TC(AL) < tn] = Z Z f^) h^CA^. 
j=l i=l 
This result may be extended and simplified by applying the formula, 
(6) Pr[TC(AL) = tn] = [Pr TC(A^) < tn] - Pr^C^) < tn-1]. 
Combining Equations 5 and 6, 
n j n-1 j 
(7) Pr[TC(A1) = tn] = Z Z fi(A1)hi1(AL) - Z Z fi(A1)hij(A^), 
j-1 1=1 j=l i=l 
or, since the only difference between the two double sums is the upper 
limit on j, 
n 
(8) Pr [TG(A^) tfi] = Z f £(A^)hj n^(A-^) . 
i=l 
Equations 5 and 8 are the results sought for the initiator of the 
sequence. We may now calculate the probability that during any time 
increment the job will either arrive or be completed, and thus have a 
basis for estimating the timeliness of performance of the initiator. 
General equations If the arrival and holding probabilities were 
known for those jobs which follow A%, the whole sequence A could be 
analyzed using Equations 5 and 8. However, for any job except A^ the ar­
rival probabilities can be calculated only after the completion probabil­
ities of the job's predecessor are known. 
Let us now derive general equations for any job in the sequence 
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We have already seen in Equations 5 and 8 how to calculate 
completion probabilities for A^. Now suppose that completion probabil­
ities for all jobs in the sequence up to and including A^_^ have been 
determined and are denoted by gn(As), 1 < s < r-1. That is, 
(9) gn(As) = Pr[TC(As) = tn]. 
It is now necessary to assume that certain weather and crop growth 
probabilities are available. In the general case, the arrival time of 
Ay will depend not only on when Ap_% is completed, but also on conditions 
during the interval between the two jobs. Suppose, therefore, that for 
each pair of time increments, tn and t^, the probability is available 
that Aj. will arrive during t^ if A^_^ is completed during tn. These 
probabilities will be denoted by k^(A^) , and will be termed the "vacant-
interval" probabilities. They may be arrayed in a table similar to that 
for holding probabilities, as is shown in Table 2. Once again, the 
elements below the diagonal of the table are zero because those positions 
imply arrival of the successor before completion of the predecessor, 
contrary to the definition of a sequence. It will be assumed that hold­
ing probabilities for Aj. are of exactly the same form as for the 
initiator, and they will be denoted by h^j(A ). 
By definition, 
(10) Pr[TA(Ar) = tk | TC(Ar_i) = tn] = ^(A,.). 
Thus, it follows directly that, 
Table 2. Vacant-interval probabilities 
Completion Arrival time of Ar 
time of 
Ar-1 tl t2 ù3 fc4 
fc3 
t4 
dll(Ar) 
0 
0 
^12(4?) 
^22(4?) 
0 
0 
^l3(Ar) 
^23(4?) 
«*33<Ar) 
^14 (A^.) • •. 
^24 A^r^••• 
^34 (A^-) « « 
<^44 (Ar) ... 
• • •^1j(^r) • • • 
• • • 2j (^r^ • * • 
•••^3j(Ay).#. 
•••^4j(Ar)••• 
0 • • • (A^,) « « « 
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(11) Pr[TA(Ar) = tk, TC(Ar_i) = tn] = gn(Ar_1)dnk(Ar), 
and, summing over all possible completion times of Ar_^, 
k-1 
(12) Pr[TA(Ar) = tk] = 2 8n(Ar-l)^nk(Ar)• 
n=l 
To simplify notation, the left-hand side of this equation will be short­
ened to fk(Ar). Thus, 
k-1 
(13) fk(Ar) — ^ 8n(Af-l)^nk(Ar) 
n=l 
The quantity fk(Ar) is the arrival probability of Ar without any condi­
tions on when A^.^ is completed. Ay may, therefore, be analyzed in 
exactly the same manner as A^, and the resulting equations for completion 
probabilities are identical in form to Equations 5 and 8. That is, 
n J 
(14) Pr[TC(Ar) < tj = 2 2 fi(Ar)hij(Ay) 
j=l i=l 
or, using Equation 13, 
n j i-1 
(15) Pr[TC(Ar) < tn] = 2 2 2 gm(Ar_^)<$m£(Ar)h:Lj (Ay) 
j=l i=l m=l 
Using Equations 8 and 13, similar results are obtained, 
n 
(16) Pr [TC(Ar) = tn] — 2 f j[(Ar)h n^(A1-) , 
i=l 
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and, 
n i-1 
(17) Pr[TC(Ar) = tn] - L L gm(Ar„1)<$mi(Ar)hin(Ar). 
i=l m=l 
Equations 13, 14, 15, 16 and 17 constitute a general result appli­
cable to any job in sequence A if r has the proper value. By using 
Equations 14 and 16 with r = 1, the initiator can be analyzed. By using 
whichever of the five equations is appropriate, with r = 2,..., N, the 
remaining jobs in the sequence can be analyzed in sequential order. 
Calculation of holding probabilities 
A procedure for calculating holding probabilities should properly be 
a part of the model because these probabilities are not generally avail­
able and are, in fact, dependent on parameters of the machinery system. 
Let us now consider the problem of calculating the holding probabilities 
from existing weather data. The form in which weather data are assumed 
to exist is as probabilities, for each day of the year of interest, that 
field work is possible for each of the jobs being investigated. This 
assumption may not be strictly true; some preliminary work may be neces­
sary to reduce the raw weather data to this form. 
Let us assume that the time increments previously defined are 
periods of M days, where M> l.& In accord with the preceding paragraph, 
let us assume further that for each time increment the probabilities are 
aIn the numerical example treated later, the time increments are 
weeks of six working days each. 
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available that 0,1,2,3,... ,M days are suitable for field work for the 
job in question. Assume also that this job, Ar, requires a fixed 
number, nig, of days for completion, regardless of when the job is started 
and in what combinations good and bad working days occur in the following 
time increments. The probability that r good days (0 < m < M) in time 
increment t^ are suitable for work on job Ar will be denoted by 
Pj r^)(m). To simplify notation in this section, however, the superscript 
r will not be used. 
First, let us define a column vector, P^, whose elements are the 
M+l probabilities p^(0), p^(l),...,p^(M). That is, 
Pi(0)" 
Pi(l) 
p.(M)_ 
Now suppose that A%. is started at the beginning of increment t^. Since 
the probabilities p^(m) are mutually exclusive, 
M 
(20) hii(Ar^ = z Pj/m) > 
m=m0 
where hii(Ar) is the probability that Ar will be finished by the end of 
increment t^ if it is started at the beginning of the same increment; or, 
in other words, hii(AJ.) is the previously defined holding probability we 
seek. It must be understood that if mQ > M, Equation 20 has no meaning, 
and hi;L(Ar) =0. 
(19) Pii 
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The elements of P^ which occur in the sum in Equation 20 may now be 
eliminated from the calculation, since they represent the events leading 
to termination of the job by the end of the first increment. The 
remaining mQ elements of P^ correspond to events leading to extension 
of the job into the second increment or longer. Let us therefore define 
a truncated vector, Pj^, from which the lower elements have been removed. 
That is, 
(21) 
Pi(0) 
Pid) 
Pi(%ax) 
where mmax is either M or mQ-l, whichever is larger. 
Now consider the matrix product, 
T 
where Pi+1 $ i+i is the transpose of Writing this product out, 
pi(°)pi+l(°)••• Pi<°)pi+l(M) 
(23) Qi,i+1 = ...pi(k)pi+l(L) 
pi(mmax)pi+l(°) Pi^^max^i+l^ 
It should be noted that is a matrix with rows and MH-1 
columns, since it is the product of an n^^+l element column vector and 
an M-t-1 element row vector. 
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The elements of are the probabilities of all possible combina­
tions of good and bad days in the increments t^ and ty.^, except those 
combinations leading to mQ or more good days in increment t^.a Thus, for 
example, the element p^(k)p +^^ (L), which is in row k and column L, is the 
probability of k good days during t^ and L good days during tj^, for a 
total of k+L good days during the two increments. Hence, it can be seen 
that the sums 
(24) P-L = 2 Pi(k)pi+1(L) 
1,1+1 k+I=m 
0 < m < mmax+M> 
are the probabilities of a total of m good days during the two increments 
with not more than m during t.. 
max l 
Let us now define a new vector, 
(25) Pi,i+1 
pi,i+l(0> 
Pi} i+l(m) 
Pi,i+l(mmax+M) 
The elements of this new vector are obtained through the sums in Equation 
24, but one may also consider them as being obtained from by add­
ing together those elements for which the row and column in which the 
element appears add up to a constant value, m. This amounts to adding 
elements along parallels to the minor diagonals of Qi i+^ . 
^Assuming the probabilities P£-n(m) are independent of p^(m). 
34 
Once again, the sum of elements of P^ for which m > mQ is the 
probability that will be finished by the end of increment t^^ if 
started at the beginning of t^ but not finished by the end of t^. That is, 
mmax+M 
(26) ^iji+l^^r^ = ^ Pi,i+l(m^  
m=mo 
We have thus obtained the second non-zero entry in the ith row of the 
holding probability table for Ar. It must be understood that if 
nimay+M > mo, Equation 26 has no meaning and h^ i+i(Ar) = 0« The elements 
of P^ not included in the sum in Equation 26 are the probabilities of 
all possible combinations of good and bad days which total to less than 
mQ good days during the two increments. 
We may now truncate P^ below the (mQ-l) element: 
Pi,i+1(0) 
(27) P1 i,i+l Pi,i+l(*> 
pi,i+l(mmax) 
The quantity mmax is now defined as 2M or mQ-l, whichever is larger. 
T ]?! may now be used, together with P^ +2 i+2' 1:0 obtain the matrix 
Qi i+2î thence to P^ i+2> and so otu As the calculation proceeds, the 
remaining holding probabilities, h^ i+g^r^ ' ^i,i+3^r^ ' " '^ij^r^ ' ' " ' 
are obtained. These probabilities constitute row i of the 
holding probability table for Ar. The general forms of the equations 
for the calculation are: 
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(28) Qij = Pi,j-lPjj = (m) 
pi, j-l^max^ 
[pj(0) i • • • >Pj (M) ] , 
where is either (j-i+l)M or m0-l, whichever is larger. 
(29) Pij(m) = Z Pi,j-l(k) p,(L) 
k+l=ra 
(30) hij(Ar) = Z Pij(m) 
m=nv 
In Equations 28, 29, and 30, i is a constant. A complete table of hold­
ing probabilities is obtained by successively setting i = N^, Nj+l,..., 
Ng, where and Ng are the lower and upper time limits on A^. 
The sizes of the matrices and are determined by mQ, M, and 
the stage of the calculation. For example, if mQ = 15 and M = 6, P is 
7x1, Qi}i+i is 7x7, Pi i+1 is 13x1, Qiji+2 is 13x7, Piji+2 is 20x1 and 
this vector may now be truncated to P| ^+2» which is 15x1. Thereafter, 
for all j greater than 2, is 15x7, Pjj is 22x1, and PL is 15x1. 
For these particular values of mQ and M, the job cannot possibly be 
finished before the end of increment t^g* 
It should be noted that as the calculation proceeds farther from the 
starting time, t^, the elements of all the matrices and vectors become 
smaller in magnitude. This is because a subset of the set of all possi­
ble combinations of good and bad days is removed from the calculation by 
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truncating at each step. In terms of a logic tree, paths leading to 
"success" (i.e., completion of the job) are removed from the calculation 
as soon as they occur. This is a helpful characteristic, since it 
enables termination of the calculation as soon as the results of the 
next step would be insignificantly small. One may jump to the next value 
of i as soon as the sum of the elements of P|^ is less than some arbi-
— 
y 
trary magnitude, say 10 , where x is greater than zero. The number of 
hij(Ar)'s that must be calculated thus depends not only on and Ng, but 
also on how quickly the p^j(m) become small. If such early termination 
of the calculation were not possible, an exceedingly large number of 
arithmetic operations could be required to obtain a table of holding 
probabilities. 
It might also be noted that in an actual calculation, either using a 
desk calculator or a high-speed electronic computer, recording of the 
elements of is not necessary, since the quantities p„ (m) may be 
calculated directly as a sum of products. Introduction of the Qjj matrix 
into the analysis may be considered a device to simplify derivation of 
the quantities necessary for the calculation. 
Probability of an occupied channel 
It is of considerable interest to know the probability that the 
farmer will be occupied with a job at any given time of the year; that is, 
the probability that the channel will be occupied. This quantity is of 
interest in itself, since it may be used directly in some optimization 
procedures; but in addition the probability of an occupied channel is 
necessary for calculations whenever there are multiple sequences. 
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Discussion in this and some following sections is considerably 
simplified if formal notation is adopted for several statements. To this 
end, define, 
(Dl) Tj = "The time increment is tj." 
(D2) Wr = "Weather and crop conditions are such that work on job Ar 
is possible." 
(D3) Xr = "Job Ar has arrived." 
(D4) Yr = "Job Ar has been completed." 
For further simplification, let us leave reference to time out of the 
equations for the moment when using the statements in D2, D3, and D4. 
Unless specifically mentioned, the same time is implied for all state­
ments in an equation. 
Let us now define a fifth statement, 
_ * 
(D5) Zr = Xj.Yr 
If Zr is true, then the job Ar is pending; that is, it needs to be done 
and is not yet finished. We shall assume that Zr is independent of Wr; 
whether a job has arrived or been completed at any given time tj depends 
not on the conditions during t j, but rather on the conditions during 
increments preceding tj. 
Let us now determine the probability of Zr in terms of known 
quantities. It follows directly from definition D5 that, 
(31) Pr(Zr) = Pr(XrYr), 
^Notation is as follows: For two statements S and T, S => T means 
if S then T, S=T means T if and only if S, ST means S and T, S+T means S 
or T, S means not -S, and Pr(S|T) means the conditional probability of S 
given T. 
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or, 
(32) Pr(Zr) = Pr(Xj.) + Pr(Yr) - Pr(Xr+Yr). 
However, the last term on the right of this equation is 1, since the 
statement Xr+Yr is always true.3 If it were not true, possible comple­
tion of the job Aj. before its arrival would be implied, and this is 
assumed impossible. Thus, 
(33) Pr(Zr) = Pr(Xr) - Pr(Yr). 
Inserting time into Equation 33, 
(34) Pr(Zr | Tj) = Pr(Xr | Tj) = Pr(Yr | T-). 
The quantities on the right of Equation 34 have been calculated previous­
ly. The first term on the right may be obtained by summing Equation 13 for 
all k less than j. That is, 
j-1 j-1 k 
(35) Pr(X | T,) = Z f%(Ar) = Z Z gn(Ar„1) 
J k=l b=l n=l 
Similarly, the second term on the right-hand side of Equation 34 may be 
obtained directly from Equation 14 (it is necessary to change the sub­
script symbols in Equation 14 to avoid confusion), 
j-1 k 
(36) Pr(Y | T ) = Z Z f (A )h ,(A ). 
J k=l i=l 
Since Pr(Xr+Yr) = 1 - Pr(Xr+Yr) = 1 - Pr(X^). 
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Now, combining Equations 34, 35, and 36, 
j-1 j-1 k 
(37) Pr(Z I T.) = S f.(A ) - Z Z 
J k=l k=l i=l 
or 
j-1 k 
(38) Pr(Zr | T.) = Z [£k(A,.) - Z fi(Ar)hik(Ar) ]. 
k=l i=l 
The probability given by Equation 38 is not yet the probability that the 
channel is occupied, however, since it is necessary to take the weather 
during tj into account to obtain this quantity. The channel will be 
occupied only if weather conditions are suitable for Ar during tj. Thus, 
(39) Rj(Af) = Pr(ZrWr | Tj) , 
where Rj(Ar) is the probability that the channel is occupied with Ar 
during tj. Since Zr is independent of Wr, it follows that, 
(40) Rj(Ar) = Pr(Zr | T.) Pr(Wr | 1p. 
Combining Equations 38 and 40 and shortening the symbol Pr(Wr | Tj) to 
Wjr ' 
j-1 k 
(41) Ri(A)=w. Z [fk(Ar) - Z fi(Ar)hik(Ar)]. 
J J k=l i=l 
One further result is of interest: the probability that the channel 
will be occupied with any job in the sequence A. By the definition of a 
sequence, work on more than one job in the sequence at one time is 
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impossible. Therefore, the statements ZrWr, for r = 1,...,N, are 
mutually exclusive for any time increment, tj. Hence, the probability 
that the channel is occupied with any one of the jobs in sequence A is 
simply the sum of the probabilities in Equation 41. That is, 
N 
(42) R.(A) = L R•(Ar), 
J r=l J 
where Rj(A) denotes the probability that the channel is occupied during 
tj by any job in sequence A. 
Multiple sequences 
Let us now consider the case where there are multiple sequences on 
the farm. The equations for a single sequence do not enable us to deal 
with multiple sequences, even if the equations are applied to each of 
the sequences in turn. The reason for this failure is that it is possi­
ble for jobs in different sequences to interact with each other in a way 
that has not yet been considered. Whenever there are multiple sequences, 
two or more jobs, each from a different sequence, may require the 
farmer's attention at the same time. Such a situation will be termed 
interference between jobs. By definition, interference is possible only 
if the jobs are in different sequences. 
Reaction to interference The farmer's reaction to interference 
is of considerable importance in determining his chances for successfully 
completing his field work, and must therefore be taken into account. 
When interference occurs, it is necessary for the farmer to decide 
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which of two or more jobs he will work on. Since we are considering a 
single channel, he must always make such a decision if interference 
occurs. The manner in which he makes the decision is exceedingly diffi­
cult to analyze. There are three basic ways in which he might reach a 
decision: 
1) He decides on the basis of some pre-arranged ordering of the 
jobs. That is, he decides ahead of time what to do if interference 
occurs. 
2) He decides after interference occurs on the basis of what he 
thinks the consequences might be of working or not working on each of the 
interfering jobs. 
3) He decides on the basis of some factor not pertinent to what he 
thinks the consequences of his decision will be. That is, he does not 
decide logically. 
Incorporation of any one of these methods of reaching a decision 
into the model could imply interest in special aspects of the decision 
process. For instance, method 3 might include such factors as what his 
neighbors are doing that day, how he feels, or the condition of his 
machinery. If it were felt that such factors were of primary interest, 
method 3 could be incorporated into the model and their effect evaluated. 
Likewise, method 2 could be included if it were felt that a farmer's 
strategy during times of interference were important. 
However, in the following analysis only method 1 is considered. In 
particular, a system of job priorities is used. Job priorities can be 
made fairly descriptive of a process that could be used by a farmer, and 
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they have the further advantage of being relatively easy to incorporate 
into the model. 
Crop priorities One of the simplest schemes for assigning job 
priorities is to assign priorities to crops. Then, if interference be­
tween two jobs occurred, work would proceed on the crop of higher 
priority. On an Iowa farm, for example, corn might be the highest 
priority crop and hay, the lowest. Using crop priorities, if interfer­
ence between corn and hay occurred, work on corn would always be taken up 
first. 
Crop priorities have certain attractive features. Even though they 
are simple to use, one is always assured that work will proceed on the 
crop of higher priority. Interesting comparisons can be made by reversing 
the priorities of two crops and calculating the effects on timeliness. 
On the other hand, however, it is not necessarily true that all 
jobs on the crop of higher priority are themselves of greater importance 
than all the jobs on a low priority crop. In Iowa, harvesting of small 
grains and baling hay might be considered highly important jobs on low 
priority crops. Additional refinements to the method used in assigning 
priorities could overcome some of these objections. However, in the fol­
lowing analysis only a simple system of crop priorities is considered. 
Two sequences Let us first consider the case where there are two 
sequences on the farm, each sequence corresponding to a different crop. 
Suppose the sequences are A = (A^,...,Ar,...,A^) and B = (B^,...,Bg,..., 
BQ), and the crop of sequence A has priority over the crop of sequence B. 
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The equations that have been derived for a single sequence in the preced­
ing sections apply to sequence A, since the occurrence or non-occurrence 
of interference with sequence B does not affect work on sequence A. For 
sequence B, however, work may progress only if weather conditions are 
suitable and the channel is not already occupied with a job from sequence 
A. That is, 
(D6) Vs = WgÔ%, 
where, 
(D7) Vg = "Conditions permit work on job Bg. " 
(08) 0A = "The channel is occupied with a job from sequence A." 
It follows from D6 that, 
(43) % = WgS^ = % + 0A, 
and hence, 
(44) Pr(V%) = Pr(iy + Pr(0A) - Pr((%), 
or, since Pr(Vg) = 1 - Pr(Vs), 
(45) Pr(Vg) = Pr(Ws) - [Pr(0A) - Pr(0AW^)]. 
However, the term Pr(0A) is simply the Rj(A) of Equation 42. 
The last term in Equation 45 can also be simplified. By definition, 
(46) Pr((%) = Pr(0A | W%) Pr(W^). 
However, 
N 
(47) Pr(0A) = ZPr(ZrWr). 
r=l 
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Therefore, 
N 
(48) Pr(0A | Wg) = Z Pr(ZrWr | Ws), 
r=l 
and thus, 
N 
(49) Pr(0A | Ws) = Z Pr(Zr | WrWs) Pr(Wr | Ws), 
r=l 
N 
= Z Pr(Zr) Pr(Wr | Ws), 
r=l 
since Zr is independent of Wr and Ws. By definition, however, 
(50) Pr(Wr | W%) = [Pr(W% | Wr)/Pr(tÇ) ] Pr(Wr). 
Combining Equations 45, 46, 49 and 50, and taking note of the fact that 
Pr(Zr)Pr(Wr) = Rj(Ar), 
N 
(51) Pr(Vs) = Pr(Ws) - Z Pr(Ws | Wr)Rj(Ar). 
r=l 
Equation 51 does not hold if Pr(Wg) = 1, since in this case the division 
by Pr(Ws) in Equation 50 is undefined. However, if Pr(Wg) = 1, it fol­
lows directly from definition 06 that, 
(52) Pr(Vs) = 1 - Rj(A). 
It can be seen that the addition of a second sequence adds a great 
deal of complexity to the input data required for calculations. Not only 
must weather conditions be known for both sequences but just exactly how 
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the conditions for each sequence overlap must also be known. It will be 
seen in the next section that as more sequences are added that the re­
quired weather information becomes more and more complex. 
In some special cases Equation 51 is reduced to a much simpler form. 
Some of these cases are: 
1) If weather conditions for all jobs in sequence B are the same 
as for all jobs in sequence A, 
(53) Pr(Vs) = Pr(Ws) - Rj(A), 
since in this case Pr(Ws|Wr) = 1. 
2) If Rj(Ar) = 0, 
(54) Pr(Vs) = Pr(Ws). 
3) If weather conditions for sequence B are mutually exclusive to 
weather conditions in sequence A, Equation 54 holds also, since 
Pr(Ws|Wr) = 0. 
The probability of Vs given by Equation 51 or some special case of 
Equation 51 is used as the probability of being able to do field work on 
sequence B in calculating holding probabilities for the jobs in sequence 
B. 
Multiple sequences Suppose now that there are more than two 
sequences on the farm. The manner in which these interact must now be 
determined. It is possible to derive general equations, but nomenclature 
and the length of the equations become somewhat unmanageable. Therefore, 
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the following analysis is for only three sequences. The equations are 
easily generalized to more than three. 
Suppose the third sequence (in addition to A and B) is C = (C^,..., 
CCg). By definition, 
(55) Vt = Wt<^ 
or, 
(56) Tt = + 0A + 0B. 
Hence, 
(57) Pr(V^) = Pr(W^) + Pr(0A+0B) - Pr(W^(0A+0B) 
= Pr(W^) + Pr(0A) + Pr(0B) - Pr(0A0B) 
- Pr(W^OA) - Pr(W^OA) + Pr(W^OAOg). 
However, the fourth and seventh terms on the right of this equation are 
zero because the channel may not be occupied by jobs from sequence A and 
sequence B at the same time, by definition. It may also be noted that 
the fifth and sixth terms on the right are exactly analogous to a term 
in the equation for two sequences which is analyzed beginning with 
Equation 46. Therefore, Equation 57 may be reduced to, 
N Q 
(58) Pr(Vt) = Pr(Wt) + 2 Pr(Wt|Wr)Rj(Ar) + 2 Pr(Wt|Ws)Rj(Bs), 
r=l s=l 
and hence, 
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N Q 
(59) Pr(Vt) = Pr(Wt) - 2 Pr(Wt|wr)Rj(Ar) - S Pr(Wt|Ws)Rj(Bs). 
r=l s=l 
If there are more than three sequences on the farm, sums identical to 
those in Equation 59 are subtracted from the right-hand side of 
Equation 59 for each additional sequence. Calculation of holding 
probabilities then proceeds as in the case of two sequences. 
Summary 
It should be helpful at this point to assemble in one place, all 
the final results obtained in the preceding sections. These equations 
are given below without comment. For more detailed information, the 
preceding sections may be consulted. 
(13) fk(Ar) = Z 8n(Ar-l) Pnk(Ar)• 
n=l 
n J 
(14) Pr[TC(Ar) < tj = Z Z fi(Ar)hij(Ar) 
j=l i=l 
n 
(16) Pr[TC(Ar) = tn] = Z fi(Ar)hin(Ar), 
i=l 
(28) qij - pLj-IpL -
"
pi,j-i(0) 
Pi,j-l(m) 
pi,j-l(™ma%) 
[p j (0) ,..., p j (M) ]. 
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(29) Pjj(m) = 2 pt i„1(k)p.(L) 
k+L=m J 
(30) h^j(A^) = 2 Pij(m) 
m=mo 
j-1 k 
(41) R. (A ) = w. 2 [fk(A,.) - 2 fi(Ar)hik(Ar) ]. 
J 
" 
J k=l i=l 
N 
(42) R,(A) = 2 R<(A^) . 
J r=l 
N Q 
(59) Pr(Vt) = Pr(Wt) - 2 Pr(Wt|Wr)Rj(Ar) - 2 Pr(Wt|Ws)Rj(As). 
r=l s=l 
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EXAMPLE PROBLEM 
The preceding sections have resulted in a number of equations which, 
when properly applied, should result in a measure of the timeliness of a 
system of farm machines under possibly adverse weather conditions. In 
pursuit of the second objective of this investigation, let us now take 
up the use of these equations in an example problem. An attempt has been 
made to reduce as much of the model as possible to practice in the 
example, but, at the same time, an effort was made to keep the example 
as realistic as possible, so that some degree of physical meaning may be 
attached to the results. At the conclusion of the calculations, it should 
then be possible to reach some heuristic conclusions regarding the 
validity of the equations. 
Definition of the Problem 
A simple case suitable for this first attempt to apply the equations 
is a farm with a single crop, and thus no possibility of interference be­
tween jobs. The crop used is corn (grown for grain) since this crop has 
some importance in Iowa, and since the customary field work done on corn 
is of sufficient complexity to make the calculations interesting but not 
impossible. 
The farm is assumed to be located in central Iowa near Ames, and on 
Clarion-Webster soil type. The reason for this location is the unusual 
completeness and availability of weather records for the Ames Agronomy 
Farm; the example farm might be thought of as being on the soil of that 
farm. The time increments are climatic weeks. These are successive 
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weeks of the year with March 1-7 the first week of the year. Table 17 in 
Appendix A gives the relation between calendar date and climatic week 
used in this example. 
Jobs and sequences 
The field work to be done on the farm is given in Table 3. This is 
a rather simple field-work arrangement, since it does not include such 
Table 3. Definitions of jobs and sequences 
Sequence Job Field operation 
A and B 1 Spring plowing 
A and B 2 Disking 
A and B 2 Harrowing 
A and B 2 Planting 
B 3 First cultivation 
B 4 Second cultivation 
A 5 Harvesting 
commonly performed operations as rotary hoeing, spraying of insecticides 
and herbicides, and so on. These operations were left out for simplicity. 
The division of field work into jobs and sequences is also shown in 
Table 3. All of the jobs except job number 2 correspond to individual 
field operations and are referred to either by their number or by the 
name of the operation to which they correspond. The block of work 
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included in job 2 is referred to either by number or as planting. All 
of the work in job 2 is done at one time, when the corn is planted. 
There are two sequences: plow-plant-harvest (jobs 1, 2, and 5); 
and plow-plant-first cultivation-second cultivation (jobs 1, 2, 3, and 
4). This division into two sequences is made because both cultivation 
and harvesting are successors of planting, whereas there is no sequential 
relationship between cultivation and harvesting. Since the cultivations 
and harvesting are separated widely in time,it is assumed there is no 
possibility of interference between the two sequences. 
Input Data 
Numerical values for the probabilities assumed to exist in the 
mathematical development must now be obtained. 
Holding probabilities 
In order to calculate holding probabilities, it is necessary to have, 
for each week of the year, probabilities that 0, 1, 2,..., 6a days in the 
week are suitable for field work for each of the jobs 1,...,6. Theoret­
ically, it is possible to go back to basic weather data to extract these 
probabilities, but this would be a very difficult and time-consuming 
task. Very fortunately, however, a 30-year record of field work condi­
tions kept by Mr. C. N. Brown, manager of the Ames Agronomy Farm, permits 
side-stepping this task for the special case of the agronomy farm. 
Mr. Brown's record of conditions has been analyzed, and the weekly work-
aEach week is assumed to have at most six working days. 
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ing conditions fitted to the binomial distribution.3 The results of this 
analysis are given in Table 4, in the form of a probability for each week 
of the year that a given day of that week will be suitable for field work. 
It is not possible to distinguish from the record the kinds of work that 
were possible on particular days, so only two kinds of days are relevant 
to Table 4: good field-work days and bad field-work days. 
Let us assume that the smoothed binomial probabilities in Table 4 
apply to all the jobs on the example farm. This assumption may be 
justified by observing that the example farm and the agronomy farm are 
co-located and approximately the same kinds of work are done on both farms. 
The probabilities of 0, 1,..., 6 days in a week being available for 
field work on the example farm are easily obtained from Table 5 by apply­
ing the binomial formula: 
<60> *i<°> - (6^T3- WCl-PBV6-™ , 
where p^(m) is the probability of m good days during week t^ and PB^ is 
the binomial probability from Table 4 for week t^. 
Holding probabilities may now be calculated using Equations 28, 29, 
and 30. 
Arrival probabilities 
To obtain numerical values for arrival probabilities, it is neces­
sary to assume what criteria are to be applied to determine when arrival 
aSee Appendix B. 
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Table 4. Binomial probabilities of good field-work conditions 
on the Ames Agronomy Farm 
Climatic 
week3 
Probability 
Smoothed Unsmoothed 
3 .0595 .0595 
4 .2143 .2143 
5 .4523 .4523 
6 .6790 .6790 
7 .7500 .7593 
8 .7639 .8025 
9 .7643 .7345 
10 .7751 .7532 
11 .7975 .8395 
12 .8088 .7840 
13 .8032 .8395 
14 .7875 .7678 
15 .7786 .7678 
16 .7902 .7798 
17 .8172 .8215 
18 .8501 .8393 
19 .8776 .9017 
20 .8862 .8928 
21 .8840 .8810 
22 .8873 .8517 
23 .8776 .8590 
24 .8830 .8933 
25 .8843 .9067 
26 .8733 .8542 
27 .8722 .8590 
28 .8847 .8910 
29 .8887 .9135 
30 .8753 .8653 
31 .8753 .8547 
32 - .8604 .8087 
33 .8870 .9198 
34 .9091 .9103 
35 .8981 .9423 
36 .8582 .8270 
37 .8058 .8467 
38 .7028 .7028 
39 .29 37 .2937 
40 . 1450 .1450 
41 .0278 .0278 
aClimatic weeks not listed have probability zero. 
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occurs. These are shown in Table 5. The following sections give the 
numerical arrival and vacant-interval probabilities and their source. 
Table 5. Job arrival criteria 
Job Arrival criterion 
Plowing Soil workable 
Planting Plowing completed and soil temperature 
sufficiently high to insure gemination 
First cultivation Planting completed and corn growth suffi­
cient to permit cultivation without 
damage to crop 
Second cultivation First cultivation completed and suffi­
cient weed growth to warrant another 
cultivation 
Harvesting Corn mature enough to permit safe storage 
Plowing Spring plowing is assumed to arrive as soon as field 
conditions permit the soil to be worked, and the arrival probabilities 
may therefore be calculated using the binomial probabilities used to 
calculate holding probabilities. 
The probability of arrival during week 1, f^(l), is the probability 
of at least one good day that week. That is, 
(61) fjU) = 1 - (1 - PB 6^. 
The probability of arrival during the second week, f^(l), is the proba­
bility that at least one good day will occur during that week and that no 
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good days occurred during the first week. Thus, 
(62) f2(l) = [!-(!- PB2)6] (1 - PBl)6 . 
For the third week, 
(63) f3(l) = [1 - (1 - PB3)6] (1 - PB2)6 (1 - PBX)6 , 
and so on. The arrival probabilities calculated by this method are given 
in Table 6. 
Table 6. Arrival probabilities for plowing 
Climatic week, t^ Arrival probability, f^(l) 
1 .0000 
2 .0000 
3 .3079 
4 .5293 
5 .1574 
6 .0044 
7 and greater .0000 
Planting Job 2, planting, is assumed to arrive when the soil 
temperature reaches a satisfactory level, if plowing is completed. For 
the example farm a daily minimum temperature of 55°F at 2-1/4 inches 
depth (approximate depth of seed after planting) is assumed satisfactory. 
Elford and Shaw (8) have analyzed records of soil temperature at 
Ames and have summarized temperatures at various depths that were 
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recorded several times daily throughout the year. Their data indicate 
that the minimum temperature at 2-1/4 inches depth occurs at approxi­
mately 7 a.m. Therefore, the cumulative probability of a soil temperature 
greater than or equal to 55°F at 2-1/4 inches depth at 7 a.m. in the 
spring has been extracted from their data.* These probabilities are 
given in Table 7, and are assumed to give the cumulative probability of 
arrival of planting, if plowing is completed. The consequent vacant-
interval probabilities for plowing-planting are given in Table 8. 
First cultivation First cultivation, job 3, is assumed to arrive 
when the corn crop has grown enough to permit cultivation with a row 
crop cultivator with damage from losing the row, clogging, etc., if 
planting is cczpleted. In order to obtain vacant-interval probabilities, 
it is necessary to have a means of estimating the rate at which the corn 
crop will grow. 
Decker (6) reports the results of a corn phenology survey conducted 
by the Iowa Department of Agriculture in cooperation with the United 
States Weather Bureau which supplies part of the information needed to 
predict the arrival date of the first cultivation. He found that for 
parts of Iowa, including central Iowa and the Ames area, planting date 
and temperature variable could be used to predict the silking date of 
field corn. One of the temperature variables he used was the average of 
one-half the sum of the daily maximum and minimum temperatures for 30 
days after planting; he termed this the "mean" temperature for this 
aSee Appendix B. 
57 
Table 7. Cumulative soil temperature probabilities3 
Climatic week, Probability of 55°F or greater 
t.k minimum temperature at 2-1/4 
* inches depth 
3 .001 
4 .003 
5 .009 
6 .025 
7 .057 
8 .117 
9 .209 
10 .337 
11 .484 
12 .637 
13 .767 
14 .869 
15 .933 
16 .971 
17 .988 
18 .996 
19 .999 
20 and greater 1.000 
^Adapted from Elford and Shaw (8). See Appendix B. 
^Weeks not listed have probability zero. 
Table 8. Vacant-interval probabilities for plowing-planting, çijj(2)a 
Meek Week planting arrives, tj 
plowing 
is com- 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
pleted, 
1 .009 .016 .032 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
2 .009 .016 .032 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
3 .009 .016 .032 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
4 .009 .016 .032 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
5 .025 .032 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
6 .057 .060 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
7 .117 .092 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
8 .209 .128 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
9 .337 .147 .153 .130 .102 .064 .038 .017 .008 .003 .001 
10 .484 .153 .130 .102 .064 .038 .017 .008 .003 .001 
11 .637 .130 .102 .064 .038 .017 .008 .003 .001 
12 .767 .102 .064 .038 .017 .008 .003 .001 
13 .869 .064 .038 .017 .008 .003 .001 
14 .933 .038 .017 .008 .003 .001 
15 .971 .017 .008 .003 .001 
16 .988 .008 .003 .001 
17 .996 .003 .001 
18 .999 .001 
19 1.000 
E^lements of the table below the diagonal are all zero. 
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period. The following equation has been derived from Decker's work:a 
(64) tg = 27.78 - .0590tp - (.1959 - .009868tp)T, 
where tg = silking date (climatic weeks) 
tp = planting date (climatic weeks) 
T = "mean" temperature during the period from planting to silking. 
All that is needed to predict the arrival time of first cultivation 
from the above equation is some additional information about where in the 
interval from planting to silking first cultivation is performed. Five 
years of records from tillage experiments near Ames^  indicate that the 
following equation predicts the approximate arrival time of first culti­
vation: 
(65) tCL = .60tp + ,40ts , 
where tç^  = arrival time of first cultivation (climatic weeks). 
The two Equations 64 and 65 now enable calculation of arrival proba­
bilities for first cultivation. The temperature variable, T, in Equation 
64 is a random variable. From year to year, varying weather conditions 
may give rise to different values of T, leading to different silking dates 
for a fixed planting date. The analysis of weather records could lead to 
a probability distribution for T, which could be used with Equations 64 
and 65 to obtain a probability distribution for t^  given t^ . However, 
due to some shortcomings in the basis of Equation 64,3 it was felt that 
aSee Appendix B. 
A^memiyah, Minoru. Data from Colo tillage experiments. Private 
communication. 1961. 
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this formidable task was of dubious value. Therefore, the temperature T 
was left in the analysis as a parameter. By assigning different values 
to T, it is possible to deduce the effects on the machinery system of 
varying mean temperature. All calculations that have been made so far 
for the example farm are for a value of T of 70°F, although this value 
could be changed. It is thus assumed that, given the planting date, t^ , 
and the temperature, T, first cultivation arrives with probability 1.0 
at the time given by Equations 64 and 65. 
The resulting vacant-interval probabilities for planting-first 
cultivation are given in Table 9. One minor departure from the general 
mathematical model was felt desirable at this point. That was to change 
the definition of the vacant-interval from the interval between comple­
tion of planting and arrival of first cultivation to the interval between 
arrival of planting and arrival of first cultivation. This was done to 
insure that cultivation would arrive as soon as the first part of the 
corn crop associated with tp, that which was planted first, had reached 
the cultivation stage. Since the arrival criterion for first cultiva­
tion also specifies that planting must be completed, this change requires 
no logic changes in the model. 
Second cultivation Job 4, second cultivation, is assumed to ar­
rive as soon as enough weed growth had occurred to warrant another 
cultivation after the first cultivation had been completed. 
No data could be found in the literature giving the rate of growth 
of weeds in corn. Therefore, this period was estimated to be about two 
weeks. In calculations for the example farm, second cultivation was 
Table 9. Vacant-interval probabilities for planting-first cultivation3 
Week 
planting Week first cultivation arrives, tj 
arrives, =* 
t£ 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
5 1.0 
6 1 .0  
7 1.0 
8 1.0 
9 1.0 
10 1.0 
11 1.0 
12 1.0 
13 1.0 
14 1.0 
15 1.0 
16 1.0 
17 1.0 
18 1.0 
19 1.0 
20 1.0 
aAll entries not indicated are zero. Calculations made with Equations 64 and 65, and 
rounded to the nearest integral week. 
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assumed to arrive exactly two weeks after completion of the first culti­
vation. The resulting vacant-interval probabilities for first 
cultivation-second cultivation are given in Table 10. 
Harvesting Job 5, harvesting, is assumed to arrive when corn 
moisture content is sufficiently low to permit safe storage. Phenological 
records (15) of corn growth in central Iowa indicate that, for hybrids 
adapted to central Iowa, this event occurs about 55 days after silking, 
and is nearly independent of weather conditions after silking. 
Equation 64 was used to predict the silking date, and the temperature 
variable T was treated in the same manner as for first cultivation. The 
resulting interval probabilities for planting-harvesting, once again 
referenced to planting arrival time, are given in Table 11. 
Upper and lower time limits 
In order to restrict the length of the calculations required for the 
example farm, it was necessary to assume upper and lower time limits for 
each job. These are given in Table 12. The lower limits for jobs 3, 4 
and 5 were not preset because the earliest possible arrivals of these 
jobs depends on the lower limit set for planting and the value of the 
temperature variable, T. Since both the lower limit for planting and the 
temperature variable T could be changed, the lower limits for jobs 3, 4 
and 5 were left unspecified until planting calculations were completed. 
The upper limits for first and second cultivations were not preset 
either. The manner in which these two limits were handled in the calcu­
lations constitutes a departure from the mathematical model. It was 
Table 10. Vacant-interval probabilities for first cultivation-second cultivation3 
Week 
FIRST 
cult. Week second cultivation arrives, tj 
is com-
pleted, 1() n 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
fci 
10 1.0 
11 1.0 
12 1.0 
13 1.0 
14 1.0 
15 1.0 
16 '  1.0 
17 1.0 
18 1.0 
19 1.0 
20 1.0 
21 1.0 
22 1.0 
23 1.0 
24 
25 
aAll entries not indicated are zero. 
Table 11. Vacant-interval probabilities for planting-harvesting3 
Week 
planting Week harvesting arrives, tj 
arrives, 
t. 25 26 27 28 29 30 31 32 33 34 35 36 
5 1.0 
6  1 .0  
7 1.0 
8  1 .0  
9 1.0 
10 1.0 
11 1.0 
12 1.0 
13 1.0 
14 1.0 
15 1.0 
16 1.0 
17 1.0 
18 1.0 
19 1.0 
20 1.0 
aAll entries not indicated are zero. Calculated using Equation 64 with 55 days added, and 
the results rounded to the nearest integral week. 
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Table 12. Upper and lower time limits for example farm 
Lower Upper 
limit, limit, 
Job N1 n2 
1, plowing 1 15 
2, planting 5 20 
3, first cultivation No preset No preset 
lirait limit 
4, second cultivation No preset No preset 
limit limit 
5, harvesting No preset 41 
limit 
felt, however, that this departure was justified because it rendered 
the results much more meaningful in this special case. It was assumed 
that neither first nor second cultivation could proceed after the corn 
crop had become sufficiently tall. The stage of growth after which no 
cultivation was permitted was set arbitrarily at two weeks before silk­
ing. Since the independent variables in the corn growth equation are 
the planting date tp and the temperature T, it was necessary to modify 
calculating procedure for the two cultivations. 
First, a planting date was selected, starting with the earliest 
possible. Then, the date of arrival of first cultivation was calculated 
using Equations 64 and 65. Next, using the probability of arrival of 
planting for the planting date selected, completion probabilities of 
first cultivation were calculated for each week after the arrival date of 
first cultivation up to and including two weeks before silking. Then, 
for each possible week that first cultivation could be completed for the 
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planting date selected, complete calculations were made for the second 
cultivation. The calculations for second cultivation were terminated 
two weeks before silking also. In this manner the upper limit for 
cultivation was set much earlier for an early planting date than for a 
late planting date. 
Calculations 
It was quickly determined that, for the input parameters assumed, 
calculations for the example farm would be very time-consuming if done 
manually. For this reason the problem was programmed for the IBM 650 
digital computer available on the Iowa State University campus. 
Description of the program 
The general type of problem being dealt with in the example is well-
suited for a simulation, or Monte Carlo model. However, the program 
actually written is not a simulation program, but instead uses the equa­
tions derived in this thesis. It was felt that the derived equations 
should be used in order to verify their validity directly. Any Monte 
Carlo model must have an analytical basis, and in this case the basis 
had not been verified through use. Also, with the initial lack of cal­
culations, it could be hard to estimate the rate of convergence of a 
Monte Carlo program to expected values of probabilities. 
Flow charts for the program are shown in Figures 2, 3 and 4, and a 
detailed description of the program may be found in Appendix C. 
Table 13 lists the input and output variables for the program. The 
input data discussed in the preceding sections that are not included in 
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START 
WEATHER AND 
MACHINE SYSTEM 
SPECIFICATIONS 
READ 
CALCULATE 
ARRIVAL PROBS. 
FOR PLOWING 
PC SUBROUTINE 
PUNCH SUBR 
CALCULATE 
ARRIVAL PROBS. 
FOR PLANTING 
PC SUBR. 
PUNCH SUBR. 
CALCULATE 
ARRIVAL PROBS. 
FOR HARVEST 
PC SUBR. ARRIVAL AND COM­
PLETION PROBS. 
PUNCH SUBR. 
LIST AND EDIT 
FOR CULTIVA­
TION PHASE 
Figure 2. Plow-plant-harvest (PPH) phase of program 
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1. WEATHER AND 
SYSTEM DATA 
2. EDITED OUTPUT 
FROM PPH PHASE 
READ 
/ 
/ 
SET PLANTING 
TIME TO LOWER 
TIME LIMIT 
TA 
TC 
N2 
3 
4 
= ARRIVAL TIME 
= COMPL. TIME 
= UPPER TIME LIMIT 
= FIRST CULT. 
= SECOND CULT. 
CALCULATE 
TA OF 3 
AND N2 
HOLDING SUBR. 
iROW i OF hij TBL 
TC OF 3 
TA OF 3 
PUNCH 
YES OUTPUT 
AND 
STOP 
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IS 
PLANTIN 
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9 
ADD I TO 
PLANTING 
TIME 
TC > N2 
CALC. COMPL 
PROB. OF 3 
(AT TIME TC) 
2. TA OF 4 = 2 
+ TC OF 3 
HOLDING SUBR. 
ROW i OF hij TB 
TC OF 4 
TA OF 4 
CALC. COMP. 
PR. OF 4 
2. ADD I TO 
TC OF 4 
ADD I TO 
TC OF 3 
Figure 3. Cultivation phase of program 
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ENTER 
CLEAR PC 
FILE AND 
SET I= N 
COMPL. PROB. 
LOWER LIMIT 
UPPER LIMIT 
HOLDING SUBR. 
GET ROW i OF hij 
TABLE 
1 = ' 
CALCULATE 
fi X hij 
AND ADD TO 
WHAT IS IN PCj 
ADD I TO j 
CONVERT PC 
TO CUMULATIVE 
0 
ENTER 
\HOLDINC 
1.CLEAR hij FILE 
2. CALCULATE Pii 
3. SET j = i 
r 
max  
SHED 
WEEK 
1. CALC. AND 
PUNCH hij 
2. M mo*  '  m0 - 1 
SUM ELE 
MENTS OF 
Pij 
SUM TOO\ YES 
SMAL 
9 
ZNO 
I.CALC. P)+ I . I  +  I  
2.CALC P i ,  j  +  •  
3. ADD 6 TO mmax 
4. ADD 1 TO j 
PC SUBROUTINE HOLDING SUBROUTINE 
Figure 4. PC (completion probability) and HOLDING subroutines 
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Table 13. Input and output variables for the IBM 650 program 
Symbol 
of 
variable 
FORTRAN 
name of 
variable 
Meaning 
Input variables 
Ni NE(JOB) Earliest permitted arrival of job. (Lower 
time limit.) 
n2 NL(JOB) Latest permitted completion of job. (Upper 
time limit.) 
none NGDa Number of good days in spring before plow­
ing arrives. 
PBi PB(I) Binomial probability of a good field-work 
day. 
none CPST(I) Cumulative probability of soil temperature 
suitable for planting. 
™o MZERO(JOB) Number of good field-work days required to 
complete job. 
none IZZ Control variable. 
T IT Mean temperature 30 days after planting. 
none S Control variable. 
Output variables 
gi(A r) PC(I) Completion probabilities. 
i 
2 fi(Ar) 
j=l 
CPA(I) Cumulative arrival probabilities. 
Pr(Z) POC(I) Probability of arrival and non-completion. 
hij(Ar) H(J) Holding probabilities. 
N^GD = 1 for all calculations. 
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Table 13 are fixed and cannot be changed without changing the program, 
although for some parameters this is not difficult. The holding proba-
the storage entry sign switch on the 650 console, may be deleted from the 
output. The variable IZZ controls the amount of data read into the 
machine for each run after the program is read into the 650. The varia­
ble S controls the accuracy to which holding probabilities are calculated. 
Variable acreage 
A complete investigation of the effects of all the input parameters 
of the program was felt to be beyond the scope of this investigation. 
Therefore, only one of the most significant variables was actually varied 
during the calculations. All the others were fixed (at the values 
specified in preceding sections). 
The single variable which was used was mQ, the number of good days 
required to finish each of the jobs. This number was varied simultane­
ously for all five jobs on the example farm in such a manner that the 
variation could be interpreted as a changing number of acres of corn on 
the farm with the machinery complement remaining fixed. Table 14 gives 
the machinery complement assumed and the values of mQ for all five jobs. 
Calculations were then performed for 100, 150, 200, 250 and 300 
acres of corn on the example farm. 
Processing of results 
At the conclusion of machine calculations, the raw results from the 
650 were processed further to render them more meaningful. 
included as part of the output, or, by changing 
Table 14. Machinery complement and number of days required to complete jobs for example farm 
calculations 
Job Machine Size Width, 
w, 
ft. 
Speed, 
s, 
mph 
Field 
eff., 
eb 
Days 
100A. 
required 
150A. 
to complete 
200A. 
job, 
25 OA. 
m03 
300A, 
1 Plow 4 x 14" 4.67 4.00 .80 7 10 14 17 21 
2 Disk 10 ft. 10.0 4.00 .85 
2 Harrow 30 ft. 30.0 4.00 .75 8C 12c 16c 20c 24 c 
2 Planter 4-row 13.3 3.00 .70 
3 Cult. 4-row 13.3 2.00 .65 6 9 12 15 18 
4 Cult. 4-row 13.3 3.00 .80 3 4 6 7 9 
5 Picker 2-row 6.67 3.00 .65 8 12 16 20 24 
aFor each operation, mQ = [l/(.9697eSW)] (acres of corn). 
W^ithin the range given by Bainer, Kepner and Barger (2, p. 23). 
cThese numbers are for job 2, which is disking, harrowing arid planting combined. 
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Cumulative arrival and completion probabilities were plotted versus 
climatic week for each of the acreages. These graphs are shown in 
Figures 5-9. The probabilities that some job in either sequence is pend­
ing,3 which were part of the output, are listed in Table 15. These 
probabilities were then multiplied by PB^  for the appropriate week to 
obtain the probability that the channel is occupied with a job from either 
sequence during each week of the year; that is, the quantity Rj(A) + Rj(B) 
was obtained for j = 1,...,52. These probabilities are plotted versus 
climatic week in Figures 10 and 11. Finally, plots were made of the 
probabilities of completion of each of the five jobs versus acres of 
corn, with climatic week held constant. These graphs were obtained by 
first interpolating between climatic weeks in Figures 5-9, so that a 
completion probability contour was obtained for every 10 days. Table 16 
gives the numerical values from this interpolation, and graphs of the 
contours are in Figures 12-16. 
In Figures 5-9, the data from the 650 were plotted as smooth curves 
rather than as bar graphs, as they properly should have been. Smooth 
curves were used because they were found to be easier to read than bar 
graphs, since there were a number of different quantities plotted on the 
same axes. An alternative procedure would have been to tabulate the data, 
but it was felt that this would subdue some of the qualitative aspects of 
the results. It should be understood that the curves representing cumula­
tive arrival probabilities are drawn through the upper left-hand corners 
T^he symbol Pr(Z) will be used for this quantity. 
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Table 15. Probability that a job on the example farm is pending, Pr(Z), 
for varying acreage of corn 
Climatic Pr(Z) 
week3 100A. 150A. 200A. 250A. 300A. 
4 .30793 .30793 .30793 .30793 .30793 
5 .83719 .83719 .83719 .83719 .83719 
6 .93392 .99487 .99561 .99561 .99561 
7 .27866 .79159 .99688 .99998 1.00000 
8 .08704 .20157 .71392 .96686 .99986 
9 .10589 .19650 .27122 .53451 .93478 
10 .14373 .23901 .33200 .35709 .55930 
11 .18551 .28519 .42317 .48295 .49622 
12 .28186 .40461 .49664 .61649 .63726 
13 .35208 .49333 .57687 .69602 .78719 
14 .41022 .52310 .66510 .74577 .90828 
15 .48346 .60529 .69850 .81046 .9 28 5 7 
16 .48526 .60489 .75724 .84060 .95094 
17 .41394 .54624 .75693 .84348 .96841 
18 .37353 .48981 .72147 .85236 .93388 
19 .24334 .36237 .58597 .68603 .73324 
20 .14772 .20047 .51977 .59453 .51767 
21 .09000 .13219 .33350 .42118 .30981 
22 .02331 .04211 .35793 .42057 .14972 
23 .01215 .02114 .31172 .39601 .08470 
24 .00610 .01007 .30774 .39060 .05667 
25 .00562 .01002 .30697 .38975 .05657 
26 .00000 .00000 .00000 .00000 .00000 
27 .04357 .01260 .00019 .00000 .00000 
28 .16521 .20626 .19256 .12299 .01723 
29 .12919 .28 226 .33636 .32679 .22401 
30 .29987 .39797 .51266 .63669 .63675 
31 .13312 .36414 .48061 .66233 .76589 
32 .17704 .27145 .40691 .63691 .90659 
33 .04380 .17626 .25899 .38766 .74395 
34 .028 9 4 .05891 .13015 .25195 .38123 
35 .00769 .02568 .04316 .09081 .23212 
36 .00372 .00643 .01219 .03401 .07280 
37 .00372 .00363 .00263 .00751 .02976 
38 .00372 .00363 .00134 .00128 .00602 
39 .00372 .00363 .00134 .00049 .00105 
40 .00372 .00363 .00134 .00049 .00050 
41 .00372 .00363 .00134 .00049 .00037 
&The probabilities for weeks not listed are zero. 
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Table 16. Interpolated completion probability contours for example farm 
Climatic Acres of corn 
Date week 100 150 200 250 300 
Plowing 
Mar. 11 1.57 0 0 0 0 0 
Mar. 21 3.00 0 0 0 0 0 
Mar. 31 4.43 .01 0 0 0 0 
Apr. 10 5.86 . 66 .17 0 0 0 
Apr. 20 7.29 .99 .99 .51 .22 .01 
Apr. 30 8.71 1.00 1.00 .99 .96 .52 
May 10 10.14 1.00 1.00 1.00 1.00 .99 
May 20 11.57 1.00 1.00 1.00 1.00 1.00 
Planting 
May 1 8.86 .17 .08 .01 0 0 
May 11 10.29 .37 .23 .11 .01 0 
May 21 11.71 .59 .43 .31 .14 0 
May 31 13.14 .78 .67 .58 .45 .03 
June 10 14.57 .89 .82 .75 .65 .48 
June 20 16.00 .96 .92 .88 .80 .71 
June 30 17.43 .99 .97 .95 .91 .85 
July 10 18.86 .99 .99 .98 .97 .95 
July 18 20.00 1.00 1.00 .99 .99 .98 
First Cultivation 
May 11 10.29 0 0 0 0 0 
May 21 11.71 .04 0 0 0 0 
May 31 13.14 .08 .09 .01 0 0 
June 10 14.57 .37 .27 .13 .05 0 
June 20 16.00 .62 .50 .32 .19 .02 
June 30 17.43 .81 .74 .58 .40 .20 
July 10 18.86 .95 .94 .82 .71 .51 
July 20 20.29 .98 .98 .94 .90 .77 
July 30 21.71 .99 .99 .99 .97 .93 
Aug. 9 23.14 .99 .99 .99 .99 .96 
Aug. 19 24.57 .99 .99 .99 .99 .97 
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Table 16. (Continued) 
Climatic Acres of corn 
Date week 100 150 200 250 300 
Second Cultivation 
May 11 10.29 0 0 0 0 0 
May 21 11.71 0 0 0 0 0 
May 31 13.14 0 0 0 0 0 
June 10 14.57 .03 .04 0 0 0 
June 20 16.00 .29 .16 0 0 0 
June 30 17.43 .52 .35 .01 .04 0 
July 10 18.86 .77 .75 .09 .06 0 
July 20 20.29 .90 .85 .25 .06 0 
July 30 21.71 .97 .94 .39 .06 0 
Aug. 9 23.14 .98 .96 .44 .06 0 
Aug. 19 24.57 .98 .96 .46 .06 0 
Harvesting 
Aug. 31 26.29 .01 0 0 0 0 
Sept. 10 27.71 .14 0 0 0 0 
Sept. 20 29.14 .36 .16 .11 .01 0 
Sept. 30 30.57 .68 .53 .41 .20 .01 
Oct. 10 32.00 .93 .79 .71 .58 .19 
Oct. 20 33.43 .98 .94 .91 .84 .69 
Oct. 30 34.86 .99 .99 .99 .96 .91 
Nov. 9 36.29 .99 .99 .99 .99 .97 
Nov. 19 37.71 .99 .99 .99 .99 .99 
of the bars on a bar graph representing the same quantity. For comple­
tion probabilities, however, the curve goes through the upper right-hand 
corners of the bars. 
Discussion 
Let us now discuss some special aspects of the calculations for the 
example farm, deferring more general discussion for a later section. 
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Arrival and completion probabilities The arrival and completion 
probabilities plotted in Figures 5-9 illustrate the overall effect of 
increasing the amount of work to be done by the fixed complement of 4-row 
equipment. As acreage of corn is increased the time interval between 
arrival and completion of each job is lengthened. With the exception of 
the second cultivation, however, completion of the job before the upper 
time limit is very likely for all jobs. This may be attributed to the 
very broad time limits that were assumed for the calculation. 
There is a very low probability, on the larger acreages, of complet­
ing the second cultivation before the upper time limit. Between 150 and 
250 acres, arrival of the second cultivation is still quite likely (be­
tween .44 and .97 probability), but completion of second cultivation 
becomes increasingly unlikely as 250 acres is approached. This implies 
that for 150 to 250 acres of corn the first cultivation is likely to be 
completed in time for weeds to grow enough to require another cultivation 
before the upper time limit; but there is not enough time to complete the 
second cultivation. Above 250 acres the arrival probability of second 
cultivation also drops rapidly, implying that the first cultivation 
requires almost the entire period during which the corn may be cultivated. 
The shifting upper time limit for cultivation makes it difficult to 
assess the exact cause of failure to complete the second cultivation, but 
it is suspected that the late planting dates contribute heavily to it. 
The period from planting to silking is shorter by several weeks for late 
planting dates than for early planting dates. 
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Probability of an occupied channel The patterns of the farmer's 
corn-producing activities emerge from the probabilities that a job is 
pending and the probabilities of an occupied channel. The first of these 
is the probability that a job has arrived and has not been completed, and 
is tabulated in Table 15. These numbers indicate to some extent the labor 
requirement that the farmer would feel was demanded from him to produce 
his corn. If the weather is good, he will have, at the probability 
indicated in Table 15, something to do to his corn. For bad weather, 
they indicate the probability that he will need to be ready to go back to 
work on his corn, although he may pursue some other activity in the mean­
time. In estimating the effects of interference with another crop, 
however, the probabilities of an occupied channel, in Figures 10 and 11, 
should be used. These are a true measure, taking weather into account, 
of the probability that the farmer will be busy with his corn crop. 
The trends of both these estimators of labor demand are the same, 
so they will be discussed together. There is a peak of activity in the 
early spring, in April, when plowing is in progress. In no case investi­
gated was this peak longer than about four weeks or shorter than one week. 
As the number of acres of corn is increased the early-spring demand in­
creases in length, but not in height. 
Later in the spring, in May, June and early July, a second peak of 
activity occurs because of planting and cultivating. This peak is of 
about the same duration for all acreages investigated, but it increases 
in height as acreage is increased. For Iowa farms this late-spring peak 
of activity is important because it interferes with operations on other 
crops, such as hay. The notion that, for certain acreages, second 
cultivation may arrive but not be completed before the upper time limit 
is apparent in the graphs for 200 and 250 acres. The late-spring demand 
in these graphs shows a continuing high probability up until the last 
week cultivation is possible, week 25. 
Because of the values of the input parameters assumed, no activity 
is possible during the 26th week. 
A third peak of activity, due to harvesting, occurs in the fall. As 
the number of acres of corn on the farm is increased, the fall peak 
increases in height and moves to the right on the time axis. The shift 
in position of the peak is because with the larger acreages, planting is 
more likely to be late in the spring, causing late maturity in the fall. 
By observing the yearly trend of probability of an occupied channel 
it is possible to assess the suitability of other crops that might be 
grown on the same farm with the corn crop. Small grains, for instance, 
require time in the early spring and in July and August. The spring re­
quirement, while it comes at a busy time, can probably be made to fit in 
with the plowing requirement for corn. Small grain harvesting, in July 
or August, comes at a time when the requirement to cultivate corn is 
beginning to slacken. Thus, small grains are moderately well-suited to 
be grown on the same farm with corn. 
Hay, on the other hand, is not so well-suited. The peak labor re­
quirement for hay occurs in May and June, when planting and cultivating 
of corn are very likely to take the farmer's time. On farms where live­
stock are raised, hay is sometimes considered a necessary crop. In these 
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cases it might be necessary to either modify the method of weed control 
used for the corn crop or to decrease the acreage of corn in order to be 
reasonably likely to complete the jobs on the corn crop. 
Probability contours The contours of completion probability for 
a fixed date are presented as an example of how the mathematical model 
might be used in an optimization procedure. These curves can be used to 
estimate the risks of non-completion of each job under different 
circumstances. 
These contours might be used in two different ways to estimate the 
suitability of a 4-row planter, for example. One way is to assume a 
given risk (i.e., probability of non-completion) and a date, and then 
determine the number of acres of corn that should be grown. For instance, 
suppose it was decided that planting must be completed with probability 
.90 by June 20. Figure 13 then indicates that no more than about 175 
acres of corn should be grown. If less certainty is tolerable, say .80 
probability of completion, more corn, 200 acres could be grown. If .95 
probability of completion is specified, only 110 acres of corn are 
feasible. 
Another way is to use the contours, with the acreage and date 
specified, to determine the probability of completion. Thus, for 200 
acres of corn, the probability of completion of planting by June 10 is 
only 75 percent, which may be considered unsatisfactory. 
Once again, the second cultivation is of particular interest. 
Figure 15 shows that, using any reasonable risk criterion, more than 
about 150 acres of corn cannot be cultivated the second time with 4-row 
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equipment. It would be necessary, for larger acreages, either to increase 
the size of the cultivator or modify the method of weed control. The use 
of a rotary hoe might improve the situation considerably, as might the 
application of herbicides. 
Reliability of results It must be pointed out that the numerical 
significance of the preceding calculations is dependent upon the numeri­
cal significance of the weather and crop growth data used. Further 
investigations, and possibly some auxilliary studies, are needed to 
provide better weather and crop growth information before the results may 
be relied upon. The calculation is presented here as an example applica­
tion of the model, and the utility of the calculation is not tied to the 
practical significance of the results. 
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DISCUSSION 
The Model 
There are a number of characteristics of the model which limit its 
generality, and which should be pointed out here. First of all, the 
possibility space considered in the model is somewhat restricted. Events 
including failure to complete a preceding job are not considered in the 
analysis. For instance, suppose that planting is not completed. This 
means that there are fewer acres to cultivate and harvest than there 
would have been had planting been completed, and therefore probabilities 
of arrival and completion of those jobs would be different from those 
given by the equations of the model. Including events associated with 
failure to complete a job would make the derivation of the model and the 
model itself much more complicated. It would be necessary to hypothesize 
what would happen if a job were not completed; failure to complete plant­
ing of corn, for instance, might be hypothesized to lead to planting of 
soybeans or to expansion of another activity on the farm. It may be 
argued that the failure to complete a job is probably not desirable, and 
therefore only the subset of events resulting from completion is of 
interest. While this may be so, it must be kept in mind that the model 
is not a complete description of events. 
Another item in the model that leaves something to be desired is the 
description of the predecessor-successor relationship. The difficulty 
encountered in describing the cultivations, jobs 3 and 4, for the example 
farm calculations is a symptom of this shortcoming. A sequence, as 
defined for the mode1, is only the most rudimentary description of how 
jobs on a farm are related. Perhaps a first step toward a more adequate 
description would be to remove the condition that a job may have only one 
predecessor; this would lead to a network of jobs and not a collection of 
parallel sequences. Analysis of a network of jobs would be considerably 
more difficult than analysis of the simple system of sequences was, but 
possibly some of the concepts from PERT would be of assistance. 
If the model is to have any practical utility, it is necessary that 
multiple sequences be included. While provision has been made for 
multiple sequences in the model, the only calculations were made for a 
single sequence. It was originally intended that the example farm would 
include multiple sequences,but unexpected difficulties of programming 
resulted in abandoning the remaining sequences. Programming was not the 
only difficulty, however. The running time on the 650 would be greatly 
increased if more than one sequence were included, and the time require­
ment was already large. A larger computer is necessary for multiple 
sequences. Obtaining the weather and crop data necessary for calcula­
tions with multiple sequences might also be a problem. 
A final shortcoming of the model is that it does not include enough 
of the farmer's activities. He does many things besides work on his 
field crops. All of his activities influence to some extent his ability 
to get field work done, and thus the performance of his machinery system. 
It is perhaps asking too much that all of his activities be included, but 
such activities as caring for livestock and the like should properly be 
included. Most of the definitions of the model are flexible enough that 
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they could be used for these other activities. 
Uses of the Model 
If the model is developed to the point where it adequately describes 
machinery performance under adverse weather conditions, then to what uses 
could it be put? 
One use (which was, in part, the motivation for this study) is to 
specify standards of performance for machinery systems. Engineering 
design practice for some hydraulic structures requires the use of a 
recurrence interval. This interval is the frequency with which maximum 
allowable runoff, rainfall, drought, etc. may be expected to recur, as 
extracted from weather records. The recurrence interval is very closely 
related to the probabilities obtained from the model developed here for 
machinery systems. A .90 probability of completion, for instance, would 
mean that non-completion would be expected to recur with a frequency of 
once in 10 years, and 10 years would be termed the recurrence interval. 
Calculations could be performed with the model to obtain tables of 
recurrence intervals (or perhaps the completion probabilities themselves 
would be better), and then these tables could be used as design aids by 
engineers. A great deal of additional development is required, however, 
before such tables could be reliably produced. 
A second use of the model is as an agricultural research tool. When 
used by research workers, the model could be used as a substitute for 
actual machinery systems, thereby permitting inexpensive expansion of 
research results. For economists, the model provides a means of attack­
97 
ing the weather risks and uncertainties to aid in optimizing other aspects 
of the farm enterprise. Additional development of the model is needed 
before it can be used as such a research tool, but perhaps this use is 
closer to realization than using it as a design aid. 
Example Farm 
The calculations made for the example farm have some significance 
because they reflect on the feasibility of calculation with the model. 
Calculations were shown to be possible, although a digital computer 
was required, and even then the running time was disappointingly long on 
the 650. This may be due to inefficient programming rather than inherent 
difficulties in the model. Better, more flexible programs could be 
written using a Monte Carlo approach. 
Obtaining the weather and crop growth information for use in the 
model proved to be possible also. In the interests of completing this 
project in a reasonable time, some compromises were made for some of the 
data, notably in the description of the growth of the corn plant. How­
ever, a more thorough search of the literature for data, or at worst an 
auxilliary research project of a few years length could provide a much 
better description of growth of the plant. 
It was gratifying to note that the crude adaptation of the model to 
the example farm produced apparently realistic results, thereby providing 
the heuristic check on the validity of the model that was sought. It 
should be noted again, however, that little, if any, practical signifi­
cance can be attached to the results. Either more reliable input data 
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or an empirical check of results are required before the results can be 
said to be of practical significance. 
Suggestions for Further Work 
The following are suggested as possibly fruitful areas for further 
investigation: 
1) The internal structure of the model can be strengthened. This 
would involve including events resulting from failure to complete a job 
and improving the description of the predecessor-successor relationship. 
2) More sophisticated programming of the model is needed. A Monte 
Carlo approach to the programming could result in a more flexible program 
capable of dealing with more complex situations. A fairly large, fast 
computer would be required for a Monte Carlo program. 
3) Improved input information should be obtained. A description of 
crop growth based on heat units or evapo-transpiration would be of 
considerable value. Likewise, better data are required for the calcula­
tion of holding probabilities. 
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SUMMARY AND CONCLUSIONS 
This study presents the development and application of a mathemati­
cal model for predicting the effects on a system of farm field machinery 
of possibly adverse weather conditions. The basic concepts of the model 
are drawn from queuing theory and PERT (program evaluation and review 
technique), a technique for evaluating progress toward an objective 
involving a number of interrelated smaller activities. The model itself, 
however, is somewhat different from models associated with either queuing 
theory or PERT. 
The basic approach used in the development of the model was to group 
the field operations on a farm into "jobs" or discrete units of work, 
which in turn are grouped into "sequences" or collections of jobs which 
must be done in order. The model takes account of interactions of jobs 
in the same sequence and different sequences. Jobs in the same sequence 
may interact because the time when an early job in the sequence is 
completed may influence the time when later jobs in the same sequence may 
be performed. Jobs in different sequences may interact because they "in­
terfere"; that is, they may both require performance at the same time. 
The input data required by the model are probabilities of various 
weather conditions during the times when a job may be in progress, and 
specifications of the machinery system. The model then predicts the 
probabilities that each job will be completed for each time-of-year of 
interest, and the probabilities that each job will be in progress for 
each time-of-year. 
I 
100 
The model was applied to an example farm, on which a single crop, 
corn, was to be grown. A fixed complement of machinery was put into the 
model, and the number of acres of corn on the farm was varied. A program 
for the model was written for, and calculations were done with, an IBM 
Type 650 digital computer. The results of the calculations are presented 
in graphical and tabular form. The principal graphs are probability of 
completion for each job on the farm versus time-of-year, and probability 
of completion for a fixed time-of-year versus acres of corn. Multiple 
sequences were not considered on the example farm. 
The conclusions drawn from the study are: 
1) The timeliness of operation of a system of farm field machinery 
is described adequately for some purposes by the mathematical model 
developed. 
2) Calculations for the example farm gave indication that, for a 
single sequence, the method is based on realistic assumptions. 
3) The necessary crop growth and weather information for use in the 
model are obtainable. 
4) With further development, the model can be used as a design aid 
for engineers specifying machinery systems, and by agricultural research 
workers whose projects include machinery systems. 
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APPENDIX A 
The following rules are for a finite set of statements, (A, B, C,..., 
X). 
1) If A, B,..., X are mutually exclusive, 
Pr (ABC.. .X) = Pr (A) + Pr(B) + ... + Pr(X). 
2) If A = B, Pr(A) = Pr(B), 
3) Pr(AB) = Pr(A) + Pr(B) - Pr(A+B), for any two statements in the 
set. 
4) Pr(ÂB) = Pr(A+B) = Pr(A) + Pr(B) - Pr(! B). 
5) Definition of conditional probability: 
Pr(A|B) = Pr(AB)/Pr(B), Pr(B) t 0. 
6) Definition: A and B are independent if Pr(A|B) = Pr(A). 
7) If A and B are independent, Pr(AB) = Pr(A)Pr(B). 
8) Pr(AB|C) = Pr(A|BC)Pr(B|C). 
Proof: 
Pr(ABC) = Pr(AjBC) Pr(B|C) Pr(C), Pr(B),Pr(C) 4 0, 
Pr(ABC) = Pr(AB|C) Pr(C), Pr(C) 4 0, 
Therefore, 
Pr(A|BC) Pr(B|C) Pr(C) = Pr(AB|C) Pr(C) 
Pr(A|BC) Pr(B|C) = P (AB|C). 
Feller (9), Kemeny, et al. (16) and Saaty (27, ch. 11) are all 
excellent references. 
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Table 17. Relationship between climatic 
week and date 
Climatic 
week Dates 
1 Mar. 1 - Mar. 7 
2 Mar. 8 - Mar. 14 
3 Mar. 15 - Mar. 21 
4 Mar. 22 - Mar, 28 
5 Mar. 29 - Apr. 4 
6 Apr. 5 - Apr. 11 
7 Apr. 12 - Apr. 18 
8 Apr. 19 - Apr. 25 
9 Apr. 26 - May 2 
10 May 3 - May 9 
11 May 10 - May 16 
12 May 17 - May 23 
13 May 24 - May 30 
14 May 31 - June 6 
15 June 7 - June 13 
16 June 14 - June 20 
17 June 21 - June 27 
18 June 28 - July 4 
19 July 5 - July 11 
20 July 12 - July 18 
21 July 19 - July 25 
22 July 26 - Aug. 1 
23 Aug. 2 - Aug. 8 
24 Aug. 9 - Aug. 15 
25 Aug. 16 - Aug. 22 
26 Aug. 23 - Aug. 29 
27 Aug. 30 - Sept. 5 
28 Sept. 6 - Sept. 12 
29 Sept. 13 - Sept. 19 
30 Sept. 20 - Sept. 26 
31 Sept. 27 - Oct. 3 
32 Oct. 4 " - Oct. 10 
33 Oct. 11 - Oct. 17 
34 Oct. 18 - Oct. 24 
35 Oct. 25 - Oct. 31 
36 Nov. 1 - Nov. 7 
37 Nov. 8 - Nov. 14 
38 Nov. 15 - Nov. 21 
39 Nov. 22 - Nov. 28 
40 Nov. 29 - Dec. 5 
41 Dec. 6 - Dec. 12 
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Table 18. Glossary of important symbols 
Symbol Meaning 
Aj B, C, etc. General notation for sequences 
Ar, Bg, etc. General notation for a job in A, a job in B, etc. 
tj; Time increment i (i = an integer) 
TA(Ar) Arrival time of Ar (Random variable) 
TC(Ar) Completion time of Aj. (Random variable) 
Symbols for probabilities 
Pr(X) Probability of an event X 
f j (A,.) Probability of arrival of A,, during t^  
g^(A^) Probability of completion of Aj. during t^ 
i^j(^ r) Probability that Ar will be finished during tj if it 
is begun during t^ 
.(A ) Probability that A%. will arrive during tj if Ar_-L is 
1
-' completed during t^ 
p ^(m) Probability that m days suitable for work on Ar will 
1 occur during t^ 
Pij^ ^(m) Probability that m days suitable for work on Ar will 
occur during t^—tj, inclusive 
w. Probability that weather is suitable for A,, during a 
jr day in tj 
Pr(Zr) Probability that Ar has arrived but is not 
completed at the beginning of tj 
Pr(Z) Probability that a job in sequence A has arrived but 
is not completed at the beginning of tj 
R.(Ar) Probability that the channel is occupied by job A^. 
J during tj 
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Table 18. (Continued) 
Symbol Meaning 
PB^ Binomial probability that a day in week i will be 
suitable for field work 
Vectors and matrices 
Pjj Vector of probabilities of 0,1,... good working days 
during t^—tj, inclusive 
P!j P.j truncated at mmax 
Q^j Working conditions probability matrix 
Miscellaneous symbols 
i,j,k,n Subscripts (Subscripting t) 
k,L,m Numbers of good working days 
M Number of days in a time increment 
Lower time limit for work on a job 
Upper time limit for work on a job 
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APPENDIX B: EXAMPLE FARM CALCULATIONS 
Field Work Probabilities 
Mr. Charles N. Brown, Manager of the Ames Agronomy Farm, has kept a 
personal diary since 1932. In this diary he records, among other things, 
the type of work that was done on each working day at the farm. It is 
possible to obtain from this diary an indication of whether any given 
day was suitable for field work. 
In 1956 McKee (19) reviewed the diary with Mr. Brown's assistance, 
and summarized the field work conditions for the years 1932-1939, 1942-
1952.a In 1962, as a part of this timeliness research project, the 
summary was brought up to date and modified slightly, once again with 
Mr. Brown's assistance in interpreting the diary entries. Thus a record 
of working conditions is available for the years 1932-1961, with the 
years 1940 and 1941 missing; a total of 28 years of records. 
Procedure 
The summary obtained by McKee was used without modification. For 
the years 1953-1961 the following procedure was used to summarize the 
data: 
In reviewing each year, a table was prepared in which there was an 
entry for each day of the year. Table 19, for the year 1961, is a sample. 
The entries have the following meanings: G means good conditions, field 
work possible; P means good conditions for a partial day, or only some 
^The years 1940 and 1941 are missing because Mr. Brown was absent 
from the farm during that time. 
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Table 19. Field-work conditions by days for Ames Agonomy Farm during 
the year 1961 
Day Month 
Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec 
1 B G G G G G G S G B 
2 B S G G S G G G B B 
3 B P G G G G S G G B 
4 B G G S G B B G G B 
5 B G G G B P * G S B 
6 B G G B G S * G G B 
7 B G S B G G * G G B 
8 B G G B G G * S G B 
9 B S G P S G * G G B 
10 B G G G G G * B G B 
11 B B G S G G * B G B 
12 B B G G G G * G S B 
13 B B G G P S * G B B 
14 B B S G G G * G B B 
15 B B G G G G * S P B 
16 B S G G S G * G B B 
17 B B G G G G * G B B 
18 B G G S G G * G B B 
19 B G G G G G * G S B 
20 B G P G G S * G B B 
21 B G S G P G * G B B 
22 B G G G P G * S B B 
23 B S G G S G * G B B 
24 B G G G G G * G B B 
25 B G G S G G G G B B 
26 B G G G G G G G S B 
27 B G G G B S G G B B 
28 B G S G B G G B G , B 
29 B P G G G G G S B G 
30 G S G G S G B G B B 
31 G G G G G B 
Ill 
operations were possible; B means bad conditions, field work not possible; 
S means Sunday, no record available; * means conditions unknown. In the 
spring and fall it often occurs that only limited types of work, such as 
fertilizer spreading and the like, can be performed, leading to a number 
of P-type days during those seasons. The P-type days occurring in the 
summer usually mean that the work day was shortened by a shower. It was 
sometimes necessary to check rainfall records to determine whether 
particular days were suitable for field work. If a day was both- preceded 
and followed, for instance, by good days, and if no rain occurred on the 
day in question, it was assumed to be a good day. Some judgment was 
applied in these questionable cases, but if the situation was too obscure, 
the day was marked with an asterisk, conditions unknown. 
When these tables were completed, a summary by climatic weeks was 
made. No week was included in this summary unless conditions were known 
during five or more days, not counting Sunday; i.e., not more than one 
unknown day was permitted for weeks included in the summary. This sum­
mary is given in Table 20, along with McKee1 s summary for the preceding 
years. 
Binomial probabilities 
Binomial distributions were then fitted to the number of days 
available for field work during each climatic week, using the summary 
table. The maximum likelihood estimator, p, for the binomial probability 
of a good day, p, was used. This estimator may be found by applying 
the formula from Anderson and Bancroft (1, p. 104): 
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Weekly summary of days available for field work on the Ames Agronomy Farm 
Climatic week 
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
0 4 6 6 6 6 2 5 6 . 5 4 4.5 2.5 6 6 6 6 
1 2 3 6 6 5 4 3 5 6 6 6 6 6 6 6 6 
3 3 4 6 6 6 6 6 6 6 6 6 6 6 5 5 6 
4 5 5 6 6 4 5 5 4 6 3 6 5 3 6 6 6 
2 0 1 6 6 4 6 6 6 6 3 5 6 6 6 6 6 
0 0 1 6 4 1 4 6 4 5 5 6 4 6 6 6 6 
5 3 1 3 5 4 1 6 1 6 3.5 5 6 6 4 6 6 
1 2 6 3 5 6 5 6 6 4 6 6.5 5 4 5 5 4 
2 5 6 3 5 5 2 4 4 6 5 O 4.5 2 5 6 5 
0 2 5 5 5 3 5 4 5 6 4 2 5 5 5 6 3 
0 2 5 - - - - - - 3 6 2 6 5 5 5 5 
2 4 5 2 5 4 4.5 4 3.5 4 4 5 3 5 6 5.5 6 
2 6 5 6 6 5 4 4.5 4 3 6 5 2 5.5 6 6 6 
0 3 2 3 5 4 6 5 4 2 1 4 3 4 5 6 4 
0 5 6 6 4 5.5 5 6 6 6 6 5 5.5 5 4 6 4 
0 1 6 2 6 6 6 6 5 6 3 6 6 4 4 6 5.5 
0 2 5 6 4 5 1 6 5 4 4 3 5 4 5 5 6 
0 0 0 3 3 1 6 5 5.5 6 3 4 3.5 5 4 4 4 
0 3 3 4 5 6 5 5 2 4.5 6 6 4 4 6 4 5 
4 0 4.5 5 4 2 6 6 5 6 5 5 6 4 5 6 6 
0.5 0 5 5 5 3 4 6 6 - 2 5.5 4 5 6 6 6 
0 4 5 2.5 4 6 4.5 4 6 4 5 5 6 6 2 5 6 
6 6 - 6 2 6 6 6 6 6 5 6 6 6 6 6 6 
0 3.5 4 5 5 4 6 0 2 6 6 3 5 5 5 6 6 
4.5 5 5 6 5 5 6 6 5 6 6 5 5 5 3.5 4 5.5 
0.5 2 6 6 3 5 4 5 6 5 5.5 6 6 5 3 6 6 
0 0 1 4.5 4 3.5 3.5 5 5,5 3 6 4.5 5 5 6 4.5 5 
0 4.5 5 2 6 5.5 6 6 5.5 6 5 3.5 6 6 6 5 5.5 
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0 
0 
0 
0 
0 
0 
4 
0 
0 
0 
0 
0 
0 
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0 
0 
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(Continued) 
Climatic week 
23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 
5 4 4 6 6 6 6 5 6 6 6 5.5 1 6 4 
6 5 5 6 6 6 4 5 5 6 4 6 6 5 6 6 2 
6 6 6 6 3 5 6 4 6 6 6 3 6 5 6 4 1 
4 6 6 6 5 4 6 4 6 3 3 5 5 5 6 4 0 
- -
- 5 6 6 4 5 6 5 6 6 6 5 5 0 0 
5 6 - - 6 5 6 6 6 6 6 6 6 6 6 3 0 
5.5 6 5 6 5 6 5 6 6 6 6 6 6 3 6 4 0 
- - 5 6 6 6 6 - - - - - - - - -
6 6 6 2 2 6 6 5 5 6 6 6 5.5 5 4.5 6 3 
1 4 6 6 6 6 6 6 5 6 5 5.5 6 5 5 6 6 
5.5 6 6 2 4 6 6 4.5 3 3 6 6 6 6 6 6 3 
3 3 6 6 5 6 5 5 2.5 6 6 6 6 6 5 4.5 3 
5 6 - - 6 5.5 5 6 6 5 3.5 4 6 5 6 6 6 
6 5 6 6 6 4 6 6 5 5 6 6 4 5 5 4 2 
6 6 6 5 5 6 6 5 6 4.5 6 6 5 5 6 4 4.5 
6 4 5.5 6 5 5 6 6 6 4.5 6 3.5 6 6 5 6 0 
5 4.5 6 6 6 6 6 4 5 6 6 6 6 6 6 5 1 
6 5 6 4 5 6 4.5 6 6 6 5 5 5 5 1 0 0 
4 6 6 4 6 6 4 6 6 6 6 6 6 6 6 6 0 
5 6 6 6 - 4 6 6 6 6 6 6 6 6 6 4 1 
6 - 3 - 6 6 6 6 1 4 5 - - 6 6 6 1 
6 6 6 - 6 6 5 5.5 6 3 6 6 6 6 6 - -
6 5 5 3 6 6 6 6 6 4.5 6 5 4.5 5 4 - -
6 6 6 3 4 4.5 5.5 5.5 6 4.5 5.5 4 6 3.5 - - -
6 6 5 5 3 4 5 5 6 5 6 6 6 6 6 6 -
6 4 5.5 6 6 6 3 4 2.5 2 6 6 6 2 2 1.5 0 
6 6 6 5 5 5 5 3.5 3.5 5.5 6 6 5 6 6 6 -
4.5 6 6 6 4 - - - 5 5 5 6 6 5 4 0 0 
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(66) PÎ - ~ 
where = number of good days in week i 
m^ = number of times X^ was observed over the entire length of the 
record 
n = 6 
N = number of years in the record for week i. 
For a sample of weeks (every third week, beginning with week 3) a 
test of the goodness of the binomial fit was made. The frequency of 
occurrence in N years of various X^'s was calculated using the binomial 
distribution, and the calculated values compared with observed values 
using the chi-square test. In calculating chi-square the classes (numbers 
of days) were grouped to avoid having less than five days in a class used 
to compute chi-square, following the procedure outlined by Snedecor 
(28, p. 478). A summary of the chi-square calculations is given in 
Table 21. 
Since apparently random variations of p were observed from week to 
week, the values of p were smoothed using the binomial smoothing formula: 
(67) smoothed Pj = 1/16 (Pj_2+^ Pj_i+6Pj+^ Pj+i+Pj+2^» 
where the subscript refers to the climatic week. The smoothed and un-
smoothed values of p are listed in Table 4 and graphed in Figure 17. 
Discussion 
The chi-square test of the fit of the binomial distribution showed 
that it was generally not a good fit. There are two reasons why this may 
X unsmoothed 
0.8 
smoothed 
0.6 
CD 
CO 
0.2 
40 20 
CLIMATIC WEEK 
25 30 35 
Figure 17. Binomial probabilities of good field-work conditions 
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Table 21. Chi-square test of goodness of 
fit of binomial distribution 
to field-work dataa 
Week Chi-square 
Degrees 
of 
freedom 
3 
6 9.20 2 
9 2.62 2 
12 1.60 1 
15 1.13 1 
18 1.15 1 
21 1.45 1 
24 — — — — 
27 3.11 1 
30 0.83 1 
33 2.23 1 
36 2.03 1 
39 4.94 1 
aNo fit is significant. The best 
fit, week 30, is significant at the 25 
percent level. 
be so, and which seem to be borne out by the data. First, in the spring 
and fall of the year (weeks 3-8 and 35-41) the binomial probability 
changes rapidly from week to week, probably rendering invalid the as­
sumption made in calculating frequencies of occurrence that the 
probability is constant for each weekly period. Second, if five good 
(or bad) days occur in one week, the chances for the next day to be 
good (or bad) are probably greater (or less) than p. That is, the weather 
one day is somehow related to the weather the next day. The binomial 
distribution requires independence. 
The graph in Figure 18 shows the tendency of the binomial distribu-
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OBSERVED FREQUENCY 
Figure 18. Comparison of observed frequency of good field-work 
conditions and frequencies calculated with binomial 
formula. Data for Ames Agronomy Farm for a sample of 
weeks: 3,6,9,...,39 
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tion to underestimate the extreme values of probability, thus producing 
a biased fit. In spite of this bias, however, the binomial probabilities 
were used in the calculations for the example farm. Random fluctuations 
in observed values from week to week led to the conclusion that sampling 
and observational errors were present and some sort of curve-fitting or 
smoothing was required, and any other smoothing procedure would be likely 
to produce a bias just as great or greater. In view of the convenience 
of using the binomial distribution, it was, therefore, decided that the 
binomial probabilities would be used. 
One further limitation of the data should be pointed out. The data 
are strictly applicable only to the Ames Agronomy Farm, and are certainly 
not applicable to different types of crops. The record indicated whether 
or not work was done on a particular day, and would naturally depend on 
the types of operations, soil type, and crops. Methods used on the 
Agronomy Farm are not, in general, typical of corn-belt farms. 
Soil Temperature Probabilities 
Elford and Shaw (8, p. 20) list the 7 a.m. 2-1/4 inch depth tempera­
ture data from the Ames Agronomy Farm. Table 22, adapted from their 
publication, lists the raw data and the relative frequencies for a 
temperature greater than or equal to 55°F. 
The relative frequency from Table 22 was plotted versus climatic 
week on probability paper. It was observed that the relationship between 
these two variables was approximately linear on this kind of paper. 
Therefore, least squares techniques were used to fit the points to a 
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Table 22. Springtime soil temperature observations for 7 a.m., 
2-1/4 inches depth 
Observations 
Above 54 °F 
Climatic Total Relative 
week number Number frequency 
1 70 0 .000 
2 70 0 .000 
3 70 0 .000 
4 70 0 .000 
5 74 3 .041 
6 77 1 .013 
7 77 2 .026 
8 77 10 .130 
9 77 18 .234 
10 77 20 .260 
11 77 29 .377 
12 77 55 .714 
13 77 63 .818 
14 77 60 .779 
15 77 75 .974 
16 77 75 .974 
17 or 77 77 1.000 
greater 
straight line. The equation given by this procedure is: 
(68) t = 5.00 + 0.52x, 
where t = time (climatic weeks) 
x = abscissa, measured linearly (arbitrary units). 
Figure 19 shows this equation plotted on probability coordinates, along 
with the points from Table 22. 
A straight line on probability coordinates indicates that the data 
are fitted by the normal distribution. The mean is the point on the 
t-axis corresponding to a probability of .50; in this case, 11.1 weeks. 
120 
DISTANCE X 
= 5.00 + 0.52X 
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Figure 19. Probability coordinate plot of temperature data 
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Figure 20. Rectangular coordinate plot of temperature data 
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The standard deviation can be measured from the graph as indicated in 
Figure 19, and is 2.6 weeks. Thus, the equation fitting the data is a 
normal ogive with mean 11.1 weeks and standard deviation 2.6 weeks, and 
the distribution function is: 
(69) f(t) = 0.154 exp [-(t-ll.l)2/13.5] , 
where the expression in the brackets is an exponent of e, the base of 
natural logarithms. Figure 20 shows the cumulative probability of Equa­
tion 69 plotted together with the observed data for comparison. The 
cumulative probabilities are listed in Table 7. 
Corn Growth Equation 
Decker (6) gives three linear regressions for date of 75 percent 
silking versus mean temperature 30 days after planting, each regression 
equation for a different planting date. The equations are listed in 
Table 23. 
Table 23. Regression equations for date of 75 percent silking versus 
mean temperature 30 days after planting 
Planting date, t^  Regression equations3 
6 t' - t' = 126 - 0.75T 
s p 
14 tl - t' = 111 - 0.57T 
s p 
26 tl - t' = 104 - 0.54T 
° P 
atg is date of 75% silking in days after April 30, tp is date of 
planting in days after April 30, and T is mean temperature 30 days 
after planting in °F. 
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The slope and intercept in these equations is also a function of 
the planting date. Two equations, for the slope and intercept, were 
obtained by linear regression, and are plotted in Figure 21. These 
equations are: 
(70) Intercept = 129.9 - 1.059t^ , 
and 
(71) Slope = 0.770 - 0.009868t^  . 
By translating and changing the scale of the time axis, the time units 
may be converted to climatic weeks. The equation for this transformation 
is: 
(72) t' = 7.00t - 61.0, 
where t' is in days after April 30, and t is in climatic weeks. The equa­
tions for the slope and intercept were transformed with this equation, 
and then combined into a single equation for ts in terms of tp and T. 
This equation is, 
(73) tg = 27.78 - ,0590tp - (.1959 - .009868tp)T. 
The isotherms of Equation 73, for T = 50, 60, 70 and 80°F are plotted in 
Figure 22. 
Discussion 
It should be recognized that the above equation does not have a 
strong statistical basis. The least-square errors from Decker's 
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Figure 21. Slopes and intercepts of regression equations from 
Decker (6) 
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Figure 22. Isotherms of corn growth equation 
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regressions tend to add together when his equations are combined to 
obtain Equation 73. Furthermore, the form of the equations is not that 
which Decker suggests is best. He suggests (6, p. 77), 
The mean temperature for the vegetative period is highly 
correlated with the date of planting, making it desirable to 
use only one of these items in estimating the date of silking. 
For reasons explained in the text of this thesis, this was not done for 
example farm calculations. 
It should also be observed that the phenological survey upon which 
Decker's equations are based is not above suspicion with respect to 
errors. The manner in which the survey was conducted was such that 
numerous errors could enter in. Farmers were asked to send postcards, 
when various stages were reached in the growth of their crops, to a 
central office, where the farmer's observations were compiled. The many 
different observers, and their different interpretations of the stages 
of plant growth, plus the many uncontrollable environmental factors, 
would lead to the accumulation of errors. 
Decker also points out that growing conditions before emergence 
(that is, soil temperature and soil moisture) may have a considerable 
effect on the silking date, and neither of these factors is included in 
the regressions. 
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APPENDIX G: IBM 650 PROGRAM 
General Description 
In order to facilitate programming and reduce the number of words of 
memory required for the problem, the program was written in two parts. 
The first of these causes the 650 to calculate cumulative arrival and 
completion probabilities and the probability that a job is not completed 
but has arrived (Pr(Z)) for the three jobs plowing-planting-harvesting; 
i.e., sequence A. This part of the program will be referred to as the 
PPH phase. The second part of the program, which utilizes part of the 
output from the PPH phase, causes the 650 to calculate arrival and 
completion probabilities for both cultivations and modify Pr(Z) to account 
for cultivation. The second part of the program will be referred to as 
the cultivation phase. 
Both phases of the program were written in a limited version of 
FORTRAN (formula translator) known as FOR TRANSIT I (Formula translator-
SOAP-IT, version I), which was available at the Iowa State University 
650 installation.a The advantages of writing in FORTRAN were that 
FORTRAN statements are problem-oriented and are therefore more easily 
understood, and that the complete FORTRAN program is adaptable with only 
minor changes to many types of computers other than the IBM 650. 
The FORTRAN statements for both phases of the program are listed in 
Table 29. The meanings of the variables are in Tables 27 and 28, and the 
formats of the input and output cards are in Tables 25 and 26. 
aThe IBM reference manuals (12) and (14) give a description of 
FORTRAN and FOR TRANSIT I. 
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Program Operation 
The fully assembled programs of both phases may be run on a 650 
equipped with a double memory drum (4000 wo^ is). The standard SOAP II 
(4000) console settings and wiring board are used. 
PPH phase 
To run the PPH phase program, follow SOAP II operating procedure and 
the following special instructions: 
1) Ready the read hopper with: 
a) the PPH phase program (preceded by the SOAP II package 
deck), 
b) data cards 11-16, 21-25, 31, 32, 41, 42. 
2) Set the storage entry sign switch to minus if holding probabili­
ties are desired as part of the output. Otherwise, set it to 
plus. 
Sorting output from PPH phase 
When calculations for the PPH phase have been completed, it is neces­
sary to edit the output to obtain the necessary input for the cultivation 
phase. 
First, sort on column 78. All conditional punches (if any) will 
fall into the zero pocket. Remove the cards from both pockets and sort 
the cards from the two pocket on column 60 with every punch suppressed 
except 2. Finally, remove the cards from the reject pocket and sort on 
column 80, with every punch suppressed except 6. The result of this last 
sort will be all cards required as input for the cultivation phase in the 
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2 and 6 pockets. If the order of the cards has not been disturbed after 
removing them from the 650, the cards will be in the proper order if the 
contents of the 6 pocket are placed on top of the contents of the 2 
pocket. If they have been disturbed, the proper order may be restored by 
sorting on the four-digit field in columns 73-76. 
Cultivation phase 
Procedure for running the cultivation phase of the program is 
exactly the same as for the PPH phase except for what is placed in the 
read hopper. This hopper should contain: 
1) the cultivation phase program deck (preceded by the SOAP II 
package deck); 
2) data cards 11-16, 31, 32, 41, and 42; 
3) the portion of the output from the PPH phase obtained as 
described above. 
When the cultivation phase calculations have been completed, the 
output decks from both phases may be combined and listed. 
Programmed stops 
There are no programmed stops in either phase. 
Control card 
Data card 42 is a control card. Word 1 (IZZ) controls where the 
program transfers control when calculations have been completed. The 
FORTRAN statement number to which control is transferred for different 
values of IZZ is given in Table 24. 
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Table 24. Statement number to which control is transferred 
for different values of IZZ 
Program IZZ 
phase 1 2 3 4 5 
PPH 1 2 3 4 21a 
Cultivation 1 3 4 5 6 
aIZZ not permitted to equal 5 for PPH phase. 
The second word on card 42 (S) controls the accuracy to which the 
holding probabilities, H(J), are calculated. Control will be transferred 
to the next row of the holding probability table (i.e., I will be 
incremented) whenever the sum of the elements in the truncated probabil­
ity vector Pjj is less than 8. Setting S equal to 10 ^  (i.e., word 2 = 
1000000045) will result in accuracy of H(J) sufficient for all five 
significant figures punched out. However, setting S to a larger value 
will decrease running time. Assigning S a value larger than 10"^  will 
degrade accuracy considerably. 
Running time 
The running time of both phases of the program is determined largely 
by the parameters on data cards 31, 32 and 41. Since most of the running 
time is spent calculating holding probabilities, the parameters which de­
termine the time spent per H(J) calculated have a great deal of effect on 
overall running time. These parameters are MZERO(JOB) and PB(I). Small 
values of MZERO(JOB) and extreme values of PB(I) result in short running 
time. 
Table 25. Input data card format3 
Word 1 
1-10 
Word 2 
11-20 
Word 3 
21-30 
Word 4 Word 5 
Columns 
31-40 41-50 
Word 6 
51-60 
Word 7 
61-70 
Word : 
79,8i 
PB(1) PB (2) PB (2) PB (4) PB(5) PB (6) PB(7) 11 
PB (8) PB (9) PB(10) PB(11) PB (12) PB(13) PB(14) 12 
PB(15) PB(16) PB(17) PB(18) PB(19) PB(20) PB(21) 13 
PB (22) PB(23) PB(24) PB(25) PB(26) PB(27) PB(28) 14 
PB(29) PB(30) PB(31) PB(32) PB(33) PB(34) PB(35) 15 
PB(36) PB(37) PB(38) PB ( 39 ) PB(40) PB(41) .00000 16 
CPST(l) CPST(2) CPST(3) CPST(4) CPST(5) CPST(6) CPST(7) 21 
CPST(8) CPST(9) CPST(10) CPST(11) CPST(12) CPST(13) CPST(14) 22 
CPST(15) CPST(16) CPST(17) CPST(18) CPST(19) CPST(20) CPST(21) 23 
CPST ( 22) CPST(23) CPST(24) CPST(25) CPST(26) CPST(27) CPST(28) 24 
CPST(29) CPST(30) .00000 .00000 .00000 .00000 .00000 25 
NE(1) NE (2) NE (3) NE (4) NE(5) NE (6) NL(1) 31 
NL(2) NL(3) NL(4) NL(5) NL(6) NGD 0 32 
MZERO(l) MZER0(2) MZER0(3) MZER0(4) MZER0(5) MZERO(6) IT 41 
IZZ S 0 0 0 0 0 42 
aEach line is one card. Cards with 11-16, 21-25 in cols. 79,80 are in FORTRAN floating point, 
as is word 2 of card 42. All others are fixed point. 
C^ols. 71-80 are not read by computer. 79,80 are identification of card. 
Table 26. Output data card format3 
Word 1 Word 2 Word 3 Word 4 Word 5 Word 6 Word 7 Word 8b 
1-10 11-20 21-30 
Columns 
31-40 41-50 51-60 61-70 71-80 
JOB I J H(J) 0000000000 0000000000 0000000000 xxxxxx0000c 
IYEAR JOB 0000000000 0000000000 0000000000 JOB 0000000000 xxxxxx0250^  
0000000000 I CPA(I) PC(I) 0000000000 JOB 0000000000 xxxxxx0252c* 
IYEAR 0000000000 0000000003 0000000003 0000000004 0000000004 0000000000 xxxxxx0253e 
0000000000 I CPA(I) W(I) Z(I) X(I) 0000000000 xxxxxx0254e 
0000000000 I POC(I) 0000000000 0000000000 0000000000 0000000000 xxxxxx0255e 
0000000000 I POC(I) 0000000000 0000000000 0000000000 0000000000 xxxxxx0256^  
aEach line is one card. Word 8 is identification. All probabilities are punched in fixed 
point form, right justified within the word and with decimal point understood to be left of the 
fifth digit from the right. 
I^dentification. The first six digits of the word are a serial number inserted by FORTRAN. 
C^onditional punch. Included only if storage entry sign switch is set to minus. 
O^utput from PPH phase. 
e0utput from cultivation phase. 
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Table 27. Unsubscripted FORTRAN variables 
FORTRAN 
variable Meaning 
NAME 
A Temporary storage (floating point) 
g M II II II 
Q II II II II 
I Subscript (week of arrival) 
IA Temporary storage (fixed point) 
jB n n n n 
IC " " " " 
22} n n n n 
IT Mean temperature 30 days after planting 
IYEAR Number of years for which calculations have been 
made 
IZZ Control variable (see above) 
J Subscript (week of completion) 
JOB Subscript (job index) 
K 
KK " 
L 
M " 
MMAX Subscript limit (n^ )^ 
MMIN " " 
M0 Good days required to complete job 
N Subscript (week of planting arrival) 
NGD Control variable (number of good days in spring) 
N1 Lower time limit on job 
N2 Upper time limit on job 
PNA Probability on non-arrival 
Q Probability of bad field conditions 
S Control variable (accuracy parameter) 
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Table 28. Subscripted FORTRAN variables 
FORTRAN 
variable 
name Dimension Meaning 
CPST(I) 30 Cumulative probability of x°F soil temperature 
CPA(I) 42 Cumulative probability of arrival by beginning 
of week Ï 
H(J) 42 Holding probability (given I) 
MZERO(JOB) 6 Good field-work days required 
NE(JOB) 6 Earliest permissible arrival 
NL(JOB) 6 Latest permissible completion 
P(M) 7 Probability of M good days in a given week 
PA(I) 42 Probability of arrival during week I 
PB (I) 42 Binomial probability of any day in week I being 
good for field work 
PC(J) 42 Probability of completion during week J, or 
cumulative probability of completion by the 
end of week J 
POC(J) 42 Probability that a job is pending 
PR(M) 65 Given I and J, the probability of M good days ii 
weeks I,...,J 
PT(M) 60 Truncated probability vector of M good days in 
weeks I,...,J 
W(I) 42 Temporary storage 
X(I) 42 Temporary storage 
Y(I) 42 Temporary storage 
Z(I) 42 Temporary storage 
IW(I) 42 Temporary storage 
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Table 29. IBM 650 program 
State­
ment 
no. 
FORTRAN statement Remarks 
PPH phase 
DIMENSION NE(6),NL(6), 
MZERO(6),PB(42),H(42), 
P(7),PR(65),PT(60), 
PA(42),CPA(42),PC(42), 
W(42),P0C(42),CPST(30) 
GO TO 1 
101 DO 102 J=I,N2 
102 H(J)=0.0 
Q=1.0-PB(I) 
DO 103 M=1,6 
B=PR(M)*(7-M)*PB(I) 
103 PR(M+1)=B/(M*Q) 
MMAX=7 
DO 114 J=I,N2 
IF (M0-MMAX) 104,104,108 
104 DO 105 M=M0,MMAX 
105 H(J)=H(J)+PR(M) 
IA=100000.*H(J)+.5 
PUNCH, JOB, I,J,IA 
MMAX=M0-1 
108 A=0.0 
Statements 101-115 are the holding 
prob. subr. 
Clear H file 
Through 103, calculate first PR 
vector, using the binomial prob. 
distribution 
Number of elements in first PR vector 
Can job be finished by J? If yes, 
104. If no, 108 
Compute H(J) 
Convert H(J) to fixed point 
Debugging punch 
Truncate PR vector 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
DO 106 M=1,MMAX 
A=A+PR(M) 
106 PT(M)=PR(M) 
IF(S-A)107,115,115 
107 Q=1.0-PB(J+1) 
P(1)=Q**6 
DO 109 M=1,6 
B=P(M)*(7-M)*PB(J+1) 
109 P (wfl) =B / (M*Q) 
MMAX=MMAX+6 
DO 114 M=1,MMAX 
PR (M)=0.0 
MMIN=M-6 
IF(l-MMIN)111,111,110 
110 MMIN=1 
111' DO 113 L=MMIN,M 
IF(MMAX-6-L)114,112,112 
112 K=M4-1-L 
A=PT(L)*P(K) 
113 PR(M)=PR(M)+A 
114 CONTINUE 
Sum elements of truncated PR 
Move truncated PR into PT 
Is the sum of PR elements signifi­
cant? If yes, 107. If no, 115 
Statements 107-109 : Compute next P 
vector, using binomial prob. distr. 
Number of elements in next PR vector 
Through 114, compute next PR vector 
MMIN is always greater than or equal 
to 1 
Through 113, compute an element of PT 
Does next PT element belong to PT? 
If yes, 112 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
115 GO TO(203,203,67,71,203, 
203),JOB 
201 DO 202 J=l,42 
202 PC(J)=0.0 
M0=MZERO(JOB)+1 
DO 204 I=N1,N2 
GO TO 101 
203 DO 204 J=I,N2 
A=PA(I)*H(J) 
204 PC(J)=PC(J)+A 
POC(Nl)=POC(Nl)+CPA(Nl) 
DO 205 J=N1,N2 
PC(J+1)=PC(J+1)+PC(J) 
A=CPA(J+l)-PC(J) 
205 POC(J+l)=POC(J+l)+A 
GO TO(251,251,88,88, 
251,40),JOB 
251 IC=0 
250 PUNCH,IYEAR,JOB,IC,IC, 
IC,JOB 
DO 252 I=N1,N2 
IA=100000.*CPA(I)+.5 
IB=100000.*PC(I)+.5 
Return to main program 
Statements 201-205 are the PC subr, 
Clear PC file 
Set M0 for HOLDING subroutine 
Go to HOLDING subroutine 
Calculate PC(J) 
Compute first POC element 
Cumulate PC 
Compute POC 
Return to main program 
Punch heading 
Statements 251-252 are the PUNCH 
subroutine 
Convert CPA(I) to fixed point 
Convert PC(I) to fixed point 
137 
Table 29. (Continued) 
State­
ment FORTRAN statement Remarks 
no. 
252 PUNCH,IC,I,IA,IB,IC,JOB Punch answers 
GO T0(51,81,81,88,88, Return to main program 
43),JOB 
1 READ,PB First statement executed by program 
2 READ,CPST 
3 READ, NE, NL, NGD 
4 READ,MZERO,IT,IZZ,S 
IYEAR=0 
JOB=l 
N1=NE(1) Set lower time limit 
CPA(N1)=0.0 Initialize CPA file 
DO 10 1=1,42 
10 POC(I)=0.0 Set POC file to zero 
21 IYEAR=IYEAR+1 Increment IYEAR 
24 N2=NL(1) Set upper time limit 
DO 27 I=N1,N2 Through 27, compute CPA 
QP1.0-PB(I) Through 26, compute prob. of NGD good 
days in week I 
PNA=0.0 
A=Q**6 
DO 26 J=1,NGD Through 26, compute prob. of less 
than NGD good days in week I 
PNA=PNA+A 
B=A*(7-J)*PB(I) 
138 
Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
26 A=B/(J*Q) 
A=1.0-CPA(I) 
27 CPA(I+1)=1.0-A*PNA 
38 DO 39 I=N1,N2 
39 PA(I)=CPA(I+1)-CPA(I) 
GO TO 201 
51 JOB=2 
Nl=N2 
N2=NL(2) 
IF(N2-N1)54,54,52 
52 DO 53 I=N1,N2 
53 PC(I+1)=PC(N1) 
54 N1=NE(2) 
CPA(N1)=PC(N1-1)*CPST(N1) 
DO 55 I=N1,N2 
55 CPA(I+1)=PC(I)*CPST(I+1) 
DO 56 I=N1,N2 
56 PA(I)=CPA(I+1)-CPA(I) 
GO TO 201 
81 Nl=NF. ( 2) 
N2=NL(2) 
DO 82 1=1,42 
A is temporary storage 
A is prob. non-arrival before week I 
A*PNA is prob. non-arrival by end of 
week I 
Compute PA 
Go to PC subroutine 
Statements 51-56, compute CPA and PA 
of planting 
Set N1 at upper limit for plowing 
Set N2 for planting 
Is upper limit for plowing less than 
upper limit for planting? If yes, 
52 
Initialize PC file 
Set lower time limit 
Initialize CPA file 
Compute CPA 
Compute PA 
Go to PC subroutine 
Set Nl and N2 to lower and upper 
limits for planting 
Table 29. (Continued) 
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State­
ment 
no. 
FORTRAN statement Remarks 
82 W(I)=0.0 
DO 84 N=N1,N2 
A=(.19 59 -.009 8 68*N)*IT 
1=36.64-(.059*N)-A 
IF(Nl-N)84,83,83 
83 ID=I 
84 W(I)=W(I)+PA(N) 
N1=ID 
N2=NL(5) 
CPA(N1)=W(N1-1) 
DO 85 I=N1,N2 
PA(I)=W(I) 
85 CPA(I+1)=CPA(I)+W(I) 
JOB=5 
GO TO 201 
88 IC=0 
DO 89 1=1,41 
IA=100000.*POC(I)+.5 
256 PUNCH,IC,I,IA 
89 POC(I)=0.0 
GO TO(l,2,3,4,21),IZZ 
END 
Clear W file 
N is planting date 
I is maturity date, given planting 
date and tempt. 
Set ID to earliest maturity date 
W is temporary PA file for harvest 
Set N1 to earliest maturity date 
Set N2 for harvest 
Initialize CPA 
Move PA out of W 
Cumulate PA 
Set JOB for PC subroutine 
Come back here from PUNCH 
Convert POC to fixed point 
Clear POC file 
Return to beginning of program 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
Cultivation phase 
DIMENSION NE(6),NL(6), 
MZER0(6),PB(42),H(42), 
P(7),PR(65),PT(60), 
PA(42),CPA(42),W(42), 
X(42) ,Y(42) ,2(42), 
POC (4 2) ,IW(42) 
The DIMENSION statement is identical 
to same for the plow/plant/harvest 
program, except CPST not included 
and IW added 
GO TO 1 
101 DO 102 J=I,N2 
102 H(J)=0.0 
Q=l.0 - PB(I) 
PR(1)=Q**6 
DO 103 M=l,6 
B=PR(M)*(7-M)*PB(I) 
103 PR(M+1)=B/(M*Q) 
MMAX=7 
DO 114 J=I,N2 
IF (M0-MMAX) 104,104,108 
104 DO 105 M=M0,MMAX 
105 H(J)=H(J)+PR(M) 
lA=100000.*H(J)+.5 
PUNCH, J0B,I,J,IA 
MMAX=M0-1 
108 A=0.0 
Statements 101 through 115 are the 
HOLDING subroutine 
Clear H file 
Through 103, calculate the elements of 
the first PR vector 
Number of elements in the first PR 
vector 
Can job be finished by J? 104 if 
yes, 108 if no 
Compute H(J) 
Debugging punch 
Truncate PR vector 
Table 29. (Continued) 
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State­
ment 
no. 
FORTRAN statement Remarks 
DO 106 M=1,MMAX 
A=A+PR(M) 
106 PT(M)=PR(M) 
IF(S-A) 107,115,115 
107 Q=1.0-PB(J+1) 
P(1)=Q**6 
DO 109 M=l,6 
B=P(M)*(7-M)*PB(J+1) 
109 P(MH)=B/(M*Q) 
MMAX=MMAX + 6 
DO 114 M=1,MMAX 
PR(M)=0.0 
MMIN=M-6 
IF(l-MMIN)111,111,110 
110 MMIN=1 
111 DO 113 L=MMIN,M 
IF(MMAX-6-L)114,112,112 
112 K=M+1-L 
A=PT(L)*P(K) 
113 PR (M) =PR (M) +A 
114 CONTINUE 
Sum elements of truncated PR 
Move truncated PR into PT 
Is sum PR elements significant? If 
yes, 107. If no, 115 
Statements 107-109: Compute next P 
vector, using binomial prob. distr. 
Number of elements in next PR vector 
Through 114, compute next PR vector. 
See note 1 
MMIN is always greater than or equal 
to 1 
Does next PT elements belong to PT? 
If yes, 112 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
115 GO T0(203,203,67,71,203, Return to main program 
203),JOB 
1 READ,PB 
3 READ,NE,NL 
4 READ,MZERO,IT,IZZ,S 
5 READ,IYEAR,JOB 
N1=NE(2) 
N2=NL(2) 
6 READ,IC,I,IA,IB This is output card from PPH program, 
A=IA 
CPA(I)=A/100000. 
B=IB 
PC(I)=B/100000. 
IF(I-N2)6,7,7 
7 READ,IC,I,IA This is an output card from PPH 
and contains CPA(I) and PC(I) for 
planting 
program, and it contains POC(I) for 
PPH 
A=IA 
POC(I)=A/100000. 
IF(1-41)7,8,8 
8 DO 9 N=N2,41 N is planting date 
9 PC(N+l)=PC(N2) Initialize elements of PC file above 
PC(N2) 
X(N1-1)=0.0 Initialize X 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
PA(N2)=0.0 
T=IT 
DO 11 N=N1,N2 
C=N 
A=(.1959-.009868*C)*T 
B=27.78-(.059*C)-A 
J = .5+.6*C+.4*B 
IW(N)=I 
X(N)=PC(I-1)*CPA(N) 
11 PA(N-1)=X(N)-X(N-1) 
61 DO 62 J=l,42 
CPA(J)=0.0 
W(J)=0.0 
X(J)=0.0 
Y(J)=0.0 
62 Z(J)=0.0 
N=N1 
63 I=IW(N) 
A=(.19 59-.009 8 68*N)*IT 
B=27.78-(.059*N)-A 
N2=B-1.5 
Initialize PA 
Float IT 
Float N 
B is silking date, given N 
I is arrival time of first cultiva­
tion, given N and T 
Store I 
X contains CPA for first cultivation, 
week I 
PA contains PA for first cultivation, 
week I, given planting arrival 
week N 
Through 62, clear files 
CPA is to contain PA for CI 
W is to hold PC for Cl 
X is to hold PC for C2 
Y is to hold H for Cl 
Z is to hold PA for C2 
N1 is earliest planting time. 
Beginning of a loop 
Set arrival time of Cl 
B is silking date 
N2 is upper limit for both cultiva­
tions 
/ 
z 
144 
Table 29. (Continued) 
State­
ment FORTRAN statement Remarks 
no. 
64 
IF(Nl-N) 65,64,64 
ID=I 
Set ID to earliest possible arrival 
time of Cl 
65 
66 
IF(I-N2)66,66,75 
CPA(I)=CPA(I)+PA(N) 
Does Cl arrive too late? If yes, 75. 
If no, 66 
Compute PA of Cl, given N 
JOB=3 Set JOB for HOLDING subroutine 
M0=MZERO(JOB)+1 Set M0 for HOLDING subroutine 
67 
GO TO 101 
DO 68 J=I,N2 
Get holding probs, for Cl if arrival 
at I 
68 Y(J)=H(J) 
KK=I 
Move holding probs. to Y 
69 C=PA(N)*Y(KK) C is PC of Cl, given N and KK 
W(KK)=W(KK)+C W is completion probability file 
I=KK+2 Set I to arrival time of C2 
70 
IF(I-N2)70,70,73 
JOB=4 
Does C2 arrive too late? If yes, 73. 
If no, 70 
Set JOB for HOLDING subroutine 
M0=MZERO(JOB)+1 Set M0 for HOLDING subroutine 
71 
GO TO 101 
DO 72 J=I,N2 
Get holding probs. for C2 if arrival 
time is I 
Compute PC of C2, given I 
72 X(J)=X(J)+C*H(J) X is PC file for C2 
Z(I)=Z(I)+C Z is PA file for C2 
73 KK=KK+1 
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Table 29. (Continued) 
State­
ment 
no. 
FORTRAN statement Remarks 
IF(KK-1-N2)69,74,74 
74 N=N+1 
IF(N-1-NL(2))63,75,75 
75 N1=ID 
DO 76 J=N1,N2 
CPA(J)=CPA(J)+CPA(J-1) 
W(J-t-l)=W(J+l)+W(J) 
Z(J)=Z(J)+Z(J-1) 
X(J+1)=X(J+1)+X(J) 
A=CPA(J)+Z(J) 
B=W(J)+X(J) 
76 P0C(J-1)=P0C(J-1)+A-B 
IA=3 
IB=4 
IC=0 
253 PUNCH,IYEAR,IC,IA,IA,IB,IB 
DO 254 I=N1,N2 
IA=100000.* CPA(I-1)+.5 
IB=100000.*W(I)+.5 
J=100000.*Z(I-1)-K 5 
K=100000.*X(I)+.5 
254 PUNCH,IC,I,IA,IB,J,K 
Finished with C2? If yes, 74. If 
no, 69 
Finished with Cl? If yes, 75. If 
no, 63 
Set N1 at earliest arrival of Cl 
Cumulate CPA for Cl 
Cumulate PC for Cl 
Cumulate CPA for C2 
Cumulate PC for C2 
Compute POC 
Punch heading card 
The .5 is for rounding 
Punch answers 
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Table 29. (Continued) 
State­
ment FORTRAN statement Remarks 
no. 
DO 255 1=1,41 
IA=100000.*POC(I)+.5 
255 PUNCH,IC,I,IA Punch POC 
GO TO(l,3,4,5,6),IZZ 
END 
