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Abstract
The traditional approach for modelling financial markets is to specify the dynamics of
an underlying, e.g. a stock, and derive the prices or the dynamics of derivatives from it. The
fundamental theorem of asset pricing states that discounted price processes are martingales,
or more precisely σ-martingales, under an equivalent measure. In modern stock markets
both underlying and many derivatives are traded liquidly. If one starts with a model for the
stock, then the corresponding option prices are given by conditional expectation under the
pricing measure. However, these model prices often disagree with observed quotes. This is
unacceptable from both a theoretical and practical point of view. A way out is calibration,
i.e. to choose a parametric class of models and find parameters such that model prices match
real prices. However, some time later the calibrated parameters usually do not explain the
observed option prices any more. Since recalibration, i.e. redefining parameters such that
option prices match again, is unsatisfactory from a theoretical point of view, one needs
another way out. We propose to specify the dynamics of the options rather than deriving
them from the underlying. However, the possible surfaces of arbitrage-free option prices
can be rather restrictive and mathematically difficult to handle. It is therefore useful to
parametrise the option prices within a more tractable set like a convex cone or a linear
space. The aim of this thesis is to develop a method for finding convenient parametrisations
of the options, to analyse the implications of the option dynamics for the structure of the
stock and to explicitly construct dynamic models.
The construction of dynamic models relies partly on the theory of martingale problems.
Unlike existence, proving uniqueness of solutions to martingale problems is more involved.
In the third part of this thesis, we consider the question of uniqueness in detail.
.
Zusammenfassung
Der klassische Ansatz zur Modellierung von Finanzmärkten besteht darin, dass zunächst
die Dynamik, d.h. das stochastische Verhalten, des zugrunde liegenden Wertpapiers fest-
gelegt wird und man daraus Preise und Dynamik aufbauender Wertpapiere bestimmt. Der
Fundamentalsatz der Preistheorie besagt, dass alle diskontierten Preisprozesse Martingale
unter einem äquivalentem Wahrscheinlichkeitsmaß sind. Heutzutage werden an Börsen
sowohl Aktien als auch darauf basierende Derivate liquide gehandelt. Wenn man nun ein
Modell für die Aktie spezifiziert, dann sind dadurch die Preise der abgeleiteten Wertpapiere
festgelegt. Solche Modellpreise weichen in der Praxis häufig von den beobachteten Kursen
an der Börse ab. Dies ist natürlich aus theoretischer wie praktischer Sicht inakzeptabel.
Eine ad-hoc Methode, dieses Problem zu umgehen, ist das Kalibrieren, d.h. man wählt
Modellparameter so, dass Modell- und beobachtete Preise übereinstimmen. Nach einiger
Zeit weichen die theoretischen Preise üblicherweise von den tatsächlichen Börsenkursen ab.
Rekalibrieren, d.h. das erneute Anpassen der Parameter, ist aus theoretischen Standpunkten
nicht zu vertreten. Wir schlagen daher vor, die Dynamik der liquiden Derivate zu model-
lieren, anstatt diese vom zugrunde liegenden Wertpapier abzuleiten. Dabei muss beachtet
werden, dass die möglichen arbitragefreien Optionspreise einschränkenden Bedingungen
unterliegen, was das direkte Modellieren erschwert. Es ist daher nützlich, die Optionspreise
mittels einer Parametrisierung in einer einfacher strukturierten Menge zu beschreiben. Ziel
dieser Arbeit ist es, solche Darstellungen methodisch zu finden, die Auswirkungen der Op-
tionsdynamiken auf die Aktie zu studieren und arbitragefreie Modelle explizit zu konstru-
ieren.
Dabei wird unter anderem die Theorie der Martingalprobleme zur Modellkonstruktion
herangezogen. Im Gegensatz zur Existenz ist die Eindeutigkeit der Lösung von Martingal-
problemen viel schwieriger nachzuweisen. Der dritte Teil dieser Arbeit beschäftigt sich im
Detail mit dieser Eindeutigkeitsfrage.
.
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Notation
Re and Im denote the real resp. imaginary part of a complex vector in Cd. We denote
the positive real numbers including 0 by R+ and the positive real numbers without 0 by
R++. We write C− := {z ∈ C : Re(z) ≤ 0}. For a, b ∈ R we denote the closed interval
[a, b] := {x ∈ R : a ≤ x ≤ b}, which is empty if a > b. For a topological spaceE and a Ba-
nach space Y we will use the function spaces B(E, Y ), C(E, Y ), C0(E, Y ), Cb(E, Y ) resp.
CK(E, Y ) which contain all bounded and Borel-measurable functions, continuous func-
tions, continuous functions vanishing at infinity, continuous and bounded functions resp.
continuous functions with compact support from E to Y . In the case Y = C we write B(E)
etc. instead of B(E,C) etc. We endow all these spaces except for C(E, Y ) with a norm,
namely the uniform norm ‖f‖ := sup{|f(x)| : x ∈ E} for f ∈ B(E, Y ). A number n ∈ N
in the superscript of one of these sets means the n times partially differentiable functions in
the set such that the first n partial derivatives are again in the respective function space, e.g.
C2b (R,R) denotes the set of twice continuously differentiable and bounded functions where
the first two derivatives are in Cb(R,R).
We use the notations ∂u and D for partial and total derivatives, respectively. We often
write β • Xt =
∫ t
0
βsdXs for stochastic integrals. L(X) denotes the set of X-integrable
predictable processes for a semimartingale X . If we talk about an m + n-dimensional
semimartingale (X, Y ), we mean that X is an Rm-valued semimartingale and Y is an
Rn-valued semimartingale. For u, v ∈ Cd we denote the scalar product of u and v by
uv> := uv :=
∑d
k=1 ukvk. Finally, I denotes the identity process, i.e. It = t. Throughout
this thesis, whenever we say filtration we automatically mean a right-continuous filtration.
We will usually suppress the notion of a filtered (right-continuous) probability space and
usually every process is allowed to ’live’ on a different probability space unless otherwise
noted. The abbreviation PII stands for processes with independent increments in the sense
of [25]. The abbreviations SBM resp. SPP stand for standard Brownian motion resp. stan-
dard Poisson process, i.e. its intensity and jump height is 1. Further unexplained notation
are used as in [25].
viii
Introduction
In the traditional approach for modelling option markets, one specifies the dynamics
of the stock and derives the dynamics of the options via conditional expectation under the
pricing measure. When options are liquidly traded in the real market, then it is reasonable to
require that the model option prices and the observed prices coincide. This can be achieved
by calibration, i.e. using a parametric class of models and choose the parameters in such a
way that the model option prices are (almost) the same as the real option prices. However,
some time later the calibrated parameters usually do not explain the observed option prices
any more. That means that the parametric model class fails to explain the joint dynamics of
the stock and the options.
A possible way out is to model the liquidly traded options instead of the underlying. This
idea goes back to Heath-Jarrow-Morton (HJM, see [21]) approach in interest rate theory.
In zero coupon bond markets a bank account can be seen as an underlying and the zero
coupon bonds as derivatives on this underlying. Short rate models try to model the bank
account directly and derive the dynamics and prices of the zero coupon bonds via conditional
expectation under the pricing measure. Contrary to the classical approach HJM model the
forward rates instead. The whole forward rate curve is a simple reparametrisation of the
bond price curve and hence any dynamics for the forward rate curve yield dynamics for the
bond price curve and vice versa.
The approach of modelling European call options directly or, more precisely, a repara-
metrisation of the European call options, has been considered by several authors. [39] and
[37] consider the case where European call options for all maturities but a single strike are
traded liquidly, whereas [16, 10, 12] allow for all strikes and maturities. Further references in
this context include [24, 38]. The HJM approach has been transferred to other option classes
including credit models [5, 37, 40] and variance swaps [8], cf. [9, 11] for an overview and
further references. Notably, [44] developed a framework where finitely many European call
options are considered to be traded liquidly.
1
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A typical situation in financial modelling is to specify a stock or other process by their
local dynamics as e.g. a stochastic differential equation or infinitesimal generator. This leads
to the question whether the local description determine the stock resp. law of the process
uniquely. In many cases this can be rewritten as a martingale problem so that the question
of existence and uniqueness can be investigated in a unified and well-studied framework. In
practise it is common that the linear operator A occurring in a martingale problem is of the
form
A f(x) =
∫
Rd
fˇ(u)q(x, u)eiuxdu
where q is the so called symbol, see Definition III.1.1 below, and fˇ(u) := 1
(2pi)d
∫
Rd f(x)e
−iux.
Indeed, if A has symbol representation, then continuity and some boundedness condition
suffices to ensure existence of solutions. This well-known fact is a generalisation of the
Peano existence theorem for ODE’s (ordinary differential equations). The Picard-Lindelöf
theorem yields uniqueness for ODE’s under Lipschitz conditions. For martingale problems
Lipschitz continuity of the symbol is generally not sufficient for uniqueness, cf. [43, Exam-
ple]. On the other hand, uniqueness holds if the symbol q(x, u) is a quadratic function in
u and twice continuously differentiable in x. This no longer holds for more general depen-
dence of u. Surprisingly, there are even analytic symbols where the martingale problem has
multiple solutions, cf. Example III.2.4 below.
Martingale problems were first introduced in [42] and have been studied intensively
afterwards. The book [18] contains an impressive treatment of the theory. For an overview
of more recent results and further references see [23].
This thesis is structured as follows. In the first chapter we develop a HJM approach
where European call options for all strikes and maturities are assumed to be traded liquidly.
Subsequently, we develop a similar approach for a finite set of liquidly traded European
options. The third chapter of this thesis is devoted to uniqueness results for the Martingale
problem.
The Heath-Jarrow-Morton philosophy
The fundamental theorem of asset pricing states that there exists a pricing measure, i.e.
an equivalent measure which turns the discounted prices into martingales or, more precisely,
into σ-martingales. For simplicity we will work with discounted price processes unless
otherwise mentioned, i.e. we assume that there is a constant bank account.
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Before we turn to concrete setups, we want to highlight key features of the HJM ap-
proach in general. For more background and examples we refer the reader to the exposition
[9].
We state seven informal steps which lead to the development of a HJM framework and
illustrate the mathematical steps alongside.
(1) In HJM setups there typically exists a (possibly untraded) canonical underlying.
This can be a bank account in interest rate theory, a log-return of a stock in stock
markets or the temperature for a market where weather-related options are traded.
The objects of interests are a fixed set T of derivatives (i.e. options) on the un-
derlying. The first HJM axiom states that the derivatives instead of the underlying
should be treated as primary objects.
EXAMPLE 1. Let us assume that the options are European style with a fam-
ily of payoff functions (fi)i∈I and maturities (Ti)i∈I respectively, i.e. the i-th op-
tion yields a payoff f(S(Ti)) at time Ti where S(Ti) is the value of the under-
lying at time Ti. In particular the price of the i-th option is given by Ci(t) =
E(f(S(Ti))|Ft) where Ft is the σ-algebra of information at time t and the expec-
tation is to be taken under the pricing measure. The first HJM axiom states that the
dynamics of the process Ci should be modelled in the first place.
(2) The first axiom has an immediate consequence, namely one should not model the
dynamics of the underlying in detail under the pricing measure. Otherwise the
dynamics of the options are specified in detail.
EXAMPLE 2. Let us continue our example from above. If we know the dynam-
ics of S, then E(f(S(Ti))|Ft) is specified and hence the dynamics of the option
prices are no more free to be modelled arbitrarily.
(3) At each time t, we cannot allow any static arbitrage for the prices (Ci(t))i∈I . This
can be a rather difficult task for call options, because they have awkward con-
strains, see [17]. Consequently, special care has to be taken especially if we want
to model the dynamics of the processes Ci. As in the original HJM setup we should
parametrise our primary objects, the derivatives, and study them in a more simple
space. We adapt the term code-book from [9] for the parameter set. A crucial step
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in the HJM methodology is to find such a parametrisation, or code-book. The next
step proposes a method for finding a convenient parametrisation.
(4) Choose a parametric class of underlying models such that every admissible state
of the options can be uniquely explained by one of the underlying models. In
other words, the parametric class of underlying models should allow for perfect
calibration to the prices of the derivatives. However, these underlying models will
not be the dynamic models, because they typically fail to describe the real market’s
joint dynamics of the stock and the options.
EXAMPLE 3. Let us assume that there is a family of Markov processes (Yk)k∈K
such thatK is ’simple’ (e.g. a cone) and that there is a one-to-one mappingG(t, x, ·)
from K to the set of possible option prices at time t if the value of the underlying is
x, i.e. Ci(t) = Gi(t, Yk(t), k) in the underlying model Yk. The Markovian structure
is needed to ensure the existence of such a functionGi, indeed the function is given
by
Gi(t, x, k) := E(fi(Yk(Ti))|Yk(t) = x).
(5) Model a new process (the so-called code-book process) on the parameter space
K of the class of underlying-models and define the options via the parametrisation
one obtained from the underlying-models. The new model is the so-called dynamic
model. The dynamic model will only be one of the underlying models if the code-
book process is constant. However, the option prices at one time t look exactly like
the option prices of one of the ’old’ underlying-models. In particular, the options
in the dynamic model will not allow for static arbitrage, cf. Remark I.2.2.
EXAMPLE 4. Let us model a process dZ(t) = α(t)dt + β(t)dW (t) with val-
ues in K and define the option prices by Ci(t) := Gi(t, S(t), Z(t)), where S(t)
denotes the value of the underlying at time t. For (ω, t) fixed we see that with
k := Z(ω, t), x := S(ω, t) we have
Ci(ω, t) = Gi(t, S(ω, t), Z(ω, t)) = C
k
i (t),
where Cki (t) denotes the price of the i-th option in the underlying-model Yk given
Yk(t) = x. If the underlying-model Yk does not allow for arbitrage, then (Cki (t))i∈I
does not allow for static arbitrage.
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(6) However, absence of static arbitrage does not imply absence of arbitrage all to-
gether. Hence we must derive conditions which imply absence of dynamic arbi-
trage. This typically leads to drift conditions for the code-book process and to
further restrictions for the dynamics of the underlying.
EXAMPLE 5. If we assume that G is smooth enough, then Ito¯’s formula for the
local characteristics yields
bi(t) = ∂3Gi(t, S(t), Z(t))α(t) + (. . . )
where bi is the drift coefficient of the option price process Ci. However, under the
pricing measure the drift rate bi must equal 0 and hence the equation reads as
α(t) = −(∂3Gi(t, S(t), Z(t)))−1(. . . ).
However the right-hand side involves the dynamics of the underlying. Thus the
drift condition will only be an explicit condition if we know the dynamics of the
underlying. However, modelling the dynamics of the underlying determines the
dynamics of the code-book process Z completely. That is the dynamics of the
underlying have to be chosen in such a way that the process Z has the desired
diffusion β. An underlying dynamics will be called weakly consistent with a given
code-book dynamics if no arbitrage is implied. At this point it is not clear if, for
given diffusion coefficient β, weakly consistent dynamics for the underlying exist
at all.
(7) In infinite-dimensional setups (i.e. K is infinite dimensional) it is typical that
choosing a martingale part of Z completely determines the distribution of the un-
derlying. It turns out that the underlying ’locally’ has the same dynamics as the
underlying-model Yk where k = Z(ω, t). This will be referred to consistency, cf.
Theorem I.2.6.
Contrary to infinite-dimensional setups, in the finite-dimensional setup weakly
consistent dynamic models do not necessarily have to be consistent. However, if we
try to build a consistent underlying process, then it turns out that the drift restriction
simplifies drastically, cf. Theorem II.1.15. Moreover, Theorem II.1.21 yields that
consistent dynamic models can be found as solutions of martingale problems.
CHAPTER I
The HJM approach for infinitely many traded stock options
An earlier version of this chapter has been submitted for publication, cf. [28, Section 2.2
- 4.4].
1. Introduction
1.1. Time-inhomogeneous Lévy models. According to the general interpretation of
HJM-type modelling, the approach of [10] to option surface modelling relies on the family
of Dupire’s local volatility models. Similarly as the independent study [12], we suggest
another family of simple models for the stock, also relying on a two-parameter manifold. To
this end, suppose that the discounted stock is a martingale of the form S = eX , where the
return process X denotes a process with independent increments (or time-inhomogeneous
Lévy process, henceforth PII) on some filtered probability space (Ω,F , (Ft)t∈R+ , P ) and
P denotes a risk-neutral measure. More specifically, the characteristic function of X is
assumed to be absolutely continuous in time, i.e.
E(eiuXt) = exp
(
iuX0 +
∫ t
0
Ψ(s, u)ds
)
(I.1.1)
with some function Ψ : R+ × R→ C.
We assume call options of all strikes and maturities to be liquidly traded. Specifically, we
writeCt(T,K) for the discounted price at time t of a call which expires at T with discounted
strike K. A slight extension of [4, Proposition 1] shows that option prices can be expressed
in terms of Ψ. To this end, we define modified option prices
Ot(T, x) := e
−(x+Xt)Ct(T, ex+Xt)− (e−x − 1)+.
Since call option prices are obtained fromCt(T,K) = E((ST−K)+|Ft), by call-put parity,
and by E(ST |Ft) = St, we have
Ot(T, x) =
E((e
(XT−Xt)−x − 1)+|Ft) if x ≥ 0,
E((1− e(XT−Xt)−x)+|Ft) if x < 0.
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Proposition A.4.4 yields
Ot(T, x) = F
−1
{
u 7→ 1− E(e
iu(XT−Xt)|Ft)
u2 + iu
}
(x), (I.1.2)
F{x 7→ Ot(T, x)}(u) = 1− E(e
iu(XT−Xt)|Ft)
u2 + iu
(I.1.3)
whereF−1 andF denote the improper inverse Fourier transform and the improper Fourier
transform, respectively, in the sense of (A.4.1, A.4.2) in Section 4.1 in the appendix. Since
Ct(T,K) = (St −K)+ +KOt
(
T, log
K
St
)
(I.1.4)
and
E(eiu(XT−Xt)|Ft) = exp
(∫ T
t
Ψ(s, u)ds
)
, (I.1.5)
we can compute option prices according to the following diagram:
Ψ→ exp
(∫ T
t
Ψ(s, ·)ds
)
→ Ot(T, ·)→ Ct(T, ·).
For the last step we also need the current stock price St. Under sufficient smoothness we
can invert all transformations. Indeed, we have
Ψ(T, u) = ∂T log
(
1− (u2 + iu)F{x 7→ Ot(T, x)}(u)
)
. (I.1.6)
Hence we obtain option prices from Ψ and vice versa as long as we know the current stock
price.
1.2. Setting Lévy in motion. Generally we do not assume that the return process
X := log(S) (I.1.7)
follows a time-inhomogeneous Lévy process. Hence the right-hand side of Equation (I.1.6)
will typically change randomly over time. In line with Step 4 above, we define modified
option prices
Ot(T, x) := e
−(x+Xt)Ct(T, ex+Xt)− (e−x − 1)+ (I.1.8)
as before and
Ψt(T, u) := ∂T log
(
1− (u2 + iu)F{x 7→ Ot(T, x)}(u)
)
. (I.1.9)
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This constitutes our code-book process for the surface of discounted option prices. As in
Section 1.1 the asset price processes S and C(T,K) can be recovered from X and Ψ(T, u)
via
S = exp(X),
Ot(T, x) = F
−1
{
u 7→ 1− exp(
∫ T
t
Ψt(s, u)ds)
u2 + iu
}
(x),
Ct(T,K) = (St −K)+ +KOt
(
T, log
K
St
)
.
In the remainder of this chapter we assume that the infinite-dimensional code-book process
satisfies an equation of the form
dΨt(T, u) = αt(T, u)dt+ βt(T, u)dMt, (I.1.10)
driven by some finite-dimensional semimartingale M .
2. Model setup and risk-neutrality
As before we fix a filtered probability space (Ω,F , (Ft)t∈R+ , P ) with trivial initial σ-
algebra F0. In this section we single out conditions such that a given pair (X,Ψ) corre-
sponds via (I.1.7 – I.1.9) to a risk-neutral model for the stock and its call options.
2.1. Option surface models. We denote by Π the set of characteristic exponents of
Lévy processes L such that E(eL1) = 1 . More precisely, Π contains all functions ψ : R→
C of the form
ψ(u) = −u
2 + iu
2
c+
∫
(eiux − 1− iu(ex − 1))F (dx),
where c ∈ R+ and F denotes a Lévy measure on R satisfying
∫
{x>1} e
xF (dx) < ∞, cf.
[36].
DEFINITION I.2.1. A quintuple (X,Ψ0, α, β,M) is an option surface model if
• (X,M) is a 1 + d-dimensional semimartingale that allows for local characteristics
in the sense of Section 1,
• Ψ0 : R+ × R→ C with
∫ T
0
|Ψ0(r, u)|dr <∞ for any T ∈ R+, u ∈ R,
• α(T, u), β(T, u) are R- resp. Cd-valued predictable processes for any T ∈ R+,
u ∈ R,
• (ω, t, T, u) 7→ αt(T, u)(ω), βt(T, u)(ω) areP ⊗B(R+) ⊗B-measurable, where
P denotes the predictable σ-algebra on Ω× R+,
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• ∫ t
0
∫ T
0
|αs(r, u)|drds <∞ for any t, T ∈ R+, u ∈ R,
• ∫ T
0
(βt(r, u))
2dr <∞ for any t, T ∈ R+, u ∈ R,
• ((∫ T
0
(βt(r, u))
2dr)
1
2
)
t∈R+ ∈ L(M) for any fixed T ∈ R+, u ∈ R,
• the corresponding code-book process
Ψt(T, u) := Ψ0(T, u) +
∫ t∧T
0
αs(T, u)ds+
∫ t∧T
0
βs(T, u)dMs (I.2.1)
has the following properties:
(1) (ω, t, T, u) 7→ Ψt(T, u)(ω) is O ⊗B(R+)⊗B-measurable, where O denotes
the optional σ-algebra on Ω× R+,
(2) u 7→ ∫ T
t
Ψs(r, u)dr is in Π a.s. for any T ∈ R+, t ∈ [0, T ], s ∈ [0, t], ω ∈ Ω.
In line with Section 1.2, the discounted stock and call price processes associated with an
option surface model are defined by
St := exp(Xt), (I.2.2)
Ot(T, x) := F
−1
{
u 7→ 1− exp
( ∫ T
t
Ψt(r, u)dr
)
u2 + iu
}
(x), (I.2.3)
Ct(T,K) := (St −K)+ +KOt
(
T, log
K
St
)
(I.2.4)
for any T ∈ R+, t ∈ [0, T ], x ∈ R, K ∈ R+, where F−1 denotes the improper inverse
Fourier transform in the sense of Section 4.1. We denote the local exponents of (X,M), X
by ψ(X,M), ψX and their domains by U (X,M),U X , cf. Definitions A.2.2 and A.2.4.
REMARK I.2.2. The existence of these processes is implied by the assumptions above.
Indeed, by Fubini’s theorem for ordinary and stochastic integrals [33, Theorem IV.65], we
have ∫ T
0
|Ψt(r, u)|dr <∞.
Since u 7→ ∫ T
t
Ψt(r, u)dr(ω) ∈ Π, there is a measure Q on (R,B) such that∫
eiuxQ(dx) = exp
(∫ T
t
Ψt(r, u)dr(ω)
)
,
where ω ∈ Ω is fixed. The random variable Y : R → R, w 7→ w has the property
that eY is Q-integrable with expectation 1 because the characteristic function of Y is in
Π. Thus Proposition A.4.4 yields the existence of the inverse Fourier transform in Equa-
tion (I.2.3). Moreover, it implies Ct(T,K)(ω) = EQ((St(ω)eY − K)+) and thus we have
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0 ≤ Ct(T,K)(ω) ≤ St(ω) and 0 ≤ Pt(T,K)(ω) ≤ K for anyK ∈ R+, T ∈ R+, t ∈ [0, T ],
where Pt(T,K) := Ct(T,K) +K − St for any K ∈ R+, T ∈ R+, t ∈ [0, T ].
As noted above, we model asset prices under a risk-neutral measure for the whole mar-
ket. Put differently, we are interested in risk-neutral option surface models in the following
sense.
DEFINITION I.2.3. An option surface model (X,Ψ0, α, β,M) is called risk-neutral if
the corresponding stock S and all European call options C(T,K), T ∈ R+, K > 0 are σ-
martingales or, equivalently, local martingales (cf. [26, Proposition 3.1 and Corollary 3.1]).
It is called strongly risk-neutral if S and all C(T,K) are martingales.
Below, risk-neutral option surface models are characterised in terms of the following
properties.
DEFINITION I.2.4. An option surface model (X,Ψ0, α, β,M) satisfies the consistency
condition if
ψXt (u) = Ψt−(t, u), u ∈ R
outside some dP ⊗ dt-null set. Moreover, it satisfies the drift condition if(
u,−i
∫ T
t
βt(r, u)dr
)
t∈R+
∈ U (X,M)
and ∫ T
t
αt(r, u)dr = ψ
X
t (u)− ψ(X,M)t
(
u,−i
∫ T
t
βt(r, u)dr
)
(I.2.5)
outside some dP ⊗ dt null set for any T ∈ R+, u ∈ R. Finally, the option surface model
satisfies the conditional expectation condition if
exp
(∫ T
t
Ψt(r, u)dr
)
= E(eiu(XT−Xt)|Ft)
for any T ∈ R+, t ∈ [0, T ], u ∈ R.
REMARK I.2.5. The drift condition can be rewritten as
αt(T, u) = −∂T
(
ψ
(X,M)
t
(
u,−i
∫ T
t
βt(r, u)dr
))
for almost all T ∈ R+. It gets even simpler if X and M are assumed to be locally indepen-
dent in the sense of Definition A.2.8:
αt(T, u) = −∂T
(
ψMt
(
− i
∫ T
t
βt(r, u)dr
))
.
2. MODEL SETUP AND RISK-NEUTRALITY 11
If the derivative ψ′t(u) := ∂uψ
M
t (u) exists as well, the drift condition simplifies once more
and turns into
αt(T, u) = iψ
′
t
(
− i
∫ T
t
βt(r, u)dr
)
βt(T, u).
Now consider the situation that M is a one-dimensional Brownian motion which is locally
independent of the return process X . Then ψM(u) = −u2
2
and the drift condition reads as
αt(T, u) = −βt(T, u)
∫ T
t
βt(r, u)dr.
Thus the drift condition for option surface models is similar to the HJM drift condition (cf.
[21]).
2.2. Necessary and sufficient conditions. The goal of this section is to prove the fol-
lowing characterisation of risk-neutral option surface models.
THEOREM I.2.6. For any option surface model (X,Ψ0, α, β,M) the following state-
ments are equivalent.
(1) It is strongly risk-neutral.
(2) It is risk-neutral.
(3) It satisfies the conditional expectation condition.
(4) It satisfies the consistency and drift conditions.
The remainder of this section is devoted to the proof of Theorem I.2.6. We proceed
according to the following scheme
(1)⇒ (2)⇒ (3)⇒ (4)⇒ (3)⇒ (1).
We use the notation
δt(T, u) :=
∫ T
t
αt(r, u)dr − ψXt (u),
σt(T, u) :=
∫ T
t
βt(r, u)dr,
Γt(T, u) :=
∫ T
0
Ψ0(r, u)dr +
∫ t
0
δs(T, u)ds+
∫ t
0
σs(T, u)dMs.
The existence of the integrals above are implied by the condition for option surface models.
Observe that Γ(T, u) is a semimartingale.
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LEMMA I.2.7. For all u ∈ R, T ∈ R+, t ∈ [0, T ] we have
Γt(T, u)− Γt(t, u) =
∫ T
t
Ψt(r, u)dr.
PROOF. Using the definition of Γ, δ, σ and applying Fubini’s theorem as in [33, Theorem
IV.65] yields
Γt(T, u)− Γt(t, u) =
∫ T
t
Ψ0(r, u)dr +
∫ T
t
∫ t
0
αs(r, u)dsdr +
∫ T
t
∫ t
0
βs(r, u)dMsdr
=
∫ T
t
Ψt(r, u)dr.

LEMMA I.2.8. Let u ∈ R, t ∈ R+ and Yt := Γt(t, u). Then
Yt =
∫ t
0
(
Ψs−(s, u)− ψXs (u)
)
ds.
PROOF. Observe by Fubini’s theorem that
Yt =
∫ t
0
Ψ0(r, u)dr +
∫ t
0
δs(t, u)ds+
∫ t
0
σs(t, u)dMs
=
∫ t
0
(
Ψ0(r, u) +
∫ r
0
αs(r, u)ds− ψXr (u)
)
dr +
∫ t
0
∫ t
s
βs(r, u)drdMs.
=
∫ t
0
(
Ψ0(r, u) +
∫ r
0
αs(r, u)ds− ψXr (u)
)
dr +
∫ t
0
∫ r
0
βs(r, u)dMsdr.
This yields the claim. 
LEMMA I.2.9. If (X,Ψ0, α, β,M) is risk-neutral, then it satisfies the conditional expec-
tation condition.
PROOF. Let T ∈ R+. We define
Ot(T, x) :=
e
−xCt(T, ex) if x ≥ 0,
e−xPt(T, ex) if x < 0,
where Pt(T,K) := Ct(T,K) +K − St for any K ∈ R+, t ∈ [0, T ], x ∈ R. Then we have
Ot(T, x) =
(e
Xt−x − 1)+ + Ot(T, x−Xt) if x ≥ 0,
(1− eXt−x)+ + Ot(T, x−Xt) if x < 0.
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We calculate the Fourier transform of Ot(T, x) in two steps by considering the summands
separately. The improper Fourier transform of the second summand Ot(T, x − Xt) exists
and satisfies
F{x 7→ Ot(T, x−Xt)}(u) = F{x 7→ Ot(T, x)}(u)eiuXt
=
1− exp
(∫ T
t
Ψt(r, u)dr
)
u2 + iu
eiuXt
for any u ∈ R\{0} by Remark I.2.2, Proposition A.4.4 and the translation property for the
Fourier transform, which holds for the improper Fourier transform as well. The Fourier
transform of the first summand At(T, x) := Ot(T, x)− Ot(T, x−Xt) exists and equals
F{x 7→ At(T, x)}(u) = 1
iu
− e
Xt
iu− 1 −
eiuXt
u2 + iu
for any u ∈ R\{0}. Therefore the improper Fourier transform of x 7→ Ot(T, x) exists and
is given by
F{x 7→ Ot(T, x)}(u) = 1
iu
− e
Xt
iu− 1 −
exp(iuXt +
∫ T
t
Ψt(r, u)dr)
u2 + iu
, (I.2.6)
for any u ∈ R\{0}. By Lemmas I.2.7 and I.2.8 we have that the right-hand side of (I.2.6) is
a semimartingale, in particular it has càdlàg paths. Remark I.2.2 yields that 0 ≤ Pt(T,K) ≤
K. Hence (Pt(T,K))t∈[0,T ] is a martingale because it is a bounded local martingale. Let
(τn)n∈N denote a common localising sequence for (Ct(T, 1))t∈[0,T ] and S, i.e. S
τn , Cτn(T, 1)
are uniformly integrable martingales for any n ∈ N. Since Cτnt (T,K) ≤ Cτnt (T, 1) for K ∈
[1,∞), we have that (τn)n∈N is a common localising sequence for all European calls with
maturity T and strike K ≥ 1. The definition of Ot(T, x) yields that it is a local martingale
for any x ∈ R and (τn)n∈N is a common localising sequence for (Ot(T, x))t∈[0,T ], x ∈ R.
Fix ω ∈ Ω. Since u 7→ ∫ T
t
Ψt(r, u)(ω)dr is in Π for any t ∈ [0, T ], there is an infinitely
divisible distribution Q on (R,B) such that∫
eiuxQ(dx) = exp
(∫ T
t
Ψt(r, u)(ω)dr
)
.
Then
∫
eyQ(dy) = 1 and
Ot(T, x)(ω) =

∫
(St(ω)e
y−x − 1)+Q(dy) if x ≥ 0,∫
(1− St(ω)ey−x)+Q(dy) if x < 0,
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cf. Remark I.2.2. By Corollary A.4.3 we have | ∫∞−C eiuxOt(T, x)dx| ≤ St(ω) + 1+2|u|u2 .
Proposition A.4.5 yields that
(F{x 7→ Ot(T, x)}(u))t∈[0,T ]
and hence (Φt(u))t∈[0,T ] given by
Φ : Ω× [0, T ]× R→ C, (ω, t, u) 7→ Φt(u)(ω) := exp
(
iuXt(ω) +
∫ T
t
Ψt(r, u)(ω)dr
)
are local martingales for any u ∈ R\{0}. Since u 7→ ∫ T
t
Ψt(r, u)dr(ω) is in Π for any
t ∈ [0, T ], ω ∈ Ω, its real part is bounded by 0 from above cf. Lemma A.2.12. Hence
|Φt(u)| ≤ 1 and thus (ω, t) 7→ Φt(u)(ω) is a true martingale for any u ∈ R\{0}. By
Φt(0) = 1 it is a martingale for u = 0 as well. Since ΦT (u) = exp(iuXT ), the two
martingales (Φt(u))t∈[0,T ] and (E(exp(iuXT )|Ft))t∈[0,T ] coincide for any u ∈ R. Thus we
have
exp
(∫ T
t
Ψt(r, u)dr
)
= exp(−iuXt)Φt(u) = E(eiu(XT−Xt)|Ft)
for any u ∈ R, t ∈ [0, T ]. 
LEMMA I.2.10 (Drift condition in terms of δ and σ). If (X,Ψ0, α, β,M) satisfies the
conditional expectation condition, we have the drift condition
δt(T, u) = Ψt−(t, u)− ψXt (u)− ψ(X,M)t (u,−iσt(T, u))
outside some dP ⊗ dt-null set for T ∈ R+, u ∈ R. In particular, (u,−iσ(T, u)) ∈ U (X,M).
PROOF. For u ∈ R and T ∈ R+ define the process Zt := iuXt +
∫ T
t
Ψt(r, u)dr.
The conditional expectation condition yields that exp(Zt) = E(eiuXT |Ft) is a martingale.
Hence −i ∈ U Z and ψZt (−i) = 0 by Proposition A.2.14. With Yt := Γt(t, u) we obtain
0 = ψZt (−i)
= ψ
iuX+Γ(T,u)−Y
t (−i)
= ψ
iuX+Γ(T,u)
t (−i)−
(
Ψt−(t, u)− ψXt (u)
)
= ψ
(iuX,Γ(T,u))
t (−i,−i)−Ψt−(t, u) + ψXt (u)
= ψ
(X,M)
t (u,−iσt(T, u)) + δt(T, u)−Ψt−(t, u) + ψXt (u),
where the second equation follows from Lemma I.2.7, the third from Lemmas I.2.8 and
A.2.17, the fourth from Lemma A.2.16 and the last from Lemmas A.2.15 and A.2.17. 
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COROLLARY I.2.11 (Consistency condition). If (X,Ψ0, α, β,M) satisfies the condi-
tional expectation condition, then it satisfies the consistency condition.
PROOF. Lemma I.2.10 and the definition of δ yield
Ψt−(t, u) = δt(t, u) + ψXt (u) + ψ
(X,M)
t (u, 0) = ψ
X
t (u).

COROLLARY I.2.12 (Drift condition). If (X,Ψ0, α, β,M) satisfies the conditional ex-
pectation condition, then it satisfies the drift condition.
PROOF. This follows from Lemma I.2.10 and Corollary I.2.11. 
LEMMA I.2.13. If the option surface model satisfies the consistency condition, then
Γt(T, u) =
∫ T
t
Ψt(r, u)dr
for any T ∈ R+, t ∈ [0, T ], u ∈ R.
PROOF. This is a direct consequence of Lemmas I.2.7 and I.2.8. 
LEMMA I.2.14. If the option surface model satisfies the drift condition, then
Φt(T, u) := exp(iuXt + Γt(T, u))
is a local martingale for any u ∈ R, T ∈ R+.
PROOF. Fix T, u and define Zt := iuXt + Γt(T, u). By the drift condition and Lemmas
A.2.15 – A.2.17 we have
0 = ψ
(X,M)
t (u,−iσt(T, u)) + δt(T, u)
= ψ
(X,σ(T,u).M)
t (u,−i) + δt(T, u)
= ψ
(iuX,Γ(T,u))
t (−i,−i)
= ψ
iuX+Γ(T,u)
t (−i)
= ψZt (−i).
Hence exp(Z) is a local martingale by Proposition A.2.14. 
LEMMA I.2.15. (X,Ψ0, α, β,M) satisfies the drift and consistency conditions if and
only if it satisfies the conditional expectation condition.
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PROOF. ⇐: This is a restatement of Corollaries I.2.12 and I.2.11.
⇒: Fix u ∈ R, T ∈ R+. Lemma A.2.12 implies that the absolute value of
Φt(T, u) := exp
(
iuXt +
∫ T
t
Ψt(r, u)dr
)
is bounded by 1. By Lemmas I.2.13 and I.2.14, Φ(T, u) is a local martingale and hence a
martingale. This yields
Φt(T, u) = E(ΦT (T, u)|Ft) = E(eiuXT |Ft).

LEMMA I.2.16. If the option surface model (X,Ψ0, α, β,M) satisfies the conditional
expectation condition, then S = eX is a martingale.
PROOF. For T ∈ R+, t ∈ [0, T ] define Y := XT −Xt. Let P Y |Ft denote the conditional
distribution of Y givenFt. Moreover, let
Φ(u) := E(eiuY |Ft) = exp
(∫ T
t
Ψt(r, u)dr
)
.
Fix ω ∈ Ω. Since u 7→ ∫ T
t
Ψt(r, u)dr(ω) is in Π, we have
E eP (eiuL1) = exp
(∫ T
t
Ψt(r, u)dr
)
(ω)
for some Lévy process L on some filtered probability space (Ω˜, F˜ , (F˜t)t∈R+ , P˜ ). Conse-
quently, we have P Y |Ft(ω) = P˜ , which in turn implies
E(eY |Ft)(ω) = E eP (eL1) = 1.

LEMMA I.2.17. If the option surface model (X,Ψ0, α, β,M) satisfies the conditional
expectation condition, it is strongly risk-neutral.
PROOF. Lemma I.2.16 implies that eX is a martingale and in particular that eXt is inte-
grable for any t ∈ R+. Let T ∈ R+, t ∈ [0, T ]. We define
C˜(K) := E((eXT −K)+|Ft),
O˜(x) := e−(x+Xt)C˜(ex+Xt)− (e−x − 1)+,
Y := XT −Xt
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for any K ∈ R+. Obviously we have
O˜(x) =
E((e
Y−x − 1)+|Ft) if x ≥ 0,
E((1− eY−x)+|Ft) if x < 0
and E(eY |Ft) = 1. Hence Corollary A.4.4, the conditional expectation condition, and the
definition of O yield
F{x 7→ O˜(x)}(u) = 1− E(e
iuY |Ft)
u2 + iu
=
1− exp
(∫ T
t
Ψt(r, u)dr
)
u2 + iu
as well as
O˜(x) = F−1
u 7→ 1− exp
(∫ T
t
Ψt(r, u)dr
)
u2 + iu
 (x)
= Ot(T, x).
Thus we have
C˜(K) = Ct(T,K)
for any K ∈ R+. Consequently, the option surface model (X,Ψ0, α, β,M) is strongly
risk-neutral. 
PROOF OF THEOREM I.2.6. (1)⇒ (2) is obvious.
(2)⇒ (3) has been shown in Lemma I.2.9.
(3)⇔ (4) is the conclusion of Lemma I.2.15.
(3)⇒ (1) has been shown in Lemma I.2.17. 
3. Examples and existence results
3.1. Building blocks. The goal in this section is to construct risk-neutral option surface
models from basic building blocks. In order to model the forward rate
f(t, T ) = f(0, T ) +
∫ t
0
α(s, T )ds+
∫ t
0
β(s, T )dWs (I.3.1)
in the original HJM setup, one specifies the initial state f(0, T ), T ∈ R+, the driving Brow-
nian motion (or a more general process) W , and the volatility processes (β(t, T ))t∈[0,T ],
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T ∈ R+ of the forward rate curve. The drift process, however, is determined by the HJM
drift condition
α(t, T ) = β(t, T )
∫ T
t
β(t, r)dr,
cf. [21]. Therefore, it should not be fixed beforehand. Moreover, the short rate is determined
by the present forward rate through the consistency condition
r(t) = f(t, t).
Put differently, the initial forward rate curve f(0, ·), the volatility process β and the driving
process W constitute the “right” building blocks for a HJM model. In line with the original
HJM approach, we suggest that the building blocks in our setup should include the initial
state of the code-book Ψ0(T, u), T ∈ R+, u ∈ R, a driving Lévy process M , and the
volatility processes (βt(T, u))t∈[0,T ], T ∈ R+, u ∈ R. Moreover, we fix the initial stock
price X0, which has no counterpart in interest rate theory. However, X0,Ψ0, β,M do not
fully determine the model unless the local dependency ofX andM is specified as well. This
is done by also providing the dependent part X‖ of X relative to M as defined in Section 3.
The drift and consistency conditions in terms of X0,Ψ0, β,M,X‖ read as
αt(T, u) = ∂T
(
ψ(X
‖,M)
(
u,−i
∫ T
t
βt(r, u)dr
))
, (I.3.2)
ψXt (u) = Ψ0(t−, u) +
∫ t
0
αs(t, u)ds+
∫ t−
0
βs(t, u)dMs,
if the derivation of the right hand side of the first equation exists, cf. Remark I.2.5 and
Lemma I.3.2 below. Hence we propose X0,Ψ0, β,M,X‖ as building blocks for our model.
DEFINITION I.3.1. We call a risk-neutral option surface model (X,Ψ0, α, β,M) consis-
tent with X0,Ψ0, β,M,X‖ if X0 is the initial value of X and X‖ equals the dependent part
of X relative to M .
LEMMA I.3.2 (Modified drift condition). The drift condition (I.2.5) is equivalent to(
u,−i
∫ T
t
βt(r, u)dr
)
t∈[0,T ]
∈ U (X‖,M)
where U (X
‖,M) is defined as in Definition A.2.4 and∫ T
t
αt(r, u)dr = ψ
X‖
t (u)− ψ(X
‖,M)
t
(
u,−i
∫ T
t
βt(r, u)dr
)
(I.3.3)
outside some dP ⊗ dt-null set for any T ∈ R+, u ∈ R.
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PROOF. Let X⊥ denote the independent part of X relative to M in the sense of Section
3. Lemmas A.2.16 and A.3.2 yield
ψ
(X,M)
t
(
u,−i
∫ T
t
βt(r, u)dr
)
= ψ
(X‖,M,X⊥,0)
t
(
u,−i
∫ T
t
βt(r, u)dr, u,−i
∫ T
t
βt(r, u)dr
)
= ψ
(X‖,M,X⊥)
t
(
u,−i
∫ T
t
βt(r, u)dr, u
)
= ψ
(X‖,M)
t
(
u,−i
∫ T
t
βt(r, u)dr
)
+ ψX
⊥
t (u)
and similarly
ψXt (u) = ψ
(X‖,X⊥)
t (u, u) = ψ
X‖
t (u) + ψ
X⊥
t (u).
This implies
ψXt (u)− ψ(X,M)t
(
u,−i
∫ T
t
βt(r, u)dr
)
= ψX
‖
t (u)− ψ(X
‖,M)
t
(
u,−i
∫ T
t
βt(r, u)dr
)
for any T ∈ R+, t ∈ [0, T ], u ∈ R. 
3.2. Existence and uniqueness result. With the general programme in mind – i.e. con-
structing a risk-neutral model from the building blocks – we aim at deriving existence and
uniqueness results under simple conditions. In this section we will assume that the driving
process M and the dependent part X‖ are Lévy processes. Then the law of (X‖,M) is fully
determined by its Lévy exponent γ := ψ(X‖,M) which we will use as building block instead
of the processes itself. In addition we will assume that the drift coefficient β depends only
on time t and on the state of the code-book, i.e.
βt(T, u)(ω) = b(t,Ψt(T, u)(ω))
where ω ∈ Ω, t ∈ R+, T ∈ (t,∞), u ∈ R. The functions γ, b together with the initial states
x0 for the return and ψ0 for the code-book process serve as building blocks, cf. Definition
I.3.3. For ease of notation, we focus on one-dimensional driving processes M . However,
the finite-dimensional case can be treated along the same lines.
Let E be the set of functions ψ such that
‖ψ‖ := sup
{ |ψ(u)|
1 + |u|3 : u ∈ R
}
<∞
and u 7→ ψ(u)
1+|u|3 vanishes at infinity. Then (E, ‖ · ‖) is a separable Banach-space and Π is a
closed subset. Indeed, if (φn)n∈N is a sequence in Π which converges to some ψ ∈ E, then it
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converges locally uniformly. Thus the continuity theorem [31, Theorem 3.6.1] yields that it
converges to the exponent of a characteristic function and [31, Theorem 5.3.3] implies that
it converges to an element in Π. Let L1(E) be the set of continuous functions
ψ : R+ → E
such that
∫ t
0
‖ψs‖ds <∞ for all t ∈ R+ and
L1(Π) := {φ ∈ L1(E) : ∀t ∈ R+φt ∈ Π}.
Note that if ψ ∈ L1(Π), then ∫ T
t
ψsds ∈ ΠE = Π
for all t, T ∈ R+, t ≤ T . For ψ ∈ L1(E), T ∈ R+ we define the complete semi-norm
‖ψ‖T :=
∫ T
0
‖ψ(s)‖ds.
DEFINITION I.3.3. We call a quadruple (x0, ψ0, f, γ) building blocks if
(1) x0 ∈ R,
(2) ψ0 ∈ L1(Π),
(3) f : R+ × L1(E) → L1(Π) is measurable and for any T ∈ R+ there is a constant
cT ∈ R+ such that we have
‖f(t, ψ1)− f(t, ψ2)‖T ≤ cT‖ψ1 − ψ2‖T
for any t ∈ [0, T ], ψ1, ψ2 ∈ L1(E),
(4) f(t, ψ)(T, u) = 0 for all t, T ∈ R+, T < t, u ∈ R, ψ ∈ L1(E),
(5) γ : R2 → C is a differentiable Lévy exponent of a 1 + 1-dimensional process
(X‖,M) whose semimartingale projection of X‖ with respect to M is X‖, M is a
pure-jump subordinator and ∂2γ is bounded.
DEFINITION I.3.4. An option surface model (X,Ψ0, α, β,M) is said to be compatible
with building blocks (x0, ψ0, f, γ) if
• X0 = x0,
• Ψ0 = ψ0,
• βt(T, u) = f(t,Ψt−)(T, u) for any t, T ∈ R+, u ∈ R,
• ψ(X‖,M) = γ,
where X‖ is the semimartingale projection of X relative to M .
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REMARK I.3.5. Note that no requirements are made for the drift coefficient α. However,
in risk-neutral models α is specified by the drift condition.
We will state an existence and uniqueness result provided that M is a subordinator. For
the statement of Theorem I.3.8 we need some lemmas.
LEMMA I.3.6. Let (x0, ψ0, f, γ) be building blocks. Then
g(t, ψ)(T, u) := −∂T
(
γ
(
u,−i
∫ T
t
f(t, ψ)(r, u)dr
))
defines a measurable function g : R+×L1(E)→ −L1(Π). Moreover, for all T ∈ R+ there
is a constant cT such that for any t ∈ [0, T ], ψ1, ψ2 ∈ L1(E) we have
‖g(t, ψ1)− g(t, ψ2)‖T ≤ cT‖ψ1 − ψ2‖T
and g(t, ψ)(T, u) = 0 for all t, T ∈ R+, T < t, u ∈ Rd, ψ ∈ L1(E).
PROOF. Let t, T ∈ R+, t ≤ T, ψ ∈ L1(E) and φ := f(t, ψ). Then
λ(u) := g(t, ψ)(T, u) = i (f(t, ψ)(T, u)) ∂2γ
(
u,−i
∫ T
t
f(t, ψ)(r, u)dr
)
thus the Lipschitz-condition for g holds and g(t, ψ)(T, u) = 0 for all t, T ∈ R+, T < t, u ∈
Rd, ψ ∈ L1(E). Moreover, φ ∈ L1(Π). Thus∫ T
t
f(t, ψ)(r, ·)dr =
∫ T
t
φrdr ∈ Π.
Let χ be a truncation function on R and (b, c, F ) be the Lévy-Khintchine triplet such that
γ(u) = i(u1b1 + u2b2)− 1
2
u1c11u1 +
∫
(ei(u1h1+u2h2) − 1− iu1χ(h1))F (dh)
for all u ∈ R2. Such a triplet exists due to [36, Theorem 21.5] and b2 ≥ 0 and F is
concentrated on R× R+. For all h ∈ R× R+ define
ηh : R→ C, u 7→ (eiuh1+λ(u)h2) − 1− iuχ(h1)).
[31, Lemma 5.4.1] yields ηh ∈ Π for all h ∈ R × R+. Moreover, h 7→ ηh is a continuous
function with values in Π, thus
(
u 7→ ∫ (ei(uh1+λ(u)h2) − 1− iuχ(h1))F (dh)) ∈ Π. Hence
(u 7→ γ(u,−iλ(u))) ∈ Π. Now we can apply [31, Theorem 5.3.3] to conclude that λ ∈
−Π. 
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PROPOSITION I.3.7. Let (x0, ψ0, f, γ) be building blocks, g as in Lemma I.3.6 and M
be a subordinator with characteristic exponent γ(0, ·). Then the SDE
dΘt = g(t,Θt)dt+ f(t,Θt−)dNt, Θ0 = ψ0
has an a.s. unique span(L1(Π))-valued solution.
The proof is a simple modification of the proof of [34, Theorem IX.2.1]:
PROOF. Let T ∈ R+. For any L1(E)-valued process Θ let
S(Θ)t := ψ0 +
∫ t
0
g(s,Θs)ds+
∫ t
0
f(s,Θs−)dNs
and for any process Ψ we define
φ(Θ,Ψ)t := ‖Θt −Ψt‖T
t ∈ [0, T ], hence φ(Θ,Ψ)t is an R+-valued random variable. The assumed Lipschitz condi-
tions yield
φ(S(Θ), S(Ψ))t ≤ cT
(∫ t
0
φ(Θ,Ψ)sd(I +N)s
)
.
Now we define recursively Θ0 : R+ → E, t 7→ ψ0 and Θn+1 := S(Θn) for all n ∈ N. Then
a simple inductive argument shows
φ(Θn,Θn+1)t ≤ DcnTT n/n!,
where D := φ(Θ0,Θn+1). Thus (Θn(t))n∈N has a limit Θ(t) for all t ∈ [0, T ]. Since this
holds for arbitrary T it converges for all t ∈ R+ and the limit is a fixed point for the mapping
S. Hence Θ is a solution to the SDE above. For any other solution and hence fixed point Ψ
we have
φ(Ψ,Θ)t ≤ cT
(∫ t
0
φ(Θ,Ψ)sd(I +N)s
)
for any t ∈ [0, T ]. Thus Grönwall yields Ψt = Θt for all t ∈ [0, T ]. Again this is true for
arbitrary T , hence Ψ = Θ.
Finally observe that
∫ t
0
f(s,Θs−)dNs is L1(Π)-valued and
∫ t
0
g(s,Θs)ds is −L1(Π)-
valued since Π is closed in E. Hence Θ is span(L1(Π))-valued. 
THEOREM I.3.8. Let (x0, ψ0, f, γ) be building blocks and g be the function given in
Lemma I.3.6.
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(1) Then any two risk-neutral option surface models (X,Ψ0, α, β,M), (X˜, Ψ˜0, α˜, β˜, M˜)
which are compatible with the building blocks have the same law, i.e. (X,Ψ,M)
and (X˜, Ψ˜, M˜) have the same law.
(2) Assume that there is a Lévy process N with Lévy exponent γ(0, ·) such that the
L1(E)-valued solution to the SDE
dΘt = g(t,Θt)dt+ f(t,Θt−)dNt, Θ0 = ψ0 (I.3.4)
has values in γ(·, 0) + L1(Π). Then there is a risk-neutral option surface model
which is compatible with the building blocks.
REMARK I.3.9. The uniqueness statement (1) is based on simple conditions. However,
the existence part (2) requires that the solutions of the SDE (I.3.4) stay in the convex cone
γ(·, 0) + L1(Π) which is, of course, not necessarily fulfilled.
PROOF. We first start to construct the code-book process together with its driving pro-
cess on a probability space (Ω(1),F (1), P (1)). The return process will be the coordinate
process on the path space (D,D, (Dt)t∈R+) and the final measurable space will be the prod-
uct space. In order to construct a probability measure on the product space we make use of
the conditional expectation condition and find a measure such that the coordinate process is
a conditional PII (cf. [25, Section II.6] for the definition of conditional PII).
Construction of the code-book process: By [25, Theorem III.2.16] there is a PII (X‖,M)
on a filtered probability space (Ω(1),F (1), (F (1)t )t∈R+ , P (1)) such that its local exponent is γ.
Let Ψ be the solution of the SDE
dΨt = f(t,Ψt−)dt+ g(t,Ψt−)dMt, Ψ0 = ψ0
given by Proposition I.3.7. We define
αt(T, u) := g(t,Ψt−)(T, u),
βt(T, u) := f(t,Ψt−)(T, u)
where t, T ∈ R+, u ∈ R. Then we have
Ψt(T, u) = Ψ0(T, u) +
∫ t
0
αs(T, u)ds+
∫ t
0
βs(T, u)dMs
for t, T ∈ R+, t ≤ T, u ∈ R.
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Construction of the return process: Let (D,D , (Dt)t∈R+) be the Skorokhod space of real
valued càdlàg functions starting in x0. Let X⊥ be the coordinate process and define
Ω := Ω1 ×D ,
F := F (1) ⊗D, and
Ft :=
⋂
s>t
F (1)s ⊗Ds.
For t ∈ R+, u ∈ R let
η(t, u) : Ω→ C, ω 7→ (Ψt−(t, u)− ψX‖(u))(ω).
By assumption η is an L1(Π)-valued random variable. Let ω ∈ Ω(1). [25, Theorem III.2.16,
Theorem II.4.15] yields that there is a probability measure P (2)ω such that X⊥ −X⊥(0) is a
PII such that X⊥(t) − X⊥(0) has characteristic function u 7→ exp
(∫ t
0
η(s, u)(ω)ds
)
. Let
A ∈ D. Then
Ω1 → R+, ω 7→ P (2)ω (A)
is measurable because η is measurable. Hence P (2) is a transition kernel from Ω1 to Ω. We
define P (dω1, dω2) := P (1)(dω1)P
(2)
ω1 (dω2).
By abuse of notation we will use the same letters for the process M,Ψ, X‖, X⊥ embed-
ded to the filtered probability space
(Ω,F , (Ft)t∈R+ , P ),
i.e. we denote the process
M˜ : (ω, t) 7→Mt(ω1)
also by M , etc. Let X := X‖ +X⊥.
Observe that X⊥ is a F ⊗ {∅,D}-conditional PII and let (b, c, F ) be its local character-
istics relative to some truncation function χ. Then [25, Theorem II.6.6] yields
η(t, u)(ω1) = iubt(ω)− u
2
2
ct(ω) +
∫
(eiuh − 1− iuχ(h))F (dh)
for almost all ω ∈ Ω, t ∈ R+, u ∈ R. X⊥ and (b, c, F ) are (Ft)t∈R+ adapted. Hence
Stricker’s Theorem [33, Theorem II.2.4] yields that X⊥ is a semimartingale with respect to
the filtration (Ft)t∈R+ . Its local characteristics is given by (b, c, F ).
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Let r, s, t ∈ R+, r < s ≤ t, u ∈ R2. Then Z1 := exp(iu(X‖,M)t − (X‖,M)s) is
independent of the filtration F (1)r ⊗{∅,D}. Let Z2 beA := F (1)r ⊗{∅,D}-measurable and
Z3 beB := {∅,Ω(1)} ⊗ Dr-measurable. Then
E(Z3|F (1) ⊗ {∅,D}) = E(Z3|A ).
Thus we have
E(Z1Z2Z3) = E(E(Z3|F (1) ⊗ {∅,D})Z1Z2)
= E(E(Z3|A )Z1Z2)
= E(E(E(Z3|A )Z1Z2|A ))
= E(E(Z1|A )Z2E(Z3|A ))
= E(Z1)E(Z2E(Z3|A ))
= E(Z1)E(Z2Z3).
Thus E(Z1) is conditional expectation of Z1 given σ(A ,B) = F (1)r ⊗Dr. However, this is
true for all r < s and hence E(Z1) is conditional expectation of Z1 given Fr. Finally, right
continuity of (X‖,M) yields
E(exp(iu(X‖,M)t − (X‖,M)r)|Fr) = E(exp(iu(X‖,M)t − (X‖,M)r)).
In particular, (X‖,M) is a Lévy process with characteristic exponent γ on the filtered prob-
ability space (Ω,F , (Ft)t∈R+ , P ).
Compatibility of the constructed model: We have βt = f(t,Ψt−), X0 = x0, Ψ0 = ψ0
and γ = ψ(X‖,M). We have to show that the semimartingale projection of X relative to M
is X‖. Since X‖ is the semimartingale projection of X‖ relative to M , we have to show that
M and X⊥ are locally independent. Since M is a subordinator it is sufficient to show that
P (∃t ∈ R+ : ∆Mt 6= 0,∆Xt 6= 0) = 0.
Let J := {t : ∆Mt 6= 0} the set of jump times of M . Then J is a.s. countable and
P (∃t ∈ R+ : ∆Mt 6= 0,∆Xt 6= 0) ≤ E
(∑
s∈J
1{∆Xs 6=0}
)
= E
(∑
s∈J
P (∆Xs 6= 0|M)
)
= 0
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because
E(exp(iu∆Xs)|F (1) ⊗ {∅,D}) = exp
(∫ s
s−
η(r, u)dr
)
= 0
and hence P (∆Xs 6= 0|M) = 0.
Risk neutrality of the constructed model: The constructed model satisfies the consistency
and the drift condition and hence Theorem I.2.6 yields risk-neutrality.
Uniqueness: Let (X,Ψ0, α, β,M), (X˜, Ψ˜0, α˜, β˜, M˜) be risk-neutral option surface mod-
els which are compatible with the building blocks. Let X‖ be the semimartingale projection
of X relative to M . By compatibility we have ψ(X‖,M) = γ. Thus (X‖,M) is a Lévy
process. Let (Gt)t∈R+ be the filtration generated by (X‖,M), i.e. Gt is the completion of⋂
s>t
σ((X‖,M)r : r ≤ s).
Since the option surface model (X,Ψ0, α, β,M) is risk-neutral Theorem I.2.6 yields it satis-
fies the drift condition, the consistency condition and the conditional expectation condition.
Since the model is compatible, we have
βt(T, u) := f(t,Ψt−)(T, u) and
αt(T, u) := g(t,Ψt−)(T, u)
a.s for all T ∈ R+, u ∈ R and almost all t ∈ [0, T ]. Since Ψt(T, ·) ∈ Π a.s. we have
Ψt ∈ L1(Ψ) a.s. Hence Ψ is a solution to the SDE
dΨt = f(t,Ψt−)dt+ g(t,Ψt−)dMt, Ψ0 = ψ0.
By Proposition I.3.7 Ψ is the unique pathwise solution to the SDE. Thus Ψt is adapted to
the filtration (Gt)t∈R+ .
We denote the P -completion of the σ-algebra generated by E ⊂ F as σP (E). Let
Ht := σP (Ft,G∞) for any t ∈ R+ where G∞ := σP (Gt : t ∈ R+). We now observe that
the filtration (Ht)t∈R+ is right-continuous. Indeed, let t ∈ R+ and define the σ-algebra of
the (X‖,M)t-future by G+t := σP ((X‖,M)s − (X‖,M)t : s ≥ t). G+t is independent of Ft
because (X‖,M) is a Lévy process with respect to the filtration (Ft)t∈R+ . We have
G∞ = σP (Ms : s ∈ R+) = σP (σ(Ms : s ≤ t), σ(Ms −Mt : s ≥ t)) = σP (Gt,G+t ).
Hence Ht = σP (Ft,G+t ) and thus every element in L2(Ht) is the orthogonal sum of a
random variable in L2(Ft) and a centred random variable in L2(G+t ) where those random
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variables are given by the Hilbert space projection, i.e. by conditional expectation. In the
same way we have
Y = E(Y ) + E(Y − E(Y )|Gt) + E(Y − E(Y )|G+t )
for all Y ∈ L2(G∞). Let A ∈
⋂
s>tHs. Then As := E(1A|Fs) is a martingale and for all
s ∈ (t,∞) we have
1A = E(1A|Hs)
= E(1A|Fs) + E(1A − P (A)|G+s )
= As + E(E(1A − P (A)|G∞)|G+s )
= As + E(1A − P (A)|G∞)− E(1A − P (A)|Gs).
By taking the limit s→ t we have
1A = At + E(1A − P (A)|G∞)− E(1A − P (A)|Gt)
= At + E(1A − P (A)|G+t )
= E(1A|Ht).
Thus A ∈ Ht.
Now we show that X⊥ is a process with G∞-conditionally independent increments with
respect to the right-continuous filtration (Ht)t∈R+ in the sense of [25, Section II.6]. It is
sufficient to show that [25, Section II.6.1] holds for the functions
(R→ C, x 7→ exp(iux))u∈R.
Let u ∈ R and Z anHt-measurable and bounded random variable and define
Y := exp(iu(X⊥T −X⊥t )).
Then Y = E(Y ) + Y1 + Y2 + Y3 where
Y1 := E(Y − E(Y )|Ft),
Y2 := E(Y − E(Y )|G+t ) and
Y3 := Y − E(Y |Ht)
and this is true becauseFt,G+t are independent andHt = σ(Ft,G+t ). The conditional expec-
tation condition yields Y1 is Gt-measurable and thus Y1 = E(Y − E(Y )|Gt). In particular,
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Y1, Y2 are G∞-measurable and Y1 + Y2 = (Y − E(Y )|G∞). Thus
E(Y Z|G∞) = E(Y )E(Z|G) + E(Y1Z|G∞) + E(Y2Z|G∞) + E(Y3Z|G∞)
= E(Y )E(Z|G) + Y1E(Z|G∞) + Y2E(Z|G∞) + E(E(Y3|Ht)Z|G∞)
= (E(Y ) + Y1 + Y2)E(Z|G∞)
= E(Y |G∞)E(Z|G∞).
Finally [25, Theorem III.6.6] yields the claim because the same arguments apply to the
option surface model (X˜, Ψ˜0, α˜, β˜, M˜). 
However, in general there is no reason for the solution of the SDE (I.3.4) to stay in the
convex cone γ(·, 0) + L1(Π). In that case, there is no option surface model compatible
with the building blocks. However, we introduce a weaker notion of compatibility, namely
τ -weakly compatibility (see below) which means that the diffusion coefficient is of the form
βt = f(t,Ψt) only until some stopping time τ . Then we want to prove that there is always
a τ -weakly compatible model such that the stopping time τ is maximal in some sense.
DEFINITION I.3.10. An option surface model (X,Ψ0, α, β,M) is said to be τ -weakly
compatible with building blocks (x0, ψ0, f, γ) if
• τ is a stopping time,
• X0 = x0,
• Ψ0 = ψ0,
• βt(T, u)(ω) = f(t,Ψt−(ω))(T, u) for any t, T ∈ R+, u ∈ R with t ≤ τ(ω) and
• ψ(X‖,M) = γ.
where X‖ is the semimartingale projection of X relative to M . Let g be as in Lemma I.3.6
and Θ be the solution of the SDE
dΘt = g(t,Θt)dt+ f(t,Θt−)dNt, Θ0 = ψ0.
The option surface model (X,Ψ0, α, β,M) is said to be maximal weakly compatible if it is
τ -weakly compatible and
τ = inf{t ∈ R+ : Θt /∈ γ(·, 0) + L1(Π)}.
PROPOSITION I.3.11. Let (x0, ψ0, f, γ) be building blocks. Then there is a risk-neutral
and maximal weakly compatible option surface model.
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PROOF. Let (X‖,M) be a Lévy process with characteristic exponent γ and g be as in
Lemma I.3.6. Let Θ be the solution of the SDE (I.3.4) and
τ := inf{t : Θt /∈ γ(·, 0) + L1(Π)}.
Let Ψt := Θt∧τ . Along the same lines as in the proof of I.3.8 we can now construct a risk-
neutral model (X,Ψ0, α, β,M). Then (X,Ψ0, α, β,M) is τ -compatible and risk-neutral
and hence maximal weakly compatible. 
THEOREM I.3.12. Let (x0, ψ0, f, γ) be building blocks. Then there is a maximal weakly
compatible and risk-neutral option surface model. Moreover, any two risk-neutral option
surface models (X,Ψ0, α, β,M), (X˜, Ψ˜0, α˜, β˜, M˜) which are maximal weakly compatible
with the building blocks have the same law, i.e. (X,Ψ,M) and (X˜, Ψ˜, M˜) have the same
law. If there is a risk-neutral and compatible option surface model, then any risk-neutral
option surface model which is maximal weakly compatible is compatible.
PROOF. The first part is a restatement of Proposition I.3.11. Let g be given as in Lemma
I.3.6. Let S be the set of (t, ψ) ∈ R+ × L1(E) such that for all ε > t there is δ ∈ [t,∞)
such that the solution Σ : [t,∞)→ L1(E) of the initial value problem
dΣs = g(s,Σs)ds, Σt = ψ
has the property Σδ /∈ L1(Π). Then R+ × (L1(E)\L1(Π)) ⊂ S. Let
σ := inf{t : (t,Θt) ∈ S} and
τ := inf{t : Θt /∈ γ(·, 0) + L1(Π)},
where Θ is the solution of the SDE
dΘt = g(t,Θt)dt+ f(t,Θt)dMt, Θ0 = ψ.
Then τ = σ because f is L1(Π) valued andM is a subordinator. Hence τ is an entrance time
depending only on the subordinator M . Thus the distribution of (τ,X‖,M) is determined
by the building blocks. Since Ψt = Θt∧τ this is also true for (Ψ, X‖,M). Since X⊥ is a
σ(X‖,M)-conditional PII this is true for (X⊥,Ψ, X‖,M) and in particular for (X,Ψ,M).
Now assume that (X˜, Ψ˜0, α˜, β˜, M˜) is a risk-neutral and compatible model and define the
stopping time
σ˜ := inf{t : (t, Θ˜t) ∈ S}
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where Θ˜ is the solution of the SDE
dΘ˜t = g(t, Θ˜t)dt+ f(t, Θ˜t)dM˜t, Θ˜0 = ψ0.
Then σ˜ = ∞ and hence (X˜, Ψ˜0, α˜, β˜, M˜) is a maximal weakly compatible model and as
above we conclude τ = ∞. Hence Θ = Ψ and thus (X,Ψ0, α, β,M) is compatible as
well. 
3.3. Vanishing coefficient process β. The simplest conceivable code-book model
(I.1.10) is obtained for building blocks (x0, ψ0, f, γ) where f = 0 or equivalently γ = 0.
Not surprisingly, it leads to constant code-book processes and hence to the simple model
class that we used to motivate option surface models in Section 1.1.
THEOREM I.3.13. Let (x0, ψ0, f, γ) be building blocks with γ = 0 and f = 0. Then there
is a compatible risk-neutral option surface model (X,Ψ0, α, β,M). Moreover, X −X0 is a
PII with characteristic function
E(exp(iu(Xt −X0))) = exp
(∫ t
0
ψ0(s, u)ds
)
.
PROOF. Define g as in Lemma I.3.6, i.e. g = 0. Hence, Theorem I.3.8 yields existence
of a compatible risk-neutral option surface model (X,Ψ0, α, β,M). We have
Ψt(T, u) = ψ0(T, u)
for all t, T ∈ R+, u ∈ R because f = 0, g = 0. Theorem I.2.6 yields that (X,Ψ0, α, β,M)
satisfies the conditional expectation condition. Hence
E
(
eiu(X(T )−X(t))|Ft
)
= exp
(∫ T
t
ψ0(r, u)dr
)
.
In particular, X −X(0) is a PII by [25, Theorem II.4.15]. 
The Black-Scholes model is obtained for a particular choice of the initial state of the
code-book.
EXAMPLE I.3.14 (Black-Scholes model). If we choose ψ0(T, u) := − iu+u22 σ2 in The-
orem I.3.13 for some σ > 0, we obtain E(eiuXT ) = exp(iuX0 − iuσ22 T − u
2
2
σ2T ), which
meansXT ∼ N(X0− σ22 T, σ2T ), T ∈ R+. Put differently, the return processX is Brownian
motion with drift rate −σ2
2
and volatility σ.
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3.4. Deterministic coefficient process β. In this section we consider building blocks
(x0, ψ0, f, γ) where f depends on the time parameter only. Then g defined as in Lemma
I.3.6 also depends only on time. Thus the SDE (I.3.4) has trivial solutions.
COROLLARY I.3.15. Let (x0, ψ0, f, γ) be building blocks such that f is constant in its
second variable. Let g be defined as in Lemma I.3.6 and assume that(
(T, u) 7→ ψ0(T, u)−
∫ t
0
g(s)(T, u)ds− γ(u, 0)
)
∈ L1(Π)
for all t ∈ R+. Then there is a compatible risk-neutral option surface model (X,Ψ0, α, β,M).
If (X˜, Ψ˜0, α˜, β˜, M˜) is another compatible risk-neutral option surface model, then it has the
same law as (X,Ψ0, α, β,M).
PROOF. In order to apply Theorem I.3.8 we have to show that the solutions of the SDE
I.3.4 stay in γ(0, u) + L1(Π). This is trivial since the M -driven part is in the convex cone
L1(Π) and the other part is in γ(·, 0) + L1(Π) by assumption. 
REMARK I.3.16. In other words, the initial code-book state ψ0 has to be greater or equal
then
(T, u) 7→
∫ T
0
a(s)(T, u)ds+ γ(u, 0)
in the sense that the difference is in L1(Π).
The meaning is that code-book uncertainty implies that initial option prices cannot be
arbitrary but that there is some lower bound.
COROLLARY I.3.17. Let (x0, ψ0, f, γ) be building blocks such that f is constant in its
second variable. Assume additionally that
ft(T, u) = φ(u) exp
(∫ T
t∧T
λ(s)ds
)
for a continuous function λ : R+ → R and φ ∈ Π. Define
Zt :=
∫ t
0
exp
(∫ t
s
λ(s)ds
)
dMs,
where (X,Ψ0, α, β,M) denotes a compatible risk-neutral option surface model. Then (X,Z)
is a time-inhomogeneous affine process in the sense of [19].
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PROOF. Let X‖ be the semimartingale projection of X relative to M and X⊥ := X −
X‖. The processes X⊥, Z are locally independent because X⊥ is locally independent of M .
The local exponent of X⊥ satisfies
ψX
⊥
t (u) = ψ
X
t (u)− ψX
‖
(u)
= Ψ0(t, u) +
∫ t
0
αs(t, u)ds+
∫ t−
0
βs(t, u)dMs − ψX‖(u)
= Ψ0(t, u) +
∫ t
0
αs(t, u)ds+ f(u)Zt− − ψX‖(u)
= Ψ0(t, u)−
∫ t
0
∂t
(
ψ(X
‖,M)
(
u,−i
∫ t
s
βs(r, u)dr
))
ds
+ f(u)Zt− − ψX‖(u),
where we used the consistency condition in the first and the drift condition (I.3.2) in the last
step. We obtain for the local exponent of (X,M,Z)
ψ
(X,M,Z)
t (u, v, w) = ψ
(X,M)
t (u, v + w)− iwλ(t)Zt−
= ψ(X
‖,M)(u, v + w)− iwλ(t)Zt− + ψX⊥t (u)
= Φ0(t;u, v, w) + Φ1(t;u, v, w)Zt−
with
Φ0(t;u, v, w) := ψ
(X‖,M)(u, v + w)− ψX‖(u)
+ Ψ0(t, u)−
∫ t
0
∂t
(
ψ(X
‖,M)
(
u,−i
∫ t
s
βs(r, u)dr
))
ds,(I.3.5)
Φ1(t;u, v, w) := f(u)− iwλ(t). (I.3.6)
which implies that (u, v, w) 7→ Φ0(t;u, v, w)+f(u)Zt−(u) is a Lévy exponent onR3. Since
ess inf (M) = 0 for all k ∈ {1, . . . , d} we have ess inf (Z) = 0 by Corollary A.4.9. Similar
arguments yield that (u, v, w) 7→ Φ0(t;u, v, w) is a Lévy exponent for fixed t. The same
is true for Φ1. Relative to some truncation function χ, denote by (β
(i)
t , γ
(i)
t , κ
(i)
t ), i = 0, 1
Lévy Khintchine triplets on R3 which correspond to Φ0(t; ·),Φ1(t; ·) respectively. Observe
that Φ0(t;u, v, w) is continuous in t for fixed (u, v, w) and likewise Φ11. Lévy continuity
theorem and [25, VII.2.9] imply that (β(i)t , γ
(i)
t , κ
(i)
t ), i = 0, 1 are continuous in t in the sense
of [β1], [γ1] and [δ1,3] as in [25, VII.2.9]. A detailed inspection of the arguments shows this
weaker continuity suffices for the proof of [19, Proposition 4.1]. The assertion follows now
from [19, Proposition 5.4]. 
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COROLLARY I.3.18. Assume that the requirements of Corollary I.3.17 are satisfied and
assume that there is η ∈ Π, λ, δ ∈ R such that
f : R+ → L1(Π), t 7→
(
(T, u) 7→ φ(u)eλ(T−t))
and γ : R×R→ C, (u, v) 7→ η(δu+ v) where φ(u) := −u2+iu
2
for all u ∈ R. Assume that
ψL(T, u) :=
(
(T, u) 7→ ψ0(T, u) +
∫ T
0
g(s)(T, u)ds− η(δu)
)
∈ L1(Π)
where g is defined as in Lemma I.3.6.
Then there is a risk-neutral and compatible option surface model (X,Ψ0, α, β,M).
Moreover, it can be chosen such that there is a standard Wiener process W and a time-
inhomogeneous Lévy process L with characteristic function
E(eiuLT ) = exp
(∫ T
0
(ψL(T, u))dr
)
, T ∈ R+, u ∈ R
such that W,L,M are independent and
dXt = dLt − 1
2
Ztdt+
√
ZtdWt + δdMt, (I.3.7)
dZt = −λZtdt+ dMt (I.3.8)
with Z0 = 0.
PROOF. Let W,L,M be independent Lévy processes on a filtered probability space
(Ω,F , (Ft)t∈R+ , P ) such that W is a Brownian motion, L is a PII with characteristic func-
tion
E(eiuLT ) = exp
(∫ T
0
ψL(r, u)dr
)
, T ∈ R+, u ∈ R
and M a Lévy process with characteristic exponent η. Let (X,Z) be a solution to the SDE
system (I.3.7,I.3.8). The dependent part of X relative to M is X‖ := δM because W,L are
independent of M . Thus (X‖,M) has characteristic exponent γ. Define
Ψt(T, u) := ψ0(T, u) +
∫ t
0
g(s)(T, u)ds+ φ(u)Zs
= ψ0(T, u) +
∫ t
0
g(s)(T, u)ds+
∫ t
0
f(s)(T, u)dMs.
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Then Ψt−(t, u) = ψ0(t, u) +
∫ t
0
g(s)(t, u)ds+ φ(u)Zt−. Moreover,
ψXt (u) = ψ
L
t (u) + φ(u)Zt− + η(δu)
= ψ0(t, u) +
∫ t
0
g(s)(t, u)ds+ φ(u)Zt−
= Ψt−(t, u).
Thus (X,Ψ0, α, β,M) with αt(T, u) := g(t)(T, u), βt(T, u) := f(t)(T, u) is an option
surface model which is consistent and drift neutral. Theorem I.2.6 yields it is risk-neutral.
Hence it is a compatible and risk-neutral option surface model. 
REMARK I.3.19. Up to the additional time-inhomogeneous Lévy process L, the stock
price model in (I.3.7, I.3.8) is a special case of the so-called BNS model of [2]. If we
consider more general functions f , then, again up to the additional PII L, we end up with
the CGMY extension of the BNS model from [13], cf. also [27].
4. Carmona & Nadtochiy’s ’Tangent Lévy market models’
In [12] and its extension [11, Section 5], Carmona and Nadtochiy (CN) developed in-
dependently a HJM-type approach for option prices with overlap to the present chapter.
Their simple model class in the sense of Step (4) in the section above is based on time-
inhomogeneous Lévy processes. These can be described uniquely by their Lévy density
and the diffusion coefficient because the drift is determined by the martingale condition
for the stock under the risk neutral measure. Instead of the characteristic exponent from
(I.1.1) CN use this Lévy density together with the diffusion coefficient as the code-book
(κt(T, x),Σt(T )). Since we basically allow for the same class of simple models, their
framework can be embedded into ours. Indeed, there is a transformation A that converts
their code-book into ours, given by
A(κt(T, x),Σt(T )) := −u
2 + iu
2
Σ2t (T ) +
∫
(eiux − 1− iu(ex − 1))κt(T, x)dx.
Since the simple models are parametrised differently, the drift condition in the two ap-
proaches differ. The condition in the CN framework looks a little more complex because it
involves differential operators of second order.
CN focus on Ito¯ processes for modelling the code-book process, which roughly cor-
responds to choosing M as Brownian motion in our setup, see below. Surprisingly, their
approach leads to a constant diffusion coefficient Σt(T ) = Σ0(T ), cf. [11, Section 5]. This
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does not occur in our setup, cf. Corollary I.3.18. The constant diffusion coefficient im-
plies that the continuous martingale part of the srock price process is a time-inhomogeneous
Brownian motion B, rather than a more complicated continuous semimartingale.
With regards existence and uniqueness of models given basic building blocks, CN and
we provide different answers. Our results Theorem I.3.8 and Theorem I.3.12 imply existence
and uniqueness given βt = b(t,Ψt) as a deterministic function b of time and the state of the
code-book. By contrast, CN consider a different situation in their [10, Theorem 16] where
they assume that the process β in their code-book dynamics
dκt = αtdt+ βtdBt,
is given beforehand. This does not allow for the natural situation that β depends on the
current state κ of the code-book itself, which occurs e.g. in the example in Section 6 of [12]
and is treated separatly.
Both CN and we provide basically one non-trivial example, based on more or less de-
terministic β. In order to ensure existence of compatible option surface model we consider
any sufficiently large initial code-book whereas CN slow down the code-book process when
necessary.
CHAPTER II
The Heath-Jarrow-Morton approach for finitely many traded
derivatives
In this chapter we focus on to a finite set of liquidly traded European options rather than
an idealised infinite set. This seeming simplification differs strongly from the infinite case.
In the infinite-dimensional case, we have seen that risk-neutrality is equivalent to the drift
condition together with the consistency condition, cf. Theorem I.2.6 . This is due to the
fact that (complex) prices for options with payoff exp(iuX(T )) can be found for arbitrary
u and any time to maturity, where X denotes the log-return of the stock. These options
determine the structure of the law of the increments of the underlying. Letting the time to
maturity converge to 0 yields the dynamics of the underlying. In the finite-dimensional case
both steps are no more possible, i.e option prices do not determine the distribution of the
increments of the underlying and the time to maturity cannot be sent to 0.
1. Abstract Framework
1.1. Simple models. Given a Markov process Y with transition semigroup U , the pric-
ing formula for a European option with payoff function f is given by UTf where T is the
time to maturity and Y is the underlying, e.g. the log-return of a stock. Calibrating a para-
metric class of Markov models (Yk)k∈K to several options means finding a parameter k such
that the real option prices are given by the pricing function in the model Yk. In this sec-
tion we want to develop a framework where frequent recalibration is made rigorous, that is
where we have a process Z in the set K which ’locally chooses’ one of the Markov models
Yk. This leads to the dynamic model X := YZ which in general will not be a Markov model.
We also characterise absence of arbitrage for dynamic models – in terms of a drift condition
for the code-book process Z.
Throughout this section let n ∈ N, f1, . . . , fn be real functions and 0 =: T0 < T1 ≤
... ≤ Tn real numbers. The functions f1, . . . , fn serve as payoff functions of European
options with maturities T1, . . . , Tn.
36
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DEFINITION II.1.1. Let Y be a strong time-inhomogeneous Markov process on some fil-
tered probability space (Ω,F , P ) with state spaceR and transition measure p, i.e. p(t, x, T, ·)
is a probability measure for all (t, x, T ) ∈ R+ × R× R+ and
E(f(Y (T ))|Ft) =
∫
R
f(x)p(t, Y (t), T, dx)
for all bounded measurable functions f and all x ∈ R, t < T . We define the transition
semigroup U of Y for all measurable functions, such that f(Y (T )) is integrable by
Ut,Tf(x) :=
∫
R
f(y)p(t, x, T, dy).
where 0 ≤ t ≤ T, x ∈ R. The generator G of Y is the set of all pairs of measurable real
functions (f, g) such that
f(Y (t))−
∫ t
0
g(Y (s))ds
is a martingale.
REMARK II.1.2. Note that it is usual to define the transition semigroup and the generator
only for bounded measurable functions. If f is a measurable function such that f(Y ) is
integrable, then
E(f(Y (T ))|Ft) = Ut,Tf(Yt) =
∫
R
f(x)p(t, Y (t), T, dx)
where 0 ≤ t ≤ T .
We now want to introduce the key concept in this chapter, namely simple models. While
the simple models define a parametric class of models which are possible models for a
market, we usually do not think that a real market behaves as one of them. But they should
be chosen in such a way that calibration to the options is quite simple.
DEFINITION II.1.3. A simple model class for the options f1, . . . , fn is a family of strong
time-inhomogeneous R-valued Markov processes (Yk)k∈K where K is a convex cone in Rn
with non-empty interior such that for each k ∈ K the process Yk has transition semigroup
Uk, initial value 0,
• fj(Yk(Tj)) is integrable for all j ∈ {1, . . . , n},
• the functions
Gj : [0, Tj]× R×K → R, (t, x, k) 7→ Ukt,Tjfj(x)
1. ABSTRACT FRAMEWORK 38
are twice continuously differentiable for t < Tj and have the property
∂kiGj(t, x, k) = 0
if Ti ≤ t.
The functions Gj are the pricing functions for the European options.
REMARK II.1.4. If g is a one-to-one C2-function, then (g(Yk))k∈K could be called a
simple model class as well. However, in the sequel it will lead to the same models and
conclusions.
If we assume that for k ∈ K the process Yk is the return of a stock under the pricing
measure, then the price of a European option with payoff function fj and maturity Tj is
given by
Oj(t) = E(fj(Yk(Tj))|Yk(t)) = Gj(t, Yk(t), k).
Hence Gj can be understood as a universal pricing function for the European option with
payoff fj . Moreover, we choose the dimension of the parameter space K to be equal to the
number of options in the hope that the function (G1, . . . , Gn)(t, x, ·) is (locally) invertible.
However, after T1 some options disappear from the market and consequently the function
(G1, . . . , Gn) cannot be locally invertible anymore. However, the second assumption for
simple model classes above implies that after Tm−1 the parameters k1, . . . , km−1 have no
effect on the option prices anymore, so we can hope that
(km, . . . , kn)→ (G1, . . . , Gn)(t, x, k1, . . . , kn)
is locally invertible. Loosely speaking, whenever options mature, then as many parameters
loose their effect. So there are ’always’ as many parameters as options.
Sometimes it is enough to show invertibility for only a few points in order to show
invertibility for a particularly large set.
PROPOSITION II.1.5. Let (Yk)k∈K be a simple model class and assume that the pricing
functions Gj, . . . , Gn are analytic on (Tj−1, Tj) × R × int(K) and that there is (t, x, k) ∈
(Tj−1, Tj)× R× int(K) such that
M(t, x, k) := (∂kaGb(t, x, k))a,b∈{j,...,n} ∈ R(n−j+1)×(n−j+1)
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is invertible. Then there is an open and dense subset V ⊂]Tj−1, Tj)×R× int(K) such that
the matrix M(t, x, k) is invertible for all (t, x, k) ∈ V . Moreover,
(t, x, k) 7→ (M(t, x, k))−1
is meromorphic.
PROOF. This is an application of [30, Proposition 7.3.1]. 
The following lemma gives sufficient conditions for Gj to be analytic.
LEMMA II.1.6. Let (Yk)k∈K be a simple model class and assume
• K = R+ × Kˆ for some convex cone Kˆ ⊂ Rn−1,
• For all (c, kˆ) = k ∈ K we have Yk(t) = dct+ B(ct) + Yˆkˆ for some SBM B, some
d ∈ R and a Markov process Yˆkˆ independent of B,
• Yˆ0 = 0,
• fj is exponentially bounded for all j ∈ {1, . . . , n}, i.e. there are a, b ∈ R+ such
that |fj(x)| ≤ a exp(b|x|) and
• (t, x, kˆ) 7→ U (0,kˆ)t,Tj g(x) is analytic in the interior of its domain if g is analytic and
exponentially bounded.
Then Gj is analytic in the interior of its domain for all j ∈ {1, . . . , n}.
PROOF. Let j ∈ {1, . . . , n} and define
h : [0, Tj]× R× R++ → R, (t, x, c) 7→ E
(
fj(dct+B(c(Tj − t)) + x)
)
= U
(c,0)
t,Tj
fj(x).
Then h(t, x, c) = 1√
2pic(Tj−t)
∫
R f(y)e
− (y−x−dc(Tj−t))
2
2c(Tj−t) dy. The integrand in this integral rep-
resentation is clearly analytic in t, x and c, integral and differentiation with respect to any
of these variables are interchangeable. Hence h is analytic in each of its variables in the
interior of its domain. Denote the transition semigroup of the Brownian motion with drift
rate d and with volatility c by W c. Since h(t, x, c) = W ct,Tf(x) is exponentially bounded in
x we have
Gj(t, x, k) := U
k
t,Tj
f(x)
= U
(0,kˆ)
t,Tj
W ct,Tjf(x)
= U
(0,kˆ)
t,Tj
h(t, ·, c)(x)
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for all (c, kˆ) = k ∈ K, x ∈ R, t ∈]0, Tj[. Gj is analytic in the variable kˆ in the interior of
Kˆ and in x, by assumption and because h is an analytic function. By changing the role of
U (0,kˆ) and W c we see that Gj is analytic in c for all c ∈ R++. For the same reason
[0, Tj]
2 → R, (s, t) 7→ Uˆ (0,kˆ)s,Tj W ct,Tf(x)
is analytic on (0, Tj)2 and hence Gj is analytic in all of its variables. 
1.2. Code-book Process. Given a simple model class (Yk)k∈K , a code-book process
is a process with values in K which ’chooses’ a simple model. In this section we want
to discuss processes (X,Z1, . . . , Zn) such that X may serve as the return process of an
underlying under the martingale measure and option price processes are given by
Oj(t) := Gj(t,X(t), Z1(t), . . . , Zn(t)). (II.1.1)
That means that the model (X,Z) uses the same pricing formula as one of the simple
models. In practise, the state of Z is observable via calibration and X is simply the log-
underlying and hence observable as well. More difficult is the question: "How can we
observe/estimate the dynamics of (X,Z)?"
While we do not want to make any assumptions on the dynamics of X yet, we want to
assume for a moment that Z is a continuous semimartingale. Then of course, it is possible to
estimate its dynamics or more precisely features of its dynamics under the physical measure
(also real-world measure). However, we work under the pricing measure in this thesis. Due
to Girsanov’s theorem (see [25, Section III.3d]) the diffusion coefficient is the same under
the physical measure and the pricing measure. Our next step is to see that the drift coefficient
under the pricing measure is determined by the diffusion coefficient which will be referred
to as ’drift condition’.
Given a process Z, Equation (II.1.1) imposes some restrictions on the process X . We
want to think of Equation (II.1.1) in the following way:
• The process Z chooses one of our simple models in the simple model class (cf.
Definition II.1.3),
• X behaves ’locally’ as the process YZ (this will lead to the consistency condition)
and
• the right hand side of Equation (II.1.1) is a martingale (this will lead to the drift
condition).
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REMARK II.1.7. This setup is in the spirit of the tangent models introduced in [11] with
finite dimensional parameter space K where the models (Yk)k∈K are the tangent models.
Due to our Markovian setup and the European-style payoff functions f , the option prices are
not path dependent, but only depend on the current price for the tangent models. As a side
remark the author wants to note that this is also true for other options, e.g. American-style
options in Markovian models and consequently it seems possible to develop a framework
for them.
We want to quote Carmona and Nadtochiy from [11, Section 2.5]:
"We want to think of the [...] notion of tangent model as an analog of
the notion of tangent vector in classical differential geometry: the two
models are tangent in the sense that, locally, at a fixed point in time, they
produce the same prices of derivatives in a chosen family. Recall that tan-
gent vectors in differential geometry are often used as a convenient way
to describe the time dynamics. In the same way, we hope that the tan-
gent models introduced [...] will help in a better understanding of market
models."
Since the processes Zj in Equation II.1.1 is only needed up to the time Tj , we will
assume that they are constant after Tj . This is only one out of many possible continuations
which do not have any effect on the model.
DEFINITION II.1.8. Let (Yk)k∈K be a simple model class with K ⊂ Rn. A dynamic
model is a pair (X,Z) such that X is an R-valued semimartingale, Z is a K-valued semi-
martingale such that its components Zj are constant after Tj and (X,Z) allows for local
characteristics. The process Z is called code-book process. (X,Z) is risk-neutral if the
process
Oj(t) := Gj(t,X(t), Z(t))
is a σ-martingale for any j ∈ {1, . . . , n}. (X,Z) is strongly risk-neutral if the processes
(Oj)j∈{1,...,n} are martingales.
REMARK II.1.9. First of all, the process X is not necessarily a Markov process. In
particular it does not have to be one of our parametrised Markov models. We just use the
same pricing formula for the options Oj , which again do not have to be of the form
Oj(t) = E(fj(X(Tj))|Ft).
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But observe that Gj(Tj, x, k) = fj(x) and hence we always have Oj(Tj) = fj(X(Tj)).
Thus Oj is a stochastic process whose value at maturity is given by the payoff function. In
particular, if (X,Z) is risk-neutral and if O is of class (D), then Oj is a true martingale and
hence the prices of Oj are given by conditional expectation, i.e. Oj(t) = E(fj(X(Tj))|Ft).
Since Gj is a C2-function, the options Oj are semimartingales and the Ito¯-formula yields
that the drift coefficient bOj of an option Oj is given by
bOj(t) = (DG(t,X(t−), ·)(Z(t−))) bZ(t) + r(t)
for some (stochastic) function r, where r does not depend on bZ(t). Moreover, Oj is a
martingale only if its drift coefficient is 0. If this equation can be solved for bZ , then Oj is a
martingale only if
bZ(t) = −(DG(t,X(t−), ·)(Z(t−)))−1r(t).
This leads to the next
DEFINITION II.1.10. Let (Yk)k∈K be a simple model class with K ⊂ Rn. A dynamic
model (X,Z) on a filtered probability space (Ω,A,F , P ) is said to satisfy the drift condition
if for all j ∈ {1, . . . , n} and P ⊗ λ-almost all (ω, t) ∈ Ω× [0, Tj)
D3Gj(t,X(t−), Z(t−))bZ(t) = −r(t) and (II.1.2)
∫ ∣∣Gj(t,X(t−) + x, Z(t−) + z)−Gj(t,X(t−), Z(t−))∣∣F (X,Z)(t, dx, dz) <∞ (II.1.3)
where
r(t) :=
1
2
D23Gj(t,X(t−), Z(t−))cZ(t)
+
∫ (
Gj(t,X(t−) + x, Z(t−) + z)−Gj(t,X(t−), Z(t−))
)
F (X,Z)(t, dx, dz)
+D1Gj(t,X(t−), Z(t−)) +D2Gj(t,X(t−), Z(t−))bX(t)
+
1
2
D22Gj(t,X(t−), Z(t−))cX(t) +D2D3Gj(t,X(t−), Z(t−))cXZ(t)
and bX
bZ
 ,
 cX cXZ
cXZ cZ
 , F (X,Z)

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is a version of the local characteristics of (X,Z), D1 is the partial derivation with respect to
the time index t, D2 the partial derivation with respect to the second variable, D3 is the total
derivation with respect to the remaining parameters, i.e.
D3Gj(t, x, k) = (∂k1G(t, x, k), . . . , ∂knG(t, x, k))
and
D23Gj(t, x, k)c
Z(t) :=
n∑
a,b=1
∂ka∂kbGj(t, x, k)(c
Z(t))a,b.
PROPOSITION II.1.11. Let (X,Z) be a dynamic model defined on the simple model
class (Yk)k∈K with K ⊂ Rn. Then (X,Z) is risk-neutral if and only if it satisfies the drift
condition.
PROOF. This is an application of Propositions A.1.1 and A.1.3. 
COROLLARY II.1.12. Let (X,Z) be a dynamic model and assume that the payoff func-
tions f1, . . . , fn are bounded. Then the following statements are equivalent:
• (X,Z) is strongly risk-neutral.
• (X,Z) is risk-neutral.
• (X,Z) satisfies the drift condition.
PROOF. Proposition II.1.11 yields equivalence of the last two statements and the first
statement obviously implies the second statement.
If the pricing function Gj is bounded, then the options are bounded and consequently
the second statement implies the first one. Let b be a bound for fj , then
|Gj(t, x, k)| ≤
∫
R
|fj(y)|p(t, x, Tj, dy) ≤ b
for all t ∈ [0, Tj], x ∈ R, k ∈ K. Hence the options are bounded σ-martingales and [26,
Corollary 3.1] yields they are martingales. 
1.3. The consistency condition. In the original Heath-Jarrow-Morton framework [21]
one specifies the martingale part of the code-book process (the forward rate). By contrast,
the drift under the pricing measure is given by the Heath-Jarrow-Morton drift condition.
The consistency condition identifies the in some sense unique short rate model which is
consistent with the HJM model, i.e. the discounted option prices for the short rate model
and the HJM model are the same.
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If we have a simple model class (Yk)k∈K , payoff functions f1, . . . , fn and if we want to
set up a risk-neutral dynamic model, then we start to specify the martingale part of the code-
book process Z. We want to obtain the drift from the drift condition, but the drift condition
involves the state and the dynamics of the underlying process X which is not specified yet.
In fact, the process X is in no sense uniquely determined yet. If we start with an arbitrary
process X , then the drift of Z obtained from the drift condition can (and will often) have
a singularity at maturity. Even though this is not shown here, this will prevent Z and the
options Oj from being semimartingales. In particular, no option is a σ-martingale, i.e. the
model is not risk-neutral.
One possible approach to overcome such problems will be a consistency condition which
will remove the dynamics of X from the drift condition. If additionally the code-book
process is an Ito¯-process, i.e. dZ(t) = b(t)dt+ s(t)dW (t), its drift coefficient b will depend
linearly on s2 and explosion of the drift near maturity can be prevented. Moreover, the
consistency condition formalises the statement that X locally behaves as YZ .
DEFINITION II.1.13. Let (X,Z) be a dynamic model defined on the simple model class
(Yk)k∈K with K ⊂ Rn. (X,Z) is consistent or said to satisfy the consistency condition if
Yk is a Markov process and a semimartingale for all k ∈ K (cf. Theorem III.2.8) and
bX(ω, t) := bZ(ω,t)(t,X(ω, t−)),
cX(ω, t) := cZ(ω,t)(t,X(ω, t−)) and
FX(ω, t, A) := FZ(ω,t)(t,X(ω, t−), A)
is a version of the local characteristics of X , where (bk, ck, F k) denotes a state-dependent
version of the local characteristics of Yk, i.e.
bYk(ω, t) = bk(t, Y (ω, t−)),
cYk(ω, t) = ck(t, Y (ω, t−)) and
F Yk(ω, t, A) = F k(t, Y (ω, t−), A)
For a dynamic model (X,Z) where X and Z are locally independent (see A.1.4) the
consistency condition has two important consequences. First the drift condition simplifies
to a much easier condition and second martingale property for exp(X) if required can be
studied in the simple model class instead. We begin with the first one.
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LEMMA II.1.14. Let (X,Z) be a consistent dynamic model, j ∈ {1, . . . , n}, t ∈ [0, Tj)
and define
R(t) :=
∫ (
Gj(t,X(t−) + x, Z(t−))−Gj(t,X(t−), Z(t−))
)
FX(t, dx)
+D1Gj(t,X(t−), Z(t−)) +D2Gj(t,X(t−), Z(t−))bX(t)
+
1
2
D22Gj(t,X(t−), Z(t−))cX(t),
where (bX , cX , FX) is a version of the local characteristics of X . Then R = 0 a.s.
PROOF. For any k ∈ K let bˆk, cˆk, Fˆ k be the functions defined as in Definition II.1.13 for
the Markov semimartingale Yk. The consistency condition and A.1.1 yield R = 0 a.s. 
THEOREM II.1.15. Let (X,Z) be a consistent dynamic model based on a simple model
class (Yk)k∈K with K ⊂ Rn and such that X and Z are locally independent (see A.1.4).
Then (X,Z) satisfies the drift condition if and only if for all j ∈ {1, . . . , n} and almost all
t ∈ [0, Tj) ∫
|Gj(t,X(t−), Z(t) + z)−Gj(t,X(t−), Z(t))|FZ(t, dx) <∞ and
D3Gj(t,X(t−), Z(t−))bZ(t)
= −1
2
D23Gj(t,X(t−), Z(t−))cZ(t)
−
∫
(Gj(t,X(t−), Z(t) + z)−Gj(t,X(t−), Z(t)))FZ(t, dx), (II.1.4)
where (bZ , cZ , FZ) is a version of the local characteristics of Z. If Z has continuous paths,
then Equation (II.1.4) reduces to
D3Gj(t,X(t−), Z(t−))bZ(t) = −1
2
D23Gj(t,X(t−), Z(t−))cZ(t).
PROOF. This is a direct consequence of Equation (II.1.3) local independence and Lemma
II.1.14. 
Now we turn to the second consequence, which is particularly interesting for f = exp.
THEOREM II.1.16. Let (X,Z) be a consistent dynamic model defined on the simple
model class (Yk)k∈K with K ⊂ Rn. Let f : R → R be a C2-function such that f(Yk) is
integrable for all k ∈ K. Suppose that f(Yk) is a σ-martingale for all k ∈ K. Then f(X)
is a σ-martingale.
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PROOF. For all k ∈ K let bˆk, cˆk, Fˆ k be the functions defined as in Definition II.1.13 for
the Markov semimartingale Yk. Define
δ(t, x, k) := f ′(x)bk(t, x) +
1
2
f ′′(x)ck(t, x) +
∫
R
(f(x+ h)− f(x)− f ′(x)h)F k(t, dh).
Proposition A.1.1 yields δ(t, Yk(t), k) is the drift coefficient of the semimartingale f(Yk).
Thus Proposition A.1.3 yields δ(t, x, k) = 0 for almost all t ≥ 0, x ∈ R, k ∈ K. In
particular, δ(t,X(t−), Z(t−)) = 0. Proposition A.1.1 implies that it is the drift coefficient
of the semimartingale f(X) and thus f(X) is a σ-martingale by Proposition A.1.3. 
Given a simple model class (Yk)k∈K we can now start to construct a risk-neutral consis-
tent dynamic model according to the following steps:
(1) Choose the martingale part M of Z.
(2) Find the drift part for Z according to the (simplified) drift condition (see Theorem
II.1.15).
(3) The process X is now determined by the consistency condition.
If all steps are done, then (X,Z) is a risk-neutral consistent dynamic model where the dy-
namics are given under the pricing measure. Step 2 is the hard part. While the general drift
condition II.1.10 also depends on both the dynamics and the state of the process X , the
simplified drift condition II.1.15 depends not on the dynamics of X . Due to this state de-
pendence we want to study uniqueness and existence of consistent dynamic models (X,Z)
in a Markovian setup.
Usually there are many risk-neutral non-consistent dynamic models. But it is much more
difficult to construct a risk-neutral non-consistent dynamic model given the martingale part
of the code-book process than constructing risk-neutral consistent dynamic models. The
following example shows that the consistency condition can be very restrictive.
EXAMPLE II.1.17 (Black-Scholes model with one call option). Let n = 1, f : R →
R, x 7→ (ex − 1)+, K := R+ and T > 0. Let W be an SBM and define
Yk(t) :=
−k2
2
t+ kW (t).
Then exp(Yk) is a martingale for all k ∈ K and the option prices are given by the Black-
Scholes formula
G(t, x, k) = exΦ
(
x+ tk2/2√
tk2
)
− Φ
(
x− tk2/2√
tk2
)
.
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In this setup we investigate dynamic models (X,Z) such that the martingale part of Z is
0. Assume that (X,Z) is a risk-neutral dynamic model such that Z(t) = Z(0) +
∫ t
0
β(s)ds
is deterministic and X(t) =
∫ t
0
b(s)ds +
∫ t
0
a(s)dW (s) has the property that exp(X) is a
martingale. Then b(s) = −a
2(s)
2
. Since
G(t,X(t), Z(t)) = E(f(X(T ))|Ft) = G
(
t,X(t),
(
∫ T
t
a(s)ds)2
T − t
)
,
we have Z(t) =
(∫ T
t
a(s)ds
)2
/(T − t). The local characteristics of X are (b, a2, 0) and
those of Yk are (−k
2
2
, k, 0).
We conclude that any time-inhomogeneous Black-Scholes model leads to a code-book
process with vanishing martingale part.
If (X,Z) is a risk-neutral consistent dynamic model such that Z is of finite variation,
then the simplified drift condition (see Theorem II.1.15) yields that Z is constant. From
the definition of the consistency condition we can see that X has the same distribution as
X(0) + YZ(0), i.e. X is Brownian motion with constant volatility.
1.4. Admissible code-book models. In this section we want to connect the uniqueness
and existence problem for risk-neutral consistent dynamic models with a uniqueness and
existence problem for a martingale problem. To motivate the Markovian setup let us assume
that we have a risk-neutral consistent dynamic model (X,Z) where X and Z are locally
independent and dZ(t) = b(t)dt+
√
c(t)dW (t) for an SBM W . If we assume that
√
c(t) =
σ(t,X(t), Z(t)) with some deterministic function σ, then the simplified drift condition (see
Theorem II.1.15) yields
b(t) = β(t,X(t), Z(t))
:= −1
2
(D3G(t,X(t), Z(t))−1
 n∑
a,b=1
∂ka∂kbGj(t,X(t), Z(t))[(σσ
>)(t,X(t), Z(t))]a,b

where β is a deterministic function. In other words risk-neutrality implies that β is deter-
mined by σ in all relevant states.
DEFINITION II.1.18. We call a pair of measurable functions
β : R+ × R×K → Rn
σ : R+ × R×K → Rn×l
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code-book dynamics. Code-book dynamics are called admissible if
D3Gj(t, x, k)β(t, x, k) = −1
2
(
n∑
a,b=1
∂ka∂kbGj(t, x, k)[(σσ
>)(t, x, k)]a,b
)
(II.1.5)
for all j,∈ {1, . . . , n}, t ∈ [0, Tj), x ∈ R, k ∈ int(K) and if
βj(t, x, k) = 0, σj(t, x, k) = 0
for (t, k) ∈ ([0, Tj)× int(K))c.
First we show that the admissibility condition implies risk-neutrality under some restric-
tions. Above we have seen that in some sense the converse is also true.
COROLLARY II.1.19. Let (X,Z) be a consistent dynamic model such that X and Z are
locally independent, Z is continuous and its local characteristics (bZ , cZ , 0) are given by
bZ(t) = βZ(t,X(t−), Z(t)), (II.1.6)
cZ(t) = (σZσ
>
Z )(t,X(t−), Z(t)) (II.1.7)
for some admissible code-book dynamics (βZ , σZ). Then (X,Z) is risk-neutral.
PROOF. Let j ∈ {1, . . . , n}, t ∈ [0, Tj). Due to the admissibility condition we have
D3Gj(t,X(t−), Z(t))bZ(t) = −1
2
D23Gj(t,X(t−), Z(t))cZ(t).
Theorem II.1.15 yields the claim. 
We now turn to the question whether a consistent model (X,Z) as in Corollary II.1.19
exists for given admissible code-book dynamics (βZ , σZ).
LEMMA II.1.20. Let (βZ , σZ) be code-book dynamics, C0 := C0(R+ × R × K) and
define the operator
E : D(E ) ⊂ C0 → C0,
E g(t, x, k) = ∂tg(t, x, k) + G
kg(t, x, k) +Dkg(t, x, k)βZ(t, x, k)
+
n∑
i,j=1
1
2
∂ki∂kjg(t, x, k)(σZσ
T
Z)i,j(t, x, k).
Let x ∈ R, k ∈ K and define the measure µ := δ0 ⊗ δx ⊗ δk on R+ × R × K. Let
Θ : R+ → R+, t 7→ t, let X be a semimartingale with values in R and Z a semimartingale
with values in K such that Zj is constant after Tj for all j ∈ {1, . . . , n}. Then there is
equivalence between
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(1) (Θ, X, Z) is a solution to the martingale problem (E , µ) in the sense of [18, Chapter
4.3], i.e. P (Θ(0),X(0),Z(0)) = µ and
M g(t) := g(Θ(t), X(t), Z(t))−
∫ t
0
f(Θ(s), X(s), Z(s))ds
is a martingale for all (g, f) ∈ E ,
(2) (X,Z) is a consistent dynamic model such that X(0) = x, Z(0) = k, X and Z are
locally independent and (bZ , cZ , 0) is a version of the local characteristics of Z, where
bZ(t) = βZ(t,X(t−), Z(t)) and (II.1.8)
cZ(t) = σZσ
>
Z (t,X(t−), Z(t)). (II.1.9)
PROOF. Observe that the domain of E contains all infinitely differentiable functions
with compact support, due to [15, Theorem 7.16(ii)].
(1)⇒ (2) : Since
P ((Θ, X, Z)(0) = (0, x, k)) = µ({(0, x, k)}) = 1
we have X(0) = x and Z(0) = k a.s. Theorem III.2.8 implies that (Θ, X, Z) is a semi-
martingale which allows for local characteristics and the characteristics of Z are given as
asserted. Moreover, Lemma A.2.9 yields X and Z are locally independent.
(2) ⇒ (1) : The initial distribution of (Θ, X, Z) is given by µ. Let g ∈ D(E ) denote a
C2 function. We have to show that
M g(t) := g(Θ(t), X(t), Z(t))−
∫ t
0
E g(Θ(s), X(s−), Z(s))ds
exists and that it is a local martingale. Since g ∈ D(E ) ⊂ C, the function g is bounded
and hence g(Θ, X, Z) is a special semimartingale. Propositions A.1.1, A.1.3, the consis-
tency condition and the local independence of X and Z yield that the drift coefficient of
g(Θ, X, Z) is given by E g(Θ, X, Z). HenceM g is a bounded σ-martingale and [26, Lemma
3.1] yields that M g is a martingale. 
THEOREM II.1.21. Let (βZ , σZ) be admissible code-book dynamics, x ∈ R, k ∈ K and
assume that existence for the martingale problem (E , δ0 ⊗ δx ⊗ δk) in Lemma II.1.20 holds
in the sense of [18, Section 4.5]. Then there is a consistent dynamic model (X,Z) such that
(1) X(0) = x and Z(0) = k,
(2) X and Z are locally independent semimartingales,
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(3) Z is a continuous semimartingale such that a version of its local characteristics is given
by Equations (II.1.8, II.1.9).
Moreover, any consistent dynamic model satisfying (1) to (3) is risk-neutral.
If in addition uniqueness holds for the martingale problem (E , δ0 ⊗ δx ⊗ δk), then the
distributions of any two consistent dynamic models (X,Z) and (X ′, Z ′) satisfying (1) to (3)
coincide. Finally, if uniqueness holds for the martingale problem E , i.e. uniqueness holds
for the martingale problem (E , µ) for any probability measure µ on R+ × R× E, then any
dynamic model satisfying (1) to (3) is a time-inhomogeneous Markov process.
PROOF. By assumption there is a solution (X,Z) to the martingale problem. Following
the proof (1) ⇒ (2) of Lemma II.1.20 we can see that (3) holds. Hence the admissibility
condition implies
bZj(t) = βj(t,X(t−), Z(t)) = 0,
cZj(t) = (σσT )j,j(t,X(t−), Z(t)) = 0
for t > Tj . Consequently, Zj is almost constant after Tj . Hence Lemma II.1.20 yields that
(X,Z) is a consistent dynamic model satisfying (1) to (3). Now assume that (X ′, Z ′) is
any such model. Then Corollary II.1.19 yields risk-neutrality. Moreover, by Lemma II.1.20
(X ′, Z ′) is solution to the martingale problem as well.
The last statement is a consequence of [18, Theorem 4.4.2]. 
We now combine the results of the abstract framework in some more specific setup.
COROLLARY II.1.22. Assume that fj(x) = (ex − eyj)+ for y1, . . . , yn ∈ R and assume
that exp(Yk) is a martingale for any k ∈ K. Let (β, σ) be admissible code-book dynamics.
Let E bet the martingale problem given in Lemma II.1.20 and let x ∈ R, k ∈ K. If (Θ, X, Z)
is a solution to the martingale problem (E , δ0 ⊗ δx ⊗ δk) with Θ(t) = t, then (X,Z) is a
consistent dynamic model and
(1) exp(X) is a local martingale,
(2) Oj(t) := (G(t,X(t), Z(t)))j is a positive local martingale for any j = 1, . . . , n, t ∈
[0, Tj],
(3) X(0) = x and Z(0) = k,
(4) X and Z are locally independent semimartingales and
(5) Z is a continuous semimartingale such that a version of its local characteristic is given
by Equations (II.1.8, II.1.9).
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If (X ′, Z ′) is another consistent dynamic model which satisfies (3) to (5) and uniqueness
holds for (E , δ0⊗δx⊗δk), then the distributions of (X ′, Z ′) and (X,Z) coincide. If exp(X)
is a martingale, then (X,Z) is strongly risk-neutral.
PROOF. Except for the (local) martingale properties, this is a restatement of Theorem
II.1.21. Theorem II.1.16 yields exp(X) is a local martingale. By Theorem II.1.21 Oj is a
σ-martingale and hence a local martingale because it is positive. Let j ∈ {1, . . . , n}, t ∈
[0, Tj], k ∈ K, x ∈ R and denote the transition function of Yk by p. Then
Gj(t, x, k)j =
∫
R
fj(y)p(t, x, Tj, dy) ∈ [0, exp(x)].
In particular, 0 ≤ Oj ≤ exp(X). If exp(X) is a martingale, then Oj is bounded by a
martingale and hence it is a martingale. 
The two most crucial assumptions of Corollary II.1.22 are the admissibility of (β, σ) and
existence and uniqueness for the martingale problem. However, due to Lemma II.1.6 there
is a good chance of Gj to be analytic. Together with Proposition II.1.5 we can see that there
is (up to some regularity) only one choice for β except for a particular small set (invertibility
in at least one point assumed).
In the specific framework in Section 3 below we show existence and uniqueness for
the martingale problem given admissible and Lipschitz-continuous code-book dynamics.
However, Lipschitz-continuity of σ will, in general, not imply Lipschitz-continuity of β.
Consequently, we need a condition that ensures Lipschitz-continuity of β.
LEMMA II.1.23. Let σ : R+ × R × K → Rn×l be Lipschitz-continuous with compact
support such that it is absolutely bounded by a constant multiple of
λ(t, x, k) :=
exp
(
−1
| det(D3G(t,x,k))|
)
if D3G(t, x, k) is invertible,
0 otherwise,
for t ∈ [0, T1), x ∈ R, k ∈ int(K). Assume that λ 6= 0 and that Gj(·, x, k) is analytic on
the interval [0, T1) for all j ∈ {1, . . . , n}, x ∈ R, k ∈ K. Then there is a unique Lipschitz-
continuous function
β : [0, T1]× R×K → R
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such that
D3Gj(t, x, k)β(t, x, k) = −1
2
(
n∑
a,b=1
∂ka∂kbGj(t, x, k)[(σσ
>)(t, x, k)]a,b
)
for any j ∈ {1, . . . , n}, t ∈ [0, T1), x ∈ R, k ∈ int(K) satisfying {βj = 0} ⊂ {λ = 0}.
PROOF. Let d(t, x, k) := det(D3G(t, x, k)) for all (t, x, k) ∈ R+ × R × K and let β
be defined as in Equation (II.1.5) where λ 6= 0 and 0 otherwise. Then (β, σ) is admissible
by definition. Moreover, the inverse Function theorem yields that β is locally Lipschitz-
continuous on the set E where λ is non-zero. A simple estimation yields that
‖β(t, x, k)‖ ≤ ‖(D3G(t, x, k))−1‖b(t, x, k)λ2(t, x, k)
for some bounded function b. Moreover,
‖(D3G(t, x, k))−1‖ ≤ Cn‖D3G(t, x, k)‖n−1/|d(t, x, k)|
for some constant Cn only depending on n. Hence
‖β(t, x, k)‖ ≤ bˆ(t, x, k)λ2(t, x, k)/|d(t, x, k)|
for some bounded function bˆ. On E we have λ2/|d| = exp(−2/(|d|))/|d|. Since d is
holomorphic λ/|d| vanishes on the set of zeros of d. Hence β has a unique locally Lipschitz-
continuous extension to the set of zeros of d which is zero. Since σ has compact support,
the same is true for β. Hence β is Lipschitz-continuous. 
2. A review of the LIBOR model
In this section we want to demonstrate that our framework applied to interest rate mar-
kets leads, in some sense, to the LIBOR model as presented in [32, section 14.3]. The
securities of primary interest are the zero coupon bonds which guarantee the holder a payoff
of 1 at a fixed maturity T . Usually zero coupon bonds with several maturities are traded
liquidly and we denote the price process of a zero coupon bond at time t with maturity T by
B(t, T ). In particular B(T, T ) = 1. The zero coupon bonds can be seen as derivatives on
the numeraire S = eX with discounted payoff function f(x) = e−x.
For the entire section let Tj := jδ for j ∈ {0, . . . , n}, δ > 0 denote the maturities of the
traded zero coupon bonds.
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2.1. Simple models. We want to introduce a dynamic model, thus we need a simple
model class. Very simple models in interest rate theory are time-inhomogeneous determin-
istic models with a bank account where the short rate changes only at dates T1, . . . , Tn.
These models can be identified by the n-tuple of their LIBOR rates for the respective n time
intervals. Set K := Rn+ for k ∈ K we define a deterministic bank account by
exp(Yk(t)) :=
n∏
l=1
(1 + δkl)
(Tl∧t)−(Tl−1∧t)
δ
= exp
(
n∑
l=1
(Tl ∧ t)− (Tl−1 ∧ t)
δ
log(1 + δkl)
)
.
In this model the prices of arbitrage-free derivatives are constant multiples of exp(Yk). In
particular, the only arbitrage-free prices for the zero coupon bonds are given by
B(t, Tj) = exp(Yk(t)− Yk(Tj))
for j ∈ {1, . . . , n}. Using the bank account as a numeraire, the discounted zero coupon
bond prices are given by
Bˆ(t, Tj) = exp(−Yk(Tj)) =
j∏
l=1
1
1 + δkl
for j ∈ {1, . . . , n}. If we interpret Yk as underlying, then the payoff function for the dis-
counted bonds is given by f : R → R, x 7→ e−x. Hence the pricing function for the
discounted zero coupon bonds in this simple model class is given by
Gj(t, x, k) = e
−x
j∏
l=1
(1 + δkl)
(Tl∧t)−(Tl−1∧t)
δ
−1,
which is clearly analytic in all of its variables outside the maturities. Observe thatD3G(t, x, k)
is a triangular matrix and the entries on the diagonal are given by
∂kjGj(t, x, k) =
(Tj ∧ t)− (Tj−1 ∧ t)− δ
δ(1 + δkj)
Gj(t, x, k).
Finally we calculate a version of the local characteristics of Yk, which is given by
(bk, 0, 0) where
bk(t) =
1
δ
log(1 + δkj)
for t ∈ [Tj−1, Tj), j ∈ {1, . . . , n}.
2. A REVIEW OF THE LIBOR MODEL 54
2.2. Dynamic model. Using the models (Yk)k∈K from the previous section as simple
models, we discuss and try to construct risk-neutral dynamic models for the discounted
market.
Assume that we have a strongly risk-neutral dynamic model (X,Z) where exp(X) is the
numeraire process. The prices of the discounted zero coupon bonds in the dynamic model
are defined by
Bˆ(t, Tj) := Gj(t,X(t), Z(t)).
In particular, Bˆ(Tj, Tj) = Gj(Tj, X(Tj), Z(Tj)) = exp(−X(Tj)). Moreover, the drift
rate b of Z is given by the drift condition II.1.10, which is explicit because D3G(t, x, k) is
invertible. However, as long as the local dynamics of X are not known, nothing specific can
be said about b. The LIBOR rates (cf. [32, section 14.3]) in the dynamic model are
L(t, Tj) :=
1
δ
(B(t, Tj)/B(t, Tj+1)− 1)
= Zj+1(t)
for all t ∈ [0, Tj]. Not surprisingly the code-book in the dynamic model consists of the
LIBOR rates. This is also true for the simple models above by definition.
Now assume that
dZj(t) = bj(t)dt+ Zj(t)aj(t)dW (t) (II.2.1)
for some 1-dimensional Brownian motion W , where a is deterministic and b is predictable.
Let j ∈ {2, . . . , n}. Define the martingale D(t) := Bˆ(t,Tj)
Bˆ(0,Tj)
. The Tj-forward measure is the
measure Q given by dQ
dP
= D. By Girsanov’s theorem (see [25, Theorem III.3.24]) we have
dL(t, Tj−1) = dZj(t) = b
Q
j (t)dt+ Zj(t)aj(t)dW
Q(t)
for some stochastic process bQ and some Q-Brownian motion WQ. The process Zj is a
Q-martingale since Zj(t) = 1δ (Bˆ(t, Tj−1)/Bˆ(t, Tj) − 1) and since the discounted process
Bˆ(t, Tj−1)/Bˆ(t, Tj) is a Q-martingale. Consequently bQ = 0. Hence
dL(t, Tj−1) = L(t, Tj−1)aj(t)dWQ(t)
under Q. Thus we recover a standard log-normal LIBOR model, cf. [32, section 14.3].
Now we want to discuss the meaning of the consistency condition for the model. We
now assume that (X,Z) is a risk-neutral and consistent dynamic model satisfying Equation
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(II.2.1). Then a version of the local characteristics of X is given by (bX , 0, 0), where
bX(t) =
1
δ
log(1 + δZj(t))
for t ∈ [Tj−1, Tj), j ∈ {1, . . . , n}. Then X can be seen as a bank account with stochastic
short rate bX , where the short rate coincides with one of the code-book components.
Let us now address construction and uniqueness of such models. Assume that aj is
continuous and aj(t) ≤ c(Tj − (Tj ∧ t)) for some constant c ∈ R+. Theorem II.1.15
yields that there is a function β such that (β, a) is admissible code-book dynamics and β is
unique up to a set of Lebesgue measure 0. This function β has a bounded and continuous
version. [35, Theorem 11.2] yields uniqueness and existence for the martingale problem
E where E is defined as in Lemma II.1.20. Lemma II.1.20 yields that there is a unique
consistent dynamic model (X,Z) associated with (β, a). By Corollary II.1.19 this model is
risk-neutral.
3. Modelling stock options
In this section we want to focus on a concrete simple model class, which will consist
of time-inhomogeneous Lévy processes. The Lévy-Khintchine formula yields that the class
of all Lévy models is naturally parametrised by their Lévy-Khintchine triplet. Since we are
only interested in consistent dynamic models (X,Z) where exp(X) is a martingale, we will
only use Lévy processes which satisfy the second assumption of Theorem II.1.16, i.e. their
exponentials are martingales. In this special setup the drift coefficients of the Lévy processes
are determined by the quadratic variation and the Lévy measure. Since the set of Lévy
measures is infinite-dimensional, we focus on Lévy measures which are concentrated on a
given finite set. These Lévy-measures can be parametrised by their intensities λ1, . . . , λn at
the given jump heights.
Throughout this section we will only work with Lévy measures which have no mass in
a neighbourhood of zero. Thus we can choose a truncation function which is the identity
in this neighbourhood and zero otherwise. This removes the truncation function from all
formulas where a truncation function is usually needed. Let n ∈ N and f0, f1, . . . , fn real-
valued measurable functions which are exponentially bounded and 0 < T0 ≤ T1 ≤ ... ≤ Tn.
On C := C(R,R) we define the operators
• C : C2(R,R)→ C, f 7→ 1
2
(f ′′ − f ′),
• Ah : C1(R,R)→ C, f 7→ (x 7→ (f(x+ h)− f(x)− (eh − 1)f ′(x)))
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for all h ∈ R\{0} and A0 := 0. Note that the restriction of C and Ah to C0 := C0(R,R)
are generators of Feller semigroups and the restriction of Ah to C0 is the generator of a C0-
group, i.e. a mapping U : R→ L(C0) which is a strongly continuous group-homomorphism
from (R,+) to (L(C0), ◦). Moreover, by [18, Theorem 8.3.4] they generate Lévy processes,
i.e. any solution to the martingale problem C resp. A h is a Lévy process. The transition
semigroup generated by C will be denoted by V and the transition semigroup generated by
Ah will be denoted by W h.
REMARK II.3.1. A Lévy process L with generator C admits the Ito¯ decomposition
dL(t) = −1
2
dt+ dB(t)
for some standard Brownian motion B. In particular, d exp(L)(t) = exp(L)dB(t) by Ito¯’s
formula and hence exp(L) is a martingale. Likewise, a Lévy process L with generator Ah
can be written as
dL(t) = (eh − 1)dt+ hdN(t)
where N is a standard Poisson process. Ito¯’s formula yields again that exp(L) is a martin-
gale.
A Lévy process L with characteristics (b, c, F ), the property that exp(L) is a martingale
and the property that the Lévy measure is of the form F =
∑n
i=1 λiδhi for some n ∈ N has
the generator
cC +
n∑
i=1
λiAhi , (II.3.1)
i.e. C ,Ahi are the generators of exponentially compensated Brownian motion, resp. expo-
nentially compensated Poisson process.
3.1. Simple model setup. In this section we will use the simple models
dYk(t) = W (ct) +
n∑
j=1
hjNj(λjt) (II.3.2)
for the log-return of the stock where W is a exponentially compensated standard Brownian
motion, i.e. W is a Brownian motion with volatility 1 such that exp(W ) is a martingale,
N1, . . . , Nn are independent exponentially compensated SPP, i.e. N1 is a Poisson process
with intensity 1, jump height 1 and drift rate in such a way that exp(N1) is a martingale,
h1 < ... < hn are real numbers and
k := (c, λ1, . . . , λn) ∈ K := {(k0, . . . , kn) : k0 6= 0 and kj ∈ R+ for j = 1, . . . , n}.
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Since the simple models are Lévy models there are several pricing methods for the European
call options, e.g. pricing via Fourier transform, see Proposition II.3.10, or via power-series,
see Corollary II.3.8. We aim at constructing consistent and risk-neutral dynamic models
where the code-book process is an Ito¯-process in the form
dZ(t) = bZ(t)dt+
√
cZ(t)dB(t)
where B is an SBM independent of W,N1, . . . , Nn. The consistent dynamic models (X,Z)
coincide in law with process of the form
dX(t) = W
(∫ t
0
Z0(s)ds
)
+
n∑
j=1
hjNj
(∫ t
0
Zj(s)ds
)
,
Such a model can be easily approximated by an Euler scheme which converges weakly to
the process, see [7, Theorem].
The generator for the simple model Yk is given by
G k := cC +
n∑
j=1
λjAhj
where k = (c, λ1, . . . , λn) ∈ K. We also define Gs :=
∑`
j=1 G
sjG sj for all s ∈ K l which
will be needed later. Moreover, the transition semigroup associated with the generator G k is
given by
Ukt := W
h1
λ1t
◦ · · · ◦W hnλnt ◦ Vct,
where V is the transition semigroup generated by W and W hj is the transition semigroup
generated by Nj . The transition semigroups W hj ,W hi , V commute, since the resolvents of
the generators Ahj ,C commute. In this section we work with a single maturity T := T1
and assume T = Tj for all j = 0, . . . , n. More maturities can later be added to the theory,
but for that we will have to change the simple models to piecewise Lévy processes which
change their triplets at the maturities (see Section 3.4). As usual let
Gj : [0, T ]× R×K → R, (t, x, k) 7→ UkT−tfj(x).
The following programme is to apply the general theory to this particular example and
to provide computer applicable formulas. We start here with an informal step by step in-
struction. The readers that are interested in the theoretical part only can skip this instruction.
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(1) First we choose jump heights h1, . . . , hn. Then we have n + 1 parameters, namely the
diffusion coefficient c and the intensities λ1, . . . , λn of jumps with heights h1, . . . , hn
respectively. We also choose a maturity T and n + 1 payoff functions f0, . . . fn which
determine the type of European option, e.g. call/put. Then the number of parameters
and the numbers of options coincide, hence perfect calibration may be possible. We
assume that the market behaves like a consistent dynamic model (X,Z) which is risk-
neutral under the pricing measure, that X and Z are locally independent and that Z is
continuous. Calibrated parameters are understood as states of the process Z which are
observable from present market data.
(2) As usual we assume that
dZ(t) = b(t)dt+
√
c(t)dB(t)
for some SBB B. We have to specify the process c in some way. Here we will assume
that √
c(t) = σ(t,X(t), Z(t)).
Then Girsanov’s theorem, see [25, Theorem III.3.24] yields that under the physical
measure Q there is a Brownian motion BQ and some drift process bQ such that
dZt = b
Q(t)dt+ σ(t,X(t), Z(t))dBQ(t).
Thus one could use observed states from a time series to estimate the diffusion coeffi-
cient σ of the process Z.
(3) Since (X,Z) is risk-neutral we need admissible code-book dynamics (β, σ) where β is
given by II.1.18. However, in order to calculate β we need explicit expressions for Gj
and its first two derivatives. If the payoff functions are in the form fj(x) = (ex− eyj)+,
i.e. if we are talking about European call options with log-strikes yj , we can use the for-
mulas in Proposition II.3.10 below, noting thatGj(t, x, k) = UkT−tfj(x). In any case the
derivatives are given in Proposition II.3.7 below. The expressions occurring in Proposi-
tion II.3.7 can be computed using power series, see Corollary II.3.8 and Theorem II.3.9
below.
(4) Now, we can compute the local characteristics of Z given the state of X and Z. The
volatility of X is simply Z0 and the intensities of X are Z1, . . . , Zn of jumps with
heights h1, . . . , hn respectively. We can approximate the resulting models with an
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Euler-scheme and expectations can be calculated by Monte-Carlo simulation, cf. [7,
Theorem].
We start with some technical lemmas.
LEMMA II.3.2. exp(Yk) is integrable for all k ∈ K.
PROOF. Let k ∈ K. Then exp(Yk) is a martingale and hence it is integrable. 
LEMMA II.3.3. Let (c, λ1, . . . , λn) = k ∈ K. The conditional characteristic function of
Yk(T )− Yk(t) is given by
E
(
exp
(
iuYk(T )− iuYk(t)
)|Yk(t))
= exp
(
(T − t)
(
− c
2
(u2 + iu) +
n∑
j=1
λj
(
eiuhj − 1− iuhj
)))
for any t, T ∈ R+ with t ≤ T and any u ∈ R.
PROOF. This follows directly from [25, Theorem II.4.15]. 
COROLLARY AND DEFINTION II.3.4. The conditional characteristic function of Yk(T )−
Yk(t) has an entire extension and only depends on (T − t)k. Indeed, it is equal to the char-
acteristic function of Y(T−t)k(1) − Y(T−t)k(0) and its entire extension will be denoted by
Yˆ(T−t)k. Moreover, we have
UkT−t = U
(T−t)k
1 .
The remaining part of this chapter aims at providing computer applicable formulas for
Gj and its first two derivations. We introduce two approaches. One relies on the fact that
the option prices for European call options in the Black-Scholes model are known in closed
form. The other one is a Fourier analytic approach. However, first of all we have to prove
that Gj is a C2 function. Indeed, it is analytic.
LEMMA II.3.5. Let f : R→ C be an exponentially bounded function, i.e. |f(x)| ≤ aeb|x|
for some a, b ∈ R+. Then f(Yk) is integrable for all k ∈ K and (t, x)→ Vtf(x) is analytic
for any t > 0, x ∈ R. If f is analytic as well, then (t, x) 7→ W ht f(x) is analytic in all
variables for all h ∈ R. In the special case f = exp we have W ht f(x) = f(x) and
Vtf(x) = f(x) for any x ∈ R.
In particular, the pricing function
Gj : [0, Tj]× R×K → C, (t, x, k) 7→ Ukt fj(x)
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is analytic on its domain outside t = Tj , i.e. it can be developed locally into a power series
in all points (t, x, k) with t ∈ [0, Tj).
REMARK II.3.6. Even though we do not prove it here,Gj has a unique analytic extension
to [0, Tj)× R× R++ × Cn.
PROOF. Let k ∈ K and t ∈ R. Then Corollary II.3.4 yields
E|f(Yk(t))| ≤ aE|eb|Ytk|| ≤ aYˆtk(ib) + Yˆtk(−ib) <∞
Lemma II.1.6 yields (t, x) 7→ Vtf(x) is analytic.
Now assume that f is analytic and let N be a standard Poisson process. Then
W ht f(x) = E(f(hN(t) + x)) = exp(−t)
∞∑
α=0
tα
α!
f(hα + x).
The right-hand side is analytic with respect to t and to x because∣∣∣∣∣exp(−t)
∞∑
α=0
tα
α!
f(hk + x)
∣∣∣∣∣ ≤ exp(−t)
∞∑
α=0
tα
α!
aeb|hα+x|
= aeb|x|et(e
b|h|−1).
We have shown thatGj is separately holomorphic. [30, Section 1.2] yields it is analytic. 
3.1.1. Option prices as power series. The partial derivatives of Gj can be expressed in
terms of the semigroup U and the generators C ,Ahj . In view of semigroups, in some sense
we have the equation Ukτ = exp(τG
k) and the naive k-derivation on the right hand side
yields ∂kjU
k
τ = τG
ejUkτ where ej is the jth unit vector.
PROPOSITION II.3.7. Let (c, λ1, . . . , λn) = k ∈ int(K), j, `,m ∈ {1, . . . , n}, x ∈ R
and t < Tj . Then the first two partial derivations of Gj are given by:
• Gj(t, x, k) = UkT−tfj(x),
• ∂cGj(t, x, k) = (T − t)CUkT−tfj(x),
• ∂λ`Gj(t, x, k) = (T − t)Ah`UkT−tfj(x),
• ∂c∂cGj(t, x, k) = (T − t)2CCUkT−tfj(x),
• ∂c∂λ`Gj(t, x, k) = (T − t)2Ah`CUkT−tfj(x),
• ∂λ`∂λmGj(t, x, k) = (T − t)2Ah`AhmUkT−tfj(x).
PROOF. Lemma II.3.5 implies that Gj is analytic in the interior of its domain, so the
partial derivations exist.
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Let s ∈ R+, c(T − t) > s and φ ∈ C infinitely differentiable with compact support such
that φ is constant 1 in a neighbourhood of 0. Then φn : x 7→ φ(x/n) approximates 1 locally
uniformly and its derivations approximate 0 locally uniformly. Define A := W h1λ1(T−t) ◦ · · · ◦
W hnλn(T−t), g := Vsfj . Then φng ∈ C0(R,R) and it is infinitely differentiable. Thus
∂cAVc(T−t)−s(φng) = A∂cVc(T−t)−s(φng)
= (T − t)ACVc(T−t)−s(φng)
= (T − t)AVc(T−t)−sC (φng)
→ (T − t)AVc(T−t)−sC g
= (T − t)CUk(T−t)fj,
where the convergence is locally uniformly. Since ∂c is a closed operator, by convergence
of ∂c(AVc(T−t)−s(φng)) and since AVc(T−t)−s(φng) converges to AVc(T−t)−sg we conclude
(T − t)CUk(T−t)fj = lim
n→∞
∂c(AVc(T−t)−s(φng))
= ∂c(AVc(T−t)−sg).
= ∂cU
k
(T−t)fj.
The same arguments apply to the other derivatives. 
Since we now have ∂cGj(x, t, k) = (T − t)CUkT−tfj(x), we would need Gj(t, x, k) =
UkT−tfj(x) in closed form if we want to apply the differential operator C . However, U
k
is the composition of simpler semigroups which commute. Since Vtf is analytic we have
Vtf ∈ dom(G ej). Consequently, we have CUkT−tf = U (0,k1,...,kn)T−t CVk0tf and CVtf is
known in closed form if f(x) = (ex − ey)+. Indeed, Vk0tf is the price of a European call
option in the Black-Scholes model with volatility k0.
COROLLARY II.3.8. Let y ∈ R,
f : R→ R, x 7→ (ex − ey)+,
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(c, (λ1, . . . , λn)) = k ∈ int(K), j, l ∈ {1, . . . , n}, x ∈ R and t < T . Then
∂cU
k
T−tf(x) = (T − t)W h1λ1t ◦ ... ◦W hnλntCVtcf(x),
∂λjU
k
T−tf(x) = (T − t)W h1λ1t ◦ ... ◦W hnλntAhjVtcf(x),
Vtcf(x) = e
xΦ
(
x− y + ct/2√
ct
)
− eyΦ
(
x− y − ct/2√
ct
)
,
CVtcf(x) =
1
2
φ
(
x− y − ct/2√
ct
)
and
AhjVtcf(x) = e
x+hj
(
Φ
(
x+ hj − y + ct/2√
ct
)
− Φ
(
x− y + ct/2√
ct
))
+ey+hjΦ
(
x− y − ct/2√
ct
)
− eyΦ
(
x+ hj − y − ct/2√
ct
)
.
Moreover, CVtcf(Yk) and AhjVtcf(Yk) are integrable functions for all k ∈ K.
Finally we have to know how to apply the operator U (0,λ1,...,λn)τ = W h1λ1τ ◦ ... ◦W hnλnτ on
Vtcf,CVtcf and on AhjVtcf . Indeed, U
(0,k1,...,kn)
τ can be expressed as a power series.
THEOREM II.3.9. Let y ∈ R, (c, λ) ∈ K, τ ∈ R+ and f a function such that f(Yk) is
integrable for all k ∈ K. Then
Ukτ f(x) = e
−τλ ∑
α∈Nn0
(τλ)α
α!
Vcτf(x+ αh− τλ(eh − 1))
where we used multi-index notations, i.e. eλ :=
∏n
j=1 e
λj , λα =
∏n
j=1 λ
αj
j , α! =
∏n
j=1 αj!,
αh =
∑n
j=1 αjhj and λ(e
h − 1) = ∑nj=1 λj(ehj − 1).
PROOF. Let j ∈ {1, . . . , n} and L a Poisson process with jump height hj . Then
Uλjejτ f(x) = E(f(L(λjτ)+x−τλj(ehj −1))) = e−τλj
∞∑
α=0
(τλj)
α
α!
f(x+αhj−τλj(ehj −1)).
A simple inductive argument yields the claim. 
3.1.2. Option prices via Fourier transform. As in [14] it is possible to derive option
prices and its derivatives via Fourier representation. Moreover, the Fourier transform of Yk
is known in closed from, see Lemma II.3.3.
PROPOSITION II.3.10. Let (c, λ1, . . . , λn) = k ∈ K, y ∈ R, f : R→ R, x 7→ (ex−ey)+
and
gk : C→ C, u 7→ exp
(
(T − t)
(
−cu
2 + iu
2
+
n∑
j=1
λj(e
iuhj − 1− iu(exp(hj)− 1))
))
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the entire extension of the Fourier transform of Yk(t). Then for any v ∈ R we have
UkT−tf(x) = E(f(x+ Yk(T − t))) = f(x) +
ey
2pi
∫
R+iv
1− gk(u)
u2 + iu
eiu(x−y)du.
The differential operators ∂c and ∂λj applied toU
k
T−tf(x) can be exchanged with the integral
in the Fourier representation, e.g.
∂cU
k
T−tf(x) =
ey
2pi
∫
R+iv
−∂cgk(u)
u2 + iu
eiu(x−y)du =
(T − t)ey
4pi
∫
R+iv
gk(u)e
iu(x−y)du
where ∂cgk(u) = −(T − t)u2+iu2 gk(u) etc.
Of course this formula extends to a much more general class of Lévy processes, see
[14, 4] or Proposition A.4.4.
PROOF. Proposition A.4.4 yields the first part of the proof. gk is a Schawrtz-function
since c > 0 and hence we can exchange the partial derivatives with the integral. 
3.2. Existence result. In the previous section we prepared the formulas which we will
need to set up a risk-neutral and consistent dynamic model. Our aim is to apply Corollary
II.1.22. In order to do so we have to prove existence and uniqueness for the martingale
problem in Lemma II.1.20. In this section we work again with the simple model class
introduced in the previous section, see Equation (II.3.2).
LEMMA II.3.11. Let (X,Z) be a consistent dynamic model. Then X admits the local
characteristics (b, c, F ) with
b(t) = −1
2
Z0(t) +
n∑
j=1
(ehj − 1)Zj(t) (II.3.3)
c(t) = Z0(t) (II.3.4)
F (t, ·) =
n∑
j=1
Zj(t)δhj (II.3.5)
for any t ∈ R+ where δh is the Dirac measure in h. In particular, X is a special semi-
martingale which allows for local characteristics. A version of the local characteristics
(bS, cS, F S) for S := exp(X) is given by
bS(t) = 0 (II.3.6)
cS(t) = S2(t−)Z0(t) (II.3.7)
F S(t, A) =
n∑
j=1
1A
(
S(t−)(ehj − 1)
)
Zj(t). (II.3.8)
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PROOF. The local characteristics of X can be read directly from the consistency condi-
tion (see Definition II.1.13). The local characteristics of S is given by Proposition A.1.1. 
COROLLARY II.3.12. Let (X,Z) be a consistent dynamic model such that Z is contin-
uous and bounded and X,Z are locally independent. Then exp(X) is a martingale.
PROOF. This is a simple application of Lemma II.3.11 and [29, Theorem 3.2]. 
LEMMA II.3.13. Let (β, σ) be Lipschitz-continuous and admissible code-book dynam-
ics, C := C0(R+ × R×K), µ be a Borel probability measure on R+ × R×K and define
the operator
E : D(E ) ⊂ C0 → C,
E g(t, x, k) = ∂tg(t, x, k) + G
kg(t, x, k) +Dkg(t, x, k)βZ(t, x, k)
+
l∑
j=1
1
2
σZ,j(t, x, k)
>D2kg(t, x, k)σZ,j(t, x, k).
Then existence and uniqueness for the martingale problem (E , µ) in the sense of [18, Section
4.3] hold.
PROOF. Define for all b ∈ R+ ∪ {∞}
Tb : C → C, T g(t, x, k) =
n∑
j=1
ab(λj)(g(t, x+ hj, k)− g(t, x, k))
where ab : R+ → R+ is any continuous function bounded by b and ab(x) = x if |x| ≤ b.
Then Tb is a linear and dissipative operator which is bounded if b 6= ∞. Define E ′ :=
E −T∞, then
E ′ : D(E ′) ⊂ C0 → C,
E ′g(t, x, k) = ∂tg(t, x, k) + k1C g(t, x, k) +Dkg(t, x, k)βZ(t, x, k)
+
l∑
j=1
1
2
σZ,j(t, x, k)
>D2kg(t, x, k)σZ,j(t, x, k).
E ′ is a second order partial differential operator which is dissipative. By [35, Theorem
22.12] E ′ is the generator of a Feller semigroup. Let b ∈ R+. Then [18, Theorem 1.7.1]
yields that Eb := E ′ + Tb is also the generator of a Feller semigroup. Thus [18, Theorem
4.2.7] implies existence of a solution for the martingale problem (Eb, µ) and [18, Theorem
4.4.1] ensures uniqueness. [18, Theorem 4.6.1] yields uniqueness for the stopped martin-
gale problem (Eb, µ, U) for any open subset U ⊂ K. If U is bounded by b then the stopped
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martingale problems (Eb, µ, b) and (E , µ, U) have the same solutions and hence we have ex-
istence and uniqueness for (E , µ, U). [18, Theorem 4.5.4, Theorem 4.6.2] yield uniqueness
and existence for the martingale problem (E , µ). 
Since we have now existence and uniqueness at hand, we can turn to the announced
uniqueness and existence theorem.
THEOREM II.3.14 (Existence and uniqueness). Let (βZ , σZ) be Lipschitz continuous
and admissible code-book dynamics and x ∈ R, k ∈ K. Then there is a consistent dynamic
model (X,Z) such that
(1) X(0) = x and Z(0) = k,
(2) X and Z are locally independent semimartingales and
(3) Z is a continuous semimartingale whose characteristics (bZ , cZ , 0) are given by Equa-
tions (II.1.8, II.1.9).
Moreover for any consistent dynamic model (X ′, Z ′) satisfying the conditions (1) to (3) we
have
• The distributions of (X ′, Z ′) and (X,Z) coincide,
• (Θ, X ′, Z ′) is a Markov process where Θ(t) := t,
• exp(X ′) is a local martingale and
• the dynamic model (X ′, Z ′) is risk-neutral.
Now assume fj(x) = (ex − eyj)+ for some yj ∈ R and all j ∈ {1, . . . , n}. Then Oj(t) :=
Gj(t,X(t), Z(t)) for all t ∈ [0, Tj] is a local martingale. If the support of (βZ , σZ) is
compact, then both exp(X) and Oj are martingales.
PROOF. Lemma II.3.13 yields existence and uniqueness for the martingale problem E
of Lemma II.1.20. Hence Lemma II.1.20 yields the existence of a consistent dynamic model
satisfying (1) to (3).
Let (X,Z) be any such model. Then Lemma II.1.20 implies uniqueness of the law of
(X,Z). [18, Theorem 4.4.2] yields that (Θ, X, Z) is a Markov process, where Θ(t) := t.
Theorem II.1.16 states exp(X) is a local martingale and Theorem II.1.15 yields that (X,Z)
is risk-neutral.
Now assume the additional assumption. Then Corollary II.1.22 together with Corollary
II.3.12 yield the claim. 
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In order to apply Theorem II.3.14 we need to to construct Lipschitz-continuous and ad-
missible code-book dynamics from a given function σ. Of course we want to apply Lemma
II.1.23 which requires some regularity on σ.
COROLLARY II.3.15. Assume that fj(x) = (ex−eyj)+ for real numbers y1 < ... < yn+1.
Set
λ(t, x, k) :=
exp
(
−1
| det(D3G(t,x,k))|
)
if D3G(t, x, k) is invertible,
0 otherwise.
Let
σ : R+ × R×K → Rn×l
be Lipschitz-continuous, with compact support in [0, T [×R × int(K) and bounded by a
multiple of λ. Then there is a Lipschitz-continuous function
β : R+ × R×K → Rn
such that (β, σ) are admissible code-book dynamics.
Assume additionally that λ is not constant zero. Then the only continuous choice for β
such that (β, σ) are admissible code-book dynamics is given by Equation (II.1.5) on the set
{d 6= 0} and β is zero on the set {d = 0}.
REMARK II.3.16. If λ is constant zero, then σ is constant zero and β can be chosen to
be zero. (0, 0) are of course a Lipschitz-continuous and admissible code-book dynamics.
PROOF. By Lemma II.3.5 the functions Gj are analytic. Hence Lemma II.1.23 yields
the claim. 
COROLLARY II.3.17. Assume that fj(x) = (ex−eyj)+ for real numbers y1 < ... < yn+1.
Let x ∈ R, k ∈ K and let σ fulfil the requirements of Corollary II.3.15. Then there is a risk-
neutral and consistent dynamic model (X,Z) such that
(1) X(0) = x and Z(0) = k,
(2) X and Z are locally independent semimartingales,
(3) Z is a continuous semimartingale whose characteristics (bZ , cZ , 0) are given by Equa-
tions (II.1.8, II.1.9).
Moreover for any risk-neutral and consistent dynamic model (X ′, Z ′) satisfying the condi-
tions (1) to (3) we have
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• the distributions of (X ′, Z ′) and (X,Z) coincide,
• (Θ, X ′, Z ′) is a Markov process where Θ(t) = t,
• exp(X ′) is a martingale and
• (X ′, Z ′) is strongly risk-neutral.
PROOF. This is the joint conclusion of Corollary II.3.15 and Theorem II.3.14. 
3.3. Concrete example with simulation. We use the same simple model class as be-
fore with n = 2, h1 = −0.1 and h2 = −0.2. Then the simple model Y (c,λ1,λ2) is of the
form
W (ct) + h1N1(λ1t) + h2N2(λ2t)
whereW,N1, N2 are independent exponentially compensated Brownian motion, resp. expo-
nentially compensated standard Poisson processes, cf. 3.1. Moreover we choose exp(x) =
100, exp(y1) = 98, exp(y2) = 100, exp(y3) = 102, k = (0.2, 0.2, 0.2) and maturity T =
1/12 where y1, y2, y3 denote the log-strikes for European call options with maturity T . We
want to drive the process with the constant diffusion parameter
σw :=

0.02 0 0
0 0 0
0 0 0
 ,
i.e. we model the martingale part of the volatility parameter k0 by an SBM and ask for
vanishing martingale part for the intensity parameters. However, we will have to modify the
choice of σw in order to apply Corollary II.3.17. For this simulation we chose
σ(t, x, k) := σw min
{
1, 100λ(t, x, k), (10− k0)+, (10− k1)+, (10− k2)+
}
where λ is as in Corollary II.3.15. Of course, we prefer that the minimum takes the values 1
which always happened in all our simulations. Theorem II.3.14 guarantees a consistent and
risk-neutral dynamic model which is unique in law. Figures 1-4 result from an Euler-scheme
computer simulation with the above parameter choice and daily step sizes. The simulation
is based on the algorithm given in [7, Theorem]. All the figures are generated from the same
simulated path of (X,Z). Figure 1 shows the code-book process. In Figure 2 we see the
drift coefficients of Z. Figure 3 indicates the prices of the stock and the 3 simulated options.
Finally Figure 4 depicts the implied Black-Scholes volatility of the options.
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Figure 1: Simulated code-book process Z. Z0 is black, Z1 is red and Z2 is green.
3.4. An extension to multiple maturities. In this section we want to propose an ex-
tended simple model class in order to work with multiple maturities. We consider piecewise
Lévy processes, in the sense that they are PII’s whose local characteristics are constant on
intervals [Tj−1, Tj) where 0 =: T0 < T1 < ... < Tm are real numbers. For each time interval
we will use the same simple models as in the previous section. In this setup the admissibility
condition turns out to be a transformed version of the previous admissibility condition and
the construction of a dynamic model actually will be made piecewise by using Corollary
II.3.17.
To this end, let n,m ∈ N, 0 =: T0 < T1 < T2 < ... < Tm and y0 < ... < yn. We
consider European call options with payoff function fj(x) := (ex − eyj)+, j ∈ {0, . . . , n}.
T1, . . . , Tm will serve as maturities, while for any maturity Tr we have n + 1 options with
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Figure 2: The implied drift from the drift condition
payoff functions f0 to fn. Moreover, we define ιr := 1(Tr−1,Tr], τr(t) :=
∫ t
0
ιr(s)ds and let
N1, . . . , Nn denote independent exponentially compensated SPP, h1 < · · · < hn and B an
exponentially compensated SBM. Define
Yk(t) :=
m∑
r=1
(
B(k(r,0)τr(t)) +
n∑
j=1
hjNj(k(r,j)τr(t))
)
,
where k ∈ K := {k ∈ (R+)m×(n+1) : k(r,0) > 0 for any r = 1, . . . ,m}. For k ∈ K let Uk
be the transition semigroup generated by Yk, i.e.
Uk(t,T )f(x) := E(f(Yk(T )− Yk(t) + x))
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Figure 3: The simulated stock (black) and the three options (red for strike 98, green for
strike 100, blue for strike 102).
for any 0 < t < T , any x ∈ R and any function f such that f(Yk) is integrable. Finally
denote by G k the generator associated with the process Yk, i.e.
G kf(t, x) =
m∑
r=1
(
k(r,0)ιr(t)
2
(∂2x − ∂x)f(t, x)
+
n∑
j=1
k(r,j)ιr(t)(f(t, x+ hj)− f(t, x)− (ehj − 1)Df(t, x))
)
.
The following theorem is an extension of Corollary II.3.17.
THEOREM II.3.18. Let x ∈ R, k ∈ K and let
σ : R+ × R×K → Rn
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Figure 4: Implied Black-Scholes volatility for the three options (red for strike 98, green for
strike 100, blue for strike 102). None of these graphs exceeds 0.3.
be such that
• σ is Lipschitz-continuous,
• σ has compact support contained in (⋃mr=1(Tr−1, Tr))× R× int(K) and
• for
d(t, x, k) := | det((∂k(r′,j′)G(r,j)(t, x, k))(r′,j′),(r,j)∈{s,...,m}×{1,...,n})|,
s ∈ {1, . . . , r}, t ∈ (Ts−1, Ts), x ∈ R, k ∈ K, a ∈ R+ we have
σ(t, x, k) ≤ a exp
( −1
d(t, x, k)
)
where we set exp(−1
0
) := 0.
Then there is a risk-neutral and consistent dynamic model (X,Z) such that
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(1) X(0) = x and Z(0) = k,
(2) X and Z are locally independent semimartingales and
(3) Z is a continuous semimartingale allowing for local characteristics such that its diffu-
sion coefficient cZ is given by Equation (II.1.9) and its drift coefficient is continuous.
Moreover, for any risk-neutral and consistent dynamic model (X ′, Z ′) satisfying Conditions
(1) to (3) we have:
• the finite dimensional distributions of (X ′, Z ′) and (X,Z) coincide,
• (Θ, X ′, Z ′) is a Markov process for Θ(t) = t,
• exp(X ′) is a martingale and
• (X,Z) is strongly risk-neutral.
PROOF. This is a piecewise application of Corollary II.3.17. 
In order to calculate the derivatives of Gj the same approaches as in the single maturity
case are possible. Here we present the Fourier representation approach.
PROPOSITION II.3.19. Let k ∈ K, y ∈ R, f : R→ R, x 7→ (ex − ey)+ and
gk : C→ C, u 7→ exp
 m∑
r=1
−k(r,0)τr(t)u2 + iu2 +
n∑
j=1
k(r,j)τr(t)(eiuhj − 1− iu(exp(hj)− 1))

the entire extension of the Fourier transform of Yk(t). Then we have
UkT−tf(x) = E(f(x+ Yk(T )− Yk(t))) = f(x) +
ey
2pi
∫
R+iv
1− gk(u)
u2 + iu
eiu(x−y)du
for any v ∈ R The differential operators ∂kj and ∂kjki applied to UkT−tf(x) can be applied
to the integrand in the Fourier representation, i.e.
∂∗UkT−tf(x) =
ey
2pi
∫
R+iv
−∂∗gk(u)
u2 + iu
eiu(x−y)du
where ∂∗ is either ∂kj or ∂kjki where i, j ∈ {1, . . . , n}.
PROOF. Proposition A.4.4 yields the first part of the proof. gk is a Schwartz function
since c > 0 and hence we can exchange the partial derivatives with the integral. 
REMARK II.3.20. For ease of notation we assumed that the number of traded options at
any maturity is the same. However, a close inspection of the proofs shows that this is not
necessary.
CHAPTER III
Martingale problem
In this chapter we focus on existence and uniqueness for the martingale problem. It is
divided into two sections. In the first section we state a known and quite general existence
result, see Theorem III.1.4 below or see [18, Theorem 4.5.4] for an even more general case.
This theorem can be generalised by localisation, i.e. by applying [18, Theorem 4.6.3]. The
second section is devoted to uniqueness for martingale problems. The most commonly used
techniques to show uniqueness are
• SDE methods where one often applies fixed-point arguments and
• construction of solution for the backward equation, i.e. construction of solutions for the
associated abstract Cauchy problem.
Our approach is based on showing uniqueness for the 1-dimensional laws of solutions to the
forward equation, see [18, Theorem 4.4.2].
Our main result in this context is Theorem III.2.6, which is similar to [6, Theorem 2.8]
and to [41, Theorem 4.3] and its variants. [41, Theorem 4.3] requires the diffusion coef-
ficient to be positive. [6, Theorem 2.8] allows for a more general kind of ellipticity. This
result requires a certain boundedness condition for all derivatives, while we only need this
condition for finitely many derivatives.
The idea of the proof of Theorem III.2.6 is as follows. We aim at proving uniqueness
for the 1-dimensional laws of solutions to the forward equation in the Fourier domain, i.e.
we show that for two solutions X, Y the characteristic functions φX(t), φY (t) coincide. This
will be done by a typical Grönwall argument. We proceed in two steps. First we show that
any solution can be approximated by a piecewise conditional Lévy process, cf. Proposition
III.2.14. Secondly we try to find bounds for the deviation rate of two piecewise Lévy pro-
cesses. These requirements are first shown for simple symbols and then we will see that the
set of symbols which do fulfil the requirements is a convex cone which is closed in some
sense, cf. Proposition III.2.21 and Proposition III.2.23. Then we can deduce Theorem III.2.5
which states that uniqueness holds if the symbol can be locally approximated with a Fourier
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series which have to fulfil a positivity condition. Finally, we construct such Fourier series
for elliptic symbols, cf. Theorem III.2.6.
1. The symbol and the existence theorem
In this section we introduce the symbol and its associated martingale problem similar
to [23]. We state an existence theorem, cf. III.1.4, and some basic properties of solution
processes.
We denote by Π the set of characteristic exponents of infinitely divisible distributions,
henceforth Lévy exponents. Throughout this section let d ∈ N, which denotes the dimen-
sion of the state space. We write Sd for the set of positive semi-definite matrices on Rd.
Throughout this section we fix a truncation function χ, i.e. χ : Rd → Rd is measurable,
bounded and is equals the identity in a neighbourhood of zero.
DEFINITION III.1.1. A measurable function q : Rd × Rd → C is a symbol if q(x, ·) is a
Lévy exponent for all x ∈ Rd. A measurable function q : Rd ×Rd → C is a pseudo-symbol
if there is a continuous function f such that
|q(x, u)− q(y, u)| ≤ |f(x)− f(y)|(1 + |u|2)
for all u ∈ Rd, x, y ∈ Rd. Let q be a symbol or a pseudo-symbol. A càdlàg Rd-valued
stochastic process X is a solution to the q-martingale problem if the process
Mu(t) := exp(iuX(t))−
∫ t
0
q(X(s), u) exp(iuX(s))ds
is a martingale for any u ∈ Rd. We say uniqueness holds for the q-martingale problem if any
two solutions X, Y to the q-martingale problem and the same initial law (i.e. X(0) has the
same law as Y (0)) have the same distribution. We say existence holds for the q-martingale
problem if for any probability measure µ there is a solution X to the q-martingale problem
with PX(0) = µ.
REMARK III.1.2. A symbol q admits the Lévy-Khintchine representation
q(x, u) = iub(x)− 1
2
uc(x)u+
∫ (
eiuh − 1− iuχ(h))F (x, dh) (III.1.1)
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where
b : Rd → Rd,
c : Rd → Sd,
and F is a transition kernel from Rd to Rd and only b depends on the choice of χ, cf. [36,
Theorem 8.1]. (b(x), c(x), F (x, ·)) is the so called Lévy-Khintchine triplet of the character-
istic exponent q(x, ·).
DEFINITION III.1.3. Let q be a symbol or a pseudo-symbol. The operator associated
with q is defined as
Aqf(x) :=
∫
Rd
q(x, u)fˇ(u)eiuxdu
where x ∈ Rd, f is a real-valued Schwartz function and
fˇ : Rd → C, u 7→ 1
(2pi)d
∫
Rd
f(x)e−iuxdx,
is the inverse Fourier transform of f .
We now state a well-known existence result.
THEOREM III.1.4. Let q be a continuous symbol. Let (b, c, F ) the triplet associated with
q and assume that
g : Rd → R ∪ {∞}, x 7→ |b(x)|+ |c(x)|+
∫
Rd
|h|2F (x, dh)
is finite and bounded. Then for any probability measure µ there is a solution X to the
q-martingale problem with PX(0) = µ.
PROOF. Let φ : Rd → R be a Schwartz function which is constant 1 on the unit ball in
Rd. For any n ∈ N define the Schwartz function
fn : Rd → R, x 7→ φ(x/n).
Then fn → 1 pointwise and the second derivatives of fn are bounded by kn2 where k is a
common bound for the first two partial derivatives of φ. Moreover, for x ∈ Rd and n > |x|
we have
A fn(x) =
n∑
i,j=1
∂i∂jfn(x)cij(x) +
∫
Rd
(fn(x+ h)− fn(x)− f ′n(x)χ(h))F (x, dh).
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The first summand is zero because fn is constant 1 in a neighbourhood of x. For the same
reason and due to a reminder estimate for the Taylor series we have
|fn(x+ h)− fn(x)− f ′n(x)χ(h)| ≤
kd2h2
2n2
.
Thus
|A fn(x)| ≤
∫
Rd
cd2h2
2n2
F (x, dh)→ 0.
Thus A fn(x)→ 0 pointwise. We also have
|A fn(x)| ≤ Kg(x)
for some constant K > 0.
Let Aq be defined as in Definition III.1.3. Lemma III.1.6 below yields the requirements
of [18, Theorem 4.5.4] for the martingale problem (Aq, µ) in the sense of [18, Section 4.3].
Thus [18, Theorem 4.5.4, Remark 4.5.5] yield existence of a solution X to the martingale
problem (Aq, µ) with values in Rd. X is a solution to the q-martingale problem. 
REMARK III.1.5. The boundedness condition in Theorem III.1.4 can be relaxed by lo-
calisation, i.e. by applying [18, Theorem 4.6.2] or [18, Theorem 4.6.3].
LEMMA III.1.6. Let q be a continuous symbol. Let (b, c, F ) the triplet associated with
q. Assume that
g : Rd → R ∪ {∞}, x 7→ |b(x)|+ |c(x)|+
∫
Rd
|h|2F (x, dh)
is finite and bounded. Then the range of the linear operator Aq associated with q is con-
tained in the set C0(Rd) of continuous functions vanishing at infinity. In other words Aq is
a linear operator on C0(Rd) which is densely defined. Moreover, Aq satisfies the positive
maximum principle in the sense of [18, p.165].
PROOF. Let f be a real-valued Schwartz function. The dominated convergence theorem
yields Aqf is bounded and continuous. The proof of the Riemann-Lebesgue lemma shows
that Aqf vanishes at infinity, see [20, Proposition 2.2.17]. Aq is obviously densely defined
because its domain contains all Schwartz functions. Let x0 be a maximum of f , i.e. f(x0) =
supx∈Rd f(x). Denoting the Fourier transform byF , [20, Proposition 2.2.11] yields
F
{
ib(x0)idfˇ
}
(x0) = ib(x0)F
{
idRd fˇ
}
(x0) = b(x0)f
′(x0) = 0.
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In the same way we get
F
{
−1
2
(id)c(x0)(id)fˇ
}
(x0) ≤ 0 and
F
{
u 7→
∫ (
eiuh − 1− iuχ(h))F (x0, dh)fˇ(u)} (x0) ≤ 0.
Hence Aqf(x0) ≤ 0. 
PROPOSITION III.1.7. Let q ∈ C1(Rd ×Rd,C) be a symbol such that (x, u) 7→ ∇1q(x,u)
1+|u|2
is bounded where ∇1q(x, u) := (∂x1q(x, u), . . . , ∂xdq(x, u)) for x, u ∈ Rd. Then it is a
pseudo-symbol.
PROOF. This is a simple application of the fundamental theorem of calculus. 
2. The symbol and the uniqueness problem
The obvious question is to ask what conditions are needed to ensure uniqueness of the q-
martingale problem when q is a symbol. The answer is not as simple as it was for existence.
The three most important types of processes obtained from general results are
(1) solutions to stochastic differential equations,
(2) Markov jump-processes which can be easily obtained from the Hille-Yosida-Ray theo-
rem and
(3) processes with a non-degenerate diffusion coefficient which can be obtained from the
Stroock-Varadhan existence and uniqueness result.
The powerful method of stochastic differential equations has been studied intensively. It
allows to show that uniqueness holds for C2-symbols which are quadratic functions in their
second component, see Theorem III.2.1. Now one might hope that smoothness of the symbol
is also sufficient in the general case. However, Example III.2.4 shows that there are analytic
symbols where uniqueness fails. On the other hand modern versions of the Strook-Varadhan
existence and uniqueness theorem show that smoothness together with an ellipticity condi-
tion is sufficient, see [6, Theorem 2.8] and Theorem III.2.6 below.
THEOREM III.2.1. Let q ∈ C2(Rd × Rd,C) be a symbol which has the representation
q(x, u) = iub(x) − 1
2
uc(x)u for functions b : Rd → Rd, c : Rd → Rd×d. Then uniqueness
holds for the q-martingale problem.
PROOF. Observe that c takes actually values in the set of positive semi-definite matrices.
Let σ(x) be the positive square root of c(x) for all x ∈ Rd. Then [35, Theorem V.12.12]
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yields that σ is Lipschitz-continuous. [35, Theorem V.22.12] applied to (b, σ) yields the
claim. 
We now state the Hille-Yosida-Ray theorem.
THEOREM III.2.2. Let q be a symbol satisfying the requirements of the the existence
Theorem III.1.4. LetAq the linear operator associated with q. Then the following statements
are equivalent
(1) uniqueness holds for the q-martingale problem,
(2) the closure Aq in C0(Rd) is the generator of a positivity preserving contraction semi-
group and
(3) there is λ > 0 such that the range of λ−Aq is dense in C0(Rd).
REMARK III.2.3. Condition (3) seems to be the weakest condition, but the denseness
of the range of λ − Aq is quite often very difficult to show. However, if Aq is a bounded
operator in C0(Rd), then condition (3) is satisfied for any λ greater than the bound of Aq.
PROOF. (2)⇔(3) is the statement of the Hille-Yosida theorem, see [18, Theorem 4.2.2].
(2)⇒(1) is a special case of [18, Theorem 4.4.1]. Now assume (2). Then [23, Theorem 3.8]
yields (3). 
EXAMPLE III.2.4. There is an analytic symbol q satisfying the requirements of Theorem
III.1.4 which has an entire extension to C × C, where, however, uniqueness does not hold
for the q-martingale problem.
PROOF. W.l.o.g. we may assume that the truncation function χ is symmetric. Define
q : R × R → R by q(x, u) := cos(ux)−1
x2
if x 6= 0 and q(x, u) := −u2
2
if x = 0. q has an
obvious entire extension. Define
b(x) = 0,
c(x) = 1{x=0},
F (x, ·) := 1{x 6=0} δx + δ−x
2x2
.
Then (b, c, F ) is the corresponding triplet in the sense of Remark III.1.2. For any n ∈ N, c ∈
R+ we also define
qc,n(x, u) :=
q(x, u) if |x| ≥ c2
−n,
4n cos(uc2
−n)−1
c2
otherwise.
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Then qc,n is a continuous symbol and the associated linear operator
Ac,nf(x) =

f(2x)−2f(x)+f(0)
x2
if |x| ≥ c2−n,
4n f(x+c2
−n)−2f(x)+f(x−c2n)
c2
otherwise,
is bounded by 22n+1/c2. Hence it satisfies the requirements of Theorem III.2.2 and thus
there is a solution Xc,n for the (Ac,n, δ0)-martingale problem. It is easy to see that Xc,n
takes values only in Mc := c{2z,−2z : z ∈ Z} ∪ {0}. However, for any Schwartz function
f we have
Ac,nf → A f
and hence [18, Lemma 4.5.1, Remark 4.5.2] yield that a subsequence of (Xc,n)n∈N weakly
converges to a solution Xc of the martingale problem A . Then Xc takes values only in Mc.
Thus X1, X√2 are solutions to the martingale problem (A , δ0) where X1 takes values only
in M1 and X√2 takes values only in M√2. Since they are clearly non-constant they cannot
have the same distribution. 
We now state our main result and one of its consequences. The techniques needed for
its proof are developed in the next two sections.
THEOREM III.2.5. Let q be a symbol such that for all u ∈ Rd
(1) q satisfies the requirements of the existence theorem, i.e. of Theorem III.1.4,
(2) there is a constant c > 0 such that |∇xq(x, u)| ≤ c(1 + |u|2) for all x, u ∈ Rd,
(3) q(·, u) has local Fourier series representation, i.e. for all x0 ∈ Rd there is a neighbour-
hood U of x0, an(u), bn(u) ∈ Rd for all n ∈ Zd and a constant k > 0 such that for all
x ∈ U we have
q(x, u) =
∑
n∈Zd
(an(u) cos(knx) + bn(u) sin(knx))
and the sequence (an, bn)n∈N satisfies
a) the real part of −a0(u) dominates the absolute sum of the other coefficients, i.e.
−Re(a0(u)) ≥
∑
n∈Zd\{0}
|an(u)|+ |bn(u)|
for all u ∈ Rd and
b) sup
{∑
n∈Zd |n|2
(
|an(u)|
1+|u|2 +
|bn(u)|
1+|u|2
)
: u ∈ Rd
}
<∞.
Then existence and uniqueness hold for the q-martingale problem.
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PROOF. Theorem III.1.4 yields existence for the q-martingale problem. By localisation,
see Theorem III.2.9, we may assume w.l.o.g. that (3) holds with U = Rd. Let u ∈ Rd, t ∈
[0, 1]. Then the Fourier series can be rewritten as
q(x, u) = a˜0 +
∑
n∈Zd
(an cos(knx)− |an|) + (bn sin(knx)− |bn|)
where Re(a˜0) ≤ 0. By Lemma III.2.28 below there are complex measures Pn, Qn such that
(1) P̂n(x) = exp(t((an cos(knx)− |an|))),
(2) |Pn|(Rd) ≤ 1,
(3)
∫
Rd |v||Pn|(dv) ≤ 0| and
(4)
∫
Rd |v|2|Pn|(dv) ≤ t|an||kn|2.
and
(1) Q̂n(x) = exp(t(bn sin(knx)− |bn|)),
(2) |Qn|(Rd) ≤ 1,
(3)
∫
Rd |v||Qn|(dv) ≤ 0 and
(4)
∫
Rd |v|2|Qn|(dv) ≤ t|bn||kn|2.
for all n ∈ Z\d{0}. Moreover, Proposition III.2.25 below yields the existence of a measure
P0 such that
(1) P̂0(x) = exp(ta˜0),
(2) |Pn|(Rd) ≤ 1,
(3)
∫
Rd |v||Pn|(dv) ≤ 0 and
(4)
∫
Rd |v|2|Pn|(dv) ≤ 0.
The assumptions and Proposition III.2.23 below yield that q is a regular symbol in the sense
of Definition III.2.19 below. Proposition III.1.7 below yields q is a pseudo-symbol. Thus
Corollary III.2.20 below yields existence and uniqueness for the q-martingale problem. 
The Fourier conditions might seem to be hard to satisfy. However, under some regularity
and ellipticity conditions it is always possible to fulfil them.
THEOREM III.2.6. Let m ∈ N with m > d
2
and q be a continuous symbol such that
q(·, u) ∈ Cm+2(Rd,C) for all u ∈ Rd and that
(1) q satisfies the requirements of the existence theorem, i.e. of Theorem III.1.4 and
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(2) for every x0 there is a neighbourhood V of x0 and L > 0 such that ψ := q(x0, ·)
satisfies
|∂βxq(x, u)| ≤ L|Re(ψ(u))|
|∂αx q(x, u)| ≤ L(1 + |u|2)
for all x ∈ V, u ∈ Rd, β, α ∈ Nd with |β| ≤ m and |α| ≤ m+ 2.
Then existence and uniqueness hold for the q-martingale problem.
PROOF. Lemma III.2.29 below yields the requirements for Theorem III.2.5 which com-
pletes the proof. 
REMARK III.2.7. Let q ∈ Cd+2(Rd ×Rd,R) be a symbol such that there is a character-
istic exponent φ satisfying the following ellipticity condition
|φ(u)g1(x)| ≤ |∂αx q(x, u)| ≤ |φ(u)g2(x)| (III.2.1)
for some bounded and continuous functions g1, g2 : Rd → R++ and any α ∈ Nd with
|α| ≤ d+ 2. Then satisfies the requirements of Theorem III.2.6.
Such an ellipticity condition occurs in the Stroock-Varadhan existence and uniqueness
result, cf. [41, Theorem 4.3]. The big advantage of the result is that continuity suffices and
no extra smoothness is needed. Moreover, the drift only needs to be measurable. However,
Stroock requires an ellipticity condition with respect to the explicit symbol φ(u) = −1
2
u2.
His proof also needs some extra regularity for the jump-measure which, however, could be
relaxed.
Since Stroock and Varadhan have published their result, some variants of the Stroock-
Varadhan Theorem with a more general ellipticity condition have been derived, i.e. with a
more general function φ. See [23] for an overview. A recent result is due to Böttcher, cf.
[6, Theorem 2.8], who requires Equation (III.2.1) for arbitrary α and, moreover, a certain
boundedness for the derivatives with respect to u. Theorem III.2.6 may be easier to apply in
practice, because it involves only finitely many derivatives and no smoothness in u.
2.1. Local behaviour of solutions. The remainder of this chapter is devoted to the
proof of Theorem III.2.5. We start with some regularity condition for solutions to martingale
problems which are also interesting by themselves.
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THEOREM III.2.8. Let q be a symbol which satisfies the requirements of Theorem III.1.4.
Let X be a solution to the q-martingale problem. Then X is a semimartingale which allows
for local characteristics. Moreover, X is stochastically continuous.
Let χ a truncation function and (b, c, F ) the representing triplet for q, i.e.
q(x, u) = iub(x)− 1
2
uc(x)u+
∫ (
eiuh − 1− iuχ(h))F (x, dh)
for all x, u ∈ Rd. Then (b(X(·−)), c(X(·−)), F (X(·−), dx)) is a version of the local
characteristics of X .
PROOF. Since q is bounded as a function of its first variable we can define the process
A(u) := q(X(·−), u) • I where I(t) := t for all t ∈ R+, u ∈ Rd. Then
Mu(t) := exp(iuX(t))−
∫ t
0
q(X(s), u)eiuX(s)ds
= exp(iuX(t))−
∫ t
0
q(X(s−), u)eiuX(s−)ds
= exp(iuX)− eiuX(·−) • A(u)
is a martingale since X is a solution of the q-martingale problem. [25, Theorem II.2.42]
yields X is a semimartingale, and it admits the characteristics
(b(X(·−)) • I(t), c(X(·−)) • I(t), F (X(·−), dx)dI(t)) .
In particular, (b(X(·−)), c(X(·−)), F (X(·−), dx)) is a version of the local characteristics
of X . 
The localisation procedure for martingale problems reveals that uniqueness is a local
property, cf. [18, Section 4.6]. Here we state a localisation theorem in such a way that we
can apply it easily.
THEOREM III.2.9. Let q be a symbol such that existence holds for the q-martingale
problem. LetU be an open covering for Rd and for all U ∈ U let qU be a symbol such that
(1) q(x, u) = qU(x, u) for any x ∈ U, u ∈ Rd and
(2) existence and uniqueness hold for the qU -martingale problem.
Then existence and uniqueness hold for the q-martingale problem.
PROOF. W.l.o.g. we may assume thatU is countable. Let U ∈ U and µ be a probability
measure on Rd. [18, Theorem 4.6.1] yields a solution of the stopped martingale problem
(AqU , µ, U) in the sense of [18, Section 4.6] where AqU is the linear operator associated
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with qU . Since (1) X is a solution to the stopped martingale problem (Aq, µ, U) whereAq is
the linear operator associated with q. Hence, [18, Theorem 4.6.2] yields that the martingale
problem (Aq, µ) has unique solutions. 
We now state a Grönwall-type theorem with perturbation which will be useful later. The
proof is given for completeness.
PROPOSITION III.2.10. Let I = [0, T ], β : R+ → R+ such that limt→0 β(t)t = 0 and
c ∈ (0,∞). Let φ : R+ → R+ such that for all s, t ∈ I with s < t we have
φ(t) ≤ (1 + (t− s)c)φ(s) + β(t− s).
Then φ(t) ≤ φ(0)ect for all t ∈ I . In particular, if φ(0) = 0, then φ = 0.
PROOF. Let t ∈ R+ and N ∈ N. The inequality above yields
φ
(
t
n+ 1
N
)
≤ (1 + tc/N)φ
(
t
n
N
)
+ β(t/N)
for all n = 0, . . . , N − 1. Hence
φ(t) ≤ (1 + tc/N)Nφ(0) +
N−1∑
k=0
(1 + tc/N)kβ(t/N).
Since (1 + tc/N)N ≤ exp(tc) we have
φ(t) ≤ exp(tc)φ(0) +
N−1∑
k=0
(1 + tc/N)kβ(t/N).
The geometric series sums up to
N−1∑
k=0
(1 + tc/N)k =
(1 + tc/N)N − 1
tc/N
≤ N e
tc − 1
tc
.
However, Nβ(t/N) converges to 0 for N →∞. Hence
N−1∑
k=0
(1 + tc/N)kβ(t/N)→ 0.
We conclude
φ(t) ≤ exp(tc)φ(0)

In the sequel we will work with the norm
‖ · ‖ : Cb(Rd,C)→ R+, φ 7→ sup
{ |φ(u)|
1 + |u|2 : u ∈ R
d
}
.
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REMARK III.2.11. A sequence of characteristic functions which converges with respect
to ‖ · ‖, converges uniformly on compact sets. The continuity theorem [3, Satz 48.7] yields
weak convergence of associated random variables.
We now prepare the proof of Theorem III.2.17 below.
LEMMA III.2.12. Let q be a continuous pseudo-symbol such that q(·, u) is bounded for
all u ∈ Rd and X a solution to the q-martingale problem. Moreover, define
Γ(t, s, u) :=
∫ t
s
E
(
e(t−r)q(X(s),u)E(eiuX(r)(q(X(r), u)− q(X(s), u))|Fs)
)
dr
for s, t ∈ R+, u ∈ Rd. Then for any t, s ∈ R+, u ∈ Rd with s < t we have
φX(t, u) = E (exp((t− s)q(X(s), u)) exp(iuX(s))) + Γ(s, t, u),
where φX(t, u) = E(eiuX(t)). In particular,
|Γ(t, s, u)| ≤
∫ t
s
E|q(X(r), u)− q(X(0), u)|dr.
PROOF. Let s ∈ R+, u ∈ Rd. For all t ∈ [s,∞) we have
φs(t, u) := E(e
iuX(t)|Fs)
= E
(
Mu(t) +
∫ t
0
q(X(r), u) exp(iuX(r))dr
∣∣∣∣Fs)
= Mu(s) +
∫ s
0
q(X(r), u) exp(iuX(r))dr
+
∫ t
s
E(q(X(r), u) exp(iuX(r))|Fs)dr
= eiuX(s) +
∫ t
s
E(q(X(r), u) exp(iuX(r))|Fs)dr.
Theorem III.2.8 yields X is stochastically continuous. Since q is continuous, the process
r 7→ E(q(X(r), u) exp(iuX(r))|Fs)
has a.s. continuous paths. The fundamental theorem of calculus yields for all t > s
∂tφs(t, u) = E(q(X(t), u) exp(iuX(t))|Fs)
= φs(t, u)q(X(s), u) + E(exp(iuX(t))(q(X(t), u)− q(X(s), u))|Fs).
and we have φs(s, u) = eiuX(s). The variation of constants formula [22, Satz 98.5] implies
φs(t, u) = e
(t−s)q(X(s),u)+iuX(s) + Γ(t, s, u).
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Taking expectations yields the claim. 
LEMMA III.2.13. Let q be a pseudo-symbol such that q(·, u) is bounded for all u ∈ Rd.
Let I ⊂ R+ be a bounded interval and X be a solution to the q-martingale problem. Then
there is a function β : R+ → R+ such that limt→0 β(t)/t = 0 and∫ t
s
E|q(X(r), u)− q(X(s), u)|
1 + |u|2 dr ≤ β(t− s)
for all s, t ∈ I, u ∈ Rd with s < t.
PROOF. Let f be a bounded and continuous function such that
|q(x, u)− q(y, u)| ≤ |f(x)− f(y)|(1 + |u|2).
Then
E|q(X(r), u)− q(X(s), u)|
1 + |u|2 ≤ E|f(X(r))− f(X(s))|.
Theorem III.2.8 states that X is stochastically continuous. Hence
H : R+ × R+ → R+, (r, s)→ E|f(X(r))− f(X(s))|
is continuous and H(s, s) = 0 for all s ∈ R+. Thus the fundamental theorem of calculus
yields the claim. 
PROPOSITION III.2.14. Let q be a continuous pseudo-symbol such that q(·, u) is bounded
for all u ∈ Rd. Let X be a solution to the q-martingale problem and L a conditional Lévy
process with the same initial law as X , i.e. X(0), L(0) have the same law, and conditional
characteristic exponent ψL = q(L(0), ·). Then there is a function β : R+ → R+ such that
limt→0 β(t)/t = 0 and for all t ∈ [0, 1], u ∈ Rd we have
|φX(t)(u)− φL(t)(u)|
1 + |u|2 ≤ β(t)
where φX(t), φL(t) denote the characteristic functions of X(t) resp. L(t).
PROOF. Define I := [0, 1]. Let β be the function given by Lemma III.2.13. Then
Lemma III.2.12 applied with s = 0 yields the claim. 
We can now show that under certain conditions the 1-dimensional laws of solutions are
uniquely determined.
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PROPOSITION III.2.15. Let I ⊂ R+ be an interval containing 0, c > 0 and q a con-
tinuous pseudo-symbol such that q(·, u) is bounded for all u ∈ Rd. Assume that for any
t ∈ I, u ∈ Rd there is a complex measure Pt,u such that
(1) P̂t,u(x) :=
∫
Rd e
ivxPt,u(dv) = e
tq(x,u) for all x ∈ Rd and
(2)
∫
Rd
1+|u+v|2
1+|u|2 |Pt,u|(dv) ≤ 1 + ct.
Let X, Y be solutions to the q-martingale problem with the same initial distribution. Then
X(t) and Y (t) have the same distribution for all t ∈ I .
REMARK III.2.16. The critical assumption is the strict bound (2) for the non-convolution
operator f 7→ (u 7→ ∫ fPt,u) in the set of characteristic functions.
PROOF. W.l.o.g. there is T ∈ R+ such that I = [0, T ]. Define d(t) := ‖φX(t, ·) −
φY (t, ·)‖ for all t ∈ R+ where φX(t, ·) and φY (t, ·) denote the characteristic function of
X(t) resp. Y (t). Let gt,u(x) := etq(x,u)+iux. Lemma III.2.12 together with Lemma III.2.13
yield
d(t) ≤ sup
{ |E (gt−s,u(X(s)))− E (gt−s,u(Y (s))) |
1 + |u|2 : u ∈ R
d
}
+ β(t− s)
for all s, t ∈ I with s < t, where β is a function as in Lemma III.2.13 with limt→0 β(t)/t =
0. Moreover, (1) and Fubini’s theorem yield
E (gt−s,u(X(s))) =
∫
Rd
φX(s, u+ v)Pt−s,u(dv)
and hence Hölder’s inequality implies
d(t) ≤ d(s)
∫
Rd
1 + |u+ v|2
1 + |u|2 |Pt,u|(dv) + β(t− s).
Thus the assumptions of Proposition III.2.10 are met and consequently we have d(t) = 0
for all t ∈ I . Thus the characteristic functions of X(t) and Y (t) coincide, whence we know
they have the same distribution. 
THEOREM III.2.17. Assume that the requirements of Proposition III.2.15 are fulfilled
and that existence holds for the q-martingale problem. Then uniqueness holds for the q-
martingale problem.
PROOF. Due to Proposition III.2.15 the one dimensional distributions are determined.
Hence [18, Theorem 4.4.2] yields the claim. 
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REMARK III.2.18. Existence for the q-martingale problem can be shown with Theorem
III.1.4. As long as the pseudo-symbol is smooth, the requirement (1) in Proposition III.2.15
can always be achieved by modifying the symbol with the localisation procedure, cf. [18,
Theorem 4.6.2, Theorem 4.6.3].
2.2. Bounds for the non-convolution operator. In this section we try to find sufficient
conditions for the requirements in Proposition III.2.15 which are also needed for Theorem
III.2.17. We call symbols that fulfil the assumptions of Proposition III.2.15 regular, see Def-
inition III.2.19 and Corollary III.2.20 below. We start to show that the set of regular symbols
is a convex cone which is closed in some sense, cf. Propositions III.2.21, III.2.22 and III.2.23
below. Then we find some simple regular symbols which we want to use to construct more
complicated symbols, see Propositions III.2.24, III.2.25 and Lemma III.2.28. Finally, we
state the technical Lemma III.2.29 below which is needed for the proof of Theorem III.2.6.
DEFINITION III.2.19. Let q ∈ C(Rd×Rd,C) be a symbol or a pseudo-symbol. We say
that q is regular if there are c, k ∈ R+ and complex measures (Pt,u)t∈[0,1],u∈Rd such that
(1) P̂t,u(x) :=
∫
Rd e
ivxPt,u(dv) = e
tq(x,u) for all x ∈ Rd,
(2) |Pt,u|(Rd) ≤ 1 and
(3)
∣∣∫
Rd v|Pt,u|(dv)
∣∣ ≤ ct(1 + |u|)
(4)
∫
Rd |v|2|Pt,u|(dv) ≤ k2t(1 + |u|2)
for all t ∈ [0, 1], u ∈ Rd. We call the pair (c, k) a bound for q.
COROLLARY III.2.20. Let q ∈ C2(Rd×Rd,C) be a regular pseudo-symbol that satisfies
the requirements of Theorem III.1.4. Then we have existence and uniqueness for the q-
martingale problem.
PROOF. Theorem III.1.4 implies existence and Theorem III.2.17 yields uniqueness. 
PROPOSITION III.2.21. The set of regular symbols on Rd is a convex cone. Moreover,
let q1, q2 be regular symbols and (c1, k1) resp. (c2, k2) be bounds for q1 resp. q2. Then
(c1 + c2, k1 + k2) is a bound for q1 + q2. If s ∈ [0, 1] then (sc1,
√
sk1) is a bound for sq1.
PROOF. Let u ∈ Rd. For all t ∈ [0, 1] let P (1)t,u , P (2)t,u be the complex measures satisfying
(1) to (4) as in Definition III.2.19 with q1 resp. q2. Then P
(1)
st,u satisfies the requirements of
Definition III.2.19 for the symbol sq1 with bounds (sc1,
√
sk1). Let t ∈ [0, 1] and define
Pt,u := P
(1)
t,u ∗ P (2)t,u .
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Then |Pt,u|(Rd) ≤ |P (1)t,u |(Rd)|P (2)t,u |(Rd) ≤ 1, i.e. Pt,u satisfies (2) in Definition III.2.19.
Hence it satisfies (3). Cauchy-Schwartz inequality yields (4). And for x ∈ Rd we have
P̂t,u(x) = e
tq1(x,u)etq2(x,u) = et(q1+q2)(x,u).

PROPOSITION III.2.22. Let (qn)n∈N be a sequence of regular symbols with bounds
(cn, kn)n∈N such that c :=
∑
n∈N cn < ∞ and k :=
∑
n∈N kn < ∞. Assume that
∑l
n=1 qn
converges pointwise to a continuous function q. Then q is a regular symbol with bound
(c, k).
PROOF. By [31, Theorem 5.3.3, Theorem 3.6.1] q is a symbol. Let t, u ∈ R+. For all
n ∈ N let P (n)t,u be the complex measure given in Definition III.2.19. Let Ω := (Rd)N, A be
the product σ-algebra and P := ⊗∞n=1P (n)t,u . Then P is a complex measure with total variation
less or equal 1 since all P (n)n,u have this property. For all n ∈ N let Xn : Ω→ Rd, x 7→ xn the
projection on the n-th coordinate. Then∫
Ω
|Xn|2dP =
∫
Rd
|v|2P nt,u ≤ k2nt(1 + |u|2).
Hence (Xn)n∈N is a convergent series in L2(Ω, P ) with limit
X :=
∑
n∈N
Xn.
Let Pt,u be the pushforward measure of X . Then Pt,u has the required properties. 
PROPOSITION III.2.23. Let (qn)n∈N be a sequence of regular symbols with bounds
(0, kn)n∈N such that k :=
(∑
n∈N k
2
n
)1/2
< ∞. Assume that ∑ln=1 qn converges pointwise
to a continuous function q. Then q is a regular symbol with bound (0, k).
PROOF. Let all variables be as in the proof of Proposition III.2.22. Then
∫
Ω
XnXmdP =
0 and thus (Xn)n∈N are orthogonal in L2(Ω, P ). Thus∫
Ω
(
l∑
n=1
Xl)
2dP =
l∑
n=1
∫
Ω
|Xn|2dP ≤ k2nt(1 + |u|2) ≤ k2t(1 + |u|2).
Hence (Xn)n∈N is a convergent series in L2(Ω, P ) with limit
X :=
∑
n∈N
Xn.
Let Pt,u be the pushforward measure of X . Then Pt,u has the required properties. 
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Until now we have only analysed the structure of the set of regular symbols. We now
develop some criterion for a symbol to be regular.
PROPOSITION III.2.24. Let q ∈ C2(Rd × Rd,C) be a symbol such that q(·, u) is a Lévy
exponent for all u ∈ Rd. Then for all t ∈ R+, u ∈ Rd there is a probability measure Pt,u
such that
• P̂t,u(x) = exp(tq(x, u)),
• |Pt,u|(Rd) = Pt,u(Rd) = 1,
•
∣∣∣∫Rd v|Pt,u|(dv)∣∣∣ = t|∇1q(0, u)|
• ∫Rd |v|2|Pt,u|(dv) = t|∆1q(0, u)|
where ∇1,∆1 denote the gradient, resp. Laplace operator with respect to the first variable.
In particular, if
c := sup
{ |∇1q(0, u)|
1 + |u| : u ∈ R
d
}
<∞ and
k2 := sup
{ |∆1q(0, u)|
1 + |u|2 : u ∈ R
d
}
<∞,
then q is a regular symbol with bounds (c, k).
PROOF. Let u ∈ Rd, t ∈ [0, 1]. There is a probability measure Pt,u with characteristic
function exp(tq(·, u)), i.e. it satisfies (1). Since it is a probability measure, we have |Pt,u| =
Pt,u and thus it satisfies (2). (3) and (4) are usual relations between characteristic functions
and the corresponding measures. 
PROPOSITION III.2.25. Let q be a symbol such that q(·, u) = ψ(u) is constant for all
u ∈ Rd. Then q is a continuous regular symbol with bound (0, 0).
REMARK III.2.26. A symbol which is constant in the space coordinate is just a char-
acteristic exponent. And a solution X to the q-martingale problem has the property that
L := X(t)−X(0) is a Lévy process with characteristic exponent ψ.
PROOF. Let u ∈ Rd, t ∈ [0, 1]. Define Pt,u := exp(tψ(u))δ0. Then for x ∈ Rd we have
P̂t,u(x) = exp(tq(y, u)) = exp(tψ(u)).
This measure obviously satisfies (3) and (4) in Definition III.2.19 with c = 0, k = 0. Finally
|Pt,u| = exp(tRe(ψ(u)))δ0.
Hence it also satisfies (2) in Definition III.2.19. 
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PROPOSITION III.2.27. Let q be a regular symbol with bound (c, k) and let y ∈ Rd.
Then
q˜ : Rd × Rd → C, (x, u) 7→ q(x+ y, u)
is a symbol with bound (c, k).
PROOF. Let t ∈ [0, 1], u ∈ Rd. Let Pt,u be the complex measure given in Definition
III.2.19 for q. Define P˜t,u(dv) := eiyvPt,u. This complex measures satisfies the requirements
of Definition III.2.19 for q˜. 
LEMMA III.2.28. Let n ∈ Rd, a, b, k ∈ R such that Re(a) ≥ |b|. Then for all t ∈ [0, 1]
there is a complex measure Pt such that
• P̂t(x) = exp(t(b cos(knx)− a)),
• |Pt|(Rd) ≤ 1,
• ∣∣∫Rd v|Pt|(dv)∣∣ = 0 and
• ∫Rd |v|2|Pt|(dv) ≤ t|b||kn|2.
Moreover, there is a complex measure Qt such that
a) Q̂t(x) = exp(t(b sin(knx)− a)),
b) |Qt|(Rd) ≤ 1,
c)
∣∣∫ ∫
Rd v|Qt|(dv)
∣∣ = 0 and
d)
∫
Rd |v|2|Qt|(dv) = t|b||kn|2.
PROOF. Let µ be a complex measure on Rd with total variation less or equal 1. Let
Pt := exp(−ta) exp(tbµ). Then Pt is a complex measure and
|Pt| ≤ exp(−tRe(a)) exp(t|b||µ|).
Hence we have for all x ∈ Rd
P̂t(x) = exp(−ta) exp(tbµˆ(x)),
|Pt|(Rd) ≤ exp(t(|b| − Re(a))) ≤ 1,∣∣∣∣∫
Rd
v|Pt,u|(dv)
∣∣∣∣ ≤ t|b| ∣∣∣∣∫ v|µ|(dv)∣∣∣∣ and∫
Rd
|v|2|Pt,u|(dv) ≤ t|b|
∫
|v|2|µ|(dv).
For the specific choices µ = 1
2
(δnk + δ−nk) we get the first part and for µ = 12i(δnk − δ−nk)
we get the second part. 
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LEMMA III.2.29. Let m ∈ N such that m > d
2
and q a continuous symbol such that
q(·, u) ∈ Cm+2(Rd,C) for any u ∈ Rd. Let x0 ∈ Rd and define ψ : Rd → C, u 7→ q(x0, u).
Assume that there is a neighbourhood V of x0 and c, L > 0 such that
|∂βxq(x, u)| ≤ L|Re(ψ(u))|
|∂αx q(x, u)| ≤ L(1 + |u|2)
for all x ∈ V, u ∈ Rd, β, α ∈ Nd with |β| ≤ m and |α| ≤ m + 2. Then there is k > 0, a
neighbourhood U of x0 and a sequence (an, bn)n∈Nd where an, bn : Rd → C such that
(1)
∑
n∈Zd an(u) cos(knx) + bn(u) sin(knx) for all u ∈ Rd, x ∈ U ,
(2) −Re(a0(u)) ≥
∑
n∈Zd\{0} |an(u)|+ |bn(u)| for all u ∈ Rd and
(3) sup
{∑
n∈Zd |n|2
(
|an(u)|
1+|u|2 +
|bn(u)|
1+|u|2
)
: u ∈ Rd
}
<∞.
PROOF. Let u ∈ Rd. W.l.o.g. we may assume that V is convex and bounded because
otherwise we just work with an open, convex and bounded subset. The fundamental theorem
of calculus implies
|q(x, u)− q(x0, u)| ≤ L|x− x0||Re(q(x0, u))|
for all x ∈ V . Let φ ∈ C∞([0, 1]d, [0, 1]) such that it is constant 1 on [0.25, 0.75]d and such
that its support is contained in (0, 1)d. Let
Cφ := sup{|∂αφ(x)| : α ∈ Nd, |α| ≤ m+ 2, x ∈ Rd}.
Let ` ≥ 1 such that the cube centred at x0 of radius 1/` is contained in V , and define
q` : [0, 1]
d × Rd → C, (y, u) 7→ φ(y)(q(γ`(y), u)− ψ(u)) + ψ(u)
where γ` : [0, 1]d → V, y 7→ y−h` + x0 and h := (12 , . . . , 12). For s ∈ {1, . . . ,m} we have
sup{|∂βy q`(y, u)| : y ∈ [0, 1]d, β ∈ Nd, |β| = s}
≤ sup{|q(γ`(y), u)− ψ(u)||∂βy φ(y)| : y ∈ [0, 1]d, β ∈ Nd, |β| = s}
+Cφ sup{|∂βy (q(γ`(y), u)− ψ(u))| : y ∈ [0, 1]d, β ∈ Nd, 1 ≤ |β| ≤ s}
≤ LCφ sup{|γ`(y)− x0| : y ∈ [0, 1]}|Re(ψ(u))|
+Cφ
1
`
sup{|∂βx (q(x, u)− ψ(u))| : x ∈ V, β ∈ Nd, 1 ≤ |β| ≤ s}
≤ K1 |Re(ψ(u))|
`
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for some constant K1 > 0. By [20, Theorem 3.2.16] there is an other constant K2 such that
‖q`(·, u)‖A(T ) ≤ K2 |Re(ψ(u))|
`
where ‖q`(·, u)‖A(T ) is the absolute sum of the Fourier coefficients of q`(·, u) except for the
coefficient a0(u) := c0(u) :=
∫
[0,1]d
q`(x, u)dx which appears to be missing in the statement
of [20, Theorem 3.2.16]. Thus there is ` ≥ 2L such that
‖q`(·, u)‖A(T ) ≤ |Re(ψ(u))|
4
.
We also have
|a0(u)− ψ(u)| ≤
∫
[0,1]d
|q`(y, u)− ψ(u)|dy
≤ L|Re(ψ(u))|
∫
[0,1]d
|γ`(y)− x0|dy
≤ L |Re(ψ(u))|
`
≤ |Re(ψ(u))|
2
.
Hence |Re(ψ(u))| ≤ 2|Re(a0(u))|. For n ∈ Zd\{0} we define
an := e
2piin(h−`x0)cn and
bn := ie
2piin(h−`x0)cn
where cn(u) :=
∫
[0,1]d
q`(x, u)e
−2piinxdx for u ∈ Rd. Then∑
n∈Zd\{0}
|an(u)|+ |bn(u)| ≤ 2
∑
n∈Zd\{0}
|cn(u)|
= 2‖q`(·, u)‖A(T )
≤ |Re(ψ(u))|
2
≤ |Re(a0(u))|
= −Re(a0(u)).
That is (2) holds. Let U be the cube centred at x0 with radius 1/(4`). Then for x ∈ U with
y := γ−1` (x) we have y ∈ [0.25, 0.75]d and
q`(y, u) = φ(y)(q(γ`(y), u)− ψ(u)) + ψ(u) = q(x, u).
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Moreover, the inversion formula, see [20, Proposition 3.1.14], yields
q(x, u) = q`(y, u)
=
∑
n∈Zd
cn(u)e
2piiny
=
∑
n∈Zd
cn(u)e
2piin(h−`x0)e2pii`nx
=
∑
n∈Zd
an(u) cos (2pi`nx) + bn(u) sin (2pi`nx)
=
∑
n∈Zd
an(u) cos(knx) + bn(u) sin(knx)
where k := 2pi`. Thus (1) holds. The statement (3) can be deduced by applying [20,
Proposition 3.1.2] and the same arguments as before to ∆1q and using the second inequality
instead of the first inequality. 
APPENDIX A
1. Local characteristics
Let X be an Rd-valued semimartingale with integral characteristics (B,C, ν) in the
sense of [25] relative to some fixed truncation function h : Rd → Rd. By [25, I.2.9]
there exist a predictable Rd-valued process b, a predictable Rd×d-valued process c, a kernel
F from (Ω× R,P) to (Rd,B), and a predictable increasing process A such that
dBt = btdAt, dCt = ctdAt, ν(dt, dx) = Ft(dx)dAt.
If At = t, we call the triplet (b, c, F ) local or differential characteristics of X relative to
truncation function h. Most processes in applications as e.g. diffusions, Lévy processes
etc. allow for local characteristics. In this case b stands for a drift rate, c for a diffusion
coefficient, and F for a local Lévy measure representing jump activity. If they exist, the
local characteristics are unique up to a dP ⊗ dt-null set on Ω× R+.
PROPOSITION A.1.1 (Ito¯’s formula for local characteristics). Let X be an Rd-valued
semimartingale with local characteristics (b, c, F ) and f : Rd → Rn a C2-function. Then
the triplet (˜b, c˜, F˜ ) defined by
b˜t = Df(Xt−)bt +
1
2
n∑
j,k=1
∂j∂kf(Xt−)c
jk
t
+
∫ (
h˜(f(Xt− + x)− f(Xt−))−Df(Xt−)h(x)
)
Ft(dx),
c˜t = Df(Xt−)ct(Df(Xt−))>,
F˜t(A) =
∫
1A(f(Xt− + x)− f(Xt−))Ft(dx), A ∈ Bn with 0 /∈ A,
is a version of the local characteristics of f(X) with respect to a truncation function h˜ on
Rn. Here, ∂j etc. denote partial derivatives relative to the jth argument.
PROOF. See [27, Proposition 2.5]. 
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PROPOSITION A.1.2. Let X be an Rd-valued semimartingale with local characteristics
(b, c, F ) and let β = (βij)i∈{1,...,n},j∈{1,...,d} be a Rn×d-valued predictable process such that
βi· ∈ L(X) for i ∈ {1, . . . , n}. Then the triplet (˜b, c˜, F˜ ) defined by
b˜t = βbt +
∫ (
h˜(βtx)− βth(x)
)
Ft(dx),
c˜t = βtctβ
>
t ,
F˜t(A) =
∫
1A(βtx)Ft(dx), A ∈ Bn with 0 /∈ A,
is a version of the local characteristics of the Rn-valued semimartingale β • X := (β1· • X ,
. . . , βn· • X) with respect to the truncation function h˜ on Rn,
PROOF. See [27, Proposition 2.4]. 
The σ (resp. local) martingale property can be read from the local characteristics of a
semimartingale. Indeed, [26, Lemma 3.1] proves
PROPOSITION A.1.3. Let X be an Rd-valued semimartingale with local characteristics
(b, c, F ). Then X is a σ-martingale if and only if
∫
|x|≥1 |x|F (t, dx) <∞ and
b(t)−
∫
(x− h(x))F (t, dx) = 0 (A.1.1)
holds P ⊗λ everywhere. X is a local martingale, if and only if ∫ t
0
∫
|x|≥1 |x|F (s, dx)dx <∞
and Equation (A.1.1) holds P ⊗λ everywhere. X is a martingale if and only if X is of class
(D) and Equation (A.1.1) holds P ⊗ λ everywhere.
PROOF. See [26, Lemma 3.1]. 
DEFINITION A.1.4. Let X and Y be semimartingales andBX
BY
 ,
 CX CXY
CXY CY
 , ν(X,Y )

their joint integral characteristics with respect to some truncation function h. Denote the
integral characteristics of X by (BX , CX , νX) and the integral characteristics of Y by
(BY , CY , νY ). X and Y are locally independent if
CXY = 0 and
ν(X,Y )(I × A) = νX(I × {x : (x, 0) ∈ A}) + νY (I × {y : (0, y) ∈ A})
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where I ∈ B(R), A ∈ B outside some dP ⊗ dt-null set. A family of semimartingales is
locally independent if it is pairwise locally independent.
REMARK A.1.5. The definition is independent from the choice of the truncation func-
tion, since the covariation matrix C and the compensated jump measure ν do not depend
on the truncation function. Moreover if (X, Y, Z) are locally independent semimartingales,
then ν(X,Y,Z) = νX + νY + νZ in the additive sense as above. That means that they are
’jointly’ locally independent.
COROLLARY A.1.6. Let X(1), . . . , X(n) be locally independent semimartingales and
Q
loc P another probability measure. Then X(1), . . . , X(n) are locally independent semi-
martingales relative to Q.
PROOF. This follows from [25, III.3.24]. 
COROLLARY A.1.7. If (X(1), . . . , X(n)) is a Lévy process or, more generally, a PII
allowing for local characteristics, then X(1), . . . , X(n) are independent if and only if they
are locally independent.
PROOF. This follows directly from the generalised Lévy-Khintchine formula, see [25,
II.4.16]. 
2. Local exponents
DEFINITION A.2.1. Let (b, c, F ) be a Lévy-Khintchine triplet on Rd relative to some
truncation function h : Rd → Rd. We call the mapping ψ : Rd → C,
ψ(u) := iub− 1
2
ucu> +
∫
(eiux − 1− iuh(x))F (dx)
Lévy exponent corresponding to (b, c, F ). By [25, II.2.44], the Lévy exponent determines
the triplet (b, c, F ) uniquely. If X is a Lévy process with Lévy-Khintchine triplet (b, c, F ),
we call ψ the characteristic or Lévy exponent of X .
In the same vein, local characteristics naturally lead to local exponents.
DEFINITION A.2.2. IfX is anRd-valued semimartingale with local characteristics (b, c, F ),
we write
ψXt (u) := iubt −
1
2
uctu
> +
∫
(eiux − 1− iuh(x))Ft(dx), u ∈ Rd (A.2.1)
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for the Lévy exponent corresponding to (bt, ct, Ft). We call the family of predictable pro-
cesses ψX(u) := (ψXt (u))t∈R+ , u ∈ Rd local exponent of X . (A.2.1) implies that u 7→
ψXt (u) is the characteristic exponent of a Lévy process.
The name exponent is of course motivated by the following fact.
REMARK A.2.3. IfX is a semimartingale with deterministic local characteristics (b, c, F ),
it is a PII and we have
E(eiu(XT−Xt)|Ft) = E(eiu(XT−Xt)) = exp
(∫ T
t
ψXs (u)ds
)
for any T ∈ R+, t ∈ [0, T ], u ∈ Rd, cf. [25, II.4.15].
We now generalise the notion of local exponents to complex-valued semimartingales
and more general arguments.
DEFINITION A.2.4. LetX be aCd-valued semimartingale and β aCd-valuedX-integrable
process. We call a predictable C-valued process ψX(β) = (ψXt (β))t∈R+ local exponent of
X at β if ψX(β) ∈ L(I) and (exp(iβ • Xt −
∫ t
0
ψXs (β)ds))t∈R+ is a complex-valued local
martingale. We denote by U X the set of processes β such that the local exponent ψX(β)
exists.
From the following lemma it follows that ψX(β) is unique up to a dP ⊗ dt-null set.
LEMMA A.2.5. Let X be a complex-valued semimartingale and A,B complex-valued
predictable processes of finite variation with A0 = 0 = B0 and such that exp(X − A) and
exp(X −B) are local martingales. Then A = B up to indistinguishability.
PROOF. Set M := eX−A, N := eX−B, V := eA−B. Integration by parts yields that
M− • V = MV − V •M −M0V0 = N − V •M −M0
is a local martingale. Therefore V = 1 + 1
M−
• (M− • V ) is a predictable local martingale
with V0 = 1 and hence V = 1, cf. [25, I.3.16]. 
The following result shows that Definition A.2.4 truly generalises Definition A.2.2.
PROPOSITION A.2.6. Let X be an Rd-valued semimartingale with local characteristics
(b, c, F ). Suppose that β is a Cd-valued predictable and X-integrable process. If β is Rd-
valued for any t ∈ R+, then β ∈ U X . Moreover there is equivalence between
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(1) β ∈ U X ,
(2)
∫ t
0
∫
1{−Im(βsx)>1}e
−Im(βsx)Fs(dx)ds <∞ almost surely for any t ∈ R+.
In this case we have
ψXt (β) = iβtbt −
1
2
βtctβ
>
t +
∫
(eiβtx − 1− iβth(x))Ft(dx) (A.2.2)
outside some dP ⊗ dt-null set.
PROOF. If β is Rd-valued, then Statement (2) is obviously true. Thus we only need to
prove the equivalence and (A.2.2). For real-valued iβ the equivalence follows from [29,
Lemma 2.13]. The complex-valued case is derived similarly. For real-valued iβ (A.2.2)
is shown in [29, Theorems 2.18(1,6) and 2.19]. The general case follows along the same
lines. 
(A.2.2) implies that the local exponent of X at any β ∈ U X is determined by the triplet
(b, c, F ) and hence by the local exponent of X in the sense of Definition A.2.2.
COROLLARY A.2.7. Let (X,M) be a 1 + d-dimensional semimartingale with local ex-
ponent ψ(X,M) such that M is a Lévy process whose components are subordinators. Then
β ∈ U (X,M) for any R× (R+ iR+)d-valued (X,M)-integrable process β.
PROOF. This follows immediately from Proposition A.2.6. 
DEFINITION A.2.8. Let X(1), . . . , X(n) be semimartingales which allow for local char-
acteristics. We call them X(1), . . . , X(n) locally independent if
U (X
(1),...,X(n)) ∩ (L(X(1))× · · · × L(X(n))) = U X(1) × · · · ×U X(n)
for
L(X(1))× · · · × L(X(n)) := {β = (β(1), . . . , β(n)) complex-valued :
β(i) X(i)-integrable for i = 1, . . . , n}
and
ψ(X
(1),...,X(n))(β) =
n∑
j=1
ψX
(j)
(β(j))
outside some dP ⊗ dt-null set for any β = (β(1), . . . , β(n)) ∈ U (X(1),...,X(n)).
The following lemma provides alternative characterisations of local independence. For
ease of notation we consider two semimartingales but the extension to arbitrary finite num-
bers is straightforward.
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LEMMA A.2.9. Let (X, Y ) be an Rm+n-valued semimartingale with local characteris-
tics (b, c, F ) and denote by (bX , cX , FX) resp. (bY , cY , F Y ) local characteristics of X resp.
Y . We have equivalence between
(1) X and Y are locally independent,
(2)
ψ(X,Y )(u, v) = ψX(u) + ψY (v), (u, v) ∈ Rm+n (A.2.3)
outside some dP ⊗ dt-null set,
(3)
c =
 cX 0
0 cY

and
F (A) = FX({x : (x, 0) ∈ A}) + F Y ({y : (0, y) ∈ A}), A ∈ Bm+n
outside some dP ⊗ dt-null set.
PROOF. (1)⇒(2): This is obvious by Proposition A.2.6.
(2)⇒(3): Both sides of (A.2.3) are Lévy exponents for fixed (ω, t) ∈ Ω × R+. Indeed,
the triplet corresponding to (u, v) 7→ (ψXt (u) + ψYt (v))(ω) is (bt, c˜t, F˜t)(ω) with
c˜t =
 cXt 0
0 cYt

and
F˜t(A) = F
X
t ({x : (x, 0) ∈ A}) + F Yt ({y : (0, y) ∈ A}), A ∈ Bm+n.
Since the Lévy exponent determines the triplet uniquely (cf. [25, II.2.44]), the assertion
follows.
(3)⇒(1): If βX is X-integrable and βY is Y -integrable, then β = (βX , βY ) is (X, Y )-
integrable and β • (X, Y ) = βX • X + βY • Y . The characterisation in Proposition A.2.6
yields β ∈ U (X,Y ) for such β = (βX , βY ) if and only if βX ∈ U X , βY ∈ U Y . In addition,
ψ(X,Y )(β) = ψX(βX) + ψY (βY ) follows from (A.2.2) 
COROLLARY A.2.10. Let X(1), . . . , X(n) be locally independent semimartingales and
Q
loc P another probability measure. Then X(1), . . . , X(n) are locally independent semi-
martingales relative to Q.
PROOF. This follows from Lemma A.2.9 and [25, III.3.24]. 
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COROLLARY A.2.11. If (X(1), . . . , X(n)) is a Lévy process or, more generally, a PII
allowing for local characteristics, then X(1), . . . , X(n) are independent if and only if they
are locally independent.
PROOF. By Remark A.2.3 the characteristic function ϕXt of Xt := (X
(1)
t , . . . , X
(n)
t ) is
given by
ϕXt(u
1, . . . , un) = exp
(∫ t
0
ψ(X
(1),...,X(n))
s (u
1, . . . , un)ds
)
.
Thus independence of X(1)t , . . . , X
(n)
t is equivalent to
ψ
(X(1),...,X(n))
t (u
1, . . . , un) =
n∑
k=1
ψX
k
t (u
k),
for Lebesgue-almost any t ∈ R+ and any (u1, . . . , un) ∈ Rn. By Lemma A.2.9 this in turn
is equivalent to local independence of X(1)t , . . . , X
(n)
t . 
LEMMA A.2.12. If f ∈ Π, then Re(f(u)) ≤ 0 for any u ∈ R, where Π is defined in
Section 2.1.
PROOF. For f ∈ Π we have
f(u) = −u
2 + iu
2
c+
∫
(eiux − 1− iu(ex − 1))F (dx) (A.2.4)
with some Lévy measure F and some c ∈ R+. The real part of the first term is obviously
negative and the real part of the integrand is negative as well. 
REMARK A.2.13. If we extend the domain of f to R + i[−1, 0] by keeping the repre-
sentation (A.2.4), then the conclusion of Lemma A.2.12 is still correct. However, this fact
is not used in this thesis.
The following four statements follow immediately from the definition of local expo-
nents.
PROPOSITION A.2.14. Let X be a C-valued semimartingale that allows for local char-
acteristics. Then there is equivalence between
(1) exp(X) is a local martingale,
(2) −i ∈ U X and ψX(−i) = 0 outside some dP ⊗ dt-null set,
LEMMA A.2.15. LetX be aCd-valued semimartingale, β aCd-valued andX-integrable
process and u ∈ C. Then uβ ∈ U X if and only if u ∈ U β.X . In that case we have
ψX(uβ) = ψβ
.X(u).
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LEMMA A.2.16. LetX, Y beCd-valued semimartingales and u ∈ Cd. Then u ∈ U X+Y
if and only if (u, u) ∈ U (X,Y ). In this case we have
ψX+Y (u) = ψ(X,Y )(u, u)
outside some dP ⊗ dt-null set.
LEMMA A.2.17. LetX,Z beCd-valued semimartingales and β, γ predictableCd-valued
processes such that
(1) γ has I-integrable components,
(2) βγ is I-integrable,
(3) Zt = Z0 +
∫ t
0
γsds+Xt.
Then β ∈ U Z if and only if β ∈ U X . In this case ψZ(β) = ψX(β) + iβγ outside some
dP ⊗ dt-null set.
3. Semimartingale decomposition relative to a semimartingale
Let (X, Y ) be an R1+d-valued semimartingale with local characteristics (b, c,K), writ-
ten here in the form
b =
 bX
bY
 , c :=
 cX cX,Y
cY,X cY
 . (A.3.1)
Suppose that
∫ t
0
∫
(1,∞) e
xKs(dx)ds < ∞ for any t ∈ R+ or, equivalently, eX is a special
semimartingale. We set
X
‖
t := log E
(
(cX,Y (cY )−1) • Y ct + f ∗ (µ(X,Y ) − ν(X,Y ))t
)
for any t ∈ R+, where c− denotes the pseudoinverse of a matrix c in the sense of [1], Y c
is the continuous local martingale part of Y , µ(X,Y ) resp. ν(X,Y ) are the random measure of
jumps of (X, Y ) and its compensator, and f : R1+d → R, (x, y) 7→ (ex − 1)1{y 6=0}. We call
X‖ and X⊥ := X −X‖ the dependent resp. independent part of X relative to Y .
LEMMA A.3.1. X 7→ X‖ is a projection in the sense that (X‖)‖ = X‖. Moreover, we
have (X + Z)‖ = X‖ if Z is a semimartingale such that Z, Y are locally independent.
PROOF. Observe that (X‖)c = (cX,Y (cY )−1) • Y c by [29, Lemma 2.6(2)]. Defining
cX
‖,Y similarly as cX,Y in (A.3.1), we have cX‖,Y = cX,Y (cY )−1cY = cX,Y . Moreover,
f(∆X
‖
t ,∆Yt) = f(∆Xt,∆Yt) for any t ≥ 0, which implies f ∗ (µ(X‖,Y ) − ν(X‖,Y )) =
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f ∗ (µ(X,Y )− ν(X,Y )) by definition of stochastic integration relative to compensated random
measures. Together, the first assertion follows.
Using the notation of (A.3.1), note that c(X+Z),Y = cX,Y +cZ,Y = cX,Y by Lemma A.2.9.
Lemma A.2.9 also implies that Z and Y do not jump together (outside some evanescent set)
and hence f(∆(X + Z)t,∆Yt) = f(∆Xt,∆Yt). This implies f ∗ (µ(X‖,Y ) − ν(X‖,Y )) =
f ∗ (µ(X,Y ) − ν(X,Y )) and hence (X + Z)‖ = X‖. 
LEMMA A.3.2. eX‖ is a local martingale. Moreover, X⊥ and (X‖, Y ) are locally in-
dependent semimartingales. Finally, eX
⊥
is a local martingale if and only if eX is a local
martingale.
PROOF. The first statement is obvious. The last statement follows from the first two
and from Proposition A.2.14. It remains to prove local independence of X⊥ and (X‖, Y ).
Denote the local characteristics of (X⊥, X‖, Y ) by (b(X⊥,X‖,Y ), c(X⊥,X‖,Y ), K(X⊥,X‖,Y )) and
accordingly for (X,X‖, Y ), X⊥ etc. Set c¯ := cX,Y (cY )−1cY,X . Since
(X‖)c = (cX,Y (cY )−1) • Y c,
we have
c(X,X
‖,Y ) =

cX c¯ cX,Y
c¯ c¯ cX,Y
cY,X cY,X cY

and hence
c(X
⊥,X‖,Y ) =

cX − c¯ 0 0
0 c¯ cX,Y
0 cY,X cY

e.g. by Proposition A.1.1. Moreover,
∆(X⊥, X‖, Y )t = 1{∆Yt=0}(∆Xt, 0, 0) + 1{∆Yt 6=0}(0,∆Xt,∆Yt)
=

(∆X⊥t , 0, 0) if ∆X
⊥
t 6= 0,
(0,∆(X‖, Y )t) if ∆(X‖, Y )t 6= 0,
0 otherwise
yields
K(X
⊥,X‖,Y )(A) = KX
⊥
({x : (x, 0, 0) ∈ A}) +K(X‖,Y )({(x, z) : (0, x, z) ∈ A})
for A ∈ B2+d. Lemma A.2.9 completes the proof. 
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4. Technical Proofs
4.1. Option pricing by Fourier transform. By
Ff(u) := lim
C→∞
∫ ∞
−C
f(x)eiuxdx (A.4.1)
we denote the (left-)improper Fourier transform of a measurable function f : R → C for
any u ∈ R such that the expression exists. If f is Lebesgue integrable, then the improper
Fourier transform and the ordinary Fourier transform (i.e. u 7→ ∫ f(x)eiuxdx) coincide.
In our application in Section 2 the improper Fourier transform exists for any u ∈ R\{0}.
Moreover, we denote by
F−1g(x) :=
1
2pi
(
lim
ε↓0
∫ ∞
ε
e−iuxg(u)du+ lim
ε↓0
∫ −ε
−∞
e−iuxg(u)du
)
(A.4.2)
an improper inverse Fourier transform, which will be suitable to our application in
Section 2.
LEMMA A.4.1. Let (Ω,F , P ) be a probability space and G ⊂ F a sub-σ-algebra.
Furthermore suppose that f : Ω × R → R is F ⊗ B-measurable, m : Ω → R is F -
measurable and
H(x) := 1[0,m](x)f(x)− 1[m,0)(x)f(x)
is non-negative with E(
∫ m
0
f(x)dx) < ∞. (Note that ∫ m
0
f(x)dx is always non-negative.)
Then we have
F{x 7→ E(H(x)|G )}(u) = E
(∫ m
0
f(x)eiuxdx
∣∣∣∣G) , u ∈ R (A.4.3)
where the improper Fourier transform coincides with the ordinary Fourier transform.
PROOF. Let u ∈ R. From∫ ∞
0
H(x)eiuxdx = 1{m≥0}
∫ m
0
f(x)eiuxdx,∫ 0
−∞
H(x)eiuxdx = 1{m<0}
∫ m
0
f(x)eiuxdx
it follows that
∫∞
−∞H(x)e
iuxdx =
∫ m
0
f(x)eiuxdx. This implies
E
(
E
(∫ ∞
−∞
H(x)dx
∣∣∣∣G)) = E(∫ ∞−∞H(x)dx
)
= E
(∫ m
0
f(x)dx
)
<∞
and hence ∫ ∞
−∞
E(H(x)|G )dx = E
(∫ ∞
−∞
H(x)dx
∣∣∣∣G) <∞.
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Now we can apply Fubini’s theorem and we get
F{x 7→ E(H(x)|G )}(u) = E
(∫ ∞
−∞
H(x)eiuxdx
∣∣∣∣G) = E(∫ m
0
f(x)eiuxdx
∣∣∣∣G).

The next proposition is a modification of [4, Proposition 1], cf. also [14].
LEMMA A.4.2. Let (Ω,F , P ) be a probability space and G ⊂ F a sub-σ-algebra. Let
Y be a random variable such that E(eY ) <∞ and consider
O(x) :=
E((e
Y−x − 1)+|G ) if x ≥ 0,
E((1− eY−x)+|G ) if x < 0.
Then we have
F{x 7→ O(x)}(u) = 1
iu
− E(e
Y |G )
iu− 1 −
E(eiuY |G )
u2 + iu
and
F{x 7→ 1{x≥−C}O(x)}(u)
=
1
iu
− E (e
y|G )
iu− 1 −
1− E (eiu(Y ∨−C) (1 + iu (e0∧(Y+C) − 1)) |G )
u2 + iu
for any C ∈ R+, u ∈ R\{0}. If E(eY |G ) = 1, then in particular
F{x 7→ O(x)}(u) = 1− E(e
iuY |G )
u2 + iu
for any u ∈ R\{0}.
PROOF. Let C ∈ R+, u ∈ R\{0}. We define m := (Y ∨ −C), f(x) := eY−x − 1,
and H(x) := 1[0,m](x)f(x) − 1[m,0)(x)f(x). Then we have 1{x≥−C}O(x) = E(H(x)|G ),
H ≥ 0, and
E
(∫ m
0
f(x)dx
)
= E(eY −m− eY−m) <∞.
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Hence Lemma A.4.1 yields∫ ∞
−C
O(x)eiuxdx = F{x 7→ E(H(x)|G )}(u)
= E
(∫ m
0
(eY−x − 1)eiuxdx
∣∣∣∣∣G
)
= E
([
eY+(iu−1)x
iu− 1 −
eiux
iu
]m
x=0
∣∣∣∣∣G
)
=
1
iu
− E(e
Y |G )
iu− 1 −
E
(
eium(1 + iu(eY−m − 1))|G )
u2 + iu
.
Since |eium(1 + iu(eY−m − 1))| ≤ 1 + |u|, we can apply Lebesgue’s theorem and get
E
(
eium(1 + iu(eY−m − 1))|G ) C→∞−→ E (eiuY |G ) .

COROLLARY A.4.3. LetQ be a probability measure onR satisfyingK :=
∫
eyQ(dy) <
∞. Define
O(x) :=

∫
(ey−x − 1)+Q(dy) if x ≥ 0,∫
(1− ey−x)+Q(dy) if x < 0.
Then we have ∣∣∣∣∫ ∞−C O(x)eiuxdx
∣∣∣∣ ≤ K + 1 + 2|u|u2
for any C ∈ R+, u ∈ R\{0}.
PROOF. Apply Lemma A.4.2 with (Ω,F , P ) = (R,B, Q), G = {∅,R}, Y = id. 
PROPOSITION A.4.4. Let (Ω,F , P ) be a probability space and G ⊂ F a sub-σ-
algebra. Let Y be a random variable with E(eY |G ) = 1 and define
O(x) :=
E((e
Y−x − 1)+|G ) if x ≥ 0,
E((1− eY−x)+|G ) if x < 0.
Then we have
O(x) = F−1
{
u 7→ 1− E(e
iuY |G )
u2 + iu
}
(x),
E(eiuY |G ) = 1− (u2 + iu)F{x 7→ O(x)}(u)
for any u, x ∈ R.
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PROOF. The second equation is a restatement of Lemma A.4.2. Let 0 < α < 1 and
define O(x) := eαxO(x), m := Y , f(x) := eαx(eY−x − 1), and H(x) := 1[0,m](x)f(x) −
1[m,0)(x)f(x) for any x ∈ R. Then H is non-negative, O(x) = E(H(x)|G ), and
E
(∫ m
0
f(x)dx
)
= E
(
eαY
α2 − α +
eY
1− α +
1
α
)
<∞.
Lemma A.4.1 yields
F{x 7→ O(x)}(u) = E
(∫ m
0
f(x)eiuxdx
∣∣∣∣G)
=
E
(
e(α+iu)Y |G )− 1
(α + iu)2 − (α + iu) .
We have E(|e(α+iu)Y |) ≤ E(1 + eY ) = 2 and thus u 7→ F{x 7→ O(x)}(u) is integrable.
The Fourier inversion theorem yields
O(x) = F−1{u 7→ F{x˜ 7→ O(x˜)}(u)}(x)
because the ordinary inverse Fourier transform coincides with the improper inverse Fourier
transform for Lebesgue-integrable functions. Define
g : {z ∈ C \ {0} : −1 < Re(z) ≤ 0} → C, z 7→ E(e
−zY |G )− 1
z2 + z
.
g is continuous and holomorphic in the interior of its domain. Let 0 < ε < 1
2
=: α and
define
γ(1,ε) : [−1, 1]→ C, t 7→ i t
ε
− 1
2
,
γ(2,ε) : [0, 1]→ C, t 7→ i1
ε
− 1− t
2
,
γ(3,ε) : [0, 1]→ C, t 7→ i(1− t)
(
1
ε
− ε
)
+ iε,
γ(4,ε) : [0, pi]→ C, t 7→ iεeit,
γ(5,ε) : [0, 1]→ C, t 7→ it
(
ε− 1
ε
)
− iε,
γ(6,ε) : [0, 1]→ C, t 7→ −i1
ε
− t
2
as well as Γε :=
∑6
k=1 γ(k,ε). Cauchy’s integral theorem yields∫
Γε
g(z)exzdz = 0.
4. TECHNICAL PROOFS 107
Moreover we have
1
2pii
∫
γ(1,ε)
g(z)exzdz
ε→0−→ O(x)e− 12x = O(x)
and ∫
γ(k,ε)
g(z)exzdz
ε→0−→ 0
for k ∈ {2, 6} and even for k = 4 because zg(z)→ 0 for z → 0. Thus we conclude
1
2pi
(∫ −ε
−1/ε
g(−iu)e−iuxdu+
∫ 1/ε
ε
g(−iu)e−iuxdu
)
=
1
2pii
∫
−γ(3,ε)−γ(5,ε)
g(z)exzdz
=
1
2pii
∫
γ(1,ε)−Γε+γ(2,ε)+γ(4,ε)+γ(6,ε)
g(z)exzdz
ε→0−→ O(x).
Since ∫ −1/ε
−∞
g(−iu)e−iuxdu+
∫ ∞
1/ε
g(−iu)e−iuxdu ε→0−→ 0,
we have
1
2pi
(∫ −ε
−∞
g(−iu)e−iuxdu+
∫ ∞
ε
g(−iu)e−iuxdu
)
ε→0−→ O(x)
and hence
F−1
{
u 7→ 1− E(e
iuY |G )
u2 + iu
}
(x) = O(x).

PROPOSITION A.4.5. Let (N(x))x∈R be a family of non-negative local martingales, and
(τn)n∈N a common localising sequence for all N(x) such that
(1) (ω, x) 7→ Nt(x)(ω) isF ⊗B-measurable for all t ∈ R+,
(2) x 7→ Nt(x)(ω) is right-continuous and
∫∞
−C Nt(x)(ω)dx <∞ for all t ∈ R+,
(3) limC→∞
∫∞
−C e
iuxNt(x)(ω)dx exists for all ω ∈ Ω, t ∈ R+, u ∈ R\{0},
(4) for any n ∈ N, t ∈ R, u ∈ R\{0} there is an integrable random variable Z such that
| ∫∞−C eiuxN τnt (x)(ω)dx| ≤ Z for any C ∈ R+.
Define the (improper, cf. (A.4.1)) Fourier transform of N by
Xt(u) := F{x 7→ Nt(x)}(u).
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If X(u) has càdlàg paths, then it is a local martingale for all u ∈ R\{0} with common
localising sequence (τn)n∈N.
PROOF. For any C ∈ R+, u ∈ R\{0}, ω ∈ Ω, t ∈ R+ define
XCt (u)(ω) :=
∫ ∞
−C
eiuxNt(x)(ω)dx.
Fix n ∈ N, C ∈ R+, u ∈ R\{0}. Then XCt∧τn(ω)(u)(ω) =
∫∞
−C e
iuxNt∧τn(ω)(x)(ω)dx for any
t ∈ R+, ω ∈ Ω. Setting
c(k, x) :=

1cos(x)>0 cos(x) for k = 0,
1sin(x)>0 sin(x) for k = 1,
−1cos(x)<0 cos(x) for k = 2,
−1sin(x)<0 sin(x) for k = 3,
ICt (k) :=
∫ ∞
−C
c(k, ux)Nt∧τn(x)dx
yields
XCt∧τn(u) =
3∑
k=0
ikICt (k).
Since c(k, ·) : R → R+ and hence IC(k) are positive, we can apply Tonelli’s theorem and
conclude that IC(k) is a martingale up to the càdlàg property for all k ∈ {0, 1, 2, 3}. Thus
(t, ω) 7→ XCt∧τn(u)(ω) is a martingale up to the càdlàg property as well. By the definitions
of XC and X we have Xt(u)(ω) = limC→∞XCt (u)(ω) and thus we get
Xt∧τn(ω)(u)(ω) = lim
C→∞
XCt∧τn(ω)(u)(ω).
The fourth assumption on N and Lebesgue’s theorem yield
E(Xt∧τn(u)|Fs) = E
(
lim
C→∞
XCt∧τn(u)|Fs
)
= lim
C→∞
E
(
XCt∧τn(u)|Fs
)
= Xs∧τn(u)
for s ≤ t. Thus (t, ω)→ Xt(u)(ω) is a local martingale. 
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4.2. Essential infimum of a subordinator.
DEFINITION A.4.6. Let ψ be a deterministic local exponent (of some semimartingale
X). We define the infimum process E of ψ by Et := ess inf Xt for any t ∈ R+.
By [25, III.2.16], X in the previous definition is a PII whose law is determined by ψ.
Since Et is in turn determined by the law of Xt, the infimum process E does not depend on
the particular choice of X .
LEMMA A.4.7. Let X, Y be independent random variables. Then
ess inf (X + Y ) = ess inf X + ess inf Y.
PROOF. Let x := ess inf X and y := ess inf Y . We obviously have ess inf (X +Y ) ≥
x+ y because X + Y ≥ x+ y almost surely. Independence yields
P (X + Y ≤ x+ y + ε) ≥ P
(
X ≤ x+ ε
2
, Y ≤ y + ε
2
)
= P
(
X ≤ x+ ε
2
)
P
(
Y ≤ y + ε
2
)
> 0
for any ε > 0. 
PROPOSITION A.4.8. Let X be a subordinator (i.e. an increasing Lévy process) and
Et := ess inf Xt for any t ∈ R+. Then Et = tE1 ≥ 0 for any t ≥ 0 and E is the drift part
of X relative to the truncation function h = 0. Moreover, X − E is a subordinator.
PROOF. Since X is a subordinator, we have Et ≥ 0 for any t ∈ R+. Moreover,
ess inf (Xt − Xs) = Et−s because Xt−s has the same distribution as Xt − Xs. Since Xs
and Xt −Xs are independent, Lemma A.4.7 yields Es + Et−s = Et. The mapping t 7→ Et
is increasing because X is a subordinator. Together we conclude Et = tE1. This implies
that X −E is a positive Lévy process and hence a subordinator. By [36, Theorem 21.5] the
Lévy-Khintchine triplet (b, c,K) relative to truncation function h = 0 exists and satisfies
c = 0. Moreover, K and the random measure of jumps µX of X are concentrated on R+.
In view of [25, II.2.34] we have Xt = x ∗ µXt + bt and thus we get Et = ess inf Xt ≥ bt.
According to [36, Theorem 21.5], X − E is a subordinator only if its drift rate b˜ relative to
h = 0 is greater or equal 0. Hence bt− Et = b˜t ≥ 0, which implies bt = Et. 
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COROLLARY A.4.9. Let X be a d-dimensional semimartingale whose components Xk
are subordinators with essential infimum Ekt = ess inf X
k
t for k = 1, . . . , d. For predictable
processes ϕ whose components are non-negative and bounded we have
ess inf (ϕ • (X − E)t) = 0.
Moreover, for bounded predictable Cd-valued processes ϕ we have
ess inf |ϕ • (X − E)t| = 0
for any t ∈ R+.
PROOF. The second statement is an application of the first statement because
0 ≤ |ϕ • (X − E)t| ≤ (|ϕ1|, . . . , |ϕd|) • (X − E)t.
Suppose that ϕ is a predictable process with non-negative and bounded components. Propo-
sition A.4.8 yields that Xk −Ek is a subordinator with essential infimum 0. Hence we may
assume w.l.o.g. that Ek = 0. Since ϕ is bounded, there is a constant c ∈ R+ such that
ϕk ≤ c for k = 1, . . . , d. Hence ϕ • Xt ≤ c
∑d
k=1X
k
t for any t ∈ R+. By Proposition A.4.8
the drift part of Xk is 0 relative to the truncation function h = 0. Consequently, the drift
part of the subordinator L := c
∑d
k=1 X
k is also 0 relative to the truncation function h = 0.
Proposition A.4.8 yields ess inf Lt = 0 for any t ∈ R+. Thus we conclude
0 ≤ ess inf (ϕ • Xt) ≤ ess inf Lt = 0.

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