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We employ the Wigner function formalism to simulate partially coherent, dissipative electron
transport in biased semiconductor superlattices. We introduce a model collision integral with terms
that describe energy dissipation, momentum relaxation, and the decay of spatial coherences (lo-
calization). Based on a particle-based solution to the Wigner transport equation with the model
collision integral, we simulate quantum electronic transport at 10 K in a GaAs/AlGaAs superlattice
and accurately reproduce its current density vs field characteristics obtained in experiment.
I. INTRODUCTION
The Wigner function (WF) enables the phase-space
formulation of quantum mechanics [1–4]. It shares many
of the characteristics of the classical phase-space distribu-
tion function, but can take negative values in phase-space
regions of volume smaller than a few h¯, where the Heisen-
berg uncertainly relation plays an important role [5–7].
The Wigner function formalism has found use in many
fields of physics, such as quantum optics [8, 9], nuclear
physics [10, 11], particle physics [12], and the semiclassi-
cal limits of quantum statistical mechanics [13].
The Wigner transport equation (WTE) is the equation
of motion for the Wigner function (similar to the semi-
classical Boltzmann transport equation) and it has been
used to model quantum transport in many semiconduc-
tor nanostructures [7, 14–28]. However, the exact form of
the collision integral for the Wigner transport equation
remains an outstanding open question. In the past, the
effects of scattering with phonons and impurities in the
Wigner transport equation were accounted for via a semi-
classical Boltzmann collision operator, which employs
transition rates calculated based on Fermi’s golden rule
[24]. This approach could be justified for the devices con-
sidered (resonant tunneling diodes [14, 15, 24], double-
gate MOSFETs [29], semiconductor nanowires [26], and
carbon nanotube FETs [29]), where throughout most of
the device region the electrons could be considered semi-
classical, point-like particles with a well-defined kinetic
energy vs wave vector relationship E(k) from the enve-
lope function and effective mass approximation. In con-
trast, electrons throughout a biased superlattice may oc-
cupy quasibound states, with no simple relationship be-
tween the particle energy and wave vector. Considering
that the rates derived based on Fermi’s golden rule rely
on a well-defined kinetic energy pre- and post-scattering,
it is clear that a Boltzmann collision integral fails to cap-
ture scattering in superlattices.
In this work, we introduce a model collision integral
suitable for analyzing dissipative quantum transport in
superlattices within the Wigner function formalism. The
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collision integral features terms responsible for energy
dissipation, an explicit momentum relaxation term, and
a term describing the decay of spatial coherences (local-
ization). We discuss each term, the rationale behind it,
its effects on the Wigner function, and the justification
for the form. On the example of a GaAs/AlGaAs super-
lattice at 10 K, we solve the Wigner transport equation
using a particle-based method with affinities [22, 24]. We
show that all three terms are required to accurately re-
produce the measured current density vs field character-
istics.
II. THE WIGNER TRANSPORT EQUATION
FOR SUPERLATTICES
A. The superlattice structure
We are interested in simulating electronic transport in
biased III-V semiconductor superlattices. Superlattices
are systems formed by epitaxial growth of different ma-
terials with a certain material sequence reperated tens or
hundreds of times, which results in the periodic profile
of the conduction and valence band edges in equilibrium,
with a period many times greater than the crystalline
lattice constant [30]. Here, we chose an experimentally
well-characterized superlattice structure from Ref. [31];
this structure has been proposed as a THz quantum cas-
cade laser at a frequency of 1.8 THz and temperatures
up to 168 K. The structure consists of alternating GaAs
(wells) and Al0.15Ga0.85As (barriers) with a conduction
band offset of 0.12 eV. Figure 1 shows the layer struc-
ture, as well as the conduction band profile obtained from
the WTE simulation coupled with Poisson’s equation.
The figure also shows several confined states obtained by
solving the Schro¨dinger equation at the electric field of
15 kV/cm (this field is also the design electric field for
the laser). The effective mass is m∗ = 0.067m0, where
m0 is the free-electron rest mass.
B. The Wigner transport equation
In order to simulate time-dependent electronic tran-
port in a generic semiconductor structure with one-
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FIG. 1. Steady-state conduction band profile obtained from
the WTE (solid thick black line). The dashed rectangle marks
the extent of a single period, where the first barrier is re-
ferred to as the injection barrier. Also shown are proba-
bility densities corresponding to wavefunction of the upper
(u) and lower (`) lasing levels (thick blue and thick red re-
spectively). Also shown is one of the injector (i) states
(thick green) as well as other subbands (thin gray) that
are localized near the considered period. Starting at the
injection barrier, the layer thicknesses (in nanometers) are
4.0/8.5/2.5/9.5/3.5/7.5/4.0/15.5, with the widest well n-
doped to 2.05 × 1016 cm−3 resulting in an average doping
of 5.7× 1015 cm−3 per period. (The layer structure has been
rounded to the nearest half-nm to match the simulation mesh
spacing of ∆z = 0.5 nm.) Owing to the low electron concen-
tration, the potential (not including the barriers) is almost
linear.
dimensional (1D) transport, we assume translational in-
variance in the x−y plane perpendicular to the transport
direction, z. The 1D Wigner function f(z, k, t) is defined
as the Wigner-Weyl transform of the single-particle den-
sity matrix ρ via [2]
f(z, k, t) =
1
2pi
∫
ρ(z + z′/2, z − z′/2)e−ikz′dz′ . (1)
The device potential is split into a spatially slowly vary-
ing term Vc(z), treated as a classical drift term, and a
rapidly varying term Vq(z). In a structure such as a bi-
ased superlattice, the applied bias and the Hartree po-
tential are part of the slowly-varying Vc(z), while the bar-
riers are the only terms in the fast-varying Vq(z). This
splitting is justified by the low electron concentration in
the structure.
The Wigner transport equation describes the time evo-
lution of the WF in the effective mass approximation and
can be written as [23, 32]
∂f
∂t
= − h¯k
m∗
∂f
∂z
+
1
h¯
∂Vc
∂z
∂f
∂k
+Q[Vq, f ] + C[f ] , (2)
where C[f ] is commonly referred to as the collision in-
tegral or the collision operator (discussed further below)
and Q[V, f ] is the quantum evolution term defined by
Q[Vq, f ] =
∫ ∞
−∞
Vw[Vq](z, k − k′)f(z, k′)dk′ . (3)
Here, Vw[Vq](z, k) is the Wigner potential, which can be
written as [33]
Vw[Vq](z, k) =
2
pih¯
Im
{
e2ikzVˆq(2k)
}
, (4)
where Vˆq(k) is the spatial Fourier transform of Vq with
the convention
Vˆq(k) =
∫ ∞
−∞
Vq(z)e
−ikzdz . (5)
C. The quantum evolution term for a periodic
potential
As the structure we consider has a periodic fast-varying
potential, it can be written as
Vq(z) =
∞∑
n=−∞
Vp(z − nLp) , (6)
where Vp(z) is the potential for a single period and Lp is
the period length. The corresponding Wigner potential
is given by
Vw[Vq](z, k) =
∞∑
n=−∞
Vw[Vp](z − nLp, k) . (7)
It is tempting to truncate the sum in Eq. (7) and only
consider a few neighboring periods. However, with this
approach, the resulting Wigner potential becomes very
“spiky”, with rapid variation in the k-direction and re-
quiring a prohibitively fine mesh. A better approach is
to use Eqs. (4) and (7) and get
Vw[Vq](z, k) =
2
pih¯
Im
{
Vˆq(2k)e
2izk
∞∑
n=−∞
e−2inLpk
}
.
(8)
Using
∞∑
n=−∞
e−2inLpk =
pi
Lp
∞∑
m=−∞
δ(k −mpi/Lp) , (9)
we get
Vw[Vq] =
2
h¯Lp
Im
{
Vˆq(2k)e
2izk
} ∞∑
m=−∞
δ(k −mpi/Lp) .
(10)
3The quantum evolution term in Eq. (3) then simplifies to
2
h¯Lp
∞∑
m=−∞
Im
{
Vˆq(2mpi/Lp)e
2impiz/Lp
}
f(z, k −mpi/Lp)
=
∞∑
m=−∞
Wm(z)f(z, k −mpi/Lp) ,
(11)
where Wm is a quantum weight, defined as
Wm(z) ≡ 2
h¯Lp
Im
{
Vˆ (2mpi/Lp)e
2impiz/Lp
}
. (12)
Because the superlattice potential is real, we have
Vˆq(−k) = Vˆ ∗q (k). In addition, we have Vˆ (0) = 0, as
the bias is included in the slowly varying potential, so
the result in Eq. (12) can be simplified to
Q[Vq, f ](z, k, t) =
∞∑
m=1
Wm(z) [f(z, k −mpi/Lp, t)
−f(z, k +mpi/Lp, t)] . (13)
The definition of the quantum weight Wm(z) is useful
because it does not depend on k and can be computed
and stored in memory for all relevant values of m and z.
It only needs to be recomputed when the self-consistent
potential is updated. In practice, the infinite sum over
m is limited to the values for which f(z, k ±mpi/Lp) is
non-vanishing.
Here, we will be working with smoothed square bar-
riers, so an analytical expression for the corresponding
quantum weight Wm(z) is useful. A single smoothed
square barrier of width 2a and height V0, centered at
the origin, is approximated by (erf is the error function)
VB(z) =
V0
2
{− erf[β(z − a)] + erf[β(z + a)]} . (14)
By performing a Fourier transform we get
VˆB(k) =
2V0
k
e−k
2/(4β2) sin(ka) , (15)
so
Wm[VB ](z) =
2
h¯pi
V0
m
e
−m2pi2
β2L2p sin
(
2pima
Lp
)
sin
(
2pimz
Lp
)
.
(16)
The above equation represents a single barrier of height
V0 centered at the origin. More general structures can be
made by using
Wm[V ](z) =
2
h¯pi
e
−m2pi2
β2L2p
NB∑
i=1
Vi
m
sin
(
2pimai
Lp
)
(17)
× sin
(
2pim(z − zi)
Lp
)
,
where Vi, zi and 2ai are the height, center and width
of barrier i and NB is the total number of barriers in a
single period.
Before we continue, we will explain our choice of
smoothed barriers. For more smoothing (smaller β), we
can truncate the sum in Eq. (17) at smaller m, avoiding
the rapidly oscillating high-m terms. This simplification
allows use to use a coarser phase-space mesh, speeding up
numerical calculations. In this work we used a smooth-
ing length β−1 = 1.0 nm. The current-field characteris-
tics are not very sensitive to the value of β and we see
negligible difference for β−1 in the range 0.5 to 1.0 nm.
The choice of smoothed barriers can also be justified by
physical reasoning: the lattice constant of GaAs is about
0.5 nm, which sets the length scale for the most abrupt
variation in the conduction band profile.
D. Numerical implementation
We solve the WTE (2) by using a particle-based
method with affinities [22, 24]. The WF is written as a
linear combination of delta functions on the form
f(z, k, t) =
∑
p
Ap(t)δ [z − zp(t)] δ [k − kp(t)] , (18)
where Ap(t) is the affinity of particle p. The diffusive
and drift terms [the first and second terms in Eq. (2),
respectively] represent the free flow and acceleration of
particles via a time evolution of the particle position zp(t)
and wave vector kp(t), respectively. The quantum evolu-
tion and collision terms do not affect particle position or
wave vector, but induce time evolution of particle affini-
ties given by∑
p∈M(z,k)
dAp
dt
= Q[f, Vq](z, k) + C[f ] , (19)
where the sum is over all particles p belonging to a mesh
point (z, k). We note that by including the collision term
in the time evolution of affinities, the particle method is
entirely deterministic, and does not require discretization
of the rapidly oscillating diffusive term, which is difficult
to deal with using a finite difference method [34].
In order to simulate superlattices, periodic boundary
conditions are implemented by simply removing parti-
cles when they exit the simulation domain and injecting
them with the same wave vector at the other side. This
approach is valid as long as the simulation domain is
large enough that the coherences are not artificially cut
off [35]. This condition is tested by increasing the num-
ber of simulated periods until the simulation converges,
typically 100 nm (two periods).
A good choice of the initial state f(z, k, t = 0) is im-
portant for faster convergence to a steady state, as well
as to ensure the steady-state WF is a valid WF [5, 36].
Here, we will note that, given a valid initial state, the WF
4will remain valid at later times as long as the model colli-
sion integral does not violate the positivity of the density
matrix. In this work, we choose the thermal equilibrium
WF as the initial state. The steady state is reached in
∼ 1 − 5 ps, after which the simulation is continued for
additional ∼ 20 ps to calculate averages of physical ob-
servables, such as the current density.
III. MODELING DISSIPATION AND
DECOHERENCE IN SUPERLATTICES: THE
COLLISION INTEGRAL
In this section, we take a closer look at the collision
integral C[f ] for the Wigner transport equation, because
superlattices pose challenges that are not nearly as dire
when addressing other common structures.
Thus far, considerable work has been done on resonant-
tunneling diodes (RTDs) using the Wigner transport
equation [14, 15, 24]. This structure has a relatively
small region where tunneling or the formation of bound
states is important, and where the relationship between
k and the kinetic energy cannot be written. Therefore,
throughout most of the simulation domain, the concept
of the kinetic energy is well defined and the use of the
scattering rates based on Fermi’s golden rule is justified.
In contrast, in superlattices, tunneling and
quasibound-state formation are important in the
entirety of the structure, and the rates calculated
based on Fermi’s golden rule cannot be reliably used.
Employing these rates for superlattices can result in
unphysically high currents and negative particle densi-
ties. For example, with the use of the common rates for
all standard scattering mechanisms [37], we have been
unable to match the experiment for the structure from
Fig. 1: the closest match obtained for current densities –
even after allowing for very high electronic temperatures
or artificially increased deformation potentials – is still
several times higher than experiment. Yet, we know
that materials parameters are not the issue, because the
calculations for the RTDs on the same GaAs/AlGaAs
system are quite accurate [38].
In this paper, we abandon the semiclassical rates based
on Fermi’s golden rule and instead present a simple model
collision operator comprising three terms, each with a
solid intuitive foundation and no requirement for an E
vs k relationship. All three are necessary in order to
match the measured current-field characteristics, which
is indicative of the interactions that the electrons undergo
in superlattices at relatively low temperatures. (We note
that a more rigorous form of the collision operator could,
for example, be derived based on a Markovian master
equation for the single-particle density matrix [39, 40]
and performing the Wigner-Weyl transform to obtain
the WTE; thereby, the Lindblad dissipative term from
the master equation would yield the collision operator in
WTE.)
The model collision integral we introduce here is given
by
C[f ] =− f(z, k, t)− feq(z, k)
τR
(20a)
− f(z, k, t)− f(z,−k, t)
τM
(20b)
+ Λ
∂2f
∂k2
. (20c)
As pointed out earlier, the time evolution induced by
the collision integral is included in the time evolution of
particle affinities according to Eq. (19). The second order
k-derivative is evaluated using a second-order centered
finite-difference scheme.
A. The relaxation term
The first term, (20a), has the form of the relaxation-
time approximation collision integral in semiclassical
transport. This term describes relaxation towards equi-
librium with a relaxation time τR. This term dissipates
energy and also partially randomizes momentum. Even
in semiclassical transport, this term technically holds
only in the linear regime [37]. It turns out that super-
lattices have a particular feature that make this approx-
imation – relaxation to equilibrium as opposed to an a
priori unknown steady state – applicable up to high cur-
rent densities.
Figure 2 shows the WFs for a few relevant subbands
(upper lasing, lower lasing, and injector states from
Fig. 1) at 10 K and the electric field of 15 kV/cm. We
find the occupations by taking the subband wavefunc-
tions ψn(z) and calculate the corresponding WFs fn(z, k)
by using Eq. (1) with ρ(z1, z2) = ψn(z1)ψ
∗
n(z2). The
noteworthy feature here is the width of each of the sub-
band WFs in the k-direction. The spread over k is of
order inverse well width and is considerably greater than
the drift wave vector (the approximate shift of the state
WFs along the k-axis) up to very high current densi-
ties. Therefore, for the purpose of forming an approxi-
mate collision integral, the nonequilibrium steady-state
Wigner function in superlattice can be approximated by
the equilibrium form even under appreciable current.
To calculate the equilibrium Wigner function feq(z, k),
we first calculate the equilibrium density matrix. After
the Weyl-Wigner transformation in the parallel r‖ vari-
ables and integration over parallel wave vector k‖, the
equilibrium density matrix ρeq(z1, z2) is given by
ρeq(z1, z2) = N
∑
s
∫ pi/Lp
−pi/Lp
ψs,q(z1)ψ
∗
s,q(z2) (21)
× ln(1 + e−(Es,q−µ)/kT )dq , (22)
where N is a normalization factor and ψs,q(z) are the en-
velope Bloch wave functions obtained from a solution of
the time-independent Schro¨dinger equation for the con-
575 50 25 0 25 50 75
1.0
0.5
0.0
0.5
1.0
k 
[1
/n
m
]
1.0 0.5 0.0 0.5 1.0
75 50 25 0 25 50 75
1.0
0.5
0.0
0.5
1.0
k 
[1
/n
m
]
75 50 25 0 25 50 75
Position [nm]
1.0
0.5
0.0
0.5
1.0
k 
[1
/n
m
]
lower lasing level ( ) 
upper lasing level (u)
injector state (i)
FIG. 2. Wigner functions for an injector state (i), the upper
lasing level (u), and the lower lasing level (`). See figure 1 for
the spatial profile of the corresponding wave functions.
sidered periodic potential. The Fermi level µ is deter-
mined from
n˜ =
∫
D(E)(1 + e(E−µ)/kT )−1dE , (23)
where n˜ is the electron density averaged over a period
and D(E) is the density of states for the superlattice.
The equilibrium WF is then calculated using Eq. (1).
B. The momentum relaxation term
In general, momentum and energy relax at different
rates, and the discrepancy is accommodated by an ex-
plicit term (20b) that randomizes momentum at a rate
of τ−1M , but does not dissipate energy. This term would be
very important in the presence of nearly elastic mecha-
nisms, especially if they are efficient at randomizing mo-
mentum, such as in the case of acoustic phonons that
should be accounted for down to a few Kelvin. Without
this term, current density can be orders of magnitude
higher than experimental results, regardless of the choice
of the relaxation time τR. This term also preserves the
positivity of the density matrix.
C. The spatial decoherence (localization) term
The third term in Eq. (20) describes the decay of the
spatial coherences of the density matrix, namely,
Λ
∂2f(z, k, t)
∂k2
↔ −Λ(z1 − z2)2ρ(z1, z2, t) , (24)
This term describes the decay of the off-diagonal terms
in the density matrix, i.e., spatial decoherence [38], while
preserving the positive-definiteness of the density ma-
trix [41]. As a result of the action of this term, the density
matrix becomes increasingly diagonal over time and we
can speak of well-defined position. Therefore, we will use
the terms spatial decoherence and localization of the den-
sity matrix inerchangaby; Λ has previously been referred
to as the localization rate [42], and we adopt the term
here as well, even though it is technically a misnomer (Λ
has the units of inverse length squared and time, rather
than the units of inverse time, which a quantity called
rate generally has). In the Wigner function formalism,
coherence over large spatial distances corresponds with
fast oscillations of the WF in the k-direction [42]. The
localization term (20c) depicts diffusion in phase space
and tends to smooth out the WF. In simple cases, it is
possible to calculate the localization rate Λ [42, 43]. Here,
we will treat it as a phenomenological parameter that is
determined based on comparison with experiment.
There is an additonal, fairly subtle reason why this
form is particularly well suited for the description of spa-
tial decoherence in nanostructures that carry current.
Namely, nanostructures that carry current are open sys-
tems with densely spaced energy levels and generally
strong coupling with the contacts [39]. Within the frame-
work of the open systems theory [40, 42], this limit –
smaller energy spacing (per h¯) than the typical relax-
ation rate of the system – corresponds to the Brownian
motion limit. [? ] The spatial decoherence term (20c)
has indeed been used to study quantum Brownian mo-
tion [40, 42] due to coupling of an open system with an
Ohmic bosonic bath by Caldeira and Legget [41, 42, 44].
IV. RESULTS
A. Comparison with experiment
Figure 3 shows the calculated current density versus
electric field strength and comparison with experiment
[31] for the GaAs/AlGaAs superlattice (Fig. 1) at a
temperature of 10 K. The experimental data is for a
non-lasing structure (without a waveguide), so electron
dynamics is unaffected by the optical field. The experi-
mental J–E curve was obtained from the measured J–V
curve upon incorporating a reported Schottky contact re-
sistance of 4 V [31]. The best agreement with experiment
was achieved with τ−1R = 10
12 s−1, τ−1M = 2 × 1013 s−1,
and Λ = 2× 109 nm−2s−1. The simulation gives current
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FIG. 3. Current density vs electric field from theory (solid
blue curve) and experimental results from Ref. [31] (dashed
red curve). τ−1R = 10
12 s−1, τ−1M = 2 × 1013 s−1, and Λ =
2× 109 nm−2s−1.
densities very close to experimental results, with plateaus
around 8 kV/cm and 15 kV/cm.
Figure 4 depicts the steady-state WF for different val-
ues of the electric field at a lattice temperature of 10 K,
the same temperature and with the same parameters as
in Fig. 5. In the figure we see that, at zero field, due to
the low temperature, electrons almost exclusively occupy
the ground state in the widest well. When the electric
field is increased to 7.5 kV/cm, tunneling between the
widest well and the adjacent well to its right is enhanced.
This back-and-fourth motion results in very little net cur-
rent, as we can see on the corresponding J–E curve in
Fig. 3. At the electric field of 15 kV/cm, the WF has
even higher amplitude in the narrower wells, with pro-
nounced negative values around k = 0, which is a sig-
nature of high occupation of states that are delocalized
between the two wells.
B. Effects of the different terms in the collision
integral (20) on the J–E curves
All three terms in Eq. (20) are necessary to achieve
good agreement with experiment. In Fig. 5, only the re-
laxation term in (20a) is retained and τR is swept (τM = 0
and Λ = 0). Despite varying τR over many orders of mag-
nitude, we were unable to reproduce experimental results
with the term (20a) alone for any value of τR, with the
closest results shown in Fig. 5. The current density is
overestimated by about an order of magnitude and the
J–E dependence has features that are absent from the
experimental results.
While the relaxation term (20a) is responsible for en-
ergy dissipation and for relaxation of the distribution
function, it also somewhat relaxes momentum, but not ef-
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FIG. 4. Steady state WF for a few values of electric field.
The lattice temperature is 10 K. Barriers are shown in black.
All parameters are the same as in Fig 3.
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FIG. 5. Current density vs electric field for different values of
the relaxation rate τ−1R with Λ = 0 and τ
−1
M = 0.
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FIG. 7. Current density vs electric field for different values
of the momentum relaxation rate τ−1M . τ
−1
R = 10
12 s−1 and
Λ = 2× 109 nm−2s−1, as in Fig. 3.
ficiently enough. Figure 6 shows the effect of varying the
relaxation rate τ−1R , while Fig. 7 shows the dependence
of the current density on the momentum relaxation rate
τ−1M . In each figure, the other two parameters are kept
at their best-fit values, as in Fig. 3. We see that the
effect of varying τ−1R by a factor of 4 does not have a
pronounced effect on the J–E curve. However, the J–E
curve is quite sensitive to the momemtun relaxation rate,
with a higher rate resulting in lower current, as expected.
A less obvious effect is that a high momentum relaxation
rate destroys the fine features in the J–E diagram, mak-
ing the relationship almost linear for τ−1M = 4× 1013 s−1.
Figure 8 shows the dependence of the current density
on the localization rate Λ. As intuitively plausible, lower
values of Λ result in more prominent fine features in the
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FIG. 8. Current density vs electric field for different values
of the localization rate Λ, withτ−1R = 10
12 s−1 and τ−1M =
2 × 1013 s−1. High localization rates wash out some of the
fine features of the J–E curves.
J–E diagram; these get washed out at higher localization
rates and the curve is smooth at Λ = 8× 109 nm−2s−1.
V. CONCLUSION
We showed that the Wigner transport equation can be
used to model electron transport in semiconductor super-
lattices. As an example, we considered a GaAs/AlGaAs
superlattice of Ref. [31], in which transport in partially
coherent. The collision integral commonly used with the
Boltzmann transport equation is not adequate for use
with the WTE in superlattices. Instead, we introduced a
model collision integral that comprises three terms: one
that captures the dissipation of energy and relaxation to-
wards equilibrium, another that only relaxes momentum,
and a third that describes localization, i.e., the decay of
spatial coherences due to scattering. The steady-state
J–E curves are fairly sensitive to the values of the local-
ization and momentum relaxation rates.
Finally, the Wigner equation is exact in the coherent
(scattering-free) limit [45, 46] and its particle-based nu-
merical implementations offer an excellent technique for
analyzing ballisitic time-dependent quantum transport in
1D systems (with exciting recent contributions on higher-
dimensional systems [47–50]). However, the development
of systematic approximations for the collision term in
the Wigner transport equation is an open problem that
presently limits the applications of this intuitive and effi-
cient transport formalism to realistic systems with scat-
tering. This work offers a simple model collision integral
that helps accurately capture electronic transport in an
experimentally relevant superlattice system, which might
enable wider applications of the WTE in transport sim-
ulation.
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