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Summary
Two-phase design can reduce the cost of epidemiological studies by limiting the ascertain-
ment of expensive covariates or/and exposures to an efficiently selected subset (phase-II) of
a larger (phase-I) study. Efficient analysis of the resulting dataset combining disparate infor-
mation from phase-I and phase-II, however, can be complex. Most of the existing methods
including semiparametric maximum-likelihood estimator, require the information in phase-I
to be summarized into a fixed number of strata. In this paper, we describe a novel method
for analysis of two-phase studies where information from phase-I is summarized by parame-
ters associated with a reduced logistic regression model of the disease outcome on available
covariates. We then setup estimating equations for parameters associated with the desired
extended logistic regression model, based on information on the reduced model parame-
ters from phase-I and complete data available at phase-II after accounting for non-random
sampling design at phase-II. We use the generalized method of moments to solve overly
identified estimating equations and develop the resulting asymptotic theory for the proposed
estimator. Simulation studies show that the use of reduced parametric models, as opposed to
summarizing data into strata, can lead to more efficient utilization of phase-I data. An appli-
cation of the proposed method is illustrated using the US National Wilms Tumor study data.
Keywords : Data Integration, Generalized Method of Moments, Missing Data, Semipara-
metric Inference, Two-phase sampling.
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1 Introduction
Modern epidemiological studies often require collection of information on a large number
of factors, including lifestyle and behavioral factors, social and environmental conditions,
and biomarkers. Measuring certain factors, such as novel biomarkers or physical activity
levels based on wearable devices, can be cost-prohibitive. The difficulty can be overcome
by employing a two-phase sampling design where at phase-I, a relatively large number of
individuals are sampled from a target population for the ascertainment of a set of inexpensive
covariates. At phase-II, a small sub-sample is then judiciously selected, possibly stratified
by disease status and covariate information collected at phase-I, for the ascertainment of
more expensive covariates. Two-phase sampling was first introduced by Neyman in 1938
as an approach for stratification and gradually, it gained popularity in many other fields
including epidemiology, econometrics and GWAS (Neyman, 1938; Manski and Lerman, 1977;
Pickles et al., 1995; Schaid et al., 2013; Thomas et al., 2013). Several studies have illustrated
the design and analysis of two-phase studies using the data from the National Wilms Tumor
Study (D’Angio et al., 1989; Green et al., 1998; Breslow and Chatterjee, 1999).
Existing methods for logistic regression analysis of two-phase epidemiological studies in-
clude weighted-likelihood (Flanders and Greenland, 1991) (WL) and conditional-likelihood
(Wild, 1991; Hsieh et al., 1985; Breslow and Cain, 1988b) (CML), which essentially focus on
the analysis of the phase-II data, after accounting for sampling probability through weights
or offsets, respectively. Information from phase-I data in these methods can be incorporated
through post-hoc estimation of sampling weights based on available covariates. A variety of
methods have been proposed to analyze two-phase designs under a semi-parametric missing
data framework, where no modeling assumption regarding distribution of covariates is re-
quired. Examples include methods based on estimated-likelihood (Pepe and Fleming, 1991;
Carroll and Wand, 1991; Hu and Lawless, 1996), regression calibration (Chen and Chen,
2000), pseudo-score (Chatterjee et al., 2003) , weighted likelihood with weights calibrated
by various sample survey techniques (Breslow and Lumley, 2013) and semiparametric maxi-
mum likelihood (SPML) (Robins et al., 1994; Breslow and Holubkov, 1997; Scott and Wild,
1997; Lawless et al., 1999; Zhou et al., 2011; Qin et al., 2015).
In this article, we address two major challenges associated with the existing methods.
First, a variety of the existing methods assume that the available phase-I data can be summa-
rized into a finite number of strata and as a result, they cannot effectively utilize information
available on continuous covariates at phase-I. For example, many researchers have proposed
semiparametric maximum likelihood estimation, but these methods are only efficient under
the assumption that the phase-I data can be summarized into finite strata (Breslow et al.,
2003). Another challenge for the analysis of two-phase studies can arise in the setting of
large consortium based studies that require data sharing. For example, large consortia have
been formed for conducting GWAS of various diseases. In such consortia, studies often
share individual-level data on samples (e.g. a case-control sample) which are genotyped, but
individual-level data from the large underlying study (e.g. a cohort study) is not typically
made available. In such a setting, it may be possible to get some summary-level informa-
tion, such as estimates of parameters associated with a reduced model including some basic
covariates. Thus, methods that can incorporate summary-level data from phase-I data can
facilitate the incorporation of two-phase design methodology in consortia setting.
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We propose a method for the analysis of two-phase studies with a binary outcome where
phase-I data can potentially involve numerous covariates, some of which could be continu-
ous. We summarize the information from phase-I data through parameters associated with
the fitting of a reduced logistic regression model. We then use the individual-level data
from phase-II and estimates of the reduced model parameters from phase-I to set up a set
of estimating equations for inference on parameters associated with an extended logistic re-
gression model of interest. We use the generalized method of moment (GMM) techniques
for parameter estimation and asymptotic inference. Through simulation study and real data
analysis, we show that the proposed method has the same efficiency as SPMLE when the
phase-I data are discrete and yet it provides more flexibility to efficiently incorporate richer
phase-I data by controlling the complexity of the reduced model.
The paper is organized as follows: in section 2, the notations and statistical formulation
of the problem is described followed by asymptotic properties of the proposed estimator. In
section 3, extensive simulations are conducted under different sampling designs to study the
performance of the proposed method. In section 4, we illustrate applications of our method
using data from the US National Wilms Tumor Study.
2 Models and Methods
2.1 Model Formulation
Let us denote the outcome of interest by Y , a binary variable taking values 1 and 0, and
the set of full covariates by X , where dimension of X is q2. We assume the true relationship
between Y and X is given by a full model (or an extended model) of the form,
P (Y = i|X = x) = exp(iβ
TX)
1 + exp(βTX)
. (1)
Our goal is to estimate and draw inference about β0, the true value of β. Before we move
onto the estimation procedure, we introduce the two-phase sampling design considered here.
2.2 Sampling Design
We assume at phase-I, N samples are randomly drawn from an underlying population on
each of which Y and Z, a set of covariates of dimension q1, are observed. We assume
Z to be a subset of X , but it could also include surrogates of some components of X
where Z does not have any effect on outcome Y, given X. More specifically, we will assume
Pr(Y |X,Z) = Pr(Y |X). Let S := S(Z) denote a set of stratifying variables in phase-I.
From each of the strata defined by Y and S at phase-I, a random sub-sample is drawn in
phase-II based on known selection probabilities denoted by pi(Y, S).
2.3 Method
We first propose to summarize the phase-I data through a reduced model and use the reduced
model parameters to establish an estimating equation for the full model parameters. We fit
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a reduced model of the form,
Pr(Y = i|Z) = exp(θ
TZ)
1 + exp(θTZ)
; i = 0, 1 (2)
to the phase-I data.
We will denote θˆ to be the maximum-likelihood estimator of θ and denote θ0 as the
asymptotic limit of θˆ. Then, irrespective of whether the reduced model (2) is correctly spec-
ified or not, we can write E{S(Y, Z; θ)}|θ=θ0 = 0, where S(Y, Z; θ) is the score function and
the expectation is taken under the true data generating distribution. Assuming the maximal
model (1) is correct and using the law of iterated expectation by, first, taking the expectation
with respect to the conditional distribution of Y |X , and then, marginalising over the the
joint distribution of X , we can rewrite the score equation as E{f(X,Z; β, θ)}|β=β0,θ=θ0 = 0,
where f(X,Z, β, θ) := {expit(βTX)− expit(θTZ)}Z (Chatterjee et al., 2016). While evalu-
ating this equation, we estimate the distribution of X empirically from the individual-level
phase-II data with inverse probability weighting to account for non-random sampling design.
Specifically, we can rewrite the expectation by, first, taking the expectation with respect to
the conditional distribution of X|Y, S, and then, marginalising over the the joint distri-
bution of (Y, S). Hence, an asymptotically unbiased estimating function for β, based on
summary-level data (θˆ) available from phase-I, is given by,
U1N (β) =
1
N
N∑
i=1
Rif(Xi, Zi, β, θˆ)
pi(Yi, Si)
,
where, Ri is an indicator variable determining the selection of ith subject in phase-II. For
rigorous derivation of the above estimating equation, see supplemental material.
Further, we propose to use the following estimating equation to incorporate data from
phase-II:
U2N (β) =
1
N
N
n
N∑
i=1
Ri[Yi − expit{γ(β)TXi}]Xi
The above estimating equation corresponds to standard logistic regression score equation
where the effect of non-random sampling is accounted through incorporation of offset pa-
rameter in the logistic model parameter as: γ(β) = β + (log π(1,s)
π(0,s)
, 0T )T (Breslow and Cain,
1988a).
We define βGMM , the GMM estimator in two-phase design, to be the minimiser of the
quadratic form, QN(β) = U
T
N (β)CˆUN (β), where, UN(β) = (U
T
1N (β), U
T
2N(β))
T and Cˆ is a
positive semi-definite matrix. Mathematically, βˆGMM := argminβ QN (β). From now on, for
simplicity, we denote βˆGMM by βˆ.
Assume the limiting value of n
N
to be λ, where λ ∈ (0, 1). Let Ψ(Y,X,R; β0, θ0) =
(ΨT1 ,Ψ
T
2 )
T denote the influence function of UN(βˆ), where Ψ1 := Ψ1(Y,X,R; β0, θ0) =
Rf(X,β0,θ0)
π(Y,S)
+
{Y − expit(θT0 Z)Z}, Ψ2 := Ψ2(Y,X,R; β0, λ) = λ−1RS(Y,X ; β0). Following the well estab-
lished theory of GMM (Hansen, 1982; Engle and McFadden, 1994; Imbens, 2002), we have
the following theorem:
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Theorem 2.1 (Consistency and Asymptotic Normality of βˆ) Suppose the positive semi-
definite matrix Cˆ
P−→ C. Then, under the regularity conditions (RC1-RC4) provided in ap-
pendix, βˆ
P−→ β0. Further, we have
√
N(βˆ − β0) D−→ N(0, (ΓTCΓ)−1ΓTC∆Ω∆TCΓ(ΓTCΓ)−1)
where Ω = E(ΨΨT ), ∆ =
(
Iq1 0 Iq1
0 λ−1Iq2 0
)
and Γ = E ∂
∂β
U(β, θ)|β=β0,θ=θ0.
The above asymptotic variance is minimized at the optimal C given by Copt = (∆Ω∆
T )−1.
Then, the optimal asymptotic variance is given by (ΓT (∆Ω∆T )−1Γ)−1. We compute βˆ using
the following standard iterated GMM algorithm (Hansen et al., 1996).
Algorithm:
(i) First we choose C to be an identity matrix and then minimize the quadratic form to
get an initial estimate, βˆ(1).
(ii) Using the estimate obtained in step (i), we compute Cˆ = Cˆopt = {∆ˆΩˆ(βˆ(1))∆ˆT}−1.
With this Cˆ, we minimize the quadratic form to obtain βˆ(2).
(iii) Iterate step (ii) with the estimate obtained in step (ii) till convergence.
For a rigorous proof of the theorem, see supplemental material.
3 Simulation Resembling US National Wilms Tumor
Data
We conduct simulations to gain insight into the results from real data analysis (see section
4). The data contains 4028 children diagnosed with Wilms Tumor, the most common form of
kidney cancer in the pediatric age group, recruited in the third and fourth clinical trial of the
National Wilms Tumor study. Details of the study can be found elsewhere (D’Angio et al.,
1989; Green et al., 1998; Breslow and Chatterjee, 1999). The outcome variable of interest
in this is study is relapse, a binary variable with 1 indicating that the patient’s condition
has deteriorated. The covariates of interest are: institutional histology (0 if favourable/1
if unfavourable); central histology (0 if favourable/1 if unfavourable); stage (0 if stage-I/1
if stage-II, 2 if stage-III and 3 if stage-IV) and age. There were two types of histology
measurements available in the study. First, the institutional histology, i.e., the classification
of the tumor into favorable and unfavorable, is according to the pathologist at the hospital
where the children were admitted for their treatment. Because the data came from many
different hospitals, it’s expected that the institutional histology is likely to be more error
prone due to variations associated with subjective judgements from the different pathologists.
Thus, the NWTG re-evaluated histology using a central pathologist recruited for the entire
study which was called central histology, the second measurement for histology available in
the study.
Imitating the structure of the real data, we assume an existence of four covariates,
X1, X2, X3, and X4, where X1 and X2 are binary variables taking values 0 and 1; X3 is
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an ordinal variable taking values 0,1,2 and 3; and X4 is a continuous variable assumed
to follow standard normal distribution. The covariates are simulated in a way such that
the correlations among them are (ρ12, ρ13, ρ14, ρ23, ρ24, ρ34) = (.73, .13,−.01, .09, .01, .27) and
marginal probabilities for the discrete variables are: Pr(X1 = 1) = .9, Pr(X2 = 1) = .89 and
(Pr(X3 = 0), P r(X3 = 1), P r(X3 = 2)) = (.39, .26, .23). These values are calculated from
the real data. The algorithm underlying the simulation mechanism is described elsewhere
(Amatya et al., 2015). Let D = (D1, D2, D3) denote the set of dummy variables constructed
for coding the variable, X3, in categorical form in the underlying models. We assume the
relationship between Y and the covariates in the source population can be described by a
logistic regression model of the form
Pr(Y = 1|X2, D,X4) = h(β0 + β1X2 + βT2 D + β3X4 + βT4 D ⊗X2 + β5X2X4 + βT6 D ⊗X4)
where, β1 = 1.16, β2 = (β2A, β2B, β2C) = (.60, .46, .81), β3 = .22, β4 = (β4A, β4B, β4C) =
(.44, 1.03, 1.63), β5 = −.67, β6 = (β6A, β6B, β6C) = (.20, .33, .06) and h(.) = (1+(exp(.))−1)−1.
These values are chosen by fitting the above model to the real data. The intercept parameter,
β0, is chosen to be -3.6 yielding a disease prevalence of 6%.
According to the above simulation scheme, we generated 10, 000 individuals in phase-I.
We considered two sampling designs, a simple case-control design and a balanced design.
Under the case-control design, an equal number of samples are randomly drawn from the
two strata, Y = 1 and Y = 0, respectively. In the balanced design, we draw random samples
jointly stratified by Y andX1 so that the resulting sample is balanced across both the levels of
Y and the levels of X1. Previous studies (Breslow and Cain, 1988b; Breslow and Chatterjee,
1999) have shown that a balanced sampling design can gain efficiency over standard case-
control sampling for estimation of parameters associated with a covariate for which balancing
is achieved. Here, we pretend that X2 is not observed at phase-I.
For data analysis using the proposed method, we considered the following two logistic
regression models for summarizing the phase-I data.
M1 : Pr(Y = 1|X1, D,X4) = h(γ0 + γ1X1 + γTDD + γ4X4),
M2 : Pr(Y = 1|X1, D,X4) = h(γ0+γ1X1+γTDD+γ4X4+γT5 X1⊗D+γ6X1X4+γT7 D⊗X4),
where γD = (γD1, γD2, γD3), γ5 = (γ5A, γ5B, γ5C) and γ7 = (γ7A, γ7B, γ7C).
For comparison, we also implemented a semiparametric maximum-likelihood estimator
(SPMLE) where the phase-I data were summarized into discrete strata as stratum probabil-
ities. The strata were defined by the sampling design. Although, information on X3 from
phase-I was not a part of the sampling design, however, we used it in post-stratification.
Besides, we sought to categorize X4 and incorporate it in the post-stratification. But, this
led to over-stratification in ∼ 30% of the simulations. Hence, we implemented the estimation
procedure without including the information on X4 from phase-I. The SPMLE was computed
using the Chris and Wild’s missreg package in R (Scott and Wild, 2006).
From the results shown in Table 1, we observe that GMM produced nearly unbiased
estimates of the parameters, β = (β0, β1, β2, β3, β4, β5, β6) and their standard errors; and
was able to maintain the coverage probabilities at the nominal level. We further observe
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that when the phase-I data were summarized using a more saturated model (M2), there
was a very substantial gain in efficiency for the GMM estimator compared to SPMLE for
covariates associated with X4 and its interaction with other covariates. This highlights
the desirable attribute of the GMM estimator that it can efficiently borrow information
available from phase-I covariates. However, we also observed that when the phase-I data
were summarized using a less saturated model (M1), the GMM estimator can lose substantial
efficiency compared to the SPMLE for parameters associated with several covariates.
4 Application to US National Wilms Tumor Data
In this section, we demonstrate an application of our methodology to simulated two-phase
data constructed from the actual National Wilms Tumor study as described in section
3. Analogous to the study conducted earlier by Breslow and Chatterjee (1999) using this
dataset, here we repeatedly simulate phase-II samples while keeping the phase-I sample to
be fixed as the entire NWTS cohort (Breslow and Chatterjee, 1999).
Let D and S denote the outcome variable of interest, relapse status, and a stratum
indicator variable for institutional histology, respectively. Let Z denote central histology
and W = (W1,W2,W3) denote the set of dummy variables for stage, where W = 0 denotes
stage-I. We assume the probability of relapse given all the covariates can be specified as,
Pr(Y = 1|S, Z,W,Age) = h(β0+β1Z+βT2 W+β3Age+βT4 W⊗Z+β5Z∗Age+β6W⊗Age) (3)
, where we implicitly assume that institutional histology has no information on relapse status
other than central histology, given the rest of covariates. Since we have all the variables
measured in the full cohort, we assume the ground truth to be the parameters associated
with the model (3) fitted to the entire NWTS data. We simulate two-phase studies where
we pretend that the institutional histology is available only at phase-II and we evaluate
mean-squared errors of the GMM and SPMLE estimators around the ground truth.
Here, we describe the simulation of phase-II data. We classified all the subjects in
phase-I into disjoint strata based on D and S, where the strata specific counts are provided
in Table 2. We considered two different designs, case-control and balanced (see Table 2).
Here, the balanced design is defined in a similar way as described by Breslow & Chatterjee
(Breslow and Chatterjee, 1999) by sampling all the relapsed cases and all the patients with
unfavorable histology. We simulated 1000 different phase-II samples based on each of the
designs with the associated sampling probabilities given in Table 2.
We summarized the phase-I data by fitting the following logistic regression model,
Pr(Y = 1|Ze,W,Age) = h(θ0+ θ1Ze+ θT2 W + θ∗3Age+ θT4 W ⊗Ze+ θ5Ze ∗Age+ θ6W ⊗Age)
, to the phase-I data where Ze denotes institutional histology which is an error prone version
of central histology, Z. From the simulated individual-level phase-II data and the information
on parameter estimates, (θˆ0, θˆ1, θˆ2, θˆ3, θˆ4, θˆ5, θ6), obtained from the fitted model in phase-
I, we estimated the regression parameters associated with model (3) using our proposed
methodology. Although, the variance-covariance matrix associated with the phase-I model
parameters can be estimated from the phase-II sample, however, we estimated it from phase-I
data as we have access to the entire dataset in this application.
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To compare the performance of the GMM estimator with the SPMLE estimator, we
estimated the latter using the Chris and Wild’s missreg package in R (Scott and Wild, 2006).
In the estimation procedure, the stage variable was used in post-stratification to incorporate
as much information as available from phase-I. Also, we attempted to include normalized
age in discretized form for post-stratification to deploy maximum information from phase-I.
The categories were defined in an ad-hoc fashion, based on the indicator variable, 1Age>−0.18
where -0.18 is the median of normalized age. However, this led to the failure of the SPMLE
procedure, in ∼ 80% of the simulations, due to over-stratification leading some of the cells
empty. Hence, we analyzed the data by including the stage variable in phase-I for post-
stratification.
We calculated the mean square error of the regression coefficients around the assumed
ground truth. From Figure 1 and 2, we see substantial smaller MSE for the effect of age
and its interaction with other covariates in both the designs. However, for some of the other
covariates/terms, MSE for GMM is somewhat higher compared to SPMLE, but the loss of
precision was not as much compared to the degree of gain seen for age-related coefficients.
Also, we see that the loss in efficiency is alleviated for some of the covariates/terms other
than age-related covariates in the balanced design compared to the case-control design.
Figure 1: Mean square errors (MSE) from real data analysis in case-control design.GMM
and SPML denote the generalized method of moments and the semiparametric maximum-
iklihood estimators, respectively.
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Figure 2: Mean square errors (MSE) from real data analysis in balanced design. GMM
and SPML denote the generalized method of moments and the semiparametric maximum-
liklihood estimators, respectively.
5 Discussion
In this article, we have proposed a novel method for the analysis of two-phase studies which
can incorporate information from complex multivariate phase-I data through summary-level
parameters associated with fitted reduced models. We showed through extensive simulation
studies and real data analysis that summarizing phase-I data through a set of parameters
associated with an underlying reduced model, in contrast to summarizing the information
into a set of strata, can lead to a more efficient way of utilizing the phase-I data in the
analysis. However, the reduced model should be made as saturated as possible as the size
of the data permits. Use of a highly under-specified model can result in a substantial loss of
efficiency (see Table 1).
We have considered scenarios where the selection probabilities were known by design.
However, in large studies with complex designs, it may be considerably difficult to retrieve
true selection probabilities. One of the examples is the UKBiobank where information on
physical activity and imaging are obtained on sub-cohorts but the participation of subjects
in sub-cohorts is non-random and is not under the control of the investigators (Bycroft et al.,
2018; Elliott et al., 2018). Alternatively, it may be feasible to estimate the selection prob-
abilities in a post hoc fashion, by imposing a parametric model on the selection mech-
anism (Gilbert et al., 2014; Saegusa and Wellner, 2013; Breslow et al., 2009; Little, 2007;
Pfeffermann, 1993). In general, it would be a potential application of our method to such a
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large dataset and would be interesting to explore how the specification of such a parametric
model affects the performance of GMM.
Our method relies on the generalized method of moments framework for drawing an in-
ference. Alternatively, inference would also be conducted using empirical likelihood (EL)
theory (Qin, 2000; Qin and Lawless, 1994) using a similar set of estimating equations. Exe-
cuting the EL approach may be notably complex in spite of enjoying small sample properties.
Application of EL approach in two-stage outcome-dependent sampling designs have been dis-
cussed in recent articles (Zhou et al., 2011; Qin et al., 2015). Computationally, the proposed
method appreciates the benefits of an iterated re-weighted least squares algorithm. However,
additional work is needed to compare the two frameworks.
We assumed the phase-I sample to be a random sample. However, there are many epi-
demiological studies that employ case-control sampling at phase-I itself (Breslow and Cain,
1988a; Scott and Wild, 1997; Breslow and Holubkov, 1997) or/and considers even more com-
plex designs, such as multi-phase design (Whittemore and Halpern, 1997) and partial ques-
tionnaire designs (Wacholder et al., 1994) all of which creates complex missing data by
design. In those scenarios, we may need to amend the estimating equations accordingly
to incorporate the particular design. Other extensions that merit future research include
analysis of time-to-event outcomes based on hazard-based regression models under various
two-phase sampling schemes for cohort studies, such as the case-cohort design (Zhou et al.,
2019; Liu et al., 2018; Lin and Ying, 1993; Wacholder et al., 1989; Prentice, 1986).
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Appendix
Regularity Conditions for Theorem 1
(RC1): C is a positive semi-definite matrix and E{CU(X ; β, θ0} = 0 iff β = β0.
(RC2): β0 ∈ Dβ, which is a compact.
(RC3): E|XiXj| < ∞ for all i, j = 1, . . . , q2 − 1, where q2 − 1 is the number of covariates in
phase-II.
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(RC4): The design matrix X is of full column rank.
The last condition also ensures local identifiability of β0 which is practically more easy to
check compared to the global identification condition, (RC1).
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Table 1: Simulation Results (Imitating Real Data Structure)
Design Phase-I Covariates Parameter Bias(%) SD (ESD) CP RE
Case-Control (X1, D,X4)
β1 .029 .33 (.31) .95 .73
β2A .003 .16 (.16) .94 0.82
β2B .004 .19 (.18) .94 0.82
β2C 0.002 .24 (.23) .95 .80
β3 0.003 .12 (.12) .95 1.00
β4A -0.015 .45 (.43) .94 0.66
β4B -.007 .46 (.43) .94 0.68
β4C .050 .57 (.53) .95 0.64
β5 -.013 .17 (.16) .95 1.09
β6A -.009 .17 (.17) .94 1.00
β6B .003 .18 (.17) .94 1.00
β6C .003 .22 (.20) .95 1.04
Balanced (X1, D,X4)
β1 -.03 .28 (.28) .94 0.93
β2A .004 .16 (.16) .96 0.83
β2B .007 .18 (.18) .95 0.84
β2C 0.03 .22 (.22) .94 .84
β3 1.29 .13 (.13) .95 1.08
β4A -.01 .37 (.36) .95 0.86
β4B -.01 .37 (.36) .95 0.88
β4C -.0008 .40 (.39) .95 0.89
β5 -.02 .12 (.13) .96 1.21
β6A -.01 .18 (.18) .95 1.04
β6B -.001 .18 (.18) .96 1.04
β6C -.006 .21 (.20) .94 1.05
Case-Control (X1, D,X4, X1X4, D ⊗X2, D ⊗X4)
β1 0.017 .298 (.284) .94 0.89
β2A 0.005 .148 (.156) .95 0.96
β2B 0.006 .175 (.173) .94 0.93
β2C 0.022 .215 (.205) .95 0.97
β3 0.001 .110 (.105) .94 1.20
β4A -.007 .388 (.375) .93 0.88
β4B -.003 .398 (.377) .95 0.92
β4C -.0008 .478 (.443) .95 0.89
β5 -.002 .139 (.134) .95 1.62
β6A -.006 .145 (.139) .95 1.40
β6B .006 .149 (.141) .95 1.45
β6C .007 .176 (.162) .94 1.65
Balanced (X1, D,X4, X1X4, D ⊗X2, D ⊗X4)
β1 -0.022 .274 (.275) .94 0.97
β2A 0.011 .159 (.156) .94 0.88
β2B 0.029 .176 (.178) .96 0.87
β2C 0.052 .205 (.213) .95 0.94
β3 -0.0006 .106 (.114) .93 1.43
β4A -0.019 .352 (.359) .95 .91
β4B -0.016 .349 (.355) .96 0.93
β4C -0.033 .378 (.389) .94 0.96
β5 -0.001 .117 (.114) .94 1.34
β6A -0.011 .141 (.148) .94 1.60
β6B -0.008 .141 (.147) .94 1.60
β6C -0.006 .155 (.168) .94 1.68
Biases, standard deviation (SD), estimated standard deviation (ESD), and coverage probabilities (CP)
for GMM estimator. The last column shows relative efficiency (RE) with respect to SPMLE estimator.
15
Table 2: Wilms Tumor Data: Phase-I strata frequencies and Phase-II sampling design
Phase-I: Strata Frequencies
Phase-II Sampling Probabilities
Case-Control Balanced
Institutional
Histology
Casesa Controls Casesa Controls Casesa Controls
Favorable 415 3207 1 0.165 1 0.086
Unfavorable 156 250 1 0.165 1 1
a Cases are defined to be the relapsed ones.
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Proof of Theorem 1
Derivation of the asymptotically unbiased estimating equation from phase-I: Ap-
plying the law of iterated expectation by, first, taking the expectation with respect to the
conditional distribution of Z|Y, S, and then, marginalizing over the joint distribution of
(Y, S), we rewrite the left-hand side of the score equation as,
Eˆ(I)(Sθˆ(Y, Z)) = Eˆ
(I)
X,S[Eˆ
(I)
Y |X,S{(Y − expit(θˆTZ))Z}]
=
J∑
s=1
n∑
i=1
[{(expit(βTxi)− expit(θˆT z(II)i ))z(II)i }Pr(Xi = xi, Si = s)]
=
1∑
d=0
J∑
s=1
n∑
i=1
[{(expit(βTxi)− expit(θˆT zi))zi}Pr(Xi = xi|Si = s, Yi = d)
Pr(Si = s, Yi = d)]
=
1
N
N∑
i=1
1∑
d=0
J∑
s=1
[Ri{(expit(βTxi)− expit(θˆT zi))zi}Nds
nds
1(yi=d,si=s)]
where Eˆ denotes empirical expectation. Let us denote expit(βTXi) − expit(θˆTZi)Zi by
f(Xi, Zi, β, θ) and
∑
d,s
Nds
nds
1{Yi=d,Si=s} by
1
πˆ(Yi,Si)
, where πˆ(Yi, Si) :=
∑
d,s
nds
Nds
1{Yi=d,Si=s} de-
note empirical selection probabilities. Under regularity conditions, (RC2) and (RC3) in
1
appendix and using the fact that πˆ(d, s) = π(d, s) + op(1), we can replace the empirical
selection probabilities with the known selection probabilities by design. Next, we show that
the proposed two-stage GMM estimator is consistent and asymptotically normal similar to
the proof provided in the supplementary material of our paper (Kundu et al., 2019).
Consistency proof: First, we show it is an asymptotically unbiased estimating equation.
By weak law of large numbers (WLLN), we have 1
N
∑N
i=1
Rif(Xi,Zi,β,θˆ)
π(Yi,Si)
P−→ E{Rf(X,Z,β0,θ0)
π(Yi,Si)
} =
EX,Y [ER|Y,X{Rf(X,Z,β0,θ0)π(Yi,Si) }]. By MAR assumption, we have EX,Y [ER|Y,X{
Rf(X,Z,β0,θ0)
π(Yi,Si)
}] =
EX,Y [f(X,Z, β0, θ0)ER|Y,S{ Rπ(Yi,Si)}] = EX,Y {f(X,Z, β0, θ0)} = 0, under the assumption that
the full or the extended model is correct.
Let dim(θ) = q1 and dim(β) = q2. Let U(β, θ) = (U
T
1 (β, θ), U
T
2 (β))
T , where, U1(β, θ) =
Rf(X,Z;β,θ)
π(Y,S)
and U2(β) = R[Y − expit{γ(β)TX}]X . Define U0(β, θ) := E{U(X ; β, θ)} and
Q0(β) := U0(β, θ0)
TCU0(β, θ0). By (RC1) and Lemma 2.3 of Newey and McFadden (1994),
Q0(β) is uniquely minimized at β0. Since, f(X,Z; β, θ) is a continuous function in β and θ,
therefore, U1(β, θ) is continuous in its parameters. Also, U2(β) is continuous in β. In fact,
we can say that U(β, θ) is continuous for each (β, θ) ∈ Dβ ×N (θ0), where N (θ0) is a com-
pact neighbourhood around θ0. By triangle inequality, we have, ||U1(β, θ)|| ≤ 2Rπ(Y,S) ||Z|| ≤
K||Z||, where K = 2
minπ(Y,S)
. Then, by Cauchy-Schwartz inequality and (RC3), we have
E||U1(β, θ)|| < ∞ for each (β, θ) ∈ Dβ × N (θ0). Similarly, we have E||U2(β)|| < ∞
for each β ∈ Dβ. Therefore, from lemma 2.4 of Newey and McFadden (1994), U0(β, θ)
is continuous and Un(β, θ) converges uniformly in probability to U0(β, θ). Since, θˆ is a
consistent estimator of θ0, with probability 1, we have supβ∈Dβ ||Un(β, θˆ) − U0(β, θˆ)|| ≤
sup(β,θ)∈Dβ×N (θ0) ||Un(β, θ)−U0(β, θ)||. Hence, from the earlier result of uniform convegence,
Un(β, θˆ) converges uniformly in probability to U0(β, θˆ) for β ∈ Dβ.
Next, we show that U0(β, θˆ) converges uniformly in probability to U0(β, θ0). Note that, for
any ǫ > 0, we have, with probabilty 1, supβ∈Dβ ||U0(β, θˆ)−U0(β, θ0)|| ≤ supβ∈Dβ E(sup||θ−θ0||<ǫ ||U(β, θ)−
U(β, θ0)||). By dominant convergence theorem, E(sup||θ−θ0||<ǫ ||U(β, θ)−U(β, θ0)||) converges
to 0 for every β ∈ Dβ as ǫ decreases to 0. Note that E(sup||θ−θ0||<ǫ ||U(β, θ) − U(β, θ0)||)
decreases as ǫ decreases for each β. By (RC2) and Dini’s theorem, E(sup||θ−θ0||<ǫ ||U(β, θ)−
U(β, θ0)||) converges uniformly in probability to 0 for β ∈ Dβ as ǫ decreases to 0. Then,
U0(β, θˆ) − U0(β, θ0) converges uniformly in probability to 0 for β ∈ Dβ . Then, from the
above two results, Un(β, θˆ) converges uniformly in probabality to U0(β, θ0).
By the triangle and Cauchy-Schwartz inequalities,
sup
β∈Dβ
|Qn(β)−Q0(β)| ≤ ||Cˆ|| sup
β∈Dβ
||Un(β, θˆ)− U0(β, θ0)||2
+ 2||Cˆ|| sup
β∈Dβ
||U0(β, θ0)|| sup
β∈Dβ
||Un(β, θˆ)− U0(β, θ0)||
+ ||Cˆ − C|| sup
β∈Dβ
||U0(β, θ0)||2
Since Cˆ is a consistent estimator of C, hence, by continuous mapping theorem, ||Cˆ −C||
converges in probability to 0. Since U0(β, θ0) is continuous for β ∈ Dβ and Dβ is compact,
supβ∈Dβ ||U0(β, θ0)||2 is finite. Since supβ∈Dβ ||Un(β, θˆ)− U0(β, θ0)|| converges in probability
to 0, supβ∈Dβ ||Un(β, θˆ) − U0(β, θ0)||2 converges in probability to 0. Thus, Qn(β) converges
2
uniformly in probability to Q0(β) for β ∈ Dβ. Recall that β0 is the unique minimizer of
Q0(β). By Theorem 2.1 of Newey and McFadden (1994), βˆ is a consistent estimator of β0.
Asymptotic normality proof: Next, we derive the asymptotic distribution of βˆ. Let
GN(β) =
∂
∂β
UN(β). Then, G
T
N(β)CUN(β)|β=βˆ = 0. By mean-value theorem,
√
NUN(βˆ) =
√
NUN(β0) +
√
NGN(β¯)(βˆ − β0)
where β¯ ∈ (β0, βˆ). Pre-multiplying the above by GTN(βˆ)C, we get
√
N(βˆ − β0) = −MN (βˆ, β¯, θˆ)
√
NUN(β0, θˆ))
where MN = {GTN(βˆ, θˆ)CGN(β¯, θˆ)}−1GTN(βˆ, θˆ)C. Assuming θˆ a consistent estimator for
θ0 , we have, under some regularity conditions, G
T
N (βˆ, θˆ)
P−→ ΓT and Gn(β¯, θˆ) P−→ Γ where
Γ = EV,X
∂
∂β
U(β, θ)|β=β0,θ=θ0. Then, MN P−→ (ΓTCΓ)−1ΓTC. Focussing on the second multi-
plicative term, by mean value theorem, we have
√
NUN (β0, θˆ) =
√
NUN(β0, θ0) +
√
NVN(θ¯)(θˆ − θ0)
where VN(θ¯) = (V
T
1N (β0, θ¯), 0
T )T , θ¯ ∈ (θˆ, θ0), V1N(β0, θ¯) = ∂∂θU1N (β0, θ)|θ=θ¯. By WLLN, we
have V1N(β0, θ¯)
P−→ V1 where V1 = V1(β0, θ0) = E ∂∂θU1(β0, θ)|θ=θ0
Therefore, the influence function representation is given by,
√
NUN(β0, θˆ) =
(
I 0 V1N
0 I 0
)√
N

U1N (β0, θ0)U2N (β0)
θˆ − θ0

+ op(1)
=
(
I 0 V1NI−1N (θ¯)
0 N
n
I 0
)
1√
N
∑N
i=1Ψ1(Yi, Si, Xi; β0, θ0)
1√
N
∑N
i=1Ψ2(Yi, Si, , Xi; β0)
1√
N
∑N
i=1Ψ3(Yi, Xi; θ0)

 + op(1)
=
(
I 0 V1NI−1N (θ¯)
0 N
n
I 0
)
1√
N
N∑
i=1
Ψ(Yi, Si, Xi; β0, θ0) + op(1)
where, Ψ1(Yi, Si, Xi; β0, θ0) =
Rif(Xi,β0,θ0)
π(Yi,Si)
; Ψ2(Yi, Si, Xi; β0) = RiSβ0(Yi, Xi); Ψ3(Yi, Xi; θ0) =
{Yi − expit(θT0 Zi)}Zi and IN (θ¯) is the information matrix.
By WLLN, I−1N (θ¯) P−→ I−1(θ0) = (E[h′(θTZ)ZZT ]|θ=θ0)−1, where h(.) = (1+(exp(.))−1)−1
Let n
N
→ λ ∈ (0, 1). By central limit theorem, we have
√
NUN (β0, θˆ)
D−→ N(0,∆Ω∆T )
where Ω = E{Ψ(Yi, Si, Xi; β0, θ0)ΨT (Yi, Si, Xi; β0, θ0)}, ∆ =
(
Iq1 0 Iq1
0 λ−1Iq2 0
)
.
Therefore, by Slutsky’s theorem, we have
√
N(βˆ − β0) D−→ N(0, (ΓTCΓ)−1ΓTC∆Ω∆TCΓ(ΓTCΓ)−1)
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