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Abstract 
Global climate models (GCM) are sophisticated numerical models used to make long term 
climate projections. However, the resolution of their output is too coarse for climate change 
related local impact studies on urban regional scales. Downscaling efforts are taken to 
address this and increase GCM projection resolution. Physical Scaling (SP) downscaling 
methodology attempts to incorporate the physical basis of dynamical downscaling efforts 
with the computational efficiency of statistical methods. In this study, North American 
Regional Reanalysis surface skin temperature and precipitation data for a 1°x1° region 
centered on Houston, TX are downscaled to a resolution of 500m via SP and Weather 
Research and Forecasting (WRF) models. SP models are found to significantly and 
moderately outperform WRF models in terms of surface temperature and precipitation, 
respectively. SP methodology is then chosen to downscale GCM projections across 44 urban 
regions within Canada and the USA. Climate change impact is assessed via comparison of 
change factors between projections for representative concentration pathway (RCP) scenarios 
2.6 and 8.5. Nearly half of all regions have significant projected increases in median and 
variance of surface skin temperature between RCP scenarios. Precipitation change factors 
vary significantly depending on GCM choice with median annual precipitation change 
factors of 29mm to 256mm projected by the 2090s in RCP 8.5. 
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Summary for Lay Audience 
Climate change is expected to present significant challenges for society to overcome. 
Projection efforts aim to address these challenges by attempting to understand the most 
probable effects of climate change and their magnitude. Global climate models (GCM) are 
sophisticated models which are used by climate researchers in order to project future states of 
climate. The horizontal resolution of contemporary GCMs is approximately 100km due to 
computational limitations. This means that projections of variables, such as temperature, over 
a 100km x 100km area are averaged to a singular value; however, the temperature at any 
given set of points can vary significantly within this area. To address this, the process of 
downscaling is applied to GCM projections in order to increase their resolution. By 
increasing climate projection resolutions, local impact studies can be performed to assess 
effects of climate change on local scales. In this study, historical reanalysis climate data is 
downscaled via Physical Scaling (SP) models and Weather Research and Forecasting (WRF) 
models. WRF is a state of the art downscaling model which simulates the physical 
phenomena of the atmosphere and its interactions with water bodies and physical surfaces, 
but is limited by its computational requirements. SP is a novel downscaling methodology that 
uses statistical relationships between low resolution model-projected climate and local scale 
physical features and climate observations in order to downscale projected climate, at 
relatively low computational cost. SP models are found to significantly and moderately 
outperform WRF models in terms of surface temperature and precipitation downscaling 
accuracy, respectively, for a test study region over the Greater Houston Area. SP 
methodology is then chosen to downscale GCM projections across 44 urban regions within 
Canada and the USA; climate change impact is assessed via differences between projections 
for mild and extreme climate change scenarios (Representative Concentration Pathway 
(RCP) scenarios). Nearly half of all regions have significant projected increases in median 
and variance of surface skin temperature between RCP scenarios. Depending on GCM 
choice, median annual precipitation increases by the end of the century range from 29mm to 
256mm. 
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Chapter 1  
1 Introduction 
This chapter will introduce the research subject and related topics in order to demonstrate 
the relevance of the research to follow. 
 
1.1 Climate change and urban vulnerability 
Climate can be considered as the average state of weather for a defined location, typically 
on a scale of many years (Bothe 2019). Climate change is a phenomenon wherein climate 
patterns, both global and regional, are observed to change consistently and robustly over 
a period of time (typically 20-30 years). In the past 200 years, it has been primarily 
driven by human activity, particularly the release of carbon based greenhouse gases 
(IPCC 2014). Increases in greenhouse gas concentration cause an increase in average 
global temperature, termed as global warming. Human activity since the industrial 
revolution in the middle 19th century has thus far caused an increase in global mean 
surface air temperature of approximately 1°C, and if current trend continues, 
anthropogenic activity will have caused a global average increase of 1.5°C by 2040 
(IPCC 2018). Various impacts are projected as a result of anthropogenic climate change, 
including significant species loss and extinction, ocean acidification, and sea level rise, 
among others (IPCC 2018). Climate change involves both shifts in global average climate 
as well as the variance and frequency of regional extreme weather events such as heat 
waves and high precipitation events (Field, et al. 2012), where regional and local scales 
can be considered as horizontal scales finer than 100km. Many regions, such as those 
near the equator, are expected to be hit hard by potential climate change effects, while 
some regions are expected to experience economic benefits as normally harsh climates 
become more temperate. As such, it is important to understand how average projected 
changes in global and regional systems can affect climate on a local scale. 
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Concurrently, urban populations have been increasing worldwide, with half of the earth’s 
population now living in urbanized areas (United Nations 2014).  Cities have more 
economic and social value than ever before; however, the effects of climate change are 
expected to put significant pressure on the conditions and critical infrastructure that cities 
rely on to function. 
 
1.2 Global climate models 
A global climate model (GCM) is a numerical model which attempts to simulate physical 
processes occurring in the atmosphere, oceans, and on land surfaces. As numerical 
models, GCMs represent physical parameters and processes as numerical equations, 
describing their change over time. GCMs discretize the globe into a grid of cells, both 
horizontally and vertically, where system variables are averaged over one grid cell. 
Horizontal resolution of grids for atmospheric models range from 1° to 6° (approximately 
100-600 km). 
GCMs are one of the most important tools for making climate projections, and are used to 
project climate scenarios for hundreds of years into the future. The Fifth Assessment 
Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC 2013) 
introduced new future climate scenarios associated with Representative Concentration 
Pathway (RCP) scenarios, which are based on time-dependent projections of atmospheric 
greenhouse gas (GHG) concentrations. RCPs are scenarios that include time series of 
emissions and concentrations of the full suite of greenhouse gases, aerosols and 
chemically active gases, as well as land use and land cover factors (Moss, Babiker, et al. 
2008). The word ‘representative’ signifies that each RCP provides only one of many 
possible scenarios that would lead to the specific radiative forcing characteristics. The 
term ‘pathway’ emphasizes that not only are long-term concentration levels of interest, 
but also the trajectory taken over time to reach that outcome (Moss, Edmonds, et al. 
2010).  
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 There are four RCP scenarios: RCP 2.6, RCP 4.5, RCP 6.5 and RCP 8.5. The following 
definitions are adopted directly from IPCC AR5 (IPCC 2013):  
 RCP2.6: One pathway where radiative forcing peaks at approximately 3 W∙m–2 
before 2100 and then declines (the corresponding Extended Concentration 
Pathways (ECP) assuming constant emissions after 2100).  
 RCP4.5 and RCP6.0: Two intermediate stabilization pathways in which radiative 
forcing is stabilized at approximately 4.5 W∙m–2 and 6.0 W∙m–2 after 2100 (the 
corresponding ECPs assuming constant concentrations after 2150).  
 RCP8.5: One high pathway for which radiative forcing reaches greater than 8.5 
W∙m–2 by 2100 and continues to rise for some time (the corresponding ECP 
assuming constant emissions after 2100 and constant concentrations after 2250). 
The consensus of most climate model studies is that global average temperature will 
continue to increase in the future, but the magnitude of increase is heavily dependent on 
pathway or scenario of future greenhouse gas trajectories. 
 
1.3 Local climate variability 
Land cover change due to anthropogenic activities has altered a significant portion of the 
earth’s surface, with only the most remote places unaffected (Pielke, et al. 2011). Unlike 
some other factors, land cover effects are not uniform and can, for example, positively or 
negatively affect local temperature (Ge 2010, Fall, et al. 2010). In order to properly make 
effective decisions with regard to climate change adaptation, it is important to understand 
how climate change effects can vary on a local to mesoscale (Pielke, et al. 2011). 
One of the most significant and well-studied examples of land cover based local climate 
variability is the urban heat island phenomenon (UHI). Urban and developed areas 
exhibit greater temperatures than surrounding rural areas in most cases due to artificial 
ground surfaces having reduced albedos and a reduced sky-view factor caused by tall 
buildings and infrastructure (Lowry 1977, Oke 1982). With urban populations increasing 
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worldwide, UHI has become a prominent topic in the climate literature. UHI and urban 
geomorphology, due to aerodynamic roughness, can lead to upward circulations that 
trigger precipitation with greater extremes and variance (Paul, et al. 2018). 
 
1.4 Downscaling 
The relatively coarse resolution of GCM projections makes their application toward local 
scale climate change impact studies unfeasible. The atmospheric variables simulated 
within one GCM grid (10,000-360,000 km2) can vary significantly. To bridge the gap 
between GCM projections and those needed for local impact studies and adaptation, 
downscaling efforts are undertaken. 
In the context of climate research, downscaling refers to the spatial or temporal resolution 
increase of climate data. In this study, the term ‘downscaling’ will specifically refer to 
spatial resolution improvements. Downscaling of a low resolution datum, such as the air 
temperature averaged over a large area, can discretize the datum into many data points, 
after which the variation of air temperature across the original datum’s spatial extent can 
be inferred. As such, downscaling of GCM data has become a significant focus of 
research in climate studies (Fowler, Blenkinsop and Tebaldi 2007); (Manzanas, et al. 
2018). Temporal downscaling is also a subject of study, but the majority of downscaling 
literature focuses on spatial downscaling as this is where the ‘bottleneck’ of climate 
research is. Increased temporal resolution is more applicable to weather models, where 
accurate forecasts in temporal windows of days to hours are required. 
Downscaling generally follows one or a combination of two methods: dynamical or 
statistical. Dynamical downscaling models attempt to numerically model the physical 
interactions between climate variables, much the same as a GCM, but with a much higher 
resolution and over a smaller area. Dynamical models, often referred to as mesoscale or 
regional climate models (RCM), are nested within coarser models and use their output as 
boundary conditions. The main advantage of dynamical models is their physical basis, 
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with their governing equations based on a combination of theory and empirical 
observations of the physical relationships between variables. This physical basis can 
allow for a single RCM to be employed on several different study regions with similar 
levels of downscaling accuracy. The high number of calculations needed to model the 
physical interactions of earth systems that give RCMs their robust modelling quality 
comes at a high cost in terms of computational resources.  
Statistical downscaling methods attempt to establish an empirical relationship between 
coarse resolution GCM output, and local observations of the climate variable of interest. 
This is usually achieved through some form of regression analysis. The majority of 
established statistical downscaling models do not take into consideration the effect of 
physical features on local climate and require large amounts of observational data in 
order to calibrate these models. Statistical methods are also limited by the inherent 
assumption that the predictor-predictand relationship is static. Additionally, like 
dynamical methods, the biases of the coarse resolution data propagate into the output. 
Statistical methods, however, can offer satisfactory downscaling results with far lesser 
computational costs,allowing them to be utilized on a much greater scale. 
 
1.5 Physical Scaling 
Physical scaling (SP) is a novel statistical-dynamical downscaling approach wherein local 
physical characteristics are incorporated into a statisticalrelationship used to make 
downscaling projections. In doing so, SP models function much the same as statistical 
models while attempting to address the lack of geographic physical basis in most 
statistical downscaling methods, a significant disadvantage when compared to dynamical 
methods.  
SP methods have been used to downscale surface skin temperature (Gaur and Simonovic 
2017), near surface air temperature (Gaur and Simonovic 2016), and precipitation (Gaur 
and Simonovic 2018) projections, alongside traditional downscaling methods, including 
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Statistical DownScaling Model (SDSM) and General Linear Modelling (GLM). SP 
models have also been used to produce downscaled GCM surface temperature projections 
for urban regions across Canada which were used to analyze changes in surface urban 
heat island (SUHI) phenomenon (Gaur, Eichenbaum and Simonovic 2018).  
In general, SP models have demonstrated comparable or superior downscaling skill when 
compared to other statistical downscaling models, indicating that physically-based 
statistical downscaling may improve downscaling accuracy across various climate and 
geophysical regions. Further analysis of SP model applications may lead to insights into 
the relationship between local physical characteristics, regional climate, and local 
climate. 
 
1.6 Research objectives 
Dealing with the effects of climate change will be one of the most significant challenges 
for humanity in the next century. Urban areas are of significant consideration as negative 
climate change effects are exacerbated by already high and increasing concentrations of 
population and infrastructure. In order to project global climate change effects, GCMs are 
developed and used in studies; however, their output resolution is too coarse for effective 
local impact studies on city-wide scales. Dynamical downscaling methods are limited by 
their computational requirements, while statistical methods are limited in their skill and 
reliability, partially due to their traditional lack of geophysical consideration. To address 
this, SP methodology has been introduced. Previous downscaling studies have shown SP 
models to perform similarly or better than established statistical models; therefore, a 
significant opportunity to perform a downscaling study incorporating both SP and 
dynamical methods was identified. In particular, downscaling of climate projections to 
urban regions are of special consideration due to the high value of cities. Therefore, the 
objectives of this study are as follows: 
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a) Compare the downscaling skill of physical scaling and an established dynamical 
method for one urban study region (an area around Houston, TX is chosen) 
b) Prepare downscaled future climate projections for 44 urban study regions across 
Canada and the USA in order to assess the impact of climate change  
This thesis paper is organized as follows. Chapter 1, Introduction, has introduced the 
relevant background information for demonstrating the significance of the research, and 
has stated the research objectives. Chapter 2, Literature Review, will explore the relevant 
academic literature pertaining to the research objectives in depth and demonstrate the 
current state of knowledge for the research subject. Chapter 3, Models Used, will describe 
the downscaling methodologies and models used for this project in detail. Chapter 4, 
Downscaling of Reanalysis Data in Greater Houston Area, will describe the study region, 
data used, and methodology followed for achieving the first research objective as well as 
provide a discussion of results. Chapter 5, Downscaling of Future GCM Projections in 44 
Urban Regions Across Canada and the USA, will describe the study regions, data used, 
and methodology followed for achieving the second research objective; a discussion of 
results is also included. Finally, Chapter 6, Conclusions, will provide a summary of what 
was achieved and how the research could be taken further. 
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Chapter 2  
2 Literature Review 
Following is a review of the important published literature related to this study, providing 
the knowledge base and highlighting important aspects of related topics. 
 
2.1 Climate data downscaling 
Downscaling of climate data began alongside the application of numerical weather 
predictors and climate models with digital computers in the 1950s. Various downscaling 
methods were developed in the following decades such as Perfect Prog (Klein, Lewis and 
Enger 1959) and the Limited Area Fine Mesh model (Gerrity and McPherson 1969) used 
by the United States National Meteorological Centre (Benestad 2016). Interest in 
downscaling increased in the 1990s with increased focus on climate change and its 
potential negative effects in climatology. 
Due to current computational limitations, GCM resolution is limited to 100km or coarser. 
Climates have been shown to vary significantly within areas comparable to GCM 
projection cells (Hu and Jia 2010), (Fall, et al. 2010). Additionally, small land masses 
such as island nations can be smaller than GCM cells and may be oversimplified as open 
water in GCMs. Therefore, although GCM resolution output is sufficient for projecting 
global climate averages and phenomena, local impact studies cannot be undertaken and 
require downscaling to increase resolution to scales of 50km~100m. Downscaled climate 
projections should allow for more precise and accurate local planning to support climate 
change preparation; for example, future urban heat island (UHI) magnitudes can be 
quantified and incorporated into municipal planning. Additionally, regional climate 
variability and extremes can be projected (Murawski, et al. 2016). 
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Downscaled climate model projections, while providing useful information for 
climatology purposes, are not yet useful for practical applications by professionals such 
as planners and engineers. Smid and Costa (2018) performed a comprehensive analysis 
on the barriers preventing practical usage of downscaling results. Three ‘bottlenecks’ 
were identified: unfamiliar and confusing terminology, downscaling resolution, and IT 
management. Firstly, the terminology used in the academic literature of downscaling can 
be vague and unstructured (various terms for the process of downscaling have been 
proposed and used by different authorities), preventing the necessary understanding of 
the subject required. Secondly, most downscaled output resolutions, while still significant 
improvements from their base models, are often too coarse for practical applications. 
Most studies produce downscaled output at resolutions of 10-50km, but practical 
applications would require data at resolutions that are one to two orders of magnitude 
greater. Finally, practical professionals often lack the IT skillset to use climate data or to 
set up and perform their own downscaling simulations. Furthermore, the computational 
resources needed to store GCM data and run models in a timely manner are not always 
available. Highly accurate local impact studies are commonly the product of well-funded 
partnerships between wealthy urban stakeholders and associated universities with expert 
human resources. Smaller urban areas, in relative contrast, are overlooked. 
The conclusions of Smid and Costa (2018) demonstrate areas where efforts should be 
allocated in order to improve the utility of downscaling efforts. The knowledge gap 
between downscaling researchers and urban professionals with regards to the first and 
third barriers discussed require a systematic and coordinated effort to rectify; however, 
the increase of downscaling resolution is one barrier that downscaling experts can 
continue to address. 
Considering the relatively new focus, downscaling is still considered a young, specialized 
field of research. Between 1990 and 2007, GCM output resolution increased from 
approximately 500km to 110km,. Although rate of resolution increase has slowed with 
time (UCAR Center for Science Education 2011), GCM output resolution will come 
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closer and closer to current downscaled resolution outputs as computational capabilities 
increase. 
As the significance of urbanization on local climate has become more realized, efforts to 
incorporate the effects of urban surfaces into climate models and downscaling methods 
were undertaken. Many climate models now include urban canopy model parameters 
which attempt to simulate heat flux, longwave and shortwave radiation, momentum flux, 
and temperatures of urban surfaces. Furthermore, the effects of building height, urban 
surface distribution, and sunlight angles are incorporated. Kusaka et al. (2001) developed 
a single layer urban canopy model which simulated solar flux, longwave flux, sensible 
heat flux, canyon wind speed, and surface temperatures. At the time, most urban canopy 
models were either overly simple or overly complex, and the purpose of the single-layer 
model was to demonstrate a model which could achieve acceptable results without 
significant computational requirements. The single-layer model was compared with a 
simpler slab model and a more complex multi-layer model in simulating a study area over 
Vancouver, British Columbia on September 9-10, 1973. The single-layer model 
performed well in reproducing observed measurements, as well as the diurnal range and 
nocturnal cooling rate. Oleson et al. (2007) implemented urban area parameterizations 
into the land surface model of the Community Climate System Model (CCSM) GCM. It 
was recognized that, due to differing climate change sensitivities, urban climate change 
signals may only be captured if explicitly modeled at global scales, even if downscaling 
processes are undertaken. The model was assessed in simulating urban energy balance in 
Vancouver and Mexico City, with the model performing reasonably well at reproducing 
observational flux and temperature measurements. Krayenhoff and Voogt (2007) 
developed a microscale urban energy balance model for projecting urban surface 
temperatures. The model is composed of three sub-components which simulate radiation, 
conduction, and convection. The model performs reasonably well at reproducing 
observed surface temperatures. 
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2.2 Dynamical and statistical downscaling methods 
The advantage of dynamical downscaling methods is that their outputs are based on 
established relationships between climatic variables and are generally considered more 
robust than statistical methods. Accordingly, RCMs are better at predicting extremes or 
anomalies that may not be captured in a statistical relationship calibrated for statistical 
models (Fowler, Blenkinsop and Tebaldi 2007). Because the equations which govern 
RCMs are not restricted to their regions of calibration nor are they constrained for future 
simulations if surface conditions change. The most significant disadvantage of dynamical 
methods is their computational requirements, which severely limit scalability. This is 
partly due to the fact that they must simulate many variables, even if only a few are being 
evaluated. Many studies utilizing RCMs have a limited spatial and temporal scope, often 
only downscaling temporal periods of days (Salamanca, et al. 2018) or up to a year 
(Zhang, et al. 2012). The inherent complexity of RCMs also means that they can only be 
developed by large, well-funded research groups. They are heavily affected by the choice 
of lateral boundary conditions, which carry their own biases (Xue, et al. 2014). 
Procedures such as nudging and bias correction of projection of mean and variance have 
been utilized to address this (Xu and Yang 2015). 
Examples of prominent RCMs found throughout the downscaling literature include the 
Providing REgional Climates for Impacts Studies (PRECIS) model (Kumar Bal, et al. 
2016, Constantinidou, et al. 2016), developed by the Met Office Hadley Centre; the 
Regional Atmospheric Climate Model (RACMO2, (Van Meijgaard, et al. 2008)), 
developed by the Dutch Meteorological Institute, and Weather Research and Forecasting 
Model (WRF, (Powers, et al. 2017)). Manzanas, et al. (2018) performed a comprehensive 
intercomparison study of dynamical and statistical downscaling methods for summer 
seasonal forecasting over Europe. WRF, RACMO2, and Regional Climate Model 
(RegCM) dynamical downscaling methods were examined. Dynamical methods were not 
found to have any clear advantage over statistical downscaling methods, and it is 
concluded that the benefits of dynamical methods do not outweigh the computational 
cost. For example, it was found that the Weather Research and Forecasting Model 
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required almost 32,000 times more calculations than Perfect Prognosis (PP) and Model 
Output Statistics (MOS) statistical methods used. Hamdi, et al. (2014) used the ALARO 
dynamical downscaling model to downscale ARPEGE-Climat GCM air temperature 
projections for the Brussels Capital Region in Belgium down to 1km resolution. 
Downscaled historical projections for 1961-1990 were used to quantify past UHI and are 
validated against observational data from 50 gauging stations across the study region. 
Validation was done by evaluating projection of minimum and maximum temperatures. 
Depending on criteria and model, mean bias ranged between 0.77 – 3.02 K, with greater 
bias for projecting max temperatures in all model variations. UHI is found to range from 
0.84-1.24K. The dynamical models were then used to produce downscaled projections for 
2071-2100, from which UHI change was quantified under the A1B emission scenario. 
Most models projected an increase in minimum (maximum) temperature of ~2K (~2.7K) 
for all models between historical and future timeline. Daytime UHI was projected to 
decrease by 0.2-0.24K.  
Statistical downscaling methods provide utility in their low computational cost as 
projections for desired variables can be made without simulating the entire atmosphere 
and can be made at specific points. Statistical methods are also more flexible; different 
climate variables can be incorporated into models. Statistical methods are primarily 
limited by the data available for calibration; in regions where high quality data is not 
available, statistical downscaling can be unfeasible. Like RCMs, the bias of the GCM 
models is propagated through the downscaling model. Additionally, statistical methods 
necessarily assume that the predictor-predictand relationship established is stationary and 
unchanging over time. 
Some common statistical models include Statistical DownScaling Model (SDSM, (Wilby 
and Dawson 2013)), Generalized Linear Modelling (GLM, (Gaur and Simonovic 2018)), 
and Change Factor Methods (CFMs, (Anandhi, et al. 2011)). Anandhi, et al. (2011) 
investigated the use of CFM to project climate change impacts on Cannonsville 
watershed near New York, NY. Simple CFMs used include additive method, where 
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differences between future and historical coarse resolution climate projections are added 
to local resolution observations to project local climate, and multiplicative method, where 
ratios between future and historical climate projections are applied to local resolution 
observations. Additive and multiplicative methods are shown to have comparable results 
when frequency distribution of observed climate or GCM future climate is close to 
frequency distribution of GCM baseline climate. Wilby and Dawson (2013) performed a 
review of the use of SDSM in downscaling literature in the decade since its release. They 
present that approximately 1500 research publications between 2002-2012 focused on 
downscaling, and 170 of them (11%) involved SDSM. Hydrology applications were the 
most prominent, with most studies coming out of Canada, the UK, and China. SDSM is 
found to perform well in downscaling long term precipitation averages such as annual 
precipitation totals and extreme areal average precipitation, while underperforming in 
extreme event projection in both temperature and precipitation. They concluded that 
SDSM has played an important role in statistical downscaling research, but that very few 
are being used for practical climate change adaptation purposes. 
Attempts are made to capture the advantages and curb the disadvantages of dynamical 
and statistical downscaling methods through hybrid approaches, too. For example, 
Walton, et al. (2015) downscaled all 32 5th edition coupled model intercomparison 
project (CMIP5) models over the greater Los Angeles area. WRF was used to 
dynamically downscale 5 GCM projections of the ensemble, then a statistical relationship 
is established between the GCM values and the corresponding WRF output values. This 
statistical model is then used to downscale the remaining 27 models in the ensemble. 
Sunyer, et al. (2015) performed a study comparing eight statistical methods in their 
ability to project precipitation for 11 catchments across Europe, with a focus on extreme 
events. Coarse resolution GCM data was first downscaled by RCMs, which was then 
downscaled by statistical methods: bias correction of mean, bias correction of mean and 
variance, bias correction quantile mapping, expanded downscaling, change factor of 
mean, change factor of mean and variance, change factor quantile mapping, and change 
factor quantile perturbation. The downscaling method was found to explain 30% of 
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variance observed between methods. Ten of eleven catchments were projected to have 
more extreme 1 in 5 year storm events. 
 
2.3 Weather Research and Forecasting model 
WRF was released in 2000 and has become one the most commonly used weather 
prediction and climate downscaling tools worldwide, finding uses in both academic and 
practical instances. Since then, updates have been released on a near annual basis, with 
v4.1 having been released in April 2019. WRF draws its roots from the Fifth Generation 
Mesoscale Model (MM5) developed by Penn State University and the National Center 
for Atmospheric Research (NCAR), first developed in the 1960s. MM5 development 
ended in 2005 and focus was consolidated in WRF research and development. WRF is 
centrally maintained and supported by NCAR; however, a significant component of WRF 
is the open-source, communal development which has been responsible for numerous 
additions and physics schemes available to nearly every user (Powers, et al. 2017).  
Salamanca, et al. (2018) downscaled National Centers for Environmental Prediction 
(NCEP) Final Analysis data file surface skin temperature (TSK), 2-metre air temperature 
(2mAT) and 10m wind speed (WS) to 1km resolution over Phoenix, AZ and Tucson, AZ 
for a 15 day clear sky period during the summer. Six different WRF models were used, 
each differing in land surface model (Noah, NoahMP) and urban canopy model. The 
urban canopy models used, in order from least to most complex, were BULK, the default 
urban canopy model; Single Layer Urban Canopy Model (SLUCM); Multi Layer Urban 
Canopy Model (MLUCM), and the Building Effect Parameterization & Building Energy 
Model (BEP-BEM) scheme. The MLUCM and SLUCM models outperform the BULK 
parameterization model for 2mAT, while only the MLUCM accurately downscales wind 
speeds. TSK projections are validated against MODIS satellite observations, and it is 
found that all models have a cold bias at night and a more significant warm bias during 
the day. NoahMP models have reduced daytime TSK error by 0.8K-2K and reduced 
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nighttime TSK error 0.5K-0.7K. NoahMP models also have reduced 2mAT and WS 
RMSE of 0.4K and 0.4m/s, respectively. Based on these results, it is concluded that the 
NoahMP is an improvement on the Noah land surface model. 
Paul, et al. (2018) uses WRF to simulate eight days of extreme rainfall in 2014-2015 to 
1km resolution over Mumbai, India, with the objective to study the effect of urbanization 
on extreme precipitation. It is noted that the effect of urban areas on precipitation has not 
been corroborated well with observational data in the past. The BULK, SLUCM, and 
Building Effect Parameterization (BEP) urban canopy schemes are utilized. The 
MLUCM model projects greater precipitation intensity and variance, indicating the effect 
of urban morphology on precipitation. The authors conclude that urbanization leads to 
increased intensification and spatial variability of monsoon rainfall. 
Chen, Yang and Zhu (2014) used WRF to downscale Global Forecast System (GFS)  
2mAT in Hangzhou, China at 1km resolution to study UHI during a long lasting heat 
wave which occurred in 2009. A 3-nest scheme was used with resolutions of 25km, 5km, 
and 1km. Three different ‘urbanization’ scenarios were considered to approximate the 
UHI effect: 2 scenarios with urban land cover and land use, while a control scenario 
simulated the region as croplands; the SLUCM was used in all model variations. UHI 
was defined as difference between urban scenarios and cropland scenarios for identical 
pixels. Maximum UHI recorded for a pixel was found to be 1.6K, with UHI peaking at 
19:00. Additionally, the 2-metre vapour pressure was recorded and shown to be lower in 
urban areas, indicating presence of urban dry island phenomenon.  
Huang, et al. (2016) utilized aircraft derived surface temperature observations at six 
locations within the Greater Houston Area to compare with MODIS and VIIRS satellite 
observations, as well as WRF 12km resolution projections. The Noah and Pleim-Xu land 
surface models were used in separate WRF model variations, which both had 3D nudging 
applied. Neither model showed significantly superior performance, with surface 
temperature RMSE ranging between 0.64K-10.45K. LST was shown to anticorrelate with 
vegetation index, indicating that vegetation can have a dampening effect on UHI. 
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2.4 Physical Scaling 
SP methodology attempts to combine the advantages of both statistical and dynamical 
methods. This is done by establishing a regression relationship between local land cover, 
elevation, and model level climate variables as predictors and local scale climate as 
predictand. In doing so, SP models maintain the computational efficiency of statistical 
models while incorporating local land surface variables into the downscaling process.  
In Gaur and Simonovic (2017), SP methodology was used to assess the vulnerability of 
different landcover types to climate change in terms of surface (skin) temperature for the 
southern Saskatchewan region. SP models were calibrated and validated on NARR 
surface temperature data for downscaling to a 500m resolution. Night timeline data were 
found to be downscaled more accurately than day timeline. These SP models were then 
used to downscale GCM projections for a historical (2006-2013) and future (2081-2100) 
timeline; differences in projections were used in change factor methodology assessment 
of climate change impact. Change factors were found to differ by up 2K between 
landcover classes. Night timeline change factors were found to have greater variation 
than day timeline. 
Gaur and Simonovic (2018) utilized SP methodology alongside Statistical DownScaling 
Model (SDSM) and Generalized Linear Modelling (GLM) to downscale NARR 
precipitation data for the southern Saskatchewan region. Seven variations of SP 
methodology were considered: three variations considered different predictor variables, 
while the other four variations incorporated predictor variables of surrounding pixels. 
Validation indices were compared to assess the relative downscaling skill. SP 
methodology which considered precipitation, landcover, and elevation for only the pixel 
being downscaled was found to perform best, followed by GLM and SDSM methods, 
respectively. The best performing SP models were then used to downscale GCM 
projections for the 21st century. Average precipitation was projected to increase, as well 
as the frequency of precipitation events. 
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SP methodology was also used to downscale GCM surface temperature projections for 20 
cities across Canada in order to assess climate change impact on surface urban heat island 
phenomenon (SUHI) for three future timelines (2026-2035, 2046-2055, and 2091-2100) 
(Gaur, Eichenbaum and Simonovic 2018). Analysis of past MODIS surface temperature 
found that 16 of 20 cities showed a positive SUHI phenomenon, while the other four 
showed negative SUHI phenomena. Validation of SP models showed downscaling 
RMSE to vary between 2.7K – 3.4K across all study regions; RMSE of day timeline data 
was found to be greater than night timeline. In change factor analysis of future timeline 
SUHI magnitudes, 15 of 20 cities were projected to have an increased SUHI magnitude 
for RCP 2.6 scenario, while only 13 of 20 cities were projected with a SUHI magnitude 
increase. 
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Chapter 3  
3 Description of Models Used 
In this chapter, the models applied towards the research objective are explained in detail. 
 
3.1 Physical Scaling 
Physical scaling (SP) is a novel statistical-dynamical downscaling method where a 
regression relationship is established between coarse resolution model level data and a set 
of local physical parameters as predictors and observed local data as predictand. The 
regression relationship is then used as a model for making downscaled projections of the 
climate variable of interest given a set of predictor variables. Due to seasonal non-
stationarity of predictor-predictand relationship, a separate regression relationship is 
established and used for discrete temporal periods within a year. For example, only an SP 
model calibrated on data corresponding to a certain month of the year will be used for 
making projections on a period corresponding to that month. Furthermore, separate SP 
models are calibrated and used for separate study regions. Previous applications of SP 
method have been shown to perform best when general additive modeling (GAM) 
frameworks are used to establish the regression relationship (Gaur and Simonovic 2016); 
therefore, GAM is used in all applications here. Generally, GAM based SP models can be 
mathematically expressed as: 
Equation 1  
𝑔(𝑣𝐼) = 𝛽0 + 𝑓𝑐1(𝐶𝑉1) +⋯+ 𝑓𝑐𝑛(𝐶𝑉𝑛) + 𝑓𝑝1(𝑃𝑉1) + ⋯+ 𝑓𝑝𝑚(𝑃𝑉𝑚) + 𝜖                    (1) 
𝑣𝐼 represents the downscaled climate variable of interest, 𝐶𝑉𝑖 represents climate predictor 
variable i of n climate variables, 𝑃𝑉𝑖 represents local physical variable i of m physical 
variables, 𝑔 represents the link function, and 𝑓𝑐𝑖, 𝑓𝑝𝑖 represent non-parametrically fit 
smoothed functions of the predictor variables for the ith climate and physical predictor 
19 
 
 
 
variables, respectively; 𝜖 denotes the error term. One of the climate predictor variable 
inputs (CVi) is always the coarse resolution data being downscaled. The predictor 
functions are fit using a penalized likelihood maximization algorithm which applies 
penalties for badness of fit as well as model wiggliness. The GAM framework is 
available through the R computing library, mgcv (Wood 2000). 
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3.1.1 Application of Physical Scaling towards surface temperature 
downscaling 
Bi-linearly interpolated coarse resolution surface temperature is the predictor climate 
variable used while land cover and bi-linearly interpolated elevation are used as physical 
predictor variables. The surface temperature regression relationship is expressed in 
Equation 2: 
Equation 2  
𝑔(𝑆𝑇𝑝) = 𝛽0 + 𝑓1(𝑆𝑇𝑚𝑜𝑑,𝑝) + 𝑓2(𝐸𝑝) + 𝑓3(𝐿𝐶𝑝) + 𝜖                                                    (2) 
STp, Ep, and LCp denote local scale  surface temperature, elevation, and land cover, 
respectively. Surface temperature and elevation are derived from bi-linear interpolation to 
coordinates of pixel p defined by the landcover dataset. LCp can take 1 of 17 possible 
qualitative values associated with the MODIS International Geosphere-Biosphere 
Programme (IGBP) land cover classification system (Table 1). STmod,p denotes model 
derived surface temperature bi-linearly interpolated to local scale resolution of pixel p. g 
denotes the link function, ε denotes the error term, while f1, f2, and f3 represent predictor 
functions for the associated variables. 
Table 1: MODIS IGBP land cover classifications 
IGBP 
Class 
Class Name Class Short Notation 
1 Evergreen Needleleaf Forest ENF 
2 Evergreen Broadleaf Forest EBF 
3 Deciduous Needleleaf Forest DNF 
4 Deciduous Broadleaf Forest DBF 
5 Mixed Forest MF 
6 Closed Shrublands CS 
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7 Open Shrublands OS 
8 Woody Savannas WS 
9 Savannas S 
10 Grasslands G 
11 Permanent Wetlands PW 
12 Croplands C 
13 Urban and Built-Up UB 
14 
Cropland/Natural Vegetation 
Mosaic 
CNV 
15 Snow and Ice SI 
16 Barren or Sparsely Vegetated BSV 
17 Water W 
 
Equation 3 is an example manifestation of a calibrated surface temperature downscaling 
SP model equation. The model is calibrated on an urban study region over Halifax, NS 
for the month of May, 2001-2013. The predictor functions f1 and f2 are represented 
graphically in Figure 2 and Figure 3, while f3 is represented in Equation 4. 
Equation 3  
𝑆𝑇𝑝 = 299.8719 + 𝑓1(𝑆𝑇𝑚𝑜𝑑,𝑝) + 𝑓2(𝐸𝑝) + 𝑓3(𝐿𝐶𝑝) + 𝜖    (3) 
Equation 4  
𝑓3(𝐿𝐶𝑝) =
{
 
 
 
 2.8845, 𝑖𝑓 𝐿𝐶𝑝 = 10
3.9087, 𝑖𝑓 𝐿𝐶𝑝 = 12
2.0652, 𝑖𝑓 𝐿𝐶𝑝 = 13
0.8410, 𝑖𝑓 𝐿𝐶𝑝 = 14
       (4) 
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Figure 2: Graphical respresentation of SP model predictor function for model 
derived surface temperature 
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Figure 3: Graphical representation of SP model predictor function for elevation 
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3.1.2 Application of Physical Scaling towards precipitation 
occurrence downscaling 
Occurrence of precipitation events, defined as total daily precipitation greater than 
0.1mm, are projected via the SP model (Gaur and Simonovic 2018). Projecting a 
precipitation event takes a two-fold approach: projecting the probability of a precipitation 
event at a given downscaled pixel for a given timestep (pixel-timestep), and transforming 
the probability projection into a binary occurrence (precipitation or no precipitation) 
through a step function. Model derived precipitation rate is considered as the climate 
predictor variable, while elevation and land-cover are considered as the local-scale 
physical predictor variables. Precipitation event incidence is the predictand. The 
probability projection function is established through binomial logit regression, expressed 
in Equation 5, while the final binary occurrence projection is expressed in Equation 6.  
Equation 5  
𝑙𝑛 (
𝑃𝑝
1−𝑃𝑝
) = 𝛽0 + 𝑓1(𝑃𝑚𝑜𝑑,𝑝) + 𝑓2(𝐸𝑝) + 𝑓3(𝐿𝐶𝑝) + 𝜖                                                   (5) 
Pmod,p denotes model derived precipitation rate bi-linearly interpolated to pixel p, while Ep 
and LCp denote elevation and land cover of pixel p, respectively. Pp denotes the 
probability of precipitation at pixel p. As with surface temperature, f1, f2, and f3 represent 
the predictor functions. Equation 6 demonstrates that a precipitation event is projected for 
pixel p if Pp equals or exceeds a particular probability threshold, pthreshold.  
Equation 6  
𝑓(𝑃𝑝) = {
1 𝑖𝑓 𝑃𝑝 ≥ 𝑝𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
0 𝑖𝑓 𝑃𝑝 < 𝑝𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
                                                                                          (6) 
 
3.1.3 Application of Physical Scaling towards downscaling of  
precipitation totals 
SP downscaling of precipitation totals projects the amount of precipitation for a pixel 
given the occurrence of a precipitation event. The predictor variables of interest are 
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model derived precipitation rate, elevation, and land cover, while locally observed 
precipitation amount is the predictand. Equation 7 expresses the mathematical 
relationship for SP downscaling of precipitation totals. 
Equation 7  
𝑔(𝑃𝑝,𝑤𝑒𝑡) = 𝛽0 + 𝑓1(𝑃𝑝,𝑚𝑜𝑑,𝑤𝑒𝑡) + 𝑓2(𝐸𝑝) + 𝑓3(𝐿𝐶𝑝) + 𝜖                                             (7) 
Pp,wet and Pp,mod,wet denote observed precipitation amount and model derived bi-linearly 
interpolated precipitation rate, respectively, for pixel p. Only timesteps which correspond 
to wet days (days with total precipitation exceeding 0.1mm) are considered, signified by 
subscript wet. Ep and LCp denote bi-linearly interpolated elevation and land cover, 
respectively, at pixel p. g denotes the link function, ε denotes the error term, and f1, f2, f3 
are the predictor functions of their associated variables. 
 
3.2 Weather Research and Forecasting model 
The Weather Research and Forecasting model (WRF) is a regional climate model 
employed as a dynamical downscaling method. WRF is a state of the art atmospheric 
simulation system utilizing a non-hydrostatic core and dynamical solver (Manzanas, et al. 
2018). The model is open-source and has numerous packages for customizing the physics 
of the model. The specific version of the model used in this research is WRF-ARW-
v3.9.1. Unlike SP method models considered, WRF is a numerical model which 
simulates dozens of climate related variables and as such it downscales surface 
temperature and precipitation simultaneously. In terms of vertical resolution, 30 eta 
pressure levels are considered. Two-way nesting is used in all WRF applications. In order 
to maintain stability with the high resolution output of each nest, a very high temporal 
resolution must be employed; generally, the temporal resolution, in seconds, can be no 
greater than six times the horizontal resolution, in kilometers. Being a physics based, pre-
programmed numerical model, no calibration of WRF is required. WRF has been 
validated and used as a downscaling model for numerous study regions around the world, 
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including urban study regions (Liao, et al. 2014), (Mohaptra, Rakesh and Ramesh 2017), 
(Barlage, Miao and Chen 2016), (Hammerberg, et al. 2018), (Huang, et al. 2016), 
(Sharma, et al. 2017). 
The WRF Pre-processing System (WPS) horizontally, vertically, and temporally 
interpolates geographic and meteorological input data to produce initial and boundary 
conditions for the numerical model. The methods of interpolation can be varied from 
simple four-point averaging to sixteen-point overlapping parabolic interpolation. 
The Advanced Research WRF (ARW) numerical model, using the WPS derived initial 
and boundary conditions, produces the WRF output projections based on the equations 
governing the model physics. At regular intervals the WPS also continues to feed the 
boundary conditions to the ARW model. 
WRF also supports nesting of models to incrementally increase resolution, which 
improving accuracy of models where input climate data is very coarse in comparison to 
the desired output resolution. 
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Figure 4: WRF Downscaling Flow Diagram 
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Chapter 4  
4 Downscaling of Reanalysis Data in Greater Houston 
Area 
This chapter describes the study region, data used, methodology, and results of a case 
study wherein the Greater Houston Area is downscaled via SP and WRF models in order 
to compare their downscaling skill. 
 
4.1 Study area 
The study region of interest is centered on the urban region of Houston, Texas (Figure 5). 
The study area includes most of the Greater Houston Area (GHA), with the center 
approximately 75km from the Gulf of Mexico coastline. The GHA has an estimated 
population of 6,997,384 as of 2018 (Wilder 2019). The study region climate is warm and 
humid with high annual rainfall; summer temperatures average close to 30°C and annual 
average rainfall is approximately 1250mm (NOAA 2019). With the Gulf coastline within 
the study region, elevation ranges from 0-116 masl. Land cover of the study region is 
diverse, but consists mainly of croplands, woody savannas, and urban development, 
which together comprise over 84% of land cover. Table 2 details all MODIS IGBP land 
cover classifications found throughout the study region and their corresponding fraction 
of the whole region. The study region is chosen based on availability of LIght Detection 
And Ranging (LIDAR) derived urban morphological data for the urban parts of the 
region which is used in conjunction with dynamical downscaling models assessed. 
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Table 2: Land cover classes comprising the region and the fraction of study region 
they occupy 
IGBP 
Class 
Class Name 
Percentage of Study Region 
Occupied 
1 Evergreen Needleleaf Forests < 0.1% 
2 Evergreen Broadleaf Forests 1.0% 
3 Deciduous Needleleaf Forests < 0.1% 
4 Deciduous Broadleaf forest < 0.1% 
5 Mixed forest 4.2% 
6 Closed Shrublands 0.3% 
7 Open Shrublands < 0.1% 
8 Woody savannas 24.9% 
9 Savannas < 0.1% 
10 Grasslands 2.8% 
11 Permanent wetlands 1.6% 
12 Croplands 16.0% 
13 Urban and built-up 20.1% 
14 
Cropland/Natural vegetation 
mosaic 
23.1% 
16 Barren or sparsely vegetated 0.3% 
17 Water 5.6% 
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Figure 5: Location of study region within continental USA 
 
4.2 Data used 
The various types of data used in this case study and their sources are listed herein. 
Remotely Sensed Surface Temperature 
Daily MODIS surface temperature Level 3 Terra version 6 (MOD11A1.006) product is 
used; both day and night timeline products are used. The timelines correspond to the 
Terra satellite sun-synchronous orbit passover times of approximately 10:30 and 22:30 
local time. Spatial resolution of the product is 1 km. Data for the time period 2001-2013 
is collected and only high quality reliable pixels are used (Wan, Hook and Hulley 2015). 
Gauged Daily Precipitation 
Daily precipitation measurements from 157 gauging stations within the study region are 
used. The data is collected from the National Oceanic and Atmospheric Administration 
for the time period 2001-2013 (available at https://www.ncdc.noaa.gov/data-access/land-
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based-station-data). Station elevation ranges from 3-87 masl. IGBP land cover 
classifications of station locations include Croplands (C), Cropland/Natural Vegetation 
Mosaic (CNV), Urban (UB), Woody Savannas (WS), Grasslands (G), and Permanent 
Wetlands (PW). 
33 
 
 
 
 
Figure 6: Locations of gauging stations within the study region 
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North American Regional Reanalysis 
Daily precipitation rate and 3-hourly surface temperature data for 2001-2013 are 
collected from the North American Regional Reanalysis (NARR) (Mesinger, et al. 2006) 
depository and used as model-level data for historical SP calibration processes. The 
reanalysis spatial resolution is 32km. 
Remote Sensed Land Cover 
Annual MODIS Level 3 land cover version 6 (MCD12Q1.006) for the period 2001-2013 
is used for all SP downscaling applications as well as WRF applications using the 
DEFAULT urban physics scheme. The product has a spatial resolution of 500m (Friedl 
and Sulla-Menashe 2019). 
Additionally, the United States Geological Survey (USGS) 2011 National Land Cover 
Dataset (NLCD 2011) is used for WRF applications with the BEP urban physics scheme 
(USGS 2012). The product has a spatial resolution of 30m and includes three urban 
landcover classifications (low intensity residential, high intensity residential, and 
commercial/industrial), in contrast to the single urban land cover class in the MODIS 
IGBP classification. The high resolution and different urban land cover classes of the 
dataset are a necessary component for effectively modeling nuanced urban morphology, 
in conjunction with the WRF BEP urban physics scheme (Glotfelty, et al. 2013).  
Remote Sensed Elevation 
The United States Geological Survey (USGS) digital elevation model GTOPO30 is used. 
The data is available at a horizontal resolution of 1 km (USGS 1996). 
Urban Morphology  
Urban morphology data for the study region from the National Urban Database and 
Access Portal Tool (NUDAPT) database is used as a necessary component of the BEP 
urban physics scheme in conjunction with WRF (Ching, et al. 2009). The database 
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includes LIDAR and remote-sensed urban infrastructure and urban canopy parameters for 
dozens of morphology attributes. In conjunction with BEP, four parameters are retrieved: 
plan area fraction, area weighted mean building height, building surface to plan area 
ratio, and distribution of building heights. 
 
4.3 Methodology 
This section describes the methodology followed in utilizing the chosen models towards 
reaching the research objective. 
 
4.3.1 SP downscaling 
Surface temperature data is downscaled via SP models for both day and night timelines, 
corresponding to the MODIS remote sensed surface temperature data available at 10:30 
and 22:30 local time, while precipitation downscaling is done on daily timesteps. A 
downscaling study period of three months (June, July, and August 2013) is used in 
consistency with the computational constraints associated with the dynamical models also 
considered.  
Surface temperature associated predictand and predictor values are grouped by month of 
timestep in order to establish a separate regression relationship for each month of the 
study period. Three separately calibrated SP models are used for projections based on the 
projection month. Historical data from 2001-2012 are used as the calibration dataset in 
order to ensure a conservative amount of data is used for this step (Gaur and Simonovic 
2017). 
In contrast to surface temperature calibration, precipitation SP models are developed for 
entire seasons instead of individual months due to lesser available data. Therefore, a 
single summer SP model is developed for precipitation occurrence and totals projections. 
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SP precipitation models are calibrated on 2001-2012 historical data. For precipitation 
occurrence SP models, the historical data is randomly partitioned into halves; one half is 
used to calibrate the probability projection relationship (corresponding to Equation 5) 
which is then used to make projections on the second half. The probability threshold for 
projecting a precipitation event (pthreshold, Equation 6) is calibrated by iterating potential 
pthreshold values between 0 and 1 at increments of 0.01, and checking their precipitation 
event prediction efficiency. The pthreshold value corresponding to the highest projection 
efficiency is chosen for subsequent downscaling during the study period. 
Precipitation totals SP models (corresponding to Equation 7) are calibrated only on 
timesteps where a precipitation event occurs at the observed pixel level. Historical data 
for years 2001-2012 are used for calibration. 
It is noted that WRF surface temperature output is available for all pixels within the study 
region, while SP precipitation output is limited to pixels with the same land cover class as 
gauging stations from which observed historical data is obtained (land cover classes 
which are not occupied by a weather gauging station do not have any observational data 
and are therefore not included in the regression relationship). 
 
4.3.2 WRF downscaling  
WRF models are used to dynamically downscale the study region. The downscaling 
region of interest is nested within two other downscaling domains, each of which 
downscales from its boundary condition resolution by a factor of 4. Consequently, the 
resolution of boundary conditions to inner nests, in order of increasing resolution, are: 
32km, 8km, 2km, and 0.5km. Two-way nesting is utilized at all timesteps. Figure 7 
illustrates the geographic location and scheme of nests. Surface temperature projections 
which correspond to day and night timeline SP model projections (approximately 10:30 
and 22:30, local time) are used for evaluation and comparison with SP results. 
Precipitation projections for both amount and occurrence are averaged over daily 
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timesteps. A three month downscaling period (June-August 2013) is considered due to 
computational constraints. A seven day spinup period is allowed for before projection 
results are considered. 
Physics schemes which modify the micro physics, planetary boundary layer physics, 
cumulus physics, radiation, convection, surface layer characteristics, and urban physics of 
the computational model are available for adaptation to the user’s choosing. Two WRF 
models are considered with different urban physics parameterizations, the default bulk 
scheme (DEFAULT) and the Building Effect Parameterization scheme (BEP), which 
encompass the low and high ends of WRF urban modelling complexity, respectively. The 
DEFAULT scheme incorporates pre-defined roughness and heat storage attributes for 
modelling the effects of urban surfaces: roughness length 0.8m, surface albedo 0.15, 
volumetric heat capacity 3.0 MJ/(m3∙K), and thermal conductivity of 3.24 W/(m∙K) 
(Salamanca, et al. 2011). BEP considers dozens of urban morphology variables which are 
manually defined by the user as well as NUDAPT local morphology data, allowing for 
location-specific attributes to be included. Urban morphology and thermal parameters for 
each urban landcover class are available in Table 3 and are specific to the study area. 
BEP attempts to model the effect of all urban surfaces (roofs, walls, and roads) on wind 
and air flow for urban pixels (Martilli, Clappier and Rotach 2002) as well as their effects 
on heat trapping for short and longwave radiation. The land surface (Unified Noah Land 
Surface Model (Tewari, et al. 2004)) and planetary boundary layer (Bougeault-Lacarrere 
scheme (Bougeault and Lacarrere 1989)) physics schemes are chosen  based on their 
compatibility with the urban physics schemes chosen. 
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Figure 7: WRF nesting scheme extent 
WRF models utilizing the DEFAULT scheme have been shown to effectively model 
urban regions, especially coarser resolution studies; however, more complex schemes 
such as BEP have shown improvements in downscaling skill. Liao, et al. (2014) and 
Salamanca, et al. (2011) showed that DEFAULT projection accuracy can be comparable 
to BEP projection accuracy, while outperforming SLUCM, an urban canopy 
parameterization with a respectively intermediate level of complexity. In contrast, 
Mohaptra, Rakesh and Ramesh (2017) showed that SLUCM appreciably improved 
projection error for low rainfall events but had little effect on high rainfall projection 
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error over Bangalore, India. Paul, et al. (2018) found BEP scheme to better project 
average and extreme rainfalls in Mumbai, India over DEFAULT and SLUCM based 
projections, indicating the importance of varying building morphology on precipitation. 
In Salamanca, et al. (2011), NUDAPT modified projections decreased error compared to 
non-NUDAPT projections by approximately 5%-10%. Hence, while DEFAULT 
projections can perform adequately in many scenarios, NUDAPT modified BEP urban 
downscaling should allow for improvements in downscaling skill. 
Table 3: Urban morphology and thermal parameters used (Salamanca, et al. 2011) 
Urban 
Morphology 
Variable 
Units 
Urban Landcover Classes 
Low 
Intensity 
Residential 
High Intensity 
Residential 
Commercial, 
Industrial, 
Transportation 
Urban Fraction 
Fraction 
of pixel 
0.429 0.429 0.865 
Roof Heat 
Capacity 
 
𝐽
𝑚3 𝐾
 
 
 
 
 
1.32 x 106 
 
 
Building Wall 
Heat Capacity 
Road Heat 
Capacity 
1.40 x 106 
Roof Thermal 
Conductivity 
𝑊
𝑚 𝐾
 
 
 
0.695 
Building Wall 
Thermal 
Conductivity 
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Road Thermal 
Conductivity 
0.4004 
Roof Surface 
Albedo 
 
 
 
 
 
 
0.20 
Building Wall 
Surface Albedo 
Road Surface 
Albedo 
0.15 
Roof Surface 
Emissivity 
0.90 
Building Wall 
Surface 
Emissivity 
Road Surface 
Emissivity 
0.95 
Roof Lower 
Boundary 
Condition 
 
K 
 
293.15 
Building Wall 
Lower Boundary 
Condition 
Road Lower 
Boundary 
Condition 
Road 
Momentum 
Roughness 
Length 
m 0.01 
Roof Momentum 
Roughness 
Length 
Street Width m 30 25 20 
41 
 
 
 
Building Width 13 17 20 
5m Buildings 
% 
55 59 37 
10m Buildings 30 34 34 
15m Buildings 15 7 9 
20m Buildings 0 0 20 
 
4.4 Results and discussion 
In this section, the results of the downscaling procedure are shared and discussed. 
 
4.4.1 Surface temperature downscaling 
Downscaling skill of both categories of downscaling methods is assessed using four 
criteria: root mean squared error (RMSE), mean bias (MB, the average projection error), 
hit rate (HR, the fraction of projections with absolute error less than 3K), and extreme 
percentile difference (EPD, the difference between the 90th percentile projection and 90th 
percentile observation). Each model variation is assessed for performance on day and 
night timelines, corresponding to remotely sensed data at approximately 10:30 and 22:30 
local time. 
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Table 4: Mathematical formulation of surface temperature downscaling validation 
criteria 
Criteria Formula Criteria Variables 
𝑅𝑀𝑆𝐸 = √
∑ (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡)2
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
proji,t = projection for pixel i at a time step t 
obsi,t = observed value for pixel i at a time step t 
n = total number of pixels in study area 
s = total number of timesteps considered 
proj90 = 90th percentile projection 
obs90 = 90th percentile observation 
𝑀𝐵 = 
∑ 𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
𝐻𝑅 = 
∑ {
0 𝑖𝑓 (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡) ≥ 3𝐾
1 𝑖𝑓 (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡) < 3𝐾
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
𝐸𝑃𝐷 = 𝑝𝑟𝑜𝑗90 − 𝑜𝑏𝑠90 
 
All models perform better in the night timeline than day in terms of RMSE. The best 
performing model in the night timeline is SP (1.7K), followed by WRF_DEFAULT 
(3.5K), and WRF_BEP (4.2). Both WRF models have an inferior performance when only 
urban landcover is considered, while the best RMSE recorded is by SP method when only 
urban landcover is considered (1.6K). For the day timeline, SP model also performs best 
in terms of RMSE (3.2K), followed by WRF_DEFAULT (11.1K), and WRF_BEP 
(11.2K). The opposite trend of urban landcover pixel performance is observed for day 
timeline: SP models perform less well when only urban landcover is considered, while 
WRF models perform better. RMSE criteria indicate that SP methodology has overall 
more effectively downscaled the NARR dataset. 
MB indicates the bias of a methodology to overestimate or underestimate projections. SP 
models perform best, with a warm bias of 0.6K during the day and cold bias of 0.2K at 
night. WRF_BEP has the next best performance followed by WRF_DEFAULT, with day 
warm biases of 9.6K, 9.8K, and night biases of -0.3K, 2.8K, respectively. 
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HR assesses the frequency of a model projecting within an acceptable range of accuracy 
(3K). SP models for both day and night timelines perform at a satisfactory level (HR > 
0.5) when all land cover type pixels are considered, while WRF models perform 
satisfactorily only in night timeline. All other model variations perform poorly. Given the 
results for RMSE, this can be expected.  
EPD assesses the model capability of capturing extreme event levels. 90th percentiles are 
used for EPD assessment as most extreme events are often anomalies that are not well-
predicted by models. SP models perform better overall, with urban extremes captured 
well, underestimating extremes by 0.7K and 1.4K when only considering urban 
landcover. WRF_BEP has best EPD performance for night timelines, with overestimation 
of 0.6K. 
Overall, models performed better during the night with nearly all model evaluation 
criteria and model variations. SP models perform best in all criteria except for night EPD. 
SP_UB is mostly outperformed by SP, while WRF model performance on urban 
landcover pixels is similar to average performance on all pixels. Error variance for WRF 
models is also higher than SP models, with greater variance on day timeline projections 
(Figure 8, Figure 9). It is noted that appreciable increases in surface temperature 
downscaling accuracy are not found with the utilization of the WRF_BEP model 
variation in comparison to WRF_DEFAULT, with the exception of Night EPD and MB. 
WRF_BEP outperforms WRF_DEFAULT in 5 of 8 validation criteria. 
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Table 5: Surface temperature downscaling model performance for SP, WRF_BEP, 
and WRF_DEFAULT models. SP_UB, WRF_BEP_UB, WRF_DEFAULT_UB 
denote model performance on urban landcover pixels (green indicates best overall 
performance, yellow indicates best performance 
Validation 
Criteria 
Timeline SP SP_UB WRF_BEP WRF_BEP_UB WRF_DEFAULT WRF_DEFAULT_UB 
RMSE 
(K) 
Day 3.2 3.5 11.2 8.6 11.1 6.1 
Night 1.7 1.6 4.2 7.00 3.5 4.8 
MB (K) 
Day 0.6 1.2 9.6 5.0 9.8 5.0 
Night -0.2 -0.3 -0.3 -5.5 2.8 4.5 
HR 
Day 0.7 0.2 0.1 0.1 0.1 0.1 
Night 0.9 0.2 0.6 0.1 0.5 0.1 
EPD (K) 
Day -1.0 -0.7 9.2 7.5 9.3 2.5 
Night -1.1 -1.4 0.6 -2.7 3.8 3.9 
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Figure 8: Surface temperature downscaling projection errors for SP, 
WRF_DEFAULT, and WRF_BEP models, day timeline 
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Figure 9: Surface temperature downscaling projection errors for SP, 
WRF_DEFAULT, and WRF_BEP models, night timeline 
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Figure 10, Figure 11, and Figure 12 demonstrate that SP day projections show a 
dissimilar spatial pattern of error compared to WRF projections. Where SP projections 
have a more even spread of over and underestimations, WRF projections mostly have 
overestimation errors. In daytime projections, WRF models perform better at the central, 
urban portions of the study region, while SP model performance is more uniform. 
Figures Figure 13, Figure 14, and Figure 15 demonstrate the significant improvement in 
performance for night timeline projections, particularly for WRF models. The WRF 
models also have an inverse performance with regards to projections in the central urban 
areas: in the day timeline, performance improves over urban areas, but performance 
decreases over urban areas in the night timeline. While the DEFAULT model maintains 
its pattern of performance in terms of mostly overestimating, the BEP model shows very 
different patterns of error. Central urban areas are mostly underestimated, while outer 
non-urban areas are overestimated. 
 
Figure 10: SP daytime downscaling projection error over study region 
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Figure 11: WRF DEFAULT daytime downscaling projection error over study 
region 
 
Figure 12: WRF BEP daytime downscaling projection error over study region 
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Figure 13: SP nighttime surface temperature downscaling projection error over 
study region 
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Figure 14: WRF DEFAULT surface temperature nighttime downscaling projection 
error over study region 
51 
 
 
 
 
Figure 15: WRF BEP surface temperature nighttime downscaling projection error 
over study region 
 
4.4.2 Precipitation downscaling 
Precipitation downscaling skill is assessed using 5 validation criteria: wet day root mean 
squared error (RMSE, where error of precipitation amount on wet days is considered), 
mean wet daily precipitation error (MDPE, the difference between projected mean daily 
precipitation and observed mean daily precipitation), wet day fraction error (WDFE, the 
difference between wet day fraction projected and wet day fraction observed) hit rate 
(HR_pr, the fraction of precipitation amount projections with absolute error less than 
5mm on observed wet days), and extreme percentile difference (EPD, the difference 
between the 90th percentile precipitation amount projection and 90th percentile 
observation). Projections and observations are for total daily precipitation.  
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Table 6: Mathematical formulation of precipitation downscaling validation criteria 
Criteria Formula Criteria Variables 
𝑅𝑀𝑆𝐸 =  √
∑ (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡)2
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
proji,t = projection for pixel i at time step t 
obsi,t = observed value for pixel i at time step t 
n = total number of spatial pixels considered 
s = total number of timesteps considered 
proj90 = 90th percentile projection 
obs90 = 90th percentile observation 
wproj = number of wet pixel-days projected 
wobs = number of wet pixel-days observed 
 
𝑀𝐷𝑃𝐸 = 
∑ 𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
𝑊𝐷𝐹𝐸 =  
𝑤𝑝𝑟𝑜𝑗 −𝑤𝑜𝑏𝑠
𝑛 ∙ 𝑠
 
𝐻𝑅_𝑝𝑟 =  
∑ {
0 𝑖𝑓 (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡) ≥ 5𝑚𝑚
1 𝑖𝑓 (𝑝𝑟𝑜𝑗𝑖,𝑡 − 𝑜𝑏𝑠𝑖,𝑡) < 5𝑚𝑚
𝑛,𝑠
𝑖,𝑡=1
𝑛 ∙ 𝑠
 
𝐸𝑃𝐷 =  𝑝𝑟𝑜𝑗90 − 𝑜𝑏𝑠90 
 
RMSE considers error on observed wet days only, and assesses overall accuracy in 
projecting precipitation totals for a given day. RMSE performance is comparable across 
all models. SP performs best (6.9mm), followed by WRF_BRP (7.9mm) and 
WRF_DEFAULT (8.0mm). All models perform better in RMSE when only urban 
landcover is considered, in the same order. The best RMSE recorded is SP_UB (6.9mm). 
MDPE indicates the skill of the models in capturing total rainfall over a period. Best 
performance is by SP model which overestimates total precipitation by 0.4mm per 
timestep, followed by WRF_BEP and WRF_DEFAULT, which underestimate 
precipitation by 2.0mm and 2.1mm per timestep. SP_UB MB is worse (0.6mm), while 
WRF models perform marginally better on urban landcover. 
WDFE assesses the ability of each model to project the correct number of precipitation 
events, defined as days with total precipitation greater than 0.1mm. According to this 
criteria, WRF_DEFAULT performs best, overestimating total number of precipitation 
events by 10%, followed by SP, overestimating by 7%, and WRF_BEP, underestimating 
by 9%. WRF_BEP_UB performance is significantly worse than other models, 
underestimating wet days by 16%. 
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HR_pr assesses the frequency of a model projecting wet day precipitation within an 
acceptable range of accuracy (5mm). Nearly all models perform at satisfactory levels 
(HR > 0.5) when all landcover and only urban landcover are considered. SP model has 
strongest performance (0.54), followed by both WRF models (0.51 for both). 
EPD assesses the ability to effectively capture the range that extreme events fall within. 
SP model performs well, underestimating the 90th percentile extreme event by 0.8mm and 
0.5mm when only urban landcover is considered. WRF models perform comparatively 
poorly, underestimating the 90th percentile extreme event by 8.3mm (WRF_BEP) and 
8.6mm (WRF_DEFAULT). All models perform marginally better when only urban 
landcover is considered. 
Overall, SP models perform best in all criteria except for WDFE. SP_UB outperforms SP 
in 2 of 5 criteria, while performing equally well in 2 of 5 criteria. WRF model 
performance on urban landcover pixels exceeds average performance on all pixels for 4 
of 5 criteria for both WRF_BEP and WRF_DEFAULT. WRF_BEP slightly outperforms 
WRF_DEFAULT in 4 of 5 criteria. Error variance between models is similar, with even 
distributions of over and underestimation. It is found that downscaling skill is not 
significantly increased with the BEP urban canopy model and urban morphology data; 
most notably, WRF_DEFAULT significantly outperforms WRF_BEP in projecting 
precipitation events (WDFE). 
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Table 7: Precipitation downscaling model performance for SP, WRF_BEP, and 
WRF_DEFAULT models. SP_UB, WRF_BEP_UB, WRF_DEFAULT_UB denote 
model performance on urban landcover pixels (green indicates best overall 
performance, yellow indicates best performance on urban land cover) 
Validation 
Criteria 
SP SP_UB WRF_BEP WRF_BEP_UB WRF_DEFAULT WRF_DEFAULT_UB 
RMSE 
(mm) 
7.1 6.9 7.9 7.6 8.0 7.9 
MDPE 
(mm) 
0.4 0.6 -2.0 -2.0 -2.1 -2.1 
WDFE 0.07 0.07 -0.09 -0.16 0.01 0.03 
HR_pr 0.54 0.54 0.49 0.51 0.49 0.51 
EPD 
(mm) 
-0.8 -0.5 -8.3 -8.1 -8.6 -8.3 
 
Further to the trends suggested in Table 7, Figures Figure 16, Figure 17, and Figure 18 
show that average precipitation projection performance is mostly uniform between the 
three models. In terms of spatial patterns, performance is similar as well, with projections 
at several stations in the northwest and southeast of the study region performing most 
poorly.  
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Figure 16: SP precipitation downscaling projection error at study region gauging 
stations 
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Figure 17: WRF DEFAULT precipitation downscaling projection error at study 
region gauging stations 
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Figure 18: WRF BEP precipitation downscaling projection error at study region 
gauging stations 
 
 
4.4.3 Summary 
For nearly all validation criteria, SP model skill in downscaling reanalysis data exceeds 
both WRF_BEP and WRF_DEFAULT. SP model performance is satisfactory in all 
criteria. WRF_BEP generally outperforms WRF_DEFAULT; however, differences in 
performance are slight. It can therefore be said that the increased complexity inherent 
with the WRF_BEP model setup does not significantly increase surface temperature and 
precipitation downscaling skill. Performance in downscaling urban landcover pixels is 
58 
 
 
 
comparable to the average when all landcover pixels are considered, but is generally less 
accurate. 
In this study, SP models have performed satisfactorily in most validation criteria 
considered and have outperformed WRF models in downscaling NARR surface 
temperature and precipitation projections over the urban region of Houston, TX. As such, 
SP methodology is the best suited for utilization in downscaling future timeline 
projections. SP model computational requirements are much less than WRF models and it 
is within the scope of this research to scale up the study region space and temporal period 
of consideration in order to assess surface temperature and precipitation downscaling 
skill for various other urban regions. Additionally, future timeline GCM projections may 
be downscaled in order to assess local impacts of climate change within urban regions. 
 
 
59 
 
 
 
Chapter 5  
5 Downscaling of Future GCM Projections in 44 Urban 
Regions across Canada and the USA 
This chapter describes the study region, data used, methodology, and results for the case 
study of downscaling GCM projections for 44 urban study regions via SP models. 
Downscaling models are validated against observations, then utilized toward downscaling 
historical and future timelines of GCM projections in order to assess climate change 
impacts. A discussion of results is included. 
 
5.1 Study regions 
Forty-four study regions are chosen with the intention of maintaining an urban region 
focus while also considering a wide variety of natural climates. All Canadian climate 
regions, with the exception of arctic climates, are considered (Statistics Canada 2009), as 
well as all American climate regions (NOAA 2018). Regions are all 1°x1° grids centered 
on prominent urban areas, many encompassing significant metropolitan areas. Average 
elevation across all study regions varies significantly, ranging from 83-1910 masl. The 
percent of each region occupied by urban land cover ranges from 0.22% to 38.35%. 
Regions are listed in Table 8. 
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Figure 19: Locations of study regions within Canada and USA 
 
Table 8: Urban study regions and characteristics 
Central Urban Area 
Shorthand 
Notation 
Climate Region 
(Statistics 
Canada 2009), 
(NOAA 2018) 
Number of 
Gauging 
Stations 
Available 
Median 
Elevation of 
Region 
(masl) 
(Yamazaki, 
et al. 2017) 
Urban Land 
Cover 
Fraction 
(Friedl and 
Sulla-Menashe 
2019) 
Halifax, Nova Scotia HAL 
Atlantic Canada 
15 83 0.0160 
Fredericton, New Brunswick FRE 10 259 0.0022 
Moncton, New Brunswick MON 10 204 0.0060 
Toronto, Ontario TOR 
Great Lakes/St. 
Lawrence 
Lowland 
31 286 0.2064 
London, Ontario LON 15 245 0.0239 
Montreal, Quebec MTL 36 349 0.1253 
Thunder Bay, Ontario TB 
Northeastern 
Forest 
11 250 0.0085 
Sudbury, Ontario SUD 4 289 0.0074 
North Bay, Ontario NB 8 320 0.0052 
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Fort McMurray, Alberta 
FMM Northwestern 
Forest 
8 483 0.0036 
Winnipeg, Manitoba WIN 
Prairies 
21 288 0.0367 
Regina, Saskatchewan REG 10 637 0.0113 
Calgary, Alberta CAL 20 747 0.0616 
Kamloops, British Columbia KAM 
South British 
Columbia 
Mountains 
15 1211 0.0080 
Vernon, British Columbia VER 24 1170 0.0198 
Kelowna, British Columbia KEL 25 1170 0.0207 
Vancouver, British Columbia VAN 
Pacific Coast 
67 600 0.0706 
Victoria, British Columbia VIC 33 600 0.0188 
Boston, Massachusetts BOS 
Northeast 
100 235 0.2443 
Syracuse, New York SYR 82 286 0.0349 
Philadelphia, Pennsylvania PHI 201 202 0.3073 
Charlotte, North Carolina CHA 
Southeast 
116 247 0.0697 
Atlanta, Georgia ATL 178 89 0.2252 
Orlando, Florida ORL 66 10 0.1339 
Indianapolis, Indiana IND 
Ohio Valley 
219 206 0.1040 
Columbus, Ohio COL 57 287 0.0875 
Nashville, Tennessee NSH 273 178 0.0564 
Minneapolis, Minnesota MIN 
Upper Midwest 
220 346 0.1866 
Milwaukee, Wisconsin MIL 87 231 0.0963 
Des Moines, Iowa DM 82 305 0.0260 
New Orleans, Louisiana NO 
South 
32 73 0.0576 
Oklahoma City, Oklahoma OKC 149 347 0.0591 
Dallas, Texas DAL 139 268 0.2773 
Lincoln, Nebraska LIN 
Northern 
Rockies and 
Plains 
129 476 0.0177 
Rapid City, South Dakota RC 59 1073 0.0101 
Missoula, Montana MIS 29 1425 0.0084 
Denver, Colorado DEN 
Southwest 
826 1577 0.1597 
Albuquerque, New Mexico ALB 195 1910 0.0492 
Phoenix, Arizona PHX 223 661 0.2173 
62 
 
 
 
Portland, Oregon POR 
Northwest 
146 600 0.1047 
Boise, Idaho BOI 38 1517 0.0368 
Reno, Nevada REN 
West 
103 1356 0.0402 
San Francisco, California SF 112 319 0.1840 
Los Angeles, California LA 91 595 0.3835 
 
5.2 Data used 
Remotely Sensed Surface Temperature 
MODIS surface temperature for the time period 2001-2013 is collected. Please refer to 
Chapter 4.2 for details. 
Gauged Daily Precipitation 
Daily precipitation measurements from various gauging stations within each region are 
used. Table 8 lists the number of gauging stations available within each region. It is noted 
that there is high variability in the number of stations within each region. The number of 
stations available in American regions is significantly greater than in Canadian regions. 
Canadian data is obtained from Environment Canada and American data from the 
National Oceanic and Atmospheric Administration (NOAA), which can be obtained from 
http://climate.weather.gc.ca/ and https://www.ncdc.noaa.gov/data-access/land-based-
station-data, respectively. Data for the time period 2001-2013 is collected. 
Reanalysis Surface Temperature and Precipitation 
NARR daily precipitation rate and 3-hourly surface temperature data for 2001-2013 is 
collected. Please refer to Chapter 4.2 for details. 
GCM Surface Temperature and Precipitation Projections 
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Daily precipitation and 3-hourly surface temperature  GCM projections for RCP 2.6 and 
RCP 8.5 are collected. Data is collected for 2001-2019 and 2090-2099. Three GCMs are 
chosen based on surface temperature data availability. The selected GCMs are listed in 
Table 9. 
Table 9: Summary of GCMs considered for downscaling 
GCM 
FGOALS-G2 
(Li, et al. 2013) 
MIROC-5 
(Watanabe, et al. 
2010) 
MRI-CGCM3 
(Yukimoto, et al. 
2012) 
Horizontal 
Resolution 
4.70° x 2.81° 1.40° x 1.41° 1.12° x 1.13° 
Temporal 
Resolution 
3hr 3hr 3hr 
Source 
Institute of 
Atmospheric 
Physics, China 
The University of 
Tokyo Center for 
Climate System 
Research, Japan 
Meteorological 
Research Institute, 
Japan 
 
Remote Sensed Land Cover 
MODIS land cover for the time period 2001-2013 is collected. Please refer to Chapter 4.2 
for details. 
Remote Sensed Elevation 
Multi Error Removed Improved Terrain Digital Elevation Model (MERIT DEM) product 
is used. MERIT DEM improves upon multiple existing DEMs by removing bias through 
various filtering techniques (Yamazaki, et al. 2017). The data resolution is available at 
90m. 
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5.3 Methodology 
Surface temperature and precipitation projections for forty-four 1°x1° study regions 
centered on urban areas are statistically downscaled via SP method. Surface temperature 
models are calibrated on land cover, bi-linearly interpolated remote sensed elevation and 
surface temperature, and reanalysis surface temperature. Precipitation models are 
calibrated on land cover, bi-linearly interpolated remote sensed elevation, point scale 
precipitation measurements, and reanalysis precipitation rate. SP models are used to 
downscale GCM projections of RCP scenarios 2.6 and 8.5, for time slices 2001-2013 
(validation timeline), 2010-2019 (historical timeline), and 2090-2099 (future timeline).  
Surface temperature validation timeline projections are made using a cross-validation 
approach: 
a) Study region pixels are randomly partitioned into 10 cross-validation groups 
b) SP models are calibrated using pixels from 9 of 10 cross-validation groups and 
corresponding bi-linearly interpolated reanalysis data 
c) Calibrated SP models, utilizing bi-linearly interpolated GCM projections as input, are 
used to make projections on pixels in the 10th cross-validation group 
d) Steps (b)-(c) are iterated until GCM projections have been downscaled to pixels in all 
cross-validation groups 
The validation timeline projections are assessed for error against location specific 
observations, while the historical and future timelines are used for change factor analysis. 
Both day and night models (corresponding to observations at 10:30 and 22:30 local time 
for each region) are considered for surface temperature downscaling while precipitation 
downscaling is considered on a daily timestep. 
Surface temperature observed and interpolated predictand and predictor values are 
grouped by month of timestep in order to establish a separate regression relationship for 
each month, resulting in 12 separate SP models calibrated for each study region.  
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Precipitation occurrence models are developed for seasons instead of individual months 
due to less available locally observed precipitation data within each study region. Which 
season each month corresponds to within this study is detailed in Table 10. The historical 
dataset corresponding to precipitation variables is partitioned into thirds (evenly 
represented among seasons). One third of data is used to calibrate the probability 
projection relationship (Equation 5), which is subsequently used to make probability 
projections on a second third of the data. The probability threshold for projecting a 
precipitation event (pthreshold, Equation 6) is calibrated by iterating potential pthreshold values 
between 0 and 1 at increments of 0.01, and checking their precipitation event prediction 
efficiency from the probability projections made. The pthreshold value corresponding to the 
highest projection efficiency is chosen for subsequent validation. The final third of the 
historical observed dataset is used as a validation data set, upon which precipitation 
occurrence is projected and compared with observed data. 
Table 10: Seasons corresponding to months of year for SP model calibration 
Month Corresponding Season 
January 
Winter 
February 
March 
Spring April 
May 
June 
Summer July 
August 
September 
Autumn October 
November 
December Winter 
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As with occurrence projections, total precipitation SP models (Equation 7) are calibrated 
separately for each season, corresponding to the month of each timestep as listed in Table 
10. Historical observed and interpolated data is randomly divided in half with equal 
representation of each season. One half acts as the calibration dataset and the other as the 
validation set which has daily precipitation projections made onto it. 
 
5.4 Results and discussion 
In this section, the results of the downscaling process are shared and discussed. 
 
5.4.1 Validation 
Projections are grouped by GCM, timeline (surface temperature projections only), and 
landcover (all landcover and urban only) in order to assess the sensitivity to and effects 
on projection accuracy. It is found that RCP scenario has a negligible effect on 
downscaling skill for the validation period. For surface temperature, downscaling 
accuracy is assessed on four criteria: root mean squared error (RMSE), mean bias (MB), 
hit rate (HR), and extreme percentile difference (EPD) (Table 4). Precipitation 
downscaling accuracy is assessed on four similar criteria: mean daily precipitation error 
(MDPE), wet day fraction error (WDFE) hit rate (HR_pr), and extreme percentile 
difference (EPD) (Table 6). 
 
5.4.1.1 Surface temperature historical validation 
MIROC5 performs best of all GCMs, followed by MRI-CGCM3, followed by FGOALS-
G2, for all validation criteria. The difference in performance for RMSE and HR is small 
across GCMs, while for MB and EPE it is less negligible. Overall, the average 
performance difference due to GCM selection is small. 
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Table 11: Median validation criteria performance of downscaled surface 
temperature projections for FGOALS-G2, MIROC5, and MRI-CGCM3 GCMs 
(green indicates best performance in specific validation criteria) 
Validation Criteria FGOALS-G2 MIROC5 MRI-CGCM3 
RMSE (K) 5.9 5.5 5.8 
MB (K) -2.4 -0.9 -1.7 
HR 0.3 0.3 0.3 
EPE (K) -3.0 -1.9 -2.8 
 
Average night timeline projections outperform day timeline projections in all validation 
criteria. Greatest absolute improvement by night timeline projections on day timeline is 
in MB (3.3K, 103% improvement), followed by EPE (3.6K, 83% improvement), HR (0.1, 
45% improvement), and RMSE (2.0K, 30% improvement). 
Table 12: Median validation criteria performance of downscaled surface 
temperature projections for day and night timelines (green indicates best 
performance in specific validation criteria) 
Validation Criteria DAY NIGHT 
RMSE (K) 6.6 4.7 
MB (K) -3.4 0.1 
HR 0.30 0.36 
EPE (K) -4.3 -0.8 
 
Projections over Urban landcover pixels are found to be slightly less accurate than the 
average performance when all landcover pixels are considered, but performance is nearly 
equal. 
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Table 13: Median validation criteria performance of downscaled surface 
temperature projections, comparison of projections for urban landcover pixels only 
(UB LC) and all landcover pixels (All LC) (green indicates best performance in 
specific validation criteria) 
Validation Criteria All LC UB LC 
RMSE (K) 5.7 5.7 
MB (K) -1.7 -1.7 
HR 0.30 0.30 
EPE (K) -2.5 -2.6 
 
Median RMSE per timestep across study regions varies from 3.6K (Orlando) to 8.2K 
(Winnipeg) when all projections are considered. Median error per timestep across study 
regions ranges from -5.1K (Phoenix) to -0.4 (Atlanta); all study regions show a cold bias 
when projecting surface temperature. 
The most significant factor affecting downscaling accuracy is the time of day when the 
projection is made, followed by GCM choice; time of day has a significant impact on 
downscaling accuracy while GCM choice does not. The trend of night timeline surface 
temperature projections outperforming day timeline continues from the downscaling of 
the Houston study region reviewed previously as well as past SP methodology studies 
where day-night timeline projections are evaluated (Gaur and Simonovic 2017), (Gaur, 
Eichenbaum and Simonovic 2018). SP models generally underestimate surface 
temperatures during Day projections, while Night projections show a small warm bias. 
Projections on urban landcover pixels are performed with similar accuracy to the average 
of all landcover types. 
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Figure 20: Distribution of downscaled surface temperature projection errors for 
each study area considered 
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5.4.1.2 Precipitation historical validation 
In terms of MDPE, MIROC5 projections perform best (0.10mm) followed by FGOALS-
G2 (-0.25mm), and MRI-CGCM3 (0.55mm). WDFE is similar across FGOALS-G2 
(0.08), MIROC5 (0.05), and MRI-CGCM3 (0.07). HR_pr performance is satisfactory 
(>0.5) for FGOALS-G2 (0.58) and MIROC5 (0.54), and nearly satisfactory for MRI-
CGCM3 (0.48). EPE performance is satisfactory (< 2mm) for all GCMs. 
Table 14: Median validation criteria performance of downscaled precipitation 
projections for FGOALS-G2, MIROC5, and MRI-CGCM3 GCMs (green indicates 
best performance in specific validation criteria) 
Validation Criteria FGOALS-G2 MIROC5 MRI-CGCM3 
MDPE (mm) -0.25 0.10 0.55 
WDFE 0.08 0.05 0.07 
HR_pr 0.58 0.54 0.48 
EPE (mm) -0.9 0.4 1.0 
 
Urban landcover pixel projections are slightly outperformed by the average of all 
landcover types (All-LC) in terms of MDPE; however, performance difference is mostly 
negligible in all other validation criteria. Overall, precipitation validation results are not a 
significant departure from those obtained in the Houston study area of Chapter 4. 
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Table 15: Median validation criteria performance of downscaled precipitation 
projections, comparison of projections for urban landcover pixels only (UB LC) and 
all landcover pixels (All LC) (green indicates best performance in specific validation 
criteria) 
Validation Criteria All LC UB LC 
MDPE (mm) 0.13 0.19 
WDFE 0.07 0.07 
HR_pr 0.54 0.55 
EPE (mm) 0.2 0.2 
 
Distribution of precipitation projection error varies significantly across study regions; 
some regions have a tight distribution of error while others have a wide range (Figure 
21). The majority of projections overestimate precipitation (mostly projecting 
precipitation on dry days). MDPE ranges from 0.008mm (Kelowna) to 2.19 (San 
Francisco). Wet day fraction error ranges from 0.001 (Vancouver) to 0.235 (Boise). 
GCM selection does not significantly affect downscaling accuracy, but MIROC5 does 
perform slightly better than others in most criteria. Urban landcover pixel downscaling 
performance is poorer, however comparable, to downscaling when all landcover types are 
considered. SP models tend to overestimating precipitation for all model groupings and 
validation criteria, with the exception of FGOALS-G2 MDPE and EPE. 
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Figure 21: Distribution of downscaled precipitation projection errors for each study 
area considered 
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5.4.2 Change factor analysis 
After validation, SP models are recalibrated using 2001-2009 data. GCM projections for 
historical (2010-2019) and future (2090-2099) time slices are downscaled to the same 
spatial pixels as used in validation. Historical and future timeline periods are chosen to 
encapsulate the full length of projections available for all GCMs while also remaining 
within computational limitations. Downscaled climate projections are temporally 
averaged across each time slice to obtain pixel-specific climate variables. Climate change 
impact is assessed via change factor methodology. The same SP models calibrated for the 
validation step are used. Because precipitation models can only be calibrated on pixels 
where gauging stations are located, projections for change factor analysis can only be 
made on landcover types which gauging stations occupy. As with validation, change 
factors are grouped by GCM, land cover, timeline, and study region in order to assess 
their impact on change factors. Comparison of RCP scenarios is made to assess climate 
change impact. Change factor assessment criteria include d_mean (change in mean 
projection per timestep between time slices for each study region), d_90 (difference in 
90th percentile projections between time slices for each study region, assessing change in 
high value extremes), d_10 (difference in 10th percentile projections between time slices 
for each study region, assessing change in low value extremes), and d_WDF 
(precipitation only, median change in wet day fraction between time slices for each study 
region). 
 
5.4.2.1 Surface temperature change factor analysis 
MRI-CGCM3 projects the greatest change factors for d_mean in RCP 2.6 (0.25 K), while 
FGOALS-G2 projects the greatest change factor for RCP 8.5 (0.72 K). FGOALS-G2 
projections show the greatest difference between RCP scenarios for d_mean (0.62 K) and 
d_90 (0.73 K), while MIROC5 projections show the greatest difference in d_10 (1.5 K). 
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Table 16: Surface temperature change factor assessment for FGOALS-G2, 
MIROC5, and MRI-CGCM3 projections in RCP2.6 and RCP8.5 (green indicates 
greatest change factor for RCP 2.6, orange indicates greatest change factor for RCP 
8.5) 
Assessment 
Criteria 
RCP 2.6 RCP 8.5 
FGOALS-
G2 
MIROC5 
MRI-
CGCM3 
FGOALS-
G2 
MIROC5 
MRI-
CGCM3 
d_mean (K) 0.097 0.18 0.25 0.72 0.63 0.67 
d_90 (K) 0.054 0.16 0.14 0.78 0.59 0.59 
d_10 (K) 0.064 0.05 0.40 1.5 1.5 1.1 
 
For both RCP 2.6 and RCP 8.5, Day timeline projections have greater change factors than 
Night timeline for d_mean and d_10, while the reverse is true for d_90. Day timeline 
change factor differences between RCPs for d_mean (851%), d_90 (556%), and d_10 
(851%) are greater than for Night timeline d_mean (286%), d_90 (377%), and d_10 
(487%), indicating greater climate change impact during the day than the night. 
Table 17: Surface temperature change factor assessment for day and night timeline 
projections in RCP2.6 and RCP8.5 (green indicates greatest change factor for RCP 
2.6, orange indicates greatest change factor for RCP 8.5) 
Assessment 
Criteria 
RCP 2.6 RCP 8.5 
DAY NIGHT DAY NIGHT 
d_mean (K) 0.19 0.16 0.74 0.61 
d_90 (K) 0.093 0.14 0.62 0.69 
d_10 (K) 0.20 0.15 1.9 0.88 
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Projections on urban landcover pixels show slightly lower change factors compared to 
study region average. For all assessment criteria, urban landcover change factors are less 
than study region average, however. Urban landcover does show the greatest increase 
between scenarios RCP 2.6 to RCP 8.5 for extremes (d_90 increase of 545%, d_10 
increase of 894%). 
Table 18: Surface temperature projection change factor assessment, comparison of 
projections for urban landcover pixels only (UB LC) and all landcover pixels (All 
LC) in RCP2.6 and RCP8.5 (green indicates greatest change factor for RCP 2.6,  
orange indicates greatest change factor for RCP 8.5) 
Assessment 
Criteria 
RCP 2.6 RCP 8.5 
ALL LC UB LC ALL LC UB LC 
d_mean (K) 0.17 0.17 0.68 0.67 
d_90 (K) 0.12 0.094 0.66 0.61 
d_10 (K) 0.17 0.14 1.4 1.4 
 
For 21 regions (Albuquerque, Boise, Calgary, Dallas, Denver, Des Moines, Fort 
McMurray, Fredericton, Halifax, Lincoln, Milwaukee, Minnesota, Missoula, Moncton, 
Nashville, New Orleans, Oklahoma City, Phoenix, Rapid City, Regina, Winnipeg) there 
is significant variation in projected change factors across study regions (Figure 22). RCP 
2.6 median change factors are below 1 K for all study regions, while for RCP 8.5 they 
exceed 4 K in some regions. Distribution of change factors in RCP 2.6 is narrow for 
nearly all regions, while for some regions in RCP 8.5, change factor distribution increases 
significantly.  
Overall, surface temperature change factors are positive and increase with more extreme 
RCP scenario. GCM choice has the most varying impact on change factors, followed by 
timeline. GCM choice affects change factors projected climate change impact, where the 
difference between scenarios RCP 2.6 and RCP 8.5 varies with GCM choice as well. 
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Urban landcover change factors are negligibly smaller than for all-landcover average. 
The greatest climate change impact observed is in the increase of surface temperature low 
extremes (d_10), which increase more than the average (d_mean) and high extremes 
(d_90). Average and high extremes are shown to similarly increase between RCP 
scenarios. 
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Figure 22: Distribution of downscaled surface temperature change factors across all 
study regions for RCP 2.6 & RCP 8.5 
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Surface temperature change factors show similar spatial patterns between RCP 2.6 and 
8.5. The study regions which show the most warming in RCP 2.6 also show the most 
warming in RCP 8.5, albeit to a much greater degree. The study regions at the western 
and eastern edges of the overall study area show the least warming, with many of these 
regions being in close proximity to major water bodies. This would indicate that 
proximity to oceans or other major water bodies plays a role in mitigating the effects of 
climate change on surface temperature. Generally, the study regions with the greatest 
projected warming experience continental climates. In exception to this trend are three 
Canadian regions on the Atlantic coast, Fredericton, Halifax, and Moncton, as well as 
New Orleans, near the Gulf of Mexico. Latitude does not appear to correlate with 
projected change factors. 
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5.4.2.2 Precipitation change factor analysis 
MRI-CGCM3 projection change factors are greatest in terms of d_mean, d_90, and d_10, 
while FGOALS-G2 projection change factors are greatest for d_WDF. MRI-CGCM3 
change factor increases between RCP scenarios (0.5 mm) is also greater than MIROC5 
(0.2 mm) and FGOALS-G2 (0.1 mm). FGOALS-G2 and MIROC5 project negative 
change factors for d_90 in RCP 2.6, as well as MIROC5 for d_mean. Overall, MRI-
CGCM3 projects the most extreme change factors. 
Table 19: Average precipitation change factor per timestep for FGOALS-G2, 
MIROC5, and MRI-CGCM3 projections in RCP2.6 and RCP8.5 (green indicates 
greatest change factor for RCP 2.6, orange indicates greatest change factor for RCP 
8.5) 
Assessment 
Criteria 
RCP 2.6 RCP 8.5 
FGOALS-
G2 
MIROC5 
MRI-
CGCM3 
FGOALS-
G2 
MIROC5 
MRI-
CGCM3 
d_mean (mm) 0.03 -0.07 0.20 0.08 0.14 0.70 
d_90 (mm) -0.01 -0.01 0.35 0.06 0.58 1.7 
d_10 (mm) 0.03 0.01 0.03 0.02 -0.01 0.06 
d_WDF 0.01 0.01 0.01 0.01 -0.01 0.01 
 
Urban landcover change factors are below the average change factors when all landcover 
types are considered for all assessment criteria, with the exception of d_90 and d_WDF 
in RCP 2.6; however, differences in change factors are mostly negligible. Greatest 
change factors differences between RCP scenarios for urban landcover are found with 
d_90 (0.63 mm), followed by d_mean (0.27 mm), and followed by d_10 (0.02 mm). 
d_WDF change factors are lesser in the extreme RCP 8.5 than the moderate RCP 2.6. 
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Table 20: Average precipitation change factor per timestep, comparison of 
projections for urban landcover pixels only (UB LC) and all landcover pixels (All 
LC) in RCP2.6 and RCP8.5 (green indicates greatest change factor for RCP 2.6,  
orange indicates greatest change factor for RCP 8.5) 
Assessment 
Criteria 
RCP 2.6 RCP 8.5 
ALL LC UB LC ALL LC UB LC 
d_mean (mm) 0.06 0.04 0.31 0.31 
d_90 (mm) 0.11 0.12 0.77 0.75 
d_10 (mm) 0.02 0.01 0.03 0.02 
d_WDF 0.01 0.01 0.01 -0.01 
 
Change factor variation across study regions is low. Vancouver displays significant 
uncertainty with large outliers that are not projected in any other study region. With the 
exception of Vancouver, change factors at all study regions are within a range of -1.5 mm 
and 1.5 mm. 
Overall, most precipitation change factors are positive and increase with more extreme 
RCP scenario. GCM choice significantly affects change factors, where 1 of 3 GCMs 
project relatively high change factors compared to the other 2 of 3, which also project 
some negative change factors. Contrary to other precipitation assessment criteria and 
findings with surface temperature change factors, change in number of wet days 
projected (d_WDF) is lesser for the extreme RCP 8.5 scenario. Urban landcover does not 
significantly affect precipitation change factors when compared to all-landcover average. 
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Figure 25: Distribution of downscaled precipitation change factors across all study 
regions for RCP 2.6 & RCP 8.5 
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Precipitation change factors are greatest for study regions in close proximity to oceans, 
especially in RCP 2.6. The decreases in precipitation projected for RCP 2.6 are mostly 
found at the interior of the continent. In RCP 8.5, change factors increase significantly for 
interior study regions.  
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Chapter 6 
6 Conclusions 
This study has focused on downscaling of climate data over urban areas. Cities are 
important areas to study due to their economic and social importance as well as their 
vulnerability to climate change. Two distinct downscaling methodologies, a statistical-
dynamical method and an established dynamical method, are applied over an urban area 
in order to compare their capabilities and sensitives in downscaling climate projections. 
Furthermore, future climate projections for 44 study regions across Canada and the USA 
were prepared with the aim of assessing projected climate change impacts on urban areas.  
In one case study, surface temperature and precipitation data was downscaled via SP 
models, a WRF model with simple bulk urban parameterization, and a more 
comprehensive WRF model utilizing the BEP urban boundary layer scheme and gridded 
urban morphology data (NUDAPT). Downscaling occurs over the Greater Houston Area 
for the period of June-August 2013, where 32 km resolution NARR data is downscaled to 
a resolution of 500 m. Performance is assessed in terms of error, bias, frequency of 
acceptable projection error, and ability to project extreme occurrences. For surface 
temperature projections, SP models outperform WRF models, and in some cases quite 
significantly. For precipitation projections, SP models outperform WRF models in nearly 
all criteria. Difference in performance between the two WRF models is also found to be 
low. In conclusion of this case study, SP models are found to more skillfully downscale 
surface temperature and precipitation than both WRF models considered. Consequently, 
SP methodology is chosen for downscaling future timeline projections due to its superior 
performance. 
In the second case study, GCM projections of the same variables for 44 urban regions 
across climate regions in Canada and the USA are downscaled; a validation timeline is 
downscaled for evaluation purposes, and a future and historical timeline are downscaled 
in order to assess the magnitude and variation of projected changes in the selected cities. 
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Urban landcover was not found to significantly affect downscaling skill or change factors 
when compared to all-landcover projections. The most significant variation to affect 
downscaling skill was found to be time of day for surface temperature projections; 
nighttime projections significantly outperformed daytime in all criteria. Of 44 study 
regions, 21 were found to have significant differences in median and variation of surface 
temperature projections between RCP 2.6 and RCP 8.5. The most significant difference 
between scenarios was the magnitude increase in 10th percentile events. The comparison 
of projections for RCP 2.6 and RCP 8.5 suggests that climate change impacts on urban 
region surface temperatures would be somewhat binary: surface temperatures would 
uniformly change very little or increase significantly with high variance in amount of 
increase. 
Results and methods of this study can be improved and expanded upon in the following 
aspects: 
Assess downscaling of other climate variables: Surface skin temperature and 
precipitation totals are important climatic variables, but are only a fraction of those 
examined in the literature. Air temperature is another climatic variable of significant 
research focus in the climate change and downscaling literature. WRF has been 
extensively utilized in air temperature applications and often performs better in terms of 
downscaling skill than with skin temperature (Salamanca, et al. 2011, Salamanca, et al. 
2018). SP methodology has also been applied to air temperature downscaling with 
considerable skill (Gaur and Simonovic 2016), performing as well or better than SDSM 
and other regression models when calibrated using direct air temperature observations. 
SP methodology may be limited by the availability of observational data within local 
scales. 
Improve SP downscaling accuracy by directly calibrating SP models on GCM historical 
projections: Individual SP models utilized in this study were calibrated using reanalysis 
data and used to downscale multiple GCM projections; there is an inherent assumption 
that the relationship between reanalysis data and observations holds for GCMs as well. 
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This assumption is challenged by the relative decrease in downscaling skill between the 
two case studies. Projection accuracy may be increased by calibrating SP models on 
GCM data from the same models that projections are to be made with. 
Improve WRF performance with a more refined downscaling setup: WRF performance is 
heavily dependent on boundary conditions and nesting schemes. Improvements can be 
made through a combination of adding nests and lowering the resolution increase factor 
across nest boundaries. 
Measure computational costs to assess relative requirements: The computational 
requirements of downscaling methodologies is not well explored, even though it is one of 
the primary drivers in methodology choice. By measuring the computational 
requirements of SP models alongside others, efficiency in producing downscaled 
projections for particular climate variables can be assessed used as a basis for model 
choice on large-scale downscaling efforts. 
Within the downscaling literature, SP method has been established, used to downscale 
surface temperature, air temperature, and precipitation, and has been studied alongside 
established statistical downscaling methods. This study adds to that foundation of 
research by expanding the breadth of model comparison to include an established 
dynamical downscaling method, and further adds to the record of validation and future 
timeline projections already made. 
 
  
90 
 
 
 
 
7 References 
Anandhi, A., A. Frei, D. C. Pierson, E. M. Schneiderman, M. S. Zion, D. Lounsbury, and 
A. H. Matonse. 2011. "Examination of change factor methodologies for climate 
change impact assessment." Water Resources Research 47. 
doi:10.1029/2010WR009104. 
Barlage, M., S. Miao, and F. Chen. 2016. "Impact of physics parameterizations on high-
resolution weather prediction over two Chinese megacities." Journal of 
Geophysical Research: Atmospheres 4487–4498. doi:10.1002/2015JD024450. 
Benestad, R. 2016. "Downscaling Climate Information." Oxford Research 
Encyclopedias. July. Accessed July 2019. 
https://oxfordre.com/climatescience/view/10.1093/acrefore/9780190228620.001.0
001/acrefore-9780190228620-e-27. 
Bothe, Oliver. 2019. When Does Weather Become Climate? August 14. Accessed August 
17, 2019. https://eos.org/opinions/when-does-weather-become-climate. 
Bougeault, P., and P. Lacarrere. 1989. "Parameterization of Orography–Induced 
Turbulence in a Mesobeta-Scale Model." Monthly Weather Review 117: 1872-
1890. doi: doi:10.1175/1520-0493. 
Chen, F., X. Yang, and W. Zhu. 2014. "WRF simulations of urban heat island under hot-
weather synoptic conditions: The case study of Hangzhou City, China." 
Atmospheric Research 138: 364-377. doi:10.1016/j.atmosres.2013.12.005. 
Ching, J., M. Brown, S. Burian, F. Chen, R. Cionco, A. Hanna, T. Hultgren, et al. 2009. 
"National Urban Database and Access Portal Tool." Bulletin of the American 
Meteorological Society 1157-1168. 
91 
 
 
 
Constantinidou, K., P. Hadjinicolaou, G. Zittis, and J. Lelieveld. 2016. "Effects of 
climate change on the yield of winter wheat in the eastern Mediterranean and 
Middle East." Climate Research 69: 129-141. doi:10.3354/cr01395. 
Fall, S., D. Niyogi, A. Gluhovsky, R. Pielke, E. Kalnay, and G. Rochon. 2010. "Impacts 
of land use land cover on temperature trends over the continental United States: 
assessment using the North American Regional Reanalysis." International 
Journal of Climatology 30: 1980-1993. doi:10.1002/joc.1996. 
Field, C. B., V. Barros, T. F. Stocker, D. Qin, D.J. Dokken, K.L. Ebi, M.D. Mastrandea, 
et al. 2012. Managing the Risks of Extreme Events and Disasters to Advance 
Climate Change Adaptation. A Special Report of Working Groups I and II of the 
Intergovernmental Panel on Climate Change, IPCC, Cambridge, U.K. and New 
York, USA: Cambridge University Press. 
Fowler, H.J., S. Blenkinsop, and C. Tebaldi. 2007. "Linking climate change modelling to 
impacts studies: recent advances in downscaling techniques for hydrological 
modelling." International Journal of Climatology 27 (12): 1547-1578. 
doi:10.1002/joc.1556. 
Friedl, M., and D. Sulla-Menashe. 2019. "MCD12Q1 MODIS/Terra+Aqua Land Cover 
Type Yearly L3 Global 500m SIN Grid V006." NASA EOSDIS Land Processes 
DAAC. doi:10.5067/MODIS/MCD12Q1.006. 
Gaur, A., and S.P. Simonovic. 2017. "Accessing vulnerability of land-cover types to 
climate change using physical scaling downscaling model." International Journal 
of Climatology 37 (6): 2901-2912. 
Gaur, A., and S.P. Simonovic. 2018. "Application of physical scaling towards 
downscaling climate model precipitation data." Theoretical and Applied 
Climatology 132 (1-2): 287-300. 
92 
 
 
 
Gaur, A., and S.P. Simonovic. 2016. "Extension of physical scaling method and its 
application towards downscaling climate model based near surface air 
temperature." International Journal of Climatology. doi:10.1002/joc.4921. 
Gaur, A., M. Eichenbaum, and S.P. Simonovic. 2018. "Analysis and modelling of 
Surface Urban Heat Island in 20 Canadian Cities under Climate and Land-cover 
Change." Journal of Environmental Management 206: 145-157. 
Ge, Jianjun. 2010. "observed impacts of intensive agriculture on surface temperature in 
the southern Great Plains." International Journal of Climatology (30): 1994-2003. 
doi:10.1002/joc.2093. 
Gerrity, J., and R. McPherson. 1969. "Development of a Limited Area Fine-Mesh 
Prediction Model." Monthly Weather Review 665-669. 
Glotfelty, T., M. Tewari, K. Sampson, M. Duda, F. Chen, and J. Ching. 2013. "NUDAPT 
44 Documentation." NCAR Research Applications Laboratory, April 25. 
https://ral.ucar.edu/sites/default/files/public/product-
tool/NUDAPT_44_Documentation.pdf. 
Hamdi, R., H. Van de Vyver, R. De Troch, and P. Termonia. 2014. "Assessment of three 
dynamical urban climate downscaling methods: Brussels’s future urban heat 
island under an A1B emission scenario." International Journal of Climatology 34: 
978-999. doi:10.1002/joc.3734. 
Hammerberg, K., O. Brousse, A. Martilli, and A. Mahdavi. 2018. "Implications of 
employing detailed urban canopy parameters for mesoscale climate modelling: a 
comparison between WUDAPT and GIS databases over Vienna, Austria." 
International Journal of Climatology 1241-1257. doi:10.1002/joc.5447. 
Hu, Y., and G. Jia. 2010. "Influence of land use change on urban heat island derived from 
multi-sensor data." International Journal of Climatology 30: 1382-1395. 
93 
 
 
 
Huang, M., P. Lee, R. McNider, J. Crawford, E. Buzay, J. Barrick, Y. Liu, and P. 
Krishnan. 2016. "Temporal and spatial variability of daytime land surface 
temperature in Houston: Comparing DISCOVER-AQ aircraft observations with 
the WRF model and satellites." Journal of Geophysical Research: Atmospheres 
185-195. doi:10.1002/2015JD023996. 
IPCC. 2013. Climate Change 2013: The Physical Science Basis. Fifth Assessment 
Report, New York, NY: United Nations. 
IPCC. 2014. Climate Change 2014: Impacts, Adaptation, and Vulnerability. Working 
Group II Contribution to the Fifth Assessment Report of the Intergovernmental 
Panel on Climate Change, Cambridge, UK and New York, USA: Cambridge 
University Press. 
IPCC. 2018. IPCC, 2018: Summary for Policymakers. In: Global Warming of 1.5°C. An 
IPCC Special Report on the impacts of global warming of 1.5°C above pre-
industrial levels and related global greenhouse gas emission pathways. In Press. 
Klein, W., B. Lewis, and I. Enger. 1959. "Objective Prediction of Five-Day Mean 
Temperatures During Winter." Journal of Meteorology 672-682. 
Krayenhoff, E.S., and J.A. Voogt. 2007. "A microscale three-dimensional urban energy 
balance model for studying surface temperatures." Boundary-Layer Meterology 
(123): 433-461. 
Kumar Bal, P., A. Ramachandran, P. Kandasamay, P. Thirumurugan, R. Geetha, and B. 
Bhaskaran. 2016. "Climate Change Projections over India by a Downscaling 
Approach Using PRECIS." Journal of Atmospheric Science 52: 353-369. 
doi:10.1007/s13143-016-0004-1. 
Kusaka, H., H. Kondo, Y. Kikegawa, and F. Kimura. 2001. "A simple single-layer urban 
canopy model for atmospheric models: comparison with multi-layer and slab 
models." Boundary-Layer Meteorology 101: 329-358. 
94 
 
 
 
Li, L., P. Lin, Y. Yu, B. Wang, T. Zhou, L. Liu, J. Liu, et al. 2013. "The flexible global 
ocean-atmosphere-land system model, Grid-point Version 2: FGOALS-g2." 
Advances in Atmospheric Sciences 30 (3): 543–560. 
Liao, J., T. Wang, X. Wang, M. Xie, Z. Jiang, X. Huang, and J. Zhu. 2014. "Impacts of 
different urban canopy schemes in WRF/Chem on regional climate and air quality 
in Yangtze River Delta, China." Atmospheric Research 226-243. 
Lowry, W.P. 1977. "Empirical estimation of the urban effects on climate: A problem 
analysis." Journal of Applied Meteorology and Climatology 16: 129 - 135. 
Manzanas, R., J.M. Gutiérrez, J. Fernández, E. van Meijgaard, S. Calmanti, M.E. 
Magariño, A.S. Cofiño, and S. Herrera. 2018. "Dynamical and statisitical 
downscaling of seasonal temperature forecasts in Europe: Added value for user 
applications." Climate Services 9: 44-56. 
Martilli, A., A. Clappier, and M.W. Rotach. 2002. "An urban surface exchange 
parameterization for mesoscale models." Boundary Layer Meteorology 261-304. 
Mesinger, F., G. DiMego, E Kalnay, K. Mitchell, P. Shafran, W. Ebisuzaki, D. Jovic, et 
al. 2006. "North American Regional Reanalysis." Bulletin of the American 
Meteorological Society 87: 343-360. 
Mohaptra, G.N., V. Rakesh, and K.V. Ramesh. 2017. "Urban extreme rainfall events: 
categorical skill of WRF model simulations for localized and non-localized 
events." Quarterly Journal of the Royal Meteorological Society 2340-2351. 
doi:10.1002/qj.3087. 
Moss, R., J. Edmonds, K. Hibbard, M. Manning, S. Rose, D. Vuuren, T. Carter, et al. 
2010. "The Next Generation of Scenarios for Climate Change Research and 
Assessment." Nature 747-756. doi:10.1038/nature08823. 
95 
 
 
 
Moss, R., M. Babiker, S. Brinkman, E. Calvo, T. Carter, J. Edmonds, I. Elgizouli, et al. 
2008. Towards New Scenarios for Analysis of Emissions, Climate Change, 
Impacts, and Response Strategies. Technical Summary, Geneva: 
Intergovernmental Panel on Climate Change. 
Murawski, A., G. Burger, S. Vorogushyn, and B. Merz. 2016. "Can local climate 
variability be explained by weather patterns? A multi-station evaluation for the 
Rhine basin." Hydrology and Earth System Sciences 4283-4306. 
NOAA. 2019. Climate Graphs - Houston Intercontinental. Accessed July 2019. 
https://www.weather.gov/hgx/climate_graphs_iah#. 
—. 2018. U.S. Climate Regions. https://www.ncdc.noaa.gov/monitoring-
references/maps/us-climate-regions.php. 
Oke, T.R. 1982. "The Energetic Basis of the Urban Heat Island." Quarterly Journal of 
the Royal Meteorological Society 108 (455): 1-24. 
Oleson, K.W., G.B. Bonan, J. Feddema, M. Vertenstein, and C.S.B. Grimmond. 2007. 
"An urban parameterization for a global climate model. Part I: formulation and 
evaluation for two cities." Journal of Applied Meteorology and Climatology 47: 
1038-1060. doi:10.1175/2007JAMC1597.1. 
Paul, S., S. Ghosh, M. Mathew, A. Devanand, S. Karmakar, and D. Niyogi. 2018. 
"Increased spatial variability and intensification of extreme monsoon rainfall due 
to urbanization." Scientific Reports. doi:10.1038/s41598-018-22322-9. 
Pielke, R., A. Pitman, D. Niyogi, R. Mahmood, C. McAlpine, F. Hossain, K. Goldewijk, 
et al. 2011. "Land use/land cover changes and climate: modeling analysis and 
observation evidence." Wiley Interdisciplinary Reviews: Climate Change 828-
850. doi:10.1002/wcc.144. 
96 
 
 
 
Powers, J., J. Klemp, W. Skamarock, C. Davis, J. Dudhia, D. Gill, J. Coen, and D. 
Gochis. 2017. "The Weather Research and Forecasting Model: Overview, System 
Efforts, and Future Directions." Bulletin of the American Meteorological Society 
1717-1737. doi:10.1175/BAMS-D-15-00308.1. 
Salamanca, F., Y. Zhang, M. Barlage, F. Chen, A. Mahalov, and S. Miao. 2018. 
"Evaluation of the WRF-Urban Modeling System Coupled to Noah and Noah-MP 
Land Surface Models Over a Semiarid Urban Environment." Journal of 
Geophysical Research: Atmospheres 2387-2408. doi:10.1002/2018JD028377. 
Salamanca, Francisco, Alberto Martilli, Mukul Tewari, and Fei Chen. 2011. "A Study of 
the Urban Boundary Layer Using Different Urban Parameterizations and High-
Resolution Urban Canopy Parameters with WRF." Journal of Applied 
Meteorology and Climatology 50: 1107-1128. doi:10.1175/2010JAMC2538.1. 
Sharma, A., H. Fernando, A. Hamlet, J. Hellmann, M. Barlage, and F. Chen. 2017. 
"Urban meteorological modeling using WRF: a sensitivity study." International 
Journal of Climatology 1885-1900. doi:10.1002/joc.4819. 
Smid, M., and A.C. Costa. 2018. "Climate projections and downscaling techniques: a 
discussion for impact studies in urban systems." International Journal of Urban 
Sciences 22 (3): 277-307. doi:10.1080/12265934.2017.1409132. 
Statistics Canada. 2009. Geography. Accessed October 2017. 
https://www150.statcan.gc.ca/n1/pub/11-402-
x/2008/4017_3119/ceb4017_3119_000-eng.htm. 
Sunyer, M. A., Y. Hundecha, D. Lawrence, H. Madsen, P. Willems, M. Martinkova, K. 
Vormoor, et al. 2015. "Inter-comparison of statistical downscaling methods for 
projection of extreme precipitation in Europe." Hydrology and Earth System 
Sciences 19: 1827-1847. doi:10.5194/hess-19-1827-2015. 
97 
 
 
 
Tewari, M., F. Chen, W. Wang, J. Dudhia, M.A. LeMone, K. Mitchell, M. Ek, G. Gayno, 
J. Weigel, and R.H. Cuenca. 2004. "Implementation and verification of the 
Unified Noah Land Surface Model in the WRF model." 20th conference on 
weather analysis and forecasting/16th conference on numerical weather 
prediction. 11-15. 
UCAR Center for Science Education. 2011. Climate Modeling. Accessed July 2019. 
https://scied.ucar.edu/longcontent/climate-modeling. 
United Nations. 2014. World Urbanization Prospects: the 2014 Revision. Highlights, 
Department of Economic and Social Affairs, Population Division. 
USGS. 1996. GTOPO30. https://doi.org/10.5066/F7DF6PQS. 
USGS. 2012. The National Land Cover Database. Fact Sheet, Reston, VA: U.S. 
Geological Survey. 
Van Meijgaard, E., L.H. Van Ulft, W.J. Berg, F.C. Bosvelt, B. Hurk, G. Lenderink, and 
A.P. Siebesma. 2008. The KNMI regional atmospheric model RACMO version 
2.1. Technical Report, KNMI. 
Walton, Daniel B., Fengpeng Sun, Alex Hall, and Scott Capps. 2015. "A Hybrid 
Dynamical-Statistical Downscaling Technique. Part I: Development and 
Validation of the Technique." Journal of Climate 28: 4597-4617. 
Wan, Z., S. Hook, and G. Hulley. 2015. "MOD11A1 MODIS/Terra Land Surface 
Temperature/Emissivity Daily L3 Global 1km SIN Grid V006." NASA EOSDIS 
Land Processes DAAC. doi:10.5067/MODIS/MOD11A1.006. 
Watanabe, M., T. Suzuki, R. O'ishi, Y. Komuro, S. Watanabe, and S. Emori. 2010. 
"Improved Climate Simulation by MIROC5: Mean States, Variability, and 
Climate Sensitivity." Journal of Climatology 23: 6312-6335. 
98 
 
 
 
Wilby, R. L., and C. W. Dawson. 2013. "The Statistical DownScaling Model: insights 
from one decade of application." International Journal of Climatology 33: 1707-
1719. doi:10.1002/joc.3544. 
Wilder, K. 2019. Dallas and Houston Are Now Fourth and Fifth Most Populous in the 
Nation. April 18. Accessed July 13, 2019. 
https://www.census.gov/library/stories/2019/04/two-texas-metropolitan-areas-
gain-one-million-people.html. 
Wood, S.N. 2000. "Modelling and Smoothing Parameter Estimation with Multiple 
Quadratic Penalties." Journal of the Royal Statistical Society 62 (2): 413-428. 
Xu, Z., and Z. Yang. 2015. "A new dynamical downscaling approach with GCM bias 
corrections and spectral nudging." Journal of Geophysical Research: 
Atmospheres 3063-3084. doi:10.1002/2014JD022958. 
Xue, Yongkang, Zavisa Janjic, Jimmy Dudhia, Ratko Vasic, and Fernando De Sales. 
2014. "A review on regional dynamical downscaling in intraseasonal to seasonal 
simulation/prediction and major factors that affect downscaling ability." 
Atmospheric Research 147-148: 68-85. 
Yamazaki, Dai, Daiki Ikeshima, Ryunosuke Tawatari, Tomohiro Yamaguchi, Fiachra 
O'Loughlin, Jeffery C. Neal, Christopher C. Sampson, Shinjiro Kanae, and Paul 
D. Bates. 2017. "A high-accuracy map of global terrain elevations." Geophysical 
Research Letters 44 (11): 5844-5853. doi:10.1002/2017GL072874. 
Yukimoto, S., Y. Adachi, M. Hosaka, T. Sakami, H. Yoshimura, M. Hirabara, T. Tanaka, 
et al. 2012. "A New Global Climate Model of the Meteorological Research 
Institute: MRI-CGCM3 —Model Description and Basic Performance—." Journal 
of the Meteorological Society of Japan 90: 23-64. doi:10.2151/jmsj.2012-A02. 
99 
 
 
 
Zhang, C., Y. Wang, A. Lauer, and K. Hamilton. 2012. "Configuration and Evaluation of 
the WRF Model for the Study of Hawaiian Regional Climate." Monthly Weather 
Review 3259-3277. doi:10.1175/MWR-D-11-00260.1. 
 
 
  
100 
 
 
 
Appendices 
 
Appendix A: Climate region characteristics 
Climate Region Summary 
Canada 
Atlantic Canada 
Proximity to Atlantic Ocean results in a humid 
maritime climate with heavy precipitation. Cool to 
moderate seasons with long winters. 
Great Lakes/St. Lawrence 
Lowland 
A humid continental climate persists due to proximity 
to the Great Lakes and St. Lawrence river. Moderate 
seasons with even precipitation throughout the year. 
Northeastern and Northwestern 
Forest 
Vast heavily forested areas with continental climates. 
Winters are long. 
Prairies 
Continental climate with areas of low, uniform 
elevation. Seasonal extreme temperatures between 
summer and winter with precipitation heaviest in spring 
and summer. 
South British Columbia 
Mountains 
There is a high variation of climate within climate 
region due to highly non-uniform topography. Winters 
are longer than average with a maritime influence in the 
western edges. 
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Pacific Coast 
Mild seasons with high precipitation throughout the 
year. 
USA 
Northeast 
Long winters with heavy precipitation and humid 
maritime climate in the New England region. Southern 
and western areas have a humid continental climate 
affected by the Great Lakes. 
Southeast 
A humid subtropical climate is most common. Hot, 
humid summers are where precipitation is concentrated. 
In the very southern regions, the climate transitions to a 
uniform, tropical one. 
Ohio Valley 
A humid continental climate with moderate summers 
and winters. Uniform precipitation throughout the year. 
Upper Midwest 
Western portions experience a more continental climate 
with seasonal extremes, while a humid continental 
climate persists in the northeastern portions closer to 
the Great Lakes. 
South 
Humid, warm climates with mild winters are typical in 
eastern portion and maritime climate near coasts. A 
continental climate persists in western portions. 
Northern Rockies and Plains 
Seasonal extreme temperatures between summer and 
winter with precipitation heaviest in spring and 
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summer. High winds are prevalent as well as arid 
regions near high elevation topography. 
Southwest 
Mixture of arid desert climate in low-lying regions and 
alpine climate in high elevation areas. Low levels of 
precipitation throughout. 
Northwest 
Topography varies significantly, resulting in varying 
climate. Coastal cities experience a maritime climate 
with high amounts of precipitation and mild seasons. 
East of high mountain ranges, continental and even arid 
climates persist, especially on leeward sides. 
West 
Climate can vary greatly due to topography and other 
factors; region includes desert in eastern California and 
Nevada characterized by extreme dryness, while 
southern and coastal California experience dry 
summers and wetter winters. 
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Appendix B: WRF_DEFAULT Script - namelist.wps 
&share 
 wrf_core = 'ARW', 
 max_dom = 3, 
 start_date = '2013-06-10_00:00:00','2013-06-10_00:00:00','2013-06-10_00:00:00', 
 end_date   = '2013-07-01_00:00:00','2013-07-01_00:00:00','2013-07-01_00:00:00', 
 interval_seconds = 10800 !86400 
 io_form_geogrid = 2,       ! 2=NetCDF output format for geogrid files 
/ 
 
&geogrid 
 parent_id         =   1,  1, 2, 
 parent_grid_ratio =   1,  4, 4, 
 i_parent_start    =   1,  16, 31, 
 j_parent_start    =   1,  16, 31, 
 e_we              =  61, 121, 241 
 e_sn              =  61, 121, 241 
 ! 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!! IMPORTANT NOTE !!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 ! The default datasets used to produce the HGT_M, GREENFRAC,  
 ! and LU_INDEX/LANDUSEF fields have changed in WPS v3.8. The HGT_M field 
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 ! is now interpolated from 30-arc-second USGS GMTED2010, the GREENFRAC  
 ! field is interpolated from MODIS FPAR, and the LU_INDEX/LANDUSEF fields  
 ! are interpolated from 21-class MODIS. 
 ! 
 ! To match the output given by the default namelist.wps in WPS v3.7.1,  
 ! the following setting for geog_data_res may be used: 
 ! 
 ! geog_data_res = 
'gtopo_10m+usgs_10m+nesdis_greenfrac+10m','gtopo_2m+usgs_2m+nesdis_greenfrac+2m', 
 ! 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!! IMPORTANT NOTE !!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 ! 
 geog_data_res =  'modis_15s+default', 'modis_15s+default', 'modis_15s+default', !
 'nlcd2011_9s+default', 'nlcd2011_9s+default', 'nlcd2011_9s+default', !
 'usgs_30s+default', 'usgs_30s+default', 'usgs_30s+default', 
 dx = 0.0666772, !0.004167325, ! x-direction parent grid resolution in metres (for: map_proj = 'lambert') 
    ! x-direction parent grid resolution in degrees (for: map_proj = 'lat-lon') 
 dy = 0.0666772, !0.004167325, ! y-direction parent grid resolution in metres (for: map_proj = 'lambert') 
    ! y-direction parent grid resolution in degrees (for: map_proj = 'lat-lon') 
 map_proj  = 'lat-lon', 
 ref_lat   =  29.762778, !43.7, !40.01,  ! defines central latitude of domain (default setting 
for ref_x) 
 ref_lon   =  -95.383056, !-79.4, !-75.13, ! defines central longitude of domain (default setting for ref_y) 
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 truelat1  =  15.0, ! domain must be between latitude values of truelat1 & truelat2 
 truelat2  =  45.0, 
 stand_lon =  95.383056, !79.4, !75.13, ! defines longitude that domain y-axis is parallel with (ie 
overlapping?) 
 pole_lat  =  60.237222, !46.3, ! 49.99, 
 pole_lon  =  180.0, 
 geog_data_path = '/home/mke/Build_WRF/WPS_GEOG/' 
/ 
 
&ungrib 
 out_format = 'WPS', 
 prefix = 'FILE', 
/ 
 
&metgrid 
 fg_name = 'FILE' 
 io_form_metgrid = 2,  
/ 
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Appendix C: WRF_DEFAULT Script – namelist.input 
&time_control 
 run_days                            = 21, 
 run_hours                           = 0, 
 run_minutes                         = 0, 
 run_seconds                         = 0, 
 start_year                          = 2013, 2013, 2013, 
 start_month                         = 06,   06,   06, 
 start_day                           = 10,   10,   10, 
 start_hour                          = 00,   00,   00, 
 start_minute                        = 00,   00,   00, 
 start_second                        = 00,   00,   00, 
 end_year                            = 2013, 2013, 2013, 
 end_month                           = 07,   07,   07, 
 end_day                             = 01,   01,   01, 
 end_hour                            = 00,   00,   00, 
 end_minute                          = 00,   00,   00, 
 end_second                          = 00,   00,   00, 
 interval_seconds                    = 10800 !86400 
 input_from_file                     = .true.,.true.,.true., 
 fine_input_stream       = 0, 0, 0, 
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 history_interval                    = 1440, 1440, 90, 
 frames_per_outfile                  = 1, 1, 1, 
 restart                             = .true., 
 restart_interval                    = 15120, 
 io_form_history                     = 2 
 io_form_restart                     = 2 
 io_form_input                       = 2 
 io_form_boundary                    = 2 
 debug_level                         = 0 
 / 
 
 &domains 
 time_step                           = 48, 
 time_step_fract_num                 = 0, 
 time_step_fract_den                 = 1, 
 max_dom                             = 3, 
 e_we                                = 61, 121, 241, 
 e_sn                                = 61, 121, 241, 
 e_vert                              = 40,    40,    40, 
 p_top_requested                     = 10000, 
 num_metgrid_levels                  = 30, 
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 num_metgrid_soil_levels             = 4, 
 eta_levels        = 1.0, 0.9974, 0.9940, 0.9905, 0.9850, 0.9800, 0.9700, 0.9600, 
0.9450, 0.9300, 0.9100, 0.8900, 0.8650, 0.8400, 0.8100, 0.7800, 0.7500, 0.7100, 0.6800, 0.6450, 0.6100, 
0.5700, 0.5300, 0.4900, 0.4500, 0.4100, 0.3700, 0.3300, 0.2900, 0.2500, 0.2100, 0.1750, 0.1450, 0.1150, 
0.0900, 0.0650, 0.0450, 0.0250, 0.0100, 0.0 
 dx                                  = 7413.0032, 1853.2508, 463.3127, 
 dy                                  = 7413.0032, 1853.2508, 463.3127, 
 grid_id                             = 1,     2,     3, 
 parent_id                           = 0,     1,     2, 
 i_parent_start                      = 1,     16,    31, 
 j_parent_start                      = 1,     16,    31, 
 parent_grid_ratio                   = 1,     4,     4, 
 parent_time_step_ratio              = 1,     4,     4, 
 feedback                            = 1, 
 smooth_option                       = 1 
 / 
 
 &physics 
 mp_physics                          = 3,     3,     3, 
 ra_lw_physics                       = 1,     1,     1, 
 ra_sw_physics                       = 1,     1,     1, 
 radt                                = 30,    30,    30, 
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 sf_sfclay_physics                   = 1,     1,     1, 
 sf_surface_physics                  = 2,     2,     2, 
 bl_pbl_physics                      = 8,     8,     8, 
 bldt                                = 0,     0,     0, 
 cu_physics                          = 1,     1,     0, 
 cudt                                = 5,     5,     5, 
 isfflx                              = 1, 
 ifsnow                              = 1, 
 icloud                              = 1, 
 surface_input_source                = 1, 
 num_soil_layers                     = 4, 
 num_land_cat                        = 20, 
 sf_urban_physics                    = 0,     0,     0, 
 num_urban_layers       = 360, 
 num_urban_hi        = 15 
 / 
 
 &fdda 
 / 
 
 &dynamics 
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 w_damping                           = 0, 
 diff_opt                            = 1,      1,      1, 
 km_opt                              = 4,      4,      4, 
 diff_6th_opt                        = 0,      0,      0, 
 diff_6th_factor                     = 0.12,   0.12,   0.12, 
 base_temp                           = 290. 
 damp_opt                            = 0, 
 zdamp                               = 5000.,  5000.,  5000., 
 dampcoef                            = 0.2,    0.2,    0.2 
 khdif                               = 0,      0,      0, 
 kvdif                               = 0,      0,      0, 
 non_hydrostatic                     = .true., .true., .true., 
 moist_adv_opt                       = 1,      1,      1,      
 scalar_adv_opt                      = 1,      1,      1,      
 / 
 
 &bdy_control 
 spec_bdy_width                      = 5, 
 spec_zone                           = 1, 
 relax_zone                          = 4, 
 specified                           = .true., .false.,.false., 
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 nested                              = .false., .true., .true., 
 / 
 
 &grib2 
 / 
 
 &namelist_quilt 
 nio_tasks_per_group = 0, 
 nio_groups = 1, 
 / 
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Appendix D: WRF_BEP Script – namelist.wps 
 
&share 
 wrf_core = 'ARW', 
 max_dom = 3, 
 start_date = '2013-06-01_00:00:00','2013-06-01_00:00:00','2013-06-01_00:00:00', 
 end_date   = '2013-06-10_00:00:00','2013-06-10_00:00:00','2013-06-10_00:00:00', 
 interval_seconds = 10800 !86400 
 io_form_geogrid = 2,       ! 2=NetCDF output format for geogrid files 
/ 
 
&geogrid 
 parent_id         =   1,  1, 2, 
 parent_grid_ratio =   1,  4, 4, 
 i_parent_start    =   1,  16, 31, 
 j_parent_start    =   1,  16, 31, 
 e_we              =  61, 121, 241 
 e_sn              =  61, 121, 241 
 ! 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!! IMPORTANT NOTE !!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 ! The default datasets used to produce the HGT_M, GREENFRAC,  
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 ! and LU_INDEX/LANDUSEF fields have changed in WPS v3.8. The HGT_M field 
 ! is now interpolated from 30-arc-second USGS GMTED2010, the GREENFRAC  
 ! field is interpolated from MODIS FPAR, and the LU_INDEX/LANDUSEF fields  
 ! are interpolated from 21-class MODIS. 
 ! 
 ! To match the output given by the default namelist.wps in WPS v3.7.1,  
 ! the following setting for geog_data_res may be used: 
 ! 
 ! geog_data_res = 
'gtopo_10m+usgs_10m+nesdis_greenfrac+10m','gtopo_2m+usgs_2m+nesdis_greenfrac+2m', 
 ! 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!! IMPORTANT NOTE !!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 ! 
 geog_data_res =  'modis_15s+default', 'modis_15s+default', 'modis_15s+default', !
 'nlcd2011_9s+default', 'nlcd2011_9s+default', 'nlcd2011_9s+default', !
 'usgs_30s+default', 'usgs_30s+default', 'usgs_30s+default', 
 dx = 0.0666772, !0.004167325, ! x-direction parent grid resolution in metres (for: map_proj = 'lambert') 
    ! x-direction parent grid resolution in degrees (for: map_proj = 'lat-lon') 
 dy = 0.0666772, !0.004167325, ! y-direction parent grid resolution in metres (for: map_proj = 'lambert') 
    ! y-direction parent grid resolution in degrees (for: map_proj = 'lat-lon') 
 map_proj  = 'lat-lon', 
 ref_lat   =  29.762778, !43.7, !40.01,  ! defines central latitude of domain (default setting 
for ref_x) 
114 
 
 
 
 ref_lon   =  -95.383056, !-79.4, !-75.13, ! defines central longitude of domain (default setting for ref_y) 
 truelat1  =  15.0, ! domain must be between latitude values of truelat1 & truelat2 
 truelat2  =  45.0, 
 stand_lon =  95.383056, !79.4, !75.13, ! defines longitude that domain y-axis is parallel with (ie 
overlapping?) 
 pole_lat  =  60.237222, !46.3, ! 49.99, 
 pole_lon  =  180.0, 
 geog_data_path = '/home/mke/Build_WRF/WPS_GEOG/' 
/ 
 
&ungrib 
 out_format = 'WPS', 
 prefix = 'FILE', 
/ 
 
&metgrid 
 fg_name = 'FILE' 
 io_form_metgrid = 2,  
/ 
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Appendix E: WRF_BEP Script – namelist.input 
 
&time_control 
 run_days                            = 9, 
 run_hours                           = 0, 
 run_minutes                         = 0, 
 run_seconds                         = 0, 
 start_year                          = 2013, 2013, 2013, 
 start_month                         = 06,   06,   06, 
 start_day                           = 01,   01,   01, 
 start_hour                          = 00,   00,   00, 
 start_minute                        = 00,   00,   00, 
 start_second                        = 00,   00,   00, 
 end_year                            = 2013, 2013, 2013, 
 end_month                           = 06,   06,   06, 
 end_day                             = 10,   10,   10, 
 end_hour                            = 00,   00,   00, 
 end_minute                          = 00,   00,   00, 
 end_second                          = 00,   00,   00, 
 interval_seconds                    = 10800 !86400 
 input_from_file                     = .true.,.true.,.true., 
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 fine_input_stream       = 0, 0, 0, 
 history_interval                    = 1440, 1440, 90, 
 frames_per_outfile                  = 1, 1, 1, 
 restart                             = .false., 
 restart_interval                    = 1440, 
 io_form_history                     = 2 
 io_form_restart                     = 2 
 io_form_input                       = 2 
 io_form_boundary                    = 2 
 debug_level                         = 0 
 / 
 
 &domains 
 time_step                           = 48, 
 time_step_fract_num                 = 0, 
 time_step_fract_den                 = 1, 
 max_dom                             = 3, 
 e_we                                = 61, 121, 241, 
 e_sn                                = 61, 121, 241, 
 e_vert                              = 40,    40,    40, 
 p_top_requested                     = 10000, 
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 num_metgrid_levels                  = 30, 
 num_metgrid_soil_levels             = 4, 
 eta_levels        = 1.0, 0.9974, 0.9940, 0.9905, 0.9850, 0.9800, 0.9700, 0.9600, 
0.9450, 0.9300, 0.9100, 0.8900, 0.8650, 0.8400, 0.8100, 0.7800, 0.7500, 0.7100, 0.6800, 0.6450, 0.6100, 
0.5700, 0.5300, 0.4900, 0.4500, 0.4100, 0.3700, 0.3300, 0.2900, 0.2500, 0.2100, 0.1750, 0.1450, 0.1150, 
0.0900, 0.0650, 0.0450, 0.0250, 0.0100, 0.0 
 dx                                  = 7413.0032, 1853.2508, 463.3127, 
 dy                                  = 7413.0032, 1853.2508, 463.3127, 
 grid_id                             = 1,     2,     3, 
 parent_id                           = 0,     1,     2, 
 i_parent_start                      = 1,     16,    31, 
 j_parent_start                      = 1,     16,    31, 
 parent_grid_ratio                   = 1,     4,     4, 
 parent_time_step_ratio              = 1,     4,     4, 
 feedback                            = 1, 
 smooth_option                       = 1 
 / 
 
 &physics 
 mp_physics                          = 3,     3,     3, 
 ra_lw_physics                       = 1,     1,     1, 
 ra_sw_physics                       = 1,     1,     1, 
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 radt                                = 30,    30,    30, 
 sf_sfclay_physics                   = 1,     1,     1, 
 sf_surface_physics                  = 2,     2,     2, 
 bl_pbl_physics                      = 8,     8,     8, 
 bldt                                = 0,     0,     0, 
 cu_physics                          = 1,     1,     0, 
 cudt                                = 5,     5,     5, 
 isfflx                              = 1, 
 ifsnow                              = 1, 
 icloud                              = 1, 
 surface_input_source                = 1, 
 num_soil_layers                     = 4, 
 num_land_cat                        = 33, 
 sf_urban_physics                    = 2,     2,     2, 
 num_urban_layers       = 360, 
 num_urban_hi        = 15 
 / 
 
 &fdda 
 / 
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 &dynamics 
 w_damping                           = 0, 
 diff_opt                            = 1,      1,      1, 
 km_opt                              = 4,      4,      4, 
 diff_6th_opt                        = 0,      0,      0, 
 diff_6th_factor                     = 0.12,   0.12,   0.12, 
 base_temp                           = 290. 
 damp_opt                            = 0, 
 zdamp                               = 5000.,  5000.,  5000., 
 dampcoef                            = 0.2,    0.2,    0.2 
 khdif                               = 0,      0,      0, 
 kvdif                               = 0,      0,      0, 
 non_hydrostatic                     = .true., .true., .true., 
 moist_adv_opt                       = 1,      1,      1,      
 scalar_adv_opt                      = 1,      1,      1,      
 / 
 
 &bdy_control 
 spec_bdy_width                      = 5, 
 spec_zone                           = 1, 
 relax_zone                          = 4, 
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 specified                           = .true., .false.,.false., 
 nested                              = .false., .true., .true., 
 / 
 
 &grib2 
 / 
 
 &namelist_quilt 
 nio_tasks_per_group = 0, 
 nio_groups = 1, 
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Appendix F: Surface temperature validation criteria for all study regions 
 
Region Criteria 
RCP 2.6 RCP 8.5 
FGOALS-g2 MIROC5 MRI-CGCM3 FGOALS-g2 MIROC5 MRI-CGCM3 
Day Night Day Night Day Night Day Night Day Night Day Night 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
HAL 
RMSE 7.2 7.1 4.2 4.2 5.5 5.5 4.8 4.9 6.1 6.0 4.5 4.6 6.6 6.4 4.4 4.4 5.4 5.4 4.8 4.9 6.4 6.3 4.6 4.4 
MB -4.2 -4.0 
-
0.4 
-
0.3 -1.5 -1.1 2.3 2.5 -3.7 -3.4 
-
0.5 
-
0.4 -3.9 -3.6 
-
0.5 
-
0.4 -1.8 -1.4 2.1 2.3 -3.6 -3.4 
-
0.7 
-
0.6 
HR 0.2 0.2 0.4 0.5 0.3 0.3 0.3 0.3 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.2 0.4 0.4 
EPE -4.2 -4.3 
-
1.3 
-
0.9 -3.6 -4.1 1.5 1.3 -4.1 -4.3 
-
1.1 
-
0.8 -4.3 -4.3 
-
1.2 
-
0.8 -3.7 -4.1 1.3 1.1 -4.0 -4.3 
-
0.8 
-
0.8 
FRE 
RMSE 9.1 9.3 5.2 5.2 6.4 6.5 5.6 5.4 7.8 7.7 5.0 5.0 9.2 9.4 5.1 5.0 6.4 6.4 5.5 5.4 8.3 8.4 5.3 5.3 
MB -6.7 -6.9 
-
0.8 
-
0.8 -2.7 -2.9 2.0 2.0 -4.6 -4.6 
-
0.4 
-
0.4 -6.6 -6.7 
-
0.7 
-
0.7 -2.6 -2.7 1.7 1.7 -5.3 -5.5 
-
0.3 
-
0.3 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.2 0.3 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 
EPE -7.9 -8.1 
-
1.3 
-
1.5 -3.1 -3.3 2.2 2.6 -4.9 -5.0 
-
0.5 
-
0.1 -7.9 -8.0 
-
1.8 
-
1.5 -2.7 -2.8 1.8 1.6 -4.9 -5.2 0.3 0.8 
MON 
RMSE 9.9 10.1 5.1 5.1 6.7 6.9 5.3 5.4 8.1 8.4 5.1 5.1 8.9 9.0 4.8 4.9 6.8 7.2 5.3 5.3 8.5 8.6 5.2 5.5 
MB -6.8 -7.0 
-
0.6 
-
0.7 -1.9 -2.0 2.2 2.1 -5.0 -5.1 
-
0.5 
-
0.5 -5.7 -5.9 
-
0.6 
-
0.6 -2.3 -2.4 2.1 2.0 -5.0 -5.2 
-
0.6 
-
0.8 
HR 0.1 0.1 0.4 0.4 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 
EPE -8.0 -8.2 
-
1.8 
-
1.5 -3.5 -3.5 1.7 2.3 -5.9 -6.6 
-
1.7 
-
1.7 -7.2 -7.2 
-
1.9 
-
1.3 -4.0 -4.6 1.6 1.8 -5.8 -6.5 
-
1.0 
-
0.4 
TOR RMSE 5.3 6.2 3.9 4.6 4.8 5.6 3.9 4.5 5.1 6.0 3.9 4.5 5.2 6.0 3.8 4.5 4.8 5.6 3.9 4.6 5.1 5.9 3.9 4.6 
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MB -2.6 -3.3 
-
0.3 
-
0.4 -1.8 -2.5 0.4 0.2 -2.2 -2.9 0.1 
-
0.1 -2.5 -3.1 
-
0.4 
-
0.5 -1.8 -2.4 0.4 0.3 -2.2 -2.8 0.1 
-
0.1 
HR 0.3 0.2 0.5 0.3 0.4 0.3 0.5 0.4 0.4 0.3 0.4 0.3 0.3 0.2 0.5 0.3 0.4 0.3 0.4 0.3 0.4 0.3 0.4 0.3 
EPE -3.1 -3.4 
-
1.2 
-
1.8 -2.8 -3.4 
-
0.2 
-
1.4 -2.9 -3.4 
-
0.4 
-
1.4 -3.1 -3.3 
-
1.3 
-
1.8 -2.8 -3.4 
-
0.2 
-
1.4 -2.9 -3.4 
-
0.5 
-
1.4 
LON 
RMSE 6.6 7.1 4.0 4.6 6.2 6.6 4.2 4.7 6.4 6.9 4.2 4.7 6.6 7.1 4.1 4.6 6.2 6.7 4.2 4.8 6.4 6.8 4.2 4.7 
MB -3.4 -3.9 0.2 0.2 -2.9 -3.3 0.8 0.8 -3.1 -3.6 0.6 0.6 -3.3 -3.8 0.2 0.2 -2.8 -3.3 0.8 0.8 -3.1 -3.6 0.5 0.5 
HR 0.3 0.2 0.4 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.3 
EPE -2.8 -3.2 
-
2.3 
-
1.4 -2.7 -3.1 
-
1.4 
-
0.4 -2.7 -3.1 
-
1.5 
-
0.7 -2.8 -3.2 
-
2.2 
-
1.4 -2.7 -3.1 
-
1.4 
-
0.6 -2.7 -3.1 
-
1.4 
-
0.8 
MTL 
RMSE 6.4 6.5 4.8 5.0 6.3 6.4 4.7 4.8 6.5 6.6 4.8 5.0 6.4 6.5 4.8 5.0 6.5 6.6 4.8 4.9 6.4 6.6 4.8 5.0 
MB -3.3 -3.3 0.1 0.0 -3.2 -3.3 0.2 0.2 -3.3 -3.5 0.1 0.1 -3.2 -3.3 0.0 0.0 -3.2 -3.4 0.3 0.2 -3.3 -3.4 0.1 0.0 
HR 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.2 0.2 0.4 0.4 
EPE -4.0 -4.0 
-
0.1 0.2 -3.8 -4.0 
-
0.2 
-
0.1 -4.0 -4.0 
-
0.1 0.1 -4.0 -3.9 
-
0.1 0.1 -3.8 -3.9 
-
0.2 0.0 -4.0 -4.0 
-
0.1 0.0 
TB 
RMSE 5.7 6.0 4.7 4.7 5.2 5.7 4.7 4.7 5.6 6.1 4.6 4.7 5.6 5.9 4.6 4.6 5.2 5.7 4.7 4.7 5.5 6.0 4.7 4.7 
MB -1.8 -1.7 
-
0.2 
-
0.3 -0.6 -0.4 0.9 0.8 -1.6 -1.3 0.0 
-
0.2 -1.7 -1.5 
-
0.1 
-
0.2 -0.6 -0.4 1.0 0.9 -1.5 -1.3 0.1 
-
0.1 
HR 0.3 0.3 0.4 0.3 0.4 0.3 0.4 0.3 0.3 0.2 0.4 0.3 0.3 0.3 0.4 0.3 0.4 0.3 0.4 0.3 0.3 0.3 0.4 0.3 
EPE -3.2 -3.4 
-
0.8 
-
0.5 -2.4 -2.7 0.3 0.5 -2.9 -3.0 
-
0.3 0.0 -3.0 -3.3 
-
0.8 
-
0.7 -2.4 -2.6 0.4 0.5 -2.8 -3.0 
-
0.1 0.0 
SUD 
RMSE 6.7 7.1 5.0 4.9 6.5 6.9 5.1 4.9 6.6 7.1 5.1 4.9 6.6 7.1 5.0 4.9 6.4 6.9 5.1 4.9 6.6 7.0 5.0 4.9 
MB -2.7 -2.8 0.1 0.0 -2.5 -2.7 0.4 0.3 -2.6 -2.8 0.1 0.0 -2.6 -2.8 0.1 0.0 -2.5 -2.7 0.4 0.3 -2.6 -2.8 0.2 0.1 
HR 0.3 0.2 0.3 0.4 0.3 0.2 0.3 0.4 0.3 0.2 0.3 0.4 0.3 0.2 0.3 0.4 0.3 0.2 0.3 0.4 0.3 0.2 0.3 0.4 
EPE -3.3 -4.0 
-
1.0 
-
0.5 -3.5 -4.4 
-
0.7 
-
0.4 -3.5 -4.2 
-
0.9 
-
0.5 -3.4 -3.9 
-
1.0 
-
0.5 -3.5 -3.9 
-
0.7 
-
0.4 -3.5 -4.1 
-
0.9 
-
0.5 
NB 
RMSE 6.1 6.3 5.0 5.0 6.0 6.2 5.0 5.0 6.1 6.2 5.0 5.0 6.0 6.2 5.0 5.0 6.0 6.2 5.1 5.1 6.1 6.3 5.1 5.1 
MB -2.3 -2.2 0.5 0.4 -2.1 -2.1 0.9 0.8 -2.3 -2.2 0.6 0.5 -2.2 -2.2 0.6 0.5 -2.2 -2.1 0.9 0.8 -2.3 -2.2 0.5 0.4 
HR 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
EPE -2.9 -2.9 
-
0.5 
-
0.2 -3.0 -3.1 
-
0.5 
-
0.1 -3.1 -3.1 
-
0.5 
-
0.3 -2.9 -2.9 
-
0.5 
-
0.2 -3.0 -3.1 
-
0.5 
-
0.1 -3.1 -3.1 
-
0.5 
-
0.3 
FMM 
RMSE 11.8 11.7 8.2 7.7 8.9 8.7 8.5 8.2 9.8 9.7 8.2 7.9 12.5 12.5 7.9 7.4 8.4 8.5 8.4 8.2 10.1 10.1 9.2 8.9 
MB -8.0 -7.9 
-
1.6 
-
1.4 -3.3 -3.1 2.3 2.4 -3.9 -3.6 
-
0.3 
-
0.2 -8.3 -8.1 
-
1.4 
-
1.4 -2.8 -2.7 2.9 2.9 -3.7 -3.6 0.5 0.5 
HR 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
EPE -8.2 -8.3 
-
1.1 
-
0.6 -3.2 -2.9 3.0 3.5 -4.5 -4.4 
-
0.7 
-
0.2 -7.9 -7.5 
-
0.9 
-
0.6 -1.9 -1.5 3.3 3.6 -4.1 -3.6 0.0 0.3 
WIN RMSE 10.9 10.6 6.9 7.1 8.8 8.1 7.2 7.3 10.1 9.4 7.4 7.4 11.0 10.5 6.9 7.1 8.4 7.8 7.6 7.5 10.1 9.3 7.7 7.8 
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MB -7.1 -7.6 
-
1.5 
-
1.8 -1.9 -2.0 2.1 2.0 -3.4 -3.8 0.3 0.4 -7.3 -7.6 
-
1.6 
-
2.0 -1.1 -1.2 2.8 2.6 -3.6 -4.0 0.9 1.2 
HR 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.3 0.2 0.1 0.1 0.3 0.2 0.2 0.3 0.2 0.2 0.2 0.2 0.3 0.3 
EPE -9.1 -7.5 
-
1.8 
-
1.3 -2.8 -1.4 2.0 2.3 -5.8 -5.0 0.1 
-
0.4 -9.1 -7.5 
-
1.4 
-
1.1 -2.6 -0.9 2.4 2.7 -5.1 -4.3 0.2 
-
0.1 
REG 
RMSE 9.5 9.3 7.2 7.3 8.5 8.0 7.3 7.3 9.9 9.5 7.2 7.3 9.7 9.2 7.4 7.4 8.4 7.9 7.4 7.3 9.7 9.6 7.1 7.4 
MB -5.0 -5.3 
-
0.7 
-
1.0 -1.1 -1.4 2.0 1.9 -2.1 -2.5 
-
0.4 0.0 -4.6 -4.8 
-
0.8 
-
1.2 -0.2 -0.6 2.8 2.7 -2.0 -2.3 
-
0.2 0.0 
HR 0.2 0.2 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.3 0.3 0.1 0.1 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.3 0.3 
EPE -6.5 -6.6 0.5 
-
0.2 -2.9 -2.6 2.0 1.4 -6.5 -6.7 
-
1.7 
-
2.1 -6.3 -6.2 1.4 0.1 -2.4 -1.7 2.8 2.0 -6.5 -6.7 
-
1.6 
-
2.1 
CAL 
RMSE 10.1 10.3 6.6 6.7 8.5 8.6 6.6 6.5 8.5 8.4 6.2 6.0 10.2 10.2 7.5 7.6 7.9 7.7 6.2 6.1 8.5 8.4 6.4 6.4 
MB -7.0 -7.6 
-
1.4 
-
1.8 -3.8 -4.3 1.2 0.7 -4.6 -5.0 
-
0.9 
-
1.1 -7.1 -7.6 
-
1.7 
-
2.2 -2.9 -3.2 1.6 1.2 -4.1 -4.5 
-
0.7 
-
1.0 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.3 
EPE -7.1 -7.1 0.7 0.6 -4.1 -4.0 1.9 1.5 -6.9 -7.0 
-
1.1 
-
1.2 -6.9 -7.1 1.0 1.0 -3.1 -2.9 2.1 1.5 -6.5 -6.9 
-
0.9 
-
1.1 
KAM 
RMSE 7.0 6.9 4.5 4.3 6.8 6.6 4.5 4.3 7.1 6.8 4.6 4.4 7.1 6.8 4.5 4.3 7.0 6.8 4.5 4.3 6.9 6.7 4.5 4.3 
MB -3.1 -3.1 
-
0.8 
-
0.7 -2.9 -3.0 
-
0.7 
-
0.7 -3.1 -3.1 
-
0.8 
-
0.7 -3.2 -3.1 
-
0.8 
-
0.7 -3.1 -3.1 
-
0.7 
-
0.6 -2.9 -3.0 
-
0.8 
-
0.7 
HR 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 
EPE -6.1 -7.1 
-
3.7 
-
2.6 -6.2 -7.1 
-
3.8 
-
2.6 -6.2 -7.1 
-
3.8 
-
2.7 -6.1 -7.0 
-
3.7 
-
2.5 -6.2 -7.0 
-
3.7 
-
2.5 -6.2 -7.1 
-
3.8 
-
2.7 
VER 
RMSE 6.1 6.3 4.4 4.0 6.0 6.3 4.4 4.1 6.0 6.2 4.4 4.1 6.1 6.3 4.3 4.0 6.0 6.2 4.4 4.1 5.9 6.1 4.3 4.0 
MB -2.0 -2.1 
-
0.5 
-
0.5 -1.9 -2.1 
-
0.5 
-
0.4 -1.9 -2.0 
-
0.5 
-
0.4 -2.0 -2.2 
-
0.5 
-
0.5 -2.0 -2.2 
-
0.4 
-
0.3 -2.0 -2.1 
-
0.5 
-
0.5 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 
EPE -4.6 -5.9 
-
1.8 
-
2.3 -4.7 -5.9 
-
1.7 
-
2.1 -4.6 -5.9 
-
1.9 
-
2.3 -4.6 -5.9 
-
1.8 
-
2.2 -4.7 -5.9 
-
1.6 
-
2.1 -4.6 -5.9 
-
1.9 
-
2.3 
KEL 
RMSE 5.8 6.0 4.2 3.8 5.8 6.0 4.2 3.8 5.8 6.0 4.2 3.8 5.9 6.0 4.2 3.8 5.8 5.9 4.2 3.9 5.9 6.0 4.2 3.8 
MB -1.9 -2.2 
-
0.2 
-
0.3 -2.1 -2.3 
-
0.1 
-
0.2 -2.0 -2.3 
-
0.3 
-
0.3 -2.0 -2.2 
-
0.2 
-
0.3 -2.0 -2.3 
-
0.1 
-
0.2 -2.1 -2.3 
-
0.3 
-
0.3 
HR 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.2 0.4 0.4 
EPE -4.6 -4.7 
-
1.7 
-
0.9 -4.6 -4.8 
-
1.5 
-
0.8 -4.5 -4.8 
-
1.8 
-
1.0 -4.5 -4.7 
-
1.6 
-
0.9 -4.7 -4.9 
-
1.5 
-
0.8 -4.6 -4.8 
-
1.8 
-
1.0 
VAN 
RMSE 5.6 5.5 3.9 3.4 5.4 5.3 4.0 3.4 5.5 5.4 4.0 3.4 5.7 5.6 3.9 3.4 5.4 5.4 4.0 3.5 5.4 5.3 4.0 3.4 
MB -2.6 -2.8 
-
0.4 
-
0.6 -2.6 -2.9 
-
0.5 
-
0.7 -2.7 -2.9 
-
0.3 
-
0.5 -2.7 -2.9 
-
0.4 
-
0.6 -2.6 -2.9 
-
0.5 
-
0.7 -2.7 -2.9 
-
0.3 
-
0.6 
HR 0.3 0.3 0.4 0.5 0.3 0.3 0.4 0.5 0.3 0.3 0.4 0.5 0.3 0.3 0.4 0.5 0.3 0.3 0.4 0.5 0.3 0.3 0.4 0.5 
EPE -4.3 -5.3 - - -4.5 -5.2 - - -4.6 -5.3 - - -4.3 -5.4 - - -4.4 -5.1 - - -4.5 -5.3 - -
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2.1 2.0 2.2 2.1 1.9 1.7 2.2 2.1 2.4 2.2 2.0 2.0 
VIC 
RMSE 4.6 4.3 3.6 3.3 4.4 4.1 3.6 3.3 4.3 4.1 3.6 3.3 4.5 4.2 3.6 3.3 4.4 4.1 3.6 3.3 4.3 4.1 3.6 3.3 
MB -1.7 -1.3 0.1 0.1 -1.3 -0.9 
-
0.1 
-
0.1 -1.3 -0.9 0.0 0.0 -1.7 -1.3 0.0 0.0 -1.2 -0.8 
-
0.1 
-
0.1 -1.2 -0.8 0.0 0.0 
HR 0.4 0.4 0.5 0.5 0.4 0.4 0.5 0.5 0.4 0.4 0.5 0.5 0.3 0.4 0.4 0.5 0.4 0.4 0.5 0.5 0.4 0.4 0.5 0.5 
EPE -3.6 -3.2 
-
1.8 
-
1.4 -3.2 -2.9 
-
2.1 
-
1.7 -3.2 -2.8 
-
2.0 
-
1.6 -3.4 -3.1 
-
2.0 
-
1.6 -3.1 -2.7 
-
2.1 
-
1.7 -3.2 -2.9 
-
1.9 
-
1.6 
BOS 
RMSE 5.6 5.8 4.3 4.3 5.4 5.6 4.3 4.3 5.5 5.7 4.3 4.3 5.6 5.8 4.2 4.3 5.4 5.6 4.3 4.3 5.5 5.7 4.2 4.3 
MB -2.7 -2.8 0.3 0.3 -2.5 -2.6 0.2 0.2 -2.6 -2.7 0.3 0.3 -2.7 -2.8 0.3 0.3 -2.5 -2.5 0.2 0.2 -2.6 -2.7 0.3 0.3 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.3 0.3 0.3 0.3 0.4 0.4 
EPE -2.8 -3.1 
-
0.7 
-
0.6 -2.5 -3.0 
-
1.6 
-
1.4 -2.7 -3.1 
-
0.9 
-
0.8 -2.8 -3.1 
-
0.8 
-
0.6 -2.5 -3.0 
-
1.6 
-
1.6 -2.7 -3.1 
-
1.0 
-
0.9 
SYR 
RMSE 6.3 6.7 4.4 4.7 6.1 6.5 4.4 4.7 6.1 6.5 4.4 4.7 6.3 6.6 4.3 4.6 6.0 6.4 4.4 4.7 6.2 6.6 4.4 4.7 
MB -3.3 -3.4 0.3 0.2 -3.1 -3.1 0.5 0.4 -3.2 -3.2 0.3 0.3 -3.4 -3.4 0.2 0.2 -3.1 -3.1 0.5 0.4 -3.3 -3.2 0.3 0.2 
HR 0.3 0.2 0.4 0.4 0.3 0.3 0.4 0.3 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.4 0.3 0.2 0.4 0.3 0.3 0.2 0.4 0.4 
EPE -3.8 -4.8 
-
1.3 
-
0.8 -3.6 -4.5 
-
1.2 
-
0.7 -3.7 -4.7 
-
1.2 
-
0.7 -3.8 -4.8 
-
1.3 
-
0.8 -3.6 -4.5 
-
1.2 
-
0.7 -3.7 -4.7 
-
1.2 
-
0.7 
PHI 
RMSE 5.4 5.6 4.2 4.3 5.2 5.4 4.3 4.3 5.2 5.4 4.3 4.4 5.4 5.6 4.3 4.3 5.2 5.3 4.2 4.3 5.3 5.4 4.3 4.3 
MB -2.8 -2.9 0.0 0.0 -2.6 -2.7 0.1 0.1 -2.6 -2.7 0.1 0.0 -2.8 -2.9 0.1 0.0 -2.5 -2.6 0.1 0.1 -2.7 -2.7 0.1 0.0 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 
EPE -2.3 -2.5 
-
0.7 
-
0.4 -2.2 -2.5 
-
0.9 
-
0.6 -2.2 -2.6 
-
0.8 
-
0.5 -2.3 -2.5 
-
0.7 
-
0.4 -2.3 -2.5 
-
0.9 
-
0.6 -2.2 -2.6 
-
0.8 
-
0.4 
CHA 
RMSE 4.9 5.0 4.0 4.0 5.0 5.2 4.0 4.1 5.1 5.3 4.0 4.0 5.0 5.1 4.0 4.0 5.1 5.3 4.1 4.1 5.1 5.3 4.0 4.0 
MB -1.9 -2.1 0.6 0.6 -2.3 -2.4 0.6 0.6 -2.3 -2.5 0.5 0.5 -2.0 -2.1 0.6 0.6 -2.3 -2.5 0.6 0.6 -2.4 -2.6 0.5 0.6 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 
EPE -2.5 -2.0 
-
0.3 0.0 -2.5 -2.2 
-
0.3 
-
0.1 -2.5 -2.1 
-
0.3 
-
0.1 -2.5 -2.0 
-
0.3 
-
0.1 -2.5 -2.1 
-
0.4 
-
0.2 -2.5 -2.1 
-
0.3 
-
0.1 
ATL 
RMSE 4.9 4.9 3.9 4.0 4.7 4.8 3.9 4.0 4.7 4.8 3.9 4.0 4.8 4.9 3.9 4.0 4.7 4.8 3.9 4.0 4.8 4.8 3.9 4.0 
MB -0.8 -0.7 0.8 0.9 -1.0 -1.0 0.8 0.9 -1.0 -0.9 0.8 0.9 -0.9 -0.8 0.9 0.9 -1.1 -1.0 0.8 0.9 -1.0 -0.9 0.8 0.9 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 
EPE -4.3 -4.1 
-
0.9 
-
0.7 -4.2 -4.0 
-
0.9 
-
0.7 -4.2 -4.0 
-
0.9 
-
0.7 -4.4 -4.1 
-
0.9 
-
0.7 -4.1 -4.0 
-
0.8 
-
0.7 -4.2 -4.0 
-
0.9 
-
0.7 
ORL 
RMSE 4.1 4.2 3.7 3.6 4.0 4.1 3.6 3.6 4.0 4.1 3.7 3.6 4.1 4.2 3.7 3.6 4.0 4.1 3.7 3.6 4.0 4.1 3.7 3.6 
MB -1.7 -1.8 0.7 0.7 -1.4 -1.5 0.2 0.3 -1.4 -1.5 0.4 0.4 -1.7 -1.8 0.7 0.7 -1.4 -1.5 0.2 0.3 -1.5 -1.5 0.4 0.5 
HR 0.4 0.3 0.5 0.5 0.4 0.4 0.5 0.5 0.4 0.4 0.5 0.5 0.4 0.3 0.5 0.5 0.4 0.4 0.5 0.5 0.4 0.4 0.5 0.5 
EPE -2.8 -3.0 
-
1.0 
-
0.8 -2.7 -3.1 
-
1.0 
-
0.8 -2.7 -3.1 
-
1.0 
-
0.8 -2.8 -3.0 
-
1.0 
-
0.8 -2.7 -3.1 
-
0.9 
-
0.8 -2.7 -3.1 
-
1.0 
-
0.8 
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IND 
RMSE 6.2 6.1 4.8 5.0 6.1 6.0 4.7 4.9 6.1 6.0 4.7 4.9 6.1 6.0 4.8 4.9 6.0 5.9 4.6 4.8 6.1 6.0 4.7 4.8 
MB -2.0 -2.1 1.2 1.0 -2.5 -2.6 1.3 1.1 -2.4 -2.5 1.3 1.0 -2.1 -2.2 1.2 1.0 -2.6 -2.7 1.2 1.0 -2.4 -2.5 1.3 1.1 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.3 0.3 
EPE -3.5 -2.3 0.0 0.3 -3.6 -2.2 0.0 0.3 -3.5 -2.2 0.0 0.2 -3.4 -2.3 0.0 0.3 -3.6 -2.2 0.0 0.3 -3.6 -2.2 0.0 0.3 
COL 
RMSE 6.2 6.0 4.7 4.8 6.0 5.9 4.6 4.7 6.1 5.9 4.7 4.8 6.3 6.1 4.7 4.8 6.1 5.9 4.7 4.8 6.0 5.8 4.6 4.7 
MB -2.7 -2.8 1.0 0.7 -2.7 -2.8 1.0 0.7 -2.6 -2.7 1.1 0.9 -2.8 -2.9 1.0 0.7 -2.7 -2.8 1.1 0.9 -2.6 -2.7 1.1 0.8 
HR 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 0.3 0.3 0.4 0.4 
EPE -3.2 -2.5 
-
0.7 
-
0.7 -3.0 -2.3 
-
0.3 
-
0.7 -3.1 -2.4 
-
0.6 
-
0.7 -3.2 -2.5 
-
0.7 
-
0.8 -3.1 -2.4 
-
0.3 
-
0.7 -3.1 -2.4 
-
0.6 
-
0.7 
NSH 
RMSE 12.4 12.6 5.0 5.1 6.2 6.3 5.1 5.1 7.2 7.3 4.7 4.8 10.9 11.1 5.0 5.1 6.0 6.0 5.1 5.2 6.8 6.9 4.9 5.0 
MB 
-
10.2 
-
10.4 
-
0.8 
-
0.8 -3.4 -3.7 1.6 1.5 -4.7 -4.8 
-
0.3 
-
0.2 -9.1 -9.3 
-
0.2 
-
0.2 -2.9 -3.0 2.0 1.8 -4.5 -4.6 0.2 0.2 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.4 0.4 0.1 0.1 0.4 0.4 0.3 0.2 0.3 0.3 0.2 0.2 0.4 0.3 
EPE -8.8 -9.2 
-
0.8 
-
0.8 -2.9 -3.4 0.6 0.6 -5.6 -6.0 
-
0.8 
-
0.8 -8.0 -8.4 
-
0.2 
-
0.2 -3.0 -3.5 0.7 0.7 -5.2 -5.5 
-
0.8 
-
0.9 
MIN 
RMSE 10.1 10.1 6.5 6.4 6.7 6.6 6.7 6.6 8.2 8.1 6.4 6.3 9.6 9.6 6.4 6.4 6.7 6.6 7.0 6.8 8.3 8.3 6.4 6.3 
MB -7.1 -7.2 
-
1.2 
-
1.4 -1.6 -1.6 2.0 1.8 -3.1 -3.3 0.0 
-
0.1 -6.3 -6.4 
-
0.8 
-
1.1 -0.8 -0.9 2.6 2.4 -3.1 -3.2 0.0 
-
0.2 
HR 0.1 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.3 0.3 
EPE -6.4 -6.2 
-
1.4 
-
1.5 -1.4 -1.1 1.9 1.9 -4.6 -4.5 
-
1.3 
-
1.5 -6.2 -6.0 
-
0.9 
-
1.2 -1.6 -1.6 2.0 2.0 -4.5 -4.6 
-
1.5 
-
1.6 
MIL 
RMSE 8.3 8.6 5.8 6.3 4.8 5.3 4.7 5.3 6.7 7.1 5.3 5.6 7.6 8.0 5.5 5.9 5.1 5.7 5.1 5.8 6.7 7.1 5.4 5.8 
MB -4.9 -5.3 
-
2.4 
-
2.4 0.3 -0.4 2.1 2.1 -2.2 -2.7 0.4 0.4 -4.3 -4.8 
-
2.0 
-
2.0 0.7 0.0 2.4 2.5 -2.3 -2.9 0.4 0.4 
HR 0.2 0.2 0.3 0.3 0.4 0.3 0.4 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.4 0.3 0.4 0.3 0.3 0.3 0.3 0.3 
EPE -3.2 -3.3 
-
3.4 
-
3.7 -1.3 -2.0 0.0 
-
0.6 -2.5 -2.7 
-
0.3 
-
0.7 -3.0 -3.2 
-
3.0 
-
3.4 -1.3 -1.9 0.1 
-
0.5 -2.1 -2.2 
-
0.4 
-
0.6 
DM 
RMSE 11.0 10.9 5.9 5.7 7.0 6.7 6.1 6.0 8.0 7.6 6.1 6.1 10.3 10.2 6.1 5.8 6.9 6.4 6.6 6.5 8.3 8.0 5.8 5.7 
MB -8.0 -8.2 
-
0.2 
-
0.2 -2.4 -2.5 2.1 2.1 -3.8 -3.9 0.6 0.9 -6.9 -6.9 0.2 0.3 -1.1 -1.2 2.8 2.8 -3.9 -4.0 0.7 0.8 
HR 0.1 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 
EPE -5.4 -4.2 0.3 0.5 -1.9 -1.5 1.4 1.6 -4.5 -3.5 
-
0.4 
-
0.3 -5.2 -3.8 0.8 0.6 -1.7 -0.7 1.3 1.5 -3.9 -3.3 
-
0.1 
-
0.1 
NO 
RMSE 6.5 6.9 3.7 3.8 4.4 5.0 4.4 4.4 5.2 5.7 3.7 3.7 6.3 6.8 3.7 3.7 4.4 4.9 4.4 4.5 5.2 5.7 3.7 3.7 
MB -4.8 -4.9 
-
0.7 
-
0.8 -2.4 -2.3 2.1 2.0 -3.5 -3.5 0.1 0.1 -4.8 -4.8 
-
0.6 
-
0.7 -2.2 -2.1 2.2 2.2 -3.6 -3.6 0.1 0.0 
HR 0.2 0.2 0.5 0.5 0.3 0.3 0.4 0.4 0.3 0.2 0.5 0.5 0.2 0.2 0.5 0.5 0.3 0.3 0.4 0.4 0.3 0.2 0.5 0.4 
EPE -3.2 -4.3 
-
0.9 
-
0.9 -3.4 -4.0 0.3 0.2 -3.7 -5.0 
-
0.9 
-
1.0 -3.3 -4.4 
-
1.0 
-
0.9 -3.3 -4.2 0.4 0.4 -3.8 -5.1 
-
0.9 
-
0.9 
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OKC 
RMSE 9.9 9.8 5.5 5.3 6.8 6.5 5.5 5.2 8.3 8.0 5.1 4.9 9.4 9.2 5.3 5.0 6.4 6.1 5.7 5.4 7.7 7.6 5.2 5.0 
MB -8.2 -8.2 
-
1.2 
-
1.3 -4.0 -4.1 1.4 1.4 -5.8 -5.9 
-
0.9 
-
0.9 -7.4 -7.4 
-
0.6 
-
0.6 -3.3 -3.4 2.0 1.9 -5.1 -5.2 
-
0.6 
-
0.6 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.4 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.4 0.2 0.2 0.3 0.3 
EPE -8.4 -8.2 
-
0.3 
-
0.4 -6.2 -6.0 0.3 0.2 -8.7 -8.5 
-
1.8 
-
1.9 -7.9 -7.8 0.0 
-
0.1 -5.3 -5.1 0.9 0.8 -8.6 -8.4 
-
1.9 
-
2.0 
DAL 
RMSE 9.1 9.0 5.6 5.5 6.5 6.3 4.5 4.4 7.5 7.4 5.0 5.0 8.3 8.2 5.0 4.9 6.1 5.9 4.9 4.8 7.1 7.0 4.8 4.8 
MB -7.0 -6.9 
-
1.3 
-
1.4 -3.7 -3.7 0.5 0.4 -5.2 -5.2 
-
1.3 
-
1.4 -6.4 -6.3 
-
0.8 
-
0.9 -3.3 -3.2 0.9 0.7 -4.8 -4.8 
-
0.9 
-
1.1 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.4 0.4 0.2 0.2 0.3 0.3 0.2 0.2 0.3 0.4 0.3 0.3 0.4 0.4 0.2 0.2 0.3 0.3 
EPE -6.7 -6.3 
-
0.5 
-
0.7 -6.2 -6.0 
-
1.1 
-
1.0 -7.5 -7.2 
-
2.5 
-
2.6 -6.7 -6.4 
-
0.5 
-
0.5 -5.5 -5.3 
-
0.8 
-
0.8 -7.3 -7.0 
-
2.5 
-
2.5 
LIN 
RMSE 10.5 10.3 6.1 6.0 7.0 6.6 6.1 5.9 7.9 7.6 5.8 5.7 9.6 9.3 6.0 5.9 6.9 6.4 6.6 6.4 7.8 7.5 6.1 5.9 
MB -7.6 -7.8 
-
1.3 
-
1.6 -3.1 -3.3 1.9 1.7 -3.9 -4.2 0.3 0.2 -6.6 -6.8 
-
0.4 
-
0.5 -2.5 -2.5 2.6 2.3 -4.0 -4.3 0.3 0.3 
HR 0.1 0.1 0.3 0.3 0.2 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.1 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.3 0.3 
EPE -6.2 -5.6 
-
0.7 
-
0.7 -3.7 -3.9 1.1 1.2 -6.0 -4.9 
-
0.8 
-
0.8 -6.0 -5.3 0.6 0.6 -3.2 -3.5 1.1 1.0 -5.9 -4.7 
-
0.8 
-
0.8 
RC 
RMSE 13.5 13.4 6.6 6.8 9.3 8.9 5.8 5.5 11.5 11.1 5.7 5.7 12.9 12.9 6.3 6.3 9.4 9.0 5.6 5.2 10.9 10.7 5.6 5.5 
MB 
-
10.7 
-
11.2 
-
2.7 
-
2.9 -5.3 -6.0 1.0 0.8 -7.7 -8.4 
-
1.1 
-
1.3 -9.9 
-
10.5 
-
2.2 
-
2.4 -5.2 -5.9 1.5 1.2 -7.3 -8.1 
-
0.6 
-
0.8 
HR 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 0.1 0.1 0.3 0.3 0.2 0.2 0.3 0.3 0.1 0.1 0.3 0.3 
EPE -7.9 -8.2 
-
2.3 
-
2.7 -6.2 -6.5 0.3 
-
0.3 -9.2 -8.9 
-
2.7 
-
3.3 -8.1 -8.1 
-
2.0 
-
2.4 -6.4 -6.8 0.3 
-
0.2 -9.3 -8.9 
-
2.5 
-
3.0 
MIS 
RMSE 10.9 11.2 5.6 5.4 8.6 8.5 5.7 5.1 10.0 10.0 5.0 4.7 10.6 10.7 5.4 4.9 8.3 8.2 6.1 5.5 9.9 9.9 4.9 4.6 
MB -8.6 -9.2 0.1 
-
0.3 -5.4 -6.1 2.7 2.2 -7.1 -7.7 
-
0.5 
-
0.8 -8.2 -8.8 0.4 
-
0.1 -5.0 -5.6 3.0 2.5 -7.0 -7.6 
-
0.2 
-
0.5 
HR 0.1 0.1 0.3 0.4 0.2 0.1 0.3 0.3 0.1 0.1 0.3 0.4 0.1 0.1 0.3 0.3 0.2 0.1 0.2 0.3 0.1 0.1 0.3 0.4 
EPE -8.9 -9.4 1.3 1.3 -7.0 -8.3 2.3 2.0 -9.2 -9.6 
-
0.5 
-
0.5 -8.8 -9.4 1.4 1.3 -6.3 -7.5 2.8 3.0 -9.0 -9.4 
-
0.4 
-
0.4 
DEN 
RMSE 13.7 13.7 5.1 4.9 10.2 10.0 4.7 4.4 11.9 12.0 5.1 4.9 13.3 13.3 4.8 4.6 10.7 10.6 4.6 4.4 11.6 11.6 4.9 4.7 
MB 
-
11.2 
-
11.8 
-
1.1 
-
1.2 -7.2 -7.9 0.6 0.3 -9.0 
-
10.0 
-
1.3 
-
1.6 
-
10.8 
-
11.4 
-
0.7 
-
0.8 -7.4 -8.2 0.6 0.3 -8.8 -9.7 
-
1.1 
-
1.4 
HR 0.1 0.0 0.4 0.4 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.3 0.1 0.1 0.4 0.4 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.3 
EPE 
-
14.5 
-
13.7 
-
0.5 
-
0.4 -9.9 -9.3 
-
0.2 
-
0.1 
-
14.5 
-
14.0 
-
1.9 
-
2.0 
-
14.8 
-
14.0 
-
0.6 
-
0.5 
-
10.0 -9.5 
-
0.1 
-
0.1 
-
14.3 
-
13.8 
-
1.6 
-
1.7 
ALB 
RMSE 11.4 11.2 4.4 4.2 9.6 9.3 3.8 3.5 11.1 10.9 4.9 4.8 11.4 11.2 4.2 4.1 9.7 9.4 3.9 3.7 10.9 10.7 4.7 4.5 
MB -9.4 -9.5 
-
1.5 
-
1.6 -7.5 -7.6 0.1 0.0 -8.9 -9.0 
-
2.1 
-
2.3 -9.4 -9.6 
-
1.1 
-
1.3 -7.4 -7.6 0.2 0.1 -8.7 -8.9 
-
2.0 
-
2.1 
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HR 0.1 0.1 0.3 0.3 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.3 0.1 0.1 0.4 0.4 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.3 
EPE -8.9 -8.9 
-
2.2 
-
2.1 -8.5 -8.4 
-
1.3 
-
1.4 -8.6 -8.6 
-
4.0 
-
4.1 -8.8 -8.7 
-
2.3 
-
2.5 -8.6 -8.5 
-
1.3 
-
1.4 -8.9 -8.8 
-
3.8 
-
3.9 
PHX 
RMSE 10.9 11.3 5.1 5.1 8.0 8.3 3.5 3.3 9.0 9.4 5.0 5.0 10.6 11.0 4.8 4.8 8.1 8.4 3.6 3.4 9.1 9.5 5.0 5.0 
MB -9.4 
-
10.1 
-
3.6 
-
3.8 -6.2 -7.0 
-
0.1 
-
0.4 -7.3 -8.1 
-
3.2 
-
3.5 -9.0 -9.6 
-
3.1 
-
3.3 -6.3 -7.1 
-
0.3 
-
0.5 -7.4 -8.1 
-
3.1 
-
3.4 
HR 0.1 0.0 0.3 0.2 0.1 0.1 0.4 0.5 0.1 0.1 0.3 0.3 0.1 0.0 0.3 0.3 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.3 
EPE -7.6 -7.9 
-
3.9 
-
4.0 -5.0 -5.3 
-
0.4 
-
0.4 -6.4 -6.9 
-
4.4 
-
4.6 -7.3 -7.5 
-
3.9 
-
4.1 -5.0 -5.5 
-
0.7 
-
0.7 -6.6 -7.1 
-
4.1 
-
4.2 
POR 
RMSE 5.7 5.9 3.7 3.9 5.6 5.9 3.7 3.9 5.6 5.9 3.7 3.9 5.7 5.9 3.8 3.9 5.6 5.9 3.8 4.0 5.6 5.9 3.7 3.9 
MB -3.0 -3.3 
-
0.6 
-
0.6 -2.9 -3.3 
-
0.4 
-
0.4 -3.0 -3.3 
-
0.5 
-
0.5 -3.0 -3.3 
-
0.6 
-
0.6 -3.0 -3.3 
-
0.5 
-
0.5 -2.9 -3.3 
-
0.5 
-
0.5 
HR 0.3 0.3 0.5 0.4 0.3 0.3 0.5 0.4 0.3 0.3 0.5 0.4 0.3 0.3 0.5 0.4 0.3 0.3 0.5 0.4 0.3 0.3 0.5 0.4 
EPE -4.3 -4.6 
-
2.4 
-
2.1 -4.3 -4.5 
-
2.5 
-
2.1 -4.3 -4.6 
-
2.3 
-
2.0 -4.3 -4.7 
-
2.5 
-
2.1 -4.3 -4.7 
-
2.5 
-
2.2 -4.3 -4.6 
-
2.4 
-
2.0 
BOI 
RMSE 13.4 13.6 4.8 4.6 8.9 8.8 4.5 4.0 11.9 12.0 4.6 4.4 13.0 13.1 4.9 4.8 8.9 8.8 4.5 4.0 11.5 11.5 4.7 4.5 
MB 
-
10.8 
-
11.8 
-
1.7 
-
2.0 -5.9 -6.9 1.6 1.3 -9.1 
-
10.1 
-
1.3 
-
1.6 
-
10.6 
-
11.5 
-
1.5 
-
1.8 -5.7 -6.7 1.6 1.3 -8.6 -9.5 
-
1.0 
-
1.2 
HR 0.1 0.1 0.4 0.4 0.2 0.1 0.4 0.4 0.1 0.1 0.3 0.4 0.1 0.0 0.4 0.4 0.2 0.1 0.4 0.4 0.1 0.1 0.4 0.4 
EPE 
-
11.0 
-
11.0 
-
1.4 
-
1.4 -9.2 -8.7 0.2 0.0 
-
13.7 
-
13.1 
-
2.8 
-
2.9 
-
11.3 
-
11.1 
-
1.3 
-
1.3 -8.4 -7.5 0.5 0.6 
-
13.3 
-
12.8 
-
2.5 
-
2.7 
REN 
RMSE 7.9 7.5 4.1 4.0 7.9 7.5 4.1 4.0 7.9 7.5 4.1 3.9 7.9 7.5 4.1 4.0 7.9 7.5 4.1 4.0 7.8 7.3 4.1 4.0 
MB -4.7 -4.9 
-
0.1 
-
0.2 -4.6 -4.8 
-
0.2 
-
0.2 -4.6 -4.9 
-
0.2 
-
0.2 -4.7 -4.9 
-
0.1 
-
0.2 -4.6 -4.8 
-
0.2 
-
0.2 -4.6 -4.8 
-
0.4 
-
0.5 
HR 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 
EPE -5.2 -4.2 0.1 0.4 -5.1 -4.1 0.1 0.4 -5.0 -4.1 
-
0.2 0.1 -5.2 -4.1 0.1 0.4 -5.1 -4.0 0.1 0.3 -5.3 -4.1 
-
0.2 0.2 
SF 
RMSE 6.5 6.4 3.4 3.1 6.3 6.3 3.3 3.1 6.3 6.2 3.3 3.1 6.4 6.4 3.4 3.1 6.3 6.3 3.3 3.1 6.3 6.2 3.3 3.1 
MB -4.2 -4.3 
-
0.4 
-
0.4 -4.0 -4.0 
-
0.6 
-
0.6 -3.9 -4.0 
-
0.6 
-
0.6 -4.2 -4.3 
-
0.4 
-
0.4 -4.0 -4.0 
-
0.6 
-
0.6 -3.9 -4.0 
-
0.6 
-
0.6 
HR 0.2 0.2 0.5 0.5 0.3 0.2 0.5 0.5 0.3 0.2 0.5 0.6 0.2 0.2 0.5 0.5 0.3 0.2 0.5 0.5 0.3 0.2 0.5 0.6 
EPE -8.3 -9.1 
-
1.3 
-
0.6 -8.3 -9.0 
-
1.6 
-
1.8 -8.2 -8.9 
-
1.9 
-
2.0 -8.3 -9.1 
-
1.2 
-
0.5 -8.3 -9.0 
-
1.6 
-
1.6 -8.2 -8.9 
-
2.0 
-
2.0 
LA 
RMSE 7.2 6.0 3.2 2.9 6.7 5.5 3.4 3.0 7.5 6.2 3.2 2.8 7.1 5.9 3.2 2.8 6.8 5.6 3.4 3.0 7.4 6.2 3.2 2.8 
MB -4.9 -3.8 
-
0.4 
-
0.5 -4.2 -3.2 
-
0.5 
-
0.5 -5.2 -4.1 
-
0.5 
-
0.5 -4.8 -3.6 
-
0.5 
-
0.5 -4.4 -3.3 
-
0.5 
-
0.5 -5.2 -4.1 
-
0.4 
-
0.4 
HR 0.2 0.3 0.5 0.5 0.2 0.3 0.5 0.5 0.2 0.2 0.5 0.6 0.2 0.3 0.5 0.6 0.2 0.3 0.5 0.5 0.2 0.3 0.5 0.6 
EPE -6.5 -5.6 
-
1.8 
-
1.6 -5.8 -4.9 
-
1.6 
-
1.6 -7.2 -6.3 
-
1.8 
-
1.6 -6.3 -5.5 
-
1.8 
-
1.6 -5.9 -5.0 
-
1.7 
-
1.7 -7.1 -6.2 
-
1.8 
-
1.6 
128 
 
 
 
 
 
  
129 
 
 
 
Appendix G: Precipitation validation criteria for all study regions 
 
Region Criteria 
RCP 2.6 RCP 8.5 
FGOALS-g2 MIROC5 MRI-CGCM3 FGOALS-g2 MIROC5 MRI-CGCM3 
all-LC UB all-LC UB all-LC UB all-LC UB all-LC UB all-LC UB 
Halifax 
MDPE 1.53 1.09 2.54 1.98 2.06 1.64 1.58 1.28 2.56 1.80 2.45 1.79 
WDFE 0.25 0.24 0.19 0.17 0.16 0.13 0.25 0.25 0.20 0.17 0.18 0.15 
HR_pr 0.38 0.49 0.32 0.42 0.32 0.41 0.37 0.47 0.31 0.42 0.32 0.41 
EPE -0.37 -0.98 2.68 1.38 1.71 0.91 -0.19 -0.86 2.59 1.40 2.29 1.15 
Fredericton 
MDPE -0.32 NA 1.52 NA 0.79 NA -0.31 NA 1.52 NA 0.79 NA 
WDFE 0.01 NA 0.09 NA 0.04 NA 0.01 NA 0.07 NA 0.04 NA 
HR_pr 0.54 NA 0.42 NA 0.47 NA 0.53 NA 0.45 NA 0.45 NA 
EPE -1.71 NA 4.25 NA 2.41 NA -1.44 NA 4.02 NA 2.00 NA 
Moncton 
MDPE 0.51 0.12 2.16 1.63 1.12 0.75 0.36 0.10 2.09 1.87 1.03 1.02 
WDFE -0.01 -0.07 0.05 0.02 -0.02 -0.05 -0.01 -0.06 0.03 0.01 -0.02 -0.03 
HR_pr 0.48 0.41 0.39 0.35 0.44 0.39 0.48 0.40 0.39 0.32 0.42 0.33 
EPE 0.29 -0.91 5.21 3.69 2.72 1.92 -0.06 -0.60 5.16 4.18 2.68 2.19 
Toronto 
MDPE 0.03 0.04 0.35 0.37 0.64 0.67 0.32 0.34 0.54 0.57 0.83 0.85 
WDFE 0.06 0.07 0.09 0.10 0.10 0.11 0.10 0.11 0.10 0.11 0.11 0.11 
HR_pr 0.61 0.62 0.59 0.60 0.54 0.54 0.58 0.58 0.56 0.57 0.50 0.50 
EPE -0.40 -0.39 -0.09 -0.10 0.94 1.01 -0.20 -0.20 0.26 0.28 1.73 1.80 
London 
MDPE -0.32 -0.21 0.14 0.28 0.33 0.43 0.10 0.20 0.42 0.54 0.56 0.65 
WDFE 0.08 0.10 0.11 0.14 0.12 0.13 0.14 0.15 0.14 0.16 0.12 0.13 
HR_pr 0.65 0.66 0.61 0.62 0.58 0.59 0.61 0.62 0.58 0.59 0.53 0.54 
EPE -2.95 -3.33 -1.90 -2.18 -0.56 -1.09 -2.09 -2.32 -0.97 -1.47 0.14 -0.27 
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Montreal 
MDPE -0.44 -0.37 0.18 0.25 0.56 0.61 -0.26 -0.17 0.32 0.36 0.62 0.66 
WDFE -0.02 -0.01 0.00 0.01 0.06 0.07 0.01 0.03 0.00 0.00 0.06 0.07 
HR_pr 0.54 0.56 0.49 0.51 0.47 0.50 0.52 0.55 0.47 0.50 0.46 0.49 
EPE -2.07 -2.04 -0.05 -0.03 0.85 0.94 -1.90 -1.93 0.06 0.07 0.81 0.87 
Thunder 
Bay 
MDPE -0.43 -0.41 0.04 0.06 -0.15 -0.12 -0.39 -0.34 -0.04 -0.01 0.02 0.00 
WDFE -0.09 -0.08 -0.06 -0.04 -0.07 -0.06 -0.06 -0.05 -0.08 -0.06 -0.07 -0.07 
HR_pr 0.71 0.72 0.65 0.66 0.69 0.70 0.72 0.72 0.64 0.65 0.62 0.63 
EPE -0.62 -0.40 0.31 0.57 -0.05 0.17 -0.64 -0.33 0.40 0.50 0.60 0.83 
Sudbury 
MDPE -0.67 NA -0.27 NA 0.01 NA -0.58 NA -0.32 NA 0.07 NA 
WDFE -0.05 NA -0.03 NA -0.01 NA -0.02 NA -0.06 NA -0.02 NA 
HR_pr 0.75 NA 0.70 NA 0.66 NA 0.74 NA 0.70 NA 0.63 NA 
EPE -2.79 NA -1.57 NA -0.81 NA -2.66 NA -1.48 NA -0.57 NA 
North Bay 
MDPE -0.80 -0.55 -0.41 -0.14 -0.06 0.19 -0.66 -0.43 -0.41 -0.20 -0.02 0.22 
WDFE -0.06 -0.06 -0.04 -0.06 0.01 0.01 -0.04 -0.04 -0.05 -0.07 0.00 0.00 
HR_pr 0.69 0.73 0.63 0.63 0.61 0.64 0.67 0.70 0.64 0.66 0.60 0.63 
EPE -3.14 -2.64 -1.88 -1.06 -1.34 -0.55 -2.65 -1.97 -1.88 -1.28 -0.90 -0.23 
Fort 
McMurray 
MDPE -0.52 -0.49 -0.15 -0.14 -0.44 -0.40 -0.54 -0.51 -0.21 -0.18 -0.47 -0.43 
WDFE -0.13 -0.09 -0.08 -0.05 -0.15 -0.12 -0.12 -0.09 -0.09 -0.06 -0.15 -0.12 
HR_pr 0.91 0.92 0.87 0.87 0.87 0.87 0.93 0.93 0.86 0.86 0.89 0.89 
EPE -0.79 -0.73 -0.09 0.08 -0.64 -0.45 -0.88 -0.75 -0.13 0.03 -0.67 -0.41 
Winnipeg 
MDPE -0.69 -0.54 -0.59 -0.45 -0.50 -0.37 -0.60 -0.43 -0.40 -0.27 -0.39 -0.26 
WDFE -0.16 -0.16 -0.15 -0.15 -0.13 -0.13 -0.13 -0.12 -0.13 -0.12 -0.12 -0.12 
HR_pr 0.80 0.86 0.77 0.84 0.72 0.79 0.82 0.86 0.72 0.78 0.71 0.76 
EPE -0.73 -0.43 -0.59 -0.40 -0.21 -0.12 -0.42 -0.10 -0.37 -0.09 -0.02 0.04 
Regina 
MDPE -0.61 -0.29 -0.43 -0.27 -0.34 -0.20 -0.60 -0.30 -0.42 -0.24 -0.32 -0.20 
WDFE -0.12 -0.09 -0.10 -0.10 -0.08 -0.08 -0.11 -0.10 -0.10 -0.09 -0.08 -0.08 
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HR_pr 0.89 0.97 0.82 0.89 0.80 0.91 0.89 0.94 0.80 0.82 0.81 0.91 
EPE -0.15 0.14 0.13 0.13 0.48 0.42 -0.13 0.19 0.16 0.24 0.53 0.45 
Calgary 
MDPE -0.67 -0.44 -0.14 -0.09 -0.13 -0.13 -0.59 -0.38 -0.16 -0.14 -0.15 -0.12 
WDFE -0.08 -0.08 0.00 -0.01 -0.03 -0.03 -0.06 -0.05 -0.03 -0.04 -0.04 -0.04 
HR_pr 0.91 0.93 0.80 0.86 0.75 0.84 0.89 0.94 0.78 0.85 0.74 0.82 
EPE -0.57 -0.12 0.74 0.70 0.92 0.60 -0.40 -0.07 0.72 0.53 0.77 0.43 
Kamloops 
MDPE -0.33 0.03 -0.02 0.28 -0.07 0.31 -0.19 0.11 -0.01 0.26 -0.11 0.23 
WDFE -0.05 -0.03 0.03 0.04 0.02 0.04 -0.01 0.00 0.03 0.03 0.01 0.02 
HR_pr 0.90 0.94 0.85 0.89 0.86 0.89 0.88 0.94 0.85 0.88 0.85 0.89 
EPE -0.57 1.00 -0.05 1.40 -0.24 1.37 -0.41 1.10 -0.14 1.27 -0.26 1.31 
Vernon 
MDPE -0.23 -0.12 -0.04 0.04 0.09 0.17 -0.09 0.02 0.00 0.11 0.07 0.16 
WDFE 0.02 0.01 0.04 0.02 0.07 0.06 0.06 0.05 0.04 0.03 0.06 0.06 
HR_pr 0.94 0.96 0.91 0.92 0.91 0.92 0.94 0.95 0.90 0.91 0.91 0.93 
EPE -0.98 -0.49 -0.54 -0.15 -0.14 0.22 -0.77 -0.29 -0.56 -0.03 -0.28 0.13 
Kelowna 
MDPE -0.20 -0.10 -0.02 0.05 0.14 0.25 -0.05 0.04 0.06 0.15 0.13 0.23 
WDFE 0.03 0.02 0.04 0.02 0.08 0.07 0.08 0.06 0.05 0.03 0.08 0.07 
HR_pr 0.94 0.95 0.90 0.91 0.90 0.91 0.93 0.94 0.88 0.89 0.90 0.91 
EPE -0.61 -0.32 -0.19 -0.05 0.24 0.52 -0.37 -0.16 -0.18 0.11 0.13 0.39 
Vancouver 
MDPE -0.85 -1.00 -0.56 -0.77 0.59 0.44 -0.61 -0.83 -0.62 -0.84 0.71 0.49 
WDFE -0.02 -0.05 -0.02 -0.04 0.02 0.01 0.00 -0.03 -0.01 -0.04 0.02 0.01 
HR_pr 0.54 0.50 0.51 0.48 0.42 0.40 0.49 0.46 0.51 0.48 0.41 0.39 
EPE -4.20 -3.65 -3.32 -3.43 -0.51 -0.50 -3.86 -3.63 -3.55 -3.61 -0.23 -0.24 
Victoria 
MDPE 0.05 0.35 0.26 0.44 1.28 1.51 0.21 0.43 0.16 0.34 1.31 1.37 
WDFE 0.05 0.11 0.02 0.04 0.05 0.07 0.06 0.10 0.02 0.03 0.06 0.06 
HR_pr 0.65 0.66 0.63 0.64 0.54 0.56 0.63 0.66 0.63 0.65 0.53 0.56 
EPE -0.78 0.02 0.55 1.47 4.66 5.35 -0.34 0.40 -0.13 0.89 4.70 5.21 
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Boston 
MDPE -0.12 -0.11 1.08 1.13 0.56 0.59 -0.03 -0.01 0.90 0.94 0.65 0.67 
WDFE 0.17 0.16 0.12 0.12 0.09 0.09 0.18 0.17 0.10 0.10 0.10 0.10 
HR_pr 0.52 0.51 0.37 0.36 0.41 0.40 0.50 0.49 0.41 0.40 0.41 0.41 
EPE -1.46 -1.50 2.83 2.92 2.02 2.08 -1.42 -1.39 2.75 2.83 1.78 1.83 
Syracuse 
MDPE -0.47 -0.44 0.09 0.09 0.54 0.53 -0.19 -0.14 0.29 0.30 0.55 0.58 
WDFE 0.07 0.12 0.08 0.12 0.13 0.16 0.10 0.14 0.07 0.11 0.11 0.15 
HR_pr 0.61 0.64 0.56 0.60 0.53 0.56 0.59 0.62 0.56 0.59 0.52 0.55 
EPE -3.10 -3.11 -0.62 -0.66 0.34 0.38 -1.85 -1.65 0.51 0.50 0.33 0.43 
Philadelphia 
MDPE -0.01 0.04 0.32 0.33 0.24 0.26 -0.04 -0.01 0.31 0.31 0.11 0.12 
WDFE 0.15 0.16 0.11 0.11 0.11 0.11 0.17 0.18 0.11 0.11 0.09 0.09 
HR_pr 0.45 0.46 0.38 0.39 0.39 0.40 0.46 0.47 0.37 0.38 0.38 0.39 
EPE -1.42 -1.20 -0.33 -0.16 -0.59 -0.39 -1.64 -1.45 -0.60 -0.47 -0.65 -0.49 
Charlotte 
MDPE 0.53 0.55 0.99 1.08 0.64 0.56 0.16 0.17 1.07 1.10 0.62 0.63 
WDFE 0.11 0.11 0.13 0.13 0.06 0.06 0.09 0.09 0.11 0.12 0.06 0.06 
HR_pr 0.39 0.37 0.34 0.31 0.33 0.32 0.40 0.38 0.34 0.32 0.33 0.31 
EPE 1.09 1.58 2.77 3.25 1.92 2.37 -0.13 0.39 2.84 3.34 2.15 2.67 
Atlanta 
MDPE 0.04 0.04 0.67 0.68 0.80 0.78 -0.57 -0.57 0.62 0.59 0.69 0.68 
WDFE 0.14 0.15 0.14 0.15 0.12 0.12 0.12 0.12 0.15 0.15 0.12 0.13 
HR_pr 0.38 0.39 0.32 0.34 0.29 0.31 0.40 0.41 0.31 0.32 0.30 0.31 
EPE -1.39 -1.02 1.54 1.88 2.60 2.78 -3.72 -3.39 1.79 2.22 2.42 2.63 
Orlando 
MDPE -1.05 -1.07 -1.04 -1.06 0.37 0.37 -1.05 -1.03 -0.69 -0.68 0.31 0.27 
WDFE 0.00 0.01 0.00 0.01 0.13 0.14 0.02 0.03 0.04 0.05 0.12 0.13 
HR_pr 0.40 0.42 0.41 0.43 0.33 0.34 0.43 0.45 0.38 0.40 0.32 0.34 
EPE -2.78 -2.94 -2.82 -3.00 -0.89 -1.04 -2.83 -2.94 -2.24 -2.33 -0.56 -0.76 
Indianapolis 
MDPE -0.71 -0.71 -0.29 -0.27 0.15 0.18 -0.85 -0.84 -0.43 -0.44 0.08 0.10 
WDFE 0.08 0.08 0.03 0.03 0.06 0.06 0.07 0.07 0.03 0.02 0.07 0.07 
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HR_pr 0.52 0.52 0.44 0.44 0.42 0.42 0.52 0.52 0.44 0.44 0.41 0.41 
EPE -3.30 -3.31 -1.49 -1.38 -0.16 -0.03 -3.70 -3.70 -2.03 -2.03 -0.36 -0.37 
Columbus 
MDPE -0.12 -0.09 0.50 0.53 0.63 0.68 -0.12 -0.09 0.50 0.53 0.59 0.63 
WDFE 0.07 0.07 0.07 0.07 0.06 0.06 0.08 0.08 0.08 0.07 0.06 0.06 
HR_pr 0.50 0.50 0.43 0.42 0.39 0.39 0.49 0.49 0.44 0.44 0.40 0.40 
EPE -1.79 -1.60 0.87 1.11 1.53 1.78 -1.69 -1.47 1.03 1.25 1.06 1.20 
Nashville 
MDPE -0.45 -0.39 0.33 0.37 0.54 0.62 -1.03 -0.96 0.11 0.16 0.16 0.24 
WDFE 0.11 0.12 0.09 0.10 0.08 0.09 0.08 0.09 0.08 0.09 0.08 0.08 
HR_pr 0.40 0.41 0.32 0.33 0.31 0.33 0.42 0.43 0.34 0.36 0.32 0.33 
EPE -2.23 -2.20 -0.79 -0.87 0.05 -0.03 -3.55 -3.52 -0.94 -1.03 -0.81 -0.87 
Minneapolis 
MDPE -0.79 -0.76 -0.02 -0.04 -0.15 -0.19 -0.78 -0.74 -0.16 -0.17 0.08 0.06 
WDFE 0.02 0.04 0.04 0.04 0.03 0.03 0.03 0.05 0.03 0.04 0.06 0.06 
HR_pr 0.58 0.61 0.48 0.52 0.49 0.52 0.59 0.62 0.49 0.52 0.49 0.52 
EPE -1.39 -1.83 0.67 0.27 0.42 -0.02 -1.47 -1.90 0.27 -0.13 0.78 0.36 
Milwaukee 
MDPE -0.50 -0.46 -0.11 -0.08 0.36 0.39 -0.34 -0.31 -0.14 -0.11 0.38 0.43 
WDFE 0.08 0.09 0.06 0.07 0.11 0.11 0.12 0.13 0.08 0.08 0.10 0.10 
HR_pr 0.61 0.60 0.55 0.55 0.50 0.50 0.62 0.62 0.57 0.57 0.48 0.47 
EPE -1.97 -1.93 -1.03 -1.04 0.52 0.54 -1.81 -1.77 -1.11 -1.12 1.25 1.34 
Des Moines 
MDPE -0.86 -0.84 -0.20 -0.16 -0.11 -0.08 -1.04 -0.99 -0.58 -0.53 -0.08 -0.04 
WDFE 0.10 0.13 0.05 0.07 0.09 0.10 0.10 0.13 0.05 0.07 0.10 0.11 
HR_pr 0.58 0.60 0.50 0.51 0.47 0.48 0.61 0.62 0.50 0.51 0.48 0.48 
EPE -2.28 -2.75 0.39 -0.06 0.72 0.32 -2.83 -3.22 -0.73 -1.14 0.73 0.19 
New 
Orleans 
MDPE -1.19 -1.36 -1.19 -1.39 -0.77 -0.99 -1.73 -1.87 -0.89 -1.04 -0.85 -1.05 
WDFE -0.05 -0.05 -0.05 -0.06 -0.03 -0.03 -0.08 -0.08 -0.03 -0.03 -0.04 -0.05 
HR_pr 0.17 0.16 0.14 0.14 0.15 0.15 0.17 0.17 0.14 0.13 0.14 0.12 
EPE -2.27 -2.67 -1.61 -2.08 -0.35 -0.79 -3.37 -3.60 -0.81 -1.09 -0.69 -1.19 
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Oklahoma 
City 
MDPE -0.74 -0.84 -0.38 -0.51 -0.17 -0.30 -1.06 -1.22 -0.72 -0.83 -0.27 -0.41 
WDFE 0.06 0.07 0.01 0.02 0.03 0.03 0.02 0.02 -0.01 0.00 0.02 0.02 
HR_pr 0.38 0.41 0.29 0.32 0.30 0.32 0.39 0.40 0.34 0.37 0.29 0.32 
EPE -0.14 -1.03 1.10 0.42 1.80 1.03 -1.15 -2.03 0.24 -0.47 1.80 0.96 
Dallas 
MDPE -0.87 -0.88 -0.07 -0.05 0.05 0.04 -0.85 -0.83 -0.40 -0.42 0.18 0.14 
WDFE 0.08 0.09 0.05 0.06 0.06 0.07 0.07 0.08 0.05 0.05 0.07 0.07 
HR_pr 0.52 0.54 0.40 0.42 0.36 0.37 0.52 0.53 0.40 0.42 0.36 0.37 
EPE -0.92 -1.21 1.30 1.12 2.36 2.12 -1.03 -1.27 0.62 0.35 2.37 2.14 
Lincoln 
MDPE -0.45 -0.34 -0.06 0.06 0.24 0.29 -0.85 -0.72 -0.12 0.01 0.23 0.33 
WDFE 0.04 0.05 0.04 0.05 0.06 0.06 0.02 0.03 0.03 0.04 0.07 0.07 
HR_pr 0.49 0.52 0.43 0.47 0.39 0.42 0.55 0.58 0.40 0.44 0.39 0.41 
EPE 0.00 0.46 1.03 1.50 1.90 2.05 -1.52 -1.02 0.77 1.32 1.86 2.22 
Rapid City 
MDPE 0.31 0.41 0.53 0.62 0.65 0.74 0.20 0.30 0.76 0.87 0.69 0.76 
WDFE 0.19 0.21 0.13 0.13 0.12 0.12 0.16 0.18 0.12 0.13 0.13 0.14 
HR_pr 0.75 0.76 0.68 0.69 0.63 0.64 0.75 0.76 0.66 0.68 0.64 0.65 
EPE 0.99 1.13 1.51 1.69 2.18 2.40 0.72 0.89 1.87 2.08 2.23 2.27 
Missoula 
MDPE -0.18 -0.18 0.29 0.34 1.08 1.21 -0.12 -0.12 0.23 0.22 0.94 1.00 
WDFE 0.09 0.08 0.08 0.06 0.20 0.19 0.12 0.10 0.08 0.04 0.18 0.16 
HR_pr 0.83 0.87 0.74 0.77 0.69 0.71 0.85 0.89 0.75 0.79 0.70 0.72 
EPE -0.74 -1.00 0.51 0.46 2.01 2.46 -0.76 -0.99 0.38 0.30 1.84 2.16 
Denver 
MDPE 0.73 0.74 1.08 1.10 1.83 1.84 0.64 0.66 1.25 1.26 1.47 1.48 
WDFE 0.23 0.22 0.20 0.20 0.26 0.26 0.22 0.21 0.21 0.21 0.23 0.23 
HR_pr 0.72 0.72 0.64 0.64 0.59 0.59 0.74 0.74 0.61 0.61 0.61 0.61 
EPE 2.23 2.49 3.54 3.78 5.48 5.71 1.83 2.08 4.09 4.34 4.66 4.91 
Albuquerque 
MDPE 0.30 0.32 0.57 0.59 0.80 0.82 0.40 0.43 0.62 0.63 0.96 0.97 
WDFE 0.11 0.10 0.10 0.10 0.15 0.15 0.11 0.10 0.13 0.12 0.16 0.16 
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HR_pr 0.75 0.75 0.68 0.69 0.65 0.66 0.73 0.73 0.70 0.71 0.63 0.64 
EPE 2.68 2.62 3.21 3.17 3.74 3.68 3.00 3.03 3.23 3.17 3.91 3.84 
Phoenix 
MDPE 0.48 0.48 0.28 0.28 1.05 1.04 0.53 0.53 0.45 0.44 1.23 1.22 
WDFE 0.14 0.14 0.06 0.06 0.14 0.14 0.13 0.13 0.06 0.06 0.15 0.15 
HR_pr 0.69 0.69 0.62 0.63 0.55 0.55 0.66 0.66 0.58 0.58 0.51 0.51 
EPE 3.32 3.29 2.77 2.77 5.53 5.48 3.69 3.73 2.79 2.78 6.65 6.63 
Portland 
MDPE 0.06 0.15 -0.43 -0.31 1.36 1.47 0.32 0.43 -0.38 -0.27 1.13 1.26 
WDFE 0.14 0.14 0.04 0.03 0.12 0.11 0.16 0.16 0.05 0.04 0.12 0.11 
HR_pr 0.57 0.58 0.57 0.58 0.47 0.47 0.57 0.57 0.59 0.60 0.50 0.50 
EPE -2.04 -1.40 -2.67 -1.99 2.39 3.19 -1.40 -0.71 -2.49 -1.79 1.64 2.46 
Boise 
MDPE 1.10 1.25 0.48 0.63 1.70 1.81 1.36 1.54 0.51 0.68 1.47 1.61 
WDFE 0.28 0.30 0.14 0.16 0.26 0.28 0.34 0.36 0.16 0.18 0.23 0.25 
HR_pr 0.74 0.76 0.76 0.78 0.62 0.64 0.73 0.74 0.78 0.79 0.62 0.64 
EPE 2.64 3.05 1.61 1.93 5.25 5.46 3.36 3.90 1.55 1.94 4.79 5.13 
Reno 
MDPE 1.25 1.51 0.54 0.81 2.42 2.63 1.39 1.64 0.71 0.96 2.37 2.56 
WDFE 0.20 0.20 0.09 0.09 0.23 0.23 0.20 0.21 0.12 0.12 0.23 0.23 
HR_pr 0.51 0.55 0.52 0.56 0.44 0.47 0.50 0.54 0.54 0.58 0.44 0.47 
EPE 5.92 6.55 3.68 4.36 9.18 9.90 6.51 7.17 3.96 4.58 9.19 9.61 
San 
Francisco 
MDPE 2.33 2.36 1.10 1.13 2.95 2.99 2.39 2.43 1.50 1.55 2.85 2.90 
WDFE 0.20 0.20 0.05 0.05 0.15 0.15 0.20 0.19 0.08 0.08 0.14 0.14 
HR_pr 0.38 0.38 0.41 0.40 0.32 0.32 0.38 0.37 0.38 0.37 0.32 0.32 
EPE 10.83 11.05 5.25 5.46 12.94 13.24 11.09 11.27 7.85 8.06 12.70 13.15 
Los Angeles 
MDPE 0.92 0.94 -0.24 -0.21 1.18 1.17 0.91 0.91 0.16 0.18 1.15 1.15 
WDFE 0.10 0.10 -0.02 -0.02 0.07 0.07 0.08 0.08 0.01 0.01 0.08 0.08 
HR_pr 0.35 0.35 0.44 0.43 0.30 0.30 0.35 0.35 0.40 0.40 0.31 0.31 
EPE 6.48 6.44 1.82 1.74 6.66 6.52 6.33 6.24 2.94 2.88 7.02 6.89 
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Appendix H: Surface temperature change factors for all study regions 
 
Region Criteria 
RCP 2.6 RCP 8.5 
FGOALS-g2 MIROC5 MRI-CGCM3 FGOALS-g2 MIROC5 MRI-CGCM3 
Day Night Day Night Day Night Day Night Day Night Day Night 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
all-L
C
 
U
B
 
HAL 
d_mean 0.9 0.9 0.6 0.6 0.3 0.3 0.3 0.3 0.7 0.8 0.7 0.7 2.7 2.7 2.6 2.7 2.9 2.7 3.6 3.7 2.9 3.0 2.9 3.0 
d_90 0.3 0.1 0.6 0.6 0.1 0.2 0.2 0.3 0.2 0.0 0.4 0.4 0.7 0.3 2.5 2.6 0.8 1.1 0.9 0.7 0.7 0.5 2.6 2.9 
d_10 1.2 1.3 0.9 0.7 0.6 0.7 0.3 0.3 2.1 2.0 1.5 1.8 6.6 6.7 3.3 3.2 5.2 4.8 4.6 3.9 7.4 7.3 4.5 4.7 
FRE 
d_mean 0.9 0.9 0.7 0.7 0.8 0.8 0.5 0.5 0.8 0.8 0.5 0.5 3.5 3.5 2.9 2.9 5.4 5.4 4.0 4.0 3.8 3.8 2.8 2.8 
d_90 0.6 0.5 0.6 1.2 1.0 1.3 0.9 0.6 0.3 0.1 0.3 0.2 2.2 2.0 2.9 3.1 3.3 3.6 3.7 3.3 2.5 2.7 2.7 2.7 
d_10 0.9 1.2 1.6 1.5 0.4 0.4 0.1 0.1 1.0 0.8 1.4 1.4 6.6 6.9 3.4 3.6 8.8 8.8 4.1 4.0 7.0 6.6 4.1 4.0 
MON 
d_mean 1.1 1.1 0.6 0.6 0.7 0.7 0.5 0.5 0.8 0.8 0.7 0.7 3.6 3.6 2.9 2.9 4.5 4.6 4.1 4.1 4.1 4.2 3.2 3.3 
d_90 0.8 0.6 0.8 1.2 0.5 1.0 0.8 0.7 0.2 0.2 0.3 0.5 1.8 0.9 3.0 2.9 2.6 3.3 2.8 2.4 2.1 1.7 2.8 2.7 
d_10 0.9 1.1 0.7 0.7 0.9 0.9 0.2 0.2 2.7 3.2 1.8 2.0 6.8 7.3 3.1 3.0 7.7 7.9 5.0 5.0 8.7 8.7 4.9 4.7 
TOR 
d_mean 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.7 0.7 0.6 0.6 0.4 0.4 0.2 0.2 0.5 0.6 0.4 0.4 
d_90 0.0 0.0 0.2 0.1 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.1 
-
0.1 
0.8 0.4 0.0 
-
0.1 
0.2 
-
0.3 
0.0 0.0 0.4 0.1 
d_10 0.1 0.3 0.1 0.3 0.1 0.1 0.3 0.1 0.5 0.3 0.5 0.1 2.0 2.3 0.7 0.6 0.7 0.7 0.4 0.5 1.7 1.5 0.8 0.4 
LON 
d_mean 0.2 0.2 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.3 0.3 0.6 0.6 0.5 0.5 0.5 0.5 0.6 0.7 0.5 0.5 0.5 0.5 
d_90 
-
0.1 
0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.1 0.5 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.0 
d_10 0.4 0.1 0.1 0.2 0.1 0.1 0.6 0.5 0.5 0.9 0.4 0.2 2.4 2.1 0.6 0.5 0.7 0.7 1.5 2.3 1.4 1.9 0.8 0.5 
MTL 
d_mean 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.1 0.2 0.2 0.4 0.4 0.5 0.5 0.5 0.5 0.3 0.4 0.4 0.4 
d_90 0.0 0.1 0.0 
-
0.1 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 
-
0.2 
0.2 0.1 
-
0.2 
-
0.2 
0.0 0.0 0.0 
-
0.2 
d_10 0.0 0.0 0.2 0.1 0.0 0.0 0.0 
-
0.1 
0.2 0.1 0.2 0.3 0.5 0.4 0.5 0.6 0.6 0.2 1.0 1.2 0.6 0.3 0.6 0.8 
TB 
d_mean 0.1 0.1 0.1 0.2 0.1 0.1 0.1 0.1 0.3 0.4 0.2 0.2 0.9 0.9 0.7 0.7 0.3 0.4 0.4 0.4 1.0 1.0 0.7 0.7 
d_90 
-
0.1 
0.0 0.0 0.2 0.0 0.0 0.1 0.0 0.2 0.2 0.3 0.3 0.6 0.7 1.1 1.0 0.3 0.2 
-
1.1 
-
0.8 
0.6 0.5 0.5 0.5 
d_10 0.0 0.2 0.1 0.0 0.1 0.2 0.1 0.2 0.5 0.5 0.2 0.3 1.1 1.6 0.5 0.7 0.6 0.4 0.7 1.6 1.4 1.9 0.6 1.0 
SUD d_mean 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.1 0.0 0.1 0.3 0.3 0.6 0.6 0.1 0.1 0.3 0.4 0.3 0.3 
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d_90 0.0 0.0 0.0 0.0 0.0 
-
0.2 
0.1 0.1 0.0 
-
0.2 
0.1 0.1 0.0 
-
0.4 
0.1 0.3 0.2 0.0 0.3 0.0 0.0 
-
0.4 
0.2 0.2 
d_10 
-
0.3 
-
0.2 
0.2 0.0 0.4 0.4 0.0 0.1 0.3 0.1 0.3 0.2 0.1 0.1 0.6 0.4 2.5 2.8 0.0 0.2 1.1 0.6 0.4 0.5 
NB 
d_mean 0.0 0.0 0.0 0.1 0.1 0.1 0.0 0.0 0.2 0.2 0.1 0.1 0.2 0.2 0.4 0.4 0.5 0.6 0.4 0.5 0.4 0.4 0.4 0.4 
d_90 0.0 0.0 
-
0.1 
0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.1 
0.1 0.0 0.0 0.6 0.8 0.4 0.6 0.0 0.3 0.1 0.0 
d_10 
-
0.2 
-
0.3 
0.2 0.0 0.3 0.2 0.0 0.1 0.9 0.6 0.2 0.2 1.5 1.4 0.5 0.5 2.3 2.9 0.3 0.6 2.1 1.4 0.4 0.6 
FMM 
d_mean 
-
0.7 
-
0.7 
-
0.2 
-
0.2 
0.5 0.5 0.4 0.4 0.9 0.9 0.6 0.6 3.5 3.5 2.7 2.7 5.0 5.0 4.3 4.2 2.9 2.9 3.0 3.0 
d_90 
-
0.1 
-
0.3 
0.5 0.3 1.2 1.2 1.0 1.1 0.3 0.2 0.6 0.8 1.6 1.5 2.2 2.3 3.4 3.7 3.4 3.5 1.3 1.3 2.6 2.7 
d_10 
-
4.0 
-
3.9 
-
1.6 
-
1.8 
-
0.7 
-
1.1 
-
1.2 
-
0.9 
1.6 2.0 0.7 0.9 2.6 2.5 2.5 2.6 9.4 9.2 6.3 6.0 6.0 6.2 4.6 4.7 
WIN 
d_mean 0.3 0.3 
-
0.1 
-
0.1 
0.3 0.3 0.3 0.3 1.0 0.9 1.0 1.0 4.3 4.4 3.6 3.6 4.8 4.8 4.6 4.6 3.3 3.2 3.2 3.1 
d_90 0.3 0.0 0.3 0.2 0.7 1.0 0.7 0.8 0.4 0.4 0.7 0.5 2.6 2.0 2.7 2.6 2.7 2.1 4.1 4.3 1.7 1.1 2.0 2.0 
d_10 
-
0.4 
-
0.3 
-
1.2 
-
1.6 
-
1.2 
-
1.1 
-
0.8 
-
0.7 
2.1 2.4 1.9 1.8 5.6 6.1 4.2 4.4 3.6 3.9 5.5 4.6 6.7 6.2 4.2 4.3 
REG 
d_mean 
-
0.6 
-
0.6 
-
0.4 
-
0.4 
0.5 0.5 0.4 0.4 0.6 0.6 0.6 0.6 3.9 3.9 3.5 3.5 5.0 5.0 3.8 3.8 2.5 2.5 2.2 2.2 
d_90 
-
0.1 
-
0.2 
-
0.2 
-
0.2 
0.8 1.4 1.0 1.2 0.3 0.2 0.5 0.4 2.0 2.1 3.7 4.2 4.5 4.9 4.9 4.8 1.3 1.1 2.5 2.4 
d_10 
-
2.7 
-
2.8 
-
1.5 
-
1.3 
0.1 0.0 
-
0.3 
0.0 1.0 0.6 0.5 0.1 6.6 6.6 6.3 6.9 6.4 6.3 2.9 2.8 3.8 3.6 1.4 1.4 
CAL 
d_mean 
-
0.6 
-
0.6 
-
0.3 
-
0.3 
0.7 0.7 0.4 0.5 0.7 0.7 0.6 0.5 3.0 3.0 2.9 2.9 4.3 4.3 2.7 2.8 2.2 2.2 2.3 2.3 
d_90 0.1 0.0 0.2 0.1 1.2 1.3 0.5 0.2 0.4 0.4 0.7 0.5 1.4 1.2 1.5 0.7 4.1 4.2 0.9 0.0 1.4 1.2 2.7 2.5 
d_10 
-
2.0 
-
1.5 
-
1.8 
-
1.9 
0.4 0.4 0.2 0.4 0.9 0.5 0.6 0.5 4.9 4.7 4.6 4.7 5.3 5.2 3.9 4.4 3.6 4.0 2.4 2.4 
KAM 
d_mean 
-
0.2 
-
0.2 
0.1 0.1 
-
0.1 
-
0.1 
0.1 0.1 0.1 0.1 0.0 0.0 0.3 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.4 0.4 0.1 0.1 
d_90 0.0 0.0 0.1 0.2 0.0 0.0 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.1 0.1 0.2 0.5 0.1 0.0 0.0 0.1 0.3 
d_10 
-
0.4 
-
0.4 
-
0.1 
-
0.1 
-
0.1 
-
0.2 
0.0 0.1 0.1 0.2 0.0 0.1 1.3 2.1 0.1 0.2 0.6 1.5 0.0 0.2 0.6 1.4 0.0 0.1 
VER 
d_mean 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.1 0.1 0.2 0.2 0.2 0.2 0.1 0.1 
d_90 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.0 0.0 
-
0.1 
0.3 0.2 0.1 0.0 0.3 0.1 0.0 
-
0.1 
0.3 0.3 
d_10 
-
0.3 
-
0.5 
-
0.1 
-
0.1 
0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 1.1 1.4 0.2 0.3 0.7 1.0 0.1 0.2 0.8 1.0 0.1 0.1 
KEL d_mean 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.2 0.1 0.1 0.1 0.1 0.0 0.0 0.2 0.2 - - 0.2 0.2 0.0 0.0 0.2 0.2 
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0.1 0.1 
d_90 0.0 0.0 0.1 0.0 0.0 0.0 0.2 0.1 0.0 0.0 0.2 0.1 0.0 
-
0.1 
0.3 0.2 0.0 0.0 0.6 0.2 
-
0.1 
-
0.1 
0.4 0.5 
d_10 0.1 0.2 0.0 0.0 0.1 0.0 0.1 0.0 0.1 0.2 0.0 0.0 0.1 0.3 0.2 0.1 
-
0.3 
0.1 0.0 0.1 
-
0.1 
0.1 0.1 0.1 
VAN 
d_mean 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.2 0.2 0.1 0.1 0.4 0.4 0.1 0.1 0.3 0.4 0.0 0.0 
d_90 0.0 
-
0.1 
0.0 
-
0.1 
0.1 0.3 0.1 0.1 0.0 0.1 0.0 0.0 0.0 0.4 
-
0.1 
0.0 0.4 0.6 0.4 0.4 0.1 0.4 
-
0.2 
-
0.1 
d_10 
-
0.1 
-
0.1 
0.0 0.0 
-
0.2 
0.0 0.1 0.1 0.0 0.2 0.0 0.2 1.0 0.4 0.1 0.2 0.7 1.0 0.1 0.1 0.9 1.0 0.0 0.1 
VIC 
d_mean 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.3 0.3 
-
0.1 
-
0.1 
0.3 0.3 0.0 0.0 0.3 0.3 0.0 0.0 
d_90 0.1 0.0 0.0 0.0 0.2 0.1 0.0 0.0 0.1 0.1 0.0 
-
0.1 
0.4 0.3 
-
0.1 
-
0.1 
0.4 0.7 
-
0.1 
-
0.1 
0.4 0.4 
-
0.2 
-
0.2 
d_10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.0 0.0 0.7 0.6 0.0 0.0 0.5 0.5 0.2 0.2 0.6 0.6 0.2 0.3 
BOS 
d_mean 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.3 0.3 0.0 0.0 0.5 0.5 
-
0.1 
-
0.2 
0.4 0.4 0.0 0.0 
d_90 0.0 
-
0.1 
0.1 
-
0.1 
0.0 0.0 
-
0.1 
-
0.2 
0.0 0.0 0.0 
-
0.1 
0.1 0.0 
-
0.5 
-
0.6 
0.2 0.2 
-
0.9 
-
1.2 
0.1 0.0 
-
0.7 
-
0.7 
d_10 0.1 0.1 0.1 0.1 
-
0.1 
-
0.1 
0.0 0.0 0.0 0.0 0.1 0.1 0.5 0.8 0.3 0.3 0.4 0.3 0.7 0.6 0.3 0.3 0.6 0.5 
SYR 
d_mean 0.0 0.0 0.1 0.1 0.2 0.2 0.1 0.1 0.2 0.2 0.1 0.1 0.2 0.2 0.4 0.4 0.6 0.6 0.0 0.0 0.4 0.4 0.2 0.2 
d_90 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.4 0.4 
-
0.1 
-
0.1 
0.2 0.1 0.0 0.0 
d_10 0.6 0.6 0.3 0.5 0.2 0.3 0.2 0.4 1.2 1.3 0.2 0.1 1.8 1.9 1.1 1.2 0.7 1.2 0.1 0.0 1.3 2.6 0.4 0.3 
PHI 
d_mean 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.2 0.2 0.1 0.1 0.2 0.2 
-
0.2 
-
0.2 
0.2 0.2 0.0 0.0 
d_90 0.0 
-
0.1 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.1 
-
0.2 
-
0.1 
-
0.2 
0.0 0.1 
-
0.5 
-
0.5 
0.0 0.1 
-
0.2 
-
0.2 
d_10 0.1 0.2 0.0 0.1 0.0 0.0 0.1 0.1 0.0 0.1 0.0 0.0 0.1 0.4 0.2 0.2 0.0 0.1 0.1 0.1 0.1 0.3 0.0 0.0 
CHA 
d_mean 
-
0.1 
-
0.1 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.3 
-
0.3 
-
0.1 
-
0.1 
-
0.2 
-
0.2 
-
0.2 
-
0.2 
0.0 0.0 0.0 0.0 
d_90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.1 
0.0 0.0 0.0 0.0 
-
0.2 
-
0.1 
0.1 
-
0.3 
-
0.1 
-
0.1 
0.0 
-
0.4 
-
0.1 
-
0.1 
0.0 
-
0.1 
d_10 
-
0.3 
-
0.1 
0.1 0.1 
-
0.1 
-
0.1 
0.1 0.1 0.0 0.0 0.1 0.0 
-
0.5 
-
0.2 
0.4 0.2 
-
0.3 
-
0.2 
0.2 0.1 
-
0.1 
-
0.1 
0.2 0.1 
ATL 
d_mean 
-
0.1 
-
0.1 
0.0 0.1 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 
-
0.1 
-
0.1 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 
d_90 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.1 
-
0.1 
0.1 0.3 0.2 
-
0.1 
0.0 0.2 0.1 
-
0.2 
0.1 
d_10 
-
0.3 
-
0.2 
0.3 0.1 0.0 
-
0.1 
0.0 0.0 0.0 0.0 0.1 0.1 
-
0.5 
-
0.4 
0.5 0.3 
-
0.4 
-
0.3 
0.3 0.2 
-
0.4 
-
0.3 
0.3 0.2 
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ORL 
d_mean 0.1 0.1 0.0 0.0 NA 0.1 NA 0.0 0.0 0.0 0.0 0.0 0.2 0.2 
-
0.3 
-
0.3 
NA 0.2 NA 
-
0.4 
0.2 0.2 
-
0.2 
-
0.3 
d_90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.1 
0.0 0.0 0.1 0.0 
-
0.1 
0.0 0.0 
-
0.2 
0.3 
d_10 0.1 0.3 0.0 0.0 0.1 0.1 0.0 
-
0.1 
0.0 
-
0.1 
0.0 0.1 0.4 0.4 
-
0.2 
-
0.2 
0.3 0.4 
-
0.6 
-
1.0 
0.3 0.4 
-
0.3 
-
0.5 
IND 
d_mean 
-
0.2 
-
0.2 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-
0.6 
-
0.6 
-
0.1 
0.0 
-
0.3 
-
0.3 
-
0.2 
-
0.2 
-
0.2 
-
0.2 
-
0.1 
-
0.1 
d_90 0.0 0.0 
-
0.1 
0.0 0.0 0.0 
-
0.1 
-
0.1 
0.0 0.0 0.1 0.0 0.0 0.1 
-
0.3 
-
0.4 
-
0.1 
-
0.1 
-
0.5 
-
0.6 
0.0 0.0 
-
0.1 
-
0.1 
d_10 
-
0.2 
-
0.1 
0.2 0.2 0.2 0.2 0.2 0.2 
-
0.4 
-
0.4 
-
0.1 
-
0.1 
-
0.9 
-
0.8 
0.1 0.1 
-
1.1 
-
1.1 
-
0.2 
-
0.3 
-
1.0 
-
1.1 
-
0.1 
-
0.1 
COL 
d_mean 0.0 0.0 0.1 0.1 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.1 0.2 0.2 0.0 0.0 0.3 0.3 
-
0.2 
-
0.2 
0.2 0.2 0.1 0.1 
d_90 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.2 0.0 0.1 0.1 
-
0.2 
-
0.4 
0.1 0.1 0.2 0.0 
d_10 
-
0.1 
-
0.1 
0.1 0.1 0.0 
-
0.1 
0.0 0.0 0.1 0.1 0.2 0.1 0.0 
-
0.1 
0.1 0.1 0.3 0.2 0.2 0.1 0.3 0.2 0.4 0.3 
NSH 
d_mean 1.3 1.3 0.7 0.7 0.6 0.6 0.3 0.3 0.7 0.7 0.3 0.3 5.4 5.4 3.3 3.3 3.9 3.9 2.6 2.5 2.5 2.5 1.7 1.7 
d_90 0.7 0.7 0.4 0.3 0.7 0.6 0.8 0.4 0.4 0.5 0.3 0.3 3.9 3.9 3.0 2.2 3.1 3.0 4.0 4.4 2.0 2.0 1.9 1.6 
d_10 1.9 2.2 0.8 0.8 0.9 1.0 0.2 0.3 0.6 0.6 0.3 0.3 5.1 4.8 2.0 2.2 4.9 5.1 1.6 1.2 2.9 3.0 1.3 1.3 
MIN 
d_mean 0.5 0.5 0.5 0.5 0.2 0.2 0.3 0.3 0.9 0.9 0.5 0.5 4.6 4.6 3.9 3.9 4.6 4.6 4.2 4.2 3.1 3.1 2.7 2.7 
d_90 0.5 0.3 0.7 0.4 0.3 0.3 0.3 0.2 0.5 0.3 0.4 0.4 1.8 1.6 3.0 3.2 1.6 1.0 2.8 1.9 2.0 2.2 2.6 2.4 
d_10 
-
0.5 
-
0.4 
-
0.3 
-
0.3 
-
0.5 
-
0.3 
-
0.5 
-
0.6 
2.3 2.7 1.1 0.8 7.1 7.4 5.5 5.8 8.4 8.3 4.6 4.0 6.3 6.4 4.7 5.1 
MIL 
d_mean 0.7 0.7 0.5 0.5 0.3 0.3 0.4 0.4 0.9 0.9 0.7 0.7 4.0 4.0 3.4 3.4 4.0 4.0 3.8 3.8 2.7 2.7 2.5 2.6 
d_90 0.2 0.1 0.6 0.5 0.2 0.1 0.2 0.2 0.5 0.4 0.4 0.3 1.4 1.3 2.5 2.7 2.4 2.3 3.5 3.5 1.2 1.2 1.9 1.8 
d_10 0.2 0.1 0.6 0.8 0.0 0.2 0.0 0.0 1.7 1.4 1.2 1.5 7.1 7.3 5.8 6.0 4.4 4.4 3.0 3.0 4.2 4.2 2.8 3.7 
DM 
d_mean 0.7 0.7 0.7 0.7 0.4 0.4 0.3 0.3 0.8 0.8 0.5 0.5 5.6 5.6 3.4 3.4 4.2 4.2 2.6 2.6 3.0 3.0 2.2 2.2 
d_90 0.7 0.3 0.8 0.7 0.4 0.9 0.2 0.0 0.6 0.3 0.5 0.2 2.2 1.6 0.8 0.8 1.6 1.1 0.6 0.4 1.7 1.6 1.5 1.4 
d_10 
-
0.3 
-
0.6 
0.4 0.5 0.1 0.0 
-
0.1 
-
0.3 
0.7 0.5 0.7 0.6 8.7 8.8 6.7 6.8 5.0 5.2 3.4 3.7 2.6 2.6 2.6 2.9 
NO 
d_mean 0.6 0.6 0.6 0.6 0.4 0.4 0.4 0.4 0.3 0.3 0.2 0.2 2.7 2.7 2.2 2.2 2.4 2.4 3.1 3.1 1.8 1.8 1.5 1.5 
d_90 0.2 0.1 0.5 0.2 0.2 0.2 0.3 0.4 0.1 0.0 0.1 0.2 1.0 0.9 2.1 2.1 1.3 1.1 3.1 2.9 1.0 1.0 1.6 1.6 
d_10 0.7 0.4 0.4 0.5 0.5 0.5 0.6 0.6 0.4 0.4 0.2 0.1 2.9 2.4 1.2 0.9 3.4 3.4 4.0 4.4 2.1 2.2 1.2 0.7 
OKC 
d_mean 1.1 1.1 0.8 0.8 1.1 1.1 0.8 0.8 0.6 0.6 0.5 0.5 4.2 4.2 3.7 3.7 3.9 3.9 3.0 3.0 2.4 2.4 2.2 2.2 
d_90 0.9 0.6 0.6 0.7 1.9 2.0 1.4 1.6 0.5 0.4 0.6 0.4 3.4 3.6 3.2 3.2 3.9 4.5 2.6 2.4 2.3 2.3 2.5 2.3 
d_10 0.8 0.8 0.3 0.1 0.3 0.5 0.1 0.4 0.8 0.5 0.5 0.2 5.4 6.0 2.6 2.6 4.4 4.5 1.8 2.0 2.3 2.1 1.4 1.5 
DAL d_mean 0.7 0.7 0.5 0.5 1.0 1.0 0.8 0.8 0.6 0.7 0.4 0.4 4.1 4.1 3.1 3.1 3.6 3.6 2.8 2.8 2.1 2.2 1.8 1.8 
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d_90 
-
0.2 
-
0.2 
0.1 0.0 1.4 1.5 1.1 1.6 0.5 0.4 0.4 0.6 2.8 2.6 2.0 2.0 3.0 3.2 2.5 2.6 1.5 1.4 2.1 1.9 
d_10 0.6 0.5 0.5 0.2 0.6 0.7 0.2 0.4 1.0 1.0 0.4 0.3 4.7 3.9 2.4 2.7 4.7 4.6 2.0 2.0 2.9 3.7 1.4 2.2 
LIN 
d_mean 0.9 0.9 1.0 1.0 0.7 0.7 0.7 0.7 0.5 0.5 0.5 0.5 4.5 4.5 4.0 4.0 4.5 4.5 3.6 3.7 2.5 2.5 2.3 2.3 
d_90 0.5 0.3 0.8 1.1 0.9 1.1 0.7 0.4 0.2 0.1 0.6 0.6 1.7 1.6 2.2 2.0 3.4 3.3 3.6 3.7 1.7 1.3 2.2 2.1 
d_10 0.8 0.9 0.3 0.3 0.2 0.4 0.3 0.2 0.4 0.4 0.7 0.9 9.0 8.8 6.8 7.0 3.3 3.3 2.5 2.7 1.6 1.4 1.5 1.8 
RC 
d_mean 0.3 0.2 0.2 0.2 0.4 0.4 0.3 0.3 0.6 0.6 0.5 0.5 4.3 4.3 3.4 3.4 5.2 5.2 3.7 3.8 1.9 2.0 1.9 1.9 
d_90 0.1 0.4 0.3 0.2 1.1 0.6 0.6 0.5 0.2 0.2 0.4 0.3 1.9 1.8 2.8 2.8 6.9 6.5 4.9 5.1 0.7 1.7 2.2 2.2 
d_10 
-
0.8 
-
0.7 
-
0.8 
-
0.6 
-
0.2 
0.2 
-
0.3 
-
0.4 
0.6 0.5 0.7 1.0 8.0 8.0 5.8 5.9 4.8 4.7 3.3 3.3 1.8 2.4 1.8 2.3 
MIS 
d_mean 0.2 0.2 0.5 0.5 0.5 0.5 0.5 0.5 0.7 0.7 0.6 0.6 3.8 3.9 3.0 3.0 4.0 4.0 2.3 2.3 2.6 2.6 2.2 2.2 
d_90 0.5 0.2 0.4 0.6 1.2 1.0 0.8 1.1 0.6 0.1 0.7 0.7 2.9 2.3 2.4 2.7 3.6 4.6 2.1 2.7 1.6 1.1 2.5 2.6 
d_10 
-
0.8 
-
0.9 
-
0.3 
-
0.1 
-
0.6 
-
0.9 
-
0.3 
-
0.3 
1.2 1.6 0.5 0.3 5.8 5.5 3.2 3.0 5.8 5.9 0.9 0.8 4.2 4.9 1.5 0.9 
DEN 
d_mean 0.3 0.3 0.3 0.3 0.5 0.6 0.5 0.5 0.7 0.8 0.4 0.4 4.0 4.0 3.0 3.0 4.1 4.1 2.9 2.9 2.1 2.1 1.8 1.9 
d_90 
-
0.1 
-
0.3 
0.0 
-
0.1 
0.5 0.3 0.4 0.4 0.5 0.8 0.2 0.2 2.7 3.6 2.2 2.0 2.7 2.8 1.9 1.8 1.7 2.3 1.2 1.2 
d_10 0.0 0.1 0.3 0.8 0.2 0.1 0.1 0.3 1.3 1.4 0.4 0.4 7.7 7.4 4.5 5.9 7.1 7.1 3.4 3.5 3.3 3.3 2.6 3.4 
ALB 
d_mean 0.1 0.1 0.4 0.4 0.6 0.6 0.5 0.5 0.4 0.4 0.5 0.5 3.1 3.1 2.6 2.6 3.2 3.2 2.2 2.2 2.3 2.3 1.9 1.9 
d_90 
-
0.6 
-
0.2 
0.0 0.0 0.4 0.3 0.6 0.6 0.1 
-
0.2 
0.3 0.3 2.3 1.9 2.2 2.1 2.2 2.9 1.7 1.8 2.5 1.2 1.7 1.6 
d_10 0.4 0.4 0.3 0.5 0.4 0.2 0.1 0.0 0.5 0.2 0.6 0.6 3.0 3.2 2.5 2.6 3.2 1.9 1.8 1.7 1.8 1.0 1.6 1.6 
PHX 
d_mean 0.4 0.4 0.4 0.4 0.9 0.9 0.6 0.6 0.6 0.6 0.6 0.6 2.1 2.1 2.8 2.8 3.4 3.4 2.5 2.5 1.9 2.0 2.1 2.1 
d_90 0.1 0.2 0.0 
-
0.1 
0.5 0.4 0.3 0.3 0.7 0.5 0.6 0.7 0.8 0.9 2.7 3.0 2.8 2.8 1.9 1.4 2.0 2.0 2.5 2.9 
d_10 0.2 0.0 0.5 0.4 0.3 0.3 0.0 0.0 0.3 0.4 0.4 0.5 2.0 1.8 2.4 2.6 2.0 2.0 1.1 1.0 1.2 1.3 1.6 1.8 
POR 
d_mean 0.1 0.1 0.0 0.1 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
d_90 0.0 0.0 0.0 
-
0.1 
0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1 0.1 
-
0.2 
-
0.2 
0.1 0.0 
-
0.2 
-
0.2 
0.1 0.0 
-
0.1 
-
0.1 
d_10 0.0 0.0 0.1 0.1 0.1 0.1 
-
0.2 
-
0.1 
0.0 0.1 0.1 0.0 
-
0.2 
-
0.2 
0.4 0.4 0.0 0.0 0.4 0.4 0.0 0.0 0.5 0.4 
BOI 
d_mean 0.5 0.5 0.2 0.2 0.9 0.9 0.5 0.5 0.7 0.7 0.5 0.5 4.7 4.7 3.0 2.9 4.0 4.0 2.5 2.4 2.5 2.6 1.9 1.9 
d_90 1.4 1.0 0.3 0.2 2.1 2.5 0.5 0.8 0.7 0.5 0.4 0.3 5.4 5.1 2.2 1.8 4.2 4.4 1.7 2.1 2.7 2.2 2.4 2.6 
d_10 
-
0.1 
0.6 
-
0.2 
-
0.1 
-
0.4 
-
0.6 
-
0.4 
-
0.4 
0.6 0.5 0.6 0.8 6.0 6.7 3.4 3.2 3.7 2.8 2.0 1.2 1.9 2.1 1.8 1.5 
REN 
d_mean 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 
d_90 
-
0.1 
0.1 0.0 0.0 0.1 
-
0.1 
0.0 0.0 0.0 
-
0.1 
0.1 0.1 0.0 
-
0.2 
-
0.1 
-
0.2 
0.1 
-
0.1 
0.0 
-
0.1 
-
0.1 
-
0.2 
0.2 0.3 
d_10 0.1 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1 0.0 0.0 0.0 0.3 0.1 - - 0.2 0.3 - - 0.1 0.3 0.0 0.0 
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0.2 0.1 0.2 0.1 
SF 
d_mean 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 
d_90 0.0 0.0 0.1 0.1 
-
0.1 
-
0.1 
0.3 0.4 0.0 0.0 0.1 0.1 
-
0.1 
0.0 1.0 1.5 
-
0.2 
-
0.1 
0.7 0.8 
-
0.2 
-
0.2 
0.7 0.9 
d_10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.2 0.1 
-
0.1 
-
0.1 
0.2 0.2 
-
0.2 
-
0.1 
0.2 0.2 
-
0.2 
-
0.1 
LA 
d_mean 0.1 0.1 0.1 0.0 0.2 0.2 0.0 0.0 0.2 0.2 0.0 0.0 0.6 0.6 0.0 0.0 0.6 0.6 0.0 0.0 0.5 0.5 0.0 0.0 
d_90 0.0 0.1 0.1 0.1 0.1 0.1 0.0 0.1 0.3 0.2 0.0 
-
0.1 
0.7 0.7 0.2 0.2 0.6 0.5 0.3 0.3 0.8 0.7 0.1 0.0 
d_10 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.2 0.1 
-
0.1 
0.1 0.1 0.0 0.0 
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Appendix I: Precipitation change factors for all study regions 
 
Region Criteria 
RCP 2.6 RCP 8.5 
FGOALS-g2 MIROC5 
MRI-
CGCM3 
FGOALS-g2 MIROC5 
MRI-
CGCM3 
all-LC UB all-LC UB all-LC UB all-LC UB all-LC UB all-LC UB 
Halifax 
d_mean 0.28 0.22 1.04 0.89 0.28 0.26 0.18 0.38 0.50 0.54 0.80 0.89 
d_90 0.61 0.70 2.51 3.27 0.16 0.87 -0.04 0.27 0.79 0.95 2.30 3.22 
d_10 
0.08 0.02 0.00 
-
0.08 0.00 0.05 0.29 0.33 0.02 0.30 0.21 0.22 
d_WDF 
0.01 0.01 0.00 0.01 0.01 0.00 0.04 0.02 0.01 0.01 -0.01 
-
0.02 
Fredericton 
d_mean 0.45 NA 0.18 NA 0.25 NA 0.12 NA 0.48 NA 0.70 NA 
d_90 1.07 NA 0.94 NA 0.24 NA -0.24 NA 1.66 NA 2.66 NA 
d_10 0.03 NA 0.04 NA 0.02 NA 0.07 NA 0.02 NA -0.02 NA 
d_WDF 0.02 NA 0.01 NA 0.01 NA 0.05 NA 0.01 NA 0.02 NA 
Moncton 
d_mean 0.66 0.75 0.43 0.48 0.28 0.12 0.19 0.23 1.03 1.19 1.35 1.55 
d_90 
2.26 2.49 2.52 3.25 -0.79 
-
1.61 0.52 0.71 3.62 3.66 4.05 4.42 
d_10 
-0.03 
-
0.06 -0.05 
-
0.04 0.15 0.02 0.03 0.07 -0.04 0.07 -0.22 
-
0.04 
d_WDF 0.01 0.01 0.02 0.02 0.02 0.03 0.03 0.03 0.01 0.00 0.01 0.00 
Toronto 
d_mean 
0.02 0.03 0.02 
-
0.04 0.13 0.13 -0.30 
-
0.29 0.09 0.12 0.35 0.31 
d_90 
-0.19 
-
0.14 0.10 0.08 -0.05 
-
0.03 -0.40 
-
0.31 0.03 0.04 0.10 0.21 
d_10 
0.03 0.07 0.04 
-
0.05 0.05 0.08 -0.02 
-
0.06 -0.04 
-
0.05 0.09 0.06 
d_WDF 0.05 0.05 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02 0.00 0.00 
London 
d_mean 
-0.01 0.02 -0.01 0.02 0.30 0.27 -0.11 
-
0.10 0.25 0.23 0.21 0.20 
d_90 
-0.23 
-
0.45 -0.68 
-
0.22 0.71 0.43 -0.21 
-
0.20 0.46 0.40 0.53 0.58 
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d_10 0.06 0.05 0.06 0.08 0.04 0.05 -0.02 0.00 0.01 0.01 0.06 0.08 
d_WDF 
0.06 0.06 0.02 0.02 0.00 
-
0.01 0.00 0.00 0.00 
-
0.01 0.02 0.01 
Montreal 
d_mean 0.19 0.06 0.29 0.31 0.52 0.53 0.54 0.55 0.90 0.87 0.76 0.86 
d_90 0.58 0.43 0.71 0.33 1.21 0.99 0.56 0.59 2.09 2.57 2.04 2.18 
d_10 
0.12 
-
0.05 -0.05 
-
0.19 0.06 
-
0.07 0.07 0.04 -0.03 0.02 -0.06 0.17 
d_WDF 0.03 0.04 0.00 0.01 0.02 0.02 0.03 0.04 0.03 0.03 0.02 0.02 
Thunder 
Bay 
d_mean 0.26 0.07 0.43 0.31 0.28 0.44 0.50 0.42 1.23 1.30 0.73 0.63 
d_90 0.36 0.50 1.46 1.30 1.56 1.85 0.95 1.22 2.04 2.10 1.08 0.41 
d_10 
0.08 
-
0.07 0.07 0.03 -0.04 
-
0.06 0.09 
-
0.06 0.13 0.22 0.13 0.15 
d_WDF 
0.02 0.04 0.03 0.04 0.00 
-
0.01 0.03 0.05 0.02 0.04 0.05 0.07 
Sudbury 
d_mean 0.01 NA 0.00 NA 0.61 NA 0.04 NA -0.14 NA 0.54 NA 
d_90 -0.64 NA 0.46 NA 1.33 NA -0.13 NA -0.81 NA 1.31 NA 
d_10 -0.04 NA 0.05 NA 0.03 NA -0.04 NA -0.06 NA 0.01 NA 
d_WDF 0.05 NA 0.03 NA 0.02 NA 0.05 NA 0.07 NA 0.05 NA 
North Bay 
d_mean -0.06 0.03 0.00 0.06 0.40 0.39 0.02 0.15 0.13 0.18 0.49 0.46 
d_90 
-0.76 
-
0.65 -0.29 0.35 1.00 1.21 -0.39 0.13 -0.66 
-
0.53 1.52 1.57 
d_10 0.01 0.06 0.02 0.04 0.02 0.02 0.08 0.09 0.03 0.09 0.06 0.10 
d_WDF 0.05 0.05 0.01 0.01 0.01 0.01 0.05 0.04 0.03 0.02 0.05 0.04 
Fort 
McMurray 
d_mean 
0.04 
-
0.14 -0.51 
-
0.82 -0.33 
-
0.73 -0.53 
-
1.81 -0.21 
-
0.17 -0.44 
-
1.35 
d_90 
-0.06 
-
0.12 -1.53 
-
0.26 -0.98 
-
0.43 -2.56 
-
1.59 -0.53 0.06 -2.17 
-
0.82 
d_10 
0.03 0.05 0.02 
-
0.08 0.01 
-
0.01 0.08 0.01 0.00 0.03 0.01 
-
0.02 
d_WDF 0.01 0.01 0.02 0.02 0.02 0.01 0.07 0.08 0.00 0.00 0.04 0.04 
Winnipeg 
d_mean 
-0.04 
-
0.01 -0.39 
-
0.42 -0.03 
-
0.05 0.50 0.47 -0.10 
-
0.10 0.70 0.66 
d_90 
-0.84 
-
1.19 -1.39 
-
1.44 -0.82 
-
1.01 2.17 2.25 -0.75 
-
0.43 1.86 1.92 
d_10 0.03 0.01 -0.15 - 0.04 0.04 0.03 0.03 0.02 0.00 0.12 0.02 
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0.19 
d_WDF 0.02 0.02 0.02 0.03 0.02 0.02 0.06 0.06 0.03 0.03 0.02 0.03 
Regina 
d_mean 
-0.09 
-
0.15 -0.14 
-
0.46 0.23 0.09 0.36 0.37 -0.10 
-
0.03 0.09 
-
0.04 
d_90 
-0.20 
-
1.19 -0.44 
-
0.04 0.08 
-
0.15 0.96 1.21 0.15 
-
1.18 0.13 0.30 
d_10 
0.03 0.32 0.04 
-
0.37 0.03 0.02 0.07 
-
0.23 0.03 
-
0.11 0.04 0.05 
d_WDF 
0.00 0.00 0.01 0.01 0.02 0.02 0.02 0.02 -0.01 
-
0.01 0.01 0.01 
Calgary 
d_mean 
-0.04 
-
0.06 -0.59 
-
0.60 1.14 1.28 0.13 0.13 -0.39 
-
0.55 0.09 0.16 
d_90 
-0.03 
-
0.08 -0.16 0.03 1.16 1.08 0.19 0.14 -0.42 
-
0.49 0.24 0.24 
d_10 
-0.02 
-
0.03 -0.01 
-
0.01 0.02 0.13 0.00 0.01 0.00 
-
0.05 -0.06 
-
0.14 
d_WDF 
0.01 0.01 0.02 0.01 0.00 0.00 0.04 0.04 -0.01 
-
0.01 0.05 0.04 
Kamloops 
d_mean 
0.01 
-
0.01 -0.29 
-
0.39 -0.01 0.03 -0.01 
-
0.06 0.06 0.03 -0.07 
-
0.11 
d_90 
-0.04 0.09 -0.36 
-
0.96 0.12 0.70 0.25 0.20 0.34 0.92 0.17 0.51 
d_10 
0.03 0.02 -0.07 
-
0.04 0.04 0.03 -0.04 
-
0.02 0.00 0.00 -0.08 
-
0.07 
d_WDF 0.02 0.03 0.01 0.01 0.01 0.00 0.07 0.08 0.03 0.03 0.01 0.01 
Vernon 
d_mean 
0.01 0.00 -0.01 
-
0.02 0.00 
-
0.01 0.12 0.11 0.00 
-
0.02 0.07 0.06 
d_90 
0.02 0.00 -0.17 
-
0.36 0.05 0.01 0.08 0.05 0.11 0.18 0.23 0.30 
d_10 
0.01 0.01 0.01 
-
0.01 0.00 0.00 0.04 0.02 0.02 0.03 0.01 0.01 
d_WDF 0.03 0.04 0.02 0.02 0.01 0.01 0.06 0.05 0.03 0.03 0.00 0.01 
Kelowna 
d_mean 
0.01 0.00 -0.01 
-
0.03 0.00 
-
0.01 0.11 0.10 -0.04 
-
0.05 0.06 0.06 
d_90 
0.07 0.03 -0.19 
-
0.19 0.09 0.20 0.19 0.14 -0.05 
-
0.07 0.31 0.50 
d_10 
0.01 0.04 0.01 
-
0.03 0.00 0.01 0.02 0.01 0.03 0.09 0.01 0.04 
d_WDF 0.03 0.03 0.02 0.02 0.01 0.01 0.05 0.05 0.02 0.02 0.00 0.00 
Vancouver d_mean 0.61 0.13 1.18 0.64 0.04 0.06 1.26 0.67 0.81 0.55 1.38 0.78 
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d_90 0.45 0.19 1.60 1.18 0.72 0.13 1.58 0.92 1.16 0.95 1.13 1.08 
d_10 
0.38 
-
0.04 0.36 0.29 0.14 0.02 0.89 0.31 0.29 0.11 0.53 0.24 
d_WDF 
0.00 0.01 -0.01 
-
0.01 0.03 0.03 0.03 0.04 0.02 0.02 0.00 
-
0.01 
Victoria 
d_mean 0.14 0.17 0.49 0.52 0.15 0.25 0.69 0.78 0.48 0.49 0.62 0.58 
d_90 0.18 0.41 3.00 0.62 3.55 0.21 0.80 1.69 -0.27 0.97 4.34 0.29 
d_10 
0.01 0.00 0.08 0.08 0.00 
-
0.01 0.13 0.12 0.06 
-
0.03 0.08 0.02 
d_WDF 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.01 0.01 0.02 -0.01 0.00 
Boston 
d_mean 
0.47 0.44 -0.34 
-
0.51 -0.17 
-
0.19 0.29 0.27 0.65 0.83 1.53 1.72 
d_90 
0.82 1.11 -0.02 0.00 -0.64 
-
1.16 0.03 
-
0.18 2.98 3.39 3.95 4.76 
d_10 
0.07 0.10 0.09 
-
0.04 -0.03 
-
0.15 0.08 0.14 -0.08 0.19 0.00 0.16 
d_WDF 
0.04 0.04 0.01 0.02 0.00 0.00 0.02 0.03 -0.01 
-
0.01 -0.02 
-
0.02 
Syracuse 
d_mean 
0.32 0.23 -0.12 
-
0.13 -0.20 
-
0.25 -0.18 
-
0.25 0.77 0.73 0.76 0.83 
d_90 
0.97 0.84 0.55 0.63 -1.20 
-
0.96 -0.57 
-
0.70 2.15 2.48 1.74 1.85 
d_10 
0.04 
-
0.05 0.04 0.07 0.04 0.03 0.00 
-
0.07 0.04 0.05 0.09 0.07 
d_WDF 
0.03 0.04 0.02 0.02 0.01 0.02 -0.02 
-
0.01 -0.01 
-
0.01 -0.02 
-
0.03 
Philadelphia 
d_mean 
-0.18 
-
0.16 -0.59 
-
0.56 -0.36 
-
0.43 0.20 0.17 1.10 1.10 1.55 1.50 
d_90 
0.06 0.12 -0.74 
-
0.63 0.07 
-
0.18 0.87 1.09 4.39 4.33 7.36 7.35 
d_10 
0.03 
-
0.01 0.05 0.07 -0.08 
-
0.20 -0.13 
-
0.21 0.08 0.14 0.08 0.06 
d_WDF 
0.03 0.03 0.02 0.02 -0.01 0.00 -0.02 
-
0.02 -0.04 
-
0.04 0.01 0.02 
Charlotte 
d_mean 
-0.54 
-
0.56 0.53 0.45 0.19 0.22 -0.73 
-
0.65 0.21 0.07 1.41 1.41 
d_90 
-3.17 
-
3.23 1.13 1.21 0.39 0.24 -1.23 
-
1.37 0.48 0.40 2.04 1.83 
d_10 
0.06 
-
0.06 -0.10 
-
0.13 -0.19 
-
0.13 -0.20 
-
0.05 -0.27 
-
0.33 0.26 0.34 
d_WDF 
0.01 0.02 0.00 0.01 -0.03 
-
0.03 -0.05 
-
0.06 -0.04 
-
0.03 0.02 0.02 
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Atlanta 
d_mean 
0.00 0.04 0.30 0.38 0.63 0.65 -0.55 
-
0.62 0.73 0.76 0.95 1.00 
d_90 
0.00 
-
0.02 2.14 2.68 0.07 0.26 -0.65 
-
0.51 2.66 3.32 0.54 0.79 
d_10 
-0.20 
-
0.19 -0.02 0.05 0.44 0.45 -0.17 
-
0.23 -0.03 0.01 0.55 0.71 
d_WDF 
-0.02 
-
0.03 -0.02 
-
0.02 -0.04 
-
0.04 -0.05 
-
0.05 -0.04 
-
0.04 0.00 0.00 
Orlando 
d_mean 
-0.13 
-
0.16 -0.12 
-
0.11 1.33 1.41 -0.17 
-
0.17 -0.19 
-
0.23 0.46 0.38 
d_90 
-0.54 
-
0.59 -0.83 
-
1.09 4.27 4.31 0.19 
-
0.06 -0.10 
-
0.14 3.92 3.72 
d_10 
-0.07 
-
0.08 0.21 0.18 0.15 0.18 -0.12 
-
0.16 -0.02 0.06 -0.08 
-
0.07 
d_WDF 
0.00 0.00 0.00 
-
0.01 0.00 
-
0.01 -0.04 
-
0.05 -0.03 
-
0.04 -0.01 
-
0.01 
Indianapolis 
d_mean 
0.22 0.21 -0.22 
-
0.12 -0.29 
-
0.26 -0.10 
-
0.22 0.07 0.07 0.86 1.00 
d_90 
1.17 1.74 -0.49 
-
0.09 0.10 0.43 0.04 
-
0.09 0.70 0.31 0.93 1.39 
d_10 
0.07 0.06 -0.05 
-
0.01 -0.07 
-
0.11 0.00 
-
0.14 -0.02 
-
0.21 -0.05 
-
0.02 
d_WDF 
0.02 0.03 0.00 
-
0.01 -0.02 
-
0.02 -0.01 0.00 0.01 0.01 0.02 0.02 
Columbus 
d_mean 
0.13 0.12 0.08 0.17 -0.65 
-
0.68 -0.30 
-
0.31 0.22 0.35 0.77 0.72 
d_90 
-0.29 
-
0.21 0.57 0.73 -1.37 
-
1.18 -0.37 
-
0.41 1.07 1.35 2.45 2.19 
d_10 
0.11 0.13 -0.09 
-
0.07 -0.03 
-
0.05 -0.09 
-
0.08 0.08 0.13 -0.01 
-
0.06 
d_WDF 
0.04 0.05 -0.01 
-
0.01 -0.01 
-
0.01 -0.01 
-
0.01 0.00 
-
0.01 0.00 0.00 
Nashville 
d_mean 
-0.54 
-
0.59 -0.37 
-
0.43 0.09 0.14 -0.53 
-
0.62 1.01 1.01 1.21 1.12 
d_90 
-0.59 
-
0.60 -0.74 
-
0.48 0.03 
-
0.36 0.37 0.00 5.00 5.31 3.16 2.86 
d_10 
-0.10 
-
0.08 -0.04 
-
0.14 -0.14 
-
0.10 0.00 0.00 -0.08 
-
0.05 0.06 
-
0.12 
d_WDF 
-0.01 
-
0.01 -0.01 0.00 -0.04 
-
0.05 -0.02 
-
0.01 -0.03 
-
0.03 0.04 0.04 
Minneapolis 
d_mean 
0.08 0.05 0.23 0.17 -0.38 
-
0.37 0.24 0.18 -0.34 
-
0.36 1.33 1.33 
d_90 
0.54 0.59 0.77 0.87 -0.21 0.06 0.37 0.42 -1.86 
-
2.09 3.47 4.16 
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d_10 0.08 0.03 0.06 0.05 0.15 0.10 0.06 0.02 0.14 0.07 0.25 0.15 
d_WDF 0.00 0.01 0.02 0.03 0.01 0.01 0.05 0.06 0.01 0.01 0.02 0.02 
Milwaukee 
d_mean 
-0.19 
-
0.18 0.42 0.43 -0.13 
-
0.18 -0.09 
-
0.11 0.12 0.15 0.35 0.30 
d_90 
-1.54 
-
1.59 2.00 2.07 0.52 0.60 -1.02 
-
1.18 1.86 2.05 0.60 0.65 
d_10 
0.04 0.00 -0.05 
-
0.04 -0.08 
-
0.13 -0.04 
-
0.09 -0.05 
-
0.04 0.02 0.00 
d_WDF 
0.03 0.03 0.03 0.03 0.00 0.00 0.03 0.03 -0.01 
-
0.01 0.03 0.03 
Des Moines 
d_mean 
-0.27 
-
0.22 -0.37 
-
0.30 -0.24 
-
0.31 0.47 0.54 0.65 0.57 1.83 1.69 
d_90 
-0.71 
-
0.80 -0.38 
-
0.76 1.30 1.04 0.88 1.04 1.46 1.32 3.47 3.32 
d_10 
-0.02 
-
0.04 -0.15 
-
0.05 0.02 
-
0.02 0.32 0.25 0.02 0.03 0.21 0.04 
d_WDF 
0.01 0.01 0.00 0.00 -0.02 
-
0.02 0.01 0.00 -0.03 
-
0.03 0.01 0.01 
New 
Orleans 
d_mean 
0.22 0.34 -0.10 
-
0.02 0.30 0.14 0.05 0.20 -1.28 
-
1.10 1.36 1.31 
d_90 
-0.44 
-
0.77 -0.17 0.55 0.90 0.90 0.63 1.54 -4.16 
-
4.63 4.73 4.77 
d_10 
-0.15 
-
0.10 -0.15 
-
0.13 0.04 
-
0.02 -0.37 
-
0.24 -0.27 
-
0.28 0.09 0.07 
d_WDF 
0.00 0.00 -0.01 
-
0.01 -0.01 
-
0.01 -0.08 
-
0.08 -0.03 
-
0.04 0.00 0.00 
Oklahoma 
City 
d_mean 
0.45 0.44 -0.43 
-
0.40 0.63 0.72 0.24 0.16 -0.38 
-
0.53 0.44 0.33 
d_90 
1.53 1.66 0.05 
-
0.60 0.28 0.17 1.22 1.06 -0.10 
-
0.81 2.93 2.95 
d_10 
-0.09 
-
0.10 0.21 0.26 0.27 0.33 0.04 
-
0.03 -0.24 
-
0.17 -0.06 
-
0.06 
d_WDF 
-0.01 
-
0.02 -0.02 
-
0.02 0.01 0.01 -0.04 
-
0.04 -0.02 
-
0.01 0.00 0.00 
Dallas 
d_mean 
-0.26 
-
0.24 -0.36 
-
0.47 -0.29 
-
0.36 0.46 0.43 0.25 0.22 0.61 0.59 
d_90 
-1.71 
-
1.15 0.23 
-
0.17 -2.76 
-
2.33 1.22 1.17 1.29 0.93 2.43 2.18 
d_10 
0.08 
-
0.11 0.16 0.07 -0.23 
-
0.29 0.15 0.17 -0.15 
-
0.13 -0.02 
-
0.04 
d_WDF 
0.02 0.03 -0.03 
-
0.03 -0.03 
-
0.03 -0.07 
-
0.08 -0.01 
-
0.01 -0.01 
-
0.01 
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Lincoln 
d_mean 
0.29 0.27 -0.14 
-
0.08 0.50 0.52 -0.07 
-
0.05 0.30 0.30 1.01 1.04 
d_90 
0.42 0.48 -0.43 0.05 3.00 3.11 -0.03 
-
0.21 0.95 0.78 3.76 4.22 
d_10 
0.13 0.17 -0.06 
-
0.03 0.17 0.19 0.09 0.06 -0.08 
-
0.06 0.11 0.11 
d_WDF 
-0.04 
-
0.04 -0.02 
-
0.02 -0.02 
-
0.02 0.03 0.03 -0.03 
-
0.03 0.01 0.01 
Rapid City 
d_mean 
0.27 0.14 0.24 0.31 0.43 0.40 0.07 0.09 -0.27 
-
0.40 0.33 0.33 
d_90 
2.17 0.66 0.65 1.17 0.68 1.47 -0.21 
-
0.03 -0.81 
-
0.80 0.55 0.43 
d_10 
-0.07 
-
0.07 0.00 0.01 0.07 0.14 0.00 
-
0.03 -0.02 
-
0.03 -0.04 
-
0.05 
d_WDF 
0.00 0.01 0.00 0.00 -0.01 
-
0.01 0.00 0.00 -0.01 
-
0.01 0.01 0.01 
Missoula 
d_mean 
0.00 0.01 0.12 0.15 0.20 0.16 -0.01 0.02 -0.28 
-
0.31 -0.01 0.00 
d_90 
-0.13 
-
0.05 -0.08 
-
0.08 0.30 0.26 0.00 
-
0.38 -0.39 
-
0.41 0.27 0.35 
d_10 
0.06 0.03 0.04 0.04 0.00 
-
0.03 -0.02 0.06 -0.06 
-
0.03 -0.04 0.03 
d_WDF 0.03 0.02 0.03 0.03 0.02 0.03 0.00 0.00 0.01 0.01 0.00 0.00 
Denver 
d_mean 
-0.12 
-
0.14 -0.17 
-
0.14 -0.18 
-
0.13 -0.33 
-
0.37 -0.46 
-
0.50 0.34 0.32 
d_90 
-0.78 
-
0.74 -0.37 
-
0.52 0.45 0.54 -1.15 
-
1.24 -1.42 
-
1.79 1.44 1.46 
d_10 
-0.01 
-
0.01 -0.04 
-
0.01 -0.09 
-
0.07 0.02 0.01 -0.04 
-
0.07 0.02 
-
0.01 
d_WDF 
0.01 0.01 -0.02 
-
0.03 -0.02 
-
0.03 -0.01 
-
0.01 -0.03 
-
0.03 0.01 0.02 
Albuquerque 
d_mean 
0.41 0.42 -0.22 
-
0.22 0.27 0.29 -0.21 
-
0.25 0.22 0.24 0.02 0.05 
d_90 
-0.02 
-
0.19 -3.12 
-
3.49 0.45 0.81 -0.02 
-
0.44 0.22 1.10 -0.11 
-
0.24 
d_10 0.03 0.01 0.05 0.06 0.06 0.09 0.07 0.03 0.07 0.10 0.11 0.17 
d_WDF 
0.03 0.03 -0.02 
-
0.02 0.01 0.01 -0.02 
-
0.01 -0.03 
-
0.03 -0.04 
-
0.04 
Phoenix 
d_mean 
0.19 0.16 -0.46 
-
0.45 0.35 0.26 0.03 0.05 -0.09 
-
0.07 1.33 1.29 
d_90 
0.76 0.63 -2.26 
-
1.93 1.25 1.73 -0.44 
-
0.65 -1.52 
-
1.19 2.50 3.98 
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d_10 
-0.01 
-
0.01 -0.06 
-
0.04 0.05 
-
0.03 -0.05 
-
0.02 0.00 
-
0.05 0.27 0.20 
d_WDF 
0.01 0.01 -0.02 
-
0.02 0.00 0.00 -0.03 
-
0.04 -0.03 
-
0.04 -0.02 
-
0.03 
Portland 
d_mean 
0.14 0.18 0.56 0.61 -0.12 
-
0.16 0.88 0.95 0.24 0.17 0.83 0.87 
d_90 0.37 0.47 1.21 1.17 0.46 0.55 2.41 2.23 0.68 0.50 2.52 2.49 
d_10 
-0.03 0.02 0.03 0.13 0.05 0.01 -0.04 0.02 0.02 
-
0.02 0.00 0.00 
d_WDF 
-0.01 
-
0.02 -0.03 
-
0.02 0.02 0.02 -0.02 
-
0.03 0.00 0.00 -0.02 
-
0.01 
Boise 
d_mean 
0.19 0.18 -0.06 
-
0.06 0.11 0.12 0.51 0.50 0.32 0.32 0.22 0.29 
d_90 0.33 0.34 0.03 0.15 0.21 0.23 1.40 1.39 0.83 0.75 0.14 0.23 
d_10 
0.08 0.05 -0.05 
-
0.05 -0.04 
-
0.01 0.07 0.06 -0.12 
-
0.12 0.12 0.18 
d_WDF 
0.00 0.01 -0.01 
-
0.01 0.00 0.00 -0.05 
-
0.05 -0.03 
-
0.03 0.00 
-
0.01 
Reno 
d_mean 
-0.01 
-
0.01 -0.07 0.02 1.37 1.31 0.55 0.49 0.16 0.19 0.43 0.50 
d_90 0.19 0.11 0.00 0.49 3.97 3.74 1.24 1.46 0.98 0.87 0.88 1.01 
d_10 
-0.12 
-
0.15 -0.02 0.02 0.22 0.24 -0.04 
-
0.07 0.02 
-
0.02 0.10 0.22 
d_WDF 
-0.02 
-
0.02 -0.04 
-
0.03 -0.04 
-
0.03 -0.03 
-
0.02 -0.02 
-
0.02 0.00 
-
0.01 
San 
Francisco 
d_mean 
-0.38 
-
0.45 -0.74 
-
0.78 1.63 1.72 0.10 0.27 -0.48 
-
0.39 1.08 1.08 
d_90 
-0.73 
-
0.58 -3.76 
-
4.15 3.18 4.64 -0.37 
-
0.45 1.24 1.85 1.58 1.35 
d_10 
-0.02 
-
0.08 -0.15 0.01 0.08 0.19 -0.10 0.02 -0.28 
-
0.15 0.15 0.29 
d_WDF 
-0.03 
-
0.03 -0.06 
-
0.05 0.00 
-
0.01 -0.04 
-
0.05 -0.03 
-
0.03 0.02 0.01 
Los Angeles 
d_mean 
0.15 0.20 -0.14 
-
0.14 2.26 2.01 -0.23 
-
0.21 0.11 0.10 2.23 2.17 
d_90 
-0.87 
-
1.26 0.32 
-
0.33 7.18 6.54 -1.11 
-
2.39 1.22 0.48 2.92 1.59 
d_10 -0.14 0.00 -0.10 0.01 0.17 0.25 0.08 0.13 -0.01 0.04 0.20 0.18 
d_WDF 
-0.01 
-
0.01 -0.02 
-
0.02 0.00 0.01 -0.02 
-
0.02 -0.02 
-
0.02 -0.01 0.00 
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