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Abstract
Under the right conditions it is possible for the ordered blocks of a path design PATH(v, k, ) to be considered as unordered
blocks and thereby create a BIBD(v, k, ).We call this a tight embedding.We show here that, for any triple system TS(v, 3), there is
always such an embedding and that the problem is equivalent to the existence of a (−1)-BRD(v, 3, 3), i.e., a c-Bhaskar Rao Design.
That is, we also prove the incidence matrix of any triple system TS(v, 3) can always be signed to create a (−1)-BRD(v, 3, 3) and,
moreover, the signing determines a natural partition of the blocks of the triple system making it a nested design.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A balanced incomplete block design, BIBD(v, k, ), consists of a set V of points of size v and a collection of k-
subsets of V called blocks. Each point appears in the same number rof blocks and each pair of points appear together
in  blocks. If b is the number of blocks, then it is well known that
vr = bk and (v − 1) = r(k − 1).
A BIBD may be regarded as a decomposition of the multi-complete graph Kv , into subgraphs (corresponding to the
blocks of the design) which are isomorphic to Kk . When k = 3, these designs are called triple systems (TS) and we use
the notation TS(v, ), see for example [2]. A path design, denoted by PATH(v, k, ), is a decomposition of Kv into
ordered paths of length k, and the path 〈a1, a2, . . . , ak〉 consists of the unordered edges {ai, ai+1} for i = 1, . . . , k − 1.
Each path is identiﬁed with the path consisting of the same vertices in the reverse order, see for example [4,5]. For
k = 3, each block 〈a, b, c〉 of a path design will correspond to two unordered pairs or edges {a, b} and {b, c}. In the
notation, then, the role of point b is different in that it appears in two pairs, but points a and c appear in only one pair.
Each pair of points must appear (consecutively) in exactly  blocks.A path design is balanced if every point appears in
the same number of blocks. Balanced path designs are called handcuffed designs since only adjacent points are viewed
as pairs (as if they were handcuffed like prisoners linked by a chain) as described in [6].
We may decompose the multi-complete graph 2K3 to form PATH(3, 3, 2) whose blocks are 〈a, c, b〉, 〈a, b, c〉,
and 〈b, a, c〉. Put another way, we may form PATH(3, 3, 2) by discarding one copy of K3 from the multi-complete
graph 3K3 which have been formed into triangles, by removing one edge from each triangle. PATH(4, 3, 1), which
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decomposes K4 also has three blocks, namely, 〈a, d, b〉, 〈a, b, c〉, and 〈a, c, d〉. PATH(4, 3, 1) is not an H(4, 3, 1), i.e.,
a handcuffed design, since the design is not balanced. Indeed, there is no H(4, 3, 1).
In [9] the authors considered the following problem. For what parameters is it possible to use the blocks of a
PATH(v, k, ) so that the same block system regarded as unordered gives a BIBD(v, k, )? We called this a tight
embedding and regard this as a mapping of ordered blocks 〈a1, a2, . . . , ak〉 to unordered blocks {a1, a2, . . . , ak}. We
solved this question completely for k = 3 by showing the necessary conditions are sufﬁcient. Here we prove in Section
2 a stronger result for index =3, namely, that for every TS(v, 3), there is an ordering on the blocks so that there exists
a PATH(v, 3, 2) which can be tightly embedded into it.
A c-Bhaskar Rao Design, a c-BRD(v, k, ), can be regarded as a {0, 1,−1}-matrix with v rows and b columns such
that, (1) every pair of rows has standard inner product equal to c; and (2) if the minus ones in the underlying matrix are
changed to plus one, the matrix becomes the incidence matrix for a BIBD(v, k, ). With c = 0, these have been called
just BRDs; see [3,7,8]. In Section 2 we prove a new result about BRDs, namely, that the incidence matrix of TS(v, 3)
can be signed so as to create a (−1)-BRD(v, 3, 3). The main idea is the connection to the tight embedding problem,
and the proofs are made transparent by an application of a theorem of Agrawal [1].
2. Tight embeddings for index three TSs
With respect to path designs, let us deﬁne two numbers r1 and r2, where r1 is the number of times a point is an
end-point of a path (block) and r2 is the number of times a point is an interior point of a path. Equivalently, ri (for
i = 1, 2) is the number of blocks in which a point is paired i times. It follows that for any point r = r1 + r2. When the
design is balanced, r1 and r2 are constants for the design and we have from [6]
r2 = (v − 1) − r and r1 = 2r − (v − 1).
From this we can obtain
r1 = 2r/k and r2 = r − 2r/k.
We will need the following theorem.
Theorem 1. Suppose the blocks of a PATH(v, k, ) correspond to the blocks of a BIBD(v, k, ) under the natural map
〈a1, a2, . . . , ak〉 → {a1, a2, . . . , ak}. Then = 2/k. In particular, for k = 3,  ≡ 0 (mod 3) is a necessary condition.
Proof. For any BIBD(v, k, ) we have vr = bk and (v − 1) = r(k − 1). Now, since there are v(v − 1)/2 pairs of
points in the PATH design, k − 1 of them per block, we have v(v − 1)/2 = b(k − 1). Now substituting for b and then
for rwe get
 = 2b(k − 1)/v(v − 1) = (2vr/k) · [(k − 1)/v(v − 1)] = 2/k.
Hence, for k = 3,  = 2/3 and  ≡ 0 (mod 3) is a necessary condition. 
We give an example of this natural correspondence in Table 1. This design was obtained by developing the base
blocks 〈1, 2, 3〉 and 〈1, 3, 5〉 modulo 5.
We will apply a structure theorem of Agrawal [1] to give a quite useful coloring result for TSs.
Theorem 2 (Agrawal [1]). In every binary equireplicate design of constant block size k such that bk=vr and b=mv,
the points can be arranged into a rectangular array with columns as blocks so that every point occurs in a row for m
Table 1
A PATH(5, 3, 2) and a TS(5, 3)
1 2 3 4 5 1 2 3 4 5
2 3 4 5 1 3 4 5 1 2
3 4 5 1 2 5 1 2 3 4
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times. If r = mk + t where 0< tk − 1, then the points can be arranged into blocks so that every point occurs m or
m + 1 times in a row.
This means that the points of a BIBD can be arranged in a k-by-b array so that each point appears in each row either
m or m + 1 times. We apply the theorem to the edges, however, not to the points.
Let X =TS(v, ) be any triple system, and consider X to be a multi-complete graph Kv with a decomposition into
complete graphs K3. By a coloring of X, we mean a coloring of the edges of Kv .
Theorem 3. Suppose that X = TS(v, ) is a triple system with = 3m. Then there is a coloring of X with  colors so
that no two edges in any block have the same color and so that no two copies of the same edge in Kv have the same
color.
Proof. Let X denote a TS(v, ) and create a 1-design Y on the set of unordered pairs of elements of X by transforming
each block, say B = {1, 2, 3}, into a new block of Y given by {{1, 2}, {1, 3}, {2, 3}}. By applying Agrawal’s theorem,
as the block size 3 divides , we can order the new blocks so that each pair {a, b} occurs in theAgrawal array the same
number m of times in each row. Let the colors be c(i, j) where j = 1, 2, . . . , m and i = 1, 2, 3. The edge {a, b} will
be assigned the color c(i, j) if the j th occurrence of the pair {a, b} is in row i. This gives a rule which assigns to each
edge of X a unique color such that no two edges of a block of X can have the same color and the  copies of each edge
have  different colors. 
Naturally when m = 1, there are only three colors and each row of Y has a different color. This is the exact situation
in the next theorem.
Theorem 4. For every TS(v, 3) there is a balanced PATH(v, 3, 2) which can be tightly embedded into it.
Proof. When = 3, we can use the coloring from Theorem 3 to order the blocks. Suppose X = TS(v, 3) is any triple
system with index three. Then, by Theorem 3, we may color the edges in the blocks red, blue, and green so that each
color represents one monochromatic copy of Kv . In each block, let us order the points in blocks of X so that the green
edge is always {a, c} in block {a, b, c}. This means that the block {a, b, c} of X corresponds to a path block 〈a, b, c〉
and the set of all such path blocks gives a balanced PATH(v, 3, 2) which tightly embeds into X. 
We observe the converse is false, that is there exist balanced PATH(v, 3, 2) which do not tightly embed into any TS.
For instance, a balanced path design which does not embed in a TS can be developed from the base blocks 〈1, 2, 4〉
and 〈1, 3, 4〉 modulo 5. Also, these results are not true for unbalanced path designs since tight embeddings occur only
for a ﬁxed replication number r . For an example, in Table 1 replace blocks 〈2, 3, 4〉 and 〈4, 1, 3〉 with blocks 〈2, 3, 1〉
and 〈3, 4, 1〉.
Now we apply these results to c-BRDs. First, the incidence matrix M of a BIBD is a {0, 1}-matrix whose rows are
indexed by the points of V and whose columns are indexed by the blocks of V . If point ai belongs to block bj , then
entry M(i, j) = 1; otherwise M(i, j) = 0. The process of changing certain 1’s in M to −1 in order to create a c-BRD
is called signing. As is well known, c ≡  (mod 2) and c =  only when there are no minus signs. For block size three,
one may assume that any column of M has no minus signs or exactly one minus sign since multiplying any column by
negative one does not change the inner product of any two rows. Further, for block size three, it is known that [7]:
Lemma 5. For any c-BRD(v, 3, ), −/3c.When c=−/3, there will be exactly one minus sign in each column
in the incidence matrix.
Theorem 6. The incidence matrix of every TS(v, 3) can be signed so as to create a (−1)-BRD(v, 3, 3).
Proof. Let X denote any TS(v, 3). Let us order the points in each block of X so that there is a path design Y which
tightly embeds into X. If block 〈a, b, c〉 of Y corresponds to block {a, b, c} of X under the tight embedding, then, in
the column corresponding to this block of the incidence matrix M for X, give point b the minus sign. This creates a
signing for M which results in the desired (−1)-BRD(v, 3, 3). As a check, note that points a and c will occur together
in two other columns and in these, either a or c will be the center point (and get the minus sign). It follows that the
inner product for points a and c will be −1. 
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The foregoing proof demonstrates that there is a natural partition of each block {a, b, c} of any triple system TS(v, 3).
First convert {a, b, c} into an appropriate ordered block, say 〈a, b, c〉, and then into {a, c} and {b}. The set of 2-element
blocks forms a BIBD(v, 2, 1) and the set of singletons forms a 1-design (equireplicate design). This shows that
Theorem 7. Every TS(v, 3) is a nested design.
Acknowledgment
The authors wish to thank the anonymous referees for their helpful comments.
References
[1] H. Agrawal, Some generalizations of distinct representatives with applications to statistical designs, Ann. Math. Statist. 37 (1966) 525–528.
[2] C.J. Colbourn, A. Rosa, Triple Systems, Clarendon Press, Oxford, 1999.
[3] M. Greig, S.P. Hurd, D.G. Sarvate, General constructions of c-Bhaskar Rao designs and the (c, ) spectrum of a c-BRD(v, k, ), Discrete Math.
274 (2004) 77–92.
[4] K. Heinrich, Path-decompositions, Matematiche (Catania) 47 (2) (1993) 241–258.
[5] K. Heinrich, Graph decompositions and designs, in: C.J. Colbourn, J.H. Dinitz (Eds.), The CRC Handbook of Combinatorial Designs, CRC
Press, Boca Raton, FL, 1996, pp. 361–366.
[6] P. Hell, A. Rosa, Graph decomposition handcuffed prisoners and balanced p-designs, Discrete Math. 2 (1972) 229–252.
[7] S.P. Hurd, D.G. Sarvate, On c-Bhaskar Rao designs with block size 3 and negative c, J. Combin. Math. Combin. Comput. 38 (2001) 21–32.
[8] S.P. Hurd, D.G. Sarvate, Addendum to: On c-Bhaskar Rao designs with block size 3 and negative c, J. Combin. Math. Combin. Comput. 40
(2002) 3.
[9] S.P. Hurd, D.G. Sarvate, Pair-resolvability and tight embeddings for path designs, J. Combin. Math. Combin. Comput. 58 (2006) 113–127.
