Typical phase I dose-finding clinical trials, notably in cancer, are characterized by a small number of patients (less than 40), a relatively high number of dose levels (4 to 6) and sequential dose allocation rules. In this setting, the Continual Reassessment Method (CRM) has been recommended as a dose allocation rule that provides a consistent method to converge to the maximal tolerated dose (MTD), possibly based on likelihood (CRML). In this adaptive design setting, we derived a Relevance Weighted Likelihood to propose a robust estimation of the MTD. The main idea is to weight the individual contributions to likelihood using a decreasing function of rank. We compare this method to the CRML throughout simulations.
INTRODUCTION
The primary objective of phase I dose-finding cancer trials is to estimate the maximum tolerated dose (MTD) of a new drug among a low number of dose levels. Traditional cancer phase I designs are rule-based designs that treat the MTD as a sample statistic. More recently, model-guided designs have been developed, where the MTD is considered as the dose that corresponds to a prespecified probability of toxicity in the patient population, i.e., some percentile of interest. In most of these designs, an inference process on a parametric framework is used to guide dose escalation [13, 5, 22, 1, 20] .
The Continual Reassessment Method (CRM) was proposed by O'Quigley et al. to estimate the MTD [13] . While originally based on a Bayes inference, a likelihood version of the original CRM (CRML) was developed thereafter [15] . This further requires a set of heterogeneous responses such that the first stage is a rule-based design using three patient cohorts that end upon observation of the first toxicity.
Whether rule-or model-based, CRM(L) is an adaptive design in which future design points are selected on the basis of previous responses at earlier design points. Indeed, the dose administered to any patient is selected on the basis of previous design points, namely patient doses and responses. Because dose assignments depend on previous data collection, the observations are dependent. Therefore, information drawn from any observation is used throughout the estimation process. Thus, the influence of each observation is expected to be related to its rank, with the first observations having the highest influence. This influence could be reinforced by the small sample size of the dose-finding trials. Moreover, as a binary regression, there is no response symmetry. The greater the number of estimated probabilities that are far from 0.5, the more the models are sensitive to a small number of observations [3] . Indeed, when the estimated probabilities are lower than 0.5, most information is dependent on the very few patients (who had a response). It is well-known that the Robbins-Monro procedure does not perform well in the estimation of extreme quantiles [18] . In a phase I dose-finding cancer trial setting, the target probability is usually below 50% and is commonly between 20% and 30% [13] . In phase II dose-finding trials that focus on the probability of failure, the targets are likely to be at 10% or even 5%, rather than 30% [17] . For situations involving such potentially extreme quantiles, the poor robustness of CRM(L) as a model-guided design has been duly noted [17] .
Actually, the hidden assumption of CRML statistical modeling -i.e., that the probability distribution of doseresponse is homogeneous -can be violated [9] . In the setting of adaptive designs with time heterogeneity, relevance weighted likelihood (ReWL) methods have been proposed by Hu and Rosenberger and more recently by Duan and Hu for doubly adaptive biased coin designs [9, 10, 4] . They consist of weighting the individual contributions to likelihood according to their relevance to decrease the influence of first observations on global conclusions [11, 7] . In the context of individual rank-related influence, we propose to develop a robust method for CRML by weighting the individual contributions to likelihood according to their rank using ReWL. This could be easily applied to the Bayesian CRM.
The paper is organized as follows. First, we present the weighted estimator of ReWL. Then Section 3 provides a simulation study to assess its relative performance compared to standard likelihood CRML. The results are presented in Section 4. Finally, a discussion with practical considerations is provided in Section 5.
THE ROBUST LIKELIHOOD CONTINUAL REASSESSMENT METHOD
The CRM is based on a sequential estimation of the MTD from a finite set of dose levels and a fixed sample size n. Let d i (i = i, . . . , k) denote the dose levels of the drug to be tested and p denote the target probability of response. The relationship between dose and response is modeled using a one-parameter model ψ(x i , θ), where θ is the parameter to be estimated, x i a function of doses given by ψ −1 (p i , θ 0 ), p i is the initial guess of toxicity probability associated with the dose level d i and θ 0 , the initial guessed value of the parameter θ. In this paper, we used the power model
with θ 0 = 0 as described by O'Quigley and Shen and recently recommended by Paoletti and Kramar [15, 16] . Since θ 0 = 0 is chosen, the ψ function then reduces to ψ(
. . , j} be the accumulated data after the inclusion of the j th patient, with j ≤ n, x(r) is the administered dose to the r th patient, and y r his(her) binary outcome.
The likelihood function L j (θ) after j patients is defined by:
Attribution of doses is iteratively performed after each observation by the selection of the dose level x(j + 1), which minimizes (ψ(
. . , k whereθ j is the updated model parameter through maximum likelihood estimation [15] . This will be referred as the CRML below.
To reduce the impact of first observations, we proposed to adapt weighted likelihood estimators such as those proposed by Hu and Rosenberger [9, 10] to the CRML. Each individual component of the likelihood (1) is thus weighted differently, so that the likelihood after j patients becomes:
where w r is the weight of the r th patient, out of a total of j patients. To slowly increase weights over ranks, the weight w r of the r th included patient was defined as follows:
After j included patients,θ j andγ j are estimated using maximization of the weighted likelihood. The administered dose level to the next patient is that dose level associated with the estimated probability of response closest to the target. This allocation procedure will be further denoted ReWL CRM.
SIMULATION STUDY
We simulated phase I cancer dose-finding trials aiming at estimating the 10 th percentile of the dose-toxicity relationship. Six dose levels were considered, with initial guesses of toxic probabilities (the so-called working model) fixed at 0.01, 0.05, 0.1, 0.2, 0.3 and 0.5.
Six scenarios of actual toxic probabilities, S l (x) = P (Y = 1|x) (l = 1, . . . , 6) were examined ( Figure 1) . In scenario 1, the actual probabilities are equal to the working model. In scenario 2, the first dose level is noticeably nontoxic (10 fold lower than in scenario 1). Scenario 3 is similar to scenario 2, although the rate of toxicity above the MTD is greater than in scenario 2. Scenario 4 and 5 are close to scenario 3, though with increased toxicity from the first dose level. Finally, in scenario 6, toxicity is noticeably excessive for all doses. Note that, in scenario 3, the differential in toxicity between doses around the MTD is higher than in scenarios 1-2 and 4-5, so that the MTD is simpler to identify.
The trial sample size was fixed at n = 24. The first dose level was administered to the first patient. The dose allocation scheme and inference used the standard CRML and ReWL CRML, unless there was no heterogeneity in responses when the standard '3+3' scheme was first used, similarly to the CRML design of O'Quigley and Shen [15] . No skipping was allowed.
To better assess the robustness of the method -that is, to highlight the rank influence responsible for the doseresponse heterogeneity -we evaluate the impact of outliers on results. One approach is to establish an outlier-generating model that allows a small number of observations from a random sample to come from a distribution differing from the targeted distribution. The observations from the outliergenerating model are called contaminants. To obtain unexpected or rare observations, we simulated a contaminated population, and assessed their influence according to their rank in the recruited sample. Highly toxic contaminants were generated from S l (x) exp (β) where β = −2, except for scenario 6, where β = 2, and the contaminants were concentrated within each quarter of the sample. The overall proportion of contaminants was fixed at 0.10; the expected number of contaminants was 2.4, all observed within each quarter of the sample -that is, within each subset of six patients.
To confirm the increased individual influence in the case of low target levels, we reran simulated trials using a 0.05 target from the first three scenarios, where the MTD was the second dose level. Finally, to assess the performances of the method when dealing with higher target levels, we reran the analyses using 0.30 as the target.
In each situation, operating characteristics were computed and compared from 20,000 simulated trials, namely, the percentage of dose correct selection (PCS) and the estimated response probabilities with mean bias and mean squared error (MSE), and the overall toxicities observed in the trial. Simulations were carried out in the S language (R-cran 2.8 software). The code is available upon request to the first author. Table 1 reports simulation results when dealing with target probabilities of 0.30, 0.10 and 0.05. When dealing with a targeted 30 th percentile of the dose-toxicity relationship, performances of CRML and ReWL CRM were close, either in terms of PCS, bias and MSE, or in terms of observed toxicities. However, when the target was 0.10, PCS was improved, whereas biases and MSE decreased when using ReWL CRM, compared to the use of CRML. Observed proportions of toxicities were close. This was further observed when dealing with a 0.05 target, where the gain in PCS achieved by the use of ReWL CRM was approximatively about 10% in the three scenarios. These findings illustrate how, as stated above, the individual influence of CRM is related to the rank, with greater influence in the case of low-targeted percentiles.
RESULTS

Comparison of CRML and ReWL-CRM according to the target
Increased heterogeneity in the dose-response
To better exemplify how the ReWL CRM outperforms CRML by erasing the influence of first individuals, we further simulated a contaminated population within each quar- ter of the sample. The results are displayed in Figure 2 with a 0.10 target of toxic probability. Actually, the earlier the contaminants, the higher the difference in PCS and bias from the two methods, with improved performances of the ReWL CRM. This confirms that the ReWL CRM erases the influence of first observations, which is obvious in the CRM.
DISCUSSION
It has been established that the CRM is consistent under model misspecifications but not generally. This paper pointed out the rank influence in the CRM(L) when estimating the MTD, which was assessed throughout this simulation study. We also wondered whether the robustness of the CRM could be improved by downweighting the influence of first observations. Indeed, because observations are made sequentially by the dose-finding design, the probability distribution of the responses has been reported potentially time heterogeneous [9] . In such a setting, the potential for time trends could bias the results from standard likelihood analyses, and the weighted likelihood methodology was selected to account for this time trend. The results of our simulation study showed the superiority of the ReWL CRM over CRML with respect to both the correct estimation of the MTD and accuracy, especially in cases where the MTD was defined as a low percentile of the dose-toxicity relationship. Indeed, when the percentile of interest was low, the ReWL CRM was less sensitive than CRML in terms of how close the converged recommendation was to the target. Moreover, both the bias and the mean square error were reduced, in agreement with previous reports from other settings [9] . Finally, the ReWL estimator depends on the relevance weights that express the statistician's perceived relationship within the studied population and are usually chosen on intuitive grounds [7] . In such situations, as demonstrated by Hu in 1997 and by Hu, Rosenberger and Zidek in 2000 for dependent data, relevance weighted likelihood estimator is consistent [7, 8] . For a large homogeneous sample, results would be similar for weighted or unweighted likelihood estimator. As an illustration, with a target of 0.3, ReWL CRM results are close to CRM results. Nevertheless the theoretical proof of the asymptotic properties of MWLE under CRM is an open question and should be investigated in future studies.
Several robust methods have been proposed for linear regression, that have been modified for the logistic model. These methods, such as the M-estimator [6, 21] and the Eestimator [19] , consist in downweighting observations with large residuals at the time of analysis. When analysis is performed sequentially, this is questionable. Notably, detecting "large" residuals in comparison to the others is an open issue. Thus, we retained the broadest concept of weighted likelihood that best handles the sequential nature of the CRML. The theory of weighted likelihood has been used in a diverse group of applications. Actually, it has been already used in the setting of CRM [12, 2] . O'Quigley developed the so-called "retrospective CRM" to re-analyze dose-findings trials through the CRM by weighting observations with the frequency of previous dose allocation [12] . Cheung proposed the time-to-event CRM (TITE-CRM), which allows patients to be entered in a staggered fashion, with weights depending on the time-to-analysis [2] . We used a decreasing function of the rank over a bounded interval to insure a potentially heavy, decreased influence of first observations but close weights for the last ones [17] . Of note, when γ = 0, weights were all equal to one, so that the weighted likelihood (2) is equivalent to the standard likelihood (1) .
Finally, we recommend the use of ReWL CRM when targets are below 10%. Although a simulation study cannot represent a universally valid truth in a mathematical sense, it allows learning about the properties of the design in various situations. Moreover, we choose to compare ReWL CRM to CRM on scenarios under which we know that CRM performs well. Most scenarios actually included the true MTD, but we also considered an extreme scenario, that investigated a dose range completely located over the true MTD. In all our simulations, ReWL CRM performs similarly or even better than the CRML in terms of PCS, and it was as efficient as the CRML from an ethical viewpoint. Notably, the overall percentage of observed toxicities was not increased despite the slight shift to the right of the underlying administered dose distribution. Nevertheless, this should not preclude the classical rules of prudence for conducting dose-finding trials: treating patients one-by-one (even with cohort sizes greater than one); including patients once a previous patient's response has been observed; and sequentially computing stopping rules based on toxicity to avoid false conclusion [14, 23] .
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