Abstract. This is a survey and expository article. Some new developments on refinements, generalizations, applications of Jordan's inequality and related problems, including some results about Wilker-Anglesio's inequality, some estimates for three kinds of complete elliptic integrals and several inequalities for the remainder of power series expansion of e x , are summarized.
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Abstract. This is a survey and expository article. Some new developments on refinements, generalizations, applications of Jordan's inequality and related problems, including some results about Wilker-Anglesio's inequality, some estimates for three kinds of complete elliptic integrals and several inequalities for the remainder of power series expansion of e x , are summarized. 1. Jordan's and related inequalities 1.1. Jordan's inequality. The well-known Jordan's inequality (see [20, p. 143] , [27] , [48, p. 269] and [57, p. 33] ) reads that The very origin of Jordan's inequality (1.1) is not found in the references listed in this paper, therefore, it is unknown that why the inequality (1.1) is named after Jordan and to which Jordan, to the best of our knowledge. Although the Name Index on [57, p. 391] hints us that the inequality (1.1) is due to C. Jordan , but no references related to C. Jordan was listed.
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Kober's inequality.
The following inequality is due to H. Kober [45, p. 22] :
See also [48, pp. 274-275] .
In [46] and [47, p. 313] , it was listed that for x ∈ [0, π],
(1.
3)
The left-hand side inequalities in (1.1) and (1.2) are equivalent to each other, since they can be deduced from each other via the transformation x → π 2 − x, as said in [107] . Applying this transformation to the right-hand side of inequality (1.2) acquires
which can not be compared with the right-hand side of (1.1) on 0, π 2 .
1.3. Redheffer-Williams's inequality and Li-Li's refinement.
1.3.1.
Redheffer-Williams's inequality. In [80, 81] , it was proposed that
In [92] , the inequality (1.5) was verified as follows: For x ≥ 1,
it is enough to prove that (1 + x 2 )P n ≥ 1 for n ≥ 2, where
Actually, by a simple induction argument based on the relation
In [51, Theorem 4.1], the inequality (1.5) was refined for 0 < x < 1 as
1.4. Mercer-Caccia's inequality. In [55] , it was proposed that
for θ ∈ 0, π 2 . By finding the minimum of the function
the inequality (1.7) was not only proved but also improved in [1] as
The inequality (1.8) is sharp in the sense that 1 π 3 cannot be replaced by a larger constant.
1.5. Prestin's inequality. In [64] , the following inequality was given:
See also [48, p. 270 ]. For 0 < x ≤ π 2 , the inequality (1.9) can be rewritten as 
It is obvious that these inequalities are established basing on Taylor's formula. In [54] , the inequality (1.11) was applied to obtain the lower and upper estimations of ζ(3) by in virtue of [18, 38] and related references therein.
In [69] , by using Techebysheff's integral inequality, it was constructed that
In [57, p. 238, 3.4.15] , the following double inequality
was given for a ∈ 0, 1.8. Some inequalities related to trigonometric functions.
1.8.1. In [22, 32] , the following inequalities were presented: For 0 < x < 1, 
where
and B i for i ∈ N are the well-known Bernoulli's numbers defined by .27) and the first several Bernoulli's numbers are 
(1.33) 
with undetermined positive constants α and β for x ∈ 0, π 2 , Kober's inequality (1.2) was refined as 
The double inequality (2.4) is stronger than (1.2) on 0,
The lower bound in (2.5) is better than the corresponding one in (1.10) and it is not included in or includes the inequality (1.8).
Refinements of Jordan's inequality.
In [73] , by considering auxiliary functions
on 0, π 2 , the inequality (1.8) was recovered and the following inequalities were also obtained: Combination of (1.8) and (2.6) leads to
Inequalities (2.5) and (2.9) are not included each other on 0, π 2 . The inequality (2.7) is weaker than the left-hand side inequality in (2.9) and can not compare with the left-hand side inequality of (2.5).
In [26] , by the method used in [70, 73, 74] , the following inequalities were deduced: For x ∈ 0,
In [67] , by constructing suitable auxiliary functions as above, the inequality (2.6) or the right-hand side inequality in (2.9), the double inequality (2.8) or (2.5), the inequality (2.7), the double inequality (2.2) or (2.4), the double inequality (2.3) and their sharpness are verified again. Employing these inequalities, it was derived in [67] 
In [75] , inequalities (1.8) and (2.6) or their variant (2.9) and the inequality (2.2) or (2.4) were proved once again by considering suitable auxiliary functions as above. From (2.9) and the symmetry and period of sin x, it was deduced in [75] that 
is increasing (or decreasing) in (a, b), then so are the functions 
As a direct consequence of above identity, the following lower bound for the function sin x x was established in [50] : and
are the best possible. Moreover, by employing
for |x| < π, where B 2k for 0 ≤ k < ∞ is the well-known Bernoulli's numbers, it was presented in [50] that
This refines (1.10) for 0 < x ≤ π 2 . 2.4. Li-Li's refinements and generalizations. In [51] , two seemingly general but not much significant results for refining or generalizing Jordan's inequality (1.1) were discovered. 
The first result may be stated as follows: If the function
is positive, it is clear that the function h(x) is decreasing and negative, therefore, the double inequality (2.24) refines Jordan's inequality (1.1).
It is remarked that the upper bound in (2.24) was not considered in [51] , although it is implied in the arguments. On the other hand, if the inequality (2.23) is reversed, then so is the inequality (2.24).
Upon taking g(x) = 0 in (2.23) and (2.25), Jordan's inequality (1.1) is derived from (2.24). If letting g(x) = 2 π , then inequalities (1.7) and sin
is deduced from (2.24). If choosing g(x) as the function in the right-hand side of (1.7), then the inequality
follows from the left-hand side of (2.24). These three examples given in [51] seemly show that, by using some lower bound for sin x x on 0, π 2 , a corresponding stronger lower bound may be derived from the left-hand side inequality in (2.24). Actually, this is not always valid: By taking g(x) as the function in the right-hand side of (1.8) or the one in the left-hand side of (2.9), it was obtained that sin
Unluckily, the inequality (2.28) is worse than both the inequality (1.8) and the left-hand side inequality in (2.9). This tells us that the inequality
is not always sound. Therefore, Theorem 2. 
is sharp in the sense that the limits before brackets in (2.30) can not be replaced by larger or smaller numbers. If f (x) < 0 and x 2 f (x) = 0, then the inequality (2.30) is reversed.
As an application, by taking f (x) = x n for n ∈ N in (2.30), the inequality (2.8) and
were showed in [51, 
In [121] , by using Lemma 1 and other techniques, the above three inequalities are sharpened and some more results were demonstrated as follow:
(1) The double inequality and by using Jensen's inequality for convex functions, it was obtained that
for 0 < β < α and 0 < |αx| < π 2 . In [83] , it was proved that a positive and concave function is logarithmically concave and that the function
2 is a concave function. As a corollary, the following inequality was obtained:
This inequality is better than (1.10) and it is not included in or includes (1.8).
In passing it is pointed out that the the above relationship between concave functions and logarithmically concave functions was also verified much simply in [56, p. 85 ]. [52, 82, 88] and the related references therein may be also interesting.
Some results obtained in
2.6.3. In [46, 47] 
and n 2
This generalizes Yang's inequality (3.1).
3.3. Debnath-Zhao's result. In [25] , inequalities (1.7) and (1.8) or the left-hand side inequality in (2.9) were recovered once again. However, it seems that the authors of the paper [25] did not compare (1.7) and (1.8) explicitly.
As an application of (1.8), with the help of
in [109] and [111, (2.13)], Yang's inequality (3.1) was generalized in [25] to
3.4.Özban's result. In [62] , a new refined form of Jordan's inequality was given for 0 < x ≤ π 2 as follows:
with equality if and only if x = π 2 . As an application of (3.7) as in [25] , the lower bound in (3.6) was refined as
3.5. Jiang-Hua's result.
3.5.1. Motivated the papers [26, 67] , it was procured in [41] that
for x ∈ 0, π 2 . Equality in (3.9) holds if and only if x = π 2 . As an application of (3.9), Yang's inequality (3.1) is generalized and refined as
3.5.2. In [42] , by Lemma 1, the inequality
2 , a refinement of Jordan's inequality (1.1), was presented. Meanwhile, Yang's inequality was refined as n 2
3.6. Agarwal-Kim-Sen's result. In [2] , inequalities (3.7) and (3.19) were refined as follows: For 0 < x ≤ π 2 , the double inequality
holds with equalities if and only if x = π 2 and
By using (3.13), Yang's inequality was refined in [2, Theorem 3.1] as
Zhu's results.
3.7.1. In [119] , inequalities (1.8) and (2.6), eqivalently the double inequality (2.9), and their sharpness were recovered once more by using Lemma 1.
As an application of (2.6), the upper bound in (3.6) was refined as
3.7.2. In [120] , by using Lemma 1, the inequality (3.7) and the following two refined forms of Jordan's inequality were established:
The inequality (3.18) and the right-hand side inequality in (3.19) were also applied to obtain 20) where
3.7.3. In [113] , a general refinement of Jordan's inequality (1.1) was presented by a different approach from that used in [60, 61] as follows: For 0 < x ≤ π 2 and any non-negative integer n ≥ 0, the inequality
is valid with the equalities if and only if x = π 2 , where
and a k satisfies the recurrent formula
for k ∈ N. Furthermore, the constants a n+1 and
in (3.21) are the best possible.
Moreover, the following series expansion for sin x x was also deduced in [113] : For 0 < x ≤ π 2 and n ≥ 0, we have sin 24) where the reminder term is
If taking n → ∞ in (3.24), since lim n→∞ Q 2n+2 = 0, then
which implies
As an application of (3.21), a general improvement of Yang's inequality (3.1) was deduced in [113] as
3.8. Niu-Huo-Cao-Qi's result. In [60, 61] , the following general refinement of Jordan's inequality was presented: For 0 < x ≤ π 2 and n ∈ N, the inequality
holds with the equalities if and only if x = π 2 , where the constants
and
with
in (3.29) are the best possible.
As an application of inequality (3.29), a refinement and generalization of Yang's inequality (3.1) is obtained: For 0 ≤ λ ≤ 1 and
4. Generalizations of Jordan's inequality and applications 4.1. Qi-Niu-Cao's generalization and application. In [60, 78] , a general generalization of Jordan's inequality was established: For 0 < x ≤ θ < π, n ∈ N and t ≥ 2, the inequality
holds with the equalities if and only if x = θ, where the constants
in (4.1) are the best possible.
As an application of inequality (4.1), Yang's inequality was refined as follows:
and µ k and ω k are defined by (4.2).
4.2.
Zhu's generalizations and applications. [116] , the double inequality (3.21) was extended by using the method in [113] as 
(4.14)
The constants α n,r = a n+1 and 
4.2.3. In [112] , the double inequality (4.10) was recovered by a similar method as in [113, 116] and and
(4.24)
The series expansion (3.26) was also generalized in [112, Theorem 9] 
where a k for k ≥ 0 are defined by (4.23) and (4.24).
As applications of the above inequalities, the following general improvement of Yang's inequality was established in [112, Theorem 11] : 
where 0 < x ≤ θ ≤ π and λ ≥ 2.
As an application of (4.27), Yang's inequality (3.1) was generalized as follows:
Moreover, the right-hand side inequality in (2.13) was recovered and the lefthand side inequality in (2.13) was improved in [95] .
Wu-Debnath's generalizations and applications.
4.4.1. In [96] , the following generalizations of Jordan's inequality was established:
for 0 < x ≤ θ and θ ∈ (0, π], where which is better than (2.13). The basic tool for proving (4.29) is also Lemma 1. As another application of (4.29), a generalization of Yang's inequality (3.1) was obtained: (4.33) where 
and either λ = 0 or λ ≥ 2τ then the inequality (4.39) is reversed.
If taking (τ, λ) = (2, 2) and (τ, λ) = (1, 2), then inequalities (3.7), (3.18) and (3.19) are derived.
If λ ≥ 2 and A i ≥ 0 with
, then the following generalization of Yang's inequality was obtained by using the inequality (4.38) in [97] :
Note that inequalities (3.8), (3.20) and (4.33) can be deduced from (4.40).
4.4.3. By analytic techniques, the following inequalities are presented in [98] : As applications of inequalities in (4.45) and (4.46), the following double inequalities were gained: If x i > 0 for 1 ≤ i ≤ n and n ≥ 2 satisfying
The equality in (4.47) holds if and only if x i = θ n for all 1 ≤ i ≤ n. The inequality (4.47) generalizes Janous-Klamkin's inequality [39, 44] : (1) For n = 4i + 1 or n = 4i + 2, Upon letting n = 2 in (4.52), the following inequality is derived:
Upon taking n = 2 and θ = π 2 , the inequality (3.19) follows. As a consequence of (4.52), a double inequality for estimating the definite integral π/2 0 sin x x dx was established in [100] , which refines the double inequality (2.13). Finally, the inequality (4.52) for n = 5 and θ = , we have
The equalities in (4.56) hold true if and only if x = θ.
was proved to be completely monotonic on (0, π 2 ]. For detailed information on the class of completely monotonic functions, please see the survey paper [66] and related references therein.
In the final of [101], Yang's inequality (3.1) was generalized by virtute of the inequality (4.56) for n = 4 and θ = π 2 .
5.
Refinements of Kober's inequality 5.1. Niu's results. As a direct consequence of (3.29), the following general refinements of Kober's inequality was obtained in [60] 
which may be deduced by replacing x with x − π 2 in (3.29), and
which follows from integrating (3.29) from 0 to x ∈ 0, π 2 , hold with constants α k and β k defined by (3.30) and (3.31) respectively.
5.2.
Zhu's result. By an utilization of the inequality (3.21) and a simple transformation of variables, the following Kober type inequality was deduced in [112,
for n ≥ 0, where a k for k ≥ 0 are defined by (3.23) . Then the inequality
and µ = a n+1 .
6. Niu's applications and analysis of coefficients 6.1. An application to the gamma function. In [60] , combining
where Γ(x) is the classical Euler gamma function defined for x > 0 by
6.2. Applications to definite integrals. In [60] , as applications of (3.29), the following conclusions were also obtained:
6.3. Analysis of coefficients. The coefficients α k and β k defined by (3.30) and (3.31) were estimated in [60] as follows: For k > 1,
6)
6.4. A power series. The inequality (3.29) can be rearranged as
as n → ∞, this implies that
This gives an alternative power series expansion similar to (2.17) and (3.26).
6.5. A remark. It is natural to consider that the series (2.17), (3.26) and (6.9) should be the same one, although they seems to have different expressions.
Generalizations of Jordan's inequality to Bessel functions
For x ∈ R, some Bessel functions are defined by
It is well-known that 
By employing Lemma 1, inequalities (2.2) and (2.9) are generalized in [10] as
for k ≥ 0 and 0 ≤ c ≤ 1.
In [8] , inequalities (7.10) and (7.11) were further improved.
7.2.
Niu's generalizations of Jordan's inequality. In [60] , the following two conclusions were established:
(1) For n ∈ N and x ∈ (0,
, i = n, (7.14) are the best possible. For k > 0 and c ≤ 0 and 0 < x < θ < ∞, when n is odd the inequality (7.12) holds, when n is even the inequality (7.12) is reversed.
, i = n (7.17) are the best possible. For k > 0, c ≤ 0 and 0 < x < θ < ∞, if n is odd the inequality (7.15) holds true, if n is even the inequality (7.15) is reversed.
7.3. Baricz's generalizations of Cusa-Huygens's inequality. The inequality (1.18) was generalized in [10] to
, (7.18) where . By making use of the inequality (1.16) and (1.17), the inequality (7.18) was further strengthened as
7.4. Baricz's generalizations of Redheffer-Williams's inequality. In [9] , inequalities (1.5), (2.32) and (2.33) were generalized to the case of Bessel functions. The motivation of the paper [9] comes from [24, 68, 69, 75] and other related references.
7.5. Lazarević's inequality and generalizations. An inequality due to [49] states that sinh t t 3 > cosh t (7.20) for t = 0. The exponent 3 in (7.20) 
for −∞ < x < ∞ with x = 0 hold respectively? (2) What about the analogues of Bessel functions or other special functions? These problems are similar to Oppenheim's problem which has been investigated in [5, 17, 10, 115] . 7.7. Some inequalities of Bessel functions. For more information on inequalities of Bessel functions and some other special functions, please refer to [6, 7, 13, 14, 16] and related references therein. and proposed that there exists a largest constant c such that
. In recent years, Wilker's inequality (8.1) has been proved once and again in papers such as [23, 29, 53, 86, 103, 114] .
In [102] , the inequality (8.1) was generalized as:
As an application of the inequality (8.3), an inequality posed as an open problem in [84] was solved and improved.
In [117] , the inequality (8.1) was generalized as
In [5] , inequalities (8.1) and (8.4) were generalized and extended naturally to the cases of Bessel function. Recently, the inequality (8.3) and all results in [102] were extended in [15] to Bessel functions.
8.2.
Wilker-Anglesio's inequality. In [85] , the best constant c in (8.2) was found and it was proved that 2 + 8 45
The constants In [30, 31, 34, 108] , several proofs of Wilker-Anglesio's inequality (8.5) were given.
In [63] , a new proof of the inequality (8.5) was provided by using Lemma 1 and compared with [34] .
In [40, 103, 104] , three lower bounds for
x − 2 were presented, but they are weaker than
3 tan x in (8.5). In [89, 90] , the following Wilker type inequality was obtained: It is conjectured that Wilker-Anglesio's inequality (8.5) may be generalized as follows: Let α, β, λ and µ be positive real numbers satisfying αλ = 2βµ, then
holds for 0 < x < π 2 .
Applications of a method of auxiliary functions
In Section 2.1 of this paper, a method constructing auxiliary functions to refine Jordan's inequality (1.1) in [65, 67, 70, 73, 75] is introduced. Now the aim of this section is to summarize some other applications of this method, including estimation of some complete elliptic integrals and construction of inequalities for the exponential function e x . The complete elliptic integrals are classed into three kinds and defined for 0 < k < 1 as
9.1. Estimates for a discrete complete elliptic integral. In [79] , it was posed that
In [28] , the inequality (9.4) was verified by using 4 − x
In [74] , by considering monotonicity and convexity of the function
for x ∈ [0, 1] was established, and then the lower bound in (9.4) was improved to
It was also remarked in [74] that if discussing the auxiliary functions
can be obtained, and then, by integrating on both sides of above two inequalities, the lower bound in (9.4) may be improved to
Numerical computation shows that the lower bound in (9.7) is better than those in (9.12) and (9.13).
In [106] , by directly proving the inequality (9.6) and
8 √ 2 − 10 + x , (9.14)
the inequality (9.7) and an improved upper bound in (9.4), were demonstrated to be sharp, and then, by integrating on both sides of (9.14), the inequality (9.15) was recovered. which can be obtained by using some properties of definite integral.
9.3. Inequalities for the remainder of power series expansion of e x . In [35, 65] , by considering the auxiliary function 9.26) and, for n ≥ k ≥ 1,
(n + 1)(n − k + 2)! − n! − (n − k + 2)(n + 1)! (n − k + 2)! R n (x). (9.27)
Estimates and inequalities for complete elliptic integrals
By the way, we would like to collect some estimates and inequalities for complete elliptic integrals and their new developments in recent years.
10.1.
Inequalities between three kinds of complete elliptic integrals. By using Tchebycheff's integral inequality [57, p. 39, Theorem 9] , the following inequalities between three kinds of complete elliptic integrals were derived in [76] : As concrete examples, the following estimates of the complete elliptic integrals are also deduced in [76] : 
10.3.
Some recent results of elliptic integrals. It is noted that some new results on complete elliptic integrals are obtained in [11] recently. It was pointed in [11] that the right-hand side inequality in (10.1) is a recovery of [4, Theorem 3.10] . In [11] , the inequality (10.1) was also generalized to the case of generalized complete elliptic integrals by the same method as in [69, 76] .
In [12] , some of the results in [11] were further improved.
