We abstract the core logical functions from applications that require ultra-low-latency wireless communications to provide a novel definition for reliability. Real-time applications -such as intelligent transportation, remote surgery, and industrial automation -involve a significant element of control and decision making. Such systems involve three logical components: observers (e.g. sensors) measuring the state of an environment or dynamical system, a centralized executive (e.g. controller) deciding on the state, and agents (e.g. actuators) that implement the executive's decisions. The executive harvests the observers' measurements and decides on the short-term trajectory of the system by instructing its agents to take appropriate actions. All observation packets (typically uplink) and action packets (typically downlink) must be delivered by hard deadlines to ensure the proper functioning of the controlled system. In-full on-time delivery cannot be guaranteed in wireless systems due to inherent uncertainties in the channel such as fading and unpredictable interference; accordingly, the executive will have to drop some packets. We develop a novel framework to formulate the observer selection problem (OSP) through which the executive schedules a sequence of observations that maximize its knowledge about the current state of the system. To solve this problem efficiently yet optimally, we devise a branchand-bound algorithm that systematically prunes the search space. Our work is different from existing work on real-time communications in that communication reliability is not conveyed by packet loss or error rate, but rather by the extent of the executive's knowledge about the state of the system it controls.
control and automation. Industrial control networks, also known as networked control systems, are control systems where the control loops are closed through a communication network [2] , [3] . These systems comprise of sensors, actuators and a centralized programmable logic controller (PLC) that are interconnected by a wired network (known as fieldbus) and interact as follows. The sensors measure the state of an underlying plant or process and feed their measurements to the PLC. The PLC computes the difference between the measured process variables and a desired setpoint, computes corrective actions, and sends those to the actuators [4] . The actuators receive the actions and apply them, fulfilling the PLCs control objective. To guarantee synchronized behavior, all action packets must be delivered by a hard deadline [5] , which further induces an implicit deadline on delivering measurement packets.
The feedback loop linking sensors and actuators to the PLC is a template for a generic control or multistage decision process consisting of 3 key components: observers, agents, and a centralized executive. On a cycle-by-cycle basis, the observers measure the state of an underlying dynamical system or environment and feed their observations to a centralized executive. The executive processes the observations and decides on the short-term trajectory of the system by issuing a set of actions to its agents who interact directly with the system. In autonomous driving, a centralized motion planner can coordinate the motion of a fleet of vehicles by collecting their GPS and gyroscope readings and then controlling their throttles and brakes [6] , [7] . In telemedicine, a personal wellness system continuously monitors a patient's vital signs through a set of wearables for instant intervention and care provision [8] , [9] .
Wires are impossible to deploy in many of these emerging applications due to their distributed nature. The executive is typically a software application that runs on a mobile device, a server, or in the cloud; it integrates information from fragmented, possibly geographically-separated data sources [10] . The observers, agents, and centralized executive are not only logically distinct, but also physically distant entities that can only communicate wirelessly [11] . Cutting the wires, however, introduces new challenges due to inherent uncertainties in wireless channels such as fading and unpredictable interference; consequently, the reliable and timely delivery of measurement and control packets can no longer be guaranteed.
The knowledge of the state of the system is the bedrock of the fulfillment of the executive's control policy, but wireless communications compromise this knowledge. Based on the current state of the system, the executive transitions to a desired state by deciding on appropriate actions to be applied by its agents. There are, however, two uncertainties that prevent the perfect knowledge of state of the system: unpredictable interference and channel fading. Observations contaminated with unpredictable interference can prevent the inference of the true state of the system, and channel fades can prevent the exchange of all observation packets by their deadlines. If there is insufficient time to transmit all observation packets, then only a select few should be transmitted. Which observations should the executive schedule? In this paper, we assume that the executive selects the observations that maximizes its knowledge of the state of the system so it can instruct its agents to take commensurate actions.
How does the executive tell which observations add most to its knowledge without knowing the content of these observations? Given a model of a system's dynamics and its initial state, Bayesian estimation provides a methodology to evaluate state estimators from limited observations. In this paper, we formulate the observer selection problem through which the executive schedules the set of observations that maximizes its belief about the state of the system.
A. Contributions
The objective of this paper is to formulate and solve the observer selection problem (OSP) by developing a framework that abstracts away the context around different control and multistage decision processes. Our contributions are:
• We derive the Kalman filter equations to predict the state of an linear time-invariant (LTI) system at decision cycle boundaries from scalar observations sampled at different rates. We use an ensemble of observation models to describe multi-rate observations, and a continuous-time system description to tie together the observations and estimate the state of the system. • We formulate the OSP which the executive solves every decision cycle for the optimal observation sequence. We derive the objective function to be minimized, representing the mean squared error (MSE) of the state estimate at decision cycle boundaries. We show that the MSE is an iterated function. We further define a latency and dependency constraint to ensure that the observations are collected by a hard deadline. • We design a branch-and-bound (B&B) algorithm to solve the OSP. The algorithm uses a subset forest to systematically iterate over observation sequences by pruning a forest tree once it encounters a non-schedulable sequence.
B. Related Work
Our work lies at the intersections of four research areas: estimation in networked control systems, sensor selection, deadline-constrained scheduling, and resource allocation in 5G Ultra-Reliable Low-Latency Communications (URLLC). For every research area, we define the central problem, frame the novelty of our work within related work, and highlight the key points of difference. a) Estimation in networked control systems: Research in this area solves control and estimation problems where sensor measurements and actuator controls are sent over lossy networks rife with packet delays and dropouts [12] , [13] . Our work is different than existing research in four ways.
First, existing work analyzes the estimation MSE of a Kalman filter when measurement packets are randomly dropped in the network [14] , [15] , but our work considers the problem of selecting the set of observations that minimize MSE; accordingly, some observations are deliberately dropped. Second, prior work assumes a uniform rate at which the system's state is updated, inputs refreshed, outputs sampled, and estimate updated, but we assume that the outputs are sampled at different rates, leading to an ensemble of observation models with distinct time references. While there is an existing niche in mult-isensor mult-irate estimation [16] , work therein resolves sampling rate incoherence and simplifies analysis by assuming that sampling rates are integer multiples of the state update rate [17] [18] [19] [20] . Third, prior work uses a continuous-time state description to bridge multi-rate observations in a distributed context, but we use this description in a centralized context. Most related to our work, [21] considers a distributed estimation problem and proposes a rule for synchronizing local estimates produced by noncoherent sensors at a fusion center. Unlike prior work, we propose a rule for synchronizing local observations at the (centralized) executive. Fourth, previous work in multi-rate estimation propose rules for updating the state estimate from out-of-order measurements (including the so-called mixed-time filters) [22] [23] [24] , but we update the estimate from ordered measurements. b) Sensor selection: The sensor selection problem is defined as selecting a subset of available sensors to optimize a utility function, such as localization accuracy, while constraining the number of activated sensors, their sum energy consumption, or their distance to a centralized executive [25] [26] [27] . Most related to our work, [28] , [29] , tackle a Kalman filtering problem with partial observations. The two papers study the problem of sensor selection to minimize the MSE regularized with a function that rewards balanced performance of individual sensors under a cardinality constraint. Our work is different in two main aspects. First, [28] , [29] constrain the number of active sensors, which is a surrogate for constraining the total bandwidth required to transmit the sensor observations. Our work, however, sets a hard deadline for delivering the observations. Second, [28] , [29] applies the standard Kalman filter formulation, whereas we apply a multirate formulation that is specifically tailored to the activation model. c) Deadline-constrained scheduling: The deadline-constrained scheduling problem is defined as follows. A scheduler is presented with a combination of periodic and sporadic tasks and their interarrival times, execution times and deadlines, and its objective is to determine a time schedule for task execution so that no deadline miss occurs [30] , [31] . The main difference between this paper and the scheduling literature is as follows. In the scheduling problem, the scheduler knows the tasks it needs to schedule.
In our problem, however, the scheduler selects an optimal set of tasks and proceeds to serve them on a first-come first-serve (FCFS) basis; tasks in our paper are identified with packet transmissions.
Prior work on scheduling deadline-constrained periodically-generated packets over wireless networks determines optimal schedules based on different criteria. For example, [32] minimizes the energy consumption of transmitting packets, [33] maximizes network throughput, and [34] maximizes the aggregated information. Our work, however, selects optimal tasks by minimizing the estimation MSE, a non-standard measure of service quality of a network. d) Resource allocation in URLLC: Our work is fundamentally different from existing work on resource allocation for low-latency communication services, such as 5G's URLLC, in the following way. We regard URLLC as catering to mission-critical applications that adhere to the structure of control and multistage decision processes. Recent work on URLLC studies resource allocation for downlink URLLC traffic [35] , [36] , for uplink and downlink [37] , and for URLLC and enhanced Mobile Broadband (eMBB) traffic [38] , [39] . The scheduler allocates time-frequency resources to meet QoS requirements, e.g. outage probabilities and packet error rates. In our paper, however, these targets are irrelevant, and they are neither the object of minimization nor a constraint thereon. At the highest level, an application's success depends on it's fulfillment of the executive's control and decision making objectives. Accordingly, the reliability of the network that supports the application should not be conveyed by packet loss or error rate, but rather by the executive's knowledge about the state of the system that it controls.
C. Organization and Notation
The remainder of the paper is organized as follows. In Sec. II, we introduce the observation model. In Sec. III, we introduce the control system model and derive the corresponding state transition equations and Kalman filter equations. In Sec. IV, we formulate the OSP. In Sec. V we devise a solution algorithm.
In Sec. VI, we present key numerical results. In Sec. VII, we summarize our results and conclude the paper.
In this paper, we use tuples extensively. We use the notation s to denote a tuple of an arbitrary length. We use subscripts to pick out elements of a tuple. For example, s is the th element of s, ≥ 0.
When the length of s is ambiguous, we use negative subscripts to pick out elements in reverse order.
For example, s − is the th element from the end of s. As a tuple is also an ordered set, we denote The executive observes the system through a set of observers and drives it through a set of agents.
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by |s| the length of s and write u ∈ s if u = s for some . When the length of s is ambiguous, we find it convenient at times to denote by s |s| the last element of s. The powerset of s, the set containing all subsequences of s, is P (s). To make addition to vs, we use (u, s) to denote prepending u to s and (s, u) to denote appending u to s. Additionally, we use the following notation. Bold uppercase A is used to denote a matrix, bold lowercase a denotes a column vector, and non-bold lowercase a and uppercase A denote scalar quantities. Further, a is the 2 (Euclidean) norm of a, and a T are its transpose. The identity matrix is denoted by I. The space of positive semi-definite matrices of dimension L is denoted by S L + . Finally, δ(t) is the Dirac delta function.
II. SYSTEM MODEL
Having introduced the observer-executive-agent abstraction of control and decision processes, we model the relationship between the observations, actions, and internal state of the system. In the subsequent section, we use this model to derive state estimators from different observation sequences and compare their precision.
A. Decision Cycle
The executive performs four functions in chronological order in every decision cycle. First, it selects a subset of observations to harvest and determines a time schedule for the exchange of observation and action packets. Second, it harvests the observations, one observer at a time. Third, it uses these observations to estimate the current state of the system, decides on the future state and determines corrective actions to transition to that state. Fourth, it dispatches the actions, one agent at a time. We assume that all agents apply their actions isochronously at decision cycle boundaries, i.e. simultaneously and at regular intervals. To apply new actions every cycle, the agents must receive these actions by the start of every cycle. As different observers may obtain their measurements at different scales or resolutions, we assume they sample the output of the system periodically but nonuniformly. Harvesting all observations might not leave enough time in the decision cycle to determine and dispatch actions.
In that scenario, the executive can afford to harvest only a subset of the observations. Accordingly, we assume that the executive opts to select the set of observations that maximizes its knowledge about the current state of the system. Technically, this is equivalent to minimizing the error between the true state and that perceived by the executive.
B. Dynamical System
We describe the dynamical system in state space form, which is a set of first-order differential/difference equations relating the system state to its inputs and outputs. This allows us to pose the problem of state estimation from streaming observations as a Kalman filtering problem. Markov decision processes are an alternative, but we defer this to future work.
The executive observes the system through N observers and interacts with it through M agents on a cycle-by-cycle basis. We define x(t), u(t) and y(t) to be the state, input and output of the system at time t, and y n (t) the scalar output that is observable by observer n, 1 ≤ n ≤ N . We consider a LTI continuous-time dynamical system represented in state-space form as
where x (t) dx(t)/dt, A ∈ R S×S is the state transition matrix, B ∈ R S×M is the control/input model, C ∈ R N ×S is the observation/measurement matrix, v(t) ∈ R S is the white Gaussian process uncertainty with covariance Q(t)δ(t), and w(t) ∈ R N is the white Gaussian observation noise with covariance R(t)δ(t).
C. Periodic Observations and Actions
We define T be the decision period, i.e. the period of the decision cycle during which then the executive must complete all 4 tasks. We define T n to be the observation period of observer n, i.e.
the period at which observer n samples y n (t), the output observable by observer n. We refer to this cycle as the observation cycle. To make the notation more compact, we define the variable y ( ) n [k] to be observation of observer n in decision cycle k, and the variable t ( ) n [k] to be the timestamp of this observation. The relationship between these two variables is
t We assume that every observer can report at most one representative observation every decision cycle k. We denote by y n [k] and t n [k] the representative observation of observer n in decision cycle k and its timestamp. This observation could be defined systematically, arbitrarily, or randomly. An obvious choice for an observer's representative observation is its last observations in a decision cycle.
On the one hand, the last observation reflects a state closer in time to that at the end of the decision cycle. On the other hand, sending that observation could leave little time to make a decision on the actions to be applied at the start of the next cycle. An alternative choice is an observer's first observation in a decision cycle. While the first observation reflects a state farther in time from that at the end of the decision cycle, sending this observation leaves ample time to make a decision and dispatch actions. Accordingly, we assume that an observer's representative observation in a decision cycle is its first observation in that cycle. We group these representative observations for every cycle k into the observation vector
Comparing T n with T , we can determine the number of observations in decision cycle kT as well as their timestamps. We distinguish between 3 cases, (a) T n = T , (b) T n ≤ T , and (c) T n > T . The following proposition gives the timestamp of the first observation for these three cases.
Proposition 1. When T n = T , the timestamp of the first observation in cycle k is
When T n ≤ T ,
When T n > T ,
if kT − kT Tn T n ≤ T . Otherwise, observer n produce no observation that cycle.
Proof. See Appendix B.
The count, order, and identity of observations from any observer in any decision cycle can be determined offline. In Sec. IV, we will see that an observation's timestamp plays a critical role in the executive's decision to select that observation.
We have described how the sampled observations for observer n, { y ( ) n [k] }, are produced from the continuous-time system outputs { y n (t) }. We now describe how the system inputs are constructed from the agents' actions. In real-time control systems, all of the system inputs are refreshed isochronously at the start of every cycle. Accordingly, we model the continuous-time inputs u(t) as a zero-order hold (ZOH) of the discrete-time actions u[k]. The ZOH holds the values of the inputs steady for the entire duration of the decision cycle [40] . Mathematically, u(t) is reconstructed from u[k] as
There are four key points to take away from this section. First, an observer produces a different number of observations in different decision cycles, which depends on the relative values of the observation and decision periods. Second, every observer can report at most one observation in a decision cycle, which is that observer's representative observation for that cycle. Third, the timestamp of every representative observation in any cycle can be computed offline. Fourth, while observers sample the output of the system at different rates, actions are applied isochronously at decision cycle boundaries.
III. STATE ESTIMATION
In this section, we explain how the executive maximizes its belief about the system state from streaming observations and past actions. We first derive the state transition equations that relate the state of the system at two different times, and then we use the Bayesian framework to derive the optimal state estimator used by the executive, i.e. the Kalman filter.
A. State Transition Equations
The relationship between the state of the system at two different time stamps is key to state estimation at a time of interest from a previous state. The actions that are applied at the decision cycle boundary (time kT ) should account for the state of the system at that boundary. The reason is that the evolution of the system beyond time kT is determined by the values of the state and input at time kT (see (1) ). 
where
t (2) [k]
(c) Intra-cycle transition 
Proof. See Appendix A.
Due to observation noise and system uncertainty, the executive can only estimate the state of the system using observations it collects. As the underlying system is linear and observation and system noise white, it uses a Kalman filter to refine its estimates with streaming observations, which uses (10) to predict the state an arbitrary time t from an earlier estimate at time s. We look at two special cases: (1) when the 2 time instances are from the same decision cycle, and (2) when the 2 instances are the edges of a cycle. We denote these 2 time instances by t (1) [k] and t (2) [k], t (1) [k] ≤ t (2) [k]. In the second case, the 2 instances are equal to kT and (k + 1)T . For inter-cycle transitions, the state transition equation reduces to
x t (2) [k] = Φ t (1) [k], t (2) [k] x t (1) [k] + Λ t (1) [k], t (2) [k], t (2) [k] u[k] + ν t (1) [k], t (2) [k] .
For edge-to-edge transitions, the state transition equation reduces to Fig. 3 visualizes these three cases.
B. Kalman Filtering with Two Observers
Maximizing the knowledge of the state of the system is equivalent to maximizing the precision of the state estimator, i.e. minimizing its MSE. For a linear system, the executive uses a Kalman filter to determine the optimal state estimate from streaming observations. We describe an example that evaluators the estimators of the state of the system in (1)-(2) using anywhere between 0 and 2 observations. In this example, we assume that there are N = 2 observers. These two observers could be a temperature and a pressure sensor, a GPS and a gyroscope signal, or even a pulse sensor and a blood glucose monitor [41] . Consider an arbitrary decision cycle k in which the two observers produce an observation each at
Suppressing the cycle index k and combining (3) and (2), we express the 2 observations as
where c T 1 and c T 2 are the row vectors of the observation matrix C, and e 1 and e 2 are the standard basis (column) vectors of the Euclidean plane. For notational simplicity, define r 1 and r 2 to be the variances of e T 1 w(t 1 ) and e T 2 w(t 2 ). We assess the estimates of x(kT ) from different observation combinations: a) observation 1 only, b) observation 2 only, c) observations 1 and 2, and d) no observation. To derive these estimates, we use standard definitions from Kalman filtering: s < t are two time instances;x(t|s) is the predicted (a priori) state estimate at time t given observations prior to and including time s;x(t|t) is the filtered (a posteriori) state estimate given observations up to and including time t; P(t|s) is the a priori error covariance matrix, where the error is difference between the true state and the estimated state; P(t|t)
is the predicted a posteriori covariance matrix; e(t|s) is the variance of innovation at time t, i.e. the difference between y(t) and its estimate from observations prior to and including time s. Suppose that a state estimatex(t 0 |t 0 ) and its error covariance matrix P(t 0 |t 0 ) are available from an earlier cycle. a) Only observation 1 is harvested: The executive chooses to harvest only the observation y 1 .
Accordingly, the standard Kalman filter (KF) predict and update steps at t 1 from prior observations are
To characterize how the covariance matrix of the predicted state at time kT is refined by observations made at earlier times, we define the functions h i , h i,j and g i,j :
The function h i,j computes the covariance matrix of the predicted state at t j from the covariance matrix P(t i |t i ) of the filtered estimate at t i from all observations up to and including t i (a posteriori to a priori). Setting t j to be the end of the current decision cycle kT , the function h i,j reduces to the function h i . The function g i,j computes the covariance matrix of the filtered state at t j from the covariance matrix P(t i |t i ) of the filtered estimate at t i from all observations up to and including t i (a posteriori to a posteriori). We can relate the aposteriori error covariance matrices P(t 1 |t 1 ) to P(t 0 |t 0 )
according to [14] as
and P(kT |t 1 ) to P(t 1 |t 1 ) as
Finally, the estimation mean square error when only observation 1 is used is computed as MSE (1) = tr (P(kT |t 1 )) = tr (h 1 (g 0,1 (P(t 0 |t 0 )))) ,
where the subscript (1) denotes the 1-tuple (singleton) of the element 1. We use tuples instead of sets as an index to maintain an order between their elements. b) Only observation 2 is harvested: When only observation 2 is used is MSE (2) = tr (P(kT |t 2 )) = tr (h 2 (g 0,2 (P(t 0 |t 0 )))) .
c) Both observation 1 and 2 harvested: In this case, there are two KF update steps. The first update step, at t 1 , is identical to (18)- (20) . The second update step, at time t 2 , is
= g 1,2 g 0,1 P(t 0 |t 0 ) .
Using the function composition operator, •, the estimation mean square error when both observations are used is
d) No observation is harvested: Since there are no updates, the mean square error is exactly what it was at time t 0 , i.e.
where ∅ denotes the empty tuple.
With no constraints limiting the choice of the observation sequence, the executive chooses the one sequence out of the four with the minimum MSE. This is the optimal observation sequence. For convenience, we assign variables to the error covariance matrices of the running aposteriori estimates from different observation sequences
We refer to P s as the running error covariance matrix from the observation sequence s. In summary, Fig. 4 visualizes the refinement of the initial covariance matrix P(t 0 |t 0 ) with anywhere from zero to two observations. A caveat here is that Fig. 4 shows how the MSEs of the four different estimators is computed; it does not show how the actual estimates are computed.
We refer to the previous example to highlight two key points in deriving the algorithm that finds the optimal observation sequence (covered in Sec. V). First, the executive evaluates all possible observation sequences, (1), (2), (1, 2) and ∅ probabilistically, i.e. without knowing the value of a single observation. Fig. 4 : Evaluating the estimate of x(t) using at most 2 harvested observations. In (a), the estimate at t 0 ≡ t[ ] is filtered with the observation at t 1 to estimate the state at t 1 which is then used to predict the state at kT . To compute the MSE of the estimator using an observation at t 1 , P ∅ is used to compute P { 1 } , and then P { 1 } is used to compute MSE { 1 } In (b), the observation at t 2 is used instead of that at t 1 . In (c), the estimate at t 0 is filtered with the observation at t 1 to estimate the state at t 1 ; then, the estimate at t 1 is filtered with the observation at t 1 to estimate the state at t 2 .
Finally, the estimate at t 2 is used to predict the state at kT . To compute the MSE of this estimator, P ∅ is used to compute P { 1 } , and P { 1 } is used to compute P { 1,2 } . Finally, P { 1,2 } is used to compute MSE { 1,2 } In (d), as the executive harvests no observations, so it uses P ∅ , the aposteriori covariance matrix of the state estimate formed at t 0 to compute the MSE of the predicted state at kT from that at t 0 .
Indeed, the Bayesian framework allows for evaluating different estimators without knowing the content of the very observations that go into these estimators, only their timestamps. 
As the functions h 2 , g 1,2 and g 0,1 are not commutative (also, h 1 and g 0,1 ) and the trace operation lossy, there is no clear relationship between the two MSEs. There is, however, a relationship between
By keeping track of the running covariance matrix for every observation sequence, the MSE for any desired sequence can be quickly computed from the running covariance matrix for its longest prefix.
IV. OPTIMIZATION PROBLEM
In this section, we define the objective function through which the executive selects the optimal observation sequence and derive the expression for the constraint that limits this selection.
A. Channel and Medium Access Models
We make a number of assumptions on the channel, medium access, and scheduling models for the purpose of analytical tractability. We assume that all observer-executive and executive-agent channels are block fading wireless channels with coherence times equal to the decision cycle period. Since the channel state determines the transmission rate and airtime (transmission time), these two quantities change every cycle as well. We assume that the executive has perfect knowledge of all the channels in every cycle and of the sizes of the observation and action payloads. In practice, this can be accomplished by prepending the observation and action packets by pilot sequences for the purpose of channel estimation.
At the start of every decision cycle, we assume the executive solves an optimization problem for the optimal observation sequence. Without loss of generality, we look at an arbitrary decision cycle with L representative observations available for harvesting, one per observer. As observation timestamps are known offline (see Sec. II), we define { t } L =1 to be the timestamps of the representative observations of the L observers. We suppress the dependence of these timestamps, and other variables to come, on the decision cycle index k. We define { O } L =1 and { A m } M m=1 to be the airtimes for transmitting the observations and actions. We assume that the observations are transmitted on a FCFS basis with no preemption. We also assume that the actions are transmitted once the observations are received. We do not specify a service policy for transmitting actions, but we assume that there are no breaks between these transmissions. To distinguish the order of observations from their identities while maintaining notational clarity, we order the set of observation timestamps { t } L =1 in any given cycle into the set
Similar to Sec. III, we define o 0 = t 0 to be the timestamp of the latest observation from a prior decision cycle.
B. Constrained Selection
Every decision cycle, the executive solves an optimization problem whose outcome is an observation sequence that maximizes its knowledge of the current state of the system. What constrains the executive's choice of such a sequence is the limited time window in which it has to execute all of its functions: receiving observation packets, estimating the current state of the system, determining corrective actions, and transmitting action packets. Therefore, the executive can only harvest the observations that leave ample time to perform the remaining functions. In Sec. III, we looked at an example that derives the MSE of different state estimates from all possible observation sequences.
Now, we derive the expression for the constraint that limits the choice of the optimal observation sequence. We first derive the constraint for when there are L = 3 representative observations. We later rederive the constraint when L is arbitrary.
When 3 observations are available, there are a total of 2 3 = 8 possible choices with running error covariance matrices
We consider two constraints jointly: a latency constraint and a dependency constraint. According to the latency constraint, the observations and actions shall be exchanged by the end of the decision cycle. According to the dependency constraint, the actions shall be dispatched only after the selected observations are received, reflecting the assumption that every action is calculated as a function of all observation. In future work, we will relax this assumption by letting every action be a function of as little as one observation. Accordingly, an action can be dispatched over the shared wireless channel as soon as its influencing observations are harvested. If observations are sufficiently spaced apart so that their airtimes are nonoverlapping, then dispatching actions would fill in these gaps and increase channel utilization.
Any observation sequence selected by the executive should satisfy the latency and dependency constraints. Suppose that the sequence s = (1, 2, 3) has already been selected by the executive for harvesting. We define d , 1 ≤ ≤ 3, to be the timestamp when the observation originating at o is completely transmitted. Since observations are transmitted in order of availability, the timestamps d 1 , d 2 , and d 3 are related as
In the best-case scenario, d = o + O if o is available when no prior observation is being harvested.
In the worst-case scenario,
has to wait for all prior observations to be harvested. In all cases, d 3 is the time when all observations are harvested and ready to be processed. We refer to d 3 as the end-of-harvest time. Fig. 5 shows time diagrams depicting a range of scenarios for harvesting (1, 2, 3) . Every observation is produced at the same time across all 3 diagrams but has a varying airtime. In Fig. 5a , observations are sufficiently spaced apart and their airtimes sufficiently short so that every observation is harvested as soon as it is produced. All 3 observations are harvested at d 3 = o 3 +O 3 . In Fig. 5b , o 2 blocks o 3 , so d 3 = o 2 +O 2 +O 3 .
In Fig. 5c 
The variables d 2 and d 3 can be expressed in a form that is agnostic of the different scenarios of Fig. 5 as
We have just determined the time it takes to harvest the observation sequence. The remaining time in the decision cycle is dedicated to dispatching the actions. As the actions are dispatched back-to-back, the constraint finally is
The end-of-harvest time d 3 assumes that (1, 2, 3) has been already selected for harvesting, so the resulting constraint is tailored to that particular observation sequence. This defeats the purpose for having a constraint which is steering the selection process. While o is known to the executive prior to running the selection process, d is determined one observation at a time through the selection process.
We thus express d |s| for an arbitrary observation sequence s through the mapping s → d |s| as follows
With the end-of-harvest time redefined, an arbitrary sequence s must satisfy the constraint
C. Objective Function and Constraint
We generalize both the objective function, which is the estimation MSE, and the constraint to an arbitrary number of representative observations L.
(c) o2 blocks o3 and o2 blocks o3 as long as no other transmission is in progress. In Fig. 5a , every observation is produced and fully transmitted before the next observation is produced.
In Fig. 5b , o 2 completes transmission after o 3 is produced. In Fig. 5c , o 1 completes transmission after o 2 is produced, and o 2 completes transmission after o 3 is produced.
Given that the running error covariance matrix of the latest estimatex(o 0 |o 0 ) is P ∅ , the executive's objective is to select the observation sequence s ∈ P (1, 2, . . . , L) that minimizes the estimation MSE
The end-of-harvest time d s of an arbitrary observation sequence s should satisfy
which is equivalent to
We define the shorthand variable B = T − M m=1 A m to be the harvesting budget. The sequence s is schedulable only if d |s| < B, and non-schedulable otherwise. As the executive knows { o } offline and { O } at the start of every decision cycle, it can verify whether an observation sequence satisfies the constraint. We refer to the minimization problem with the MSE objective in (47) and constraint in (48) as the observer selection problem.
V. BRANCH-AND-BOUND ALGORITHM
In this section, we propose a branch-and-bound (B&B) algorithm to optimally but efficiently solve the observer selection problem. A B&B algorithm is a brute-force algorithm that systematically iterates over the search space and eliminates invalid solutions. For our problem, the search space is the set of observations sequences P (1, 2, . . . , L) . An invalid solution is a non-schedulable observation sequence s: a sequence of observations that cannot be transmitted by the hard delivery deadline. Every decision cycle, the executive runs this algorithm to determine the sequence of observations that maximizes its belief about the state of the system.
We represent the solution space as a subset forest of trees as shown in Fig. 6 . Tree nodes are tagged with an observation o i , i = 1, . . . , L. Every node maps to a unique observations sequence: This sequence is determined by following the path from the root of the tree down to that node. For example, the node marked with o 5 in Fig. 6 maps to the sequence (1, 3, 4, 5), a shorthand for (o 1 , o 3 , o 4 , o 5 ).
As every internal node (non-leaf node) has child nodes, every sequence of observations is the prefix of another, longer sequence. If the shorter of these two sequences is deemed non-schedulable, then the longer of the two is automatically deemed non-schedulable. Accordingly, every tree in the forest can be pruned and the search space reduced by discarding sequences prefixed by non-schedulable sequences. We now describe the algorithm. If (1) is indeed schedulable, it computes the running covariance matrix P (1) followed by MSE (1) . c) Choosing the second observation: The algorithm then tries to append the earliest observation o k 2 to the existing sequence (k 1 ) as long as (k 1 , k 2 ) is schedulable. Once the algorithm finds such an o k 2 , it computes the running covariance matrix P (k 1 ,k 2 ) from P (k 1 ) and MSE (k 1 ,k 2 ) from P (k 1 ,k 2 ) . f) Termination: Once the algorithm has examined all sequences in a tree, it moves on to sequences in the next tree and repeats the same procedure. Once the algorithm has examined all all tree, it selects the observation sequence with the least MSE.
We formalize the previous description into the recursive algorithm implemented by the function SEARCH(j, d, X, s). The parameters of the algorithm are the next candidate observation index j, the running end-of-harvest time d, the running aposteriori covariance matrix X of the latest observation, and the running observation sequence. To run through all sequences starting at with any observation, a function SEARCHBF(P ∅ ) successively calls the function SEARCH(j, 0, P ∅ , ∅) is called for all 1 ≤ j ≤ L, and select the sequence with the least MSE. SEARCHBF has a straight forward implementation which we skip to save space. (50) 24 The decision period is T = 0.01. For the system uncertainty matrix, we use Q = 10 −2 I. We use two observation matrices (52)
Note that in both matrices, consecutive rows are identical, i.e. every pair of observers are correlated.
In the second observation matrix, C 2 , the even rows are realizations of Gaussian vectors. As for the observation noise, we use a diagonal covariance R matrix parameterized by σ 2 0 = 10 −2 and σ 2 1 = 1. We use a bit string as a subscript for R to indicate the observers with low noise, i.e. a noise variance of σ 2 0 , and those with high noise, i.e. a noise variance of σ 2 1 . The objective behind using multiple observation and observation noise covariance matrices is identifying the effect of the observation model and noise on the choice of optimal observation sequence; for example, (53) a) Estimate quality improves with observation rate: We verify the intuition that the frequency of observations improves the quality of the estimate. In Fig. 7 , we plot the evolution of true system state with time as well as two state estimates obtained from observations produced at different rates: once every 0.003 and once every 0.053. When the observation period is short, estimation from incoherent observations tracks true state. When the observation period is long, estimation will be mostly prediction in cycles when no observations are available. For this particular experiment, we have used the observation matrix C 2 and the observation noise matrix R 000000 . b) Performance spread between optimal and greedy algorithms depends on wireless channel quality: We devise a greedy, approximation algorithm to serve as a baseline for evaluating the optimal, B&B algorithm. The greedy algorithm lines up the observations in chronological order and attempts to schedule them one after the other. We plot the true system state, its estimates using optimal algorithm, and the estimate using the greedy algorithm; we consider two scenarios. In Fig. 8a , the optimal algorithm outperforms the greedy algorithm. This occurs when early observations require long airtimes or when early observations are noisy. In Fig. 8b , the two algorithms perform similarly. This occurs when early observations require short airtimes or when early observations have little noise. For this particular experiment, we have used the observation matrix C 2 and the observation noise matrix R 000000 . c) Executive discards noisy observation when observability is limited: We conduct an experiment with the following setup: 1) There are 6 observers, 2) the number of harvested observations to 4 out of 6, 3) every pair of observers are correlated, i.e. c 0 = c 1 , c 2 = c 3 and c 4 = c 5 , and 4) 1 out of 6 observers is blacked-out, i.e. it has an observation noise variance of σ 2 1 while the rest have a noise variance of σ 2 0 σ 2 1 . Under this setup, we should expect that the executive polls the observers with less noisy observations. Indeed, the pie charts of Fig. 9 show that when 4 out of 6 observations can be harvested, the noisy observation is consistently discarded. Fig. 8 : The true state (in blue) and its estimate obtained through the optimal algorithm (solid blue) and the greedy algorithm (dashed blue). In Fig. 8a , the optimal algorithm outperforms the greedy algorithm. In Fig. 8b , the estimates of the two algorithms track the true state almost identically.
(1, 2, 4, 5) (0, 1, 3, 4) (0, 1, 2, 5) (2, 3, 4, 5) (0, 3, 4, 5) (0, 1, 4, 5) (0, 2, 3, 5) d) When selection is unconstrained, all observations are harvested: Does building an estimate from more observations reduce its error? While this reminiscent of the information theoretic dogma that information can't hurt [42] , (47) does not prove or disprove. According to the pie chart Fig. 9 , we observe that this is in fact true. When the selection is unconstrained, that is when there is ample time to harvest as many observations as needed, the executive selects all observations. In other words, the observation sequence that maximizes the executive's belief about the state of the system includes all observations. For this pie chart, we used C = C 1 and R = R 000000 , but the results hold for an arbitrary choice of C and R. 27 
VII. CONCLUSION
In this paper, we have developed a framework that abstracts away the context around different control and multistage decision processes by using a common mathematical model to formulate and solve the observer selection problem that the executive solves to schedule the observations that maximize its belief about the state of the system. First, we derived novel Kalman filter equations to predict the state of an LTI system at decision cycle boundaries from scalar observations produced at different resolutions.
Second, we designed a branch-and-bound (B&B) algorithm to optimally solve the observer selection problem that systematically iterates over observation sequences. Our numerical simulations showed that the executive selects all observations when there is no limit on the number of observations to be harvested, which suggests that more observations make for a more precise state estimate. With that, the observer selection problem bears resemblance to the knapsack problem, whose objective is to select a number of items to maximize the total value while meeting a weight limit. While the knapsack problem is a combinatorial optimization problem, it has an efficient dynamic programming solution that could inspire a similar solution to the observer selection problem.
APPENDIX A
The derivation presented in this appendix mimics the discretization of continuous-time state-space equations in [40, Chap. 5] . 
which leads to the desired expression after a change of variables s = t[l] − τ .
Assuming v(t) ∼ N (0, Qδ(t)), the third integral of (56) will be distributed according to N (0, Q(t[k], t[l])),
which is a standard result.
APPENDIX B
First, if T n = T , observer n produces exactly one observation every decision cycle at its very beginning. Second, if T n > T , then a cycle will contain either one observation from observer n or none. To determine whether cycle k has an observation, we compute the offset δ n [k] between the kth 
where the quantity of the left hand side of the inequality gives the timestamp of the first observation.
Rearranging terms, we have
Since we are solving for the largest m,
Writing δ n [k] explicitly, and noting the idempotence of the floor operation, 29 The first observation is thus
(64)
