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ASYMPTOTICS FOR CAPELLI POLYNOMIALS WITH INVOLUTION
F. S. BENANTI AND A. VALENTI
Abstract. Let F 〈X, ∗〉 be the free associative algebra with involution ∗ over a field
F of characteristic zero. We study the asymptotic behavior of the sequence of ∗-
codimensions of the T-∗-ideal Γ∗M+1,L+1 of F 〈X, ∗〉 generated by the ∗-Capelli poly-
nomials Cap∗
M+1[Y,X] and Cap
∗
L+1[Z,X] alternanting on M + 1 symmetric variables
and L+ 1 skew variables, respectively.
It is well known that, if F is an algebraic closed field of characteristic zero, every
finite dimensional ∗-simple algebra is isomorphic to one of the following algebras:
· (Mk(F ), t) the algebra of k × k matrices with the transpose involution;
· (M2m(F ), s) the algebra of 2m× 2m matrices with the symplectic involution;
· (Mh(F ) ⊕Mh(F )
op, exc) the direct sum of the algebra of h× h matrices and the
opposite algebra with the exchange involution.
We prove that the ∗-codimensions of a finite dimensional ∗-simple algebra are asymp-
totically equal to the ∗-codimensions of Γ∗
M+1,L+1, for some fixed natural numbers M
and L. In particular:
c∗n(Γ
∗
k(k+1)
2
+1,
k(k−1)
2
+1
) ≃ c∗n((Mk(F ), t));
c∗n(Γ
∗
m(2m−1)+1,m(2m+1)+1) ≃ c
∗
n((M2m(F ), s));
and
c∗n(Γ
∗
h2+1,h2+1
) ≃ c∗n((Mh(F )⊕Mh(F )
op, exc)).
1. Introduction
Let (A, ∗) be an algebra with involution ∗ over a field F of characteristic zero and let
F 〈X, ∗〉 = F 〈x1, x
∗
1, x2, x
∗
2, . . .〉 denote the free associative algebra with involution ∗ gen-
erated by the countable set of variables {x1, x
∗
1, x2, x
∗
2, . . .} over F . Recall that an ele-
ment f(x1, x
∗
1, · · · , xn, x
∗
n) of F 〈X, ∗〉 is a ∗-polynomial identity (or ∗-identity) for A if
f(a1, a
∗
1, · · · , an, a
∗
n) = 0, for all a1, . . . , an ∈ A. We denote by Id
∗(A) the set of all ∗-
polynomial identities satisfied by A which is a T-∗-ideal of F 〈X, ∗〉, i.e., an ideal invariant
under all endomorphisms of F 〈X, ∗〉 commuting with the involution of the free algebra. For
Γ = Id∗(A) we denote by var∗(Γ) = var∗(A) the variety of ∗-algebras having the elements
of Γ as ∗-identities.
It is well known that in characteristic zero Id∗(A) is completely determinated by the
multilinear ∗-polynomials it contains. To the T-∗-ideal Γ = Id∗(A) one can associates a
numerical sequence called the sequence of ∗-codimensions c∗n(Γ) = c
∗
n(A) which is the main
tool for the quantitative investigation of the ∗-polynomial identities of A. Recall that c∗n(A),
n = 1, 2, . . ., is the dimension of the space of multilinear polynomial in n-th variables in the
corresponding relatively free algebra with involution of countable rank. Thus, if we denote
by P ∗n the space of all multilinear polynomials of degree n in x1, x
∗
1, · · · , xn, x
∗
n then
c∗n(A) = dimP
∗
n(A) = dim
P ∗n
P ∗n ∩ Id
∗(A)
.
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A celebrated theorem of Amitsur [2] states that if an algebra with involution satisfies
a ∗-polynomial identity then it satisfies an ordinary polynomial identity. At the light of
this result in [15] it was proved that, as in the ordinary case, if A satisfies a non trivial
∗-polynomial identity then c∗n(A) is exponentially bounded, i.e. there exist constants a and
b such that c∗n(A) ≤ ab
n, for all n ≥ 1. Later (see [3]) an explicit exponential bound for
c∗n(A) was exhibited and in [18] a characterization of finite dimensional algebras with invo-
lution whose sequence of ∗-codimensions is polynomial bounded was given. This result was
extended to non-finite dimensional algebras (see [12]) and ∗-varieties with almost polynomial
growth were classified in [11] and [21]. The asymptotic behavior of the ∗-codimensions was
determined in [6] in case of matrices with involution.
Recently (see [14]), for any algebra with involution, it was studied the exponential be-
havior of c∗n(A), and it was showed that the ∗-exponent of A
exp∗(A) = lim
n→∞
n
√
c∗n(A)
exists and is a non negative integer. It should be mentioned that the existence of the
∗-exponent was proved in [17] for finite dimensional algebra with involution.
Now, if f ∈ F 〈X, ∗〉 we denote by 〈f〉∗ the T-∗-ideal generated by f . Also for a set of
polynomials V ⊂ F 〈X, ∗〉 we write 〈V 〉∗ to indicate the T-∗-ideal generated by V .
An interesting problem in the theory of PI-algebras with involution ∗ is to describe the
T-∗-ideals of ∗-polynomial identities of ∗-simple finite dimensional algebras. Recall that, if
F is an algebraically closed field of characteristic zero, then, up to isomorphisms, all finite
dimensional ∗-simple are the following ones (see [22], [16]):
· (Mk(F ), t) the algebra of k × k matrices with the transpose involution;
· (M2m(F ), s) the algebra of 2m× 2m matrices with the symplectic involution;
· (Mh(F ) ⊕Mh(F )
op, exc) the direct sum of the algebra of h × h matrices and the
opposite algebra with the exchange involution.
The aim of this paper is to find a relation among the asymptotics of the ∗-codimensions
of the finite dimensional ∗-simple algebras and the T-∗-ideals generated by the ∗-Capelli
polynomials Cap∗M+1[Y,X ] and Cap
∗
L+1[Z,X ] alternanting on M + 1 symmetric variables
and L+ 1 skew variables, respectively.
More precisely, if (A, ∗) is any algebra with involution ∗, let A+ = {a ∈ A | a∗ = a}
and A− = {a ∈ A | a∗ = −a} denote the subspaces of symmetric and skew elements of
A, respectively. Since charF=0, we can regard the free associative algebra with involution
F 〈X, ∗〉 as generated by symmetric and skew variables. In particular, for i = 1, 2, . . ., we let
yi = xi + x
∗
i and zi = xi − x
∗
i , then we write X = Y ∪ Z as the disjoint union of the set Y
of symmetric variables and the set Z of skew variables and F 〈X, ∗〉 = F 〈Y ∪ Z〉. Hence a
polynomial f = f(y1, . . . , ym, z1, . . . , zn) ∈ F 〈Y ∪ Z〉 is a ∗-polynomial identity of A if and
only if f(a1, . . . , am, b1, . . . , bn) = 0 for all ai ∈ A
+, bi ∈ A
−.
Let us recall that, for any positive integer m, the m-th Capelli polynomial is the element
of the free algebra F 〈X〉 defined as
Capm(t1, . . . , tm;x1, . . . , xm−1) =
=
∑
σ∈Sm
(sgnσ)tσ(1)x1tσ(2) · · · tσ(m−1)xm−1tσ(m)
where Sm is the symmetric group on {1, . . . ,m}. In particular we denote by
Cap∗m[Y,X ] = Capm(y1, . . . , ym;x1, . . . , xm−1)
and
Cap∗m[Z,X ] = Capm(z1, . . . , zm;x1, . . . , xm−1)
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the m-th ∗-Capelli polynomial in the alternating symmetric variables y1, . . . , ym and skew
variables z1, . . . , zm, respectively (x1, . . . , xm−1 are arbitrary variables).
Let Cap+m denote the set of 2
m−1 polynomials obtained from Capm[Y,X ] by deleting any
subset of variables xi (by evaluating the variables xi to 1 in all possible way). Similarly,
we define by Cap−m the set of 2
m−1 polynomials obtained from Capm[Z,X ] by deleting any
subset of variables xi.
If L and M are two natural numbers, we denote by Γ∗M+1,L+1 = 〈Cap
+
M+1, Cap
−
L+1〉
the T-∗-ideal generated by the polynomials Cap+M+1, Cap
−
L+1. We also write U
∗
M+1,L+1
= var∗(ΓM+1,L+1) for the ∗-variety generated by Γ
∗
M+1,L+1.
In this paper we study the asymptotic behavior of the sequence of ∗-codimensions of
U∗M+1,L+1.
Recall that two sequences an, bn, n = 1, 2, . . ., are asymptotically equal, an ≃ bn, if
limn→+∞
an
bn
= 1. In the ordinary case (no involution) (see [19]) it was proved the asymptotic
equality between the codimensions of the Capelli polynomials Capk2+1 and the codimensions
of the matrix algebra Mk(F ). In [4] these result was extended to finite dimensional simple
superalgebras proving that the graded codimensions of the T2-ideal generated by the graded
Capelli polynomials ΓM+1,L+1, for some fixed M , L, are asymptotically equal to the graded
codimensions of a simple finite dimensional superalgebra. The link between the asymptotic of
the codimensions of the Amitsur’s Capelli-type polynomials and the verbally prime algebras
was studied in [5].
Here we characterize the T-∗-ideal of ∗-identities of any ∗-simple finite dimensional algebra
showing that
Γ∗k(k+1)
2 +1,
k(k−1)
2 +1
= Id∗((Mk(F ), t)⊕D
′);
Γ∗m(2m−1)+1,m(2m+1)+1 = Id
∗((M2m(F ), s)⊕D
′′);
Γ∗h2+1,h2+1 = Id
∗((Mh(F )⊕Mh(F )
op, exc)⊕D′′′)
where D′, D′′ and D′′′ are finite dimensional ∗-algebra with exp∗(D′) < k2, exp∗(D′′)
< (2m)2 and exp∗(D′′′) < 2h2. It follows that asymptotically
c∗n(Γ
∗
k(k+1)
2
+1, k(k−1)
2
+1
) ≃ c∗n((Mk(F ), t));
c
∗
n(Γ
∗
m(2m−1)+1,m(2m+1)+1) ≃ c
∗
n((M2m(F ), s));
c
∗
n(Γ
∗
h2+1,h2+1) ≃ c
∗
n((Mh(F )⊕Mh(F )
op, exc)).
2. Preliminaries
Let F be a field of characteristic zero and letG be the Grassmann algebra over F generated
by the elements e1, e2, . . . subject to the following condition eiej = −ejei, for all i, j ≥ 1.
Recall that G has a natural Z2-grading G = G0⊕G1 where G0 (resp. G1) is the span of the
monomials in the e′is of even length (resp. odd length). If B = B0 ⊕ B1 is a superalgebra,
then the Grassmann envelope of B is defined as
G(B) = (G0 ⊗B0)⊕ (G1 ⊗B1).
The relevance of G(A) relies in a result of Kemer ([20, Theorem 2.3]) stating that if B is any
PI-algebra, then its T-ideal of polynomial identities coincides with the T-ideal of identities
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of the Grassmann envelope of a suitable finite dimensional superalgebra. This result has
been extended to algebras with involution in [1] and the following result holds
Theorem 1. If A is a PI-algebra with involution over a field F of characteristic zero, then
there exists a finite dimensional superalgebra with superinvolution B such that Id∗(A) =
Id∗(G(B)).
Recall that a superinvolution ∗ of B is a linear map of B of order two such that (ab)∗ =
(−1)|a||b|b∗a∗, for any homogeneous elements a, b ∈ B, where | a | denotes the homogeneous
degree of a. It is well known that in this case B∗0 ⊆ B0, B
∗
1 ⊆ B1 and we decompose
B = B+0
⊕
B−0
⊕
B+1
⊕
B−1 .
We can define a superinvolution ∗ on G by requiring that e∗i = −ei, for any i ≥ 1. Then it
is easily checked that G0 = G
+ and G1 = G
−. Now, if B is a superalgebra one can perform
its Grassmann envelope G(B) and in [1] it was shown that if B has a superinvolution ∗ we
can regardG(B) as an algebra with involution by setting (g⊗a)∗ = g∗⊗a∗, for homogeneous
elements g ∈ G, a ∈ B.
By making use of the previous theorem, in [14] it was proved the existence of the ∗-
exponent of a PI-algebra with involution A and also an explicit way of computing exp∗(A)
was given. More precisely if B is a finite dimensional algebra with superinvolution over an
algebraic closed field of characteristic zero, then by [13] we write B = B¯ + J where B¯ is a
maximal semisimple superalgebra with induced superinvolution and J = J(B) = J∗. Also
we can write
B¯ = B1 ⊕ · · · ⊕Bk
where B1, · · · , Bk are simple superalgebras with induced superinvolution. We say that a
subalgebra Bi1⊕· · ·⊕Bit , where Bi1 , . . . , Bit are distinct simple components, is admissible if
for some permutation (l1, . . . , lt) of (i1, . . . , it) we have that Bl1JBl2J · · ·JBlt 6= 0.Moreover
if Bi1 ⊕ · · · ⊕ Bit is an admissible subalgebra of B then B
′ = Bi1 ⊕ · · · ⊕ Bit + J is called
a reduced algebra. In [14] it was proved that exp∗(A) = exp∗(G(B)) = d where d is the
maximal dimension of an admissible subalgebra of B.
It follows immediately that
Remark 1. If A is a ∗-simple algebra then exp∗(A) = dimFA.
We next prove that the reduced algebras are basic elements of any ∗-variety. We start
with the following
Lemma 1. Let A and B be algebras with involution satisfying a ∗-polynomial identity. Then
c∗n(A), c
∗
n(B) ≤ c
∗
n(A⊕B) ≤ c
∗
n(A) + c
∗
n(B).
Hence the exp∗(A⊕B) = max{exp∗(A), exp∗(B)}.
Proof. It follows easily from the proof of the Lemma 1 in [19].
If V = var∗(A) is the variety of ∗-algebras generated by A we write Id∗(V) = Id∗(A),
c∗n(V) = c
∗
n(A) and exp
∗(V) = exp∗(A).
We have the following
Theorem 2. Let V be a proper variety of ∗-algebras. Then there exists a finite number of
reduced superalgebras with superinvolution B1, . . . , Bt and a finite dimensional superalgebra
with superinvolution D such that
V = var(G(B1)⊕ · · · ⊕G(Bt)⊕G(D))
with exp∗(V) = exp∗(G(B1)) = · · · = exp
∗G((Bt)) and exp
∗(G(D)) < exp∗(V).
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Proof. The proof follows closely the proofs given in [19, Theorem 1] and in [4, Theorem
3]. Let A be a ∗-PI-algebra such that V = var∗(A). By Theorem 1, there exists a finite
dimensional superalgebra with superinvolution B such that Id∗(A) = Id∗(G(B)). Also, by
[13, Theorem 4.1], we may assume that
B = B¯1 ⊕ · · · ⊕ B¯s + J(B),
where B¯i are simple ∗-superalgebras and J
∗ = J is the Jacobson radical of B. Let exp∗(A) =
d. Then, since d is the maximal dimension of an admissible subalgebra of A there exist
distinct ∗-simple superalgebras B¯j1 , . . . B¯jk such that
B¯j1J · · · JB¯jk 6= 0 and dimF (B¯j1 ⊕ · · · ⊕ B¯jk) = d.
Let Γ1, . . . ,Γt be all possible subset of {1, . . . , s} such that, if Γj = {j1, . . . , jk}, then
dimF (B¯j1 ⊕ · · · ⊕ B¯jk) = d and B¯σ(j1)J · · ·JB¯σ(jk) 6= 0 for some permutation σ ∈ Sk.
For any such Γj, j = 1, . . . t, then we put Bj = B¯j1 ⊕ · · · ⊕ B¯jk + J . It follows, by the
characterization of the ∗-exponent, that
exp∗(G(B1)) = · · · = exp
∗(G(Bt)) = d = exp
∗(G(B)).
Let D = D1⊕· · ·⊕Dp, where D1, . . . , Dp are all subsuperalgebras of B with superinvolution
of the type B¯i1 ⊕ · · · ⊕ B¯ir + J , with 1 ≤ i1 < · · · < ir ≤ s and dimF (B¯i1 ⊕ · · · ⊕ B¯ir ) < d.
Then, by Lemma 1, we have exp∗(G(D)) < exp∗(G(B)).
Now, we want to prove that var∗(G(B1) ⊕ · · · ⊕ G(Bt) ⊕ G(D)) = var
∗(G(B)). Since
G(D), G(Bi) ∈ var
∗(A), ∀i = 1, . . . , t, it follows that
var∗(G(B1)⊕ · · · ⊕G(Bt)⊕G(D)) ⊆ var
∗(G(B)).
Now, let f = f(y+1 , . . . , y
+
n , y
−
1 , . . . , y
−
m, z
+
1 , . . . , z
+
p , z
−
1 , . . . , z
−
q ) be a multilinear polyno-
mial such that f 6∈ Id∗(G(B)). We shall prove that f 6∈ Id∗(G(B1)⊕ · · · ⊕G(Bt)⊕G(D)).
Since f 6∈ Id∗(G(B)), there exist
a+1,0 ⊗ g1,0, . . . , a
+
n,0 ⊗ gn,0 ∈ G(B)
+
0 = B
+
0 ⊗G0,
a−1,0 ⊗ h1,0, . . . , a
−
m,0 ⊗ hm,0 ∈ G(B)
−
0 = B
−
0 ⊗G0,
b−1,1 ⊗ g1,1, . . . , b
−
p,1 ⊗ gp,1 ∈ G(B)
+
1 = B
−
1 ⊗G1,
and
b+1,1 ⊗ h1,1, . . . , b
+
q,1 ⊗ hq,1 ∈ G(B)
−
1 = B
+
1 ⊗G1
such that
f(a+1,0 ⊗ g1,0, . . . , a
+
n,0 ⊗ gn,0, a
−
1,0 ⊗ h1,0, . . . , a
−
m,0 ⊗ hm,0,
b−1,1 ⊗ g1,1, . . . , b
−
p,1 ⊗ gp,1, b
+
1,1 ⊗ h1,1, . . . , b
+
q,1 ⊗ hq,1) 6= 0.
It follows that
0 6= f(a+1,0 ⊗ g1,0, . . . , a
+
n,0 ⊗ gn,0, a
−
1,0 ⊗ h1,0, . . . , a
−
m,0 ⊗ hm,0,
b−1,1 ⊗ g1,1, . . . , b
−
p,1 ⊗ gp,1, b
+
1,1 ⊗ h1,1, . . . , b
+
q,1 ⊗ hq,1) =
f˜(a+1,0, . . . , a
+
n,0, a
−
1,0, . . . , a
−
m,0, b
−
1,1, . . . , b
−
p,1, b
+
1,1, . . . , b
+
q,1)⊗
g1,0 · · · gn,0h1,0 · · ·hm,0g1,1 · · · gp,1h1,1 · · ·hq,1
where f˜ is the multilinear polynomial introduced in [14, Lemma 1]. Clearly f˜ 6= 0. From the
linearity of f˜ we can assume that a+i,0, b
−
j,1, a
−
i,0 and b
+
j,1 ∈ B1 ∪ · · · ∪Bs ∪J . Since BiBj = 0
for i 6= j, from the property of the ∗-exponent described above, we have that
a+1,0, . . . , a
+
n,0, a
−
1,0, . . . , a
−
m,0, b
−
1,1, . . . , b
−
p,1, b
+
1,1, . . . , b
+
q,1 ∈ Bj1 ⊕ · · · ⊕Bjk + J
for some Bj1 , . . . , Bjk such that dimF (Bj1 ⊕ · · · ⊕Bjk) ≤ d.
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Thus f is not an identity for one of the algebras G(B1), . . . , G(Bt), G(D). Hence f 6∈
Id∗(G(B1)⊕ · · · ⊕G(Bt)⊕G(D)). In conclusion
var∗(G(B)) ⊆ var∗(G(B1)⊕ · · · ⊕G(Bt)⊕G(D))
and the proof is complete.
An application of Theorem 2 is given in terms of ∗-codimensions.
Corollary 1. Let V = var∗(A) be a proper variety of ∗-algebras. Then there exists a finite
number of reduced superalgebras with superinvolution B1, . . . , Bt and a finite dimensional
superalgebra with superinvolution D such that
c∗n(A) ≃ c
∗
n(G(B1)⊕ · · · ⊕G(Bt)).
Proof. By Theorem 2, there is a finite number of reduced superalgebras with superinvolu-
tion B1, . . . , Bt such that
V = var∗(A) = var∗(G(B1)⊕ · · · ⊕G(Bt)⊕G(D))
with exp∗(A) = exp∗(G(B1)) = · · · = exp
∗(G(Bt)) and exp
∗(G(D)) < exp∗(A). Then, by
Lemma 1
c∗n(G(B1)⊕ · · · ⊕G(Bt)) ≤ c
∗
n(G(B1)⊕ · · · ⊕G(Bt)⊕G(D)) ≤
c∗n(G(B1)⊕ · · · ⊕G(Bt)) + c
∗
n(G(D)).
Recalling that exp∗(G(D)) < exp∗(G(B1)) = exp
∗(G(B1)⊕ · · · ⊕G(Bt)) we have that
c∗n(A) ≃ c
∗
n(G(B1)⊕ · · · ⊕G(Bt))
and the proof of the corollary is complete.
If A is a finite dimensional ∗-algebra we obtain a simplified form of the previous theorem
and corollary. Let us recall that an algebra with involution can be regarded as a superalgebra
with superinvolution with trivial grading. We have the following
Corollary 2. Let A be a finite dimensional ∗-algebra. Then there exists a finite number of
reduced ∗-algebras B1, . . . , Bt and a finite dimensional ∗-algebra D such that
var∗(A) = var∗(B1 ⊕ · · · ⊕Bt ⊕D)
c∗n(A) ≃ c
∗
n(B1 ⊕ · · · ⊕Bt)
and
exp∗(A) = exp∗(B1) = · · · = exp
∗(Bt), exp
∗(D) < exp∗(A).
The following results give us a characterization of the ∗-varieties satisfying a Capelli
identity. Let’s start with the
Remark 2. Let M and L be two natural numbers. If A is an algebra with involution
satisfying the ∗-Capelli polynomials Cap∗M [Y,X ] and Cap
∗
L[Z,X ], then A satisfies the Capelli
identity CapM+L(x1, . . . , xM+L; x¯1, . . . , x¯M+L−1).
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Proof. To obtain the thesis it is sufficient to observe that
CapM+L(x1, . . . , xM+L; x¯1, . . . , x¯M+L−1) =
CapM+L(
x1 + x
∗
1
2
+
x1 − x
∗
1
2
, . . . ,
xM+L + x
∗
M+L
2
+
xM+L − x
∗
M+L
2
; x¯1, . . . , x¯M+L−1)
is a linear combinations of ∗-Capelli polynomials alternating either in m ≥ M symmetric
variables or in l ≥ L skew variables.
The proof of the next result follows closely the proof given in [16, Theorem 11.4.3]
Theorem 3. Let V be a variety of ∗-algebras. If V satisfies the Capelli identity of some
rank then V = var∗(A), for some finitely generated ∗-algebra A.
Let M , L be two natural numbers. Let A = A+ ⊕ A− be a generating ∗-algebra of
U∗M+1,L+1. By remark 2, A satisfies a Capelli identity. Hence by the previous theorem, we
may assume that A is a finitely generated ∗-algebra. Moreover by [23, Theorem 1] we may
consider A as a finite-dimensional ∗-algebra. Since any polynomial alternating on M + 1
symmetric variables vanishes in A (see [16, Proposition 1.5.5]), we get that dimA+ ≤ M .
Similarly we get that dimA− ≤ L and exp∗(A) ≤ dimA ≤ M + L. Thus we have the
following
Lemma 2. exp∗(U∗M+1,L+1) ≤M + L.
3. The algebra UT ∗(A1, . . . , An)
In this section we recall the construction of the ∗-algebraUT ∗(A1, . . . , An) given in Section
2 of [7]. Let A1, . . . , An be a n-tuple of finite dimensional ∗-simple algebras, then Ai =
(Mdi , µi), where µi is the transpose or the symplectic involution, or Ai = (Mdi ⊕M
op
di
, exc),
where exc is the exchange involution.
Let γd be the orthogonal involution defined on the matrix algebra Md(F ) by putting, for
all a ∈Md(F ),
aγd = g−1atg = gatg,
where
g =


0 . . . 1
·
·
·
1 . . . 0


and at is the transposed of the matrix a. γd acts on matrix units epq of Md by sending it to
eγdpq = ed−q+1,d−p+1 (it is the reflection along the secondary diagonal).
If d =
∑n
i=1 dimFAi, then we have an embedding of ∗-algebras
∆ :
n⊕
i=1
Ai → (M2d(F ), γ2d)
defined by
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(a1, . . . , an)→


a¯1
. . .
a¯n
b¯n
. . .
b¯1


where, if ai ∈ Ai = (Mdi , µi), then a¯i = ai and b¯i = a
µiγdi
i , and if ai = (a˜i, b˜i) ∈ Ai =
(Mdi ⊕M
op
di
, exc), then a¯i = a˜i and b¯i = b˜i.
Let denote by D = D(A1, . . . , An) ⊆ M2d(F ) the ∗-algebra image of
⊕n
i=1 Ai by ∆ and
let U be the subspace of M2d(F ) so defined:


0 U12 · · · U1t
. . .
. . .
...
0 Ut−1t
0
0 Utt−1 · · · Ut1
. . .
. . .
...
0 U21
0


where, for 1 ≤ i, j ≤ n, i 6= j, Uij denote the vector space of the rectangular matrices of
dimensions di × dj . Let define
UT ∗(A1, . . . , An) = D ⊕ U ⊆M2d(F )
(see section 2 of [7]).
It is easy to show that UT ∗(A1, . . . , An) is a subalgebra with involution of (M2d(F ), γ2d)
in which the algebras Ai are embedded as ∗-algebras and whose ∗-exponent is given by
exp∗(UT ∗(A1, . . . , An)) =
n∑
i=1
dimFAi.
In [10] and [8] the link between the degrees of ∗-Capelli polynomials and the ∗-polynomial
identities of UT ∗(A1, . . . , An) was investigated.
If we set d+ :=
∑n
i=1 dimFA
+
i and d
− :=
∑n
i=1 dimFA
−
i , then the following result applies
(see [9])
Lemma 3. Let R = UT ∗(A1, . . . , An). Then Cap
∗
M [Y,X ] and Cap
∗
L[Z,X ] are in Id
∗(R) if
and only if M ≥ d+ + n and L ≥ d− + n.
4. Asymptotics for U∗k(k+1)
2 +1,
k(k−1)
2 +1
and (Mk(F ), t)
Let A = A¯ ⊕ J where A¯ is a ∗-simple finite dimensional algebra and J = J(A) is its
Jacobson radical. It is well known that the Jacobson radical J is a ∗-ideal of A.
We start with the following key lemmas that hold for any ∗-simple finite dimensional
algebra.
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Lemma 4. Let A = A¯⊕ J where A¯ is a ∗-simple finite dimensional algebra and J = J(A)
is its Jacobson radical. Then J can be decomposed into the direct sum of four A¯-bimodules
J = J00 ⊕ J01 ⊕ J10 ⊕ J11
where, for p, q ∈ {0, 1}, Jpq is a left faithful module or a 0-left module according to p = 1,
or p = 0, respectively. Similarly, Jpq is a right faithful module or a 0-right module according
to q = 1 or q = 0, respectively. Moreover, for p, q, i, l ∈ {0, 1}, JpqJql ⊆ Jpl, JpqJil = 0 for
q 6= i and there exists a finite dimensional nilpotent ∗-algebra N such that J11 ∼= A¯ ⊗F N
(isomorphism of A¯-bimodules and of ∗-algebras).
Proof. It follows from the proof of Lemma 2 in [19].
Notice that J00 and J11 are stable under the involution whereas J
∗
01 = J10.
Lemma 5. Let A¯ be a ∗-simple finite dimensional algebra. Let M = dimF A¯
+ and L =
dimF A¯
−. Then A¯ does not satisfy Cap∗M [Y,X ] and Cap
∗
L[Z,X ].
Proof. The result follows immediately from [9, Lemma 3.1].
From now on we assume that A = Mk(F )+J , where J = J(A) is the Jacobson radical of
the finite dimensional ∗-algebra A and (Mk(F ), t) is the ∗-algebra of matrices with transpose
involution.
Lemma 6. Let M = k(k + 1)/2 and L = k(k − 1)/2 with k ∈ N, k > 0. If Γ∗M+1,L+1 ⊆
Id∗(A), then J10 = J01 = (0).
Proof. By Lemma 5, Mk(F ) does not satisfy the ∗-Capelli polynomial Cap
∗
M [Y,X ]. Then,
there exist elements a+1 , . . . , a
+
M ∈Mk(F )
+ and b1, . . . , bM−1 ∈Mk(F ) such that
Cap∗M (a
+
1 , . . . , a
+
M ; b1, . . . , bM−1) = e1,k,
where the ei,j ’s are the usual matrix units. Let d ∈ J01, then d
∗ ∈ J10 and d + d
∗ ∈
(J01 ⊕ J10)
+. Since Γ∗M+1,L+1 ⊆ Id
∗(A) we have
0 = Cap∗M+1(a
+
1 , . . . , a
+
M , d+ d
∗; b1, . . . , bM−1, ek,k) = de1,k ± e1,kd
∗.
Hence de1,k ± e1,kd
∗ = 0 and, so, de1,k = ∓e1,kd
∗ ∈ J01 ∩ J10 = (0). Then d = 0, for all
d ∈ J01. Thus J01 = (0) and J10 = (0).
Lemma 7. Let M = k(k + 1)/2 and L = k(k − 1)/2 with k ∈ N, k > 0. Let J11 ∼=
Mk(F )⊗F N , as in Lemma 4. If ΓM+1,L+1 ⊆ Id
∗(A), then N is commutative.
Proof. Let N be the finite dimensional nilpotent ∗-algebra of the Lemma 4. Write N =
N+ ⊕ N−, where N+ and N− denote the subspaces of symmetric and skew elements of
N respectively. Let e+1 , . . . , e
+
M be an ordered basis of Mk(F )
+ consisting of symmetric
matrices e+h ∈ {ei,i | i = 1, . . . k} ∪ {ei,j + ej,i | i < j, i, j = 1, . . . k} such that e
+
1 = e1,1 and
let a0, a1, . . . , aM ∈Mk(F ) be such that
a0e
+
1 a1 · · · aM−1e
+
MaM = e1,1
and
a0e
+
σ(1)a1 · · · aM−1e
+
σ(M)aM = 0
for any σ ∈ SM , σ 6= id.
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Consider d+1 , d
+
2 ∈ N
+ and set c+1 = e1,1d
+
1 and c
+
2 = e1,1d
+
2 . Notice that, since N
commutes with Mk(F ), c
+
1 , c
+
2 ∈ A
+ and
Cap∗M+2(c
+
1 , e
+
1 , . . . , e
+
M , c
+
2 ; a0, . . . , aM ) =
c+1 e1,1c
+
2 − c
+
2 e1,1c
+
1 − e1,1c
+
1 c
+
2 +
c+2 c
+
1 e1,1 + e1,1c
+
2 c
+
1 − c
+
1 c
+
2 e1,1 =
[c+2 , c
+
1 ]e1,1 = [d
+
2 , d
+
1 ]e1,1.
Since Cap∗M+1[Y ;X ] ⊆ Id
∗(A) we have [d+1 , d
+
2 ] = 0. Thus d
+
1 d
+
2 = d
+
2 d
+
1 , for all d
+
1 , d
+
2 ∈
N+.
Now, let e−1 , . . . , e
−
L be an ordered basis of Mk(F )
− consisting of skew matrices e−h ∈
{ei,j − ej,i | i < j, i, j = 1, . . . k} such that e
−
1 = e1,2 − e2,1. We consider b0, . . . , bL ∈Mk(F )
such that b0 = e1,1, bL = ek,k,
b0e
−
1 b1 · · · bL−1e
−
LbL = e1,k
and
b0e
−
τ(1)b1 · · · bL−1e
−
τ(L)bL = 0
for all τ ∈ SL, τ 6= id.
Let d−1 , d
−
2 ∈ N
− and put c−1 = (e1,2 + e2,1)d
−
1 and c
−
2 = (e1,2 + e2,1)d
−
2 . Since N
commutes with Mk(F ) then c
−
1 , c
−
2 ∈ A
−. As above we compute
Cap∗L+2(c
−
1 , e
−
1 , . . . , e
−
L , c
−
2 ; b0, . . . , bL) =
[c−1 , c
−
2 ]e1,k = (e1,1 + e2,2)e1,k[d
−
1 , d
−
2 ] = e1,k[d
−
1 , d
−
2 ].
Since Cap∗L+1[Z;X ] ⊆ Id
∗(A) we get that [d−1 , d
−
2 ] = 0, then d
−
1 d
−
2 = d
−
2 d
−
1 , for all d
−
1 , d
−
2 ∈
N−.
Next we show that N+ commutes with N−. Take e+1 , . . . , e
+
M an ordered basis ofMk(F )
+
such that e+1 = e1,1 and let a1, . . . , aM ∈Mk(F ) be such that
a1e
+
1 a2 · · ·aMe
+
M = e1,k
and
a1e
+
ρ(1)a2 · · · aMe
+
ρ(M) = 0
for any ρ ∈ SM , ρ 6= id. Notice that a1 = a2 = e1,1. Let d
+
1 ∈ N
+ and d−2 ∈ N
−. We set
c+1 = (e1,2 + e2,1)d
+
1 and a¯2 = e1,1d
−
2 . Notice that c
+
1 ∈ A
+. Then, since Cap∗M+1[Y ;X ] ⊆
Id∗(A), we obtained
0 = Cap∗M+1(c
+
1 , e
+
1 , . . . , e
+
M ; a1, a¯2, a3, . . . , aM ) = [d
+
1 , d
−
2 ]e2,k.
Thus d+1 d
−
2 = d
−
2 d
+
1 , for all d
+
1 ∈ N
+, d−2 ∈ N
− and we are done.
Now we are able to prove the main result about Id∗((Mk(F ), t)) and the T-∗-ideal gen-
erated by the ∗-Capelli polynomials Cap+
k(k+1)
2 +1
, Cap−
k(k−1)
2 +1
.
First we prove the following
Lemma 8. Let M = k(k + 1)/2 and L = k(k − 1)/2 with k ∈ N, k > 0. Then
exp∗(U∗M+1,L+1) = M + L = k
2 = exp∗((Mk(F ), t)).
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Proof. The exponent of U∗M+1,L+1 is equal to the exponent of some minimal variety lying in
U∗M+1,L+1 ( for the definition of minimal variety see [16]). By [10, Theorem 1.2] and Lemma
3 we have that
exp∗(U∗M+1,L+1) =
max{exp∗(UT ∗(A1, . . . , An)) |UT
∗(A1, . . . , An) satisfiesCap
+
M+1 andCap
−
L+1}.
Let d+ :=
∑n
i=1 dimFA
+
i and d
− :=
∑n
i=1 dimFA
−
i , then
exp∗(U∗M+1,L+1) = max{exp
∗(UT ∗(A1, . . . , An)) | d
+ + n ≤M + 1 andd− + n ≤ L+ 1} ≥
exp∗(UT ∗(Mk(F ))) = k
2 =M + L.
Since by Lemma 2, exp∗(U∗M+1,L+1) ≤M + L then the proof is completed.
Theorem 4. Let M = k(k + 1)/2 and L = k(k − 1)/2 with k ∈ N, k > 0. Then
U∗M+1,L+1 = var
∗(Γ∗M+1,L+1) = var
∗(Mk(F )⊕D
′),
where D′ is a finite dimensional ∗-algebra such that exp∗(D′) < M + L. In particular
c∗n(Γ
∗
M+1,L+1) ≃ c
∗
n(Mk(F )).
Proof. By Lemma 8 we have that exp∗(U∗M+1,L+1) =M + L.
Let A = A+ ⊕ A− be a generating ∗-algebra of U∗M+1,L+1. As remarked before we can
assume that A is finite dimensional. Thus, by Corollary 2, there exists a finite number of
reduced ∗-algebras B1, . . . , Bs and a finite dimensional ∗-algebra D
′ such that
U∗M+1,L+1 = var
∗(A) = var∗(B1 ⊕ · · · ⊕Bs ⊕D
′). (1)
Moreover
exp∗(B1) = · · · = exp
∗(Bs) = exp
∗(U∗M+1,L+1) = M + L
and
exp∗(D′) < exp∗(U∗M+1,L+1) =M + L.
Next, we analyze the structure of a finite dimensional reduced ∗-algebra R such that
exp∗(R) =M + L = exp∗(U∗M+1,L+1) and Γ
∗
M+1,L+1 ⊆ Id
∗(R). We can write
R = R1 ⊕ · · · ⊕Rq + J,
where Ri are simple ∗-subalgebras of R, J = J(R) is the Jacobson radical of R and
R1J · · · JRq 6= 0.
Recall that every ∗-algebra Ri is isomorphic to one of the following algebras :(Mki(F ), t)
or (M2mi(F ), s) or (Mhi(F )⊕Mhi(F )
op, exc).
Let t1 be the number of ∗-algebras Ri of the first type, t2 the number of ∗-algebras Ri of
the second type and t3 the number of Ri of the third type, with t1 + t2 + t3 = q.
By [7, Theorem 4.5] and [7, Proposition 4.7] there exists a ∗-algebra R isomorphic to the
∗-algebra UT ∗(R1, . . . , Rq) such that
exp∗(R) = exp∗(R) = exp∗(UT ∗(R1, . . . , Rq)).
Let observe that
k2 =M + L = exp∗(R) = exp∗(R) = exp∗(UT ∗(R1, . . . , Rq)) =
dimFR1 + · · ·+ dimFRq = k
2
1 + · · ·+ k
2
t1
+ (2m1)
2 + · · ·+ (2mt2)
2 + 2h21 + · · ·+ 2h
2
t3
.
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Let d± = dimF (R1 ⊕ · · · ⊕Rq)
± then
d+ + d− = d = dimF (R1 ⊕ · · · ⊕Rq) = exp
∗(R) =M + L.
By [10, Lemma 3.2] R does not satisfy the ∗-Capelli polynomials Cap∗d++q−1[Y ;X ] and
Cap∗
d−+q−1[Z;X ], but R satisfies Cap
∗
M+1[Y ;X ] and Cap
∗
L+1[Z;X ]. Thus d
+ + q − 1 ≤M
and d− + q − 1 ≤ L. Hence d+ + d− + 2q − 2 ≤M + L. Since d+ + d− = M + L we obtain
that 2q − 2 = 0 and so 1 = q = t1 + t2 + t3. Since t1, t2 and t3 are nonnegative integers, we
have the following three possibilities
(1) t1 = 1 and t2 = t3 = 0;
(2) t2 = 1 and t1 = t3 = 0
(3) t3 = 1 and t1 = t2 = 0.
If t2 = 1, then R = (M2m(F ), s) + J and exp
∗(R) = 4m2. Thus
k2 = M + L = exp∗(R) = 4m2
and so k = 2m. By hypothesis R satisfies Cap∗L+1[Z;X ] but, since Id
∗(R) ⊆ Id∗(R), R
does not satisfy Cap∗d− [Z;X ], where d
− = m(2m+ 1). It follows that
L+ 1 = k(k − 1)/2 + 1 = m(2m− 1) + 1 < m(2m+ 1) = d−,
for m ≥ 1, and this is a contradiction.
Let assume t3 = 1. Then R = (Mh(F ) ⊕Mh(F )
op) + J and exp∗(R) = 2h2. Thus k2 =
M + L = exp∗(R) = 2h2 and this is impossible.
Then t1 = 1 and in this case
R ∼= Mk(F ) + J.
From Lemmas 4, 6, 7 we obtain
R ∼= (Mk(F ) + J11)⊕ J00 ∼= (Mk(F )⊗N
♯)⊕ J00
where N ♯ is the algebra obtained from N by adjoining a unit element. Since N ♯ is com-
mutative, it follows that Mk(F ) + J11 and Mk(F ) satisfy the same ∗-identities. Thus
var∗(R)=var∗(Mk(F ) ⊕ J00) with J00 a finite dimensional nilpotent ∗-algebra. Hence, re-
calling the decomposition given in (1), we get
U∗M+1,L+1 = var
∗(ΓM+1,L+1) = var
∗(Mk(F )⊕D
′),
where D′ is a finite dimensional ∗-algebra with exp∗(D′) < M + L. Then, from Corollary 1
we have
c∗n(ΓM+1,L+1) ≃ c
∗
n(Mk(F ))
and the theorem is proved.
5. Asymptotics for U∗m(2m−1)+1,m(2m+1)+1 and (M2m(F ), s)
Throughout this section we assume that A = M2m(F ) + J , where J = J(A) is the
Jacobson radical of the finite dimensional ∗-algebra A and (M2m(F ), s) is the algebra of
matrices with symplectic involution.
Lemma 9. Let M = m(2m− 1) and L = m(2m+ 1) with m ∈ N, m > 0. If Γ∗M+1,L+1 ⊆
Id∗(A), then J10 = J01 = (0).
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Proof. By Lemma 5, (M2m(F ), s) does not satisfy the ∗-Capelli polynomial Cap
∗
M [Y,X ].
Also there exist elements a+1 , . . . , a
+
M ∈M2m(F )
+ and b1, . . . , bM−1 ∈M2m(F ) such that
Cap∗M (a
+
1 , . . . , a
+
M ; b1, . . . , bM−1) = e1,2m,
where the ei,j ’s are the usual matrix units. Let d ∈ J01, then d+ d
∗ ∈ (J01 ⊕ J10)
+. Since
Γ∗M+1,L+1 ⊆ Id
∗(A) we have
0 = Cap∗M+1(a
+
1 , . . . , a
+
M , d+ d
∗; b1, . . . , bM−1, e2m,2m) = de1,2m ± e1,2md
∗.
Hence de1,2m = ∓e1,2md
∗ ∈ J01 ∩ J10 = (0) and so d = 0, for all d ∈ J01. Thus J01 = (0) =
J10 and we are done.
Lemma 10. Let M = m(2m − 1) and L = m(2m + 1) with m ∈ N, m > 0. Let J11 ∼=
M2m(F )⊗F N , as in Lemma 4. If ΓM+1,L+1 ⊆ Id
∗(A), then N is commutative.
Proof. Let N be the finite dimensional nilpotent ∗-algebra of the Lemma 4. As in Lemma
7 we can consider an ordered basis of M2m(F )
+ consisting of symmetric matrices e+h ∈
{ei,j + em+j,m+i | i, j = 1, . . .m} ∪ {ei,m+j − ej,m+i | 1 ≤ i < j ≤ m} ∪ {em+i,j − em+j,i | 1 ≤
i < j ≤ m} with e+1 = e1,1 + em+1,m+1 and a0, a1, . . . , aM ∈M2m(F ) such that
a0e
+
1 a1 · · · aM−1e
+
MaM = e1,1
and
a0e
+
σ(1)a1 · · · aM−1e
+
σ(M)aM = 0
for any σ ∈ SM , σ 6= id. Consider d
+
1 , d
+
2 ∈ N
+ and set c+1 = (e1,1 + em+1,m+1)d
+
1 and
c+2 = (e1,1 + em+1,m+1)d
+
2 . Since N commutes with M2m(F ), c
+
1 , c
+
2 ∈ A
+ and we obtain
Cap∗M+2(c
+
1 , e
+
1 , . . . , e
+
M , c
+
2 ; a0, . . . , aM ) = [c
+
2 , c
+
1 ]e1,1 = [d
+
2 , d
+
1 ]e1,1.
Since Cap∗M+1[Y ;X ] ⊆ Id
∗(A) we have d+1 d
+
2 = d
+
2 d
+
1 , for all d
+
1 , d
+
2 ∈ N
+.
Now, let e−1 , . . . , e
−
L be an ordered basis of M2m(F )
− consisting of skew matrices, e−h ∈
{ei,j−em+j,m+i | i, j = 1, . . .m}∪{ei,m+j+ej,m+i | 1 ≤ i < j ≤ m}∪{ei,m+i | i = 1, . . . ,m}∪
{em+i,j + em+j,i | 1 ≤ i < j ≤ m} ∪ {em+i,i | i = 1, . . . ,m} such that e
−
1 = e1,1 − em+1,m+1 .
We consider b0, . . . , bL ∈M2m(F ) such that b0 = e1,1, bL = e2m,2m
b0e
−
1 b1 · · · bL−1e
−
LbL = e1,2m
and
b0e
−
τ(1)b1 · · · bL−1e
−
τ(L)bL = 0
for all τ ∈ SL, τ 6= id. Let d
−
1 , d
−
2 ∈ N
−. Let c−1 = (e1,1 + em+1,m+1)d
−
1 and c
−
2 =
(e1,1 + em+1,m+1)d
−
2 . Since N commutes with M2m(F ) then c
−
1 , c
−
2 ∈ A
−. As above we
obtain
Cap∗L+2(c
−
1 , e
−
1 , . . . , e
−
L , c
−
2 ; b0, . . . , bL) =
[c−1 , c
−
2 ]e1,2m = (e1,1 + em+1,m+1)e1,2m[d
−
1 , d
−
2 ] = e1,2m[d
−
1 , d
−
2 ].
Since Cap∗L+1[Z;X ] ⊆ Id
∗(A) we get that [d−1 , d
−
2 ] = 0 and so d
−
1 d
−
2 = d
−
2 d
−
1 , for all
d−1 , d
−
2 ∈ N
−.
Next we show that N+ commutes with N−.
Take e+1 , . . . , e
+
M an ordered basis of M2m(F )
+ such that e+1 = e1,1 + em+1,m+1. Let
a1, . . . , aM ∈M2m(F ) be such that
a1e
+
1 a2 · · · aMe
+
M = e1,2m
and
a1e
+
ρ(1)a2 · · · aMe
+
ρ(M) = 0
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for any ρ ∈ SM , ρ 6= id. Notice that a1 = a2 = e1,1. Let d
+
1 ∈ N
+ and d−2 ∈ N
−. We set
c+1 = (e1,2 + em+2,m+1)d
+
1 and a¯2 = e1,1d
−
2 , then c
+
1 ∈ A
+. Since Cap∗M+1[Y ;X ] ⊆ Id
∗(A),
we obtain
0 = Cap∗M+1(c
+
1 , e
+
1 , . . . , e
+
M ; a1, a¯2, a3, . . . , aM ) = [d
+
1 , d
−
2 ]e2,2m.
Thus d+1 d
−
2 = d
−
2 d
+
1 , for all d
+
1 ∈ N
+, d−2 ∈ N
− and we are done.
Lemma 11. Let M = m(2m− 1) and L = m(2m+ 1) with m ∈ N, m > 0. Then
exp∗(U∗M+1,L+1) =M + L = 4m
2 = exp∗((M2m(F ), s)).
Proof. The proof is the same of that of Lemma 8.
Now we are able to prove the following
Theorem 5. Let M = m(2m− 1) and L = m(2m+ 1) with m ∈ N, m > 0. Then
U∗M+1,L+1 = var
∗(ΓM+1,L+1) = var
∗(M2m(F )⊕D
′′),
where D′′ is a finite dimensional ∗-algebra such that exp∗(D′′) < M + L. In particular
c∗n(ΓM+1,L+1) ≃ c
∗
n(M2m(F )).
Proof. The first part of the proof follows step by step that of Theorem 4 and we obtain
U∗M+1,L+1 = var
∗(B1 ⊕ · · · ⊕Bs ⊕D
′′),
where B1, . . . , Bs are reduced ∗-algebras and D
′′ is a finite dimensional ∗-algebra such that
exp∗(D′′) < exp∗(Bi) = M + L, for all i = 1, . . . s.
Let R be a finite dimensional reduced ∗-algebra with exp∗(R) = M+L = exp∗(UM+1,L+1)
and Γ∗M+1,L+1 ⊆ Id
∗(R). We can write R = R1 ⊕ · · · ⊕ Rq + J , where Ri are simple ∗-
subalgebras of R, J = J(R) is the Jacobson radical of R. Let t1 be the number of ∗-algebras
Ri isomorphic to (Mki(F ), t), t2 the number of ∗-algebras Ri isomorphic to (M2mi(F ), s)
and let t3 be the number of Ri isomorphic to (Mhi(F ) ⊕Mhi(F )
op, exc), where t1 + t2 +
t3 = q. Hence, as in Theorem 4, there exists a ∗-algebra R isomorphic to the ∗-algebra
UT ∗(R1, . . . , Rq) such that exp
∗(R) = exp∗(R) = exp∗(UT ∗(R1, . . . , Rq)) and
4m2 = M + L = exp∗(R) = exp∗(R) = exp∗(UT ∗(R1, . . . , Rq)) =
k21 + · · ·+ k
2
t1
+ (2m1)
2 + · · ·+ (2mt2)
2 + 2h21 + · · ·+ 2h
2
t3
.
As in the proof of the Theorem 4 we have q = 1 and so we obtain only three possibilities:
t1 = 1 and t2 = t3 = 0 or t2 = 1 and t1 = t3 = 0 or t3 = 1 and t1 = t2 = 0.
If t1 = 1, then R = (Mk(F ), t)+J and exp
∗(R) = k2. Thus 4m2 = M+L = exp∗(R) = k2
and so k = 2m. Hence R satisfies Cap∗M+1[Y ;X ] and, since Id
∗(R) ⊆ Id∗(R), R does not
satisfy Cap∗d+ [Y ;X ], where d
+ = k(k + 1)/2. It follows that M + 1 = m(2m − 1) + 1 <
m(2m+ 1) = k(k + 1)/2 = d+ for m ≥ 1, and this is a contradiction.
Let assume t3 = 1. Then R = (Mh(F ) ⊕ Mh(F )
op) + J and exp∗(R) = 2h2. Thus
4m2 =M + L = exp∗(R) = 2h2 and this is impossible.
Finally, let t2 = 1 and t1 = t3 = 0. Then R ∼= M2m(F ) + J . By Lemmas 4, 9, 10 we
obtain
R ∼= (M2m(F ) + J11)⊕ J00 ∼= (M2m(F )⊗N
♯)⊕ J00
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where N ♯ is the algebra obtained from N by adjoining a unit element. Since N ♯ is com-
mutative, it follows that M2m(F ) + J11 and M2m(F ) satisfy the same ∗-identities. Thus
var∗(R)=var∗(M2m(F ) ⊕ J00) with J00 a finite dimensional nilpotent ∗-algebra. Hence by
(1) we get
U∗M+1,L+1 = var
∗(ΓM+1,L+1) = var
∗(M2m(F )⊕D
′′),
where D′′ is a finite dimensional ∗-algebra with exp∗(D′′) < M + L. Then, from Corollary
1, we have
c∗n(ΓM+1,L+1) ≃ c
∗
n(M2m(F ))
and the theorem is proved.
6. Asymptotics for U∗h2+1,h2+1 and (Mh(F )⊕Mh(F )
op, exc)
Throughout this section we assume that A = (Mh(F ) ⊕Mh(F )
op) + J , where J = J(A)
is the Jacobson radical of the finite dimensional ∗-algebra A and (Mh(F )⊕Mh(F )
op, exc) is
the direct sum of the algebra of h× h matrices and the opposite algebra with the exchange
involution.
We start with the following lemmas
Lemma 12. Let M = L = h2 with h ∈ N, h > 0. If Γ∗M+1,L+1 ⊆ Id
∗(A), then J10 = J01 =
(0).
Proof. By Lemma 5, (Mh(F ) ⊕ Mh(F )
op, exc) does not satisfy the ∗-Capelli polyno-
mial Cap∗M [Y,X ]. Also, there exist elements a
+
1 , . . . , a
+
M ∈ (Mh(F ) ⊕ Mh(F )
op)+ and
b1, . . . , bM−1 ∈Mh(F )⊕Mh(F )
op such that
Cap∗M (a
+
1 , . . . , a
+
M ; b1, . . . , bM−1) = e˜1,h,
where the e˜i,j = (ei,j , ej,i) and ei,j ’s are the usual matrix units. Let d ∈ J01, then d+ d
∗ ∈
(J01 ⊕ J10)
+. Since Γ∗M+1,L+1 ⊆ Id
∗(A) it follows
0 = Cap∗M+1(a
+
1 , . . . , a
+
M , d+ d
∗; b1, . . . , bM−1, e˜h,h)e˜h,h = de˜1,h.
Hence d = 0, for all d ∈ J01. Thus J01 = (0) and J10 = (0).
Lemma 13. Let M = L = h2 with h ∈ N, h > 0. Let J11 ∼= (Mh(F )⊕Mh(F )
op)⊗F N , as
in Lemma 4. If ΓM+1,L+1 ⊆ Id
∗(A), then N is commutative.
Proof. Let N be the finite dimensional nilpotent ∗-algebra of the Lemma 4. Let now
v+1 , . . . , v
+
M an ordered basis of (Mh(F )⊕Mh(F )
op)+ consisting of all e+i,j = (ei,j , ei,j) such
that v+1 = e
+
1,1 and let a0, . . . , aM ∈Mh(F )⊕Mh(F )
op be such that
a0v
+
1 a1 · · · aM−1v
+
MaM = e
+
1,1
and
a0v
+
σ(1)a1 · · ·aM−1v
+
σ(M)aM = (0, 0)
for any σ ∈ SM , σ 6= id.
Now let d+1 , d
+
2 ∈ N
+ and set c+1 = e
+
1,1d
+
1 and c
+
2 = e
+
1,1d
+
2 . Recalling that N commutes
with Mh(F )⊕Mh(F )
op we have that c+1 , c
+
2 ∈ A
+ and, as in Lemma 7,
Cap∗M+2(c
+
1 , v
+
1 , . . . , v
+
M , c
+
2 ; a0, . . . , aM ) = [c
+
2 , c
+
1 ]e
+
1,1 = [d
+
2 , d
+
1 ]e
+
1,1.
Since Cap∗M+1[Y ;X ] ⊆ Id
∗(A) it follows d+1 d
+
2 = d
+
2 d
+
1 , for all d
+
1 , d
+
2 ∈ N
+.
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Now, let v−1 , . . . , v
−
L be an ordered basis of (Mh(F ) ⊕Mh(F )
op)− consisting of all e−i,j =
(ei,j ,−ei,j) such that v
−
1 = e
−
1,1 and let b0, . . . , bL ∈Mh(F )⊕Mh(F )
op be such that
b0v
+
1 b1 · · · bL−1v
+
L bL =
{
e+1,1, if L is even;
e−1,1, if L is odd.
and
b0v
+
σ(1)b1 · · · bL−1v
+
σ(L)bL = (0, 0)
for any σ ∈ SM , σ 6= id. Now, we take d
−
1 , d
−
2 ∈ N
− and set c−1 = e
+
1,1d
−
1 and c
−
2 =
e+1,1d
−
2 . Since N commutes with Mh(F )⊕Mh(F )
op, we have that c−1 , c
−
2 ∈ A
−. Thus, since
Cap∗L+1[Z,X ] ⊆ Id
∗(A), we obtain
0=Cap∗L+2(c
−
1 , v
−
1 , . . . , v
−
L , c
−
2 ; b0, . . . , bL)=
{
[c−2 , c
−
1 ]e
+
1,1 = [d
−
2 , d
−
1 ]e
+
1,1, if L is even;
[c−2 , c
−
1 ]e
−
1,1 = [d
−
2 , d
−
1 ]e
−
1,1, if L is odd.
In conclusion [d−2 , d
−
1 ] = 0, for all d
−
1 , d
−
2 ∈ N
−.
Finally, we consider d+1 ∈ N
+, d−2 ∈ N
− and set c+1 = e
+
1,1d
+
1 and c
+
2 = e
−
1,1d
−
2 . As above,
we have that c+1 , c
+
2 ∈ A
+. Then
0 = Cap∗M+2(c
+
1 , v
+
1 , . . . , v
+
M , c
+
2 ; a0, . . . , aM ) = [c
+
2 , c
+
1 ]e
+
1,1 = [d
−
2 , d
+
1 ]e
−
1,1
and [d−2 , d
+
1 ] = 0 for all d
+
1 ∈ N
+, d−2 ∈ N
− and the lemma is proved.
Lemma 14. Let M = L = h2 with h ∈ N, h > 0. Then
exp∗(U∗M+1,L+1) = M + L = 2h
2 = exp∗((Mh(F )⊕Mh(F )
op, exc)).
Proof. The proof is the same of that of Lemma 8.
Theorem 6. Let M = L = h2 with h ∈ N, h > 0. Then
U∗M+1,L+1 = var
∗(ΓM+1,L+1) = var
∗((Mh(F )⊕Mh(F )
op)⊕D′′′),
where D′′′ is a finite dimensional ∗-algebra such that exp∗(D′′′) < M + L. In particular
c∗n(ΓM+1,L+1) ≃ c
∗
n(Mh(F )⊕Mh(F )
op).
Proof. The proof proceeds as in that of Theorem 4. Let R be a finite dimensional reduced
∗-algebra such that exp∗(R) =M +L = exp∗(U∗M+1,L+1) and Γ
∗
M+1,L+1 ⊆ Id
∗(R). We can
write R = R1 ⊕ · · · ⊕ Rq + J , where Ri are simple ∗-subalgebras of R, J = J(R) is the
Jacobson radical of R. If t1 denotes the number of algebras Ri isomorphic to (Mki(F ), t), t2
the number of algebras Ri isomorphic to (M2mi(F ), s) and t3 the number of Ri isomorphic
to (Mhi(F )⊕Mhi(F )
op, exc), then we have t1+ t2+ t3 = q. As in Theorem 4, there exists a
∗-algebra R isomorphic to the ∗-algebra UT ∗(R1, . . . , Rq) such that exp
∗(R) = exp∗(R) =
exp∗(UT ∗(R1, . . . , Rq)). Then
2h2 = M + L = exp∗(R) = exp∗(R) = exp∗(UT ∗(R1, . . . , Rq)) =
k21 + · · ·+ k
2
t1
+ (2m1)
2 + · · ·+ (2mt2)
2 + 2h21 + · · ·+ 2h
2
t3
and we have only three possibilities: t1 = 1 and t2 = t3 = 0 or t2 = 1 and t1 = t3 = 0 or
t3 = 1 and t1 = t2 = 0.
If t1 = 1, then R = (Mk(F ), t)+J and exp
∗(R) = k2. Thus 2h2 =M+L = exp∗(R) = k2
and this is a contradiction.
If t2 = 1. Then R = (M2m(F ), s) + J and exp
∗(R) = 4m2. Thus 2h2 = M + L =
exp∗(R) = 4m2 and so h2 = 2m2, contradiction.
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Finally, let t3 = 1 and t1 = t2 = 0. Then R ∼= (Mh(F )⊕Mh(F )
op) + J . As in Theorem
4, by Lemmas 4, 12, 13 we obtain
R ∼= ((Mh(F )⊕Mh(F )
op) + J11)⊕ J00 ∼= ((Mh(F )⊕Mh(F )
op)⊗N ♯)⊕ J00
where N ♯ is the algebra obtained from N by adjoining a unit element. Since N ♯ is com-
mutative, we have that (Mh(F )⊕Mh(F )
op) + J11 and Mh(F )⊕Mh(F )
op satisfy the same
∗-identities. Thus var∗(R)=var∗((Mh(F ) ⊕Mh(F )
op) ⊕ J00) with J00 a finite dimensional
nilpotent ∗-algebra. We get
U∗M+1,L+1 = var
∗(ΓM+1,L+1) = var
∗((Mh(F )⊕Mh(F )
op)⊕D′′′),
where D′′′ is a finite dimensional ∗-algebra with exp∗(D′′′) < M +L. Then, from Corollary
1, we have
c∗n(ΓM+1,L+1) ≃ c
∗
n((Mh(F )⊕Mh(F )
op))
and the proof is completed.
References
1. E. Aljadeff, A. Giambruno and Y. Karasik, Polynomial identities with involution, superinvolutions and
the Grassmann envelope, Proc. Amer. Math. Soc. 145 (2017), 1843-1857.
2. S. A. Amitsur, Identities in rings with involution, Israel J. Algebra 7 (1969), 63–68.
3. Y. Bahturin, A. Giambruno and M. Zaicev, G-identities on associative algebras, Proc. Amer. Math.
Soc. 127 (1999), 63–69.
4. F. Benanti, Asymptotics for Graded Capelli Polynomials, Algebra Repres. Theory 18 (2015), 221–233.
5. F. Benanti and I. Sviridova Asymptotics for Amitsur’s Capelli-type polynomials and verbally prime
PI-algebras, Israel J. Math. 156 (2006), 73–91.
6. A. Berele, A. Giambruno and A. Regev, Involution codimensions and trace codimensions of matrices
are asymptotically equal, Israel J. Math. 96 (1996), 49–62.
7. O. M. Di Vincenzo and R. La Scala Minimal algebras with respect to their ∗-exponent, J.Algebra 317
(2007), 642-657.
8. O. M. Di Vincenzo and E. Spinelli, Some results of ∗-minimal algebras with involution, in Group, Rings
and Group Rings 2008 (A. Giambruno et al.eds.), International Conference, Ubatuba, Brazil, July 27
August 2, 2008, Contemporary Mathematics 499, American Mathematical Society, Providence, RI,
(2009), 75–88.
9. O. M. Di Vincenzo and E. Spinelli, On ∗-minimality of algebras with involution, J. Algebra 323 (2010),
121–131.
10. O. M. Di Vincenzo and E. Spinelli, A characterization of ∗-minimal algebras with involution, Israel J.
Math. 186 (2011), 381–400.
11. A. Giambruno and S. Mishchenko, On star-varieties with almost polynomial growth, Algebra Colloq. 8
(2001), 33–42.
12. A. Giambruno and S. Mishchenko, Polynomial growth of the ∗-codimensions and Young diagrams,
Comm. Algebra 29 (2001), 277–284.
13. A. Giambruno, A. Ioppolo and D. La Mattina, Varieties of Algebras with Superinvolution of Almost
Polynomial Growth, Algebr. Represent. Theory, 19 (2016), 599–611.
14. A. Giambruno, C. Polcino Milies and A. Valenti, Star-polynomial identities: Computing the exponential
growth of the codimensions, J. Algebra 469 (2017), 302–322.
15. A. Giambruno and A. Regev, Wreath products and P.I.algebras, J. Pure Appl. Algebra 35 (1985),
133–149.
16. A. Giambruno and M. Zaicev, Polynomial Identities and Asymptotics Methods, Surveys, vol. 122, Amer-
ican Mathematical Society, Providence, RI, 2005.
17. A. Giambruno and M. Zaicev, Involution codimensions of finite dimensional algebras and exponential
growth, J. Algebra 222 (1999), 471–484.
18. A. Giambruno and M. Zaicev, A characterization of algebras with polynomial growth of the codimensions,
Proc. Amer. Math. Soc. 129 (2001), 59–67.
19. A. Giambruno and M. Zaicev, Asymptotics for the Standard and the Capelli Identities, Israel J. Math.
135 (2003), 125–145.
18 BENANTI AND VALENTI
20. A. R. Kemer, Ideals of Identities of Associative Algebra, Amer. Math. Soc. Translations of Math. Mono-
graphs 87, Providence, RI, 1991.
21. S. Mishchenko and A. Valenti A star-variety with almost polynomial growth, J. Algebra 223 (2000),
66–84.
22. L. H. Rowen, Polynomial Identities in Ring Theory, Academic Press, New York, 1980.
23. I. Sviridova, Finitely generated algebras with involution and their identities, J. Algebra 383 (2013),
144–167.
Dipartimento di Matematica e Informatica, Universita´ di Palermo, via Archirafi, 34, 90123
Palermo,Italy
E-mail address: francescasaviella.benanti@unipa.it
Dipartimento di Ingegneria, Universita` di Palermo, Viale delle Scienze, 90128 Palermo, Italy
E-mail address: angela.valenti@unipa.it
