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Measurements of differential and double-differential cross sections of top-quark pair (tt̄) production
are presented in the leptonþ jets channels with a single electron or muon and jets in the final state. The
analysis combines for the first time signatures of top quarks with low transverse momentum pT, where the
top-quark decay products can be identified as separated jets and isolated leptons, and with high pT, where




p ¼ 13 TeV collected by the CMS experiment at the LHC, corresponding to an integrated luminosity
of 137 fb−1. The cross sections are presented at the parton and particle levels, where the latter minimizes
extrapolations based on theoretical assumptions. Most of the measured differential cross sections are well
described by standard model predictions with the exception of some double-differential distributions. The
inclusive tt̄ production cross section is measured to be σtt̄ ¼ 791 25 pb, which constitutes the most
precise measurement in the leptonþ jets channel to date.
DOI: 10.1103/PhysRevD.104.092013
I. INTRODUCTION
Precision measurements of top-quark pair (tt̄) production
are important tests of the standard model (SM), since the
top quark plays an exceptional role; it is the heaviest known
particle and the only quark that can be observed before
hadronization. A detailed understanding of tt̄ production is
important for many searches for beyond-SM phenomena,
where it often constitutes a major background. In addition,
measurements of differential tt̄ production can contribute
significantly to the determination of parton distribution
functions (PDFs), as well as the extraction of important SM
parameters such as the top-quark mass mt, the strong
coupling constant αS [1], and the top-quark Yukawa
coupling [2,3].
At the CERN LHC, measurements of differential cross
sections have been performed in various tt̄ decay channels
at proton-proton (pp) center-of-mass energies of 7 [4,5],
8 [6–12], and 13 TeV [13–20]. In this paper, measurements
of differential tt̄ production cross sections are presented by
the CMS Collaboration using e=μþ jets events—i.e., with
a single electron or muon and jets in the final state. This
analysis is based on an integrated luminosity of 137 fb−1 at
13 TeV center-of-mass energy, where 35.9 fb−1 were
recorded in 2016, 41.5 fb−1 in 2017, and 59.7 fb−1 in
2018. Since the running conditions and the CMS detector
changed during this time period, detector performance and
calibration measurements are carried out separately for
each year.
We use resolved tt̄ reconstruction techniques similar to
those introduced in previous CMS analyses [16,17]. These
are applicable if all the tt̄ decay products can be recon-
structed as separated leptons and jets in the detector—
typically for top quarks with transverse momenta
pT < 500 GeV. These results are extended by adding
Lorentz-boosted top quarks with collimated and overlap-
ping decay products. This is the first time that both the
resolved and boosted techniques are used in a combined
analysis. Techniques for the boosted and resolved recon-
structions of th and tl are developed or improved, where
th (tl) represents a top quark decaying into a b quark and a
W boson with a subsequent hadronic (leptonic) decay of the
W boson. The differential cross sections are extracted by
performing a combined fit to various categories that are
defined by the reconstruction methods, the lepton flavors,
and the three years of data taking. The combination of the
different categories provides constraints on the systematic
uncertainties and results in an improved precision with
respect to previous measurements.
The differential cross sections are presented at the parton
and particle levels. The parton level represents a tt̄ pair
before decay. The cross sections are presented in the full
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phase space of the top quarks. This means for the parton-
level measurements that all effects related to top-quark
decays, hadronization, and limited detector acceptance are
corrected based on theoretical assumptions. The uncertain-
ties due to these extrapolations are reduced in the mea-
surements at the particle level, where the tt̄ pair is defined
based on jets and leptons that can be directly observed with
the detector. The strong relation between particle- and
detector-level objects also results in fewer bin-to-bin
migrations and simplifies the unfolding. More details about
the definitions of the parton and particle levels are given in
Sec. III.
At the parton and particle levels, we measure the
differential cross sections as a function of the following
variables: pTðthÞ, pTðtlÞ, and their scalar sum ST;
the higher pTðthighÞ and the lower pTðtlowÞ transverse
momenta of the top quarks; the rapidities jyðthÞj, jyðtlÞj
and the rapidity differences Δjyt=t̄j ¼ jyðtÞj − jyðt̄Þj,
jΔyt=t̄j¼jyðtÞ−yðt̄Þj; and the angle between the top quarks
in the transverse plane Δϕt=t̄. For the tt̄ system, the
differential cross sections are measured as a function of
jyðtt̄Þj, pTðtt̄Þ, the invariant mass mðtt̄Þ, and cosðθÞ,
where θ is the angle between the t and the direction of
flight of the tt̄ system calculated in the tt̄ rest frame.
The identification of a t or t̄ is done using the charge
of the electron or muon. Double-differential cross
sections are measured as a function of combinations
of these variables: pTðthÞ vs jyðthÞj, mðtt̄Þ vs jyðtt̄Þj,
mðtt̄Þ vs cosðθÞ, mðtt̄Þ vspTðthÞ, pTðtt̄Þ vspTðthÞ,
mðtt̄Þ vsΔjyt=t̄j, jΔyt=t̄j vsmðtt̄Þ, and jyðtÞj vs jyðt̄Þj. From
the sum of cross sections in all bins of a distribution, a
measurement of the inclusive tt̄ production cross section is
obtained. In addition, at the particle level, the cross sections
are determined as a function of the additional jet multi-
plicity and as a function of pTðthÞ,mðtt̄Þ, and pTðtt̄Þ in bins
of additional jet multiplicity, where additional jets are those
that are not used in the reconstruction of the tt̄ system.
Finally, differential cross sections as a function of the scalar
pT sum of additional jets HT, the invariant mass of the top
quarks and all additional jets mevt, and the pT of the
electrons and muons pTðlÞ are presented.
We begin with an overview of the theoretical calculations
and simulations of the detector in Sec. II, followed by a
detailed discussion of the parton- and particle-level defi-
nitions in Sec. III. After a short description of the CMS
detector and the reconstruction and identification of the
involved physics objects in Secs. IVand V, respectively, the
resolved and boosted reconstructions of th and tl are
detailed in Secs. VI–VIII. An overview of the event
categorization based on the various reconstruction methods
is presented in Sec. IX, before the methods of background
subtraction are explained in Sec. X for the resolved
reconstruction and in Sec. XI for the boosted
reconstruction. The extraction of the cross sections using
a fit combining all categories is described in Sec. XII. In
Sec. XIII, detailed information about the systematic uncer-
tainties is given. The results at the parton and particle levels
are presented and discussed in Sec. XIV, and a summary of
the results is provided in Sec. XV. Tabulated results are
provided in HEPData [21].
II. SIGNAL AND BACKGROUND MODELING
The Monte Carlo event generator POWHEG [22–24]
(version POWHEG-BOX-v2, process hvq [25]) is used to
simulate the production of tt̄ events at next-to-leading-order
(NLO) accuracy in quantum chromodynamics (QCD). The
POWHEG output is combined with the parton shower (PS)
simulation of PYTHIA [26] (version 8.2) using the under-
lying event (UE) tunes CUETP8M2T4 [27–29] for the
2016 simulations and CP5 [30] for the 2017 and 2018
simulations. The renormalization μR and factorization μF




of the top quark, where mt ¼ 172.5 GeV is used. The
PDFs are NNPDF30_nlo_as_0118 [31] for 2016 and
NNPDF31_nnlo_hessian_pdfas [32] for 2017–2018. The
detector response is simulated using GEANT4[33]. The
simulations include multiple pp interactions per bunch
crossing (pileup). The simulated distribution of the number
of pileup interactions corresponds to the distribution in data
for each year. Finally, the same reconstruction algorithms
that are applied to the data are used for the simulated
events. This POWHEG+PYTHIA simulation is taken as the
default to obtain all corrections for the extraction of the
differential cross sections.
To estimate systematic uncertainties, several variations in
the default simulation are used, including simulations with
mt varied by 1 GeV and variations of the UE parameters
representing the uncertainties in the tunes. In other simu-
lations, the parton shower matching scales hdamp ¼
ð1.58þ0.66−0.59Þmt (CUETP8M2T4) and ð1.38þ0.92−0.51Þmt (CP5)
are varied within their uncertainties, which are obtained
from the UE tunes. In addition, a simulation with a different
color reconnection (CR) model [29] that allows interactions
of colored particles from resonance decays with other
particles is used. Distributions corresponding to variations
of the scales μR, μF, or the PS scales by factors of 0.5 and 2
are obtained by applying event weights to the default
simulation. Event weights are also used for the estimation
of PDF uncertainties.
The measured differential cross sections are compared to
predictions obtained using POWHEG+HERWIG [34] (version
7.1) with tune CH3 [35]. The program MadGraph5_aMC@NLO
[36] (version 2.2.2) (MG5_aMC@NLO) is used to simulate tt̄
events with additional partons. All processes with up to two
additional partons are calculated at NLO QCD and com-
bined with the PYTHIA PS simulation using the FxFx [37]
algorithm.
All tt̄ simulations are normalized to the inclusive
tt̄ production cross section of 832þ40−46 pb calculated with
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TOP++(version 2.0) [38]. This value is determined with
next-to-NLO (NNLO) accuracy, including the resummation
of next-to-next-to-leading-logarithmic (NNLL) soft-gluon
terms, where μR ¼ μF ¼ mt. Cross sections are calculated
using the PDFs MSTW2008nnlo68cl [39], CT10nnlo [40],
and NNPDF23_nnlo_FFN_NF5 [41], and the midpoint of
their envelopes is used. The uncertainty is evaluated by
varying μR and μF and adding in quadrature the envelope of
the uncertainties obtained for the various PDFs. Differential
cross sections with NNLOQCD accuracy are obtained with







, and the PDF set NNPDF31_nnlo_as_
0118 is used.
The main backgrounds from SM processes are simu-
lated, applying the same techniques as used for the
simulation of tt̄ production. The MG5_aMC@NLO generator
is used for the NLO QCD simulation of W-boson pro-
duction in association with jets, s-channel single top-quark
production, and Drell-Yan (DY) production in association
with jets. The generator POWHEG [44] is used for the
simulation of t-channel single top-quark production and
single top-quark production associated with a W boson
(tW). For the latter, contributions from tt̄ production
entering the NLO calculation are removed using the
diagram removal scheme [45]. In all cases, the PS and
the UE are described by PYTHIA. Multijet events—i.e., SM
events comprised uniquely of jets produced through the
strong interaction—are simulated using PYTHIA. The
W-boson and DY backgrounds are normalized to their
NNLO cross sections calculated with FEWZ [46] (version
3.1). The t-channel single top-quark production is normal-
ized to the NLO calculation obtained from HATHOR [47]
(version2.1). The production of tW is normalized to theNLO
calculation [48], and the multijet simulation is normalized to
the leading-order calculation obtained with PYTHIA [49].
III. DEFINITIONS AT THE PARTON AND
PARTICLE LEVELS
The parton level is represented by a tt̄ pair before it
decays. In other words, the top quarks are assumed to be
stable, and all effects related to their decays are corrected
for in the measurement. Information from the decay is only
used to identify th and tl, where a tl with aW-boson decay
involving a τ lepton, regardless of its decay mode, is
excluded. The cross sections are presented in the full phase
space of the top quarks. Results of a fixed-order tt̄
calculation as obtained with MATRIX can be directly
compared to the parton-level measurement after scaling
by the branching fraction of (28.77 0.32)% for e=μþ
jets events calculated using measured W-boson branching
fractions [50]. In calculations that combine matrix elements
and PS, the top-quark momenta are obtained after the
combination—i.e., the PS affects the definition of the
parton level.
Particle-level objects are constructed from simulated
particles with a mean lifetime greater than 30 ps, obtained
from the predictions of tt̄ event generators before any
detector simulation. The particle-level objects are further
used to define particle-level top quarks. Detailed studies on
particle-level definitions can be found in Ref. [51]. The
exact definitions are summarized below:
(1) All simulated electrons and muons, including those
from τ-lepton decays but not originating from the
decay of a hadron, are corrected for effects of
bremsstrahlung by adding the momentum of a
photon to that of the closest lepton if their separation





the differences in pseudorapidity Δη and azimuthal
angle Δϕ between the directions of the photon and
lepton. All photons are considered for the momen-
tum correction. We require leptons to have pT >
15 GeV and jηj < 2.4.
(2) Jets are clustered using the anti-kT jet algorithm
[52,53] with a distance parameter of 0.4. All
particles, with the exception of neutrinos, are clus-
tered. Jets with pT > 25 GeV and jηj < 2.4 are
selected if there is no electron or muon, as defined
above, within ΔR ¼ 0.4.
(3) Particle-level b jets are defined as those jets that
contain a b hadron using the ghost-matching tech-
nique [54]: as a result of the short lifetime of b
hadrons, only their decay products are considered
for the jet clustering. However, to allow their
association with a jet, the b hadrons are also
included with their momenta scaled down to a
negligible value. This preserves the information of
their directions, but it removes their impact on the jet
clustering.
(4) The magnitude of the neutrino four-momentum pν
from the tl decay is calculated using all neutrinos,
including those stemming from decays of hadrons.
The vectorial sum of their transverse momenta
is used as a proxy for the missing transverse
momentum p⃗0missT . The longitudinal component
pzðνÞ of pν is calculated using the W -boson mass
constraint ðpν þ plÞ2 ¼ m2W , where p⃗0missT is taken
as the transverse momentum of the neutrino, pl is
the four-momentum of the lepton in the tl decay, and
mW ¼ 80.4 GeV [50]. This results in a quadratic
equation for the longitudinal component of the
neutrino momentum pzðνÞ. If no real solution exists,
the two components of p⃗0missT are scaled separately to
find a single solution under the condition of a
minimum modification of p0missT . The scaled p⃗
0miss
T ,
together with the calculated solution for pzðνÞ, form
the neutrino momentum. If two real solutions exist,
the invariant masses of each of the neutrino sol-
utions, together with the charged lepton and the b jet
in the tl decay, are calculated, and the solution
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resulting in a mass closer tomt is selected. The event
is rejected if the invariant mass is not between 100
and 240 GeV. This method for calculating the
neutrino momentum corresponds to the method used
at the detector level.
(5) Candidates used to form a boosted tl are the b jets
and any selected lepton within a cone of ΔR ¼ 0.4.
The minimum pT requirement is increased to
50 GeV for these leptons. The candidate momentum
is calculated as the momenta sum of the jet, the
lepton, and the calculated neutrino. It is ensured
that the lepton momentum is not counted twice
if it is a constituent of the jet. Finally, values of
pT > 380 GeV, jηj < 2.4, and an invariant mass
between 100 and 240 GeV are required for the
boosted tl candidate.
(6) Candidates for a boosted th are b jets defined exactly
as the b jets above, but clustered with a distance
parameter of 0.8. Those jets with pT > 380 GeV
and jηj < 2.4 are selected if there is no electron or
muon, as defined above, within ΔR ¼ 0.8. In
addition, the invariant mass of all constituents mjet
is required to be greater than 120 GeV.
Based on these objects, we construct a pair of particle-
level top quarks in the e=μþ jets final state. Events with
exactly one electron or muon with pT > 30 GeV and jηj <
2.4 are selected. Simulated events with an additional
particle-level electron or muon are rejected.
If one candidate for a boosted tl and at least one
candidate for a boosted th exist that are separated at least
by ΔR ¼ 1.2, the boosted th with mjet closest to mt is
selected, and the two form the pair of particle-level top
quarks. If there is a boosted tl but no candidate for a
boosted th, the event is rejected. The combination
of a boosted tl and a resolved reconstructed th is, in
analogy to the detector-level reconstruction (cf. Sec. IX),
not considered.
If there is no boosted tl, we find the permutation of jets
that minimizes the quantity
½mðpν þ pl þ pblÞ −mt2 þ ½mðpjW1 þ pjW2Þ −mW 2
þ ½mðpjW1 þ pjW2 þ pbhÞ −mt2; ð1Þ
where pjW1 and pjW2 are the four-momenta of two light
flavor jet candidates, considered as the decay products
of the hadronically decayingW boson; and pbl and pbh are
the four-momenta of two b jet candidates. All jets
with pT > 25 GeV and jηj < 2.4 are considered. At least
four jets are required, of which at least two must be b jets.
The remaining jets with pT > 30 GeV and jηj < 2.4 are
defined as additional jets. The best permutation is only
accepted if the reconstructed th invariant mass satis-
fies 100 < mðthÞ < 240 GeV.
Alternatively, we also evaluate the possibility of a
selection with a boosted th by minimizing
½mðpν þ pl þ pblÞ −mt2 þ ½mjet −mt2; ð2Þ
where separations of at least ΔR ¼ 1.2 between the th and
both the l and the bl are required. If both reconstruction
methods for the resolved and the boosted th are successful,
we select the reconstruction for whichmðthÞ is closer tomt.
Events with a hadronically and a leptonically decaying
particle-level top quark are not required to be e=μþ jets
events at the parton level. Specifically, τ þ jets events with
a leptonically decaying τ lepton can contribute, and also tt̄
dilepton events with additional jets can be identified as
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FIG. 1. Comparison between the pTðthÞ distributions at the
particle and parton levels, extracted from the POWHEG+PYTHIA
simulation. Left: the percentage of pT-bin migration between the
particle and parton levels, shown using the color scale to the right
of the plot. The bin boundaries are those shown in the lower
panel. Each column is normalized such that the sum of its entries
corresponds to the fraction of particle-level events in this bin at
the parton level in the full phase space. Lower: fraction of parton-
level top quarks in the same pT bin at the particle level (purity),
fraction of particle-level top quarks in the same pT bin at the
parton level (stability), ratio of the number of particle- to parton-
level top quarks (bin efficiency), and the fraction of particle-level
events that are not signal events at the parton level.
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As an example, the comparison between the pTðthÞ
distributions at the particle and parton levels is shown in
Fig. 1. About 60% of the th’s are in the same pT bins at the
parton and particle levels. At high pT, a particle-level th
exists for up to 80% of the parton-level th, while only about
12% of the particle-level events do not fulfill the definition
of parton-level events. This overall good correspondence
between the particle and parton levels ensures that the
observables are sensitive to the underlying physics of tt̄
production.
IV. THE CMS DETECTOR
The central feature of the CMS detector is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed
of a barrel and two end-cap sections. Forward calorimeters
extend the η coverage provided by the barrel and end-cap
detectors. Muons are measured in gas-ionization detectors
embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together
with a definition of the coordinate system and relevant
kinematic variables, can be found in Ref. [55].
Events of interest are selected using a two-tiered trigger
system. The first level (L1), composed of custom hardware
processors, uses information from the calorimeters and
muon detectors to select events at a rate of around 100 kHz
within a fixed latency of about 4 μs [56]. The second level,
known as the high-level trigger (HLT), consists of a farm of
processors running a version of the full event reconstruction
software optimized for fast processing, and reduces the
event rate to around 1 kHz before data storage [57]. For this
measurement, events are selected using single electron and
muon triggers with pT thresholds below 34 GeV for
isolated leptons and of 50 GeV for nonisolated leptons.
The particle-flow (PF) event algorithm [58] aims to
reconstruct and identify each individual particle with an
optimized combination of information from the various
elements of the CMS detector. The energy of muons is
obtained from the curvature of the corresponding track. The
energy of electrons is determined from a combination of the
electron momentum at the primary interaction vertex as
determined by the tracker, the energy of the corresponding
ECAL cluster, and the energy sum of all bremsstrahlung
photons spatially compatible with originating from the
electron track. The energy of photons is directly obtained
from the ECAL measurement. The energy of charged
hadrons is determined from a combination of their momen-
tum measured in the tracker and the matching ECAL and
HCAL energy deposits, corrected for zero-suppression
effects and for the response function of the calorimeters
to hadronic showers. Finally, the energy of neutral hadrons
is obtained from the corresponding corrected ECAL and
HCAL energy.
V. PHYSICS OBJECT RECONSTRUCTION
The measurements presented in this paper depend on the
reconstruction and identification of electrons, muons, jets,
and missing transverse momentum p⃗missT associated with
neutrinos. Electrons and muons are selected if they are
compatible with originating from the primary vertex,
which, among the reconstructed pp interaction vertices,
is the one with the largest value of summed physics objects,
p2T. The physics objects are the jets, clustered using the
anti-kT jet-finding algorithm [52,53] with the tracks
assigned to the primary vertex as inputs, and the associated
missing transverse momentum, taken as the negative
vectorial p⃗T sum of those jets.
Isolated electrons [59] and muons [60] with pT >
30 GeV and jηj < 2.4 are selected. In 2018, the minimum
pT of electrons was raised to 34 GeV due to increased
trigger thresholds. Several quality criteria, including iso-
lation and compatibility with the primary vertex, are
required. The electron and muon reconstruction and selec-
tion efficiencies are measured in the data using the “tag-
and-probe” technique [61]. Depending on pT and η, the
overall reconstruction and selection efficiency is 50%–80%
for electrons and 75%–85% for muons. Nonisolated
electrons and muons are required to have pT > 50 GeV
due to the higher pT thresholds for the lepton triggers
without an isolation requirement. Apart from the pT and
isolation requirements, the nonisolated electrons and
muons have to fulfill the same selection criteria as the
isolated leptons. Their reconstruction and trigger efficien-
cies are measured using tt̄ events in the eμ decay channel.
The products of efficiencies for the nonisolated electrons
and muons are about 80% and 90%, respectively. The
trigger for nonisolated electrons also requires a jet with
pT > 165 GeV. The efficiency of this jet requirement
reaches almost 100% for events with a boosted th candidate
as selected in this analysis.
Jets are clustered from PF candidates using the anti-kT jet
algorithm with a distance parameter of 0.4 (AK4 jets)
implemented in the FASTJET package [53]. Charged PF
candidates originating from a pileup interaction vertex are
excluded. The total energy of the jets is corrected for energy
depositions from pileup. In addition, pT- and η-dependent
corrections are applied to correct for detector response
effects [62]. If an isolated lepton with pT > 15 GeV within
ΔR ¼ 0.4 around a jet exists, the jet is assumed to represent
the isolated lepton and is removed from further consid-
eration to prevent counting the lepton momentum twice.
The AK4 jets are considered for analysis if they fulfill the
kinematic requirements pT > 30 GeV and jηj < 2.4.
For the identification of b jets, the DeepCSV algorithm
[63] is used. It is based on an artificial neural network (NN)
that provides a discriminant to distinguish between b and
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other flavored jets using features of secondary vertices. An
AK4 jet is identified as a b jet if the associated value of the
discriminant exceeds a threshold criterion. Two different
selection criteria are used: a tight one with an efficiency of
about 70%–75% and rejection probabilities of about 88%
for c jets and about 99% for other jets, and a loose one with
corresponding values of 85%–90%, 55%, and 90%.
Boosted th candidates are identified using anti-kT jets
with a distance parameter of 0.8 (AK8 jets), pT > 400GeV,
jηj < 2.4, and a jet massmjet > 120 GeV. In contrast to the
AK4 jets, the AK8 jets utilize the PUPPI [64] algorithm for
pileup mitigation, and the pT’s of all PF constituents are
rescaled according to their PUPPI weights before clustering.
Energy corrections are applied to account for detector
response effects [62]. If an isolated lepton with pT >
15 GeV within ΔR ¼ 0.8 of a jet exists, that jet is removed
from further consideration.
The vector p⃗missT is calculated as the negative vectorial p⃗T
sum of all PF candidates in the event. Jet energy corrections
are also propagated to improve the measurement of p⃗missT .
VI. RECONSTRUCTION OF THE
RESOLVED tt̄ SYSTEM
For the resolved reconstruction, exactly one isolated
electron or muon and at least four AK4 jets are required. If
at least two of the jets are identified as b jets by the tight
criterion, the event is categorized as “2t.” If there is one jet
passing the tight and another jet passing the loose b-tagging
criteria, the event is classified as “1t1l.” About 75% of the
resolved reconstructed events fall into the 2t, and the rest
into the 1t1l category.
The reconstruction of the tt̄ system in the resolved case
follows closely the methods used in previous CMS analyses
[16,17]. The goal is the correct identification of detector-
level objects as top-quark decay products. For the opti-
mization of the reconstruction algorithm, the following
definitions of correct reconstructions based on generator-
level information are used. For the particle-level measure-
ments, the jets used to construct the top quarks are spatially
matched to detector-level jets within ΔR ¼ 0.4. For the
parton-level measurements, the two b quarks from top-
quark decays and the two light quarks from the W -boson
decay are obtained from the event record of the simulation
and spatially matched to detector-level jets with the highest
pT within ΔR ¼ 0.4.
All possible permutations of assigning detector-level jets
to the corresponding tt̄ decay products are tested, and a
likelihood that each permutation is correct is evaluated
based on top-quark and W-boson mass constraints. Only
the two jets with the highest b identification probabilities
are tested as bl and bh candidates. In each event, the
permutation with the highest likelihood is selected.
For all tested permutations, pν is calculated using the
W-boson mass constraint ðpν þ plÞ2 ¼ m2W , where p⃗missT is
taken as the transverse momentum of the neutrino. This
results in a quadratic equation for the longitudinal compo-
nent of the neutrino momentum pzðνÞ. If no real solution
exists, which can happen even in signal events due to the
finite p⃗missT resolution, the x and y components of p⃗
miss
T are
scaled separately to find a single solution under the
condition of a minimum modification of pmissT . The scaled
p⃗missT , together with the calculated solution for pzðνÞ, forms
the neutrino momentum. If there are two solutions to the
quadratic equation, the invariant mass is calculated using
mðtlÞ2 ¼ ðpν þ pl þ pblÞ2 for both pν values, and the
solution closer to mt is selected. For each permutation, the
pν calculation yields a value of mðtlÞ, which is used to
optimize the selection of bl, as explained below.
The information on mðtlÞ and the mass constraints on
the hadronically decaying top quark are combined in a
likelihood function λ, given by
− log½λ ¼ − log½Phðm2; m3Þ − log½PlðmðtlÞÞ; ð3Þ
where Ph is the two-dimensional probability density found
from simulation of the invariant masses of the hadronically






































FIG. 2. Upper: Normalized two-dimensional mass distribution
of the correctly reconstructed hadronically decaying W bosons
and the correctly reconstructed th candidate. Lower: Normalized
distributions of the reconstructed mðtlÞ for correctly (solid red
curve) and incorrectly (dashed blue curve) selected bl. The
distributions are taken from the POWHEG+PYTHIA tt̄ simulation
for the parton-level measurement.
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reconstructed. The value of λ is maximized to select the best
permutation of jets. The probability density Ph is calculated
as a function of the invariant mass m2 of the two jets tested
as the W -boson decay products, and the invariant mass m3
of the three jets tested as the decay products of the th. The
distributions for the correct jets, taken from the POWHEG+
PYTHIA simulation and normalized to unit area, are shown
in the upper panel of Fig. 2. This part of the likelihood
function is sensitive to the correct reconstruction of the th.
For the 2t (1t1l) category, − log½Phðm2; m3Þ < 11ð9Þ is
required. This selection rejects about 50% of the multijet,
W-boson, and single top-quark backgrounds. For higher
values of − log½Phðm2; m3Þ, almost all tt̄ events are
reconstructed incorrectly and are then considered for a
boosted reconstruction.
The probability density Pl, also found from simulation,
describes the distribution of mðtlÞ for a correctly selected
bl. In the lower panel of Fig. 2, the normalized distribu-
tions of Pl for correctly selected bl and for other jets are
shown. Permutations with mðtlÞ < 100 GeV or mðtlÞ >
230 GeV are rejected, since they are very unlikely to
originate from a correct bl association. This part of the



































































































































































FIG. 3. Distributions of the negative log-likelihood for the selected best permutation in the (upper) 2t and (lower) 1t1l categories. The
comparisons of data (points) and predictions (colored histograms) are shown for the (left) parton- and (right) particle-level
measurements. Events generated with POWHEG+PYTHIA describe tt̄ production. The contribution of multijet, DY, and W-boson
background events is extracted from the data (cf. Sec. X). Combined systematic (cf. Sec. XIII) and statistical uncertainties (hatched area)
are shown for the total predicted yields. The vertical bars on the points show the statistical uncertainty. The ratio of the data to the sum of
the predicted yields is provided in the lower portion of each panel.
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The distributions of − logðλÞ in data and simulation are
compared in Fig. 3 for the 2t and 1t1l categories. Here, the
tt̄ simulation is split into different categories based on the
success of the reconstruction. The category “tt̄ correct”
contains the events with all decay products correctly
identified, “tt̄ incorrect” are incorrectly reconstructed but
all decay products are available, and “tt̄ nonreconstruct-
able” are events with at least one missing decay product
caused by detector inefficiencies or acceptance losses.
Finally, “tt̄ nonsignal” events are tt̄ background events—
i.e., having no parton- or particle-level tt̄ pair in the desired
decay channel and phase space.
VII. IDENTIFICATION AND RECONSTRUCTION
OF BOOSTED LEPTONICALLY
DECAYING TOP QUARKS
For pTðtlÞ > 400 GeV, the separation in η and ϕ
between the charged lepton and the b jet becomes increas-
ingly small, and the isolation cone for the lepton of ΔR ¼
0.4 starts overlapping with the constituents of the b jets. In
this case, the leptons do not fulfill the isolation criterion.
Therefore, nonisolated leptons are used for the
reconstruction of the boosted tl. We look for a loosely
b-tagged AK4 jet within ΔR ¼ 0.8 around such a lepton. If
the lepton is a constituent of the jet, its momentum is
subtracted from the jet momentum to avoid double count-
ing. Afterwards, pν is calculated using the mW mass
constraint as in the resolved reconstruction described in
Sec. VI. The momentum of the boosted tl is calculated as
the momentum sum of the lepton, b jet, and neutrino. If
pTðtlÞ > 400 GeV, we consider this as a boosted tl
candidate. The transverse and longitudinal momentum
resolution is about 10% in the selected pT range.
The reconstructed candidates might be jets containing a
misreconstructed lepton, a lepton from a hadron decay, or
one from a leptonically decaying W boson produced
within the jet. Based on the following variables, we use
a NN to discriminate between a signal tl and the back-
ground: the invariant mass of the lepton-plus-b jet system
mðl; b jetÞ; the ratios mb jet=mðl; b jetÞ, where mb jet
is the invariant mass of the b jet; pTðlÞ=pTðlþ b jetÞ;
and Ifar=I0 and Inear=I0, with the isolation variables I ¼P
i pTðoiÞΔRqðl; oiÞ and q ¼ −2, 0, 2 for Inear, I0, and Ifar,
respectively, where oi includes all charged, neutral, and
photonlike PF objects within ΔR ¼ 0.4 around the lepton.
Separate NNs are used for 400 < pTðtlÞ < 650 GeV
and pTðtlÞ > 650 GeV. The muon and electron channels
are combined. The NNs consist of a five-node input layer;
three fully connected hidden layers with 20, 10, and 5
nodes; and a single output node. The activation function is
hyperbolic tangent in all layers. The logistic loss function is
minimized using stochastic gradient descent with the Adam
algorithm [65]. Training samples of 2000 tt̄ and 2000
multijet, DY, and W -boson background events are used.
The distribution of the output variable LNN of the NN is
shown in Fig. 4. The largest uncertainties in the distribution
of LNN are those from the PS and the UE tune, since these
affect the isolation variables. The discriminant LNN is
efficient in reducing the multijet background, whereas W
bosons decaying into leptons and produced within a jet are
more difficult to distinguish from the boosted tl candidate.
We select tl candidates with LNN > 0.7. The efficiency of
this selection has been studied using tt̄ events in the eμ
decay channel with one isolated and one nonisolated lepton
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FIG. 4. Distributions of the output discriminant LNN used in the
boosted tl identification for the low-pTðtlÞ (upper) andhigh-pTðtlÞ
(lower) regions. The data (points) and predictions from simulation
(colored histograms) are shown. The hatched area gives the
combined statistical and systematic uncertainties in the prediction.
The vertical bars on the points show the statistical uncertainty in the
data. The ratio of the data to the sum of the individual predictions is
displayed in the lower portion of each panel.
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VIII. IDENTIFICATION AND RECONSTRUCTION
OF BOOSTED HADRONICALLY
DECAYING TOP QUARKS
All selected AK8 jets are considered as th candidates.
The pileup subtraction based on individual jet constituents,
as performed with the PUPPI algorithm, results in a
significant improvement in the reconstruction of the jet
substructure used for the identification of the boosted th. To
discriminate the candidates containing decay products of a
th from other AK8 jets, several properties are combined
using a NN. Most of these quantities are calculated after
boosting the jet constituents into their center-of-mass
system and clustering them with the anti-kT jet algorithm
with a distance parameter of 0.5 to obtain subjets. Since
these subjets are clustered in the jet center-of-mass frame
rather than in the laboratory frame, the energy and the angle
between the objects are used in the jet definition instead of
pT and ΔR, which are invariant under longitudinal boosts.
This boost into the center-of-mass system separates the
top-quark decay products and helps to identify the typical
pattern of the three jets. The following NN input variables
are used:
(1) The three highest values found among the invariant
masses of all combinations of two subjets.
(2) The number of combinations of two subjets with
invariant masses exceeding 40 GeV.
(3) The two highest values found among the invariant
masses of all combinations of three subjets.
(4) The ratio of the highest invariant mass of three
subjets to the invariant mass of all constituents.
(5) The ratios of N-jettiness [66]: τ2=τ1, τ3=τ2, τ4=τ3,
and τ5=τ4, with τN ¼
P
kminðq1pk;q2pk;…;qNpkÞ,
where the values qi with 1 ≤ i ≤ N are the momenta
of the N leading subjets and pk are the momenta of
all constituents in the jet rest frame.
(6) The energies of the four most energetic subjets.
(7) The value of jðp⃗1 × p⃗2Þ · p⃗3j, where p⃗1, p⃗2, and p⃗3
are the three-momenta of the most energetic subjets
normalized to unity.
(8) The sphericity [67], s ¼ 3
2
ðλ2 þ λ3Þ, of all subjets,
with λ2 and λ3 being the second- and third-highest










where the values pi are the momenta of the subjets in
the jet rest frame, and α, β are the spatial indices.
(9) The three highest-momentum subjets are boosted
back to the laboratory frame, and their momentum
fractions relative to the AK8 jet are calculated.
There are always at least three subjets in the th candidates.
Variables relying on having four subjets are set to zero in
the rare cases when only three subjets are found.
We use separate NNs for each of four different pTðthÞ
regions: 400–500, 500–700, 700–1000, and >1000 GeV.
The NNs consist of a 21-node input layer; four fully
connected hidden layers with 63, 42, 42, and 21 nodes;
and a single output node.We found that addingmorenodesor
layers does not improve the discriminating performance of
the NN. The activation function is hyperbolic tangent in all
layers. The logistic loss function is minimized using sto-
chastic gradient descent with the Adam algorithm. Training
samples of 100 000 tt̄ signal and 100 000 tt̄ background jets
are used. The output discriminant is referred to as HNN.
We consider as signal two types of top quark candidates,
labeled 2Q and 3Q, where two and three of the quarks
from the th decay are within ΔR ¼ 0.8, respectively.
The 2Q candidates represent a significant contribution for
400 < pT < 600 GeV. These are, in general, more difficult
to distinguish from background, but they do not provide a
significantly worse momentum measurement of the top
quarks than 3Q candidates. In Fig. 5, the performance of the
NN is demonstrated, showing the background vs signal
selection efficiency for three different pTðthÞ ranges.
The definition of 2Q and 3Q candidates is based on the
spatial matching of quarks to a jet, which is ambiguous.
However, this definition is useful, since the properties of
two or three comparable hard structures within a jet allow us
to identify a boosted th using theNN.We test the effect of the
ambiguity by repeating the cross section measurement with
ΔR ¼ 0.7 and 0.9 in the definition. Although this changes
the number of events considered as signal and background,
in combination with the altered response matrices, very
similar cross sections are obtained, and their differences are
negligible compared with other uncertainties.
IX. EVENT RECONSTRUCTION AND
CATEGORIZATION
Depending on the event content, the various
reconstruction algorithms are used, and the events are
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FIG. 5. The selection efficiency for background jets as a
function of the signal selection efficiency in three pTðthÞ ranges
for 3Q (solid curves) and 2Qþ 3Q (dashed curves) jets from
simulation. An efficiency of 100% corresponds to the preselec-
tion of jηj < 2.4 and mjet > 120 GeV.
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categorized into exclusive categories. The first attempt is
the resolved reconstruction described in Sec. VI. If an event
passes the required selection criteria of the 2t category, no
further reconstruction is tried. The same is true for 1t1l, but
in these events no boosted th candidate must exist. If a
boosted th candidate exists, the boosted reconstruction
methods are used on the event.
If the event is not categorized as 2t or 1t1l, but an isolated
lepton, at least one b jet fulfilling the tight criterion, and at
least one boosted th candidate are found, then the event falls
into the category BHRL (boosted th, resolved tl). The tl is
reconstructed using the lepton and b jet for which
ΔRðl; b jetÞ is minimal. The neutrino momentum is deter-
mined using the mW mass constraint introduced in Sec. VI.
If such a tl can be reconstructed, all the th candidates with
ΔRðth;lÞ > 1.2 and ΔRðth; b jetÞ > 1.2, are considered.
The event is counted once for each available th candidate.
Later, a fit of the HNN distribution is performed to measure
the signal yields.
If no isolated lepton exists, but at least one boosted tl
candidate with LNN > 0.7 is found, then the boosted tl
candidate with the highest value of LNN is used. The event
is counted once for each boosted th candidate with
ΔRðtl; thÞ > 1.2. We refer to this category as BHBL
(boosted th, boosted tl). After combining with the
BHRL category, the signal fraction is extracted from a
fit of the HNN distribution. The fitted signal yields
corresponds to the number of signal events, since the
definition of the boosted th signal does not allow for the
presence of more than one signal candidate per event.
The category consisting of boosted tl and resolved th
candidates is not used, since the fraction of these events is
small. In addition, we find a low fraction of correctly
reconstructed tt̄ events in this category. Therefore, we
consider these events as nonreconstructable.
An overview of the categories and how they are used in
the course of the analysis is presented in Fig. 6. In Fig. 7,
the contributions of the various reconstruction categories to
the distributions of several kinematic variables are shown,
and the predicted yields are compared to the data. The
distributions are given for the parton-level measurements,
but they look very similar for the particle-level results.
X. BACKGROUND SUBTRACTION IN THE
RESOLVED CATEGORIES
In the resolved categories 2t and 1t1l, the multijet and
DY=W-boson backgrounds, which constitute fractions of
1.5% and 5.5%, respectively, of the candidate events
according to the simulation, are subtracted using combined
templates that are obtained from a control region with a
reduced tt̄ contribution. In order to obtain the background
templates, the resolved reconstruction is performed on
events where the highest value of the b-tagging discrimi-
nant is below the tight b-tagging requirements. The exact
range is optimized to obtain good agreement between the
distributions in the control region and the simulated
prediction of the background in the signal region. Since
the statistical precision of the background simulation is
limited after applying all selection criteria, the agreement
can only be assessed using a coarse binning, as shown in
Fig. 8. In this figure, distributions from altered background
estimations are also shown. These distributions are
obtained by varying up and down the edges of the b-
tagging discriminant range used in the selection of the
control region. The deviations of these distributions from
those coming from the default range are used to estimate
the systematic uncertainties. The variations in the range are
chosen so that the obtained systematic uncertainties are
comparable to the differences between the default back-
ground estimations and the simulated background predic-
tions in the signal region.
The normalization of this background is obtained from
the comparison of data and simulation in the control region.
The normalization of the distributions in the control region
and their shapes are well described by the simulation. After
subtracting the predicted yield of tt̄ events, the ratio
of the observed and simulated yields is used to scale the
predicted event yield in the signal region. The deviation of
the scale factor from unity and the statistical uncertainty in
the simulation are taken as uncertainties in the normaliza-
tion of this background. The normalization uncertainty is
about 50%.
The obtained background predictions with their shape
and normalization uncertainties are included in the fits of
the cross sections, as described in Sec. XII. Since the
statistical uncertainties in the simulation are dominant, the
background normalization is considered as uncorrelated
among the three years of data taking. However, since the
same method is used to derive the background distribu-
tions, the shape uncertainties are considered to be fully
correlated among the three years.
Another background contribution is single top-quark
production, which contributes about 2.5% in the 2t and 1t1l
2t 1t1l BHRL BHBL
2 tight b jets
resolved
reconstruction
1 tight b jet










using template fit of H
 channelsμseparate for e and 
separate for 3 years of data
Combination fit of cross sections
FIG. 6. Schematic overview of the categories and how they are
used in the analysis.
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FIG. 7. Comparisons of various reconstructed kinematic distributions between data (points) and predictions (colored histograms)
obtained for the parton-level measurement. Contributions of the various reconstruction categories are obtained from the POWHEG+
PYTHIA tt̄ simulation. The contributions of multijet, DY, andW-boson background events in the 2t and 1t1l categories are extracted from
the data (cf. Sec. X). All other background contributions are taken from simulation. Combined systematic (cf. Sec. XIII) and statistical
uncertainties (hatched area) are shown for the total predicted yields. The data points are shown with statistical uncertainties. The ratio of
the data to the sum of the predicted yields is provided in the lower portion of each panel.
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categories. It is subtracted during the cross section fits
using SM expectations obtained from the simulation, where
the following dominant uncertainties are included: varia-
tions of μR and μF, jet energy scales, and b-tagging
efficiency. The variations of μR and μF are treated inde-
pendently from the corresponding variations of the tt̄
simulation, whereas the experimental uncertainties are fully
correlated among all processes.
XI. BACKGROUND SUBTRACTION IN THE
BOOSTED CATEGORIES
Events with a boosted th—i.e., the categories BHRL and
BHBL—are combined for the background subtraction.
Template fits based on the HNN distribution are used to
extract the yields of 2Q and 3Q events. Since the shape of
the HNN distribution depends on pTðthÞ, the template fit is
performed using the following bin boundaries in pTðthÞ:
400, 450, 500, 550, 600, 700, 800, 900, 1000, and
7500 GeV. For each bin of a variable under consideration,
we fit nine pT bins. Because of kinematic restrictions, not
all pT bins are populated for each measured bin of the
variable under consideration. In addition, we split the
templates into three pseudorapidity regions: jηðthÞj< 0.8,
0.8 < jηðthÞj < 1.6, and 1.6 < jηðthÞj < 2.4, correspond-
ing to the barrel, barrel–end-cap transition, and end-cap
regions, respectively. For each fitted bin, the fractions in
these three regions fi are determined in data, and the
templates are composed as f1T1 þ f2T2 þ f3T3, where the
Ti represent the templates in the jηðthÞj regions. This takes
into account the small jηðthÞj dependence of the templates
without fitting in separate bins of jηðthÞj. We verified in the
simulation that the templates do not depend on any of the
other measured variables. Therefore, the templates do not
have to be adapted as a function of these variables.
The tt̄ templates are taken from the simulation after
applying the full event selections. The yields of 2Q and
3Q events are fitted separately using different templates
for the two contributions. The tt̄ background templates
contain all other boosted th candidates that do not belong
in the 2Q and 3Q categories—i.e., no quarks or only a
single quark from a tt̄ decay points towards the candidate.
The normalizations of these three templates are free
parameters in the fit.
The single top-quark background templates are taken
from the simulation and normalized to their SM expect-
ation. A Gaussian prior is used to represent the dominant
normalization uncertainties in the μR and μF variations, jet
energy scales, and b-tagging efficiency. This corresponds to
an overall normalization uncertainty of about 30%.
The common background templates for multijet and
DY=W-boson production are determined from a control
region in data using events with at least one jet with pT >
400 GeV and jηj < 2.4. In addition, events with an isolated
electron or muon with pT > 15 GeV are vetoed, and there
must be no boosted tl candidate with LNN > 0.7 in the
event. The contribution of all-hadronic tt̄ events is sup-
pressed by discarding events with more than one th
candidate with HNN > 0.4.
For the multijet template, we require at least one jet
passing the tight b-tagging criterion in the event. In such
events, we select all th candidates that do not overlap with
at least one of the b jets. The selection of these events with a
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FIG. 8. The pTðthÞ (upper) and pTðtlÞ (lower) distributions for
the multijet and DY=W-boson backgrounds from data (points)
in the control region and from simulation (colored histograms)
in the signal region for the 1t1l category. The red lines show the
variations in the control region distribution when shifting the
discriminant selection range up (solid lines) and down (dotted
lines). The blue dashed line gives the sum of the multijet and
DY=W-boson predictions in the control region. The hatched band
shows the statistical uncertainties in the prediction. The data
points are shown with statistical uncertainties. The ratio of the
data to the predicted yields is provided in the lower portion of
each panel.
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For the DY=W-boson template, a quark-jet enhanced
region is needed. Therefore, we require an isolated photon
with pT > 35 GeV and jηj < 2.4 in the event. The addi-
tional requirement, that the photon must be separated from
all AK4 jets by ΔRðγ; jetÞ > 0.5, increases the fraction of
photons not stemming from hadron decays. However, these
photons are dominantly produced close to jets, where they
are radiated from quarks. This selection enhances the
overall fraction of quark jets in the event. In such events,
we select all th candidates that do not overlap with the
photon to construct the background templates.
To verify that the selected th candidates from the control
regions provide accurate background templates, we com-
pare the templates obtained from simulation in the signal
region to the templates obtained from simulation in the
control region and find these in reasonable agreement. In
addition, the simulation is able to describe the data in the
control region.
The multijet and DY=W -boson backgrounds have
slightly different shapes due to different compositions of
quark flavors and gluon jets. The yields are constrained to
the SM predictions using Gaussian priors with an uncer-
tainty of 50%. These 50% uncertainties are meant to guide
the fit to a minimum similar to the SM expectation. Since
these background shapes are very similar, the obtained
fraction of the background components is somewhat
arbitrary if the constraints are removed. However, this
gives the fit the freedom to cope with backgrounds of
different parton compositions and does not affect the
extracted signal yields, since the signal is well distin-
guished from the backgrounds.
Systematic uncertainties that affect the HNN distribution
in the simulation are included in the fit for the correspond-
ing templates. These are the uncertainties in the final-state
PS scale, mt, UE tune, CR model, pileup, and energy
response and resolution of the th candidates. In addition, the
effect of the energy-scale uncertainty in the individual
subjets is estimated. To assess this, we boost the subjets
into the laboratory frame and vary their energies by the
uncertainty obtained for PUPPI jets with a distance param-
eter of 0.4. For the up- and down-varied subjets we
recalculate HNN, taking into account the change of the
center-of-mass system of the AK8 jet. In this way, we
modify the substructure of the jet according to the typical
energy-dependent uncertainty in the jet energy scale. These
are the only sources that affect the substructure of jets and
hence the HNN distribution. A more detailed discussion of
these uncertainties is presented in Sec. XIII.
The various contributions, especially the signal yields for
2Q and 3Q, are obtained by performing a binned maxi-
mum-likelihood fit simultaneously to all bins of a meas-
urement. The effects of uncertainties in the HNN templates
are parametrized by nuisance parameters and consistently
varied in all bins. To reduce statistical fluctuations in the
descriptions of the uncertainties, a smoothing algorithm
[68] is applied to the shape of their relative contributions.
The fits are performed separately for the electron and muon
channels for each of the three years. As a consistency test,
the simulation is fitted, and the extracted event yields are
found to be unbiased. As examples, several postfit HNN
distributions in bins of pTðthÞ and mðtt̄Þ are shown in
Fig. 9. For the mðtt̄Þ measurement, the results are summed
over the pTðthÞ bins that are fitted separately for eachmðtt̄Þ
bin. However, to obtain the input for the cross-section
extractions discussed in Sec. XII, we do not use the signal
yields with profiled uncertainties. Instead, we perform the
fit using the default simulation and repeat it for all relevant
up and down variations of the simulation to estimate the
systematic uncertainties.
To obtain the signal yields as a function of the variable
of interest, we add the extracted yields of 2Q and 3Q events
in the pTðthÞ bins. In Fig. 10, the extracted yields are
compared to the simulation. For comparison, these plots
also show the yields in the 2t and 1t1l categories that use
the resolved reconstruction. The backgrounds in the
resolved categories are subtracted using the techniques
discussed in Sec. X. The ratio of the data to the prediction
as a function of pTðthÞ in the upper-left plot of Fig. 10
shows a smooth transition between the boosted and
resolved reconstructions.
XII. EXTRACTION OF THE DIFFERENTIAL AND
INCLUSIVE CROSS SECTIONS
As explained in Sec. XI, the BHRL and BHBL catego-
ries are combined in the boosted category for the back-
ground subtraction fit. The distributions in the 2t, 1t1l, and
boosted categories are combined in the fit to extract the
differential cross sections. Each of the three categories are
measured separately in the electron and muon channels for
each of the three years of data taking. This results in 18
categories entering the fit.
For the extraction of the cross sections, the response
matrices R are needed. These map a vector of cross sections
σ in bins of the measured distribution to the corresponding
event yields at the detector level. After adding a vector b
giving the non-tt̄ background events in each bin, the
prediction for the number of events at detector level
s ¼ Rσ þ b ð5Þ
is obtained, which can be compared to the measured event
yields. Since non-tt̄ backgrounds are already subtracted in
the boosted category, the components of b for that category
are all zero. However, the systematic uncertainties in the
background subtraction, as discussed in Sec. XI, are taken
into account. There are also backgrounds in all categories
from tt̄ production. Since these backgrounds scale with the
tt̄ cross section, their contributions are encoded in the
response matrix Rij, whose elements are calculated from
the simulated tt̄ events through the equation
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FIG. 9. The postfitHNN distributions in bins of pTðthÞ (left) andmðtt̄Þ (right) for the data (points) and simulation (colored histograms).
The electron and muon events and all three years of data taking have been combined. The hatched area shows the total uncertainties from
the fit. The vertical bars on the points represent the statistical uncertainty in the data. The ratio of the data to the sum of the fitted yields is
provided in the lower portion of each panel.













where Mnm is the two-dimensional distribution of the
parton- or particle-level vs detector-level quantity. The first
index n corresponds to a bin at the detector level, and the
second index m to a bin at the parton/particle level. This
distribution is only filled if the quantity can be calculated at
both levels. As abbreviations, we define the quantities Mi∶
(M∶i) as the sum of entries in the ith row (column) of M.
Events that can be reconstructed but do not contain a
defined tt̄ signal are considered as tt̄ background events and
enter the distribution r. The first ratio in Eq. (6) corrects for
these tt̄ background events. Events with a defined tt̄ signal
at the parton/particle level, but no tt̄ at the detector level,
are counted in distribution g, entering the second ratio in
Eq. (6), which represents the losses due to inefficiencies
and acceptance. Individual elements of r (g) are referred to
as ri (gi). To convert cross sections into event yields, the
expression is multiplied by the integrated luminosity L. In
this analysis, the same binning is used at the parton/particle
and detector levels. In Fig. 11, we show the response
matrices of the pTðthÞ measurements obtained from the
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FIG. 10. Distributions of pTðthÞ (upper left),mðtt̄Þ (upper right), pTðtt̄Þ (lower left), andmðtt̄Þ vs jyðtt̄Þj (lower right) after background
subtraction. The points show the data, and the dashed lines indicate the predictions for the various event types. The ratio of the data to the
predictions is provided in the lower portion of each panel. The vertical bars on the points give the statistical uncertainties, and the
horizontal bars give the bin widths.
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POWHEG+PYTHIA simulation, together with their purities
(fraction of parton-/particle-level events that are recon-
structed in the same bin at the detector level) and stabilities
(fraction of detector-level events that belong in the same bin
at the parton/particle level). For illustration, the combina-
tions of the matrices in the individual categories are shown.
The reconstruction performances are very similar for the
three years of data taking.
Defining o as the observed event yield vector, we










where we sum over the years (y ¼ 2016, 2017, and 2018),
the reconstruction categories (c ¼ 2t, 1t1l, and boosted),
and the lepton channels (l ¼ e, μ). In the resolved
categories, the covariance matrix C is a diagonal matrix
with the numbers of observed events per bin, while in the
boosted category, since the background was already sub-
tracted, the covariance matrix is the diagonal matrix of
the squared statistical uncertainties obtained from the
background fits, as described in Sec. XI. In each category,
only bins with at least four events are used; i.e., very low-
content and unpopulated bins are not included in the fit.
For such bins, a χ2 fit is not well defined. However, since
the combined event yields of all categories are from several
hundred to thousands of events per bin, this does not affect
the results.
The σ values are free parameters of the fit. The
systematic uncertainties affecting s are parametrized as
functions of the nuisance parameters ν. These are con-
strained by the last term in Eq. (7), where the matrix Q is
the correlation matrix of the nuisance parameters. The
correlations of the uncertainty sources among the mea-
surements from different years are important. They are
discussed in detail in Sec. XIII. The goodness of fit is
calculated from the minimized χ2 and the number of
degrees of freedom, which is obtained by subtracting the
number of bins in σ from the used detector-level bins. The
corresponding p values, shown in Fig. 12, are reasonable.
They follow approximately a uniform distribution between
0 and 1, with a minimum value of 0.2%. Thus, the
differential cross sections are able to describe the data in
all categories simultaneously. In all the differential cross-














2 4 6 8 10 12 14 16





































































2 4 6 8 10 12 14 16

























































FIG. 11. Combined response matrices of all reconstruction categories for the measurements of pTðthÞ at parton (upper left) and particle
(lower left) levels from the POWHEG+PYTHIA simulation. The purity (fraction of parton-/particle-level events that are reconstructed in the
same bin at the detector level), stability (fraction of detector-level events that belong in the same bin at the parton/particle level), the
efficiency per bin, and the fraction of tt̄ background for the corresponding parton and particle levels are shown in the right plots.
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more than two standard deviations. Most of them are either
not constrained or only moderately constrained, and their
uncertainties are typically reduced by about 30%.
XIII. SYSTEMATIC UNCERTAINTIES
In the cross-section fits, several sources of systematic
uncertainties affect the response matrix. These sources can
be split into two main categories: theoretical and exper-
imental uncertainties. The theoretical ones are listed below:
(1) The effects of higher-order contributions to the
cross-section calculations are estimated by varying
μR and μF separately by a factor of 2. Distributions
for these variations are obtained using event weights
in the POWHEG+PYTHIA simulation. The two scale
variations are included as two separate uncertainties
in the fit. Since the POWHEG calculation is the same
for all three years, these uncertainties are considered
to be fully correlated.
(2) Since the μR and μF variations barely account for the
differences in the shape of the pT spectrum from
POWHEG at NLO QCD and from MATRIX at NNLO
QCD precision, an additional uncertainty is intro-
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FIG. 12. The p values of the χ2 fits for the listed variables are shown for the parton- (upper) and particle-level (lower) measurements.
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spectra of the two calculations. This uncertainty is
correlated among measurements in the three years.
(3) With the PDF parametrizations NNPDF30_nlo_as_
0118 in the CUETP8M2T4 tune of the 2016
simulations and NNPDF31_nnlo_hessian_pdfas in
the CP5 tune of the 2017 and 2018 simulations,
different PDFs are used. The PDF sets provide 100
variations representing their uncertainty. For each
variation, a nuisance parameter enters the fit. In
addition, a variation of αS by 0.002 in the PDF
parametrizations is taken into account. The distri-
butions are obtained using the corresponding event
weights. Only the uncertainties in the 2017 and 2018
measurements are treated as correlated, whereas the
uncertainties in the 2016 measurement, which uses
different PDFs, are assumed to be uncorrelated.
(4) The uncertainty in the initial-state PS is estimated
by varying the shower scale by factors of 0.5
and 2. The corresponding distributions are obtained
using event weights. With αS ¼ 0.1108 (0.118) for
CUETP8M2T4 (CP5), the values are very similar,
and we assume that this uncertainty is fully corre-
lated among the measurements in all years.
(5) The uncertainty in the final-state PS is estimated
by varying the shower scale by factors of 0.5
and 2. The corresponding distributions are obtained
using event weights. With αS ¼ 0.1365 (0.118) for
CUETP8M2T4 (CP5), we assume that this uncer-
tainty is uncorrelated for the two tunes.
(6) In POWHEG, the matching between the matrix
element calculation and the PS is controlled by
the parameter hdamp. The values used with the
CUETP8M2T4 and CP5 tunes are ð1.58þ0.66−0.59Þmt
and ð1.38þ0.92−0.51Þmt, respectively. Since the values are
similar, the uncertainty is taken as fully correlated
among the measurements in different years. Separate
samples produced with the uncertainty variations of
hdamp are used to obtain these uncertainties.
(7) Separate samples produced with mt ¼ 171.5 GeV
and mt ¼ 173.5 GeV are used to conservatively
estimate the uncertainty due to the mt measurement.
This1 GeV variation is fully correlated among the
measurements in different years.
(8) The uncertainty in the UE modeling is estimated
using separate samples that represent the envelope of
uncertainties in the tunes. This uncertainty is fully
correlated between the measurements in 2017 and
2018, but is taken as uncorrelated with the 2016
measurement, where a different tune is used.
(9) The fraction of leptonically decaying b hadrons is
changed according to the known precision of the
corresponding branching fractions [50] using
event-based reweighting. This uncertainty is fully
correlated among the measurements in differ-
ent years.
(10) The uncertainty in the CR is assessed using an
alternative model, where the reconnection of colored
particles from resonance decays, which is deacti-
vated by default in PYTHIA, is activated. The differ-
ence between these two is taken as a symmetric
uncertainty. We assume that the amount of CR is
fully correlated among the measurements in the
three years.
The following experimental uncertainties are assessed:
(1) The uncertainties in the integrated luminosity are
2.5%, 2.3%, and 2.5% for 2016, 2017, and 2018,
respectively. Their correlations are between 20%
and 30% [69–71]. These uncertainties and their
correlations are directly used in the cross-
section fits.
(2) The uncertainty in the pileup estimation is divided
into two sources: one in the inelastic cross section of
about 4.5% [72], and another in the instantaneous
luminosities. Since the former is dominant and fully
correlated among the years, a high correlation of
about 85% is estimated. Response matrices for
enhanced and reduced pileup are obtained by apply-
ing event weights to alter the distribution of the
number of pileup interactions in the simulation.
(3) The jet energy scale uncertainty is split into 20
different sources. The combined uncertainties are
pT- and η-dependent, with a magnitude that varies
between 0.3% and 1.8% for the relevant jets. The
correlation among the years is evaluated for
each source. The sources affect the AK4 and AK8
jets simultaneously, but in different ways. The
differences in the response matrices are obtained
by rescaling the jet momenta in the simulation.
(4) The uncertainty in the subjet energy scale of boosted
th candidates is considered, where subjets with pT <
30 GeV have energy scale uncertainties up to 3%.
This uncertainty has a correlation of 50% among
the years.
(5) For AK4 and PUPPI AK8 jets, separate uncertainties
in the energy resolutions are introduced because the
different methods of pileup corrections have large
effects on the resolutions. The uncertainties are
considered uncorrelated among the measurements
in different years. The response matrices for differ-
ent jet resolutions are obtained by rescaling the jet
resolution in the simulation.
(6) The dominant source of uncertainty in pmissT is the
uncertainty in the jet energy calibration. Therefore,
pmissT is also recalculated whenever the jet momenta
are rescaled for uncertainty estimations. An addi-
tional contribution to the uncertainty comes from PF
particles that do not belong to any of the selected
jets. A 50% correlation of this uncertainty among the
years is assumed.
(7) Uncertainties in the tagging and mistagging effi-
ciencies of various b tagging requirements have
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been studied [63]. In this analysis, tight and loose b-
tagging requirements are used. To simulate the
variations of the efficiencies, event weights are
calculated according to the probability to find the
combination of correctly and wrongly identified jets
under the assumption of altered efficiencies. We alter
separately the efficiencies of the loose and tight
requirements, and in addition, the efficiency of
passing the loose but not the tight requirement.
Each of the three variations introduces a nuisance
parameter related to the tagging and mistagging
efficiencies. We assume a 50% correlation among
the years.
(8) For electrons and muons, uncertainties in the trigger
and reconstruction efficiencies are included. Since
the same methods for measuring these efficiencies in
data are used in all years, the corresponding un-
certainties are likely to have a common origin, and
we assume a correlation of 50% for these uncer-
tainties among the years.
(9) During the 2016 and 2017 data taking, a gradual
shift in the timing of the inputs of the ECAL L1
trigger in the region of jηj > 2.0 caused a trigger
inefficiency. For events containing an electron (a jet)
with pT larger than ≈50 GeV (≈100 GeV), in the
region 2.5 < jηj < 3.0 the efficiency loss is
≈10%–20%, depending on pT, η, and time. Correc-
tion factors were computed from data and applied to
the acceptance evaluated by simulation. The uncer-
tainties in these correction factors are propagated to
the cross-section measurements.
The description of uncertainties estimated from separate
simulations (hdamp, mt, UE tune, and CR model) suffers
from statistical fluctuations despite a number of simulated
events in excess of 107. With a two-dimensional smoothing
algorithm [68] applied to the relative uncertainties in the
response matrices, we recover a meaningful description that
is consistent among the different channels.
In addition, we estimate the effect of the limited event
count in the simulations by repeating the entire fit 100 times
with varied response matrices. From these results we
calculate the covariance matrix, which is added to the
covariance matrix of the other uncertainties obtained from
the fits with the default response matrices. The response
matrices are varied randomly, taking into account statistical
uncertainties in the default POWHEG+PYTHIA simulation and
in the simulations used for the uncertainty estimations in
mt, hdamp, the UE tune, and the CR model. For the
uncertainties estimated based on event weights or rescaling
of object momenta, the correlations between the default bin
contents and the altered bin contents are taken into account
when the random variations are generated. Overall, the
uncertainty due to limited event count in the simulations is
on the order of other leading systematic uncertainties. It
becomes a dominant systematic uncertainty only in a few
bins, but it is always small compared to the statistical
uncertainty in the data.
In Fig. 13, the uncertainties in the measurements of a few
differential cross sections are shown, split into individual
sources. The statistical uncertainty in the data becomes
dominant only in the tails of the distributions, while the
bulk is dominated by the systematic uncertainties. The
main contributions are from the uncertainty in the jet
energy scale and the integrated luminosity. The leading
theoretical uncertainties are the variations of μR, μF, and the
uncertainty that reflects the difference in pTðtÞ between the
NLO and NNLO calculations.
XIV. RESULTS AT THE PARTON
AND PARTICLE LEVELS
In Fig. 14, the results of χ2 tests comparing the
measurements with several predictions are shown. To
magnify the regions of low and high p values, they are
converted into Z scores using the relation





where the integrand is the normal distribution with mean 0
and standard deviation 1. For the comparison, the covari-
ance matrices of the measurements and the predictions are
taken into account. For the POWHEG+PYTHIA simulations,
all theoretical uncertainties are considered. For the MATRIX,
POWHEG+HERWIG, and MG5_aMC@NLO+PYTHIA simulations,
we consider the dominant sources of matrix element scales
and PDF uncertainties. In addition, the PS scale uncertain-
ties are evaluated for MG5_aMC@NLO+PYTHIA. The PDF
uncertainties for MATRIX are obtained as the envelope of the
differences obtained with the CT14 [73], HERA [74], and
MMHT [75] PDF sets. In all predictions, the individual
uncertainty sources are assumed to be correlated among the
bins, while the sources themselves are uncorrelated. Most
of the distributions are well described by the predictions,
and the uncertainty in the NNLO MATRIX calculation is
significantly smaller than in the NLO predictions. For the
parton-level measurements, similar p values are obtained
for POWHEG+PYTHIA with the CUETP8M2T4 and CP5
tunes and POWHEG+HERWIG, while the description by
MG5_aMC@NLO+PYTHIA is slightly worse. For the par-
ticle-level measurements, similar agreements are obtained
for POWHEG+PYTHIA with the CUETP8M2T4 and CP5
tunes. In most cases, the p values of the MG5_aMC@NLO+
PYTHIA and POWHEG+HERWIG predictions are lower. At
both levels, the distributions of mðtt̄Þ vspTðthÞ,
pTðtt̄Þ vspTðthÞ, and jΔyt=t̄j vsmðtt̄Þ are not well described
by any of the tested predictions. The corresponding dis-
tributions are shown in Figs. 27–32. The one-dimensional
distributions ofpTðthÞ,mðtt̄Þ, andpTðtt̄Þ are consistent with
the predictions at the level of 2 standard deviations, which
calls for further investigations to improve the understanding
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FIG. 13. The individual sources of systematic uncertainties in the various parton (left) and particle (right) measurements, and their
relative contributions to the overall uncertainty. Sources with a maximum uncertainty below 1.5% are combined in the category “Other.”
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of the kinematic relations between these variables. In
addition, at the particle level, the kinematic distributions
in bins of jet multiplicity are not well described.
The measurements at the parton level are
compared to the POWHEG+PYTHIA (CP5), POWHEG+
HERWIG, MG5_aMC@NLO+PYTHIA, and MATRIX predictions.
For the particle-level measurements, the MATRIX prediction
is replaced by POWHEG+PYTHIA (CUETP8M2T4). In
general, when comparing the distributions in data and
simulation, very similar trends are observed at both levels.
The differential cross sections as functions of pTðthÞ,
pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST are presented in Figs. 15
and 16 at the parton and particle levels, respectively. In these
and most of the following figures of the differential cross
sections, the displayed width of the last bin is reduced. The
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FIG. 14. The Z scores from the corresponding χ2 tests comparing the measured differential cross sections for the shown variables at the
parton (upper) and particle (lower) levels to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes,
POWHEG+HERWIG (H7), the multiparton simulation MG5_aMC@NLO(MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with
MATRIX. The Z scores are truncated at an upper limit of 6. The uncertainties in the measurements and the predictions are taken into
account in the χ2 calculation.
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FIG. 15. Differential cross sections at the parton level as functions of pTðthÞ, pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST. The data are shown as
points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.



























































































































































































































0 400 800 1200 1700 4000
FIG. 16. Differential cross sections at the particle level as functions of pTðthÞ, pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST. The data are shown
as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to
the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton
simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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labels. For better visibility, the horizontal marker positions
of the predictions are shifted with respect to the bin centers.
Compared with the previous CMS measurement [17],
the precision is significantly improved; e.g., for a top quark
pT < 500 GeV, the uncertainty is reduced by about 50%.
Since it is easier to perform the background subtraction
(cf. Sec. XI) in bins of pTðthÞ, the measurement as a
function of pTðthÞ is extended towards higher pT compared
to the measurement as a function of pTðtlÞ. The pT spectra
are softer than predicted by the NLO calculations at low pT.
For pT > 500 GeV, the predictions overestimate the mea-
sured cross sections by about 20%. However, the NNLO
QCD calculation performed with MATRIX describes the data
significantly better, with the exception of pTðtlowÞ. As
discussed in Ref. [43], pTðthighÞ and pTðtlowÞ cannot be
accurately described by fixed-order calculations; resum-
mation effects of the Sudakov type have to be taken into
account. At the parton level, the differential cross sections
as a function exclusively of th or tl should be the same, and
this is used to check the consistency of the results obtained
with the different top-quark decays.
Figures 17 and 18 show the distributions of jyðthÞj,
jyðtlÞj, and the differences Δjyt=t̄j and jΔyt=t̄j. They are all





































































































































































FIG. 17. Differential cross sections at the parton level as functions of jyðthÞj, jyðtlÞj, and the differences Δjyt=t̄j and jΔyt=t̄j. The data
are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+
PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross
sections are shown in the lower portion of each panel.
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In Figs. 19 and 20, the differential cross sections are
shown as functions of the tt̄ kinematic variables mðtt̄Þ,
pTðtt̄Þ, jyðtt̄Þj, Δϕt=t̄, and cosðθÞ. A small modulation is
observed in the pTðtt̄Þ distribution—i.e., the data are under-
estimated at about 300 GeVand overestimated at very high
values. A discrepancy also occurs at high values of jyðtt̄Þj,
where all simulations predict a higher cross section than
observed. Despite these small deviations, there is no
significant disagreement between data and predictions.
The double-differential cross sections are shown in
Figs. 21–36. The distributions of pTðthÞ vs jyðthÞj shown
in Figs. 21 and 22 are well described by most of the
predictions. The NLO calculations overestimate the cross
sections in all jyðthÞj bins in the high-pTðthÞ region. The
corresponding distributions for tl are not shown, since the
information they add is marginal. However, we measure
consistent distributions of th and tl at the parton level.
As mentioned earlier, a higher cross section is predicted
than is seen in the data at high values of jyðtt̄Þj. This effect
persists in different regions of mðtt̄Þ, as shown in the
mðtt̄Þ vs jyðtt̄Þj measurements in Figs. 23 and 24.
In Figs. 25 and 26, the measurements ofmðtt̄Þ vs cosðθÞ
are shown. These double-differential cross sections are well























































































































































FIG. 18. Differential cross sections at the particle level as functions of jyðthÞj, jyðtlÞj, and the differences Δjyt=t̄j and jΔyt=t̄j. The data
are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the
multiparton simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in
the lower portion of each panel.













































































































































































FIG. 19. Differential cross sections at the parton level as functions of kinematic variables of the tt̄ system. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.















































































































































































FIG. 20. Differential cross sections at the particle level as functions of kinematic variables of the tt̄ system. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions
of POWHEG+PYTHIA (P8) for the CP5 andCUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and themultiparton simulationMG5_aMC@NLO
(MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of each panel.










































































































































































































































































































0 0.4 0.8 1.2 1.6 2.5
FIG. 21. Double-differential cross section at the parton level as a function of pTðthÞ vs jyðthÞj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.

















































































































































































































































































































0 0.4 0.8 1.2 1.6 2.5
FIG. 22. Double-differential cross section at the particle level as a function of pTðthÞ vs jyðthÞj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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0 0.2 0.4 0.6 0.8 1 1.2 2.2
FIG. 23. Double-differential cross section at the parton level as a function of mðtt̄Þ vs jyðtt̄Þj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 24. Double-differential cross section at the particle level as a function of mðtt̄Þ vs jyðtt̄Þj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 25. Double-differential cross section at the parton level as a function of mðtt̄Þ vs cosðθÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 26. Double-differential cross section at the particle level as a function ofmðtt̄Þ vs cosðθÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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The measurements of mðtt̄Þ vspTðthÞ, shown in Figs. 27
and 28, are not well described by any of the predictions, as
indicated by the χ2 tests given in Fig. 14. While the
measured pT spectra are in agreement or even harder than
predicted at low mðtt̄Þ, the spectra are softer at high mðtt̄Þ.
Such an opposite trend in the different mðtt̄Þ regions, along
with the bin-by-bin correlations of uncertainties, results in
low p values. The mismodeling is even more apparent in
the normalized differential cross sections in Figs. 55
and 56.
The measurements of pTðtt̄Þ vspTðthÞ are shown in
Figs. 29 and 30. Compared to the various predictions,
the softer measured pTðthÞ spectrum is most evident in the
low-pTðtt̄Þ region, while at high pTðtt̄Þ the measurements
are well described.
The measurements of jΔyt=t̄j vsmðtt̄Þ are displayed in
Figs. 31 and 32. This distribution is known to be sensitive
to electroweak corrections, especially to the top-quark
Yukawa coupling [2,3]. The NNLO calculation results in
an improved description of this distribution.
In Figs. 33 and 34, the measurements of mðtt̄Þ vsΔjyt=t̄j
are presented. They are well described by all predictions.
Note that it is problematic to use these measurements of
Δjyt=t̄j to extract information on the charge asymmetry of tt̄
production in pp collisions, because the acceptance cor-
rections introduce a significant asymmetry in these
measurements.
In Figs. 35 and 36, the double-differential cross
sections as a function of jyðtÞj vs jyðt̄Þj are shown.
They are used to calculate the ratio of cross sections
of t and t̄ as a function of rapidity when the bin-by-bin
correlations are taken into account correctly. These ratios
are displayed in the lower-right plots of Figs. 35 and 36.
Differences in the rapidity of t and t̄ are a direct
consequence of the charge asymmetry, where on average
jyðtÞj is less central than jyðt̄Þj. In contrast to measure-
ments based on Δjyt=t̄j, the acceptance correction of this
double-differential measurement does not depend on the
asymmetry in the simulation. However, no significant
difference between jyðtÞj and jyðt̄Þj is observed. The
simulation predicts that the main effect of the charge
asymmetry is expected at high rapidities, where the
measurement is limited by the statistical accuracy and
detector acceptance.
The sum of the cross sections in all bins of a distribution
at the parton level corresponds to the tt̄ production cross
section in the e=μþ jets channel. The cross sections
outside the measured ranges are predicted from the sim-
ulation to be negligibly small. Only for the rapidity-related
distributions is a contribution of up to 3% estimated from
the simulation. These corrections are taken into account to
determine the different measurements of the total cross
section shown in Fig. 37.
All cross-section values are similar, although it is
difficult to judge the degree of agreement because they
do not represent independent measurements,
since several of the observables are strongly correlated.
We choose for our final result the cross section
obtained from the measurement of mðtt̄Þ vs cosðθÞ.
According to the simulation, this is expected to be the
most precise measurement because its response
matrix is little affected by systematic uncertainties, and
the measurement can most effectively constrain those
uncertainties. This expectation is confirmed, and we find a
value of
σe=μþjets ¼ 227.6 6.8 pb: ð9Þ
Only the measurement of mðtt̄Þ vspTðthÞ has a marginally
smaller uncertainty in data. With a branching fraction of
(28.77 0.32)% [50] for the decay of tt̄ to e=μþ jets, the
total tt̄ production cross section becomes
σtt̄ ¼ 791 25 pb: ð10Þ
When breaking down the uncertainty into different
sources, we find
σtt̄ ¼ 791 1ðstatÞ  21ðsystÞ  14ðlumiÞ pb; ð11Þ
where the last uncertainty comes from that in the inte-
grated luminosity.
All individual sources of systematic uncertainty and their
values are given in Table I. This result is in good agreement
with the SM expectation of 797þ39−51ðscaleÞ  39ðPDFÞ pb
obtained with MATRIX, and 832þ40−46 pb obtained with TOP++
[38], as discussed in Sec. II.
By adding the cross sections in all bins of a
distribution at the particle level, the inclusive cross section
σparticle is obtained. The exception is the cross section at
the parton level as a function of HT, where events with
zero additional jets do not contribute. This leads to a
significantly smaller cross section. As shown in Fig. 38,
the σparticle values are similar for all the other distributions.
The simulations predict the cross section obtained from
the measurement of mðtt̄Þ vs cosðθÞ to be the most
precise. This is confirmed in data, and the measured
value is
σparticle ¼ 61.0 1.8 pb: ð12Þ
The individual sources of systematic uncertainty in this
measurement and their values are given in Table II.
In Figs. 39–42, the differential cross sections that are
only measured at the particle level are shown. Of special
note in Fig. 39 is the softer pTðlÞ spectrum in
data compared to the prediction, a quantity that is not
directly affected by the modeling of jets. Also, the number
of additional jets with pT > 30 GeV and jηj < 2.4 is
higher in data compared to most of the predictions.
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FIG. 27. Double-differential cross section at the parton level as a function of mðtt̄Þ vspTðthÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 28. Double-differential cross section at the particle level as a function of mðtt̄Þ vspTðthÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 29. Double-differential cross section at the parton level as a function of pTðtt̄Þ vspTðthÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 30. Double-differential cross section at the particle level as a function of pTðtt̄Þ vspTðthÞ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 31. Double-differential cross section at the parton level as a function of jΔyt=t̄j vsmðtt̄Þ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.






















| < 0.6 
tt/
yΔ0 < |







































| < 1.2 
tt/
yΔ0.6 < |







































| < 1.8 
tt/
yΔ1.2 < |






































| < 3.5 
tt/
yΔ1.8 < |



















400 600 800 1000 1200 1500 3500
FIG. 32. Double-differential cross section at the particle level as a function of jΔyt=t̄j vsmðtt̄Þ. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 33. Double-differential cross section at the parton level as a function of mðtt̄Þ vsΔjyt=t̄j. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 34. Double-differential cross section at the particle level as a function of mðtt̄Þ vsΔjyt=t̄j. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
























0 < |y(t)| < 0.5 












































0.5 < |y(t)| < 1 















































1 < |y(t)| < 1.5 











































1.5 < |y(t)| < 2 












































2 < |y(t)| < 2.5 













































 (13 TeV) -1137 fb
Parton level
+jetsμe/CMS
FIG. 35. Double-differential cross section at the parton level as a function of jyðtÞj vs jyðt̄Þj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO
QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel. Lower right: ratio of jyðt̄Þj=jyðtÞj.
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FIG. 36. Double-differential cross section at the particle level as a function of jyðtÞj vs jyðt̄Þj. The data are shown as points with gray
(yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel. Lower right: ratio of jyðt̄Þj=jyðtÞj.
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Only POWHEG+PYTHIA with the CUETP8M2T4 tune
makes a correct prediction of the jet multiplicity. The
distributions of HT and mevt are well described. Figure 40
shows that the measured pTðthÞ spectrum is only softer
than the predictions if there are no additional jets—or, to a
smaller extent, one additional jet. For the higher multi-
plicities, the spectrum is better described. Good agreement
between data and predictions is observed for the differ-
ential cross sections as a function of mðtt̄Þ and pTðtt̄Þ
measured for different numbers of additional jets, as given
in Figs. 41 and 42, respectively. In the Appendix, all the
measured differential cross sections are presented nor-
malized to unity.
XV. SUMMARY
Measurements of differential and double-differential top-
quark pair (tt̄) production cross sections have been pre-
sented as a function of many kinematic properties of the top
quarks and the tt̄ system at the parton and particle levels,
where the latter reduces extrapolations based on theoretical
assumptions. In addition, the number of additional jets and
kinematic variables in bins of jet multiplicities have been
measured at the particle level. The data correspond to an
integrated luminosity of 137 fb−1 recorded by the CMS
experiment at the LHC in proton-proton collisions atffiffi
s
p ¼ 13 TeV. The tt̄ cross sections are measured in the
e=μþ jets channels with a single electron or muon and jets
in the final state. For the first time, the full spectra of
differential cross sections are determined using a combi-
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FIG. 37. Measurements of the tt̄ production cross sections σe=μþjets, with their total uncertainty obtained as the sum of the cross
sections in all bins of a distribution as a function of the kinematic variable used in the determination. The results are compared to the
TOP++ and the MATRIX predictions with their corresponding uncertainties.
TABLE I. The sources of systematic uncertainty and their
absolute and relative values in the measurement of σtt̄.
Uncertainty
Source [pb] [%]
Jet energy 11 1.38
Branching fraction 8.8 1.11
Lepton 7.8 0.98
NNLO 7.6 0.96
b tagging 7.0 0.88
Sim. event count 6.5 0.82
Background 6.1 0.77
CR model 5.5 0.69
Jet energy resolution 3.4 0.43
Scales μR, μF 3.2 0.41
Initial-state PS scale 3.2 0.40
Final-state PS scale 2.7 0.34
Subjet energy 2.4 0.31
b mistagging 2.2 0.28




L1 trigger 0.5 0.07
Pileup 0.4 0.05
Total syst. 21 2.66
Total stat. 0.6 0.07
Int. luminosity 14 1.75
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decay products can be identified either as separated jets and
isolated leptons or as collimated and overlapping jets,
respectively. The combination of multiple reconstruction
categories provides constraints on the systematic uncer-
tainties and results in a significantly improved precision
with respect to previous measurements. For a top-quark
transverse momentum pT < 500 GeV, the uncertainty is
reduced by about 50% compared with the previous CMS
measurement [17]. The dominant sources of systematic
uncertainties are the jet energy scale, integrated luminosity,
and tt̄ modeling.
Most differential distributions are found to be compatible
with the standard model predictions of the event generators
POWHEG+PYTHIA, POWHEG+HERWIG, and MG5_aMC@NLO
+PYTHIA. In addition, the parton-level cross sections are
compared to the next-to-next-to-leading-order quantum
chromodynamics calculations obtained with MATRIX that
come with a significantly reduced theoretical uncertainty.
A softer top-quark pT spectrum is observed compared to
most of the next-to-leading-order predictions. Deviations
between the predictions and data are observed when the top
quark pT is measured in bins of the tt̄ invariant mass and
pT. The POWHEG+HERWIG and MG5_aMC@NLO+PYTHIA
simulations do not give a good description of the observed
jet multiplicities and related observables such as the scalar
pT sum of additional jets. The total tt̄ production cross
section is measured to be
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FIG. 38. Measurements of the tt̄ production cross sections σparticle at the particle level, and their total uncertainties as a function of the
kinematic variable used in the determination. The results are compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and
CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation MG5_aMC@NLO(MG)+PYTHIA.
TABLE II. The sources of systematic uncertainty and their
absolute and relative values in the measurement of σparticle.
Uncertainty
Source [pb] [%]
Jet energy 0.85 1.40
b tagging 0.67 1.11
Sim. event count 0.63 1.03
Lepton 0.59 0.96
Background 0.47 0.78
CR model 0.44 0.72
NNLO 0.32 0.52
mt 0.27 0.45
Scales μR, μF 0.27 0.45
Jet energy resolution 0.19 0.31
b mistagging 0.19 0.31
UE tune 0.18 0.30
PDF 0.15 0.24
Subjet energy 0.12 0.20
Final-state PS scale 0.08 0.13
hdamp 0.07 0.11
Pileup 0.05 0.08
L1 trigger 0.05 0.08
Initial-state PS scale 0.03 0.05
Total syst. 1.46 2.39
Total stat. 0.04 0.06
Int. luminosity 1.06 1.74
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FIG. 39. Differential cross sections at the particle level as functions of pTðlÞ, jet multiplicity, HT, and mevt. The data are shown as
points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of
each panel.
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FIG. 40. Differential cross section at the particle level as a function of pTðthÞ in bins of jet multiplicity. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of
each panel.
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FIG. 41. Differential cross section at the particle level as a function of mðtt̄Þ in bins of jet multiplicity. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of
each panel.
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FIG. 42. Differential cross section at the particle level as a function of pTðtt̄Þ in bins of jet multiplicity. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of
each panel.
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When breaking down the uncertainty into different sources,
we find
σtt̄ ¼ 791 1ðstatÞ  21ðsystÞ  14ðlumiÞ pb; ð14Þ
where the last uncertainty comes from that in the integrated
luminosity. The measured value of σtt̄ is in good agreement
with the standard model expectation.
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l’Énergie Atomique et aux Énergies Alternatives/CEA,
France; the Bundesministerium für Bildung und
Forschung, the Deutsche Forschungsgemeinschaft (DFG),
under Germany’s Excellence Strategy—No. EXC 2121
“Quantum Universe”—390833306, and under project
No. 400140256—GRK2497, and Helmholtz-
Gemeinschaft Deutscher Forschungszentren, Germany;
the General Secretariat for Research and Innovation,
Greece; the National Research, Development and
Innovation Fund, Hungary; the Department of Atomic
Energy and the Department of Science and Technology,
India; the Institute for Studies in Theoretical Physics
and Mathematics, Iran; the Science Foundation, Ireland;
the Istituto Nazionale di Fisica Nucleare, Italy; the
Ministry of Science, ICT and Future Planning, and
National Research Foundation (NRF), Republic of
Korea; the Ministry of Education and Science of the
Republic of Latvia; the Lithuanian Academy of
Sciences; the Ministry of Education, and University
of Malaya (Malaysia); the Ministry of Science of
Montenegro; the Mexican Funding Agencies (BUAP,
CINVESTAV, CONACYT, LNS, SEP, and UASLP-FAI);
the Ministry of Business, Innovation and Employment,
New Zealand; the Pakistan Atomic Energy Commission;
the Ministry of Science and Higher Education and the
National Science Center, Poland; the Fundação para a
Ciência e a Tecnologia, Portugal; JINR, Dubna; the
Ministry of Education and Science of the Russian
Federation, the Federal Agency of Atomic Energy of
the Russian Federation, Russian Academy of Sciences,
the Russian Foundation for Basic Research, and the
National Research Center “Kurchatov Institute”; the
Ministry of Education, Science and Technological
Development of Serbia; the Secretaría de Estado de
Investigación, Desarrollo e Innovación, Programa
Consolider-Ingenio 2010, Plan Estatal de Investigación
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APPENDIX: NORMALIZED CROSS SECTIONS
AT THE PARTON AND PARTICLE LEVELS
In Figs. 43–68, all differential cross sections are pre-
sented normalized to unity. This has the advantage of
canceling out the systematic uncertainties affecting only the
overall normalization, and the differences in the shapes
between data and predictions are more apparent. For this
purpose, the differential cross sections are divided by the tt̄
cross sections σnorm, which are obtained for each meas-
urement as the sum of the cross sections in all bins of the
corresponding kinematic observable or observables in the
one- or two-dimensional range. The uncertainties in the
normalized distributions are evaluated using error propa-
gation and take into account the correlations between
uncertainties in the individual measurements and σnorm.
The results of the χ2 tests, comparing the normalized
differential cross sections to the various predictions, are
shown in Fig. 69. The p values are very similar to those
obtained without normalization. This confirms that the
normalizations are well predicted and that the χ2 tests are
sensitive to differences in the shapes.
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FIG. 43. Normalized differential cross sections at the parton level as functions of pTðthÞ, pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST. The data
are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+
PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross
sections are shown in the lower portion of each panel.
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FIG. 44. Normalized differential cross sections at the particle level as functions of pTðthÞ, pTðtlÞ, pTðthighÞ, pTðtlowÞ, and ST. The data
are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the
multiparton simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in
the lower portion of each panel.


































































































































































FIG. 45. Normalized differential cross sections at the parton level as functions of jyðthÞj, jyðtlÞj, and the differencesΔjyt=t̄j and jΔyt=t̄j.
The data are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross
sections are compared to the predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of the various predictions to the
measured cross sections are shown in the lower portion of each panel.





























































































































































FIG. 46. Normalized differential cross sections at the particle level as functions of jyðthÞj, jyðtlÞj, and the differences Δjyt=t̄j and
jΔyt=t̄j. The data are shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The
cross sections are compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG
(H7), and the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections
are shown in the lower portion of each panel.































































































































































































FIG. 47. Normalized differential cross sections at the parton level as functions of kinematic variables of the tt̄ system. The data are
shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+
PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross
sections are shown in the lower portion of each panel.


























































































































































































FIG. 48. Normalized differential cross sections at the particle level as functions of kinematic variables of the tt̄ system. The data are
shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the
multiparton simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in
the lower portion of each panel.
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FIG. 49. Normalized double-differential cross section at the parton level as a function of pTðthÞ vs jyðthÞj. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 50. Normalized double-differential cross section at the particle level as a function of pTðthÞ vs jyðthÞj. The data are shown as
points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 51. Normalized double-differential cross section at the parton level as a function of mðtt̄Þ vs jyðtt̄Þj. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 52. Normalized double-differential cross section at the particle level as a function ofmðtt̄Þ vs jyðtt̄Þj. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 53. Normalized double-differential cross section at the parton level as a function ofmðtt̄Þ vs cosðθÞ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 54. Normalized double-differential cross section at the particle level as a function of mðtt̄Þ vs cosðθÞ. The data are shown as
points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 55. Normalized double-differential cross section at the parton level as a function ofmðtt̄Þ vspTðthÞ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 56. Normalized double-differential cross section at the particle level as a function ofmðtt̄Þ vspTðthÞ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 57. Normalized double-differential cross section at the parton level as a function of pTðtt̄Þ vspTðthÞ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 58. Normalized double-differential cross section at the particle level as a function of pTðtt̄Þ vspTðthÞ. The data are shown as
points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 59. Normalized double-differential cross section at the parton level as a function of jΔyt=t̄j vsmðtt̄Þ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 60. Normalized double-differential cross section at the particle level as a function of jΔyt=t̄j vsmðtt̄Þ. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 61. Normalized double-differential cross section at the parton level as a function ofmðtt̄Þ vsΔjyt=t̄j. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 62. Normalized double-differential cross section at the particle level as a function ofmðtt̄Þ vsΔjyt=t̄j. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion
of each panel.
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FIG. 63. Normalized double-differential cross section at the parton level as a function of jyðtÞj vs jyðt̄Þj. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG combined with PYTHIA (P8) or HERWIG (H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and
the NNLOQCD calculations obtained with MATRIX. The ratios of the various predictions to the measured cross sections are shown in the
lower portion of each panel.
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FIG. 64. Normalized double-differential cross section at the particle level as a function of jyðtÞj vs jyðt̄Þj. The data are shown as points
with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to the
predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton simulation
MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower portion of
each panel.
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FIG. 65. Normalized differential cross sections at the particle level as functions of pTðlÞ, jet multiplicity, HT, and mevt. The data are
shown as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the
multiparton simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in
the lower portion of each panel.
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FIG. 66. Normalized differential cross section at the particle level as a function of pTðthÞ in bins of jet multiplicity. The data are shown
as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to
the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton
simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 67. Normalized differential cross section at the particle level as a function of mðtt̄Þ in bins of jet multiplicity. The data are shown
as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to
the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton
simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 68. Normalized differential cross section at the particle level as a function of pTðtt̄Þ in bins of jet multiplicity. The data are shown
as points with gray (yellow) bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are compared to
the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG (H7), and the multiparton
simulation MG5_aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to the measured cross sections are shown in the lower
portion of each panel.
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FIG. 69. Results of χ2 tests in Z scores comparing the measured normalized cross sections at the parton (upper) and
particle (lower) levels to the predictions of POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4) tunes, POWHEG+HERWIG
(H7), the multiparton simulation MG5_aMC@NLO (MG)+PYTHIA FxFx, and the NNLO QCD calculations obtained with MATRIX.
The Z scores are truncated at an upper limit of 6. The uncertainties in the measurements and the predictions are taken into account
for the calculation of the χ2.
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76bUniversità di Napoli ’Federico II’, Napoli, Italy
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79bUniversità di Perugia, Perugia, Italy
80aINFN Sezione di Pisa, Pisa Italy
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83bUniversità di Trieste, Trieste, Italy
84Kyungpook National University, Daegu, Korea
85Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
86Hanyang University, Seoul, Korea
87Korea University, Seoul, Korea
88Kyung Hee University, Department of Physics, Seoul, Republic of Korea
89Sejong University, Seoul, Korea
90Seoul National University, Seoul, Korea
91University of Seoul, Seoul, Korea
92Yonsei University, Department of Physics, Seoul, Korea
93Sungkyunkwan University, Suwon, Korea
94College of Engineering and Technology, American University of the Middle East (AUM), Egaila, Kuwait
95Riga Technical University, Riga, Latvia
96Vilnius University, Vilnius, Lithuania
97National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia
98Universidad de Sonora (UNISON), Hermosillo, Mexico
99Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
100Universidad Iberoamericana, Mexico City, Mexico
101Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
102University of Montenegro, Podgorica, Montenegro
103University of Auckland, Auckland, New Zealand
104University of Canterbury, Christchurch, New Zealand
105National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan
106AGH University of Science and Technology Faculty of Computer Science,
Electronics and Telecommunications, Krakow, Poland
107National Centre for Nuclear Research, Swierk, Poland
108Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland
109Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal
110Joint Institute for Nuclear Research, Dubna, Russia
111Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia
112Institute for Nuclear Research, Moscow, Russia
113Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of NRC
‘Kurchatov Institute’, Moscow, Russia
114Moscow Institute of Physics and Technology, Moscow, Russia
A. TUMASYAN et al. PHYS. REV. D 104, 092013 (2021)
092013-90
115National Research Nuclear University ’Moscow Engineering Physics Institute’ (MEPhI),
Moscow, Russia
116P.N. Lebedev Physical Institute, Moscow, Russia
117Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
118Novosibirsk State University (NSU), Novosibirsk, Russia
119Institute for High Energy Physics of National Research Centre ‘Kurchatov Institute’, Protvino, Russia
120National Research Tomsk Polytechnic University, Tomsk, Russia
121Tomsk State University, Tomsk, Russia
122University of Belgrade: Faculty of Physics and VINCA Institute of Nuclear Sciences, Belgrade, Serbia
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jjjAlso at National and Kapodistrian University of Athens, Athens, Greece.
kkkAlso at Ecole Polytechnique Fédérale Lausanne, Lausanne, Switzerland.
lllAlso at Universität Zürich, Zurich, Switzerland.
mmmAlso at Stefan Meyer Institute for Subatomic Physics, Vienna, Austria.
nnnAlso at Laboratoire d’Annecy-le-Vieux de Physique des Particules, IN2P3-CNRS, Annecy-le-Vieux, France.
oooAlso at Şırnak University, Şırnak, Turkey.
pppAlso at Near East University, Research Center of Experimental Health Science, Nicosia, Turkey.
qqqAlso at Konya Technical University, Konya, Turkey.
rrrAlso at Istanbul University—Cerrahpasa, Faculty of Engineering, Istanbul, Turkey.
sssAlso at Piri Reis University, Istanbul, Turkey.
tttAlso at Adiyaman University, Adiyaman, Turkey.
uuuAlso at Ozyegin University, Istanbul, Turkey.
vvvAlso at Izmir Institute of Technology, Izmir, Turkey.
wwwAlso at Necmettin Erbakan University, Konya, Turkey.
xxxAlso at Bozok Universitetesi Rektörlügü, Yozgat, Turkey.
yyyAlso at Marmara University, Istanbul, Turkey.
zzzAlso at Milli Savunma University, Istanbul, Turkey.
aaaaAlso at Kafkas University, Kars, Turkey.
bbbbAlso at Istanbul Bilgi University, Istanbul, Turkey.
ccccAlso at Hacettepe University, Ankara, Turkey.
ddddAlso at Rutherford Appleton Laboratory, Didcot, United Kingdom.
eeeeAlso at Vrije Universiteit Brussel, Brussel, Belgium.
ffffAlso at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom.
ggggAlso at IPPP Durham University, Durham, UK.
hhhhAlso at Monash University, Faculty of Science, Clayton, Australia.
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