In the solution, by relaxation methods, of partial differential equations involving more than one dependent variable, it has been customary to find the values of all such variables at the nodes of one net. By considering the relative accuracy of the finite difference approximations to the individual terms of the equations, and for other reasons, it is suggested that values of some of the variables be determined at the centres of the meshes, which amounts to using two interlacing nets. This idea is developed, and the method is applied to a variety of problems.
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F o r e w o r d
Problems involving more than one dependent variable are common in applied mathematics, and while in general an attem pt is made to eliminate all but one of these so as to be able to restrict attention to a single 'unknown', this is not always possible, nor is it always convenient. An instance occurs in two-dimensional elastic problems, where the boundary conditions in terms of the stress function are com plicated. In applying relaxation methods, it is simpler to work throughout in terms of the components u, v of the displacement, and the so-called ' u-v technique ' was invented (Fox & Southwell 1945) for this purpose.
Denoting Cartesian co-ordinates by x, y, and P governing equations is o/i \^2u o \d2u d2v ( ~^d x 2 + ( < " 0.
( 1 )
The relaxation technique starts from an approximation to this in terms of finite differences, involving values of the wanted functions u, v, a t nodes of a net, usually a square net, say of mesh length a. A critical examination of the method indicated th a t while the effective mesh length used for and 2 was a, th at used for d2v/dxdy was really 2a.
To see this, note first that, using suffixes as indicated in figure 1 to denote the location of the point at which a value of uo r is take ui -u 0 a is an approximation to ĉ entred at the mid-point of the segment 01, and so \tu x-Up U p w3\ .
. [ 407 ] centred at 0, and using consistently the mesh length a. But, with values of v given a t the same mesh points, the best we can do for a finite difference approximation to d2v/dxdy is 2 a \ 2 )■ where the first term represents the finite difference approximation to centred at the point 1, and where the fact th at the effective mesh length is 2a is abundantly evident.
chi -1--------------I is an approximation to
If we wish the mesh length associated with v to be a, so th a t the accuracy of the v-term in equation (1) separate net for v, which interlaces th at for u, as indicated in figure 2. We note immediately th a t the a-points are a t the centres of the squares of the v-net; the relation between the nets is reciprocal, and consequently the finite difference approximation to the other governing equation,
( I -^S + V^g +S
can be expressed, consistently as to mesh length a, in terms of values a t the nodes of the same two interlacing nets. These ideas were reinforced-coincidently-by papers by Kron (1944) and Carter (1944) in which an electric circuit analogy, and a network analyzer, were applied to problems in elasticity. In these, u and v are given by potentials at nodes of an electrical network, and it is clearly necessary th at u and v be measured at different points, i.e. th at two networks (appropriately coupled or interconnected, of course) be used.
Once the idea of interlacing nets is accepted, it becomes clear th at there are many other problems involving two unknowns to which they can appropriately be applied
The most obvious disadvantage, th at the two unknowns are not determined a t the same points, is comparatively trivial compared with the two main advantages, the first (minor) th a t the use of interlacing nets enables the ' coupling ' effects to be more accurately taken into account, and the second (major) th a t one is dealing with ifferential equations of lower order than if one variable is first eliminated between ti e governing equations. For instance, the equations (1) and (2) are each of the second order, whereas the corresponding equation for the stress function is of the fourth order; the finite difference approximation to this equation is more com plicated, and also extends over a region of the x-y plane four times as large. In what is probably the simplest instance of the use of interlacing nets, the Laplace equation (second order) is replaced by the Cauchy-Riemann equations, and both the conjugate functions are concurrently determined.
The ensuing sections illustrate the use of interlacing nets in the solution of a representative variety of problems by relaxation methods. The actual problems a re :
(i) Plane strain with boundary displacements given ( § § 1 to 4).
(ii) Stresses in a solid of revolution ( § §5 to 8).
(iii) The conjugate plane-harmonic functions ( § § 9 to 12).
(iv) The quasi-plane-harmonic equation ( § §13 and 14) .
The order in which they are given is th at in which they were attacked, rather than th a t of their mathematical content or complexity.
W.G.B.
1.
If ua nd v are the displacements in the x and y directions respectively, then for the two-dimensional elastic problem, the equations of equilibrium may be written as
where or is Poisson's ratio (Love 1927, § 94) . Using interlacing nets of mesh length a as indicated in the introduction, a typical w-point may be considered, denoted by 0, its four surrounding points 1, 2, 3, 4 and the v-points v, vi, vii, viii. Thus finite difference approximations to the terms in the first of the equations (3) are given as expressions involving the values of u and v at these 9 points by -> * -* « • with an error in each case of order a 2 Hence the equation may be replaced by its finite difference equivalent, viz.
Because of the reciprocal relation between the nets, any typical v-point may be denoted by 0 and the surrounding points lettered as in the diagram (figure 3) whence the second of the equations (3) above may be written as
The field of work is thus covered with these two interlacing nets, the continuous lines for u and the broken lines for v. At all nodes on the tt-net there will be values of u and the w-residuals, calculated from the equation (4) above. Similarly, at all nodes of the v-net, there will be values of v and r-residuals calculated from equation (5).
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F igure 3
2(1-<r)
I-2CT--2 (3 -4 cr) The relaxation process itself is effected with the aid of two 'relaxation patterns', shown in the diagram (figure 5). These are patterns giving the effect on the residuals in the region of the point of adding a unit increment to the value of or at th at point. Similar patterns have been discussed in other papers on the subject, and interlacing nets introduce here no other new-feature as regards their use.
2.
I t is obvious, however, th a t the boundary conditions must require some special consideration. If the boundaries are rectangular, the nodes of both nets can be made to lie on the boundaries by tak'ng the mesh lines a t 45° to the boundary lines (figure 6).
Then, the values of both u and v on the boundaries being known, the residuals may be calculated for both u and v all over the region.
In all other types of boundary, and for the rectangular case w here the boundaries are made to coincide with mesh lines, the problem cannot be'solved so easily. Consider a typical w-point lying near to such a boundary, with the mesh lines leading to the point 1 cut by the boundary, so th a t we have an 'irregular s ta r' (figure 7). The incomplete line 01 may be completed, and led to the point 1 outside the boundary, which is called a 'fictitious' point.
Interlacing nets for relaxation methods
Let OB = £a, and expand u in the line 3 01 in powers of x so th at u -uQ + Hence, substituting uB = w0 + ct£a + fii2a2 + y£3a3 + ...,
so, with an error of order a3
This enables the value of u at the fictitious point 1 to be calculated when the values at the points inside are known. Thus the residuals involving the value of u at this fictitious point can be calculated. For a period of the relaxation the value at this point can be treated as constant, and then when the residuals are checked, it may be adjusted, and then treated as a constant again. 
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Alternatively this value of u may be introduced into the formulae for the residuals a t those points involving the value at the point 1, altering the relaxation patterns a t these points. This is usually the best procedure when the boundaries are straight lines and the nodes of one net lie on the boundary.
Similar results hold when any other arm is also a short arm, and also for the value of v at a fictitious point.
3.
As an example, consider the extensions of a rectangular steel plate ( = 0*3) the sides of which are in the ratio 3 :1 and boundary displacements are ( figure 8) A B , BC, CD
There is symmetry about the y-axis, where clearly 0, so th a t only the righthand half of the plate will be considered.
Two ways of placing the nets for convenience are open to us, with the mesh lines parallel to, or a t 45° with, the sides of the rectangle. We choose the former.
Taking the u-net to lie on the boundary, the w-net therefore straddles it. For these w-points i \ and u = 0 all round, so th at the fictitious value is given ui = I uB + " 2uo = i w3 " 2mo = 0), and similarly when u2, w4 are fictitious.
The general equations are, since or = 0-3,
and for the incomplete stars, the value of u was substituted in the residual formula from the relation above.
In practice the coefficients were multiplied by 15 to make them all integers. A mesh length, a = \L , was first considered, and then by trisecting this, a mesh length a = \L , which had the advantage th at all the previous nodes were still nodes of the new nets. From these results, estimates were made for values a t the nodes of nets of mesh length a = \ L and the solution for this net size obtained with th at for a net of mesh length a = \ L but without interlacing nets (Allen & Southwell 1944) . These last three results are given (figures 9 to 11). 
4.
In practice, when an elastic problem is solved, it is not the displacements u and v th a t are of so much interest as the stresses. These latter are derived from the displacements by the formulae (Love 1927, § 94), » _ A * ! j + (A + * ) g , h
• xy where A and /i are the elastic constants of Lame.
We will now consider how the stresses may be calculated from the displacements already obtained.
Consider a portion of the interlacing nets on which the relaxation was effected. The continuous line net is, as before, th a t for u and the broken line for v.
Then in addition to the nodes of the u-and the v-nets, the u-and v-points respec tively, there are also two kinds of node where a broken line crosses a continuous line, indicated by A and B in the diagram (figure 12). I t should be noticed th a t an Apoint has the w-line in the x-direction, and a j3-point the v-line in this direction. If the four surrounding points, a t which values of u and v are known are labelled i, ii, iii, iv it may be seen that, centred a t this point A ,
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with effective mesh length a, so th at the accuracy is not impaired. Hence a t an
Likewise at a 5 -point, expressions for (dv/dx), ( ) may be obtained, and
Thus the stresses may all be evaluated. They have been computed for the plate problem, using the results for the mesh length a = \L , and are given in figure 13 . and the equations of equilibrium in terms of u and w can then be shown to be
where a is Poisson's ratio (Love 1927, § 99) .
Using interlacing nets as before, the continuous lines for u and the broken lines for w, a typical w-point can be denoted by 0, its four surrounding w-points by 1,2,3,4 and the ^-points by v, vi, vii, viii. If the mid-points of the arms 01, 02, 03, 04 are lettered i, ii, iii, iv as shown in figure 14, then using a mesh length a Thus with an error of order a3, and, as before, to* the same order of error,
Thus the first of equations (10) may be replaced by the finite difference equivalent,
In a like manner, a typical w-point may be denoted by 0, and the surrounding points may be lettered as in figure 14, whence finite difference approximations for the terms in the second of equations (10) may be obtained; in particular, th at for the first term is Hence the finite difference equivalent of this equation is
From these equations, the residuals may be calculated and recorded as in the problem of plane strain ( § 1 and figure 4) . The relaxation patterns can be obtained from the equations (11) and (12) but are more complicated, and since they involve values of r, they vary from line to line.
In practice, it was found convenient to bring the coefficients of u3 and wz to unity by division by the appropriate factor.
CS (rm
In this problem also, owing to the nature of the nets, the boundary conditions require special consideration. Even with rectangular boundaries, the nodes of both nets cannot in general here be made to lie on the boundaries since the directions of the axes of r and 2 (and hence of the nets) are inherent in the form of the equations (10). If any change is made in these directions, the form of the equations is altered, and they become even more complicated.
If the displacements U and w are given on the boundaries, then any 'irregular stars' may be tackled as in the problem of plane strain §2 using the formula (6) there obtained.
Clearly, however, another type of condition could be imposed, th at of known stresses over all or part of the boundaries. I t may be shown (Love 1927, § 99) th at the stresses are expressed in terms of u and w by the equations
If the boundary is a line parallel to the r-or 2-axis, then two of these stresses will be known, and the corresponding equations can be used to give the values of u and w along this part of the boundary, and at any fictitious point th at may occur.
If the boundary is not such a line, then the stresses may be written in terms of 'vr and vz, where v is the direction of the outward normal. Then, refer these may be taken in terms of the stresses in equations (13) These relations may be used, together with the equations (13) to convert the stress boundary conditions to conditions in u and w.
7.
As an example of mixed boundary conditions, the problem taken was th at of the displacements in a solid steel cylinder (cr = 0-3) radius and length 3 subject to the boundary conditions 22 = zr = 0 over the ends, the surface (figure 16).
Considering a section through the axis it is evident that there is symmetry about the r-axis, where w = 0 and hence only one-half of the section need be c The boundary conditions along A B suggest that the w-net should be taken to lie on this line so that the values at the fictitious points for are given by On the boundary BC, the stress conditions give, from equations (13) From the first of these equations 3 /1 du dr
is obtained. Let the w-net lie on the boundary BC. Then a typical portion of this boundary is shown in figure 17 with the 'fictitious' u-and w-points introduced.
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F igure 16
Considering a typical w-point lying on the boundary, and lettering the points in the normal manner, the finite difference approximations to the second of equations (15) and to equation ( This may be divided by 2(1 -2<r) to make the coefficient of uz unity, and, because o' -0*3 in the example under consideration, it becomes finally
Hence the residual a t this point can be found in terms of the values of u and w at points inside the boundary.
At the point B, where the boundary is cut by a M>-line, a finite difference approxi mation to the first of equations (15) enabling the ' fictitious ' value wx to be found in terms of the v a t points inside the boundary. This may be substituted in the equation (12) for the w-residual involving this fictitious point.
N aturally the relaxation patterns for these points will be altered, and the new patterns can easily be found. I t is interesting to note th a t the patterns for the neighbouring points are not affected in any way.
The general residual formulae (11) and (12) become
(K)o = ui + us + l (^iu2 + ^u^
{2 + ^ + S ) } W° + ^(M ?V ~ ^ + ^vU _ ^vlll) = °'
= Wi + «v+ + r j r
_ {2 + ^(^+ ^) |W ;0 + ^o(W v_W vI + W vll_Mvlll) = °*
and those involving other fictitious points were obtained by substituting the values at these points in the general formulae. A mesh length a -\ R was first taken, and this followed by taking relaxation involved no great difficulty, but since the centre increment in the relaxa tion patterns was about -9 for an increment to u and -2-6 for an increment to w, the values of u were taken to one decimal place to complete the relaxation. This enabled the values of
U -u \ r
to be computed to the nearest integer t accuracy with the values. This final solution is given in figure 18.
8.
As in all elastic problems it is the stresses themselves th a t are frequently of greater importance than the displacements, and they may be obtained from the recorded values of the displacements in a manner similar to th a t in the plane strain problem ( §4).
As in this earlier case, there are in addition to the nodes of the continuous line and broken line nets two other kinds of node which have been called A -and J5-points, and it is at such points th at the stresses can be evaluated. Considering a R-point ( §4 and figure 12) , the values of w will be known a t the points i and iii, and of u and the displacement U = u/r a t points ii and iv. Hence the finite difference approximations for the terms in the first three of equations (17) may be deduced a t such a point, and are, using a mesh length a, (Wjj ^iv)> C l/ so th at these stresses fr, dd, z z may be determined. Similarly, at an A -point the stress zr can be determined. The stresses were computed for the solid cylinder problem of § 7 and are given in figure 19 . and it is to these equations that one looks for the wanted functions.
Using again two interlacing nets, the continuous lines for 0 and the broken for 0", consider a portion of the field ( figure 20) .
In addition to the nodes of the 0 -and ^-nets (0 -and ^-points), there are two other kinds of points where a continuous line crosses a broken line. Typical points are again indicated by A and B in the diagram, the points being where a 0 -line and a ^-line is in the ^-direction respectively.
At the point A, labelling the four surrounding net points, which are 0 -or 0r-points, by 1, 2, 3, 4, with an effective mesh length a, and centred a t the point A ,
, \ so th at the first of the Cauchy-Riemann equations (18) becomes 0 i~0 3 = ^2-^4.
or as is better for relaxation purposes
Considering the point B, in a similar manner it can be seen th at the second of the equations (18) From these two equations the residuals may be calculated in the usual way for the existing values (f> and \Jf, but, and here is the new feature, the residuals are not at the nodes of the (f>-and ^-nets but a t the A-and R-points. Once this idea is accepted it will be found th at there are manifest advantages in this method. 
10.
The relaxation patterns, showing the effect on the surrounding residuals for a unit increment to a value of < j >o r \ J ra re given in figure 21. I t can be seen th at each pattern moves residual in a certain direction-th a t for 0 diagonally downwards from right to left, and th a t for xjr diagonally upwards from right to left. This 'sweep' of the residual may be usfed in the relaxation to move a residual as may be required in order most speedily to 'liquidate' it. Continual employment of this point-relaxation will eventually reduce the residuals approxi mately to zero. The relaxation is then complete.
Naturally this process is both laborious and tedious, and clearly it is useful to consider the effect upon the residuals of adding a unit increment to two or more adjacent < f> -or ^-values a t the same time. Such increments are referred to as blocks, and the process is called block-relaxation. The pattern for a block may be built up by applying the separate patterns for or a t all the points in question. I t will then be seen th at the pattern for the block preserves the ' sweeping ' tendency of the patterns for the individual points, and alters only the residuals a t the points immediately outside the boundary of the block. An illustration is given in figure 22 , the block consisting of ^-points. Clearly the application of such a block will move residuals from one region to another and so eliminate the residuals more quickly than by point-relaxation.
i -, ------------------------------ 
The relaxation patterns.
F ig u r e 22. Block-relaxation.
11.
In conformal transformation, and indeed in all cases where the conjugate functions are required, the values of both functions cannot be specified all round the boundary. Consider as an example the conformal transformation of a circular sector (figure 23), which will be solved later by the relaxation technique ( § 12) . If the outer radius of the sector is R, the inner radius 1, and t then conditions can be imposed on the values of ^ or ^ on three sides of the boundary, but not on the fourth. With the conditions 0 = 0 on BC, \]r = 0 on and solution can be shown to be, in polar co-ordinates, 0 = 4000 77' l0gcj? ^ ^4 000 ------U 7T so th at the value on the fourth side, the arc AD where r = 1, is $ = -4000(loge R)Itt, and is hence a constant and completely determined. This applies to all such cases involving the two conjugate functions, the values of the functions can be specified on parts of the boundary only, and not all round, i.e. there must be an 'open' part of the boundary where the value of one function is unspecified, but must be constant. The procedure adopted therefore in the relaxation technique is to lay down values of the functions all over the field, including the ' open ' part of the boundary, and calculate the residuals by use of the equations (19) and (20). The relaxation is then effected by elimination of the residuals one with another where possible, and should residuals of one sign predominate, 'sweeping' these residuals towards the 'open' part of the boundary, utilizing the sweeping effect of the relaxation patterns, to which reference has already been made. The unknown constant value of the function on this ' open ' part of the boundary is thus altered, and finally attains the correct value.
As an illustration of the method with straight boundaries, the problem of the electric field in a homogeneous isotropic medium of dielectric constant k between two long conductors of square section has been tackled (figure 24). Because of symmetry, only one-eighth of the field, the section A BCD, was considered.
The electric field in a medium is governed by the equations
where V is the potential and y a flux function, y = constant giving the lines of electric force.
Since k is a constant, these equations may be written as 2E -1 (X\ and dx~Sy\Kj By ~ Bx \ k) which are formally equivalent to the Cauchy-Riemann equations. Hence the problem resolves itself to the determination of two conjugate functions, 0 = V, and iff = y//e, by the method indicated above.
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F ig u r e 24. Electric field between two square conductors.
The potentials of the inner and outer conductors were taken as 0 and 1000 V respectively, and clearly AD and BC are lines of electric force, hence on these lines \Jr is a constant. Since values of 0 and \Jr cannot be specified on all parts of the boundary, the value \]r = 0 was taken on BC, and the side AD le squares were considered to have sides in the ratio 9 : 17, thus enabling AD to be a ^r-line and A B and DC to be 0 -lines. The problem thus specified presented no difficulty a t all, and the solution, values of 0 = and \}r = y/*r, is given in figure 25 .
The above problem with the sides of the square conductors in the ratio 9:1 7 is rather artificial, a more practical aspect being obtained by taking the sides in the ratio 1:2. An approximate solution to this latter problem has been obtained by Jeffreys (1946) , but the problem can easily be solved using the relaxation technique. Referring to figure 24, the side AD on which is a constant, is now a 0 -line, so th at the symmetrical property of the voltages about AD must be used, or, alternatively, the relaxation may be effected on a field twice the size.
The symmetry may be used in the following way. Since the values of 0 on the adjacent 0 -lines parallel to AD will be the same, it follows th at the differences 00/0o:, and hence d\Jfjdy, will be equal in magnitude but opposite in sign. Introducing a row of fictitious ^-points, therefore, the differences between these ^-points must be kept equal in magnitude but opposite in sign to the corresponding differences between the ^-points on the line just inside the field. 
12.
From the above it can be seen th a t in this type of problem attention is focused only on given values of the wanted functions round the boundary and not upon their normal gradients. This naturally simplifies the boundary conditions, and it is with curved boundaries th at the simplification is greatest and most welcome. Thus a t the points marked with a ring in the diagram, the residuals cannot be calculated because one or more of the required 0-or ^-values is missing.
Whenever a 0 -line cuts the boundary, let us produce it to the corresponding fictitious point; these fictitious points will form an outer boundary in the problem.
As explained in § 2, the value a t such a fictitious point may be obtained in terms of the value at the boundary and the next two 0-points by the relation
where the suffixes refer to the corresponding points in the diagram.
Thus the values a t the fictitious 0 -points may be obtained. The 0 -lines can be produced also to fictitious points with advantage in some instances, but it can be seen th at this is necessary only when these points lie inside or on the ' outer ' boundary formed by joining the 0 -points. The values of 0 at such points will be found by the ordinary relaxation process, and no new features are there involved, although residual points may then be introduced outside the normal boundary of the figure, a typical example being indicated by a cross in the diagram (figure 27).
The example is really a test of this technique, and shows how it has been applied to the conformal transformation of a circular sector of angle \n previously referred to in § 11. The same data were used, and the inner circle, on which there was only one point, a 0 -point, was the ' open ' boundary. Fictitious points were introduced outside the curved boundary, and treated as explained above. The result is shown in figure 28 , and the values derived from the analytic solution of this problem, namely 4000. r , , 4000 = -^-lo & -g and 0 = are given for comparison in the same figure below those obtained by the relaxation method. I t may be seen th at they agree remarkably well, considering the coarseness of the net and the singularity of the solqtion a t the origin, the greatest error being of the order of 5 %. T h e q u a s i-p l a n e -harm o n ic e q u a t io n
13.
This equation which occurs frequently in problems in applied mathematics, is of the form " " ~ g and is also a quasi-plane-harmonic equation. I t is from the equations (23) th at the two wanted functions < j > and \[r are found. Using the two interlacing nets as before, the continuous line for and the broken line for rjr, a portion of the field may be considered with its typical xjr and the Aand JS-points as for the plane harmonic case ( §9 and figure 21) .
At the point A , labelling the four surrounding points 1, 2, 3, 4 with an effective mesh length a, and centred a t the point A ,^2 
At the point B in a similar manner, expressions for d<p/dy, dip/dx may be obtained, and the second of equations (23) 
The relaxation patterns to be used are given in figure 29 , and it can be seen th at the function x is involved in only one of the patterns, th at for < p, and then in a very simple manner-the residual increment at any point is numerically the value of the function y a t th at point.
The same * sweep ' of residual, first indicated in the patterns for the plane harmonic functions, is still present, and indeed most, if not all, of the technique involved there is still applicable here. Thus, for example, block-relaxation can be used as before, and the only residuals altered when such a block is applied are still those just outside the applied block.
As an illustration of the method the problem of heat conduction in a hemisphere composed of a central hemisphere of radius 2 with a concentric shell of thickness R, of different conductivities in the ratio 5 :1 with its flat surface at 1000° C and its curved surface at 0° C (figure 30) was considered. The problem has axial symmetry, and using cylindrical co-ordinates the conduction of heat is governed by the equation To make this equation non-dimensional, one may write k = 1 ckq, where k0 is the smaller conductivity considered, and then These equations are the typical quasi-plane-harmonie equations (23) and the known function x -hr. Taking a mesh length a = ^R, a quadrant A B C was considered (figure 30), the boundary conditions being V = 1000 on A B , = 0 on BC, = 0 on CA and the open boundary a ^-point a t A . Fictitious points were introduced outside the curved boundary CA and treated as in § 12. The relaxation involved no great difficulty, and the solution is given in figure 31 . 
