Abstract. Sets of "positive" and "negative" points (observations) in n-dimensional discrete space given along with their non-negative integer multiplicities are analyzed from the perspective of the Logical Analysis of Data (LAD). A set of observations satisfying upper and/or lower bounds imposed on certain components is called a positive pattern if it contains some positive observations and no negative one. The number of variables on which such restrictions are imposed is called the degree of the pattern. A total polynomial algorithm is proposed for the enumeration of all patterns of limited degree, and special efficient variants of it for the enumeration of all patterns with certain "sign" and "coverage" requirements are presented and evaluated on a publicly available collection of benchmark datasets.
Introduction
In a variety of problems occurring in data mining, machine learning, and other areas, a finite set Ω of points is given in a discrete space, and it is required to enumerate the cardinalities of the subsets of points of Ω included in the family of all intervals of the given space which satisfy certain conditions. The object of this paper is to provide an efficient algorithm for the solution of this type of problems.
In section 2 we provide the basic definitions of intervals in a discrete space and some of their characteristic properties. In section 3 we assume that a finite set of points Ω is given in a discrete space L, and provide an efficient algorithm for enumerating all the intervals of L along with the cardinalities of their intersections with Ω. Section 4 is devoted to the complexity analysis of the procedure, and presents the results of computational experiments carried out on several publicly available machine learning datasets. Section 5 is dedicated to two applications. The first one concerns the detection of dense regions of points in datasets --a problem frequently occurring in image recognition, tomography, and other areas. The second application concerns a central problem in the ''Logical Analysis of Data'': the enumeration of positive and negative patterns (intervals satisfying some typical requirements). We report results of computational experiments showing the high efficiency of the proposed method for these applications. . If V U ≤ we shall say that
Intervals and their characteristics
is the interval defined by U and V. 
The element
of L is defined in a similar way: 
The prevalence of an interval I is the sum of the multiplicities of the points in Ω ∩ I :
We define the n-dimensional distribution matrix
whose elements X µ are equal to the multiplicities
, and to 0 if Ω ∉ X .
Proposition 1 Let
[ ]
be an interval of L. The prevalence of the interval I is:
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Figure 1
The distribution matrix M corresponding to this dataset is
In the following section we shall make extensive use of the n-dimensional matrix
In our example the matrix 
For example, as
Prevalence calculation
One of the key questions in a variety of applications centering around data analysis problems consists in finding all those intervals which satisfy certain conditions. The requirement that the prevalence should be sufficiently large is normally included among the conditions describing those intervals which are of interest. We shall return to this topic in the application section 5 of this paper. The discussion will be split in three parts. In the first part we shall present a simple way for calculating the initial prevalence matrix corresponding to the maximal element 
Initial prevalence matrix
As initial basis we shall take the maximal element of L,
. In order to calculate the matrix 0 V Π we shall start with the matrix M defined in (7), and denote it for the sake of
with elements defined by:
Similarly, we shall define the matrices
,..., , 3 2 recursively by:
The following simplified formulas follow directly from (13): 
..., , , ,..., , ,..., ,..., , Proof. By using repeatedly formula (13), we have:
It is easy to check now that Proposition 2 The matrix
M is known, in order to compute the matrix i M by using (14) and (15) for i from 1 to n do for all ( ) . :
A Gray code basis transformation
Gray codes (see [7] ), i.e.. sequences of binary vectors [4] , [6] , [9] , [12] ). We shall discuss in this section an extension of the Koda and Ruskey ( [11] ) Gray code enumeration method for binary sequences.
The proposed extension of Gray code preserves the property that it enumerates the elements of L in such a way that two consecutive basis are always at ''block distance'' 1; the block distance of two points
in L is defined as:
It is easy to notice that d satisfies the usual distance axioms.
In the proposed enumeration method we associate to each basis
, and as initial 0 T we shall take
and let us define the element ( ) 
It has been seen in [11] that the above-described enumerative process satisfies the following conditions:
(i) every element of L appears as a basis;
no element of L appears twice as basis; (iii) the block distance of two consecutive bases is equal to 1. 
,..., , : ,..., , 
Iterative calculation of prevalence matrices
In this section we shall describe a method for the calculation of all the n-dimensional
, and shall obtain in this way all the interval prevalences. The proposed method involves a series of iterative steps, each step of the iteration being defined by its basis
. At the iteration corresponding to a particular basis L V ∈ we shall calculate an n-dimensional matrix
These calculations will be facilitated by the fact that V is at lock distance 1 from the basis V', proceeding it in the Gray code, and that ' V Π was already calculated at the previous step.
Using the transformation formulas (20) and (21) ,... ,..., ,
,... ,..., , 
(27) showing that, for problems having a small number of attributes (which is the case of most real life problems), the algorithm for calculating the prevalences of all intervals is linear in the size of the output.
In order to evaluate the efficiency of the proposed algorithm we have applied the algorithms 1 and 2 for the generation of all intervals of datasets available in the Machine Learning Repository of the University of California at Irvine 1 . Out of the 16 datasets described in ([8]) , we have chosen those 5 which have binary outcomes (since these examples will be used also in the computational experiments to be reported in the next section). These 5 datasets are called in the original description ''Wisconsin breast cancer'', ''BUPA liver disorder'', ''StatLog heart disease'', ''PIMA Indian diabetes'', and ''Congressional voting records'', and are referred to in this paper as bcw, bld, hea, pid and vot.
The values of the numerical attributes for all the above data were discretized by partitioning the range of values of each of these variables into 11 consecutive segments, each containing (projections of) approximately equal numbers of observation points. In this way the discretized attribute values of all non-binary variables become 0,1,...,10, and in the definition of the discrete space L each of the i k 's is equal to 1 for the binary variables, and to 10 for the numerical ones.
All computational experiments were carried out using a 1MHz Pentium III processor. The results of the computational experiments are summarized in the following Table 1 . Time for producing all intervals for degree up to 4
The total time reported in this table includes the enumeration of all the intervals of degree up to 4, along with their prevalences; we have omitted the intervals of degree 1 since obviously they are not too many and their complete enumeration can be done in less then 0.01 seconds.
It can be seen that in spite of the fact that the number of these intervals can be very large (possibly exceeding 4.3 billions), their complete enumeration never exceeds 4 minutes. It can also be seen that the average time for producing all intervals of degree 2 is of the order of a few hundreds of a second, the enumeration of all intervals of degree 3 is on the average less than 2 seconds, and the enumeration of all intervals of degree 4 requires on the average about 2 minutes.
Applications
We present below two applications of the proposed interval enumeration procedure in data minning: finding ''clumps'' of datasets, (i.e. dense regions of observations), and pattern detection for the ''Logical Analysis of Data''.
Clumps of datasets
Given a dataset L ⊆ Ω we shall say that a subset L C ⊆ is a clump if it is a maximal union of intervals of L containing a high concentration of points of Ω . Typical applications appear in image recognition, tomography, geological prospecting, etc. In all these situations, the dataset Ω includes a number of points described by their coordinates, and by the presence or absence of an object, a tumor, a mineral, etc. in these points. The clumps of L defined by Ω can be used for approximating the shape of the unknown 2 or 3 -dimensional object.
In order to give a more precise meaning to the concept of clumps, we shall define the volume of an interval [ ]
and the density of the interval I in Ω as ( ) ( ) ( )
In the example shown in Figure 1 the volumes of the intervals 
I I I
In a more formal way, we shall define the δ -clump C of Ω in L as being the union of all intervals of L whose density in Ω is not smaller then a given δ :
As an example, let us consider the image of a tree root (Fig. 2a) . The image of this tree root on a 1159×1402 grid uses 561,435 pixels. Let us consider now a random generated sample consisting of 10% of the pixels (i.e. 56,170 pixels) used by the image of the tree root (Fig. 2b) . Let us place now the image of the tree root on a 100×100 grid representing the discrete space L as shown in Fig. 2c . The set Ω will consist of those elements of L which contain black pixels, and the multiplicity of an element will be simply the number of black pixels contained in it. We shall enumerate now all the intervals whose volume is at most 20, and whose density cannot be below some value δ . Giving δ the values 14, 16, 18, 20 we obtain the δ -clumps shown in figure 3 a, b, c, d . It can be seen that the image corresponding to δ =18 provides the best reconstruction of the original picture. 
Logical Analysis of Data
The Logical Analysis of Data (LAD) is a methodology for analyzing collections of observations, each one having a ''positive'' or a ''negative'' character. In LAD a dataset Ω is given, consisting of two disjoint sets, Ω . In be sufficiently low. The low degree requirement is motivated by the need to communicate in a comprehensible way the meaning of patterns to field experts. Additionally, from a computational point of view, the enumeration of low degree patterns is much easier than that of higher degree ones.
In order to apply the interval enumeration method described in this paper to LAD problems, we shall proceed as follows.
If our objective is to enumerate all patterns of degree at most δ , and if L is the ndimensional discrete space, we shall enumerate all
subsets of the variables. We shall consider then the projections of Ω on each of these subsets, and for each of these projections we shall enumerate all the feasible intervals. We shall consider again the same publicly available datasets which were discussed in the previous section. In order to illustrate the computational power of the pattern enumeration method, we shall apply it to the enumeration of several types of patterns present in these datasets.
The three characteristic parameters for the two families consisting respectively of all the positive and all the negative intervals to be constructed, were defined in the following way:
In view of the varying characteristics of the 5 datasets, 2 different sign requirements were imposed, for the almost positive, and almost negative intervals in the 5 datasets. In the case of the bcw and vot datasets, only positive and negative patterns (i.e. only patterns whose sign is exactly 1 or 0) were considered. For the other datasets, only those almost positive and almost negative patterns which satisfy respectively the sign requirements 85 .
The prevalences of the almost positive patterns considered had to equal at least 10% of the number of positive observations. Similarly, the prevalences of the almost negative patterns considered had to equal at least 10% of the number of negative observations.
(iii)
The degrees of the patterns were limited to at most 4.
We have also imposed the requirement that in the final list only those patterns which satisfy a maximality condition should be retained. In view of the fact that the set of all feasible patterns is not hereditary, a convenient definition of maximality can be formulated in the following way: A feasible pattern I is called maximal if for every feasible pattern J which properly contains it, there exists an interval K which is not feasible and is such that .
In all the experiments below we have randomly extracted 50% of the observations to form a ''training set'', and the patterns were enumerated using only this part of the dataset. The performance of the individual patterns as well as of the entire collection of patterns were tested on the ''validation set'', consisting of the remaining 50% of the observations.
The results of the computational experiments are summarized in the following Table 2 , and lead to some interesting conclusions.
The average time requirements for the generation of a maximal pattern are also very instructive. It follows from Table 2 that the average time needed for the generation of a maximal pattern of degree 3 is of 0.128 seconds, and that that needed for the generation of a maximal pattern of degree 4 is of 3.26 seconds.
The most important conclusion following from all the above is that the enumeration of all maximal patterns can be accomplished in a very short time. This can have important consequences not only on the efficiency of LAD, but on that of various other data mining procedures.
3. Finally, the experiments show clearly the ''explanatory power'' of the family of all small degree patterns. A good measure of the explanatory power of a family of patterns is the number of those points in the training and in the validation sets which belong to at least one of the patterns in that family.
It can be seen in Table 3 that the family of all patterns of degree 2 covers on the average more than 86% of the points in the observation sets (excepting the notoriously difficult bld problem, but including pid which is also well-known to be very difficult). Moving to the family of patterns of degree 3 we can see that they cover on the average more than 95% of the points in the datasets. Finally, the family of patterns of degree 4 covers more than 98% of the datasets. As a final conclusion we mention the fact that the family of all low degree patterns can be generated in a very reasonable time, and covers all the observation points in the 5 datasets examined.
