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R!esum!e
Cette th$ese traite des apports de la structure pyramidale irr1eguli$ere en segmen4
tation multir1esolution d5images en niveaux de gris8
Une pr1esentation des techniques de multir1esolution ;essentiellement pyramidales<
pour le traitement des images et notamment pour la segmentation est faite dans un
premier temps8
Dans un second temps? le document d1ecrit des techniques de segmentation d5image
par approches @r1egion5 puis par approches @contour58
Une troisi$eme partie traite de la mod1elisation de la pyramide par les graphes?
puis d1etaille pr1ecis1ement sa construction8 Cette 1etude met en 1evidence certaines fai4
blesses de l5approche8
ACn d5am1eliorer les r1esultats? nous proposons une coop1eration de processus unis4
sant l5approche r1egion de la structure pyramidale $a une approche contour repr1esent1ee
soit par un d1etecteur de maximums locaux? soit par un d1etecteur stochastique mis
en Duvre $a cet eEet8
Par la suite? nous d1eveloppons deux approches qui permettent d5obtenir des py4
ramides d5images segment1ees multir1esolution8 La premi$ere permet? $a l5aide des diE1e4
rents niveaux d5une pyramide irr1eguli$ere? de fournir rapidement un nombre impor4
tant de segmentations d1eriv1ees? chacune $a une r1esolution diE1erente8 La seconde? fon4
d1ee sur la notion de d1ecimation 1etendue? g1en$ere directement une pyramide d5images
$a diE1erentes r1esolutions de d1etails8
EnCn? quelques 1el1ements concernant l51etude des textures sont propos1es8 Des r1e4
sultats exp1erimentaux sont fournis tout au long du document8 Un comparatif des
m1ethodes d1evelopp1ees est eEectu1e sur des images type8
vii
viii
Abstract
This thesis shows the contributions of the irregular pyramidal structure within
the 5eld of grey level image multiresolution segmentation7
First9 multiresolution techniques are reviewed7 Then9 several image segmentation
techniques are explored9 involving either region or contour approaches7 Thirdly9 irre<
gular pyramid construction and its use are thoroughly described9 including its =aws7
In order to improve the relevance of this approach9 a cooperative process com<
bining the pyramidal structure and either a classical edge operator or a stochastic
edge detector ?specially developed@ is proposed7
Finally9 two new methods that provide multiresolution segmented image pyramids
are proposedA
The 5rst method provides9 by using the diBerent levels of an irregular pyramid9
a large number of derived segmentations9 each one at a particular resolution7
The second method9 based on the wide decimation9 directly generates a real image
pyramid in which each level contains details at a particular resolution7
Experimental results are given all along the document7 A comparison among the
proposed methods is performed on test images7
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Notations
k ! ! ! ! ! ! ! Niveau d'une pyramide
s ! ! ! ! ! ! ! Sommet d'un graphe
2s
i
# s
j
3 ! ! Ar5ete reliant les sommets s
i
et s
j
G2S#A3 ! Graphe non orient9e compos9e de sommets S et d'ar5etes A
G
 
2S#A
 
3 Graphe orient9e compos9e de sommets S et d'arcs A
 
G;k< ! ! ! ! Graphe de niveau k
S;k< ! ! ! ! Ensemble des sommets d'un graphe de niveau k
A;k< ! ! ! ! Ensemble des ar5etes d'un graphe de niveau k
A
 
;k< ! ! ! ! Ensemble des arcs d'un graphe de niveau k
s;k< ! ! ! ! ! Sommet d'un graphe de niveau k
V 2s3 ! ! ! ! Ensemble des sommets voisins du sommet s
(2s3 ! ! ! ! Ecart type du niveau de gris du sommet s
g2s3 ! ! ! ! Niveau de gris moyen du sommet s
d2s3 ! ! ! ! Degr9e du sommet s
N ! ! ! ! ! ! Dimension 2largeur et hauteur3 d'une image carr9ee
T ! ! ! ! ! ! ! Seuil global
T 2s3 ! ! ! ! Seuil local au sommet s
Card2X3 Cardinal de l'ensemble X
 ! ! ! ! ! ! Signe de l'aAectation
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 CHAPITRE () INTRODUCTION
 ! Introduction g,en,erale
Gr#ace au r(ecent bond en avant technologique dans le domaine des images num(e6
riques et de leur di7usion
 
8 l9image est devenue un support d9information omnipr(e6
sent dans notre r(ealit(e quotidienne8 dans l9industrie et la science<
La capacit(e de repr(esentation des images permet de d(evelopper des syst?emes de
plus en plus autonomes au prix d9une automatisation et d9une complexit(e accrues
de leur traitement<
Dans ce premier chapitre8 nous parlons bri?evement des di7(erentes composantes
du traitement d9image8 et nous posons les probl?emes li(es ?a la segmentation<
 ! ! L#image et son traitement
La segmentation intervient au cBur de la discipline appel(ee Canalyse ou traitement
d9image9 DRosF G< C9est sans doute la clef de vo#ute de ce domaine8 mais (egalement
la partie qui pose le plus de probl?emes et qui s9av?ere le plus diIcile ?a automatiser<
Th(eoriquement8 l9analyse d9image est un ensemble d9approches8 de m(ethodes8 de
techniques et d9outils o7erts par les math(ematiques et le traitement du signal< Cette
panoplie a la volont(e de r(esoudre la majorit(e des probl?emes qui peuvent se pr(esenter
lorsqu9il est n(ecessaire d9extraire et de comprendre de faLcon automatique les infor6
mations pr(esentes dans une image< Ces informations peuvent #etre signiMcatives pour
le syst?eme visuel ou pour un domaine d9application particulier<
En pratique8 l9analyse d9image est une suite de phases qui doivent #etre ex(ecut(ees8
depuis la formation de l9image jusqu9?a la prise de d(ecision fond(ee sur son contenu<
Certaines de ces phases successives sont souvent (etroitement li(ees et souvent indis6
sociables< Les unes sont obligatoires alors que l9ex(ecution de certaines autres s9av?ere
parfois facultative<
L9analyse d9image automatis(ee na#Ot avec le premier analyseur d9images en PQRS<
Elle voit son essor gr#ace au progr?es de l9informatique et ?a l9apparition des images en
niveaux de gris h(erit(ees de la recherche spatiale< A l9heure actuelle8 l9analyse d9image
est une discipline dont les fondements th(eoriques reposent sur les math(ematiques et
les fondements pratiques sur l9informatique et l9(electronique<
 ! !. Le probl2eme de la segmentation
La segmentation d9image a pour but d9extraire de l9image un certain nombre d9en6
tit(es di7(erentes appel(ees objets ou r(egions< Ces entit(es doivent #etre repr(esentatives
du contenu de la sc?ene pour permettre des traitements avals optimaux d9extraction
 
Nous parlons ici d,images naturelles1 Le domaine de l,image de synth5ese n,est pas abord7e dans
cet ouvrage1
 !"! OBJECTIFS DE LA TH
0
ESE  
de caract'eristiques, de reconnaissance de forme et d1interpr'etation3
Comment notre syst6eme visuel accomplit9il cette t:ache< Dans le plus grand secret3
Nous ne pouvons qu1estimer qualitativement ce qui para:@t important dans son mode
de fonctionnement A
 vision globale C
 focalisation locale C
 traitements qualitatifs tr6es rapides C
 traitements quantitatifs lents C
 perceptions gestaltistes DSpoFGHDRocJKH C
 utilit'e des connaissances s'emantiques C
 multir'esolution3
Munie de ces 'el'ements, la segmentation est une t:ache facile voire triviale pour
notre syst6eme visuel3 En revanche, elle pose de nombreux probl6emes non r'esolus
en analyse automatique3 L1explication la plus plausible de cet 'echec est sans doute
une mod'elisation trop simpliste de l1information contenue dans l1image DPavJQH ainsi
qu1une utilisation trop limit'ee de ces informations3
Quant 6a nous, plut:ot que de consid'erer l1image comme plusieurs probl6emes r'eunis
admettant une unique solution, nous pr'ef'erons voir un probl6eme qui admet plusieurs
solutions3 Pour cette raison, nous orientons nos travaux sur la repr'esentation multi9
r'esolution d1une image, repr'esentation qui permettrait, gr:ace 6a la segmentation, de
reconstituer le contenu d1une image avec plus ou moins de d'etails3
 !" Objectifs de la th0ese
Cette th6ese reprend des travaux r'ecents sur une approche nouvelle et s'eduisante A
la segmentation d1image par pyramide irr'eguli6ere3 Les r'esultats obtenus avec la m'e9
thode originale montrent son fort potentiel sur de nombreuses images ainsi que
certaines faiblesses3
La qualit'e des r'esultats obtenus dans certains cas laissent entrevoir la possibilit'e
de d'eterminer la nature des diScult'es rencontr'ees et les moyens 6a mettre en Tuvre
pour les surmonter3
Dans ce document, notre objectif est triple A
 Tout d1abord, il est d1attirer l1attention sur la segmentation d1image et ses
diW'erents aspects, 6a travers un 'etat de l1art que nous avons voulu vari'e sans
avoir aucune pr'etention d1exhaustivit'e3
 CHAPITRE () INTRODUCTION
 Ensuite( nous avons voulu pousser plus loin l/approche pyramidale irr5egu7
li8ere( convaincus qu/elle peut donner des r5esultats au moins aussi bons que les
meilleures m5ethodes existantes< La pyramide irr5eguli8ere( de par sa mod5elisa7
tion et son fondement sur les graphes se pr?ete 8a de nombreux enrichissements<
Nous esp5erons 5elargir la voie des recherches dans cette direction<
 EnAn( d5esirons travailler sur des probl5ematiques porteuses telles que la co7
op5eration de processus et la multir5esolution< Nous pensons que ces techniques
tentent de recr5eer 8a leur mani8ere le mode de fonctionnement de notre sys7
t8eme visuel< Nous sommes conscients que le degr5e de complexit5e et la facult5e
de traitement qualitatif de ce dernier ne peuvent ?etre ni mod5elis5es ni 5egal5es<
En revanche( nous sommes convaincus que certains traitements de bas niveau
peuvent ?etre am5elior5es<
Nous esp5erons que tout au long de cette th8ese( le lecteur ressentira cette volont5e<
 !" Structure du document
Ce document peut ?etre d5ecoup5e en deux parties distinctes C
La premi8ere est un tour d/horizon sur les approches( m5ethodes et philosophies en
rapport avec nos centres d/int5er?ets< Cet 5etat de l/art non exhaustif comporte deux
chapitres qui reprennent chacun une composante de notre th5ematique C
E< Le deuxi8eme chapitre est consacr5e 8a une introduction (a la multir,esolu/
tion ainsi qu/8a un certain nombre de mod8eles pyramidaux pour le traitement
d/image<
F< Le troisi8eme chapitre concerne les deux grandes familles de segmentation(
dont le but est de trouver respectivement des r5egions et des contours dans
une image en niveaux de gris< Nous 5etudions de quelle mani8ere ces approches
peuvent coop5erer aAn d/am5eliorer leurs performances<
La seconde partie concerne l/5etude de la m5ethode utilis5ee et nos propres travaux de
recherche dans le domaine< Elle est d5ecoup5ee en quatre chapitres C
E< Le quatri8eme chapitre est consacr5e 8a la pyramide irr,eguli(ere( mati8ere de
base de notre recherche< Nous r5ealisons une 5etude approfondie de sa structure
et de son fonctionnement( ettay5ee de r5esultats exp5erimentaux< Sur la base
d/une critique constructive de ces r5esultats( nous posons notre probl5ematique
et nous apportons des 5el5ements de r5eponse qui sont d5evelopp5es par la suite<
F< Le cinqui8eme chapitre montre une mani8ere de mettre en place une coop,era/
tion r,egions / contours pour am5eliorer les performances de la segmentation<
Cette coop5eration est faite entre le processus de fusion en parall8ele de r5egions
 !"! STRUCTURE DU DOCUMENT  
de la pyramide irr*eguli-ere d.une part1 et un d*etecteur de contours 5classique
puis sp*eci7que8 d.autre part9
:9 Le sixi-eme chapitre pr*esente deux m*ethodes nouvelles permettant de r*ealiser
de la segmentation multir,esolution9
?9 Le septi-eme chapitre d*ecrit les r,esultats obtenus avec chacune des m*ethodes
sur un jeux d.images tests9
Le dernier chapitre conclut et donne un certain nombre de perspectives sur
l.utilisation de la pyramide irr*eguli-ere en segmentation d.image9
 CHAPITRE () INTRODUCTION
Chapitre (
Multir,esolution pour l0image
Selon l%approche multir/esolution1 il existe pour chaque entit/e d%une image1 une
r/esolution 6a laquelle la recherche1 l%extraction et la description de cette entit/e sont
les meilleures7 Depuis les ann/ees 9:1 de nombreux domaines du traitement d%image
b/en/e<cient de travaux utilisant la multir/esolution7
Dans ce chapitre1 sont expos/es tout d%abord1 les principes de la multir/esolution7
Ensuite1 nous /etudions les relations /etroites entre la multir/esolution1 le parall/elisme
et les structures pyramidales en traitement d%image de bas niveau7 Pour cela1 nous
rappelons le fonctionnement des diB/erentes structures1 leurs domaines d%application
et leurs limites7
On remarquera que1 dans le domaine de la segmentation1 la multir/esolution est
utilis/ee en tant que d/ecomposition hi/erarchique de l%image et non dans un sens plus
orient/e vers la description des entit/es 6a diB/erentes r/esolutions s/emantiques7
Parmi les mod6eles multir/esolution1 la pyramide occupe une place de choix7 De
nombreuses structures ont /et/e propos/ees depuis les premiers travaux men/es sur le
sujet EKel9GH EST9JH7 Le lecteur int/eress/e par la pyramide comme mod6ele de repr/eL
sentation informatique peut se rapporter 6a EJolN:H7 Des /etudes plus compl6etes sont
faites dans EKroNGaH et EJolNObH7
9
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 !" Mod&eles multir/esolution
Intuitivement) la multir-esolution peut appara12tre 3a notre syst3eme visuel de di6-e7
rentes mani3eres 8
 r-eduction de la taille de la sc3ene observ-ee ;-eloignement= >
 diminution de la nettet-e >
 simpli?cation du contenu@
Sous lBaspect structural) la repr-esentation multir-esolution dBune image se pr-esente
de la mani3ere suivante 8 en utilisant un traitement appropri-e sur une image) on peut
obtenir une s-erie dBimages Cd-eriv-eesB qui contiennent ;par lBun des proc-ed-es -enonc-es
ci7dessus= de moins en moins dBinformation@ Consid-erons les -el-ements de la multi7
r-esolution comme un empilement de ces images de r-esolution d-ecroissante@ Cette
structure est une pyramide) compos-ee dBune succession de niveaux) o3u le niveau de
la base est lBimage originale et les niveaux successifs sont de r-esolution de plus en
plus r-eduite@ Dans la grande majorit-e des m-ethodes multir-esolution) chaque r-esolu7
tion ;ou niveau= est obtenue 3a partir de la r-esolution pr-ec-edente et non pas 3a partir
de lBimage originale) exception faite du scale)space ;x K@K@L=) un cas particulier qui
nBest pas consid-er-e comme une technique pyramidale@
La principale motivation des chercheurs pour les structures pyramidales et mul7
tir-esolution vient quBelles ont de nombreux points communs avec la structure et le
fonctionnement de notre syst3eme visuel qui est massivement parall3ele 8
 Les c1ones de reconnaissance de Uhr sont un ensemble de proc-edures destin-ees
3a g-erer des pyramides dBimages OUhr PQ@ Ces c1ones consistent en une s-erie
de traitements perceptifs ;lissage) d-etection dB-el-ements de contour primaires)
formation de contours plus longs) formation dBobjets puis classi?cation=@
 Dans ORos PQ) lBauteur propose une approche pour reconna12tre des objets inat7
tendus dans une sc3ene) en fondant la structure pyramidale sur le comportement
humain@
 Le ph-enom3ene de la fov-ea peut 1etre mod-elis-e avec une structure neuronale
r-etinienne OManTLQ@
 !"!" Multir)esolution par r)eduction
La multir-esolution peut 1etre vue sous son aspect spatial 8 dans ce cas) la taille de
lBimage diminue et provoque une diminution de la r-esolution ;?gure K=@ Ce proc-ed-e
fait intervenir un traitement de sous7-echantillonnage) accompagn-e dBun ?ltrage qui
permet de conserver un maximum dBinformation malgr-e la perte provoqu-ee par le
sous7-echantillonnage ;x K@K@K=@
Les m-ethodes qui mettent en jeu la multir-esolution spatiale ne sont pas des tech7
niques de segmentation 3a part enti3ere mais permettent g-en-eralement de segmenter
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des images (a une dimension r-eduite/ Ensuite le r-esultat obtenu est converti (a la
taille de l5image originale6 avec prise en compte des d-etails perdus lors de la baisse
de r-esolution/
Fig# $ % Une image +a r-esolutions spatiales d-ecroissantes
Dans ce domaine6 les m-ethodes existantes consid(erent l5image comme un signal
et proposent des traitements num-eriques qui approximent au mieux les traitements
e<ectu-es sur les signaux analogiques/
 !"! Multir)esolution par simpli1cation
Sous cet aspect6 la r-esolution est li-ee au d-etail > les di<-erents niveaux ont tous
la taille de l5image initiale/ Seul le degr-e de d-etail d-ecro?@t avec la r-esolution/ En
pratique6 cette repr-esentation est rendue possible par l5utilisation de champs r'e)
cepteurs Ax B/C/CD/ En r-ealit-e6 ces pyramides sont des pyramides doubles6 un premier
empilement mod-elisant l5adjacence des r-egions6 et un second empilement repr-esenG
tant la projection des di<-erents niveaux (a l5-echelle de l5image originale/ Avant d5aller
plus loin6 donnons la d-eInition d5une cellule6 terme qui sera utilis-e par la suite/
D'e-nition 1 Une cellule est la composante primitive d7une pyramide# Elle cor%
respond au sommet dans le contexte d7un graphe< au pixel ou +a la r-egion dans le
contexte d7une image< et au processeur dans le contexte mat-eriel#
Certaines des m-ethodes qui proc(edent par simpliIcation sont des techniques de
segmentation multir-esolution car chacune des images qu5elles g-en(erent est une segG
mentation (a part enti(ere AIgure KD/ Un niveau de la pyramide est alors un ensemble
de r-egions AcellulesD dont la forme est souvent li-ee (a la m-ethode6 et la taille est li-ee
au niveau de r-esolution/
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Fig# $ % Une image +a di-.erentes r.esolutions de d.etails
Fig# 5 % Autre exemple de multir.esolution
Fig# 9 % Image a.erienne# Quelle est la meilleure r.esolution pour une segmentation<
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D"autres techniques .scale%space par exemple .x 3434566 utilisent le 7ltrage et r9e:
solvent en grande partie les di>cult9es rencontr9ees lors de la segmentation .7gure 564
Hormis la question de savoir si une segmentation est bonne ou mauvaiseA la mul:
tir9esolution propose de choisir la meilleure segmentation parmi plusieurs .7gure B6A
en fonction du degr9e de d9etail n9ecessit9e par l"application4
Il peut Eetre facile a posteriori de d9eterminer visuellement le niveau Foptimal" de
description d"une image4 En revancheA ce processus est di>cile Ha automatiserA sauf
dans certains cas oHu le type d"image Ha traiter est connu J nombre et type d"objets
.manufactur9esA naturels6A 9eclairementA contraste4 AlorsA il est possible de pr9evoir un
ordre de grandeur pour le nombre de r9egions attendu et ainsi de r9egler au mieux le
ou les diM9erents paramHetres .seuils6 qui conditionnent la perte de r9esolution4
Le problHeme est encore plus complexe dHes lors que l"image contient des zones ou
des objets qui doivent Eetre pris Ha des r9esolutions diM9erentes4
 !"!# Calcul de param.etres
L"extraction de primitivesA est un des points forts des approches pyramidales
PRosRST4 Celles:ci sont e>caces pour extraire des pixels caract9eristiques de l"image ou
calculer rapidement des paramHetres statistiques relatifs Ha une image4 Cette e>cacit9e
est due aux calculs locaux et ind9ependants qui peuvent y Eetre eMectu9es4 A chaque
niveauA la valeur d"une cellule .pixelA r9egion ou sommet de graphe6 est calcul9ee
Ha partir de ses 7ls4 Ces calculs de paramHetres statistiques sont donc eMectu9es de
maniHere r9ecursive4 Le plus simple de ces paramHetres est la moyenne des pixels d"une
image calcul9ee Ha partir de la somme des niveaux de gris de l"ensemble des pixels4
Cela donneA pour un pixel w ayant 5 7ls v
i
A en utilisant une pyramide quaternaire J
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La variance des niveaux de gris d"une image peut Eetre calcul9ee simplement en utili:
sant la formule incr9ementale qui n9ecessite de m9emoriser uniquement la somme des
niveaux de gris S et la somme de leur carr9e S3 J
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L"utilisation de cette m9ethode permet d"obtenir pour ces paramHetres une com:
plexit9e algorithmique en O.log
#
.N66 pour une image de taille N "N 4
En d9etection d"objetA la multir9esolution permetA sur des machines pyramidalesA
d"eMectuer rapidement les recherches sur des images de faible taille pour ensuite
restituer la totalit9e de l"information relative Ha l"objet cherch9e en redescendant dans
la pyramide4 Cette recherche utilise les pyramides r9eguliHeres quaternaires avec re:
couvrements PBurR bT .x 34X4S64
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La d%etection de points brillants 1Bla334 est un exemple simple de traitement
bottom up puis top down 8x !9:9 ;9 Tout d=abord> une pyramide quaternaire de miA
nimums est construite B r%ecursivement> chaque pEere prend la valeur de son Fls ayant
la valeur minimale9 Ensuite> lorsque l=apex est atteint 8sa valeur %etant %egale au pixel
de valeur minimale;> une descente dans la pyramide permet> en s%electionnant r%eA
cursivement le Fls de valeur minimale> de trouver le 8ou les; pixel8s; recherch%e8s;9
Le but Fnal n=est pas> bien entendu> de trouver le pixel le plus brillant 8qui peut
correspondre Ea du bruit;> mais la r%egion la plus brillante9 En utilisant un calcul de
moyenne Ea la place de la recherche de minimum> le pixel extrait a toutes les chances
d=appartenir Ea une r%egion plus claire que les autres9
 !"!# Complexit-e algorithmique
La complexit%e algorithmique mesure> en fonction de la taille de l=image> le nombre
de traitements %el%ementaires appliqu%es aux composantes de l=image 8i9e9 les cellules;9
Prenons l=exemple d=une image carr%ee N!N 8N K !
m
;9 Une recherche de maximum
dans cette image sur une architecture s%equentielle est typiquement de l=ordre de
O8N
 
;9
Les architectures parallEeles munies d=algorithmes pyramidaux permettent des
traitements ind%ependants eMectu%es en parallEele sur toutes les cellules d=un niveau B
th%eoriquement>N
 
processeurs eMectuent chacun le traitement %el%ementaire une fois9
La taille d=une pyramide de type quaternaire 8x !9:9!; est log
 
8N;N > la complexit%e
algorithmique associ%ee est donc O8log
 
8N;;
Dans le cas des pyramides irr%eguliEeres oEu le rapport du nombre de cellules interA
niveaux n=est pas de  pour P mais un peu inf%erieur> la taille de la pyramide reste
cependant en O8log
 
8N;;9
 !"!4 Machines parall9eles
Ce paragraphe concerne les analogies qui existent entre les structures de donn%ees
pyramidales et les machines Ea architecture parallEele9 Cette pr%esentation permet de
voir que les approches pyramidales> qui sont souvent d%efavoris%ees sur des architecA
tures Ea monoAprocesseur> montrent toute leur sup%eriorit%e lorsqu=elles sont implant%ees
sur machines parallEeles9 Une machine parallEele pyramidale est form%ee de trois comA
posantes B
 9 Un ensemble de processeurs ind%ependants poss%edant leur propre m%emoire9
Chaque processeur est une cellule de la pyramide9
!9 Un contrRoleur central dont le rRole est le s%equencement des op%erations eMectu%ees
par les processeurs9 Il sert %egalement d=interface avec le monde ext%erieur9 Cette
fonction peut Retre assur%ee par le processeur situ%e Ea l=apex 8x P9 9 ; de la pyraA
mide9
 ! ! PYRAMIDES PASSE+BAS ET LAPLACIENNES  !
!" Un r&eseau de communication reliant les di2&erents processeurs entre eux et
combinant deux types de liaisons 7 horizontales et verticales"
Chaque cellule d=un niveau de la pyramide est connect&ee >a ses voisines de m?eme
niveau @quatre ou huitA" Chaque cellule de niveau k est reli&ee >a des &el&ements de
niveau k  appel&es Bls et une ou plusieurs cellules de niveau k C  appel&ees p>eres"
La base et l=apex de la pyramide repr&esentent de ce point de vue des cas particuliers"
Plusieurs projets de r&ealisations mat&erielles de machines parall>eles ont vu le
jourG parmi lesquels 7 PAPIA @Pyramidal Architecture for Parallel Image AnalyL
sisA MCanNOPG SPHINX @Syst>eme Pyramidal Hi&erarchis&e pour le traitement d=Images
Num&eriquesA M &erNOP" Chaque &el&ement de ces pyramides est un processeur  bit disL
posant de  VN ou VOW bits de m&emoire propre" PAPIA est conXcue selon le mod>ele
arborescent quaternaire YLconnexe sans recouvrement @x V"!"VA" SPHINX est une
machine >a structure binaire qui traite des images  VN "  VN"
Des machines non pyramidales dans leur structure simulent des machines pyL
ramidales 7 la Pyramid Vision Machine MdWNOP est constitu&ee de trois modules de
m&emoire de O V"O V &el&ements chacun et de deux modules de calcul dont un sp&eciaL
lis&e dans les manipulations d=adressage permettant de simuler les di2&erents niveaux
de la pyramide" Cette machine traite !] images VOW" VY] par seconde" Elle est tr>es
bien adapt&ee pour le suivi d=objets en temps r&eel" Les m&ecanismes mis en _uvre
reposent sur l=utilisation des pyramides Laplacienne et Gaussienne @x V"VA"
Une pyramide peut &egalement ?etre simul&ee sur une architecture de type array
processor" Tous les niveaux sont stock&es dans une seule matrice d=&el&ements gr?ace >a un
jeu d=adresses" La Connection Machine de type SIMD @Single InstructionG Multiple
DataLStreamA MPogNNP utilise cette approche" Elle poss>ede WOO!W processeurs"
Les machines >a base de Transputers telle EGPA @Erlangen General Purpose ArL
rayA MHanNYP pr&esentent le double avantage des &el&ements pyramidaux @processeurs
!V bitsA et de la m&emoire locale importante @Y m&egaoctets par processeurA" CepenL
dantG cette technologie ne permet pas encore un nombre &elev&e d=&el&ements @le r&eseau
T" Node TN!WY comporte WY Transputers TN]] et EGPA ne comporte que Y " Y
&el&ements >a sa baseA" Cet inconv&enient peut ?etre amoindri si on utilise comme entit&e
de base non pas le pixel mais une sousLimage de l=image initiale" N&eanmoinsG un
Transputer ne comporte que quatre liens ce qui complique et limite son utilisation
pour construire des pyramides"
La VD hybrid pyramid vision machine MLic!PG comprenant des multiprocesseurs
SIMD et des TransputersG permet de faire de la reconnaissance d=objet en temps r&eel
>a l=aide d=une structure arborescente binaire e2ectuant des traitements de bas et de
haut niveau"
 ! Pyramides passe,bas et Laplaciennes
Dans cette partieG nous nous int&eressons >a une structure de nature particuli>ere
qui utilise des concepts de traitement du signal pour Bltrer l=image"
 ! CHAPITRE () MULTIR
-
ESOLUTION POUR L1IMAGE
Nous introduisons tout d+abord le concept de produit de convolution et de sous3
4echantillonnage7 Nous voyons ensuite comment la multir4esolution peut :etre obtenue;
soit en appliquant un masque de convolution de taille =xe sur des images de plus en
plus petites; soit en appliquant des masques de convolution de taille croissante sur
une image de taille =xe7
 ! !" Convolution et sous-.echantillonnage
Il est toujours possible de r4eduire successivement la taille d+une image par un
facteur quelconque en aBectant Ca chaque 4el4ement pCere une valeur calcul4ee Ca l+aide
de ses =ls Dplus ou moins nombreux en fonction du taux de contraction Dx E7F7EG et
du recouvrement choisis Dx E7F7HGG I moyenne; m4ediane; etc    Cette m4ethode; mise
au point par KKelM N en M ; a 4et4e la toute premiCere utilis4ee pour repr4esenter une
image entiCere Ca diB4erentes r4esolutions7 L+auteur fait de la d4etection de contours Ca
basse r4esolution; puis aPne leur localisation en revenant sur l+image originale7 Dans
ce cas; la perte d+information entre deux niveaux successifs est quasi al4eatoire et non
ma:Rtris4ee7
Burt KBurT aN montre en faisant r4ef4erence au th4eorCeme de Shannon que la perte
minimale d+information se fait en accompagnant le sous34echantillonnage par un =l3
trage passe3bas7 Ce =ltrage est eBectu4e par un produit de convolution entre les
pixels de l+image et un masque de convolution idoine D4egalement appel4e noyauG
 
7
Les noyaux utilis4es sont des approximations discr4etis4ees de fonctions Gaussiennes;
mais leur constitution peut varier en fonction du but recherch4e7
KCh4eWEN am4eliore l+approche en proposant tout d+abord un noyau de =ltrage op3
timal qui donne des images de meilleure qualit4e et en d4eveloppent un algorithme de
complexit4e inf4erieure7
Une 4etude d4etaill4ee de diB4erents noyaux pairs et impairs est faite dans KKonW!N7
 ! ! Pyramide Gaussienne
La pyramide Gaussienne KBurTFN est la structure pyramidale typique puisque la
taille des images est physiquement r4eduite de niveau en niveau D=gure H7aG7 Elle est
utilis4ee en codage d+image KHuf[EN et 4egalement en segmentation pour son aspect
r4eel de multir4esolution7 La pyramide Gaussienne est une s4equence d+images dans
laquelle chaque image de niveau k \  a une surface qui repr4esente le quart de celle
du niveau k7 Pour une image de taille N !N ; la pyramide possCede donc log
!
DNG\ 
niveaux; le niveau ^ 4etant l+image initiale et le niveau log
!
DNG l+apex constitu4e d+un
seul pixel7 Le processus de r4eduction Dproc4edure REDUCEG est eBectu4e Ca la fois par
un =ltrage et par un sous34echantillonnage7 Le =ltrage de type passe3bas est obtenu
par un noyau de convolution dont les valeurs des coePcients discrets approximent
 
Comme cette approche utilise les outils du traitement du signal1 la terminologie d2usage ne fait
pas r4ef4erence aux liens 6p7ere89ls2: N4eanmoins1 il est int4eressant de noter l2analogie entre ces liens
et le traitement de 9ltrage84echantillonnage:
 ! ! PYRAMIDES PASSE+BAS ET LAPLACIENNES  !
Algorithme *  Pyramide Gaussienne-
d!ebut
niveau *+ ,-
image0Gaussienne3niveau4 *+ image0originale-
tantque 9niveau * n: faire
d!ebut
image0Gaussienne3niveau<=4 *+ REDUCE9image0Gaussienne3niveau4:-
image0expanded *+ EXPAND3image0Gaussienne3niveau<=4:-
image0Laplacienne3niveau4 *+ SUBSTRACT9image0Gaussienne3niveau4N
image0expanded:-
niveau *+ niveau<=-
fin-
finO
les valeurs d*une courbe Gaussienne1
Le noyau g5en5eralement utilis5e est de dimension !  !1 Les coe8cients w9m"n:
9!; " m"n " ;: ne peuvent pas =etre choisis librement et doivent r5epondre ?a cer@
taines contraintes relatives ?a leur s5eparabilit5eA leur normalisationA leur sym5etrie et
leur 5equicontribution CBurEFG1 Le traitement qui permet de construire les deux py@
ramides est syst5ematique et non guid5e par le contenu de l*image1 L*algorithme  
montre le traitement d*une image de taille N  N 1 La pyramide est obtenue par des
r5eductions et des expansions successives des images1 Pour chaque pixel de coordon@
n5ees i" j:A la proc5edure REDUCE utilise la formule K
G
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La proc5edure EXPAND est la suivante K
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Les pyramides Gaussiennes et Laplaciennes sont ?a la base de nombreuses ap@
proches1 Citons quelques exemples K
Les ondelettes CMalEPG ont un fonctionnement assez similaire aux pyramides Gaus@
sienne et Laplacienne K l*image est d5ecompos5ee en F sous@images repr5esentant les d5e@
tails 9hautes fr5equences horizontalesA verticales et diagonales:A ainsi que les basses
fr5equences1 Les F pyramides sont obtenues r5ecursivement par un Rltrage 9convolution
et sous@5echantillonnage: de l*image basse fr5equence obtenue1
Les champs de MarkovA gr=ace aux pyramidesA peuvent b5en5eRcier d*une acc5el5era@
tion de la convergence K dans un processus top downA les champs d*5etiquettes obtenus
?a basse r5esolution permettent d*initialiser l*algorithme d*estimation au niveau inf5e@
rieur1
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 a" Pyramide Gaussienne
 images G
i
"
 b" Pyramide Laplacienne
 images L
i
"
 c" Pyramide des images
G
i
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Fig# $ % Pyramide Gaussienne et pyramides d3eriv3ees
Comme alternative r-ecente aux diverses am-eliorations par modi4cation de l5histo7
gramme des niveaux de gris9 :Jol<=a> propose une m-ethode qui prend en compte l5as7
pect topologique du contraste @ une pyramide d5images de contraste est tout d5abord
construite Ca partir des pyramides Gaussienne et LaplacienneF Ensuite9 chaque niveau
de la pyramide am-elior-ee est obtenu en pond-erant chaque pixel de l5image Gaus7
sienne correspondante9 par un poids plus ou moins grand que  selon sa valeur de
contrasteF L5it-eration du proc-ed-e permet d5obtenir des images binaires repr-esenta7
tives du contenu de l5imageF
 ! !" Pyramide Laplacienne
La pyramide Gaussienne possCede son -el-ement dual @ la pyramide LaplacienneF
Chaque niveau k de cette pyramide est construit en faisant la diI-erence pixel Ca
pixel Jproc-edure SUBSTRACTK de deux niveaux successifs k et k L  de la pyramide
Gaussienne J4gure !FbKF Cette diI-erence pixel Ca pixel est rendue possible par une
 ! ! PYRAMIDES PASSE+BAS ET LAPLACIENNES  !
Algorithme *  Principe de transmission progressive0
d!ebut
calculer tous les G-i et L-i0
apex 3 log-56N80
!emission ; r!eception G-apex0
Image-trait!ee 3 G-apex0
Image-affich!ee 3 Image-trait!ee0
k @A apex0
faire k fois
Image-affich!ee 3 EXPAND6image-affich!ee80
AFFICHER6image-affich!ee80
tantque 6qualit!e6image-affich!ee8 insuffisante8 faire
d!ebut
k @A kAL0
!emission ; r!eception L-k 0
Image-trait!ee @A EXPAND6Image-trait!ee8 M L-k0
Image-affich!ee 3 Image-trait!ee0
faire k fois
Image-affich!ee 3 EXPAND6image-affich!ee8
AFFICHER6image-affich!ee80
fin0
finN
expansion du niveau k -  Gaussien /a la taille du niveau k 2proc5edure EXPAND67 Le
niveau Laplacien k ainsi construit comporte toutes les hautes fr5equences 2d5etails6
perdues par le passage du niveau k au niveau k- Gaussien7 La dualit5e s>exprime ?
L@kA B G@kA EXPAND2G@k -  A6I
G@k -  A BREDUCE2G@kA67
Les diM5erences pouvant Netre positives ou n5egativesI la valeur z5ero est habituelleQ
ment repr5esent5ee par le niveau de gris  RS7 Ceci explique la teinte Tgrise> d>une image
Laplacienne ainsi que la troncature des diM5erences extrNemes7 Notons que chaque niQ
veau L@kA de la pyramide Laplacienne d5epend du mNeme niveau G@kA de la pyramide
Gaussienne mais 5egalement du niveau sup5erieur G@k -  A7 De ce faitI la pyramide
Laplacienne poss/ede un niveau de moins que la pyramide Gaussienne7
Plus le niveau de la pyramide est 5elev5eI moins il faut de bits pour coder chaque
pixel de L
k
I grNace /a un codage entropique7 Cette m5ethode est utilis5ee en compression
d>image pour leur transfert progressif 2algorithme R67 Cette approche incr5ementale
permet d>avoir une qualit5e d>image reVcue proportionnelle /a la quantit5e d>information
transmise7 Le contenu s5emantique de l>image est g5en5eralement compr5ehensible d/es
les premi/eres images7 Bien entenduI la m5ethode n5ecessite un traitement de la part
de l>5emetteur et du r5ecepteur7 Le gain de temps en transmission est dNu au codage
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moins co(uteux des pixels et 0a la taille r3eduite des images5
La pyramide Laplacienne8 sous le nom de pyramide dynamique :Den!!<8 est 3egale=
ment utilis3ee dans les s3equences d>images pour d3etecter les mouvements d>une image
0a l>autre en mesurant des @ux optiques A la pyramide est tout d>abord calcul3ee pour
deux images successives5 La mise en correspondance se fait dans un premier temps
0a un niveau de faible r3esolution k8 et le champ des vecteurs de d3eplacements est
calcul3e rapidement par recherche d>une 3energie qui doit minimiser la d3eformation
et maximiser la similarit3e5 Ensuite8 le champ de vecteurs obtenu est interpol3e pour
initialiser le niveau pr3ec3edent k   o0u le traitement est it3er3e avec raFnement des
vecteurs dont le calcul ne n3ecessite cette fois=ci qu>une mise en correspondance avec
le voisinage imm3ediat5 Le traitement se poursuit jusqu>0a la base de la pyramide5
 ! !" Scale%space
L>id3ee du scale%space introduite et formalis3ee par Witkin :Wit!J< est ensuite d3e=
velopp3ee par Koenderink :Koe!L<5 Cette th3eorie utilis3ee pour des signaux continus 0a
une dimension est formul3ee dans le cas discret et 0a deux dimensions par Lindeberg
:LinNO< pour repr3esenter simultan3ement tous les niveaux de r3esolution de l>image5
Une 3etude de ces techniques peut (etre trouv3ee dans :Dye!Q<5
L>image 0a traiter est consid3er3ee comme faisant partie d>une famille d>images d3e=
riv3ees Rle scale%spaceS ne d3ependant toutes que d>un seul param0etre d>3echelle t qui
d3ecrit le niveau de r3esolution5 Pour une image num3erique de niveaux de gris dont la
formalisation est classiquement donn3ee par A
I A IR
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de telle faWcon que KRx& y& OS U IRx& yS #x& y5
En pratique8 chaque image du scale%space est obtenue par convolution de l>image
originale avec un noyau Gaussien de taille croissante et conserve la taille de l>image
originale5 Chaque image peut 3egalement (etre vue comme une solution de l>3equation
de diYusion de la chaleur5
La plupart des approches scale%space font une d3etection des contours en cherchant
les passages par z3ero du Laplacien Rpoints d>in@exionS pour chacune des images
obtenues5 La d3etection permet de montrer un avantage certain du Vltre Gaussien A
comme le param0etre d>3echelle augmente8 il n>y a jamais apparition de nouveaux
z3eros du Laplacien5 Malheureusement8 il faut remarquer que le passage 0a z3ero du
Laplacien n>est pas toujours tr0es bien localis3e sur les contours5
Cette approche d3eVnit une image naturelle comme une superposition hi3erarchique
d>un petit nombre de niveaux de description5 L>illustration couramment utilis3ee est
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celle des arbres * au niveau le plus 0n1 un arbre est compos5e de feuilles dont la
structure est vein5ee7 Au niveau suivant1 chaque feuille est une unique r5egion7 Puis
on peut consid5erer le feuillage tout entier et en0n la for=et7
La technique initialement utilis5ee poss?ede un d5efaut majeur * plus la r5esolution
est faible et plus il est diAcile de localiser pr5ecis5ement les contours des objets7 Dans
CPerDEF1 le probl?eme est r5esolu en utilisant une 5equation de la chaleur anisotropique1
en rendant variable le coeAcient de conduction7 Ce coeAcient est non nul ?a lHint5erieur
dHune zone homog?ene et nul sur ses bords7 De cette faJcon1 le 0ltrage passeKbas est
eLectu5e dans chaque r5egion et non pas entre les r5egions dont les bords restent intacts7
Bien entendu1 pour avoir cette information1 les auteurs calculent un estimateur de
contour ?a base de gradient7 Ensuite1 le coeAcient de conduction est une fonction
normalis5ee Oou m=eme binaireP de cet estimateur7 Un seuillage de lHimage gradient
des images produites donne en0n des segmentations RcontourH comportant chacune
des niveaux de d5etails diL5erents7 Cette notion de 0ltrage adaptatif est reprise et
simpli05ee dans CSMDDF7
Dans un domaine relativement proche du scale%space1 notons le 0ltrage non liK
n5eaire obtenu en morphologie math5ematique par des ouvertures ou fermetures sucK
cessives r5ealis5ees ?a partir dH5el5ements structurants de formes diverses CHarDEF1 CMarD!F1
CToeEXF7
 !" Pyramides g-eom-etriques
Nous pr5esentons dans les paragraphes suivants des partitionnements g5eom5etriques
qui sont utilis5es en traitement dHimage pour r5esoudre de faJcon rapide des probl?emes
de codage1 de compression et de segmentation7 La structure de ces partitionnements
est li5ee 5etroitement ?a la multir5esolution7 La m=eme approche par division r5ecursive
est utilis5ee7 Seules les techniques diL?erent pour prendre en compte les particularit5es
g5eom5etriques des tesselles utilis5ees7
 !"!# Constructions Bottom$up et Top$down
En segmentation par structures pyramidales1 les diL5erentes mod5elisations dHune
image induisent diL5erents sens de parcours de la pyramide ainsi que diL5erents types
de construction7 On distingue les constructions bottom%up du bas vers le haut et les
constructions top%down du haut vers le bas7 Certaines techniques alternent les deux
sens de parcours pour parvenir ?a leurs 0ns7
 La construction bottom%up consid?ere lHimage comme un ensemble de r5egions de
la taille dHun pixel7 Au cours de la construction1 le nombre de r5egions diminue
et leur taille moyenne augmente par fusion de r5egions adjacentes qui partagent
des propri5et5es communes7 Le processus est it5er5e jusquH?a ce quHaucune fusion
ne soit possible7
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 La construction top#down consid-ere l0image -a traiter comme une seule r3egion
qui doit 5etre divis3ee de fa8con r3ecursive jusqu0-a ce que toutes les r3egions de
l0image correspondent -a un objet de la sc-ene< Tout au long du traitement>
le nombre de r3egions augmente< Cette structure peut 5etre compar3ee -a une
pyramide renvers3ee<
 !"! Quadtree
Le principe de repr3esentation par quadtree ou arbre quaternaire ASamC!D est li3e
-a la propri3et3e de r3ecursivit3e du maillage carr3e< Le quadtree est une structure de
repr3esentation des images binaires permettant la recherche de composantes connexes<
C0est 3egalement une structure utilis3ee pour la segmentation d0images en niveaux de
gris AHorHID< La segmentation s0op-ere en deux phases> une de division et une autre
de fusion Jsplit and mergeK<
Phase de division
L0image -a traiter doit 5etre de dimension N ! N JN L  
m
K< C0est le bloc initial
B
 
 Le principe consiste +a diviser r/ecursivement tout bloc non homog+ene selon un
pr/edicat d/e6ni La division d7un bloc B
i
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 Un exemple montre ce d/ecoupage sur une image binaire B6gure CD 
Apr+es chaque nouvelle division? les attributs de chaque bloc nouvellement cr/e/e sont
recalcul/es pour Fetre +a nouveau soumis au pr/edicat d7homog/en/eit/e Pr/esent/ee de cette
faIcon? la technique du quadtree sugg+ere la structure d7une pyramide construite +a
l7envers Bl7apex en bas et la base en hautD En eLet? le partitionnement initial est
repr/esent/e par une unique r/egion Bl7image enti+ereD et le nombre de r/egions Bou blocsD
augmente lors de la construction de la structure 
Cette description pr/esente le quadtree comme un proc/ed/e de d/ecoupage r/ecursif 
Telle quelle? sa mise en Ouvre serait tr+es coFuteuse en temps de calcul? puisque
le test d7homog/en/eit/e d7un bloc n/ecessite la consultation de tous les pixels qui le
constituent Le quadtree serait donc construit +a partir de la racine? mais chaque pixel
serait consult/e un nombre de fois /egal +a sa profondeur 6nale dans l7arbre B6gure C cD 
Pour ne pas multiplier les tests sur un mFeme pixel? une approche consiste +a ne
cr/eer un sommet du quadtree que lorsqu7il doit eLectivement exister dans la structure 
Les pixels sont parcourus dans un ordre particulier Les ordres de Peano9Hilbert et
de Morton ;ChaR=> permettent de parcourir l7image de mani+ere r/ecursive en formant
des carr/es qui s7assemblent progressivement par quatre? comme le font les blocs d7un
quadtree 
La r/esolution 6nale de la pyramide quadtree est fortement li/ee au seuil 6xant
la limite du crit+ere d7homog/en/eit/e Elle est /egalement li/ee +a la taille minimale des
 
La num%erotation des blocs est la suivante 1
2 3
4 5
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 a" Objet binaire  en
gris"
 b" D.ecoupage quad5
tree correspondant
 c" Repr.esentation
arborescente
Fig# $ % Principe de d-ecoupage r-ecursif du quadtree
blocs en)dessous de laquelle on ne veut plus provoquer de division quel que soit le
r3esultat de l43evaluation du pr3edicat d4homog3en3eit3e8 Celui)ci porte g3en3eralement sur
la variance des niveaux de gris des pixels qui composent le sommet ; un bloc n4est
plus d3ecompos3e lorsque la variance de ses pixels devient inf3erieure au seuil d3e=ni8
Phase de fusion
La phase de fusion est n3ecessaire pour regrouper les blocs adjacents repr3esentant
des r3egions homog@enes selon le pr3edicat utilis3eA mais qui ont 3et3e divis3ees par le
partitionnement r3egulier quaternaire8 Cette phase de reconnexion s4apparente @a un
3etiquetage de composantes connexes BChaC!D8
En conclusionA on peut noter que la structure pyramidale quadtree est totalement
guid3ee par des crit@eres g3eom3etriques stricts8 Il n4existe pas d4adaptativit3e morpholo)
gique aux formes des objets pr3esents dans l4image H=gure I8aJ8 De plusA la m3ethode
n4est robuste ni en translationA ni en rotation8 En revancheA la mise en Luvre infor)
matique est tr@es ais3ee ; la structure 3el3ementaire est le sommet qui comporte quatre
pointeurs sur quatre =ls ainsi que la valeur du niveau de gris moyen de ce som)
met8 Les temps de traitements de la phase de division sont faibles par rapport @a de
nombreuses autres m3ethodes8
Pyramides quaternaires
La pyramide quaternaire est une approche structurelle
 
@a mettre en correspon)
dance @a la fois avec l4approche orient3ee signal de la pyramide Gaussienne Hx  8 8 J
et avec le d3ecoupage r3egulier de l4approche quadtree8
La structure simple BKelO!D BSTORD est obtenue en repr3esentant de mani@ere r3e)
cursive S pixels voisins appel3es 5ls du niveau k par un pixel p7ere du niveau k T !
 
Il s#agit d#une structure sp/ecialement d/evelopp/ee pour les images num/eriques4
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 a" D$ecoupage en carr$es
par quadtree
 b" Polygonisation de Vo7
ronoi
 c" Triangulation de De7
launay
Fig# $ % Di'(erents partitionnements g(eom(etriques de l6image muscle 8phase de di%
vision uniquement;
!"gure '() L+image doit n3ecessairement 6etre de taille N  N !avec N 9  
n
( et l+apex
est atteint en log
 
!N( 3etapes depuis la base de la pyramide) Cette m3ethode est tr@es
limit3ee et ne peut pas 6etre utilis3ee directement en segmentation d+image) Pour ce
faireC plusieurs variantes doivent 6etre mises en Duvre !x  )E)F()
Fig# < % Structure d6une pyramide quaternaire# Chaque p@ere poss@ede quatre AlsB
chaque Als poss@ede un p@ere
La structure quaternaire est utilis3ee pour eHectuer du "ltrage !r3eduction du bruit(
tout en pr3eservant les contours) Dans JPar'KLC les auteurs construisent une pyramide
quaternaire dont la valeur des cellules des premiers niveaux sert @a mettre @a jour
l+image originale) Cette mise @a jour est faite en fonction du r3esultat de la comparaison
de la variance locale des niveaux de gris composant chaque cellule avec l+estimation
de la variance globale du bruit) Pr@es des contoursC la valeur des pixels est obtenue
par un algorithme de moindres carr3es adaptatif) L+3elimination de l+artefact classique
g3en3er3e par ce genre de traitement !i)e) l+apparition de structures carr3ees( est faite
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par un moyennage, pour chaque pixel, des r5esultats obtenus sur l8image translat5ee
9She;<=>
 !"!" Polygonisation de Vorono12
La structure de VoronoAB est une partition naturelle de l8espace qu8on retrouve
dans la nature D alv5eoles d8abeilles, bulles de savon 9SteEF=, mol5ecules chimiques>
Cette structure a tout d8abord 5et5e utilis5ee pour la mod5elisation de l8organisation
de populations Hastronomie, biologieI puis pour r5esoudre des problJemes complexes
de partitionnement pos5es par l8urbanisation 9Oka; => Ses propri5et5es math5ematiques
sont trJes int5eressantes et permettent une exploitation informatique puissante noN
tamment en analyse d8image>
Diagramme de Vorono+,
Un diagramme de VoronoAB est un ensemble connexe de polygones de VoronoAB> Les
d5ePnitions suivantes permettent de comprendre la maniJere dont il est construit D
D-e.nition 0 Soit M Q M
 
!M
!
! """!M
n
un ensemble de n points du plan euclidien
IR
!
/ On appelle polygone de Vorono*+ P HM
i
I associ1e au point M
i
2 l3ensemble des
points du plan plus proches de M
i
que des autres points de M /
D-e.nition 1 On appelle diagramme de Vorono*+ ponctuel de l3ensemble M 2 le
graphe planaire form1e par les fronti9eres des polygones ;<gure =>/b?/ Les 1el1ements de
M sont appel1es germes ;<gure =>/a?/
Le diagramme de VoronoAB v5eriPe un certain nombre de propri5et5es importantes
pour sa construction et son exploitation, dont les suivantes D
<> Une arRete de VoronoAB est un segment de la m5ediatrice s5eparant deux germes
de l8ensemble M >
 > P HMiI est un polygone convexe contenant M
i
> Les frontiJeres entre  r5egions
ont au plus une arRete commune>
La structure de donn5ees utilis5ee peut Retre la suivante HPgure <<I> A chaque sommet
de VoronoAB s, est associ5e D
 les ! sommets de VoronoAB voisins T
 les ! sommets de Delaunay cr5eateurs de s>
Cette structure est eVcace puisque pour chaque sommet la quantit5e d8informaN
tions est born5ee> De plus, une liste associe chacun des germes Ja un des sommets de
son polygone de VoronoAB, permettant ainsi d8avoir Ja la fois le diagramme de VoronoAB
et son dual, le graphe de Delaunay HPgure <W>cI>
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 a" Population de
points  germes"
 b" Diagramme de
Vorono45
 c" Triangulation
de Delaunay
 d" La triangula:
tion repr;esente le
voisinage des poly:
gones
Fig# $% & Partitionnements de Vorono23 et de Delaunay
Sommets de Delaunay créateurs
Sommet étudié
Sommets de Voronoï voisins
Fig# $$ & Structure de donn:ees de Vorono23
N#eanmoins+ l-insertion d-un germe provoque syst#ematiquement une modi7cation
locale de la g#eom#etrie des polygones existants: L-algorithme de Bowyer ?Bow@AB
eCectue les mises Da jour du diagramme de faGcon incr#ementale: Il est utilis#e lorsqu-un
polygone ne satisfait pas le critDere d-homog#en#eit#e H choisi: Dans ce cas+ un germe
est ins#er#e au centre de chacune des arJetes d#elimitant le polygone non homogDene:
Lorsqu-un germe est ins#er#e dans un diagramme de VoronoLM+ un sommet au moins
doit disparaJMtre et plusieurs doivent Jetre cr#e#es:
Diagramme de Vorono+, en segmentation
Le partitionnement de VoronoLM est utilis#e depuis quelques ann#ees en segmentation
d-image ?MelO B P7gure @:bR: La m#ethode pyramidale de segmentation ?ChaOAB est
pr#esent#ee dans l-algorithme T:
Un des problDemes majeurs consiste Da positionner les germes le mieux possible+
de faGcon Da ce que les arJetes des polygones #epousent au maximum les contours des
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Algorithme *  Segmentation par Vorono-./
d!ebut
G!en!erer un petit nombre de germes G/i sur l1image3
Construire les polygones P/i associ!es3
Calculer les attributs A/i de chaque P/i3
Tantque <tous les A/i ne v!erifient pas le crit?ere d1homog!en!eit!e HA faire
d!ebut
Pour <chaque P/iA faire
d!ebut
si <A/i ne v!erifie pas HA faire
d!ebut
Ins!erer un germe G/j dans P/i 3
Mettre ?a jour localement la structure3
fin3
fin3
fin3
finE
objets (Mel+,-. Cette approche peut 6etre utilis8ee de la m6eme fa<con en dimension >
(Ber+@-.
 !"!# Triangulation de Delaunay
La structure de Delaunay est duale de la structure de VoronoEF. N8eanmoinsH ses
contraintes g8eom8etriques sont plus fortes car les r8egions de base sont des triangles et
non plus des polygones convexes MNgure ,O.cP. Les ar6etes de Delaunay repr8esentent
les relations dQadjacence entre les polygones de VoronoEF MNgure ,O.dP.
LQalgorithme pyramidal permettant la construction des triangulations de DelauR
nay successives (BucSS- est identique Ta celui utilis8e pour la polygonisation de VoronoEF
Mx  .>.>P. Cette structure repr8esente une 8etape interm8ediaire Men ce qui concerne des
critTeres de contraintes g8eom8etriquesP entre la structure trTes stricte du quadtree
 
et la
structure pseudoRadaptative des polygones de VoronoEF U elle est moins stricte que le
partitionnement quadtree car la longueur des ar6etes de chaque triangle est variable.
En revancheH elle est plus contraignante que la structure de VoronoEF car le nombre
de c6ot8es de chaque r8egion est constant. La segmentation est donc encore largement
guid8ee par ce facteur g8eom8etrique MNgure S.cP.
Lorsque le critTere dQhomog8en8eit8e H nQest pas respect8e pour un triangleH un germe
est ins8er8e Ta son barycentre. LQalgorithme d8ecide alors la fa<con dQeWectuer localement
le nouveau partitionnement.
 
Un pavage triangulaire est plus adaptatif qu0un pavage carr2e en th2eorie mais pas pour le
syst7eme visuel
Fig# $% & Les * niveaux d1une pyramide hexagonale 9a maillage triangulaire
 Kro$%&
 
propose une structure avec un taux de r2eduction de 4 56gure 89:; Cette
structure pyramidale permet de mod2eliser @a diA2erentes r2esolutions la topologie des
contours des objets @a lDaide de pyramides de courbes  Kro$E&;
Dans  ManHI&J les auteurs proposent une structure pyramidale qui rappelle la
distribution des neurones de transmission directe de la r2etine L les niveaux successifs
ont la r2egularit2e dDune pyramide classique quaternaire mais les liens p@eres 6ls sont
irr2eguliers L ils sont dDautant plus nombreux quDon sD2eloigne du centre de lDimage;
Par cons2equentJ le nombre de cellules diminue du centre vers les bords de lDimage;
Les images obtenues ont la particularit2e de recr2eer le ph2enom@ene de la fov2eaJ cDestQ
@aQdire de conserver un maximum dDinformations au centre de lDimage et de r2esumer
la p2eriph2erie;
Fig# $* & Une pyramide avec un taux de r=eduction de %
 
Peu de temps auparavant, -Cro012 pr3esente une pyramide Laplacienne 3egalement avec un taux
de ;<
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 !"!# Pyramides li.ees
Les pyramides li-ees ou pyramides 0a recouvrements ont -et-e introduites pour la
premi0ere fois par Burt et al 7Bur89b;< Elles constituent une premi0ere -etape vers les
structures non r-eguli0eres< La structure de donn-ees de la pyramide li-ee est caract-eris-ee
par les points suivants ?@gure 9AB C
 chaque cellule du niveau k est li-ee 0a un bloc de A! A cellules du niveau k"9 F
 au niveau k"9G les blocs se recouvrent C chaque bloc de A! A cellules recouvre
0a  HI ?cJestK0aKdire avec  !  cellulesB chacun de ses A voisins dans le cas de
blocs non p-eriph-eriques F
 de ce faitG chaque cellule de niveau k est connect-ee 0a A cellules du niveau kL9<
Fig' () * Structure d0une pyramide li5ee' Les ) p8eres 9color5es; se partagent les
<ls 9gris5es; selon ) groupes 9qui se recoupent;' Pour plus de clart5e? la projection de
chaque groupe de <ls reprend la couleur de son p8ere' Les ) <ls du centre appartiennent
chacun aux ) p8eres
Les attributs de chaque p0ere ?niveau kL9B sont calcul-es en utilisant les attributs
des @ls ?niveau kB< Ces attributs servent 0a d-ecrire les cellules C niveau de gris moyenG
-ecartKtype des niveaux de gris des pixelsG ! ! !Lorsque tous les p0eres ont calcul-e leurs
attributsG chacun des @ls choisitG selon un crit0ere de similarit-e donn-eG quel est son
meilleur p0ere< Si aucun des A p0eres ne convientG le @ls devient alors une racineG et
son champ r-ecepteur devient une r-egion 0a part enti0ere< SinonG le seul lien ascenK
dant conserv-e est celui qui relie le @ls au p0ere choisi< De niveau 0a niveauG ces liens
sont conserv-es et permettent de reconstituer la composante connexe de chacune des
racines<
Hong et Rosenfeld 7Hon8A; remarquent quJen segmentation dJimageG la plupart
des m-ethodes est fond-ee sur des d-ecisions de choix forc-eG cJestK0aKdire quJune d-ecision
prise nJest jamais remise en cause et par cons-equence est irr-em-ediable C appartenance
dJun pixel 0a une classeG division dJune r-egion ou nonG fusion de deux r-egions voisinesG
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etc    Ces choix forc-es am0enent2 selon les auteurs2 0a de nombreuses mauvaises d-e8
cisions prises alors que peu d;informations -etaient disponibles< Pour cette raison2 ils
introduisent la notion de pyramide reli-ee< Son principe en est simple2 le traitement
suivant est it-er-e jusqu;0a convergence B lorsque chaque Cls a choisi un p0ere2 ce dernier
met 0a jour 0a nouveau ses attributs2 ne tenant compte cette fois8ci que des Cls qui
l;ont eDectivement choisi< En fonction de ces nouveaux attributs2 les Cls sont 0a nou8
veau sollicit-es pour faire leur choix2 et ainsi de suite< La convergence est atteinte si2
lors de deux it-erations successives2 les liens Cls8p0eres restent inchang-es< Ces travaux
sont repris et la gestion des liens est am-elior-ee et acc-el-er-ee dans GCib!HI<
Les pyramides li-ees apportent une r-eponse partielle aux probl0emes inh-erents aux
pyramides rigides< N-eanmoins2 le nombre possible d;objets ainsi que leur forme Kob8
jets allong-esL2 pour un niveau donn-e2 sont r-eduits< Le probl0eme de non8invariance
aux rotations et translations reste -egalement non r-esolu GBisNOI< Le probl0eme de
connectivit-e2 quant 0a lui2 est partiellement r-esolu par les approches consensuelles<
La mise 0a jour des liens n;est pas forc-ement d-eterministe B Spann utilise une
pyramide li-ee stochastique pour la d-etection d;objets sur un fond GSpaNPI< La mise
0a jour des liens entre Cls et p0eres se fait de faQcon stochastique pour permettre 0a un
processus de recuit simul-e de converger vers une -energie minimale<
La d-etection d;objets compacts peut Retre faite 0a l;aide de pyramides reli-ees par
la recherche de racines GHon!HI< Lors de la construction de la pyramide Kx  <T<UL
une r-egion est consid-er-ee comme une racine si elle appartient 0a l;apex Kde taille
 ! L de la pyramide2 ou si 0a un -etage quelconque2 la somme des liens avec ses p0eres
est inf-erieure 0a un certain seuil< L;ensemble des feuilles d;une racine2 -egalement
appel-e champ r&ecepteur2 constitue ainsi une r-egion 0a part enti0ere< ACn de favoriser
la compacit-e des r-egions2 le poids du lien entre un p0ere et un de ses Cls prend en
compte non seulement un crit0ere de similarit-e mais aussi un crit0ere de distance
Kapproximation de la distance euclidienneL des centres du p0ere et du Cls<
Peleg montre qu;on peut construire des pyramides dont les niveaux peuvent avoir
des tailles arbitraires GPel!UI2 de telle sorte que la r-eduction de la r-esolution ne
soit pas syst-ematiquement un facteur de puissance de  mais variable< La r-educ8
tion d-epend alors des propri-et-es locales de l;image< L;-echantillonnage est eDectu-e en
deux passes B sur les lignes puis sur les colonnes de l;image< Les art-efacts dus au sous8
-echantillonnage sont minimis-es car les pixels Cls d;un niveau k ont la possibilit-e d;ap8
porter la mReme contribution 0a leurs p0eres du niveau kWP< Par exemple2 pour passer
d;une ligne de H Cls Kva
k
$ vb
k
$ vc
k
$ vd
k
L 0a une ligne de T p0eres Kvl
k !
$ vm
k !
$ vn
k !
L2 la
contribution de chaque Cls est T+H KCgure PXL< La gestion de recouvrements est -ega8
lement possible< Les auteurs calculent un Laplacien moyen pour les lignes et pour les
colonnes< La valeur de ce Laplacien indique globalement le degr-e de haute fr-equence
dans les  directions principales et permet de d-eCnir le taux de r-eduction pour les
lignes et pour les colonnes< En outre2 notons que cette technique a l;avantage de
s;aDranchir des eDets de bord<
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Va Vb Vc Vd
Vl Vm Vn
3/4 1/4 1/2 1/2 1/4 3/4
niveau k
niveau (k+1)
Fig# $% & Principe d./equicontribution de la pyramide de Peleg
 !" Pyramides irr,eguli0eres
Cette section est consacr,ee -a une introduction rapide aux di2,erents types de
pyramides irr,eguli-eres7 ,egalement appel,ees pyramides de graphes9 La pyramide irr,e;
guli-ere doit son nom au type de voisinage particulier des cellules qui la composent >
le nombre de voisins de chaque cellule n@est pas Axe7 d,epend de chaque cellule elle;
mBeme et est donc non r,egulier9
 !"!# Notions de pyramides de graphes
Dans les pyramides irr,eguli-eres7 la notion de graphe intervient pour mod,eliser une
relation entre les di2,erentes r,egions du partitionnement9 Chaque r,egion est un som;
met du graphe7 et la relation repr,esent,ee par les arBetes est g,en,eralement l@adjacence
entre les r,egions9 Le graphe d@adjacence est la structure -a partir de laquelle vont Betre
extraits des sous;graphes7 sur des crit-eres qualitatifs Fgraphes de similarit,e7 arbres
couvrantsG et quantitatifs Fr,eduction du grapheG lors de la construction des niveaux
successifs de la pyramide9
 !"! Pyramides de r4egions
Pyramide stochastique
Cette structure enl-eve la contrainte la plus forte li,ee jusqu@ici aux di2,erentes
structures g,eom,etriques de base utilis,ees > carr,e7 triangle7 polygone7    FAgure HIG9 La
pyramide est repr,esent,ee par une suite de graphes d@adjacence FniveauxG o-u chaque
pixel puis chaque r,egion de l@image est un sommet9 A chaque niveau7 la simpliAcation
FcontractionG du graphe va provoquer des regroupements entre r,egions9
La pyramide stochastique peut Betre utilis,ee pour l@extraction de composantes
connexes d@images binaires KMon!HM > toutes les composantes sont extraites lorsqu@un
niveau de la pyramide n@est constitu,e que de racines9 Ce niveau d,epend de T
max
7
la taille de la plus grande composante > la hauteur de la pyramide est atteinte en
OFlog
 
FT
max
GG ,etapes9
L@utilisation de cette structure pour la segmentation en r,egions homog-enes d@une
image en niveaux de gris se r,ealise de mani-ere hi,erarchique KMon!HM9
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Il est int)eressant de remarquer que cette structure est )egalement utilis)ee comme
mod3ele d4organisation spatiale des plaines alluviales 7Chi:;< pour e=ectuer des pr)e>
dictions d4)evolution de milieux g)eographiques particuliers que sont les r)eseaux hy>
drographiques et leur environnement )ecologiqueA Le chapitre ; est consacr)e 3a la
pyramide irr)eguli3ere stochastiqueA
Fig# $% & Pyramide irr.eguli1ere
Pyramide adaptative
La pyramide irr)eguli3ere adaptative 7Jol:D< est une pyramide irr)eguli3ere au mEeme
titre que la pyramide stochastiqueA Les deux m)ethodes di=3erent essentiellement par
l4op)erateur d)eterministe qui permet d4e=ectuer la simpliFcation du graphe Gx ;ADAHIA
Dans 7Jol:D<K les auteurs proposent 3a la suite d4une segmentation de type bottom
up Gx DA ALI avec la pyramide adaptative d4e=ectuer un traitement top down Gx DA ALI
pour la reconstruction multir)esolution des objets O de mani3ere r)ecursiveK un objet est
d)ecrit 3a partir de carr)esA Ceux>ci sont d)ecoup)esK leur taille d)ecroEPt jusqu43a la base
de la pyramide o3u l4objet est un ensemble connexe de pixelsA La m)ethode peut
s4apparenter 3a une sorte de codage n&tree Gx DA ADI totalement soupleA
Pyramide +a base arborescente
La notion de pyramide irr)eguli3ere a )et)e reprise r)ecemment sous le nom de pyra>
mide souple 7Mat: <A Ce type de pyramide d)esigne une structure irr)eguli3ere qui n4est
pas forc)ement initialis)ee sur un graphe d4adjacence traditionnelA Dans la m)ethode
pr)esent)eeK un arbre couvrant minimal est utilis)e comme graphe initialA
D2e3nition 4 Un arbre couvrant minimal 9Minimum Spanning Tree ou MST=
est un arbre couvrant tel que la somme du poids des arBetes de cet arbre est la plus
faible possible# Cet arbre nEest pas n.ecessairement unique#
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Les pixels de l*image originale constituent d*une mani4ere classique l*ensemble
de sommets d*un graphe d*adjacence qui mod9elise la : ou ; connexit9e< Chaque
ar>ete porte une pond9eration 9egale 4a la di?9erence de niveaux de gris entre les deux
sommets qu*elle relie< L*arbre couvrant minimal est calcul9e sur cet ensemble de
sommets< L*id9ee originale ASuk; D consiste 4a partitionner l*image en supprimant
certaines ar>etes de l*arbre couvrant minimal< Dans la pyramide soupleG n cellules
sont agr9eg9ees entre elles en supprimant n ! ar>etes< Le ph9enom4ene d*agr9egation est
local est peut donc se produire en parall4ele sur tout le graphe gr>ace 4a l*algorithme
de Sollin<
Pyramide (oue
R9ecemmentG ABraJKD introduit la logique Loue dans les pyramides irr9eguli4eres< Les
sommets Lous sont les sommets qui retardent le choix de leur p4ere par manque d*inM
formation robuste sur leur voisinage< Ils restent attach9es 4a plusieurs p4eres potentiels
jusqu*4a ce qu*ils puissent prendre une d9ecision d9ePnitive< Ce type d*attachement
donne naissance 4a de fausses adjacences appel9ees Qar>etes Loues*< Cet apport perM
met aux parties homog4enes de l*image de fusionner plus rapidement que les parties
d*homog9en9eit9e moindre<
 !"!# Pyramides de contours
La pyramide de contours ne correspond pas 4a proprement parler 4a la notion
duale de la pyramide de r9egions< En e?etG dans les m9ethodes existantesG la pyramide
de contours ne peut >etre construite qu*4a partir d*une pyramide de r9egions< Cette
derni4ere est obtenue par une m9ethode de sousM9echantillonnage qui procure des images
de taille de plus en plus r9eduite<
A chaque niveau de la pyramide de r9egions est appliqu9e un d9etecteur de contours<
Le principe consiste 4a relier les contours d9etect9es au niveau k 4a ceux des niveaux
k ! et k T !< Comme la r9eduction d*un niveau 4a l*autre de la pyramide de r9egions
se fait par un facteur :G la correspondance doit se faire entre le p4ere du niveau k
et le Uou lesV contourUsV port9eUsV par la r9egion constitu9ee des : Pls du niveau k !<
Il doit y avoir 9egalement correspondance entre les directions des gradients qui ont
g9en9er9e les contours<
 !"!" Pyramides duales
La pyramide irr9eguli4ere pose le probl4eme du voisinage qui peut th9eoriquement>etre
non born9e< Ce point est g>enant si on d9esire construire une telle pyramide sur une
machine parall4eleG auquel cas on se heurte 4a un probl4eme de ressources mat9erielles<
Sur une machine traditionnelleG le probl4eme est cette foisMci rencontr9e en proM
grammation o4u il faut soit g9erer un voisinage dynamiqueG soit utiliser un voisinage
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statique de taille assez grande/ Dans les deux cas3 les temps de traitement en souf8
frent3 et d9un point de vue th<eorique3 l9aspect non8born<e n9est pas satisfaisant/ Ce
probl?eme peut @etre lev<e gr@ace ?a la notion de graphe dual/
D!e#nition ( Soit une ar)ete a A Bs
i
" s
j
C  A reliant deux sommets s
i
" s
j
 S du
graphe d2adjacence GBS"AC5 Alors le graphe dual de G8 G8 est constitu9e de faces
F et de c)ot9es A8 tel que G A BF"AC5 Un c)ot9e a  A s9epare deux faces adjacentes
>?gure @AB5
L9utilisation de cette structure am?ene deux remarques importantes E
F/ Le degr<e des faces dans un graphe dual n9augmente pas GKroIFbJ/
!/ Le graphe dual poss?ede <egalement la particularit<e de pr<eserver la topologie des
adjacences3 comme on peut le voir sur la Lgure FM GWilI J/
 a" Graphe d)adjacence
 b" Graphe d)adjacence
prenant en compte les
bordures
 c" Graphe dual  en noir"
Fig5 @A C Graphe normal vs graphe dual
La construction de la pyramide comporte les m@emes phases que celle de la py8
ramide irr<eguli?ere/ Malheureusement3 la pyramide duale n9est encore qu9un mod?ele
essentiellement math<ematique sans v<eritable application en imagerie/ Les propri<et<es
de cette structure ainsi que sa complexit<e sont <etudi<ees dans GWilIQJ/
 !" Critique des pyramides
Apr?es avoir pr<esent<e un certain nombre de techniques pyramidales3 il semble
opportun de faire le bilan d9une part de l9approche pyramidale en g<en<eral3 et d9autre
part des techniques pyramidales de r<egions par rapport aux autres m<ethodes de
segmentation/
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 !"!# Avantages
En g$en$eral) les pyramides sont utilis$ees dans deux environnements principaux 6
tout d7abord) sur machines parall:eles) o:u elles permettent de r$esoudre des probl:emes
particuliers qui n$ecessitent des traitements en temps r$eel< Ce premier aspect est
d7ordre quantitatif< Ensuite) sur machines s$equentielles) elles b$en$e?cient d7approches
parall$elisables qui permettent des traitements locaux) donc adaptatifs et souvent
ind$ependants entre eux< Ce second aspect est d7ordre qualitatif<
En ce qui concerne le cas particulier des pyramides de graphes) elles poss:edent
un certain nombre d7avantages par rapport :a d7autres m$ethodes de segmentation<
On peut noter principalement) outre les points d$ej:a cit$es ciBdessus 6
 l7image originale n7a pas besoin d7Cetre carr$ee ni d7avoir une taille D
m
! D
m
E
 la robustesse :a la translation et :a la rotation FMatH I E
 la possibilit$e de repr$esenter des objets de taille et de forme quelconques E
 la multiplicit$e des r$esultats permettant de choisir la segmentation la plus adapB
t$ee aux besoins E
 la faible param$etrisation n$ecessit$ee Jen g$en$eral un seul seuilK E
 la mod$elisation par graphe fournissant :a la fois un cadre math$ematique bien
formalis$e et une grande souplesse d7utilisation<
 !"! Inconv/enients
Certains inconv$enients nous ont paru importants et ont suscit$e nos travaux 6
 les structures propos$ees ne traitent pas) :a l7exception de la pyramide :a base
arborescente) de l7information de contour E
 d7une faLcon plus particuli:ere) ces pyramides g$en:erent des fronti:eres inexistantes
et oublient des discontinuit$es existantes E
 la repr$esentation multiB$echelle n7est pas :a proprement parler une repr$esentaB
tion multir$esolution) comme dans le domaine scale%space E
 le probl:eme des voisinages non limit$es est un vaste probl:eme th$eorique< Cet
inconv$enient est majeur d:es lors qu7on veut construire des pyramides sur des
machines parall:eles o:u le nombre de connexions physiques est limit$e<
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 !" Conclusion
Dans ce chapitre- nous avons trait1e des mod4eles de multir1esolution en traitement
de bas niveau des images8 Ces mod4eles interviennent tout au long de la cha:;ne de
traitement d<image et pas uniquement dans la phase de segmentation8 La grande
vari1et1e et l<imbrication des m1ethodes rend di?cile la caract1erisation d<une m1ethode8
On a pu n1eanmoins distinguer les subtilit1es entre les notions de structures et de
traitements- entre les notions de pyramide- de hi1erarchie et de multir1esolution8
Par la suite- le chapitre  traite exclusivement de technique de segmentation aDn
de positionner la m1ethode qui nous int1eresse plus particuli4erement et qui est trait1ee
en d1etail dans le chapitre !8
Chapitre (
Techniques de Segmentation
La phase de segmentation est sans doute la pierre d0achoppement du traitement
d0image2 De nombreuses techniques6 m7ethodes6 algorithmes peuvent 9etre trouv7es
dans la litt7erature2 Le niveau de connaissance dans le domaine est tel qu0il est n7e:
cessaire ;a l0heure actuelle de choisir une technique de segmentation adapt7ee ;a une
application donn7ee2 En e=et6 chaque technique poss;ede ses avantages6 ses inconv7e:
nients et ses limites6 et les >nalit7es de chacune sont di=7erentes2
Dans ce chapitre6 nous pr7esentons certaines de ces techniques en donnant leur
fonctionnement g7en7eral6 a>n de situer au mieux dans l07etat de l0art actuel la m7ethode
sur laquelle nous avons travaill7e2
AB
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 !" Probl(ematique
La segmentation d-image joue un r1ole pr4epond4erant dans le traitement d-image
et dans la vision par ordinateur6 Cette 4etape se situe entre d-une part l-acquisition
de l-image et son am4elioration et d-autre part sa description et la prise de d4ecision
:nale cons4equente6 Elle doit r4ealiser la t1ache di=cile d-extraire ?a partir d-une image
num4erique des informations Autiles- qui pourront permettre in "ne de localiser et de
d4elimiter les entit4es pr4esentes dans l-image6
 !"!" Segmentations bas et haut niveau
Le traitement de bas niveau du syst?eme visuel est capital dans le processus de la
vision6 En eDetE depuis pr?es d-un demiFsi?ecleE nous savons que le syst?eme visuel de la
grenouille comporte des couches de neurones sp4ecialis4ees chacune dans le traitement
des informations de contrasteE de tailleE de forme et de mouvement GLetHIJ6
Plus tardE d?es les ann4ees LME les chercheurs estiment que la premi?ere 4etape du
traitement visuel chez l-homme et l-animal se fait de faOcon r4ePexe Q les entit4esE les
formes et les contours 4emergent automatiquementE de faOcon inconsciente et ind4epenF
damment d-une connaissance a priori de l-environnement6
R4ecemmentE Pavlidis argumente qu-en segmentation d-imageE la couleur et le
mouvement ne jouent pas un r1ole important et que la d4etection de contour par le
syst?eme visuel est ais4ee m1eme pour des sculptures abstraites plac4ees dans le feuillage
d-un arbre GPavISJ6
Quant ?a nousE partant de ces certitudesE nous plaOcons nos travaux parmi les
techniques de segmentation de bas niveau Q nous consid4erons comme approche de
haut niveau toute m4ethode pouvant tirer partie d-une ou de plusieurs des inforF
mations suivantes Q connaissance de la sc?eneE indices visuels particuliersE crit?eres
g4eom4etriques sp4eci:quesE type de d4egradationE nombre d-objetsE pr4esence d-un fondE
etc   U:gure VWX6 Comme attributs de bas niveauE nous utiliserons donc les notions
de pixel Univeau de gris et coordonn4ees spatialesXE de proximit4e et de connexit4e6
N4eanmoinsE il est certain que pour des applications sp4eci:ques destin4ees ?a traiter
des images particuli?eresE les connaissances a priori peuvent et doivent 1etre prises en
compte pour optimiser les r4esultats6
Concluons en remarquant qu-il est capital qu-hormis des segmentations de haut
niveau Udans lesquelles les aspects heuristique et expertise pr4edominentXE il existe des
traitements de bas niveau qui recherchent ?a 4emuler la versatilit4e de notre syst?eme
visuel6
 !"!1 But recherch5e
Le terme segmentation regroupe une grande vari4et4e de d4e:nitions en fonction
du but recherch4e par l-utilisateur6 Le traitement peut s-eDectuer sur des s4equences
d-imagesE pour la poursuite d-objet6 Il peut s-agir de focaliser une zone d-int4er1etE de
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 a" Les chromosomes sur
le fond sombre se tou2
chent parfois
 b" Coupe de cordon om2
bilical6 Le nombre d7objets
est r9eduit: les structures
sont imbriqu9ees: le fond a
un probl<eme d7ombrage
 c" Cette image d7un b>ati2
ment du MIT ne comporte
que des structures artiB2
cielles rectilignes
Fig# $% & Di()erentes images o2u la connaissance a priori peut 7etre capitale dans la
phase de segmentation
d#elimiter pr#ecis#ement le contour d0un nombre connu d0objets3 de d#etecter toutes les
entit#es d0une image3 etc6
En fonction du but 9x#e3 diverses strat#egies doivent <etre utilis#ees6 Celles>ci sont
regroup#ees dans deux approches @ou famillesA classiques qui consistent Ca trouver les
r#egions homogCenes de l0image
 
ou le bord des objets
!
@9gure DEA6 Bien que ces deux
approches soient duales l0une de l0autre @une r#egion homogCene induit un contour
qui l0entoure3 alors qu0un contour d#elimite une r#egion homogCeneA3 elles sont aussi
et surtout compl#ementaires G except#e pour un nombre r#eduit d0images @trCes bien
contrast#ees par exempleA3 les deux approches ne fournissent pas les m<emes r#esultats3
mais des r#esultats qui peuvent <etre utilis#es conjointement6
Sur la base de ces deux approches3 de nombreuses m#ethodes ont #et#e d#evelopp#ees
ces derniCeres d#ecennies6 Le lecteur int#eress#e par la vari#et#e des solutions propos#ees
pourra se reporter aux synthCeses de Zucker MZuc!NO3 d0Haralick et Shapiro MHarQRO3
sans oublier une #etude assez r#ecente qui oTre une bibliographie abondante MPalE O6
 !" Approches +r,egions0
Les m#ethodes de segmentation par approche r)egions sont nombreuses6 Elles consis>
tent Ca rechercher des ensembles de pixels qui possCedent des propri#et#es communes6
 
L!homog&en&eit&e est g&en&eralement un crit1ere important qui caract&erise la surface de chaque entit&e6
!
Les discontinuit&es correspondent g&en&eralement au passage d!une entit&e 1a une autre6
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 a" Un partitionnement en r,egions
homog0enes munies de leur propre
niveau de gris comme r,esultat d6une
segmentation par approche r,egions
 b" Une carte de contours binaires
comme r,esultat d6une segmentation
par approche contours
Fig# $% & Approches /r0egion2 et /contour2 pour segmenter une image
Les parties connexes de ces ensembles constituent les r1egions3 Le choix des propri1e5
t1es 1etudi1ees est d1etermin1e par le 6ou les7 crit8ere6s7 de segmentation3 L9homog1en1eit1e
d9une r1egion peut :etre d1e;nie de plusieurs fa=cons > niveaux de gris@ couleur@ texture@
etc   Par la suite@ nous d1ecrivons des m1ethodes ou nous donnons les bases de cer5
taines familles de techniques3 Pour plus de d1etails sur les techniques de segmentation@
le lecteur peut se reporter 8a l9ouvrage CCocEFaG3
 !"!# Formalisme
Les m1ethodes de segmentation par r1egions fond1ees sur des crit8eres d9homog1en1eit1e
peuvent :etre r1esum1ees par le formalisme suivant CZucIJG qui consiste 8a construire
une partition de r1egions homog8enes >
D!e#nition ( Soit I une image et E une partition de I constitu/ee de sous0ensembles
connexes4
E K R
 
$ R
!
$    $ R
n
avec R
i
 K L et R
i
connexes6 6!i K M    n7
I K "R
i
$ 6!iK M    n7
Soit P un pr/edicat d7homog/en/eit/e appliqu/e sur un ensemble de pixels4 Alors E est
une segmentation de I6 selon le pr/edicat P 6 ssi ;
<4 P 6R
i
7 K vrai6 !i K M    n4
=4 P 6R
i
" R
j
7 K faux6 !i  K j tels que R
i
et R
j
sont adjacents4
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 !"!" Classi(cation
Cette approche est souvent utilis1ee pour isoler un objet du fond ou parfois plu6
sieurs objets d7une sc8ene9 Elle consiste 8a d1eterminer une classi<cation des pixels
dans l7espace des luminances> en utilisant les niveaux de gris pr1esents dans l7image9
Suite 8a la phase de classi<cation> le niveau de gris moyen de chaque classe est af6
fect1e 8a tous les pixels de cette classe et chaque composante connexe d7une mCeme
classe constitue un objet D<gure EFG9 La classi<cation des luminances s7eIectue g1e6
n1eralement 8a partir de l7histogramme des niveaux de gris pr1esents dans l7image J on
eIectue une recherche des modes et des vall1ees de l7histogramme9 Ainsi> la partition
obtenue correspond 8a l7ensemble des n intervalles de niveaux de gris formant chacun
un pic et limit1es de chaque cCot1e par un minimum local9 La diLcult1e de cette ap6
proche consiste 8a d1eterminer le nombre de classes pr1esentes dans l7image ainsi que
les niveaux de gris d1elimitant chaque classe9 Un algorithme repr1esentatif de cette
approche est celui de Fisher OFisPQR9 L7unique param8etre 8a fournir est le nombre n
de classes que l7on veut discerner dans l7image9 Apr8es calcul de l7histogramme des
niveaux de gris> l7algorithme recherche n classes optimales telles que la variance de
l7ensemble des pixels de chaque classe soit minimis1ee9 Cette m1ethode est tr8es rapide>
simple 8a utiliser> mais ne tient pas compte de l7aspect spatial de l7image Di9e9 de la
position des pixels dans l7imageG9 Notons que lorsque le nombre de classes est 1egal
8a E> cette m1ethode correspond 8a un seuillage simple de l7image9
Fig# $% & Segmentation par classi3cation des pixels 6exemple avec 8 classes9
 !"! Croissance de r0egion et agr0egation
La m1ethode de croissance de r1egions est une m1ethode de fusion9 L7image est
initialement d1ecompos1ee en primitives Tr1egions7 Dune r1egion pouvant Cetre compos1ee
d7un seul pixelG9 Celles6ci sont ensuite regroup1ees de mani8ere it1erative selon un ou
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plusieurs crit+eres de similarit/e0 jusqu3+a ce qu3il n3y ait plus de fusion possible9 On
peut distinguer deux sous=m/ethodes qui consistent soit +a proc/eder it/erativement par
agr/egation de pixels0 soit par regroupements it/eratifs d3ensembles de pixels9
Agr#egation de pixels
L3agr/egation de pixels est initialis/ee avec un ensemencement de pixels de d/epart
appel/es germes0 judicieusement choisis Adans les zones +a faible variance par exempleC9
Chaque germe fusionne avec un premier pixel pour donner une petite r/egion9 Le
processus est it/eratif et chaque r/egion croEFt pixel par pixel9 Des heuristiques tr+es
simples peuvent Eetre utilis/ees H un pixel est conquis si la diI/erence entre son niveau
de gris et la moyenne des niveaux de gris de la r/egion est faible9
R/ecemment encore0 la m/ethode a /et/e remise au goEut du jour avec un algorithme
simple et rapide KAdaM N9 Cette technique fonctionne assez bien sur des images peu
textur/ees et sans grands d/egrad/es9 Dans les autres cas0 elle n3est pas tr+es performante
car un pixel ne v/ehicule que peu d3information9
Croissance de r#egions
La m/ethode par regroupements it/eratifs utilise un proc/ed/e relativement similaire
en regroupant des ensembles de pixels9 Le partitionnement est mod/elis/e par un
graphe d3adjacence9 Un coEut de fusion est associ/e +a chaque couple de r/egions adja=
centes9 L3ensemble des r/egions initiales peut Eetre constitu/e par l3ensemble des pixels
de l3image9 Le principe g/en/eral consiste +a fusionner le couple de r/egions adjacentes
dont le coEut est minimal sur l3ensemble du graphe et inf/erieur +a un seuil pr/ed/ePni9
Apr+es chaque fusion0 le graphe est mis +a jour9
Dans KGagRSN0 les auteurs utilisent une technique plus aTn/ee en partant d3une
partition de petites r/egions obtenues +a la suite d3une phase de division=fusion Ax U9V9U
et U9V9UC utilisant un crit+ere tr+es contraignant0 et en eIectuant plusieurs phases de
fusions avec0 +a chaque fois0 un crit+ere de plus en plus tol/erant pour mettre +a jour le
graphe d3adjacence H ces crit+eres portent successivement sur le niveau de gris moyens
des r/egions0 sur leur variance0 sur le gradient +a leur fronti+ere et enPn sur leur surface9
La phase de fusion est une phase critique qui peut Eetre parall/elis/ee de diI/erentes
mani+eres pour des coEuts de fusion totale non optimaux KTilRRN0 KBevRMN0 KCleMYN0
KChaRMN9
Comme nous le verrons dans le chapitre  0 la pyramide irr/eguli+ere est /egalement
une technique de croissance de r/egions parall/elisable9
 !"!# Morphologie math0ematique
La morphologie math/ematique est utilis/ee en traitement d3image non seulement
pour partitionner une image en zones homog+enes selon certains crit+eres0 mais aussi
pour isoler directement les objets +a /etudier9 L3outil utilis/e est la ligne de partage
des eaux et une analogie peut Eetre faite avec la croissance de r/egion9
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Un ouvrage r+ecent .Sch123 couvrant l5aspect th+eorique de la morphologie math+e<
matique ainsi que les di=+erentes applications en traitement d5images en niveaux de
gris est conseill+e au lecteur int+eress+e par le sujet@
Une image en niveaux de gris peut Aetre consid+er+ee comme le relief accident+e d5un
sol oCu la teinte correspond Ca l5altitude Dsombre pour les basses altitudesF claire pour
les hautesG@ Le relief de ce terrain peut Aetre mod+elis+e en ID par des lignes de niveau@
Pour connaAKtre ses points les plus +elev+esF on conserve uniquement les lignes de crAetes@
Sur une image en niveau de grisF ces lignes de crAetes peuvent AetreF par exempleF les
maximums locaux du module du gradient dans la direction du gradient@
Soit f la fonction des niveaux de gris de l5image d+eLnie sur IR
 
@ Pour trouver
la ligne de partage des eaux de f F il faut noyer progressivement f Di@e@ le relief
accident+eG de telle faNcon que le niveau de l5eau monte Ca la mAeme vitesse partout
DLgure I!@aG@ Ce faisantF l5eau montante forme des lacs qui progressivement peuvent
fusionner entre eux@ Lorsque deux lacs vont fusionnerF il faut construire un barrage
Ca l5endroit de la fusion pour +eviter que leurs eaux ne se m+elangent DLgure I!@bG@ Le
ph+enomCene de d+eluge doit continuer jusqu5Ca ce que tout le terrain soit immerg+e@ Seul
subsiste l5ensemble des barrages DLgure I!@cG@ Celui<ci Dprojet+e verticalement sur le
sol du terrainG forme la ligne de partage des eaux@ L5ensemble des lacs Dprojet+es
verticalement sur le sol du terrainG forme les bassins versants@
Pour segmenter une image Ca l5aide de la lpeF la fonction f peut Aetre soit l5image
originaleF soit une image des modules des gradients@ MalheureusementF utilis+ee telle
quelleF la lpe donne un r+esultat sur<segment+e dAu aux nombreux minimums locaux
dont la plupart sont non signiLcatifs@ Leur suppression peut Aetre obtenue en contrai<
gnant la lpe soit par des marqueursF soit par le contraste Q
 Pour construire la lpe contrainte par marqueurs F il faut connaAKtre les objets
pr+esents dans l5image et associer un marqueur Ca chacun d5eux@ Pour chaque
marqueur on calcule un minimumr+egional en e=ectuant une +erosion g+eod+esique
de l5image qui +elimine les minimums locaux@ On obtient ainsi une lpe qui
repr+esente un bassin versant par objet et un bassin versant pour le fond@ Le
problCeme consiste Ca localiser les marqueurs@
 La seconde m+ethode +elimine les minimums locaux selon un critCere de contraste@
Ce critCere correspond Ca une valeur de contraste minimumque l5on oblige entre
deux bassins versants voisins@ Si le contraste est inf+erieurF le minimum local
lui correspondant est +elimin+e et les bassins versants sont fusionn+es@
L5int+erAet de la lpe en segmentation d5image r+eside dans le fait que les contours pro<
duits sont ferm+es@ Cette m+ethode +etant trCes sensible aux minimums locaux DbruitGF
une phase pr+ealable de lissage est souvent n+ecessaire@
 ! Approches *contours.
Les m+ethodes de segmentation par approche Scontours5 sont sans doute encore
plus nombreuses que les m+ethodes par approche r+egions@ Leur but est de d+etecter
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montée des eaux
 a" Formation des bassins
versants alors que l2eau
monte
barrage
bassins versants
 b" Un premier barrage
emp6eche la r9eunion de :
bassins versants
lpe
 c" L2ensemble des bar<
rages constitue la ligne de
partage des eaux
Fig# $% & Principe d.obtention de la ligne de partage des eaux 7lpe8 sur une fonction
monodimensionnelle
les discontinuit,es -di.,erences d0intensit,e1 de l0image5 En r7egle g,en,erale8 une discon9
tinuit,e correspond 7a la fronti7ere entre deux objets5 Les probl7emes rencontr,es sont
nombreux8 et sont dus essentiellement au bruit g,en,er,e par les capteurs8 7a l0,eclairage
et aux ph,enom7enes d0ombrage5
Dans cette section8 nous pr,esentons rapidement les principes de di.,erentes m,e9
thodes qui ont chacune un int,erCet particulier5 Le lecteur int,eress,e par plus de d,etails
peut se reporter 7a l0,etude de Peli EPelF!G qui ,etudie les performances de certains
d,etecteurs8 ainsi qu0au rapport tr7es complet ,etabli par le Groupement de Recherche
JK du CNRS EGREOJG5
 ! !" Approches d,erivatives
Les approches d,erivatives sont toutes fond,ees sur l0utilisation des d,eriv,ees des
fonctions de niveaux de gris5 Ce sont les plus imm,ediates pour d,etecter et localiser
les variations du signal8 mais corollairement8 elles sont sensibles au bruit5 Quelle que
soit la complexit,e de l0algorithme8 le but consiste 7a rechercher soit les extremums
locaux de la d,eriv,ee premi7ere8 soit les passages 7a z,ero de la d,eriv,ee seconde8 soit
le passage 7a z,ero du Laplacien -Sgure !!15 En pratique8 les phases suivantes sont
e.ectu,ees T
J5 lissage de l0image avec un Sltre Gaussien pour ,eliminer le bruit U
!5 calcul de l0image I
 
de la norme des gradients U
K5 calcul de l0image I
!
de la direction des gradients U
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 " s$election des gradients localement maximaux de I
 
dans la direction donn$ee
par I
!
4
5" seuillage 6simple ou par hyst$er$esis
"
9"
On peut n$eanmoins faire la distinction entre les op$erateurs d$erivatifs simples et
les op$erateurs utilisant l=approche par >ltrage optimum"
Op"erateurs simples
Les d$eriv$ees directionnelles de la fonction image num$erique I6i" j9 sont approch$ees
par de simples diA$erences" Il en r$esulte les deux op$erateurs C
$I
$i
D E
i
I D I6iF G" j9 I6i" j9
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$j
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j
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La norme du gradient est alors donn$ee par
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Prewitt KPreLMN et Sobel approximent les d$eriv$ees directionnelles suivant les axes
verticaux et horizontaux Qa l=aide d=une convolution de l=image avec deux masques V
et H de dimension !# ! charg$es de d$etecter respectivement les gradients verticaux
et horizontaux C
V D
G M RG
c M Rc
G M RG
H D
G c G
M M M
RG Rc RG
c D G correspond au masque de PrewittS c D T correspond au masque de Sobel"
Une valeur de c + G permet donc non seulement de faire de la diA$erenciation mais
$egalement du lissage" Selon le mVeme principeS il existe des masques de dimension
plus grande ou des masques multiples" C=est le cas de celui de Kirsh KKirLGN qui
proposeS Qa partir d=un unique masque auquel sont appliqu$ees huit rotations de ,- S
de d$etecter les gradients selon huit directions" La recherche des passages Qa z$ero quant
Qa elle peut Vetre eAectu$ee grVace au Laplacien d$e>ni par l=expression classique C
r
!
I6i" j9 D
$
!
I
$i
!
F
$
!
I
$j
!
 
Le seuillage par hyst-er-esis emploie un seuil bas et un seuil haut2 Les maximums locaux dont
la valeur est sup-erieure au seuil bas et qui appartiennent 8a une composante connexe comprenant
au moins une valeur sup-erieure au seuil haut sont conserv-es 9Can;<=2
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 a" Norme des gradients de l/image
0Muscle/  convolution par les
masques de Prewitt"
 b" Direction des gradients
 c" Maximums locaux dans la direc<
tion du gradient
 d" Seuillage des maximums locaux
Fig# $$ % Recherche de contours par approche d3erivative
En repr&esentation discr.ete/ l1approximation la plus simple du Laplacien est obte7
nue par la convolution avec un des masques suivants/ selon la connexit&e choisie ;
L <
= 7> =
7>  7>
= 7> =
L? <
7> 7> 7>
7> ? 7>
7> 7> 7>
De nombreuses variantes existent sur la base du produit de convolutionA Les plus
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int%eressantes sont celles qui sont adaptatives et qui e2ectuent un 3ltrage qui conserve
les contours des r%egions 5Per789:
Op"erateurs avec +ltrage optimal
Dans cette approche= le contour est mod%elis%e par un %echelon d?amplitude  noy%e
dans un bruit blanc: L?image initiale I est d?abord 3ltr%ee par un 3ltre passeCbas
Dconvolution e2ectu%ee avec un noyau Gaussien par exempleG pour donner l?image I
 
:
Le 3ltre optimal est un d%erivateur qui permet de d%etecter des contours en respectant
les H critIeres suivants 5Can7H9 K
L: d%etection K l?op%erateur donne une r%eponse au voisinage d?un contour M
N: localisation K optimisation de la pr%ecision avec laquelle le contour est d%etect%e M
H: r%eponse unique K le contour doit provoquer une r%eponse unique de l?op%erateur:
Les op%erateurs de Canny 5Can7O9= Deriche 5Der789 et Shen et Castan 5She7O9
5Cas7Q9 utilisent tous cette m%ethode de base fond%ee sur des calculs di2%erentiels:
 ! !" Autres approches
Morphologie math"ematique
Une fois de plus= la morphologie math%ematique 5SchQH9 o2re des outils simples
Ia mettre en Tuvre= qui permettent divers traitements intervenant directement sur
la forme des objets: On distingue essentiellement deux op%erations de base qui sont
l?%erosion et la dilatation: La Wquantit%e? de matiIere enlev%ee Dresp: ajout%eeG par l?%erosion
Dresp: la dilatationG est en rapport avec la taille et la forme de l?%el%ement structurant
D3gure NHG:
Le gradient morphologique donne une approximation du module du vecteur graC
dient en un point: Il est not%e dans l?espace discret K
jrIDi# jGjY
DI " %G#DI $ %G
N
oIu " repr%esente l?op%eration de dilatation et $ celle d?%erosion: % est l?%el%ement
structurant repr%esent%e par le disque unit%e: Il suZt donc de dilater puis d?%eroder
l?image en niveaux de gris puisque le gradient s?interprIete comme l?%etendue= c?estC
IaCdire la di2%erence entre la valeur sup%erieure et la valeur inf%erieure obtenue pour
chaque pixel: Ce traitement simple conduit Ia une surCsegmentation Dtrop de contours
sont d%etect%esG: Pour limiter ce ph%enomIene= les images obtenues par les op%erateurs de
morphologie math%ematique sont multipli%ees avec l?image initiale cod%ee: Cette %etape
de codage a pour but d?ampli3er les niveaux de gris qui correspondent aux contours
recherch%es: Dans l?image cod%ee= chaque pixel de niveau de gris estim%e comme moyen
localement= re[coit comme nouvelle valeur le niveau de gris estim%e comme maximal
localement:
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 a" Objets binaires ini,
tiaux
 b" Les 0 objets noirs sont
le r3esultat de l53erosion par
l53el3ement structurant cir,
culaire
 c" L5ensemble des sur,
faces grises et noires sont
le r3esultat de la dilatation
Fig# $% & Op)erations )el)ementaires de morphologie math)ematique
Champs de Markov
Les champs de Markov constituent une approche qui est de plus en plus exploit7ee
en traitement d8image et notamment en d7etection de contours :Zer<=>? Le principe
consiste @a extraire une fonction caract7erisant l87energie interne du syst@emeC et grDace
@a un certain nombre de param@etresC @a le faire 7evoluer vers l87etat qui minimise la
fonction d87energie? Le syst@emeC ainsi forc7e dans son 7etat de plus basse 7energieC est
@a l87equilibre? Cette 7evolution vers le minimum d87energie se fait en 7etudiant pour
chaque pixel son comportement au sein du syst@eme et le comportement des pixels
voisins? L8interpr7etation par champ de Markov fournit un mod@ele math7ematique
simple permettant de ne prendre en compte que des interactions locales au niveau
des pixels? L8inconv7enient majeur de cette approche r7eside dans le coDut de calcul
tr@es important n7ecessaire pour des r7esultats optimaux?
En d7etection de contoursC les techniques utilisant les champs de Markov sont
fond7ees sur l8id7ee de processus de ligne :S?J >? S? et D? Geman proposent d8introduire
un champ bool7een dual au processus intensit7e Mles pixelsN charg7e de repr7esenter
explicitement la pr7esence ou l8absence de discontinuit7e dans le processus intensit7e
et qui implique la cr7eation d8un 7el7ement de contour ? Ces sites de contours sont
plac7es entre chaque paire de pixels voisins verticale et horizontale MPgure Q ?aN?
L8ajout de ce treillis de sites virtuels permet alors d87ecrire l87energie totale E de
l8image appel7ee R7energie de membrane8 du syst@eme sous la forme S
EMI" h" vN T
X
i!j
ME
i!j
N
L87energie totale est donc la somme des 7energies E
i!j
de chaque pixel S
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 a" Processus de ligne / notion
duale aux pixels
GH
GV
i,j
i,j
Pi,j
vi,j
h i,j
 b" Interactions locales Marko7
viennes
Fig# $% & Champs de Markov et contours
E
i!j
" E#
i!j
$ E%
i!j
$ E&
i!j
E# est l+,energie de l+erreur quadratique 5
E#
i!j
" 6p
i!j
 b
i!j
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o9u p
i!j
est la valeur du pixel et b
i!j
la valeur estim,ee du bruit selon le mod9ele 6on
suppose que le bruit est connu pour chaque pixel et est du type blanc Gaussien7C
E% est l+,energie de lissage 6# est un param9etre7 5
E%
i!j
" #6GH
 
i!j
6# h
i!j
7 $GV
 
i!j
6# v
i!j
77
GH
i!j
et GV
i!j
sont respectivement les valeurs des gradients horizontaux et vertiE
cauxF h
i!j
et v
i!j
sont les valeurs des processus de ligne horizontaux et verticauxC Ces
processus de ligne prennent la valeur # 6pr,esence d+un contour7 ou H 6absence d+un
contour7 6Igure % Cb7C
E& est le coJut 9a payer pour un contour 6) est un facteur de coJut7 5
E&
i!j
" )6h
i!j
$ v
i!j
7
Une fois le mod9ele d+,energie choisiF celleEci doit Jetre minimis,ee en fonction de
chacune des valeurs des h
i!j
et des v
i!j
aIn de d,eterminer l+,etat de probabilit,e maxiE
male du syst9emeC Le principal probl9eme r,eside dans le fait que la fonction d+,energie
n+est pas convexeC Il convient donc d+en faire une approximationC Deux algorithmes
classiques ex,ecutent cette tJache 5 le GNC 6Graduated Non Convexity7 et le Recuit
par champ moyen 6mean Ield annealing7C Ces algorithmes pr,esentent un int,erJet
en math,ematique probabilistique et ne sont donc pas expos,es iciC Ils sont d,ecrits
respectivement dans RBlaT!U et RGeiV#UC
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 !" Approches coop+eratives
Dans le domaine de la coop.eration r.egions2contours4 nous aborderons tout d6abord
les contours actifs qui constituent une approche o:u r.egions et contours sont des
notions totalement duales;
Ensuite4 nous distinguerons deux approches qui sont fondamentalement di>.e2
rentes ? la coop.eration par contrainte et la coop.eration dynamique; Une .etude suc2
cincte des m.ethodes coop.eratives peut Cetre trouv.ee dans DPavFGH;
Contours actifs
Les contours actifs appel.es .egalement snakes sont une technique assez r.ecente
DKas!!H; Cet ensemble de m.ethodes consiste :a d.eterminer avec pr.ecision le contour
d6un objet particulier dans une image; De ce fait4 un .el.ement ext.erieur Nl6utilisateur
par exempleO doit indiquer de quel objet il s6agit en initialisant le contour actif NP2
gure QR;aO; L6initialisation revient :a positionner4 au voisinage du contour :a d.etecter4
une courbe C Nouverte ou ferm.eeO repr.esent.ee par ?
C S fvNsO S NxNsO$ yNsOOT s ! Da$ bHg
Par la suite4 le traitement va d.eformer progressivement cette courbe jusqu6:a ce
qu6elle vienne coUVncider avec le contour recherch.e de l6objet; Le processus de d.efor2
mation se fait suivant certains crit:eres; Nous pr.esentons ici le crit:ere propos.e par
DKas!!H; Il consiste :a minimiser une .energie qui est celle du ph.enom:ene physique de
d.eformation d6une courbe C qui doit coUVncider avec le contour d6un objet de l6image;
La minimisation est obtenue lorsque les pixels formant la courbe correspondent aux
gradients .elev.es4 tout en respectant certaines contraintes en ce qui concerne les pro2
pri.et.es de la courbe Nd.erivabilit.e4 .elasticit.e4 courbureO; L6.energie :a minimiser sur C
est une valeur r.eelle donn.ee par ?
ENCO S E
image
NCO Y E
interne
NCO Y E
interaction
NCO
# E
image
NCO est l6.energie image Elle mod.elise les caract.eristiques :a rechercher
dans l6image4 c6est2:a2dire les forts gradients; Elle peut s6.ecrire simplement ?
E
image
NCO S $
Z
b
a
jjrINvNsOOjj
 
ds
Lorsque la norme du gradient de l6image est maximis.ee4 le signe moins de cette
.energie participe :a la minimisation de l6.energie totale;
# E
interne
NCO est un terme r.egularisant qui permet de rechercher une solution
donnant des contours assez r.eguliers; Ce terme r.eduit les oscillations dues au
bruit pr.esent dans l6image; L6.energie choisit par Kass est la suivante ?
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Le premier terme est *equivalent 1a l2*equation du d*eplacement d2une membrane7
Le second terme correspond 1a la vibration d2une plaque mince lors de petits
d*eplacements7 Le minimalisation de ces deux termes permet d2obtenir une
courbe d2aspect lisse et rigide7 Les param1etres  et ! permettent de r*egler
le degr*e d2*elasticit*e de la courbe ainsi que sa courbure et sa r*esistance 1a la
torsion7
 E
interaction
:C; est une *energie externe qui provient d2une connaissance a priori
de l2image7 C2est un moyen qui permet de guider l2*evolution de la courbe dans
une direction particuli1ere7
Ce mod1ele de contour actif poss1ede l2inconv*enient majeur d2@etre tr1es d*ependant
de la valeur des param1etres et l2utilisateur doit @etre conArm*e pour obtenir des r*eB
sultats satisfaisants7 D2autres mod1eles ont *et*e par la suite d*evelopp*es pour palier
les faiblesses du mod1ele initial7 Dans le mod1ele de la bulle DElo! F la courbe est
repr*esent*ee par une suite de sommets discrets7 Sa d*eformation s2obtient par l2exB
pansion du sommet minimisant une fonction de co@ut prenant en compte la courbure
en ce sommet ainsi que l2interaction avec l2image :Agure HI7b;7 La fonction de co@ut
est similaire 1a l2expression de l2*energie vue ciBdessus7 Ce mod1ele a la particularit*e
int*eressante d2interagir localement avec l2image et d2@etre ainsi plus adaptatif7
 a" M$ethode par snake/ Exemple o4u
6 7bres claires et ; 7bre sombre sont
d$etect$ees
 b" M$ethode de la bulle/ Les proces=
sus d>expansions  en blanc" partent
de la bulle initiale pour rechercher
les contours  en noir"
Fig' () * Segmentation par contours actifs
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 !"!# Coop'eration par contrainte
Une des m(ethodes les plus utilis(ees en coop(eration de processus consiste en une
croissance de r(egions qui prend en compte des contours qui ont (et(e extraits au
pr(ealable dans l7image originale8 Cette prise en compte peut :etre consid(er(ee comme
un guidage ou comme une contrainte en fonction du r:ole plus ou moins important
que prennent les contours8 Dans cette section= nous pr(esentons quelques variantes
de cette technique8
Croissance de r*egion contrainte
Dans ?WroABC= les auteurs mettent au point une coop(eration entre un d(etecteur de
contours et un d(etecteur de r(egions de type croissance de r(egion ?GagA C8 La carte de
contours de l7image est d7abord extraite G elle est binaire est peut :etre le r(esultat de
n7importe quel d(etecteur8 N(eanmoins= l7op(erateur choisi est celui de Deriche ?DerABC
qui donne des r(esultats satisfaisants8 Pour diminuer les temps de traitements ult(eJ
rieurs= une pr(eJsegmentation est eKectu(ee par un partitionnement quadtree LxM8N8MO
permettant d7obtenir facilement et rapidement un graphe d7adjacence de diK(erentes
r(egions carr(ees homogQenes8 Chaque sommet de ce graphe est accompagn(e de ses
attributs Lsurfaces= niveau de gris= etc    O8 Les relations d7adjacence mod(elis(ees par
les ar:etes du graphe sont ensuite pond(er(ees par la carte des contours8 Les attributs
utilis(es sont la longueur de la frontiQere et son nombre de pixels de contours Lappel(es
Rpoints de contraste7O8 La fusion de deux r(egions est alors possible si le rapport entre
la longueur de la frontiQere et le nombre de points de contours sur cette frontiQere
est sup(erieur Qa un certain seuil8 De toutes les fusions possibles= celle qui minimise
la diK(erence des variances entre les deux r(egions est eKectu(ee en premier8 A chaque
nouvelle fusion le graphe est mis Qa jour8 La m(ethode est utilis(ee pour des applications
de vision st(er(eoscopique8
Plus r(ecemment= ?FalUVC d(eveloppe une coop(eration originale dans le sens oQu les
germes de la croissance de r(egions ne sont pas choisis arbitrairement mais suite Qa
une recherche it(erative de zones homogQenes8 Les auteurs apparentent leur approche
Qa une coop(eration r(egionJr(egion et r(egionJcontour8
Dans le cas particulier des images de profondeur= une carte des normales aux enJ
tit(es de l7image peut :etre calcul(ee aXn de d(etecter des discontinuit(es sur l7orientation
des surfaces8 Cette (etape grossiQere est int(egr(ee Qa une LsurJOsegmentation par r(egions8
Une croissance de r(egion permet d7agr(eger des pixels ou des r(egions selon un critQere
qui prend en compte les normales situ(ees sur la frontiQere des r(egions ?AttUYC8
Division et fusion contrainte
Pavlidis et Liow proposent une approche quelque peu diK(erente [ ils combinent
un algorithme de divisionJfusion avec un processus de d(etection de contours ?PavU!C8
La m(ethode procQede en N phases [
Y8 DivisionJfusion par quadtree avec un seuil fournissant une surJsegmentation8
 !"! APPROCHES COOP
+
ERATIVES  !
"# Elimination des fronti1eres 2 chaque fronti1ere 7limite entre " r8egions adjacentes;
est conserv8ee ou enlev8ee en fonction de son contraste= ses changements de
direction et sa longueur#
># Modi@cation des contours# Les fronti1eres conserv8ees lors de la phase pr8ec8edente
sont des contours# La maximisation locale dDune fonction permet dDoptimiser
leur position 1a lDaide dDune approche par contour actif discret 7snake;#
 !"!# Coop'eration dynamique
Dans la plupart des m8ethodes coop8eratives existantes= le niveau dDintervention
des r8egions est diG8erent de celui des contours# En eGet= la notion de coop8eration
dynamique nDintervient pas# Nous entendons par coop8eration dynamique J
!# dDune part le calcul dynamique des r8egions ou des contours= en fonction des
attributs ponctuellement disponibles 2
"# dDautre part la remise en question bilat8erale entre r8egions et contours= cDestL1aL
dire la notion de contraintes partag8ees#
Des techniques fonctionnant selon ces modes ne peuvent quDMetre assimil8ees 1a des
syst1emes experts= propres 1a g8erer la distribution des tMaches et la diGusion de lDinforL
mation# Nous illustrons ciLdessous avec deux exemples assez repr8esentatifs#
Coop#eration semi,dynamique
Dans ONazPQR= les auteurs proposent un syst1eme expert pour la segmentation de
bas niveau# Cette coop8eration nDest pas totalement dynamique# En eGet= une preL
mi1ere 8etape fait une pr8eLsegmentation en r8egions 7chacune 8etant munie de plusieurs
attributs; et calcule une carte de contours# Cette 8etape d8etecte 8egalement des zones
dDint8erMet 7qui poss1edent des attributs identiques; qui vont Metre tour 1a tour trait8ees
pour eGectuer la segmentation#
Dans un second temps= un certain nombre de r1egles= qui prennent en compte
localement la connaissance que lDon a des r8egions et des contours 7par le biais de
leurs attributs;= permettent de fusionner des r8egions= de joindre= de prolonger ou de
supprimer des contours# Les zones dDint8erMet sont mises 1a jour dynamiquement#
Il faut noter que= bien que la carte de contours soit mise 1a jour pendant la segL
mentation= les r8esultats restent fortement d8ependants de leur d8etection initiale#
Plus r8ecemment= OBauW"R d8eveloppe un syst1eme expert multiLagents coop8eratif
pour le traitement dDimages en cytologie#
Coop#eration opportuniste
En coop8eration r8egionLcontours= OSalW>R oriente ses recherches sur lDoptimisation
de lDutilisation des informations plutMot que sur un mod1ele math8ematique# Cette apL
proche nous paraMYt tr1es int8eressante puisque quDelle se fonde sur lDexpertise humaine
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pour d'etecter des indices visuels pertinents pour la construction de r'egions ou de
contours 23gure !456 Cette approche consiste9 :a partir de quelques germes de l=image9
:a cr'eer des processus >r'egion= qui croissent et qui font appel9 lorsque localement
la d'ecision de fusion ne peut @etre prise9 :a des processus >contour=6 Toute d'ecision
momentan'ement impossible est repouss'ee en attendant l='emergence d=informations
compl'ementaires6
Fig# $% & Segmentation par coop1eration dynamique de l7image 8muscle7# Le r1esultat
est un ensemble de r1egions< de contours et de zones ind1etermin1ees >en blanc?
 !" Conclusion
L=ensemble des chercheurs dans le domaine de la segmentation s=accordent pour
aDrmer que la coop'eration des approches >r'egions= et >contours= apporte une meilleure
prise en compte des caract'eristiques de l=image et donc une meilleure segmentation6
Nous croyons9 nous aussi9 :a ce vieux principe g'en'eral d=int'egration qui a maintes
fois fait ses preuves9 et qui veut que le fruit de l=union de plusieurs m'ethodes soit
sup'erieur :a la somme des fruits de chacune des m'ethodes6 Dans cette optique9 nous
avons pens'e qu=une des faIcons d=am'eliorer les performances obtenues avec la pyraJ
mide irr'eguli:ere 'etait de lui adjoindre une composante >contours=9 d=autant plus que
cette approche n=avait pas encore 'et'e investigu'ee dans le domaine des pyramides
irr'eguli:eres
 
6 Le chapitre  est consacr'e :a ce travail6
 
Notons tout de m)eme que l,approche de Mathieu 4x5676589 qui construit un arbre couvrant
minimal sur les di<=erences de niveaux de gris des pixels de l,image9 constitue d,une certaine faAcon
une prise en compte de l,information Bcontours,6
Chapitre (
Pyramide irr-eguli1ere
La pyramide irr)eguli-ere est un empilement d1images dont la r)esolution d)ecro45t de
la base vers le sommet8 Sa particularit)e principale r)eside dans le fait que la forme
des r)egions extraites n1est contrainte par aucun crit-ere g)eom)etrique8
Dans ce chapitre? nous )enon@cons les )el)ements de th)eorie des graphes utilis)es pour
la mise en Auvre de la structure8 Nous d)etaillons phase apr-es phase la construction
et l1utilisation de la pyramide irr)eguli-ere dans le cadre de la segmentation d1images
en niveaux de gris8 Nous faisons le point sur les r)esultats exp)erimentaux obtenus
avec cette approche8 De ceuxCci? nous d)egageons des axes de recherche8
DE
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 !" Principes et terminologie
La segmentation par approche 0r1egions2 et notamment par structure pyramidale
irr1eguli7ere utilise une repr1esentation par graphe8 Celle:ci est totalement adapt1ee aux
relations d2adjacence qui unissent les r1egions8 Elle devient n1ecessaire pour repr1esenter
des relations topologiques entre pixels ou r1egions @ ces relations ne peuvent plus Aetre
port1ees implicitement par une structure qui est r1eguli7ere8 Cette section pr1esente
tout d2abord les principes de base sur les pyramides de graphesC puis les 1el1ements
de formalisation n1ecessaires sur les graphes et les sous:graphes8
 !"!" Principes pyramidaux
La pyramide irr1eguli7ere poss7ede des caract1eristiques dont certaines se retrouvent
dans la plupart des structures pyramidalesC mais dont d2autres lui sont propres @
 C!est un empilement de niveaux/ chacun d!eux 2etant la repr2esentation 5a une
certaine r2esolution de l!image originale7
 La base de la pyramide est l!image originale7 Le nombre de r2egions correspon;
dant est 2egal au nombre de pixels de l!image7
 Le niveau k < = de la pyramide est construit 5a partir du niveau k7
 Chaque r2egion est mod2elis2ee par un sommet de graphe d!adjacence7
 Tous les niveaux de la pyramide ont la taille de l!image originale7 La diminution
de la r2esolution s!obtient par la r2eduction du nombre de r2egions qui composent
un niveau7
 Les op2erateurs utilis2es ne mettent en jeu que des traitements locaux/ eAectu2es
en parall5ele sur tout un niveau7
 Une r2egion 5a un niveau k Ck !D E et k !D apexF poss5ede un nombre quelconque
Cirr2egulierF non nul de voisins du mGeme niveau/ un parent unique au niveau
k<=/ et un nombre quelconque non nul d!enfants au niveau k"= CIgure JKF7
Quelques 2eclaircissements terminologiques sont n2ecessaires avant d!aller plus loin M
Tout d!abord/ la correspondance entre un sommet et sa repr2esentation sur l!image
est faite grGace 5a son champ r2ecepteur7
D!e#nition ( Un champ r&ecepteur est l&ensemble connexe des pixels de l&image
originale qui sont repr4esent4es par un sommet de la pyramide6 7a un niveau donn4e
9:gure ;<=>
 !"! PRINCIPES ET TERMINOLOGIE   
k
k+1
k-1
Fig# $% & Une r+egion de la pyramide irr+eguli4ere et les cellules auxquelless elle est
reli+ee :m4ere; voisines et =lles>
 a" Pyramide de champs
r.ecepteurs 1 234 5 puis 6
r.egions
 b" Pyramide de graphes
d;adjacence des r.egions
Fig# $? & Correspondance entre champs r+ecepteurs et graphes# Les graphes servent
4a mod+eliser lCinformation# Les champs r+ecepteurs servent 4a la repr+esenter
Dans un but de segmentation. tous les pixels d2un m3eme champ r7ecepteur 8i9e9
d2une m3eme r7egion: ont le m3eme niveau de gris9 L2ensemble des champs r7ecepteurs
d2un niveau k est un partitionnement de l2image originale9
D!e#nition ( LCapex de la pyramide est le niveau le plus +elev+e# Ce terme est pr+ef+er+e
au terme EsommetC qui est utilis+e pour d+ecrire les +el+ements dCun graphe#
En segmentation par pyramide irr7eguli?ere. l2apex peut contenir un nombre n
quelconque 8n  N
 
: de r7egions9
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 !"!# Graphes
L#apport de la th-eorie des graphes pour les pyramides irr-eguli4eres est tout 4a fait
primordial6 L#utilisation des propri-et-es des graphes pour ce type de pyramide est
formalis-ee dans 9Bra; <6 Cette section apporte n-eanmoins les -el-ements n-ecessaires
pour la suite6
D!e#nition ( Un graphe G est un couple >S"A? form-e de deux ensembles disjoints
S @ s
 
" s
!
" %%%" s
n
>n  A? et A @ a
 
" a
!
" %%%" a
m
>m  B? tels que4 !i4 a
i
est une paire
d6-el-ements de S7
S est appel-e ensemble des sommets et A4 ensemble des ar8etes 9:gure <=7a>7
D!e#nition )* Un arc est un lien orient-e
 
qui relie un sommet s
i
?a un sommet s
j
9:gure <=7b>7
D!e#nition )) Un graphe planaire est un graphe que l6on peut repr-esenter dans
un plan sans que des liens 9ar8ete ou arc> se recoupent7
Le voisinage de pixels en EFadjacence donne un graphe planaireH alors qu#en JF
adjacence le graphe est non planaire6 Dans la suite du documentH on utilisera des
graphes non orient-es et des graphes orient-es L
D!e#nition )+ Un graphe non orient,e not-e G>S"A? est un graphe dont la reA
lation sym-etrique entre < sommets s
i
et s
j
est indiqu-ee par un lien bidirectionnel
appel-e ar8ete 9:gure <=7a>7
Par exempleH la relation de voisinage g-en4ere un graphe non orient-e L si s
i
est voisin
de s
j
alors s
j
est voisin de s
i
6
D!e#nition ), Un graphe orient,e not-e G
 
>S"A
 
? est un graphe dont les liens
sont des arcs7 9:gure <=7b> CeuxAci servent ?a mod-eliser une relation qui n6est pas
sym-etrique7
Par la suiteH un graphe nonForient-e repr-esentant le niveau k de la pyramide
sera not-e G9k< @ >S9k<" A9k<?H S -etant l#ensemble des sommets et A l#ensemble
des arOetes6 Un graphe orient-e repr-esentant le niveau k de la pyramide sera not-e
G
 
9k< @ >S9k<" A
 
9k<?H A
 
-etant l#ensemble des arcs6
EnRnH un graphe n#est pas seulement une structure permettant de repr-esenter
des relations entre -el-ements d#un ensemble6 Il permet -egalement de quantiRer les
-el-ements et les relations utilis-es en leur adjoignant des valeurs num-eriques L
D!e#nition )- Un graphe G>S"A? est valu,e s6il est muni d6une fonction V E
V L S "# IR
s
i
"# V >s
i
?
A chaque sommet du graphe est associ-ee une valeur7
 
c!est%&a%dire unidirectionnel
 !"! PRINCIPES ET TERMINOLOGIE  !
 a" Exemple de graphe
non orient1e
 b" Exemple de graphe
orient1e
Fig# $% & Graphes . exemples
D!e#nition () Un graphe G"S"A# est pond$er$e s5il est muni d5une fonction P .
P $ A  ! IR
"s
i
" s
j
#  ! P "s
i
" s
j
#
A chaque ar=ete du graphe est associ>ee une pond>eration#
 !"!# Sous(graphes
Les graphes servent 0a mod4eliser des syst0emes simples ou complexes; notamment
des populations d<entit4es et leurs relations= Cette repr4esentation peut aussi bien
rendre compte d<une situation statique que de l<4evolution d<un ph4enom0ene d4ecrit
par une suite de graphes ou de sousAgraphes= Le type d<4evolution peut Betre vari4e $
r4eduction; contraction; etc= Par la suite nous nous int4eresserons aux m4ecanismes
de contraction de graphes qu<on obtiendra par la d4ecimation de leurs sommets
 
pour permettre la diminution progressive du nombre de r4egions dans le processus
de segmentation=
D!e#nition (* La contraction d5un graphe G"S"A# est une transformation qui
produit un graphe G"S"U D s"B# @avec U # SB @Cgure DEB# B est tel que .
$s
i
" s
j
% "S"U#" "s
i
" s
j
# % B
$s
i
" s
j
% U" "s
i
" s
j
# &% B
$s
i
% S"U" s
j
% U" "s
i
" s# % B
Par commodit4e; les 4el4ements de "S "U# sont appel4es survivants et les 4el4ements
de U non&survivants=
D!e#nition (+ La d$ecimation d5un ensemble de sommets S d5un graphe est une
transformation qui produit un ensemble de sommets T tel que T # S#
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s'
s"
 a" Avant contraction + s
 
et s vont fusionner
s
 b" Apr2es contraction + les
ar4etes sont mises 2a jour
Fig# $% & Exemple de contraction d4un graphe d4adjacence
Nous verrons que la contraction d1un graphe est directement li6ee 7a la notion
d1ensemble stable 9
D!e#nition () Un sous&ensemble X de sommets d4un graphe G est appel;e stable
de G si le sous&graphe G
X
engendr;e par X ne poss<ede pas d4ar=etes# Autrement dit?
deux sommets d4un stable ne sont pas adjacents @Agure $B#eC#
D!e#nition (* Un sous&ensemble X de sommets d4un graphe G est appel;e stable
maximal de G si aucun sommet ne peut lui =etre rajout;e sans perdre la stabilit;e
@Agure $B#dC#
Toute contraction implique la disparition d1un certain nombre de sommets qui
doivent ;etre repr6esent6es par les sommets retenus< Ceci pour pr6eserver les relations
topologiques entre r6egions ainsi qu1un partitionnement de l1image< Ce mode de re>
pr6esentation est li6e 7a la notion d1ensemble dominant 9
D!e#nition +, Un sous&ensemble X de sommets d4un graphe G est appel;e en*
semble dominant si tout sommet du sous&graphe G
X
engendr;e par G  X est
adjacent <a un sommet de X @Agure $B#bC#
D!e#nition +( Un sous&ensemble X de sommets d4un graphe G est appel;e en*
semble dominant minimum s4il est de cardinalit;e minimale# @Agure $B#dC#
D!e#nition ++ Un sous&ensemble X de sommets d4un graphe G est appel;e en*
semble dominant minimal si aucun sommet ne peut lui =etre enlev;e sans rompre
la dominance# @Agure $B#cC#
T!eor/eme ( Un stable maximal est un ensemble dominant minimal @Agure $B#dC#
Remarque 9 l1inverse n1est pas toujours vrai @Agures BC<cD<
 
Dans la litt(erature, s7election des survivants est parfois utilis(e 0a la place de d7ecimation3
 !"! CONSTRUCTION  !
 a" Graphe d)adjacence
 b" Ensemble dominant
 non minimal5 non stable"
 c" Ensemble dominant
minimal  non minimum5
non stable"
 d" Ensemble dominant
minimum  et minimal"5
stable maximal
 e" Stable  non maximal5
non dominant"
Fig# $% & Illustration de sous&ensembles de sommets 4sommets noirs5
 !" Construction
Cette section d+ecrit de mani/ere d+etaill+ee la construction de la pyramide4 Un pre6
mier paragraphe permet de montrer de fa:con intuitive la m+ethode utilis+ee4 Par la
suite= une description des structures de donn+ees utilis+ees ainsi que de l?algorithme
g+en+eral permet de comprendre comment se succ/edent les di@+erentes phases de la
construction4 EnBn= chaque probl+ematique est isol+ee= et les solutions d+evelopp+ees
pour la segmentation d?image sont apport+ees4
 !"!# De l'image au graphe
La base de la pyramide Eniveau FG est +etablie /a partir des relations de voisinage
des pixels de l?image4 L?image +etant construite sur un maillage carr+e= il est naturel
de relier un pixel /a son I6voisinage ou /a son J6voisinage EBgure KLG4 Le graphe
d?adjacence du niveau F est donc un graphe planaire ou non= selon que les arNetes
correspondent aux relations de I ou de J6voisinage4 Ce graphe est non orient+e O une
arNete entre L sommets s
i
et s
j
Eau niveau F= un sommet correspond /a un pixelG
signiBe que s
i
est voisin /a s
j
et r+eciproquement4
L?image originale peut Netre vue comme un r+esultat sur6segment+e O elle comporte
autant de r+egions que de pixels4 Le niveau suivant est obtenu par une croissance en
parall/ele de r+egions
 
dont la cons+equence directe est la diminution de leur nombre4
Chaque sommet du graphe repr+esente cette fois6ci un ensemble connexe de pixels4
Ils sont reli+es entre eux par des arNetes qui mod+elisent leur voisinage4 Les r+egions
 
par des traitements appliqu-es sur le graphe
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peuvent avoir une forme quelconque et le nombre de voisins pour chacune d5elles
peut varier6
 a" # voisinage  b" , voisinage
Fig# $% & Illustration du voisinage 3couleur fonc6ee7 de pixels 3couleur noire7 en
fonction de leur position dans l:image et de la connexit6e utilis6ee
 !"!" Structure de donn,ees
La structure 8el8ementaire choisie est le sommet de graphe6 Chaque sommet re;
pr8esente un pixel =a la base de la pyramide et une r8egion sur chacun des niveaux
sup8erieurs par le biais de son champ r8ecepteur6
Chaque niveau est repr8esent8e par un graphe et une carte de champs r8ecepteurs
correspondante6 Le graphe est un vecteur de structures sommet qui peuvent ?etre
parcourues s8equentiellement ou acc8ed8ees directement par leur indice6 La carte des
champs r8ecepteurs est une matrice de pixels o=u chacun d5entre eux pointe sur le
sommet qui le repr8esente6 La reconstruction des composantes connexes d5une r8egion
8etiquet8ee s @i6e6 repr8esent8ee par le sommet sA se fait par r8ecup8eration de tous les
pixels de la carte des champs r8ecepteurs qui pointent sur s6
Pour chaque sommetC les adjacences avec ses voisins sont repr8esent8ees par un
vecteur de pointeurs sur d5autres structures sommet6 Le lien d5un sommet Els vers un
sommet p=ere est fait 8egalement =a l5aide d5un pointeur6 Lorsqu5aucun traitement top
down n5est eFectu8e
 
C les liens Gsommet p=ere vers sommets Els5 ne sont pas n8ecessaires6
Outre le vecteur de pointeurs vers les sommets voisins et le pointeur vers le
sommet p=ereC la structure sommet est valu8ee par un certain nombre d5attributs des;
criptifs I
 niveau de gris moyen du champ r8ecepteur J
 coordonn8ees du sommetJ
 nombre de voisins J
 surface du champ r8ecepteur @en pixelsA J
 
C!est le cas dans la pyramide irr/eguli2ere traditionnelle
 !"! CONSTRUCTION  !
 seuil local de similarit.e /
 .ecart0type des niveaux de gris du champ r.ecepteur /
 valeur du tirage al.eatoire 8pour la pyramide stochastique: /
 bool.een qui indique si le sommet a au moins un voisin survivant /
 bool.een qui indique si le sommet est survivant<
 !"!# Algorithme g.en.eral de construction
L>algorithme de construction de la pyramide est de type parall?ele @ il peut Aetre
implant.e sur une machine parall?ele en utilisant un langage et des techniques appro0
pri.esB car les traitements qui sont eCectu.es sont locaux et ind.ependants entre eux<
Le traitement est doublement it.eratif @
 d>une partB chaque niveau k E ! est construit ?a partir du niveau kB jusqu>?a
convergence de la pyramide /
 d>autre partB l>algorithme de d.ecimation it?ere un certain nombre de fois sur le
graphe du niveau k avant de converger vers un graphe contract.e repr.esentant
le niveau k E !<
L>algorithme de construction 8algorithme G: est pr.esent.e ici de mani?ere succincteB
aHn de d.egager le s.equencement des diC.erentes phases< D.ecrivons sommairement
chacune des phases de cet algorithme @
 La proc.edure CONSTRUIRE GRAPHE D.ADJACENCE est charg.ee d>initialiser la
structure pyramidaleB c>est0?a0dire de cr.eer le niveau J ?a partir de l>image ?a
traiter en utilisant la G ou K0connexit.e< Le traitement eCectu.e consiste essen0
tiellement ?a .etablir les liens du graphe d>adjacence entre les diC.erents sommets
 
que sont les pixels de l>image @ cr.eation d>un vecteur de pointeurs pour chaque
sommet et mise ?a jour de ces pointeurs<
 L>algorithme est constitu.e d>une boucle principale< Elle correspond au trai0
tement eCectu.e pour chaque niveau de la pyramide< Lorsqu>un niveau est
construitB le nombre de cellules qui le composent est calcul.e< La construction
de la pyramide s>arrAete 8i<e< l>apex est atteint: lorsque deux niveaux successifs
comportent le mAemenombre de cellules @ le processus de d.ecimation a converg.e<
 
Par la suite) les termes sommet) cellule et r)egion ont la m-eme signi/cation1 Leur utilisation
d4epend essentiellement du contexte 7 graphe) structure ou image1
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Algorithme *  Construction de la pyramide1
d!ebut
niveau *+ ,-
CONSTRUIRE GRAPHE D<ADJACENCE>niveau?-
tantque >NON apex? faire
d!ebut
CONSTRUIRE GRAPHE DE SIMILARITE>niveau?-
tant que >nombreIsurvivantsKniveauL d!ecroNOt? faire
d!ebut
DECIMER GRAPHE DE SIMILARITE>niveau?-
fin-
ALLOUER NON SURVIVANTS>niveau?-
METTRE A JOUR SURVIVANTS>niveau?-
niveau *+ niveau Q R-
CONSTRUIRE GRAPHE D<ADJACENCE>niveau?-
apex *+ nombreIr!egionsKniveauL T nombreIr!egionsKniveauL-
fin-
finU
 La boucle principale de l/algorithme4 5i6e6 construction d/un niveau94 comporte
cinq phases successives ;
<6 La proc=edure CONSTRUIRE GRAPHE DE SIMILARITE permet de construire
le sous>graphe de similarit=e ?a partir du graphe d/adjacence apr?es d=etermi>
nation pour chacun des sommets d/un seuil de similarit=e T 5s9 qui lui est
propre et qui d=etermine les voisins susceptibles de pouvoir Aetre fusionn=es
avec lui6
!6 Le traitement qui suit la s=election des voisins similaires est un processus
it=eratif de d=ecimation des sommets du graphe de similarit=e 5proc=edure
DECIMER GRAPHE DE SIMILARITE96 Apr?es chaque d=ecimation partielle du
graphe de niveau k4 le nombre de survivants pour le niveau k D < est
calcul=e6 Lorsque ce nombre ne diminue pas au terme de deux it=erations
successives4 le processus s/est stabilis=e et la d=ecimation du graphe est
termin=ee6
F6 Apr?es la d=ecimation vient l/allocation des sommets non>survivants 5proc=e>
dure ALLOUER NON SURVIVANTS9 ; chaque sommet non retenu pour former
le graphe du niveau sup=erieur est rattach=e ?a un sommet survivant voisin
pour Aetre repr=esent=e par lui6 Les champs r=ecepteurs associ=es fusionnent6
G6 D?es lors que les survivants connaissent les sommets non>survivants dont
ils ont h=erit=es4 leurs attributs peuvent Aetre calcul=es en prenant en compte
leurs propres attributs et ceux de chacun des sommets non>survivants
associ=es 5proc=edure METTRE A JOUR SURVIVANTS96
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"# La derni+ere phase /proc2edure CONSTRUIRE GRAPHE D.ADJACENCE4 recons5
truit le nouveau voisinage du niveau k:; +a l<aide du graphe d<adjacence
du niveau k#
Le processus de construction du niveau k:; est termin2e# Une it2eration identique
peut alors commencer pour construire le niveau k : A en partant du niveau k : ;#
 !"! Construction du graphe d2adjacence original
La construction du tout premier graphe d<adjacence est eBectu2ee en d2ebut de
traitement /proc2edure CONSTRUIRE GRAPHE D.ADJACENCE4# Elle consiste +a appliquer
l<image originale sur la structure de donn2ees choisie et +a constituer ainsi la base de
la pyramide#
Lors de cette phaseF un sommet de graphe est cr2e2e pour chaque pixel# Les attributs
propres +a chaque sommet /x H#A#A4 sont initialis2es de la faJcon suivante K
! niveau de gris du champ r2ecepteur " niveau du gris du pixel L
! coordonn2ees du sommet" coordonn2ees du pixel L
! nombre de voisins " A! !! H ou !! "! M en fonction de la connexit2e choisie et de
l<emplacement du pixel /Ngure !A4 L
! surface " ; pixel L
! 2ecart5type " O L
! le sommet n<a aucun voisin survivant /a priori4 L
! le sommet est non5survivant /a priori4#
Le seuil local de similarit2e est initialis2e par la suite /x H#A# 4# La valeur du tirage
al2eatoire 2egalementF dans le cas de la pyramide stochastique# Les pointeurs sur les
voisins sont initialis2es dans chaque vecteur en prenant en compte la connexit2e utilis2ee
et l<emplacement du pixel /Ngure !A4#
Chaque niveau suivant est un graphe r2eduit du graphe du niveau pr2ec2edent et pos5
s+ede la structure que nous avons vue# Nous allons 2etudier maintenant les m2ethodes
utilis2ees pour r2eduire le graphe niveau apr+es niveau dans le cas de la pyramide
stochastique#
 !"!5 Contraction du graphe d2adjacence
Nous avons 2etudi2eF dans le chapitre AF diB2erentes techniques de Nltrage et de sous5
2echantillonnage permettant de r2eduire la r2esolution dans une pyramide# Dans cette
sectionF nous 2etudions les diB2erentes techniques propres +a la pyramide irr2eguli+ereF
qui permettent de d2ecimer un graphe pour diminuer le nombre de r2egions entre A
niveaux cons2ecutifs#
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Probl%ematique
La r%eduction du nombre de r%egions du niveau k au niveau k 3 4 s5exprime dans
notre approche orient%ee 9graphes5 par la r%eduction du nombre de sommets; Consid%e=
rons dans un premier temps le cas d5un graphe d5adjacence; Le probl?eme consiste ?a
r%eduire de faAcon homog?ene les sommetsB c5est=?a=dire ?a enlever des sommets de faAcon
%equitable sur toute la 9surface5 du grapheB sans p%enaliser ou favoriser une partie de ce
graphe; AEn d5eFectuer une d%ecimation qui prenne en compte les contraintes dict%ees
par
4; la structure pyramidaleB
H; la n%ecessit%e de partitionner l5image en vue d5une segmentationB
il convient de Exer les H r?egles capitales suivantes I
R.egle 0 Deux sommets adjacents au niveau k ne peuvent pas survivre tous les deux
au niveau k 3 42
R.egle 1 Au niveau k4 tout sommet non5survivant doit poss6eder au moins un som5
met de son voisinage qui survit au niveau k 3 42
La r?egle 4 JfacultativeK permet une d%ecroissance signiEcative et r%epartie du nombre
de sommets; Cette d%ecroissance correspond bien ?a une structure pyramidale;
GrMace ?a la r?egle H JobligatoireKB un sommet non=survivant trouve toujours loca=
lement un sommet voisin Jau moinsK survivant; Quel que soit le niveau consid%er%eB
l5ensemble des sommets repr%esente donc bien un partitionnement de l5image JE=
gure O!K;
La notion de 9stable maximal5 vue au x !;4;H r%epond bien au besoin formul%e et
v%eriEe les deux r?egles %enonc%ees I la contraction d5un graphe doit se faire par la re=
cherche d5un stable maximal de ce graphe; La m%ethode choisie peut Metre s%equentielle
ou parall?eleB d%eterministe ou stochastique; Les m%ethodes parall?elesB nous le verronsB
obligent des traitements locaux qui sont tr?es bien adapt%es ?a la nature de l5image;
Comme m%ethode de d%ecimation simpleB on peut utiliser un traitement d%etermi=
niste qui consiste par exemple ?a sous=%echantillonner le graphe de mani?ere r%eguli?ere
JEgure OOK; N%eanmoins cette approche est trop rigide et va ?a l5encontre du but
recherch%e;
Une autre solutionB s%equentielle et purement algorithmiqueB consiste ?a balayer
la suite des sommets du grapheB ?a s%electionner le premier sommet non marqu%eB
?a marquer tous ses voisinsB et ?a rechercher le prochain sommet non marqu%e pour
r%eit%erer le processus jusqu5?a la En de la liste; Apr?es un nombre Eni de balayagesB la
liste ne contient que des sommets marqu%es ou s%electionn%esB et le sous=graphe obtenu
est bien un stable maximal Jx !;4;OK;
EnEnB notons qu5un stable maximal est d5autant meilleur qu5il comporte un
nombre important de sommets; A partir d5un mMeme grapheB il est possible d5ob=
tenir plusieurs stables maximaux JEgure O!K;
Nous allons maintenant %etudier les algorithmes qui permettent leur extraction;
 !"! CONSTRUCTION  !
 a" Graphe initial
 b" Taux d12echantillon5
nage  ! "
 c" Taux d12echantillon5
nage  ! #
Fig# $$ % R'eduction de graphe par sous%'echantillonnage# Exemples 8les sommets et
les ar9etes noirs sont conserv'es;
 a" Contraction totale en
8 2etapes
 b" Contraction totale en
: 2etapes
Fig# $< % Exemple de pyramides de stables maximaux d?un graphe# Les sommets
noirs sont survivantsA les liens verticaux sont des attachements possibles
Principe g(en(eral de d(ecimation
Nous nous restreignons ici aux algorithmes parall3eles de recherche de stable maxi6
mal qui sont fond9es sur le m:eme principe ;algorithme !<=
D(ecimation stochastique de Luby
L?algorithme de Luby ;algorithme  < ALubB C est une application directe du prin6
cipe g9en9eral 9enonc9e dans le paragraphe pr9ec9edent= Soit score;s< la valeur bool9eenne
associ9ee 3a un sommet s=
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Algorithme *  Principe g)en)eral de d)ecimation0
d!ebut
G'k) * +S'k)-A'k)/0
S'k12) 34 50
S 34 S'K)0
tantque +S 3: 5/ faire
d!ebut
S!electionner I- un stable du sous4graphe induit par S sur G'k)0
Ajouter I Ga S'k12)0
Enlever de S- I et tous les sommets adjacents Ga I sur G'k)0
fin0
finK
Algorithme +  D)ecimation de Luby0
d!ebut
I 34 50
faire +en parallGele pour tous les sommets s de S'k)/
d!ebut
calculer d+s/- le degr!e du sommet s0
score+s/ 34 2- avec la probabilit!e P2 * 2M+Nd+s// ou si d+s/ * O0
score+s/ 34 O- avec la probabilit!e PN * 2 4 P2 et si d+s/ 3: 20
si +score+s/ * 2/
alors ajouter le sommet s Ga I0
fin0
faire +en parallGele pour toutes les arPetes +sQi-sQj/ de A'k)/
si +sQi appartient Ga I et sQj appartient Ga I/
alors enlever sQk de I-+k*i-j/ avec min d+sQk/0
I est le stable maximal recherch!e0
finK
La probabilit*e pour un sommet d12etre s*electionn*e dans l1ensemble dominant inter4
m*ediaire est li*ee 5a son degr*e7 La proc*edure de s*election favorise les sommets dont le
degr*e est faible: a;n d1augmenter le nombre de sommets retenus: et obtenir ainsi un
stable de meilleure qualit*e7 Lorsque deux sommets adjacents sont retenus simultan*e4
ment: le traitement doit enlever un des deux sommets avant de proc*eder 5a l1it*eration
suivante7 Pour cette raison: l1algorithme de Luby n1est pas le plus eBcace7
D-ecimation stochastique de Meer et Connelly
Cet algorithme Dalgorithme EF GMeeIJK proc5ede 5a une s*election des extremums
locaux7 Gr2ace 5a son approche probabilistique: il *evite les probl5emes de sym*etrie7
Soit scoreDsF une valeur r*eelle al*eatoire  GN% OK Dsuivant une distribution uniformeF
 !"! CONSTRUCTION  !
associ'ee )a un sommet s. Les sommets sont s'electionn'es en utilisant un extremum
Algorithme *  D"ecimation de Meer et Connelly1
d!ebut
I '( )*
faire /en parall3ele pour tous les sommets s de S8k:;
d!ebut
tirer al!eatoirement score/s;*
si /score/s; = score/s>i; /pour tout i ? /s@s>i; appartient 3a A8k:;;
alors ajouter s 3a I*
fin*
I est le stable maximal recherch!e*
finE
local de la valeur de score)s
i
* )i,e, la valeur maximale dans le sous1ensemble constitu4e
par un sommet et tous ses voisins*, Ainsi7 deux sommets adjacents ne peuvent jamais
9etre choisis simultan4ement pour appartenir au stable interm4ediaire, Aucun retour
arri;ere n<4etant n4ecessaire7 cette m4ethode est plus rationnelle que la pr4ec4edente, Elle
prend en compte implicitement le degr4e d<un sommet @ plus le degr4e d<un sommet
est 4elev4e7 plus la probabilit4e que son score)s* soit sup4erieur ;a tous les tirages de
ses voisins est faible, Apr;es implantation et comparaison des deux m4ethodes7 il s<est
av4er4e que les qualit4es des stables 4etaient identiques, N4eanmoins7 la m4ethode des
extremums locaux est plus rapide et a donc 4et4e conserv4ee par la suite,
La Dgure EF montre sur un support initial de type image )maillage carr4e et H1
voisinage* les diI4erents niveaux d<une pyramide7 construite par recherches succes1
sives de stables maximaux avec l<algorithme de Meer et Connelly,
Fig# $% & R(epartition des sommets de stables maximaux obtenus avec l9algorithme
de Meer et Connelly# Chaque niveau est un stable maximal du niveau pr(ec(edent
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D!ecimation adaptative
Dans la pyramide adaptative pr0esent0ee dans 1Jol4567 le choix des sommets survi<
vants n=est pas fait de mani?ere stochastique mais par rapport au contenu de l=imageB
A chaque sommet s est associ0e un score Dappel0e op!erateur d/int!er0etE qui est 0egal
?a la variance !DsE des pixels du champ r0ecepteur du sommetB A la base de la py<
ramide7 comme chaque sommet est un pixel7 !DsE est calcul0ee sur la fenGetre H  H
repr0esent0ee par le pixel et son !<voisinageB Un sommet survit s=il minimise loca<
lement l=op0erateur d=int0erGet7 c=est<?a<dire s=il est plus uniforme que ses voisinsB Le
sous<graphe calcul0e est aussi un stable maximalB Dans le cas o?u plusieurs sommets
voisins minimisent le score7 la m0ethode a n0eanmoins recours ?a un tirage al0eatoire
pour d0ecider du survivantB
En pratique7 le cas est rencontr0e uniquement lors de la d0ecimation de la base de
la pyramide ou sur plusieurs niveaux pour des zones ou des images uniformesB
Il est int0eressant de noter que puisque la notion de survivance s=eNectue sur un
crit?ere d=homog0en0eit0e Dqui est assez proche de la notion de similarit0eE7 la recherche
du stable maximal est faite directement sur le graphe d=adjacenceB
D!ecimation par r!eseaux de Hop4eld
Un r0eseau de HopQeld est un r0eseau de neurones constitu0e d=unit0es binaires i
Dde valeur R ou SE et reli0ees ?a toutes les autres unit0es j par une connexion qui leur
permet d=0emettre leur 0etat aNect0e d=un poids $
ij
B
Ce r0eseau peut facilement Getre interpr0et0e comme un graphe d=adjacence valu0e
et pond0er0eB HopQeld a montr0e que lorsque certaines conditions sont respect0ees7 le
r0eseau converge toujours vers un 0etat stableB Celui<ci est mesur0e par une 0energie
minimis0ee lorsque la valeur de chaque sommet est mise ?a jour par un traitement
it0eratif7 de la mani?ere suivante U
scoreDs
i
E V
 
!
"
!
#
S si
P
 s
j
#s
i
! A
$
s
j
s
i
scoreDs
j
E ) R
R sinon
Les pond0erations des arcs sont choisies de la faWcon suivante U
$
ij
V!fDX
ij
E avec X
ij
V jgDs
i
E!gDs
j
Ej
gDs
i
E et gDs
j
E sont les niveaux de gris de s
i
et s
j
B f est la fonction d0eQnie par U
fDX
ij
E V
 
"
#
5 si Ds
i
, s
j
E # A et X
ij
$ T
R sinon
T est un seuilB Dans la pratique7 sa valeur est comprise entre Y et SRB L=appli<
cation ?a la contraction de graphe dans les pyramides irr0eguli?eres est directe 1Bis4[6
1Ber4\a6B L=0etat initial du r0eseau de HopQeld peut Getre choisi de mani?ere al0eatoireB
Les exp0erimentations montrent que l=algorithme converge dans la plupart des cas en
 it0erationsB
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Expansion des r+egions
Nous venons d*+etudier le principe de r+eduction du nombre de sommets dans un
graphe d*adjacence8 Dans ce paragraphe: nous allons appliquer la recherche de stable
maximal au partitionnement de l*image8
Dans le processus de r+eduction: pour assimiler une r+egion =a un sommet: il faut res?
pecter l*aspect topologique8 Pour cela: le champ r+ecepteur associ+e =a un sommet sur?
vivant croABt en annexant les champs r+ecepteurs de sommets voisins non?survivants8
Dans notre exemple CDgure E F la partition originale est compos+ee de GH! r+egions
repr+esentant les GH! pixels de l*image8 A chaque r+egion est aJect+e un sommet du
graphe d*adjacence8 Au cours des niveaux successifs: le nombre de sommets diminue:
diminuant ainsi le nombre de r+egions8
Fig# $% & Pyramide de champs r2ecepteurs# La coloration des r2egions n9a pas de
signi:cation intrins;eque et permet uniquement de distinguer leurs fronti;eres
 !"!# Construction du graphe de similarit5e
Nous avons vu comment g+erer la dualit+e sommet & r2egion dans la construction
pyramidale8 Il faut maintenant adapter ce traitement au contenu de l*image: c*est?
=a?dire prendre en compte non seulement la notion d*adjacence entre r+egions: mais
+egalement leur similarit+e8
Graphe de similarit+e non orient+e
Le processus de segmentation doit permettre de respecter l*homog+en+eit+e des ni?
veaux de gris dans chaque r+egion8 Cette homog+en+eit+e passe par la similarit+e des
r+egions qui fusionnent8
Pour prendre en compte les caract+eristiques de l*image: chaque stable maximal
est extrait =a partir d*un graphes de similarit+e et non plus du graphe d*adjacence8
En d*autres termes: les r=egles P et Q: d+eDnies en x G8Q8R doivent Aetre respect+ees
maintenant sur le graphe de similarit+e CDgure ESF8 N+eanmoins: le graphe d*adjacence
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reste toujours utilis+e pour m+emoriser le voisinage des r+egions et e3ectuer les mises
5a jour des adjacences apr5es les fusions7 Le crit5ere de similarit+e entre deux r+egions
 a" Une image    munie
de son graphe d0adjacence
 b" Le graphe de simila6
rit8e correspondant
 c" En noir: les sommets
d0un stable maximal
Fig# $% & Graphe de similarit2e non orient2e et stable maximal
voisines peut :etre de natures di3+erentes ou :etre une combinaison de plusieurs crit5eres
simples fond+es par exemple sur <
 le contraste moyen des pixels de la fronti5ere >
 le niveau de gris moyen des r+egions >
 la distance du centre du p5ere potentiel aux centres de ses ?ls potentiels @HonBCD7
Nous avons utilis+e un crit5ere de similarit+e C
h
simple7 Soit GGS#AH le graphe
dJadjacence7 et Le graphe de similarit+e HGS#BH est d+e?ni par <
!Gs
p
# s
q
H " A# Gs
p
# s
q
H " B ssi jgGs
p
H$gGs
q
Hj % T
g
Autrement ditL deux sommets sont similaires si leur di3+erence de niveaux de gris
est inf+erieure 5a un seuil global T
g
7 Ce crit5ere est sym+etrique et par cons+equent le
graphe de similarit+e est non orient+e7 T
g
doit :etre choisi de faOcon empirique par lJutiliP
sateur7 De cette valeur seuil d+ependent grandement les r+esultats de la segmentation
Gx C7R7SH7 N+eanmoinsL une m+ethode propre 5a la pyramide irr+eguli5ere stochastique
a +et+e d+evelopp+ee pour automatiser son calcul en fonction du contenu de lJimage
@ChoTRD7
Si T
g
est ?x+e 5a sa valeur maximale GURRHL quel que soit le contenu de lJimageL le
graphe de similarit+e est identique au graphe dJadjacence7 En revancheL dans la majoP
rit+e des images trait+eesL ?xer ce seuil dans des limites raisonnables revient 5a +eliminer
lJar:ete reliant U sommets dissimilaires voisinsL +evitant ainsi la fusion ind+esir+ee des U
champs r+ecepteurs correspondants7
Ce seuil global est une premi5ere r+eponse 5a la prise en compte du contenu de
lJimage7 Ce crit5ere donne de bons r+esultats pour des types dJimages bien particuliersL
mais reste limit+e par son manque dJadaptativit+e7 On peut voir sur certaines images
de synth5ese G?gure SBH queL parce que les co:uts de fusions ne sont pas optimis+esL
certains biais peuvent :etre introduits par son utilisation @MonBTD7
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Dans l'exemple choisi0 comme le d2egrad2e est faible 8deux colonnes successives c
et c ; ! ont des niveaux de gris g8c< et g8c< ; !< et que T
g
# jg8c<!g8c< ; !j 8i>e>
T
g
# !<0 les fusions ne se font pas dans un ordre qui maximise la similarit2e ? au lieu
de fusionner tout d'abord verticalement 8jusqu'Aa constituer autant de r2egions
 
que
de colonnes de pixels<0 les fusions se font 2egalement horizontalement> Le ph2enomAene
s'2etend sur d'autant plus de colonnes que T
g
est grand>
Fig# $% & Probl,eme pos1e par la similarit1e non orient1ee sur la segmentation d7un
d1egrad1e
C'est dans le but d'optimiser les coEuts de fusions que Montanvert et al utilisent un
critAere de similarit2e d2eGni localement> La localit2e des traitements g2enAere un graphe
de similarit2e orient2e0 comme l'explique le paragraphe suivant>
Graphe de similarit,e orient,e
Un critAere de similarit2e d2eGni localement permet d'avoir un traitement mieux
adapt2e aux particularit2es de l'image> La m2ethode propos2ee dans IMonJKL est la
suivante ? dans le graphe d'adjacence0 chaque sommet partage son voisinage en M
classes ?
!> les voisins qui lui sont similaires N
M> les voisins qui lui sont non similaires>
A partir du graphe d'adjacence G8S&A<0 chaque sommet s calcule0 uniquement
en fonction de ses voisins V 8s<0 quel va Eetre son propre seuil de similarit2e T 8s<> Ce
seuil local est la diP2erence maximale entre son niveau de gris et le niveau de gris
d'un voisin0 au delAa de laquelle ce voisin est consid2er2e comme non similaire>
Vient ensuite la phase de construction du graphe de similarit2e>Un nouveau graphe
G
 
8S& "< est constitu2e0 avec tous les sommets du graphe d'adjacence et aucun arc
8A
 
R "<> La cr2eation des arcs de A
 
est ePectu2ee comme suit ?
#s $ S&#s
i
$ V 8s<8s& s
i
< $ A
 
ssijg8s
i
<!g8s<j % T 8s<
Autrement dit0 si s
i
est similaire Aa s
j
0 s
i
pourra potentiellement fusionner avec
s
j
> Ceci0 quelle que soit la similarit2e vue par le sommet s
j
> Si s
j
est aussi similaire
 
d!"ecart(type nul
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"a s
i
$ la relation est sym/etrique et chacun des deux sommets peut potentiellement
fusionner avec l9autre: En g/en/eral$
jg=s
i
>!g=s>j " T =s> #$ jg=s>!g=s
i
>j " T =s
i
>
puisque les deux seuils sont calcul/es "a l9aide de voisinages qui ne se recouvrent que
partiellement =?gure @A>: Notons que ce traitement peut Cetre ex/ecut/e en parall"ele
sur toute l9image:
Comme le montre la ?gure EF$ l9utilisation du seuil local permet de favoriser les
meilleures fusions: la segmentation du d/egrad/e est correcte:
 a" Un graphe de simila/
rit1e non orient1e
 b" Exemple de graphe de
similarit1e orient1e corres/
pondant
Fig# $% & Graphe de similarit2e orient2e
Fig# 56 & D2egrad2e segment2e correctement avec l:utilisation du seuil local
L9utilisation du seuil local n9entraCHne pas l9abandon du seuil global T
g
: T
g
est en
quelque sorte une limite de s/ecurit/e au del"a de laquelle deux sommets adjacents sont
consid/er/es non similaires mCeme si leur diK/erence en niveaux de gris est inf/erieure au
seuil local T =s>: Prenons le cas d9un sommet de niveau de gris clair qui ne poss"ede que
des sommets voisins de niveaux de gris fonc/es: Le sommet en question va partager son
voisinage en deux classes M une consid/er/ee comme similaire
 
et l9autre non$ bien que
tous ses voisins aient un niveau de gris tr"es diK/erent du sien: Il est n/ecessaire d9avoir
un seuil absolu pour /eviter les fusions erron/ees provoqu/ees par un seuil local trop
/elev/e: Cette valeur est une diK/erence de niveaux de gris et peut donc th/eoriquement
 
contenant les sommets les plus similaires d.un ensemble de sommets quoi qu.il en soit non
similaires1
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prendre des valeurs absolues comprises entre 2 et 344 inclus5 Exp8erimentalement9
sur les images trait8ees9 le seuil global de similarit8e T
g
est compris entre ; <dans le
cas extr=eme de l>image IRMB et ;25
La m8ethode de partage du voisinage d>un sommet en deux classes est la suivante E
soit s un sommet et v
i
ses n voisins <2  i % nB ordonn8es dans une liste9 tels que
jg<sB"g<v
i
Bj  jg<sB"g<v
i !
Bj #i' 2  i % n"G
La liste <v
"
' v
!
' ( ( ( ' v
n #
' v
n !
B peut =etre divis8ee en n"G couples de listes E
<<v
"
' ( ( ( ' v
l
B' <v
l !
' ( ( ( ' v
n !
BB #l' 2  l % n
A chaque couple est associ8e un couple de similarit8es moyennes <m
!
<lB'm
#
<lBB
d8eJnies par E
m
!
<lB K
l
X
i$"
jg<sB"g<s
i
Bj
lL G
m
#
<lB K
n !
X
i$l !
jg<sB"g<s
i
Bj
n"l"G
Le seuil local est alors d8eJni par E
T <sB K
n !
max
l$"
<jm
!
<lB"m
#
<lBjB
Autrement dit9 cet algorithme commence par 8etablir une liste croissante des difN
f8erences de niveaux de gris entre le sommet 8etudi8e et chacun de ses voisins5 A l>aide
de cette liste9 on recherche la valeur pour laquelle la diO8erence entre la moyenne des
diO8erences inf8erieures Pa ce seuil9 et la moyenne des diO8erences sup8erieures Pa ce seuil
est maximale <Jgure ;GB5
Stable et noyau
L>utilisation de graphes orient8es voudrait que l>on utilise une terminologie diO8eN
rente pour indiquer un stable maximal E
$ d>une part9 l>ensemble dominant est remplac8e par l>ensemble absorbant Q
$ d>autre part9 le stable est remplac8e par le noyau5
N8eanmoins9 nous continuons d>utiliser le terme Sstable> car dans certains cas <JN
gure ;3B9 il n>est pas possible9 dans un graphe orient8e9 de trouver un noyau
%
5 TBraV4W
propose de relaxer la rPegle G <x ;5354B pour donner E
R.egle 0 L!ensemble des survivants doit 0etre minimal dans le sens o1u il doit accro03tre
le moins possible un stable maximal pour qu!il devienne un ensemble absorbant7
 
La condition qui garantit la pr.esence d1un noyau est que le graphe ne poss4ede pas de circuit
d1ordre impair6
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Fig# $% & Calcul du seuil local de similarit3e# Le co5ut maximal ne correspond pas
syst3ematiquement au saut maximal# Le seuil local du sommet 3etudi3e est 3egal ;a %<=>#
Seuls les sommets %= @= A et $ sont estim3es similaires au sommet 3etudi3e
 a" graphe constitu/e d1un
circuit impair
s
 b" Un noyau constitu/e
d1un seul sommet  en
noir" ne respecte pas la
r7egle 8 9 s ne peut se rac:
crocher 7a aucun survivant
 c" Pour respecter la r7egle
8= il faut rajouter un som:
met au sous:graphe qui
devient alors un ensemble
absorbant  en noir"
Fig# $@ & Probl;eme pos3e par les graphes orient3es
 !"!# Allocation des sommets non0survivants
Nous avons d*ecrit comment d*ecimer les sommets d2un graphe en prenant en
compte les caract*eristiques de l2image 7i8e8 la similarit*e entre les r*egions98 Nous
avons d*e:ni pour chaque sommet un sous;ensemble de voisins avec lequel il peut
potentiellement fusionner8 Dans ce paragraphe? nous voyons comment se fait la fusion
eAective des r*egions8
Comme le graphe contract*e est un stable maximal? chaque sommet non;survivant
possDede au moins un voisin survivant auquel se rattacher8 Le but de la segmentation
*etant de constituer des r*egions homogDenes? chaque sommet non;survivant va fusion;
ner avec son voisin survivant le plus similaire 7:gures !F8a et b98 Ces regroupements
donnent lieu Da la cr*eation d2un graphe d'attachement qui est une forGet constitu*ee
d2arbres d2attachement8 Ces arbres sont soit des sommets isol*es? soit des *etoiles 7:;
gure !F8c98 On note I7s9 l2arbre d2attachement form*e du sommet s survivant et des
 !"! CONSTRUCTION  !
non$survivants ,eventuels  V /s01 attach,es 4a s5
Ce traitement est e8ectu,e par la proc,edure ALLOUER NON SURVIVANTS5 Elle com$
porte un tirage al,eatoire qui permet de choisir parmi plusieurs survivants lorsque
ceux$ci sont identiquement similaires 4a un non$survivant voisin5
Le sommet survivant s@kA /choisi par les sommets non$survivants s
i
@kA0 devient
ensuite le sommet s@k B CA1 p4ere de s@kA et de s
i
@kA5 En terme de r,egions1 la fusion
correspond au regroupement des champs r,ecepteurs des sommets non$survivants
avec le champ r,ecepteur du survivant auquel ils se rattachent5
 a" Graphe de simila-
rit/e orient/e2 Les sommets
noirs constituent le stable
maximal  sommets survi-
vants"
 b" Exemple d:allocation
des non-survivants2 Les
;<eches indiquent le choix
de chaque sommet non-
survivant
 c" Graphe d:attachement
correspondant> constitu/e
de ? arbres dont @ sommet
isol/e et A /etoiles
Fig# $% & Allocation des non&survivants
 !"!# Mise (a jour des sommets survivants
Lors de la mise en place du graphe G@kBCA comprenant les survivants de G@kA1 les
attributs de chaque p4ere p  S@k B CA sont calcul,es 4a lHaide des attributs de ses Ils
f
i
 S@kA /i5e5 les attributs des sommets de son graphe dHattachement05 Le traitement
global correspond aux mises 4a jour suivantes K
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 champ r(ecepteur,
cr-p.k / 012 3
 
i
cr-f
i
.k12
 !"!# Reconstruction du graphe d3adjacence
Nous avons vu l:extraction -=a partir du niveau k2 des sommets du niveau k / 0
puis l:attachement des sommets non?survivants, Avant de r(eit(erer le processus de
construction -pour obtenir le niveau k / B2C il reste =a cr(eer les adjacences entre les
sommets du niveau k/0, G.k/ 01 est cr(e(e =a partir de G.k1 et du graphe d:attache?
ment, La r=egle de cr(eation des arGetes d:adjacence est la suivante H
!s
i
' s
j
" S.k / 01' -s
i
' s
j
2 " A.k / 01ssi-I-s
i
2'I-s
j
22 " A.k1
Autrement ditC deux sommets survivants sont voisins au niveau k/0 si leurs arbres
d:attachement sont voisins au niveau k -Jgure KK2, Le voisinage entre arbres d:at?
tachement est d(eJni de la mani=ere suivante H B arbres I
i
et I
j
sont voisins s:il
existe -s
l
' s
m
2 " A tel que s
l
" I
i
et s
m
" I
j
, Apr=es la cr(eation des adjacencesC
G-S'A2.k / 01 est le graphe du niveau suivant, Si Card-G.k / 012 #3 Card-G.k12C
le traitement (etudi(e dans ce chapitre doit alors reprendre pour d(eJnir G.k / B1C =a
commencer par la proc(edure CONSTRUIRE GRAPHE DE SIMILARITE,
 !"!56 Du graphe 8a l3image
La visualisation de la segmentation =a chaque niveau de la pyramide passe par
la reconstruction sur le support image -i,e, les pixels2 de la partition =a partir des
informations contenues dans le graphe, Chaque sommet de l:apex d(eJnit un arbre
dans la pyramideC dont les pixels sont les feuilles, Chaque pixel prend le niveau de
gris de sa racineC grGace au pointeur sur son sommet racine,
 !" Multipyramides et consensus
Le fait d:utiliser une m(ethode de segmentation non d(eterministe permet =a partir
d:une mGeme image d:obtenir une grande vari(et(e de r(esultats qui diQ=erent sensible?
ment, Cet aspect stochastique n:est d:ailleurs pas sans rappeler les traitements non
d(eterministes de notre syst=eme visuelC capable de segmenter des sc=enes d:une faRcon
qui diQ=ere d:un individu =a l:autre H positionnement des contours des objetsC nombre
d:objetsC etc,
Dans un cadre g(en(eral et partant de segmentations diQ(erentes d:une mGeme imageC
.MeeUV1 tente d:extraire une r(eponse unique appell(ee image de consensus et qui ap?
proxime au mieux la segmentation statistiquement la plus probable, Cette m(ethode
est ensuite reprise dans .MonUBa1 o=u les auteurs construisent l:image de consen?
sus =a partir de plusieurs r(esultats sensiblement diQ(erents obtenus avec la pyramide
 !"! MULTIPYRAMIDES ET CONSENSUS   
 a"
Les adjacences entre sur-
vivants et non-survivants
sont oubli3ees
 b" 4 survivants adjacents
restent adjacents
 c" Le non-survivant s5at-
tache 7a un des 4 sur-
vivants8 permettant ainsi
leur adjacence
 d" Chaque non-survivant
s5attache 7a son voisin sur-
vivant8 permettant l5adja-
cence des 4 survivants
 e" Une seule adjacence
est conserv3ee entre les 4
survivants
 f" L5adjacence entre 4
non-survivants est oubli3ee
Fig# $$ % Exemple de cr/eation des adjacence du niveau sup/erieur# Les sommets noirs
sont survivants
irr#eguli(ere stochastique0 Le principe est simple 5
 A partir de chaque r#egion de l8apex: une carte de contours pond#er#es est #etablie0
Sur cette carte: la valeur d8un pixel est d8autant plus #elev#ee que ses pixels
voisins n8appartiennent pas (a la m>eme r#egion que lui 5 de cette fa@con: les pixels
(a l8int#erieur des r#egions sont blancs alors que les pixels sur le bord des r#egions
sont plus ou moins sombres ABgure CD0cE0
 Plusieurs cartes de contours pond#er#es sont calcul#ees (a l8aide de plusieurs pyraH
mides0 Puis: pour chaque coordonn#ee Ax! yE de l8image: la valeur des pixels des
cartes de contours pond#er#es est cumul#ee pour former l8image de consensus qui
est en fait une accumulation d8images0 Dans cette image: un pixel est d8auH
tant plus sombre qu8il appartient (a une fronti(ere localis#ee au m>eme endroit
dans plusieurs images de contours pond#er#es0 En revanche: les fronti(eres qui
apparaissent peu souvent au m>eme endroit lors de plusieurs r#ealisations de la
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pyramide vont donner des contours plus clairs2 donc moins robustes 45gure
789:
 Un seuillage simple de l<image de consensus permet d<obtenir les contours les
plus probables2 les plus signi5catifs et les plus robustes >Mon@AbB:
 a" Image origi*
nale
 b" Apex de la py*
ramide
 c" Contours pon*
d8er8es
Fig# $% & Carte de contours pond3er3es pour l5image de consensus
 a" Consensus de  
images
 b" Consensus de !
images
 c" Consensus de
"# images
 d" Consensus de
 # images
Fig# $7 & Convergence des images de consensus
 ! Implantation
Dans cette section2 nous abordons les deux techniques qui ont GetGe utilisGees pour
l<implantation de la pyramide irrGeguliHere:
 ! ! IMPLANTATION  !
 ! !" Structure plate
Bien que la structure plate ne soit pas optimale1 elle permet d3implanter la pyra5
mide de fa7con assez simple tout en utilisant un minimum de place en m9emoire: Le
m<eme graphe initial est mis ?a jour niveau apr?es niveau: Etant donn9e que tous les
sommets Csurvivants et non5survivantsD restent dans la liste durant la construction
de la pyramide1 il convient de distinguer1 avec un attribut bool9een1 les sommets
vivants Cceux appartiennant au graphe du niveau courant et devant <etre trait9esD des
sommets morts Cceux n3ayant pas surv9ecu sur l3un des niveaux pr9ec9edentsD:
Cette structure permet une gestion particuli?ere des champs r9ecepteurs H la struc5
ture sommet poss?ede un lien qui permet ?a chaque sommet Cmort ou vivantD d3<etre
reli9e ?a son sommet p?ere Ci:e: le sommet qui le repr9esente au niveau courantD: Chaque
lien est remis ?a jour si n9ecessaire1 niveau apr?es niveau: Le graphe comporte ainsi des
liens de voisinage et des liens de parent9e CIgure J D:
Lorsqu3un sommet survit sur plusieurs niveaux1 ses attributs Cqui au d9epart
concernent le pixel repr9esent9e par le sommetD1 sont relatifs ?a son champ r9ecepteur:
Lorsque l3apex de la pyramide est atteint1 chacun des sommets Ci:e: autant qu3il
y a de pixels dans l3imageD prend le niveau de gris de son sommet repr9esentatif: La
reconstruction de la composante connexe de chaque r9egion est alors imm9ediate par
identiIcation des pixels portant le m<eme label Cen l3occurrence le m<eme niveau de
grisD: L3utilisation de cette structure am?ene deux inconv9enients majeurs H
K: Un seul niveau de la pyramide est connu ?a la fois: Aucun retour arri?ere n3est
possible durant la construction:
N: Les temps de traitements sont 9elev9es H le nombre de sommets du graphe reste
constant de niveau en niveau: L3implantation s9equentielle oblige ?a balayer tous
les sommets pour ne traiter que les vivants:
Ces consid9erations ont permis de mettre en Ouvre une v9eritable structure dyna5
mique:
 ! !, Structure dynamique
Dans la structure dynamique propos9ee1 tous les niveaux construits sont dispo5
nibles simultan9ement: Lorsqu3un graphe de niveau k est d9ecim9e1 un graphe de niveau
k Q K est cr9e9e1 comprenant uniquement les sommets survivants du niveau k puis les
ar<etes d3adjacence mises ?a jour: CIgure RJD:
Ainsi1 les liens de voisinage de chaque sommet Ci:e: les pointeurs vers d3autres
structures sommetD peuvent <etre cr9e9es dynamiquement ?a chaque niveau H un nombre
minimal de liens CS par exempleD est allou9e ?a chaque sommet: Lors du rattache5
ment des sommets non5survivants aux sommets survivants1 des liens suppl9emen5
taires peuvent <etre allou9es dynamiquement en fonction du besoin Cpar groupe de
S par exempleD: Par cons9equent1 cette m9ethode apporte une r9eponse pratique au
probl?eme th9eorique pos9e par le degr9e illimit9e des sommets: La limitation est li9ee
 ! CHAPITRE () PYRAMIDE IRR
-
EGULI
1
ERE
 a" Etape ' ( les sommets survi1
vants  en noirs" et les sommets
non1survivants  en blanc" et les at1
tachements  traits gras"
 b" Etape 7 ( les sommets morts  en
gris" subsistent ainsi que leurs liens
de champ r:ecepteur  en gras"; Les
traits =ns repr:esentent les nouvelles
adjacences
Fig# $% & Principes de la structure pyramidale plate# Les deux 7gures pr8esentent le
m9eme graphe lors de deux niveaux successifs
"a la taille de la m*emoire vive disponible2 Les liens de voisinage des niveaux d*ej"a
construits peuvent 9etre lib*er*es s:ils ne sont pas r*eutilis*es par la suite2
Le temps de traitement d:un niveau ainsi que l:espace m*emoire n*ecessaire pour le
m*emoriser d*ecroissent exponentiellement en montant dans la pyramide2 Une image
>?@ >?@ est trait*ee en A> sec2 La construction des B premiers niveaux prend respecC
tivement D@E F et B sec2 EnsuiteE le temps d:aHchage est plus long que la construction
par elleCm9eme2
 !" Exp&erimentations
Cette partie concerne l:*etude exp*erimentale des diK*erents m*ecanismes de construcC
tion de la pyramide irr*eguli"ere stochastique2 Dans notre *etudeE les pyramides construites
sur un graphe d:adjacence d*epourvu d:information image
 
sont distingu*ees de celles
construites "a partir d:une image2
 !"!# Convergence
La construction de la pyramide s:arr9ete lorsque > niveaux successifs comportent
le m9eme nombre de r*egions2 Respecter ce principe am"ene g*en*eralement deux cons*eC
quences g9enantes O
D2 La seconde moiti*e de la pyramide a un r9ole presque n*egligeable dans le procesC
sus de r*eduction du nombre de r*egions PQgure A R2 En revancheE en fonction de
la structure de donn*ees utilis*eeE les temps de traitement et la place m*emoire
requis peuvent 9etre importants2
 
Dans ce cas& l(image originale peut 1etre assimil2ee 3a une image uniforme
 !"! EXP
&
ERIMENTATIONS  !
"# Les fusions e,ectu/ees vers l3apex de la pyramide sont plus cons/equentes que
celles r/ealis/ees plus bas < le degr/e des voisinages faible in>ue alors sur la si?
milarit/e# On observe souvent un ph/enomBene de cascade n/efaste < par exempleC
le nombre de r/egions semble se stabiliser# Puis une fusion particuliBere relance
la construction de la pyramide sur plusieurs niveaux avec g/en/eralement des
fusions aberrantes#
Pour ces raisonsC les r/esultats pr/esent/es utilisent un autre critBere d3arrEet pour
Ftronquer3 la pyramide# L3apex de la pyramide est atteint si
CardGkH CardGk I !H %
CardGJH
&
En pratiqueC nous utilisons & L "JJJ# Il permet d3atteindre l3apex si " niveaux
successifs ont moins de " r/egions de di,/erence pour une image NO!NOC ou P" r/egions
de di,/erence pour une image "QN!"QN# En se reportant Ba l3exemple /etudi/e GRgure O H
et en consid/erant une hauteur moyenne de !" niveaux pour les pyramides Ftronqu/ees3C
les approximations faites sont les suivantes < Soit '
n
le taux global de r/eduction au
niveau n d/eRni par
'
n
L
CardGJH
CardGnH
La comparaison de la pyramide initiale Gde hauteur !TH avec la pyramide tron?
qu/ee Gde hauteur !"HC donne '
 !
L !T) Q et '
 "
L !T# La di,/erence du nombre de
r/egions est de TQ soit environ PU du nombre de r/egions des apex# Nous sommes ainsi
convaincus queC cette approximation rend la m/ethode plus rapide et plus stable#
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Fig# $% & Nombre de r.egions en fonction des niveaux pour une segmentation de
l:image ;muscle:# La pyramide supprimant les petites r.egions diminue nettement son
nombre de r.egions
 ! CHAPITRE () PYRAMIDE IRR
-
EGULI
1
ERE
Pour la plupart des images0 la segmentation comporte un nombre important de
toutes petites r4egions5 Ce ph4enom8ene est d9u au bruit pr4esent dans l:image et au
manque de pr4e<traitement =lissage>5
Par cons4equent0 pour donner aux pixels incrimin4es l:opportunit4e de fusionner
naturellement avec un de leurs voisins0 notre choix est de traiter ces r4egions 8a un
niveau pas trop bas de la pyramide5 Au cinqui8eme niveau =la taille moyenne d:une
r4egion est alors de D 8a !E pixels en fonction de la connexit4e et du seuil utilis4es>0
le graphe de similarit4e est modiF4e de telle sorte que ces r4egions soient consid4er4ees
similaires 8a tous leurs voisins5 Par la suite0 le processus de rattachement permettra
8a une r4egion non survivante0 de se rattacher 8a sa voisine la plus similaire5
La Fgure H montre l:eIet de ce traitement sur les fusions5 La diI4erence de hauteur
des ! pyramides s:explique par le grand nombre de racines qui appauvrissent le
graphe de similarit4e dans le cas de la pyramide sans suppression des r4egions d:un
pixel5
EnFn0 on remarque qu:en r8egle g4en4erale0 les pyramides construites sur une H<
connexit4e ont une hauteur plus 4elev4ee que les pyramides construites sur une  <
connexit4e 8a raison d:un ou deux niveaux en plus dans la majorit4e des cas5 Ceci
except4e0 on ne note pas de biais caus4e par l:utilisation d:une connexit4e plut9ot que
d:une autre5
 !"!# D%ecimation
Nous nous int4eressons ici au processus de d4ecimation et 8a son 4evolution au cours
de la construction des diI4erents niveaux de la pyramide5 Les r4esultats pr4esent4es ont
4et4e obtenus avec l:algorithme de Meer et Connely5 La Fgure HN5a montre la diI4erence
entre les taux de d4ecimation =ou rapport de contraction>  obtenus sur un graphe
d:adjacence G
 
 !
de ODDPO sommets sur un maillage carr4e0 avec la H et la  <connexit4e5
 est d4eFni par Q
 RkS T
Card=k U>
Card=k>
Ces r4esultats sont le moyennage de UE it4erations =pour chaque connexit4e> qui ont
g4en4er4e UE pyramides de graphes tr8es l4eg8erement diI4erentes
  
5 Notons P
"
et P
#
les !
s4eries de pyramides construites sur la H et la  <connexit4e5 Il est int4eressant de noter
les P points suivants Q
U5  est plus 4elev4e avec P
#
qu:avec P
"
pour la construction des ! premiers ni<
veaux =D0PD contre !0WW>5 Cela s:explique par le degr4e de voisinage qui est =en
moyenne> double sur la base de la pyramide5
!5 Pour P
"
et P
#
0  a des valeurs tr8es proches0 des niveaux P 8a W5 Pour ces D
niveaux0 les topologies de P
"
et P
#
sont tr8es ressemblantes bien que P
#
poss8ede
environ ! fois moins de sommets que P
"
5
 !
sans prise en compte de l-information image
  
On parle 1egalement de r1ealisations lorsque plusieurs sorties sont d1eriv1ees d-une m5eme entr1ee6
 !"! EXP
&
ERIMENTATIONS  !
!" D$es les niveaux  et / 0respectivement pour P
 
et P
!
67 on observe une oscillation
de ! " Nous expliquons ce ph=enom$ene par le nombre trop faible de donn=ees
utilis=ees pour calculer nos statistiques ?
Toutes les r=ealisations de P
!
comportent au moins / niveaux" A"BC des r=ealiD
sations comportent BC niveaux7 E"BC des r=ealisations comportent BE niveaux"
Toutes les r=ealisations de P
 
comportent au moins  niveaux"  "BC des r=ealiD
sations comportent / niveaux7 !"BC des r=ealisations comportent BC niveaux"
De plus7 sur les derniers niveaux7 les donn=ees disponibles portent sur des vaD
leurs faibles 0# BC6 dF=ecartDtype =elev=e"
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Fig# $% & Taux de d-ecimation sur un graphe d7adjacence comportant 9::;9 sommets
 !"!# In&uence du seuil global
Le r=esultat des segmentations d=epend fortement du seuil global T
g
utilis=e" Plus T
g
est =elev=e7 plus le crit$ere de similarit=e entre les r=egions est relKach=e et plus des r=egions
dissimilaires ont la possibilit=e de fusionner entre elles" Par cons=equent7 le nombre de
r=egions d=ecroKLt plus vite" La Mgure NC montre la d=ecroissance du nombre de r=egions
pour plusieurs seuils lors de la segmentation de lFimage OmuscleF" On remarque les
=el=ements suivants ?
 La hauteur de la pyramide 0tronqu=ee6 est peu sensible $a la valeur du seuil"
 Le nombre de r=egions augmente exponentiellement lorsque le seuil diminue
lin=eairement"
 Le saut entre les niveaux N et Q correspondant $a la prise en compte des r=egions
monoDpixel7 est dFautant plus faible que le seuil est =elev=e" En eSet7 pour T
g
=elev=e7 les r=egions de ce type sont moins nombreuses car elles ont une probabilit=e
plus grande de trouver une r=egion voisine similaire vers le bas de la pyramide"
La d=ependance au seuil global est illustr=ee par la Mgure NB qui montre des segD
mentations de lFimage OmuscleF pour ! T
g
diS=erents"
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Fig# $% & Nombre de r.egions par niveau en fonction du seuil global9 pour la segmen&
tation de l:image ;muscle:
 a" T
g
 !"# $%&' r)egions  b" T
g
 #"# 112' r)egions
 c" T
g
 $"# &1$ r)egions
Fig# $< & Segmentations pour di>.erents seuils de l:image# ;muscle:9 en ?&connexit.e
 !"! Degr'e des sommets
Le degr'e th'eorique d.un sommet de la pyramide irr'eguli6ere est non born'e8 Il d'e:
pend tr6es fortement du contenu de l.image comme le montre a titre d.exemple la
>gure ?@8 Le degr'e moyen reste faible dans tous les casA alors que le degr'e maximal
peut varier de faCcon chaotique8 Sur l.exemple donn'e en >gure ?@8aA il est obtenu pour
une image prise en !:connexit'e avec une valeur de  E8 En revancheA la >gure ?@8b
montre que le voisinage reste born'e Ginf'erieur 6a HEI d6es lors que la pyramide est
construite sur un graphe d.adjacence qui permet de respecter une distribution 'equi:
tablement r'epartie des sommets survivants8
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Fig# $% & Evolution du degr1e des sommets pour la pyramide de l7image 8muscle7 :a;
et pour la pyramide d7une image uniforme :b;# Les valeurs moyennes des degr1es ainsi
que les valeurs maximales sont donn1ees pour un graphe initial en B ou C&connexit1e
 !"!" In%uence des tirages al1eatoires
Nous remarquons ,-gure !/0 l2e3et des tirages al7eatoires sur la non8r7ep7etabilit7e
des r7esultats; Nous nous int7eressons particuli=erement =a la variabilit7e des r7esultats
pour un m?eme niveau et =a l27evolution de cette variabilit7e au cours des di37erents
niveaux;
Etant donn7e la grande di37erence entre le nombre de r7egions des di37erents niveauxB
on peut relativiser leur 7ecart8type en calculant les coeDcients de variations associ7es;
Ceux8ci donnent alors l27ecart en pourcentage par rapport =a la moyenne F
CV GkH I
#,Card,k00
M,Card,k00
Dans le cas de pyramides de graphes d2adjacence ,i;e; sans contenu image0B le
CV reste assez faible sur les / premiers niveaux ,inf7erieur =a OP0; Par la suiteB il
augmente assez fortement pour atteindre !RP pour PO au niveau S et /TP pour P 
au niveau  
 !
,-gure !O;a0; Cette disparit7e s2explique par le faible nombre de r7egions
sur ces niveaux o=u une di37erence de quelques r7egions entra?Une une variation 7elev7ee
en pourcentage;
 !
toutes les r'ealisations ont au moins cette hauteur
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Fig# $% & In)uence du tirage al2eatoire sur le r2esultat de la segmentation# Les apex
comportent respectivement :;<= :<>= $?$= :<$= :@A et :<@ r2egions# T
g
" #$= :&
connexit2e
Dans le cas de pyramides d2images 4construites sur l2image 8muscle29: les CV
ont des valeurs beaucoup plus faibles 4inf>erieures ?a @A pour les # premiers niveaux
4Cgure DEFb99F La valeur culmine ?a #A ?a l2apexF La chute du CV au niveau ! est
due ?a la prise en compte des petites r>egionsF Un pourcentage >elev>e de fusions est dJu
?a leur traitement 4comme on peut aussi le voir Cgure E 9F Le ph>enom?ene de fusion
de ces r>egions constitu>ees d2un pixel est assez robuste entre plusieurs r>ealisationsF
Cette robustesse r>eduit ponctuellement la variabilit>e des r>ealisationsF
 !"!# R%esultats exp%erimentaux
Des r>esultats comparatifs entre m>ethodes sont propos>es au chapitre MF ACn de
discuter qualitativement sur les r>esultats obtenus avec la m>ethode >etudi>ee: nous
avons choisi l2image 8muscle2 Cgure DDF Le traitement permettant d2obtenir les images
de cette Cgure a >et>e initialis>e avec un seuil T
g
" #D: en  Pconnexit>eF On remarque
que les fusions sont de tr?es bonne qualit>e jusqu2au niveau E: et que la croissance se
fait de faScon homog?ene: avec tout de mJeme des vitesses diT>erentes dans le fond tr?es
clair: les Cbres sombres et les Cbres clairesF
Au niveau E: malgr>e un rapport de contraction >elev>e 4de l2ordre de ## depuis la
base de la pyramide9: aucune fusion erron>ee n2est pr>esenteF Par la suite: ce type de fuP
sions apparaJVtF Les cercles blancs indiquent des fronti?eres s>emantiquement correctes
qui disparaissent au niveau suivantF Dans ce cas: les Cbres sombres sont d>efavoris>ees
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 b" Pyramides construites sur l.image muscle
Fig# $% & Robustesse de la d1ecimation# Les graphiques indiquent le pourcentage de
variation du nombre de r1egions pour chaque niveau; lors de la construction de <
pyramides
car les discontinuit.es qui les s.eparent sont beaucoup plus faibles que T
g
3 L5utilisa6
tion du seuil local permet dans un premier temps une croissance de ces r.egions 9a
l5int.erieur de chacune de ces ;bres3 Ensuite
 !
= la fusion est in.evitable entre ;bres
voisines3
La croissance dans les ;bres claires est beaucoup plus anarchique3 Ceci est d@u
9a leur forte texture3 Le passage du niveau BC au niveau BD voit la perte du peu
d5information qui subsistait sur les ;bres claires3
On observe un autre ph.enom9ene F 9a l5int.erieur de plusieurs ;bres claires= la crois6
sance reste bloqu.ee depuis le niveau G jusqu59a l5apex= sans entit.e correspondante
visible3
Le r.esultat ;nal comporte un certain nombre de r.egions bien segment.ees Ila moiti.e
 !
en dernier recours) en quelque sorte
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sup$erieure droite de l,image01 Un post4traitement sp$eci6que permettrait sans doute
de r$ecup$erer l,int$egrit$e des cellules sombres1 En revanche< dans le cas des cellules
claires< l,information est tr>es d$egrad$ee depuis de nombreux niveaux< et la mauvaise
segmentation est irr$eversible1
 !" Discussion et conclusion
Au cours de la construction de la pyramide< un double ph$enom>ene pr$ejudiciable
>a la segmentation est observ$e C
 d,une part< des discontinuit$es signi6catives sur l,image originale ont tendance
>a disparaDEtre F
 d,autre part< des fronti>eres apparaissent dans des r$egions assez homog>enes1 Ce
ph$enom>ene incontournable est $egalement constat$e sur l,image de synth>ese de
la 6gure IJ qui pr$esente une suite de d$egrad$es identiques1
 a" Image com)
portant . d0egrad0es
tr2es contrast0es
 b" Segmentation
avec un seuil trop
faible: Trop de r0e)
gions
 c" Avec un seuil
plus 0elev0e= les r0e)
gions sont moins
nombreuses
 d" En augmentant
encore le seuil= les
quatre r0egions fu)
sionnent 2a tort
Fig# $% & Probl,ematique de la pyramide irr,eguli6ere sur une image de synth6ese
Une segmentation correcte devrait fournir quatre r$egions1 En eKet< l,image repr$e4
sente quatre d$egrad$es parfaitement continus< s$epar$es par de fortes discontinuit$es1
La construction de la pyramide se d$eroule de la faMcon suivante C les fusions s,op>erent
tout d,abord verticalement par colonnes de pixels pour satisfaire le crit>ere de simila4
rit$e C
h
$evalu$e sur le seuil adaptatif1 Lorsque chaque colonne de pixel est construite<
les fusions se poursuivent horizontalement entre colonnes voisines1 Le niveau de gris
de chaque r$egion est recalcul$e C il prend la valeur moyenne de l,ensemble des pixels
qui la composent1 On observe alors une divergence des niveaux de gris entre r$egions
voisines1 Lorsque la valeur de la divergence est sup$erieure >a T
g
< toute fusion est
 !"! DISCUSSION ET CONCLUSION  !
rendue impossible. Si on augmente la valeur de T
g
4 la largeur des bandes verticales
augmente alors que le nombre de r7egions diminue. D9es que T
g
est assez 7elev7e pour
que toutes les r7egions formant un d7egrad7e fusionnent4 les quatre r7egions correspon<
dant aux quatre d7egrad7es de l>image fusionnent 7egalement car elles poss9edent toutes
le m?eme niveau de gris moyen.
Dans le chapitre suivant4 nous proposerons une m7ethode qui permet de r7esoudre
ce probl9eme d>7ecole et d>am7eliorer la segmentation d>images naturelles.
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Fig# $$ % Pyramide irr-eguli0ere de l1image 2muscle1# Seuls les niveaux de 9 0a :$
sont repr-esent-es# Les contours des r-egions sont marqu-es en noir# Les cercles blancs
indiquent la limite de A r-egions qui vont fusionner 0a tort dans le niveau sup-erieur
Chapitre (
Coop*eration r*egions.contours
En ce qui concerne les r+esultats de segmentation1 nous avons vu les probl5emes po6
s+es par les fusions erron+ees8 Nous avons not+e +egalement que1 dans plusieurs images1
des fusions pertinentes +etaient progressivement rendues impossibles8
Pour pallier ce probl5eme1 nous introduisons des notions autres que celles qui
mettent en ;uvre un crit5ere de similarit+e entre des r+egions adjacentes8 Notre id+ee
consiste 5a d+eterminer les contours signi=catifs 5a la base de la pyramide1 5a transmettre
et 5a faire +evoluer cette information 5a tous les niveaux de la construction8 Cette
information compl+ementaire permettra dAinterdire des fusions erron+ees et de forcer
des fusions correctes8
BC
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 !" Principes de coop-eration
Le graphe de similarit-e d-ecrit au chapitre pr-ec-edent 1x 234356 est coh-erent3 Aussi9
dans le travail pr-esent-e9 son utilisation est conserv-ee3 Un m-ecanisme compl-ementaire
est d-evelopp-e pour mettre <a jour ce graphe ponctuellement9 a>n de prendre d?avan@
tage en compte les informations pr-esentes dans l?image3 La m-ethode doit donner les
possibilit-es suivantes C
D3 Fusionner 4 r-egions non similaires3 C?est le principe de la fusion impos(ee3
43 EmpHecher la fusion de 4 r-egions similaires3 C?est le principe de la fusion
emp*ech(ee3
Ces principes doivent intervenir <a bon escient9 lorsque le graphe de similarit-e
1construit <a l?aide du crit<ere de similarit-e C
h
6 v-ehicule une information qui est
obsol<ete9 comme dans l?exemple du d-egrad-e en x 2353
L?information utilis-ee pour mettre <a jour le graphe de similarit-e va Hetre stock-ee
sur le graphe d?adjacence3 En eLet9 chacune des arHete peut Hetre pond-er-ee pour re@
pr-esenter un certain nombre d?attributs propres <a d-ecrire qualitativement et quan@
titativement cette adjacence3
 !" Coop&eration r&eduite
Dans une premi<ere approche exp-erimentale9 nous avons rajout-e un attribut 1ap@
pel-e qualit(e de voisinage Q6 quanti>ant les discontinuit-es 1-el-ements de contours6
pr-esentes sur l?image originale3 Q pond<ere chaque arHete sous la forme d?une informa@
tion binaire3 C?est une fonction de la diL-erence du niveau de gris de deux sommets
adjacents s
i
ets
j
3 Soit C 1coHut69 cette diL-erence3 On a C
C1s
i
# s
j
6 P jg1s
i
6"g1s
j
6j
Q est initialis-ee de la mani<ere suivante C Soit T
g
le seuil global de similarit-e3 Entre
deux sommets s
i
et s
j
9 Q1s
i
# s
j
6 P Q1s
j
# s
i
6 et peut prendre deux valeurs C
Q1s
i
# s
j
6 P
 
!
"
D si C1s
i
# s
j
6 & T
g
Q sinon
L?utilisation deQ est faite <a travers l?-evaluation d?un nouveau crit<ere C
d
charg-e de
d-eterminer les discontinuit-es entre r-egions3 Q est utilis-ee de deux faRcons diL-erentes C
D3 d?une part pour empHecher des fusions valides au sens de C
h
et invalides au
sens de C
d
S
43 d?autre part pour provoquer des fusions invalides au sens de C
h
et valides au
sens de C
d
3
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La gestion du nouvel attribut Q1s
i
" s
j
2 et du nouveau crit4ere C
d
a 5et5e implant5ee8
Plusieurs probl4emes inh5erents 4a l;aspect binaire de cette information sont apparus =
 A l;initialisation tout d;abord = 4a quel niveau k
init
de la pyramide fautAil initiaA
liser les Q1s
i
" s
j
2B Si k
init
est trop bas 1k
init
D E par exemple2G toutes les fortes
discontinuit5es de l;image dues au ph5enom4ene de bruit sont prises en compte
comme des 5el5ements de contour8 Si k
init
est trop 5elev5eG certaines discontinuit5es
signiHcatives entre sommets auront d5ej4a disparu J
 A l;utilisation ensuite = comment doivent Ketre choisis le 1ou les2 niveau1x2 k
util
pour le1s2quel1s2 les fusions impos5ees et empKech5ees doivent intervenir en utiliA
sant les pond5erationsB
 EnHnG il existe un probl4eme 4a la mise 4a jour = quelle doit Ketre la logique 5etaA
blissant la mise 4a jour des Q1s
i
" s
j
2 du niveau k M N en fonction des Q1s
i
" s
j
2
du niveau kB
Nous n;avons trouv5e aucune r5eponse r5eellement satisfaisante 4a une des trois quesA
tions 5enonc5ees ciAdessus8 D;une partG k
init
et k
util
paraissent tr4es d5ependants de
l;image trait5ee et ne donnent pas de r5esultats satisfaisants8 D;autre partG la mise 4a
jour doit s;eQectuer sur des donn5ees binaires non quantiHablesG induisants des prises
de d5ecisions trop exp5editives8
De cette premi4ere approche de coop5eration r5egionsAcontoursG nous conservons
par la suite les notions de qualit5e de voisinage et de crit4ere de discontinuit5e8 Dans le
paragraphe suivantG nous d5eveloppons une coop5eration plus rationnelle et formalis5ee8
 !" Coop&eration &etendue
Dans la m5ethode de coop5eration pr5esent5ee RBer TUG nous distinguons V phases =
N8 le calcul d;une carte d;5el5ements de contour I
c
de l;image originale J
W8 la pond5eration du graphe d;adjacence de la base de la pyramide par les inforA
mations donn5ees par I
c
J
!8 la mise 4a jour d;un niveau 4a l;autre des pond5erations du graphe d;adjacence J
V8 l;utilisation des pond5erations qui vont
 tout d;abord empKecher certaines fusions J
 ensuite provoquer certaines fusions8
Apr4es avoir comment5e ces diQ5erentes phasesG nous choisirons un d5etecteur de
contours appropri5e8
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 !"!# Pond(eration du graphe d2adjacence
La carte des contours utilis/ee doit 0etre binaire2 Comme il s5agit de pond/erer les
ar0etes du graphe d5adjacence induit par la ! ou :;connexit/e des pixels= ces contours
doivent 0etre du type @processus de ligne5 Ax B2B2CD pour d/ecrire une discontinuit/e
prenant en compte C pixels voisins2 Par la suite= cette discontinuit/e est appel/ee
 el ement de contour par opposition Fa un  el ement de r egion constitu/e de C
pixels similaires2
La carte des /el/ements de contour est mise en correspondance Apixel Fa pixelD avec
le graphe d5adjacence de l5image initiale AGgure HI2a et bD2 Chaque ar0ete est pond/er/ee
avec un couple de valeurs Ar! cD= r et c repr/esentant respectivement la quantit/e d5/el/e;
ments de r/egion et d5/el/ements de contour de la frontiFere commune Fa deux r/egions2
Toutes les ar0etes du graphe correspondant Fa un /el/ement de la carte des /el/ements de
contours sont initialis/ees avec le couple Ar! cD M AN! OD2 Inversement= toutes les ar0etes
du graphe qui ne correspondent pas Fa un /el/ement de contour sont initialis/ees avec
le couple Ar! cD M AO! ND AGgure HI2cD2
 a" Portion de l,image
initiale
 b"
0
El0ements de contours
 couples noirs"
(0,1)
(1,0)
(1,0)
(1,0)
(1,0)
(1,0)
(1,0)
(1,0)
(0,1)
(0,1)
(0,1)
(1,0)
 c" Pond0eration des
ar6etes par  r! c!
Fig# $% & Initialisation des pond1erations du graphe d5adjacence
La pond/eration du graphe permet d/esormais de conna0Qtre la quantit/e de disconti;
nuit/e entre deux r/egions par rapport Fa la longueur totale de la frontiFere commune Fa
ces deux r/egions Ai2e2 rRcD2 AprFes la phase d5initialisation la pyramide irr/eguliFere est
construite et utilis/ee comme auparavant2 Cependant= la mise Fa jour des pond/erations
Ar! cD et leur utilisation pour aTner le graphe de similarit/e se feront Fa chaque niveau2
 !"!5 Mise 8a jour du graphe de similarit(e
A la construction de chaque niveau= le graphe de similarit/e G
 
AkD est dans un
premier temps mis Fa jour comme pr/ec/edemment= c5est;Fa;dire Fa l5aide du seuil de
similarit/e global et du critFere de similarit/e local2
Ensuite= un critFere de discontinuit/e C
d
d/etermine si la pond/eration d5une ar0ete
par Ar! cD conduit Fa interdire ou Fa favoriser une fusion V le critFere C
d
permet d5enlever
ou de rajouter des arcs sur le graphe de similarit/e /etabli Fa l5aide du critFere C
h
2
Notons que pour deux sommets adjacents v
i
et v
j
= Ar! cD
v
i
M Ar! cD
v
j
V le critFere C
d
est
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sym%etrique contrairement au crit0ere C
h
1 C
d
est d%e3ni de la mani0ere suivante 6
 A chaque niveau de la pyramide: le ;ou les< arcs entre deux r%egions sont enlev%es
de G
 
;k< si le nombre d@%el%ements de contours est trop %elev%e par rapport au
nombre d@%el%ements de r%egions1 L@%evaluation choisie consiste 0a Boter un arc si
#c % r1 # est un coeCcient pond%erateur qui permet de prendre en compte d@une
faEcon plus ou moins importante les informations de discontinuit%e par rapport
aux informations d@homog%en%eit%e1 Si # % G: les contours utilis%es jouent un rBole
important dans le processus de coop%eration 6 un nombre r%eduit d@%el%ements de
contour sur une fronti0ere homog0ene entre deux r%egions interdit une fusion
possible au sens du crit0ere C
h
1
 Lorsqu@il n@y a plus d@arc dans le graphe de similarit%e G
 
;k< ;i1e1 l@apex de
la pyramide est atteint<: l@information ;r' c< permet d@en cr%eer1 Cela se proJ
duit lorsque deux r%egions de niveau de gris non similaires au sens de C
h
 
ne
comportent pas de fronti0ere signi3cative sur l@image originale 6 deux arcs sont
rajout%es entre deux sommets si le nombre d@%el%ements de r%egion est assez %elev%e
par rapport au nombre d@%el%ements de contour1 L@%evaluation choisie consiste 0a
rajouter des arBetes si #c ! r1
 !"!" Mise 'a jour des pond0erations
La mise 0a jour eLectu%ee entre les niveaux k et kMG est simple ;3gure !N< 6 une arBete
du niveau kMG repr%esente une ou plusieurs arBetes i du niveau k1 Par cons%equent: la
mise 0a jour des pond%erations d@une arBete s@%ecrit 6
;r' c<
k! 
P ;
X
i
r
i
'
X
i
c
i
<
k
L@information de fronti0ere entre sommets du niveau k qui fusionnent entre eux
n@est plus n%ecessaire au niveau k M G et n@est donc pas transmise dans la pyramide
;3gure !N<1
Fig# $% & Exemple de mise /a jour inter&niveaux des pond8erations
 
C!est le cas par exemple lors de la segmentation d!une zone d3egrad3ee
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 !" Utilisation de d-etecteurs existants
Dans notre approche- les contours n0ecessaires pour pond0erer les ar3etes du graphe
d5adjacence peuvent 3etre obtenus 9a partir de d0etecteurs fonctionnant sur la recherche
des maximums locaux de la norme du gradient =x >?>?@A?
 !"!# Recherche des sous-maximums locaux
Les d0etecteurs d0elivrent des cartes de contours d50epaisseur @ pixel- il faut donc
chercher- pour chaque pixel de contour- son voisin le plus apte pour former un
0el0ement de contour de D pixels?
Les D 0el0ements de contours ont une probabilit0e maximale d5appartenir 9a D r0egions
voisines si le couple s5obtient en recherchant- pour chaque pixel de la carte des
contours- son voisin dans la direction des gradients dont la norme du gradient est
maximale =sousEmaximum localA? La recherche d5un sousEmaximum s5eFectue dans
les directions compatibles avec la connexit0e choisie pour initialiser la pyramide H
verticale- horizontale et diagonales pour la JEconnexit0e K verticale et horizontale pour
la LEconnexit0e?
Notons que cette recherche est peu co3uteuse puisqu5elle utilise la carte des maxiE
mums locaux seuill0es- la carte des normes des gradients et la carte de la direction
des gradients qui sont des r0esultats d0ej9a fournis par la majorit0e des d0etecteurs de
contours?
La Ngure O ?a montre avec deux couleurs diF0erentes les maximums extraits avec le
d0etecteur de Deriche et les sousEmaximums associ0es? Des r0esultats comparatifs entre
m0ethodes sont propos0es au chapitre P? Une approche int0eressante consisterait 9a utiE
liser les maximums de l5image de consensus obtenue 9a partir de plusieurs pyramides
stochastiques? Cette image donne des informations int0eressantes sur la localisation
et la force des contours dans l5image?
 !"!3 Recherche des 4el4ements de contour
L5association de chaque maximum local 9a un sousEmaximum local ne suSt pas 9a
pond0erer compl9etement le graphe d5adjacence m3eme lorsque le contour est continu?
Une pond0eration non compl9ete peut induire des Tfuites5 entre r0egions?
Soit l- la longueur de la fronti9ere entre D r0egions =c5est 9a dire le nombre d5ar3etes
qui leurs sont communesA et n le nombre d50el0ements de contour entre ces D r0egions?
Lorsque le contour est vertical ou horizontal- l V n- il y a autant d50el0ements de
contour que d5ar3etes d5adjacence entre les D r0egions potentielles et l50etanch0eit0e est
garantie? =Ngure !W?aA?
Lorsque le contour est diagonal =ou change de directionA- n " l? Il faut pond0erer
toutes les ar3etes entre maximums et sousEmaximums adjacents comme des ar3etes
correspondant 9a des 0el0ements de contour =Ngure !W?bA?
N0eanmoins- cette condition ne suSt pas toujours 9a obtenir l50egalit0e l V n- que
ce soit en L ou en JEconnexit0e? Une solution consiste 9a 0etudier de faYcon pr0ecise le
 ! ! D
#
ETECTION DE CONTOURS PAR LANCER DE SEGMENTS  !
 a" Carte des )el)ements de contours
 chaque )el)ement est compos)e d3un
pixel noir et d3un pixel blanc"
 b" R)esultat de la segmentation
Fig# $% & Coop*eration r*egion&contour avec l4op*erateur de Deriche
voisinage de chaque maximum a1n de choisir le nombre de sous5maximums voulus
jusqu78a 9etanch9eit9e compl8ete<
 ! D#etection de contours par lancer de segments
Les raisons pour lesquelles nous avons d9evelopp9e un d9etecteur de contours sp9eci5
1que 8a la coop9eration sont les suivantes >
 Les d9etecteurs fournissent des contours qui sont assez continus lorsque les
discontinuit9es sont fortesA et absents lorsqu7elles sont faibles< La croissance de
r9egions en parall8ele de la pyramide g8ere assez bien les fortes discontinuit9es< En
revancheA elle n9ecessite des informations de contours lorsque les discontinuit9es
sont faibles<
 Les contours utilis9es pour la coop9eration doivent Detre nombreux mDeme s7ils ne
sont pas continus< La croissance de r9egions doit pouvoir s7appuyer localement
sur des 9el9ements de contours plus qualitatifs que quantitatifs<
 Les d9etecteurs de contours les plus performants n9ecessitent un param9etrage
complexeA adapt9e 8a chaque type d7image< Nous d9esirons une m9ethode plus
adaptative<
Le d9etecteur de contours sp9eci1que que nous avons mis en Fuvre permet de
conserver toutes les propri9et9es inh9erentes 8a la structure pyramidale irr9eguli8ere et 8a
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 a" Sur un contour hori,
zontal ou vertical1 les 3el3e,
ments de contour  not3es
M 6trait gras8 S" cou,
vrent toutes les ar9etes de
la fronti;ere
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 b" Sur un contour dia,
gonal1 des 3el3ements de
contour doivent 9etre ra,
jout3es  traits hachur3es"
pour couvrir toutes les
ar9etes de la fronti;ere et
3eviter les fuites
M M
M MS
S
S
MS
 c" Certaines con@,
gurations ne peuvent pas
9etre r3esolues directement
et laissent appara9Atre des
trous  B;eche"
Fig# $% & Probl,eme d0extraction des 7el7ements de contour sur une image de deux
r7egions contrast7ees en 9&connexit7e
sa mod'elisation -Mon /b12
 ! !" Op%erateur "D vs op%erateurs .D
Ce d'etecteur de contours consiste 7a trouver dans l9image; des couples de pixels
adjacents qui constituent localement un contraste signi@catif2 Chacun de ces couples
forme ainsi un 'el'ement de contour 'el'ementaire qui a une probabilit'e 'elev'ee d9apparteC
nir 7a une chaDEne de contour2 Contrairement aux d'etecteurs de contours traditionnels;
celuiCci d'elivre un ensemble de couples de pixels plutDot que des chaDEnes de pixels2
En consid'erant un 'el'ement de contour sous un angle relatif 7a l9approche Gr7egions9;
nous 'emettons l9hypoth7ese que les deux pixels de cet 'el'ement appartiennent 7a deux
r'egions diI'erentes J@gure KLM2 GrDace 7a ce lien de structure entre r'egions et 'el'ement
de contour; une coop'eration possible entre ces entit'es peut Detre 'etablie2
Les d'etecteurs de contours classiques utilisent g'en'eralement comme support de
base 7a leur recherche; une fenDetre rectangulaire d9une taille donn'ee qui est d'eplac'ee
dans l9image2 Une telle d'ecomposition de l9image permet des traitements locaux qui
d'egagent des caract'eristiques en utilisant une information spatiale de dimension /2
Cependant; l9utilisation de sousCensembles donn'ees par les fenDetres soul7event deux
probl7emes majeurs Q
L2 La taille pr'eCd'e@nie des fenDetres Jpar exemple les masques de convolution LaC
placiens R  RM qui correspondent 7a un seuil implicite2
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ETECTION DE CONTOURS PAR LANCER DE SEGMENTS   
 a"  pixels formant
une discontinuit2e si3
gni5cative    
 b"    appartiennent
8a  r2egions distinctes
Fig# $% & Relation entre r/egions et contours
!" La complexit.e d0utiliser des outils et des crit4eres appropri.es pour .etudier des
environnements !D 7Pav !9"
Notre algorithme d.etecte des caract.eristiques sur un support monodimensionnel >
le segment de droite" Il y a quelques ann.eesA une approche de type monodimensionnel
a d.ej4a .et.e propos.ee pour eCectuer un seuillage adaptatif sur l0image 7Qui F9 > les
auteurs utilisent des cam.eras ligne qui fournissent un signal monodimensionnel de
GF! octets" Pour chaque ligneA leur algorithme extrait toutes les d.eclivit.es Hvariations
de niveaux de gris entre deux extremums locauxI" Cet ensemble de d.eclivit.es leur
permet de construire un histogramme qui donne leur nombre en fonction de leur
amplitude" Cet histogramme est en g.en.eral bimodal" Leurs exp.erimentations fournit
l0heuristique suivante > la vall.ee situ.ee entre les deux modes correspond au seuil
4a adopter pour la ligne trait.ee" Notre approche utilise un principe procheA mais
stochastique"
 ! !" Principe du d,etecteur
Une image num.erique I est une matrice de pixels sur une grille o4u peut Metre
d.eNnie un ensemble Nni S de tous les segments discrets possibles HNgure O!I" Pour
une image de taille N  N A le nombre de segments de taille l HF % l ! NI est
CardHSI P
N
 
 HN
 
"FI
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Fig# $% & Exemples de " segments
Chaque segment s de longueur l appartenant 3a S est un ensemble connexe de
pixels ordonn8es9 num8erot8es de ! 3a l   : s ; s
 
# $ $ $ # s
l !
< Le sens de parcours
du segment9 et donc la fa?con dont les pixels sont num8erot8es est arbitraire< Une
correspondance est d8eAnie entre S et F 9 F 8etant lBensemble des fonctions discr3etes
fCxD# Cx ; !# $ $ $ # l   D de dimension  appel8ees proAls CAgure E"D< Ce sont les
fonctions de niveaux de gris des pixels qui appartiennent au segment correspondant
de longueur l<
 a" Segments traversant des
discontinuit1es fortes  !"3 faible
 #" et du bruit  $"
 b" Les pro8ls correspondants
montrent des discontinuit1es si9
gni8catives pour  !" et  #"
Fig# $1 & Segments et pro5ls divers
Le long de chaque segment s ! S9 et donc pour chaque fonction f ! F 9 nous
voulons rechercher sBil existe une caract8eristique signiAcative< Le nombre de segments
qui traversent un pixel est en OCN
"
D< La longueur de ces segments varie de G 3a N <
De cette fa?con9 la contribution et la valeur de chaque pixel C3a une zone homog3ene
ou h8et8erog3eneD sont 8etudi8ees 3a travers de nombreuses r8esolutions et distributions
spatiales< Traiter CardCSD de mani3ere exhaustive nBest pas envisageable CCardCSD ;
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Algorithme *  D"etecteur stochastique de contours0
d!ebut
Carte)des)contours ./ 01
R!ep!eter un grand nombre de fois
d!ebut
Choisir al!eatoirement : point A dans l<image 1
Choisir al!eatoirement un angle a dans =>?@ PIC 1
Choisir al!eatoirement une longueur l dans =D?NC 1
Calculer B? le point situ!e Ga distance l de A? sur une direction a 1
Construire le segment s H =A?BC1
D!eduire f de s1
Chercher JfJiK et fJiL:KK qui v!erifient C 1
si JJfJiK1 fJiL:KK existeK alors
Ajouter l<!el!ement de contour Js)i?s)iL:K Ga Carte)des)contours1
fin1
finQ
O"N
 
##$ aussi nous proposons de traiter un sous0ensemble S
 
repr4esentatif$ dont les
4el4ements s sont choisis de fa8con al4eatoire dans S9
 ! !" Algorithme
Une fa8con simple d;obtenir un sous0ensemble S
 
est de choisir al4eatoirement des
couples de points "P
!
% P
"
# qui$ lorsqu;ils sont reli4es$ d4e=nissent un segment9 Un al0
gorithme sp4eci=que ?BreABC permet un calcul pr4ecis et rapide pour construire les
segments9 Cette m4ethode n;est pas optimale car elle introduit deux art4efacts F
 9 Un eGet de bord dHu Ia la probabilit4e non uniforme d;un pixel Ia Hetre travers4e par
un segment9 Des approximations doivent Hetre faites pour r4eduire le ph4enomIene
?BerLMC9
M9 Une r4epartition non 4equiprobable des directions des segments dans l;image
?DorNOC ?KraL C9
Les problIemes sont r4esolus si le tirage al4eatoire d;un couple de pixels d4e=ni par
"x"P
!
#% y"P
!
#% x"P
"
#% y"P
"
##$ est remplac4e par le tirage al4eatoire d;un pixel$ d;une
direction et d;une longueur d4e=nis par "x"P
!
#% y"P
!
#% (% l#9 Ce quadruplet permet de
calculer le point P
"
qui peut se situer ou non dans l;image9 S;il est ext4erieur Ia l;image$
seule la partie int4erieure du segment est trait4ee9
Pour chaque segment s$ un critIere C peut Hetre 4evalu4e sur les valeurs de f"x# pour
d4eterminer s;il passe par un contraste signi=catif a=n de d4eduire s;il traverse ou non
un contour9 Le traitement eGectu4e est it4eratif "algorithme N#9 Chaque it4eration peut
d4etecter un ou plusieurs 4el4ements de contour9
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La longueur du segment joue un r1ole important sur l4amplitude de l45el5ement de
contour trouv5e8 Les petits segments ont la capacit5e de d5etecter des 5el5ements de
contours faibles ou des discontinuit5es dues ;a la pr5esence de texture =>gure ?@8bA8 Les
segments de grande taille font ressortir les fortes discontinuit5es8 AinsiC une m1eme
r5egion est trait5ee ;a diD5erentes 5echelles8 Le nombre de tirages eDectu5es sur une image
a 5et5e d5etermin5e de faFcon empirique H nous avons choisi Card=S
 
A de l4ordre de N
 
8
Pour une telle valeurC le processus est bien stabilis5e visuellement et le temps de
traitement reste raisonnable
 
=>gure ?JA8
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Fig# $% & Nombre d./el/ements de contours d/etect/es en fonction du nombre de segments
lanc/es
 ! !" Crit'ere de discontinuit/e adaptatif
Le crit;ere C a 5et5e choisi de faFcon ;a 1etre adaptatif ;a chaque segment8 C peut
1etre soit un crit;ere uniqueC soit un crit;ere multiple fond5e sur des lois heuristiques
ou statistiques8 C ne doit pas inclure de seuil ou de param;etre statique a>n que
chaque segment conserve sa capacit5e d4autoKadaptation8 L4algorithme recherche le
=ou lesA couple=sA de pixels s
m
et s
m!"
dont les niveaux de gris f
m
et f
m!"
forment
le contraste maximal G
Max
sur le segment H
G
max
L max
i#$%&&&%l! 
=jf=iA!f=iM  AjA
Le crit;ere s5electionne les discontinuit5es signi>catives en utilisant m
f
la moyenne et
+
f
l45ecartKtype des contrastes de f H Si G
max
, m
f
M +
f
C alors s
m
et s
m!"
sont
marqu5es sur la carte des 5el5ements de contour8
 
De l#ordre de '( secondes pour une image 2(3 2(3 sur une station graphique SUN SPARCs>
tation (?
 !"! APPLICATION AUX IMAGES DE PROFONDEUR  !"
 ! ! Prise en compte du bruit
Nous avons am+elior+e l0algorithme de base en le rendant plus robuste au bruit
7Ber9:b;<
Le probl>eme rencontr+e concerne les contr@oles de coh+erence >a appliquer sur les
+el+ements de contour d+etect+es< Ce probl>eme se pose syst+ematiquement en segmenD
tation d0imageE quelles que soient les approches et les techniques utilis+ees< Il s0agit
d0avoir des traitements peu sensibles au bruit et >a la texture Hd+etect+ee par les peD
tits segmentsI< Avec l0algorithme initialE notre m+ethode est tr>es sensible au bruit
HKgure LL<aI< AKn de ne conserver que des +el+ements de contour assez s@ursE nous
utilisons l0information apport+ee par les segments voisins parall>eles O lorsqu0un couple
HfHmI" fHmP II v+eriKe le crit>ere CE les deux couples voisins parall>eles Hun de chaque
c@ot+eE dans la direction de 7s
m
" s
m !
;I doivent g+en+erer un gradient de m@eme signe que
le couple HfHmI" fHm P  II HKgure L:<aI< Si ouiE l0+el+ement de contour potentiel est
marqu+e sur la carte des contours HKgure L:<aIE sinon il est rejet+e HKgure L:<bI< Les
r+esultats sont ainsi nettement am+elior+es HKgure LL<bI<
 a" El%ement de contour retenu  b" El%ement de contour rejet%e
Fig# $% & Prise en compte du bruit
La Kgure LS montre les +el+ements de contour d+etect+es pour l0image Tmuscle0 ainsi
que la segmentation obtenue avec cette coop+eration< Des r+esultats comparatifs entre
m+ethodes sont propos+es au chapitre S<
 !" Application aux images de profondeur
Les images de profondeurs ou range images sont des images o>u le niveau de gris
d0une entit+e est proportionnel >a sa distance au capteur< Dans ce type d0imageE on
rencontre essentiellement des contours en escalier Hobjet en premier plan se d+ecouD
pant sur un arri>ereDplan +eloign+eI et des gradients de force variable Hobjet volumineux
ayant une continuit+e en profondeurI<
L0image utilis+ee pour les tests est donn+ee en Kgure LV avec son histogramme
des niveaux de gris et un proKl caract+eristique< La pyramide irr+eguli>ere classique
est assez g@en+ee par les gradients tr>es +etendus HKgure L9I< La coop+eration r+egionsD
contours r+esout en grande partie ce probl>eme HKgure S!I<
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 a" Les &el&ements de contours sont
nombreux 234534
 b" Les &el&ements de contour sont
moins sensibles au bruit et moins
nombreux 2 4758
Fig# $$ % D'etection stochastique et prise en compte du bruit# L8exemple montre des
r'esultats obtenus avec  !
 
segments
Nous avons utilis-e chacune des 2 m-ethodes avec " seuils globaux T
g
di7-erents
a9n de voir leur comportement; Le tableau  montre un comparatif des r-esultats
obtenus; A l?aide de ces r-esultats@ on peut noter essentiellement deux points A
M-ethode T
g
C  ! T
g
C 2! T
g
C D! T
g
 !" Moyenne !
non(coop+erative 123 24 1" 5 !5 64
coop+erative 47 4! 15 14 4" 6
Tab# $ % Nombre de r,egions de l2apex
18 La m+ethode coop+erative est la plus robuste en ce qui concerne le nombre de
r+egions d+etect+ees en fonction du seuil utilis+e8 Comme lEimage nEest pas beau(
coup bruit+eeF la fusion impos+ee fonctionne bien pour traiter les d+egrad+es G la
fusion empHech+ee permet de conserver le personnage8 Pour T
g
faibleF la pyra(
mide classique ne permet pas les fusions Ja lEint+erieur dEun mHeme d+egrad+eF et
en outreF de nombreuses petites r+egions en bordure des objets sont conserv+ees8
48 En ce qui concerne la validit+e de la segmentationF la m+ethode coop+erative est
plus coh+erente8 Les entit+es signiMcatives de lEimage sont d+etect+eesF sans quEil
y ait de problJemes de d+egrad+e8 4 fois sur !F la porte est d+etect+ee malgr+e le
 !"! APPLICATION AUX IMAGES DE PROFONDEUR  !"
 a" Carte des )el)ements de contours
 chaque )el)ement est compos)e d3un
pixel noir et d3un pixel blanc"
 b" R)esultat de la segmentation
Fig# $% & Coop*eration r*egion&contour avec le d*etecteur de contours stochastique
 a" Image originale
  !"   !""
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Fig# $8 & Caract*eristiques de l9image de profondeur utilis*ee
tr%es faible contraste qui existe sur sa fronti%ere 34gure 678c98 En revanche= la
pyramide classique oBre des rCesultats o%u lDinformation signi4cative nDest pas
isolCee ou absente8
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 a" T
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 !"# $% ni(
veaux# $%- r/egions
 b" T
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Fig# $% & Segmentation sans coop1eration
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Fig# 34 & Segmentation avec coop1eration
 !" Discussion et conclusion
D$apr(es le comparatif du chapitre 56 la coop7eration r7egion:contours am7eliore sen:
siblement les r7esultats de la segmentation< Il faudrait d7esormais mettre en place une
gestion des >fuites$ en contr?olant les fusions qui s$op(erent vers les extr7emit7es des
contours C contr?oles de coh7erence6 retardement des fusions6 prise en compte de la
topologie locale6    <
Le mod(ele propos7e s$int(egre bien dans la th7eorie de la pyramide et dans l$uti:
lisation de la th7eorie des graphes< Les d7etecteurs de contour utilis7es r7eduisent le
r?ole essentiel jou7e jusque:l(a par le seuil global de similarit7e C la structure pyramidale
irr7eguli(ere devient globalement plus adaptative<
La souplesse de la coop7eration donne la possibilit7e d$utiliser les r7esultats fournis
par la majorit7e des d7etecteurs<
Chapitre (
Aspects multir/esolution
Dans ce chapitre+ nous nous int.eressons /a la segmentation multir.esolution3
Dans un premier temps+ nous montrons que la pyramide irr.eguli/ere classique
n7est pas+ telle quelle+ une structure multir.esolution3 N.eanmoins+ elle comporte des
.el.ements pouvant :etre utilis.es pour la multir.esolution3
Nous exploitons ses capacit.es en d.eveloppant deux m.ethodes tr/es distinctes <
La premi/ere utilise un param/etre d7.echelle dont les di>.erentes valeurs permettent
d7e>ectuer sur une pyramide irr.eguli/ere d.ej/a construite+ des d.ecompositions top#down
de di>.erentes r.esolutions3
Dans la seconde+ nous pr.esentons une approche originale dans laquelle nous
construisons+ lors d7un parcours bottom#up en plusieurs phases sp.eci@ques+ une pyA
ramide d7images multir.esolution3
BCD
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 !" Probl(ematique
Cette section pr-esente l/aspect multir-esolution dans les m-ethodes de segmentation
en g-en-eral6 et dans la m-ethode pyramidale irr-eguli8ere en particulier9
 !"!" Terminologie
Le Petit Larousse d-e;nit la r!esolution en photocomposition et en PAO comme
-etant le nombre de points form-es par le balayage d/un faisceau laser6 sur une hauteur
de A6BC cm6 pour assurer la restitution des textes et des images9
La r-esolution s/exprime donc en pixels par pouce9 Selon que le rapport pixel%pouce
soit plus ou moins grand6 la r-esolution est plus ou moins -elev-ee et les d-etails de
l/image plus ou moins apparents9
Par extension6 nous d-e;nissons la r-esolution comme la quantit-e de primitives qui
d-ecrivent une image9 La multir!esolution d/une image est donc sa repr-esentation
avec une quantit-e plus ou moins importante de primitives9 En segmentation6 les
primitives correspondent 8a des r-egions9
 !"!, Le cas des m2ethodes de segmentation
Notre syst8eme visuel -etant capable d/analyser l/environnement 8a plusieurs r-esoJ
lutions6 les m-ethodes de segmentation usuelles sont inadapt-ees de ce point de vue9
Les chercheurs6 conscients de l/inad-equation des m-ethodes aux images6 imputent
ce probl8eme aux traitements trop simplistes ou encore 8a la quantit-e trop faible
d/information trait-ee9
PlutKot que de consid-erer l/image comme plusieurs probl8emes r-eunis admettant
une unique solution6 nous pr-ef-erons voir un probl8eme qui admet plusieurs solutions9
Pour illustrer notre propos6 remarquons que6 face 8a une image 8a traiter6 chaque
m-ethode donne Lsa/ meilleure segmentation6 obtenue avec un param-etrage Loptimis-e/9
Pour un param-etrage diM-erent Ni9e9 non optimis-eO6 le r-esultat est g-en-eralement jug-e
Lmoins bon/6 rarement Laussi bon 8a une r-esolution diM-erente/9
Dans cette recherche de la solution unique6 nous consid-erons une r-egion exacte
que si elle est s-emantiquement coh-erente9 Cette approche oblige 8a extraire les objets
qui sont s-emantiquement les plus importants9 Dans la segmentation d/un visage6 par
exemple6 il semble incoh-erent de ne pas extraire les composantes essentielles Nnez6
bouche6 ) ) ) O9 En revanche6 l/extraction de composantes moins essentielles Nsourcils6
fossettes6 ) ) ) O est secondaire9
 !"!5 Le cas de la pyramide irr2eguli9ere
Avec la pyramide irr-eguli8ere6 les r-egions d/un niveau donn-e ne sont plus contraintes
par des crit8eres g-eom-etriques9 En revanche6 ces r-egions ainsi que leur croissance sont
 !"! PROBL
(
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contraintes par la m/ethode de d/ecimation locale employ/ee3 La localit/e de contrac5
tion du graphe 8localit/e des d/ecisions9 de la d/ecimation9 du rattachement: induit un
manque d<adaptativit/e des r/egions au contenu de l<image9 cela pour la majorit/e des
niveaux de la pyramide @ dans les premiers niveaux9 bien que le voisinage des r/egions
et leur forme soient irr/eguliers9 ils n<en sont pas moins al/eatoires et sans contenu
s/emantique par rapport Ca l<image 8Dgure E :3
Ainsi9 les diG/erentes segmentations des niveaux successifs de la pyramide ne
constituent pas une repr/esentation multir/esolution d<une image3 N/eanmoins9 la pyra5
mide irr/eguliCere9 avec sa technique de croissance de r/egions en parallCele9 oGre d<autres
moyens pour d/ecrire une image Ca plusieurs r/esolutions3
Fig# $% & Contours des r0egions des niveaux 45 6 et 7 de la pyramide irr0eguli<ere avec
l>image ?muscle># La pr0esence de multir0esolution est quasi inexistante
 !"!# El&ements de multir&esolution
Dans cette partie9 nous allons discuter
 des attributs qui peuvent Jetre importants pour mettre en /evidence l<aspect
multir/esolution dans une image K
 des potentiels de multir/esolution de la pyramide irr/eguliCere3
En segmentation9 la notion de multir/esolution est li/ee directement Ca la repr/esen5
tation ou non d<un objet de l<image originale3
La capacit/e de notre systCeme visuel Ca distinguer un objet homogCene en niveaux
de gris
 
dans une scCene 8statique:
!
observ/ee Ca une distance variable9 d/epend essen5
tiellement de M critCeres class/es par ordre d<importance d/ecroissante @
 3 la taille de l<objet par rapport au champ visuel K
N3 le contraste qu<il forme avec son voisinage K
 
nous ne traitons pas ici du cas plus complexe de la texture/ ni de ph1enom2enes gestaltistes
!
toute connaissance s1emantique mise 2a part
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"# son homog*en*eit*e propre 0
1# sa forme#
Un savant m*elange de ces attributs fait qu<=a une distance donn*ee d<une sc=ene> nous
sommes capables d<observer uniquement une certaine repr*esentation ?simpli@catriceA
de la r*ealit*e# Notre syst=eme visuel poss=ede en eDet une r*esolution maximale qui n<est
pas in@nie#
D<un point de vue segmentation d<image> l<existence ou la non existence d<une
entit*e =a une r*esolution donn*ee d*epend donc des attributs cit*es#
Sur ce dernier point> nous pensons que la segmentation d<une image ne passe pas
forc*ement par son partitionnement total# En eDet> dans la plupart des cas> le r*esulI
tat d<une segmentation est jug*e par rapport aux connaissances s*emantiques d<une
image> et il est bien rare que toutes les zones d<une image aient la mLeme importance
ou mLeme une signi@cation intrins=eque# L<exemple typique est celui de quelques obI
jets pos*es sur un fond uniforme# L<extraction seule des objets est signi@cative et la
r*egion repr*esentant le fond est auxiliaire et n<est d<ailleurs pas consid*er*ee comme
une entit*e =a part enti=ere#
La pyramide irr*eguli=ere> nous l<avons dit> ne propose pas de segmentation multiI
r*esolution de l<image# Les partitionnements successifs peuvent Letre vus comme des
partitionnements multir*esolution> tout au plus> sans correspondance directe et biI
jective avec le contenu de l<image# Pour nous en convaincre> imaginons le traitement
d<une image totalement uniforme# D<un cLot*e> seule la taille de l<image originale nous
renseigne sur sa r*esolution th*eorique ?elle peut Letre indiD*eremment repr*esent*ee en
dimension O P  O P ou  PQ   PQ> voire mLeme de la taille d<un pixelA> ce qui siI
gni@e que dans ce cas pr*ecis la multir*esolution n<intervient pas# D<un autre cLot*e> la
pyramide n*ecessitera un certain nombre de niveaux pour segmenter l<image en une
seule r*egion# Tous les niveaux interm*ediaires ne sont pas repr*esentatifs du contenu
de l<image> et sont form*es de r*egions dont la forme est guid*ee uniquement par un
processus stochastique# Cet exemple illustre bien la r*eponse insatisfaisante qu<apI
porte la pyramide irr*eguli=ere en segmentation multir*esolution#
N*eanmoins> nous remarquons que la croissance en parall=ele de r*egions> apport*ee
par la m*ethode> ne d*efavorise aucune partie de l<image> quel qu<en soit son contenu#
Ainsi> chaque cellule de la pyramide *evolue de niveau en niveau> avec une probabilit*e
non nulle de passer par un *etat o=u elle correspond =a une entit*e de l<image# Cependant>
pour un seuil de similarit*e donn*e> toutes les entit*es ne sont pas extraites au mLeme
niveau> ce qui entraLUne la disparition de certaines entit*es ou la non formation de
certaines autres#
Pour conclure sur cette r*eVexion tourn*ee vers les capacit*es de la pyramide irr*eguI
li=ere =a exprimer la multir*esolution> notons que grLace =a cette structure> un ph*enom=ene
d<*emergence des entit*es contenues dans l<image lorsqu<on se rapproche de l<apex est
observ*e# Nous d*esirons g*en*eraliser cette *emergence =a tous les niveaux> en r*egulant sa
vitesse a@n de parvenir =a une repr*esentation multir*esolution du contenu de l<image#
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En #etudiant les di,#erents niveaux d0une pyramide irr#eguli5ere6 nous remarquons
que les entit#es homog5enes de l0image :ou r#egions signi;catives= sont souvent cor>
rectement segment#ees ponctuellement avant de fusionner entre elles@ Par extension6
nous pouvons #emettre l0hypoth5ese qu0une segmentation optimale
 
:pour une r#eso>
lution donn#ee= correspond 5a un partitionnement o5u chaque r#egion serait choisie au
niveau qui convient le mieux 5a sa repr#esentation@
Partant d0une unique pyramide construite comme nous l0avons #etudi#e dans le cha>
pitre B6 nous d#esirons proposer6 a posteriori6 di,#erentes segmentations correspondant
5a di,#erentes r#esolutions en fonction d0un param5etre de r#esolution@ Cette m#ethode
est fond#ee sur un parcours top down de la pyramide@ L0ensemble du traitement
:construction ascendante puis parcours descendant= constitue ainsi une approche
fusion&division@
 !"!# Pyramide et arborescence
Jusqu05a pr#esent6 nous avons utilis#e essentiellement la composante horizontale de
la structure pyramidale H graphes d0adjacence6 de similarit#e6 sous>graphes@ Il n0en
est pas moins vrai que la pyramide est avant tout une structure verticale arbo>
rescente@ L0arbre peut poss#eder une ou plusieurs racines6 en fonction du nombre
d0entit#es d#etect#ees dans l0image@ La segmentation e,ectu#ee jusqu0alors est obtenue
par construction de cet arbre lors d0un processus de type bottom3up@
 !"!" R3ecursivit3e de la division irr3eguli8ere
Le chapitre K met en #evidence les propri#et#es du d#ecoupage r#ecursif dans les mo>
d5eles de partitionnements g#eom#etriques et notamment dans le cas de la structure
arborescente du quadtree@ Nous voulons utiliser l0analogie existant entre le d#ecou>
page r#ecursif dans ces mod5eles et les regroupements it#eratifs du mod5ele pyramidal
irr#egulier@
Les m#ethodes top down permettent de d#ecouper r#ecursivement des r#egions selon
un crit5ere donn#e@ Dans le cas de la pyramide irr#eguli5ere6 le nombre de ;ls d0une
cellule ainsi que leur forme sont variables@ La construction bottom up de la pyra>
mide permet de connaNOtre la forme des tesselles du partitionnement 5a adopter6 alors
que dans le mod5ele quadtree ce partitionnement est connu a priori@ Dans notre m#e>
thode6 un traitement top down de la pyramide traditionnelle va permettre d0aPner
la segmentation :obtenue jusqu0alors 5a l0apex= et d0envisager une premi5ere approche
multir#esolution@
Le principe consiste 5a d#e;nir une nouvelle segmentation r#esultat qui sera form#ee
de r#egions prises chacune dans le niveau de la pyramide qui convient au mieux 5a la
 
nous parlons de segmentation optimale qualitativement0 en termes de coh3erence s3emantique
des r3egions extraites
  ! CHAPITRE () ASPECTS MULTIR
.
ESOLUTION
"nesse de d'etail qu.on d'esire localement 3"gure 5!67
 a" Arbre original , - seul
champ r4ecepteur
 b" Le crit7ere utilis4e pour la
division 4elimine les ar:etes
marqu4ees en gras
 c" Arbre r4esultant< Les
= champs r4ecepteurs sont
tous issus d>un niveau quel?
conque de l>arbre
Fig# $% & Division r-ecursive des champs r-ecepteurs
 !"!# Traitement Top#down multir.esolution
Le crit9ere pour la division est di<'erent du crit9ere utilis'e pour la fusion 3comme
dans l.approche multisegmentation propos'ee dans ?GagABC6 D
Lors de la phase de construction bottom up de la pyramideF le crit9ere de fusion
utilis'e est la similarit'e entre r'egions7 Cette similarit'e est estim'ee entre les niveaux
de gris moyens de r'egions adjacentes7
Dans la phase top downF nous proposons d.utiliser un crit9ere fond'e sur l.homog'eK
n'eit'e7 CelleKci peut Letre 'evalu'ee sur l.'ecartKtype des pixels formant le champ r'ecepteur
d.une r'egion7 AinsiF de faNcon r'ecursiveF chaque r'egion de niveau k ne satisfaisant pas
le crit9ere d.homog'en'eit'e est divis'ee suivant le partitionnement form'e par ses "ls de
niveau k  7
Soit !
M
l.'ecartKtype maximal tol'er'e7 Lorsque le traitement top down est achev'eF
toutes les r'egions qui forment le partitionnement obtenu ont un 'ecartKtype ! !
M
7
Ce traitement top down est tr9es rapide puisque la structure de l.arborescence est
connue ainsi que la topologie et la morphologie des r'egions 9a chaque niveau7 Si ce
traitement est e<ectu'e plusieurs fois 9a partir de la mLeme pyramideF pour di<'erents
seuils !
M
i
F les r'esultats obtenus poss9edent les caract'eristiques suivantes D
" Chaque grande entit'e tr9es homog9ene apparaLQt comme une seule composante
connexe mLeme si !
M
est assez faible7 La taille de ces r'egions est tr9es peu
d'ependante de la valeur de !
M
7
" Les r'egions ont la forme d.entit'es optimalement homog9enes7
" Le nombre de d'etails de l.image d'ecroLQt lorsque !
M
croLQt et inversement7
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 La r%esolution d%epend d0un seul param2etre 3  
M
qu0on peut rapprocher du pa"
ram%etre d)*echelle de l0approche scale+space 7x 8989:;9
Dans cette optique= le calcul de l0%ecart>type doit @etre eAectu%e une unique fois=
pour chaque r%egion= lors de la construction de la pyramide9 La formule incr%ementale
utilis%ee est donn%ee au x :989D9
 
M
peut @etre consid%er%e comme un param2etre d0%echelle possible pour la repr%e>
sentation multir%esolution d0une image9 Son utilisation est int%eressante parce que la
notion d0%ecart>type d0une population fait intervenir fortement la notion de taille de
la population consid%er%ee9 Comme nous l0avons d%ej2a dit= l0existence d0une entit%e 2a
une r%esolution donn%ee est largement d%ependante de sa taille9
 !"!# Param(etres d-.echelle
L0%ecart>type utilis%e comme param2etre d0%echelle est valable pour une certaine ca>
t%egorie d0images qui sont peu textur%ees et peu bruit%ees9 On peut envisager d0autres
param2etres d0%echelle en fonction du type d0image utilis%ee et des connaissances s%e>
mantiques que l0on veut extraire a priori9 Le facteur de forme f
f
est un attribut
qui permet de caract%eriser
 
la forme d0un objet9 Dans notre cas= il peut permettre
d0extraire des r%egions dont la morphologie est plus ou moins simple9 Pour une r%egion
s= il est donn%e par 3
f
f
M
:#S7s;
P 7s;
!
o2u S7s; et P 7s; sont respectivement la surface et le p%erim2etre de la r%egion9 La for>
mule fournit une valeur normalis%ee 3 f
f
" NO&  P9 Les valeurs limites correspondent au
cercle 7f
f
M  ; et au segment 7f
f
M O;9
Pour extraire les objets les plus contrast%es= on peut choisir un param2etre d0%echelle
c
M
prenant en compte le contraste moyen c7s; d0une r%egion par rapport 2a ses voi>
sines 3
c7s; M jg7s;$
P
i
g7V
i
7s;;
i
j
Le contraste moyen peut @etre pond%er%e par la longueur de la fronti2ere commune
entre la r%egion et chacune de ses voisines9
Sur certaines images= un param2etre d0%echelle fond%e sur la taille des r%egions peut
@etre utilis%e9 Ce param2etre a tendance n%eanmoins 2a fournir des r%esultats qui se rap>
prochent des segmentations fournies par les niveaux bas de la pyramide lorsque la
r%esolution augmente9 EnRn= on peut envisager des param2etres d0%echelle prenant en
compte plusieurs des attributs cit%es ci>dessus9
 
de fa$con quantitative
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 !"!# Nouvelle structure de donn0ees
Pour &evaluer a posteriori un crit/ere sur une r&egion de niveau k et conna34tre son
partitionnement en r&egions de niveau k  7 il faut disposer des informations relatives
/a ces deux niveaux: Par r&ecursivit&e7 il faut conna34tre tous les niveaux de la pyramide:
Dans la pyramide irr&eguli/ere classique7 chaque composante connexe d?une r&egion
peut 3etre reconstitu&ee gr3ace au lien qui relie chaque pixel /a son ascendant du niveau
en construction: AAn de pouvoir reconstituer une r&egion quelconque d?un niveau
quelconque7 il faut conserver pour chaque pixel autant de liens vers ses ascendants
successifs qu?il y a de niveaux dans la pyramide BAgure CDE:
Fig* +, - Deux pixels et leurs ascendants successifs 6 exemple* Les 9:eches repr<esen-
tent les liens de champs r<ecepteurs
Nous avons modiA&e la structure de donn&ees de la faGcon suivante H
! Chaque sommet de niveau k poss/ede des liens avec ses Als de niveau k   7
aAn de pouvoir eJectuer le traitement descendant de division:
! Chaque pixel de l?image poss/ede un lien avec le sommet qui est son ascendant /a
chacun des niveaux: Cette liste d?ascendants permet de reconstituer le champ
r&ecepteur d?un sommet pour un niveau quelconque:
Cette structure nous permet d?eJectuer le traitement top down de deux mani/eres
qui donnent des r&esultats identiques H l?une r&ecursive Balgorithme KE7 l?autre it&erative
Balgorithme  LE:
! Le traitement r&ecursif permet de regrouper tous les pixels repr&esent&es par un
sommet d?un niveau donn&e7 c?estN/aNdire de d&eAnir la r&egion qui satisfait le
crit/ere utilis&e: La m&ethode est co3uteuse en temps mais ne n&ecessite la m&emoN
risation que des diJ&erents niveaux de la pyramide:
! Le traitement it&eratif cherche pour chaque pixel son ascendant de niveau le
plus &elev&e satisfaisant le crit/ere choisi: Cette technique permet d?obtenir des
r&esultats en temps r&eel mais corollairement7 elle est co3uteuse en place m&emoire:
 !"! STRAT
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Par exemple* pour m-emoriser les liens de chaque pixel avec tous ses ascendants
successifs dans une pyramide de 9: niveaux d;une image 9!=  9!=* la place
m-emoire requise est >
=!!?= pixels  9: niveaux  @ octets A ! m-egaoctetsB
Algorithme * &Parcours top/down r3ecursif7
 ! divise en fils un sommet donn.e d/un niveau donn.e ! 
proc.edure DIVISER:sommet; niveau<
d.ebut
pour chaque fils f@i de sommet faire
d.ebut
si :ecartAtype:f@i< C ecart@type@tol.er.e<
alors DIVISER:f@i; niveau A D<E
sinon
pour chaque pixel p@j dont f@i est un ascendant
repr.esentant:p@j< H f@iE
finE
finI
Algorithme +, &Parcours top/down it3eratif7
 ! recherche pour chaque pixel le champ r.ecepteur qui v.erifie le critJere ! 
d.ebut
pour chaque pixel p@j faire
d.ebut
repr.esentant:p@j< H NULLE
niveau NA apexE
tant que :repr.esentant:p@j< H NULL< faire
d.ebut
si :ecartAtype:champ@r.ecepteurOniveauP NH ecart@type@tol.er.e<
alors repr.esentant:p@j< NA champ@r.ecepteurOniveauPE
sinon
niveau NA niveau A DE
finE
finE
finI
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 !"! R$esultats exp$erimentaux
Pour illustrer les r+esultats obtenus avec la m+ethode4 nous utilisons une sc5ene
d6ext+erieur qui se pr:ete 5a de nombreuses r+esolutions; L6approche =de type fusion &
division? est assez simple 5a mettre en Auvre et oBre des r+esultats satisfaisants si
on consid5ere son extr:eme simplicit+e et ses temps de calcul r+eduits; Ces r+esultats
sont int+eressants non seulement du point de vue multir+esolution4 mais en outre4 la
m+ethode permet 5a l6utilisateur4 5a partir d6une seule pyramide irr+eguli5ere4 d6aFner
sa segmentation par la recherche en temps r+eel de la r+esolution la mieux adapt+ee 5a
son besoin =Ggure HI?;
 a" Image originale  b"  
M
 !"  c"  
M
 !#
 d"  
M
 !$  e"  
M
 %"  f"  
M
 %&
Fig+ ,- & Pyramide multir6esolution obtenue par variation du param9etre d:6echelle
=6ecart&type:
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 !" Pyramide multir.esolution
L#approche +etudi+ee dans la section pr+ec+edente est 3a la fois facile 3a mettre en 6uvre8
rapide et souple d#emploi9 Les r+esultats obtenus apportent des premiers +el+ements de
multir+esolution9
Dans cette section8 nous +etudions comment la pyramide irr+eguli3ere classique peut
?etre contrainte pour obtenir directement8 lors de sa construction8 des segmentations
3a plusieurs r+esolutions9
Cette m+ethode est plus originale et plus complexe que la pr+ec+edente dans le sens
o3u elle tente d#apporter une r+eponse au probl3eme de coh+erence des partitionnements
pos+e par la contraction locale des graphes9
 !"!# D%ecimation d/ordre %etendu
L#algorithme de construction de la pyramide irr+eguli3ere est parall3ele9 Ce parall+eB
lisme pose un probl3eme majeur par rapport 3a la multir+esolution D la croissance de
chaque r+egion se fait localement8 donc de faEcon assez uniforme sur toute l#image9
Cette constatation8 tout 3a fait satisfaisante pour la complexit+e algorithmique et le
parall+elisme8 emp?eche des vitesses de croissance diG+erentes pour des zones de l#image
plus ou moins homog3enes9 En eGet8 un sommet ne peut ponctuellement fusionner
qu#avec les sommets dont il est directement voisin D les algorithmes de d+ecimation
utilis+es fonctionnent sur des voisinages d#ordre
 
 9
Fig# $% & Les sommets noirs d0e1nissent le voisinage d5ordre 6 du sommet central
Malgr+e l#existence d#une similarit+e parfaite entre de nombreux voisins8 leur fusion
compl3ete ne sera achev+ee qu#apr3es un certain nombre de d+ecimations8 c#estB3aBdire
apr3es la construction de plusieurs niveaux9
Une solution permettant des croissances de r+egions rapides r+eside dans une d+eciB
mation adapt+ee au contexte8 non limit+ee au voisinage imm+ediat8 et appel+ee d!ecima'
tion d+ordre !etendu Kou d+ecimation +etendueL9 La remise en cause de la d+ecimation
locale existante8 dans le but d#obtenir cette nouvelle d+ecimation8 soul3eve trois proB
bl3emes D
 9 d+eterminer un crit3ere permettant d#extraire d#un graphe G8 les sousBgraphes
J
i
sur lesquels eGectuer la d+ecimation +etendue M
 
Le voisinage d*ordre n d*un sommet s est l*ensemble des sommets V 1s2 dont chaque sommet
s
i
est reli6e 7a s par un chemin de longueur l9 : $ l  n 1;gure <=2> Le voisinage d*ordre ? 1utilis6e
jusqu*7a pr6esent2 correspond au voisinage imm6ediat>
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"# d%eterminer un op%erateur Op qui permet de d%ecimer chaque J
i
3 de fa5con 6a n7en
extraire qu7un seul sommet ;
<# contracter correctement le graphe en respectant sa topologie#
Dans le cas de la d%ecimation locale ?dont les r6egles sont donn%ees au x @#"#AB3 J
i
est une %etoile et Op est la maximisation d7un attribut stochastique ou d%eterministe#
La topologie3 quant 6a elle3 est respect%ee par mise 6a jour des relations de voisinage
imm%ediat#
Crit$ere d'appartenance $a un sous/graphe
Avant d7eHectuer la d%ecimation3 il est n%ecessaire de d%eterminer un ensemble de
sousIgraphes J
i
dont chacun optimise un crit6ere donn%e# Notre but %etant de d%ecimer
plus rapidement les zones homog6enes3 nous avons choisi un crit$ere d'uni2cation
fond%e sur l7homog%en%eit%e locale
 
L
hom?sB M
 
!
"
vrai si !s
l
" V ?sB, sim?s, s
l
B est vrai
N sinon
Le pr%edicat sim?s
i
, s
j
B est d%eOni simplement par L
sim?s
i
, s
j
B M
 
!
"
vrai si jg?s
i
B$g?s
j
Bj . T
 
g
N sinon
L7homog%en%eit%e d7une zone doit Petre adaptative localement et non pas globalement#
Par exemple3 les pixels appartenant 6a un d%egrad%e sont localement similaires entre
eux alors qu7entre le d%ebut et la On du d%egrad%e3 la diH%erence de niveau de gris
peut Petre importante par rapport au seul global de similarit%e Ox%e ?similarit%e non
transitiveB#
Dans ce but3 chaque pixel %evalue le crit6ere d7homog%en%eit%e et %etablit s7il est hoI
mog6ene ou non par rapport 6a son voisinage# La d%ecision est locale3 et l7%etiquette de
la zone homog6ene 6a laquelle appartient le pixel est a priori non connue# Pour assuI
rer l7homog%en%eit%e totale 6a l7int%erieur d7un sousIgraphe3 nous avons choisi un crit6ere
d7appartenance strict qui %evite les fusions potentiellement fausses et qui n7anticipe
pas la possible %evolution des similarit%es sur les niveaux sup%erieurs de la pyramide#
Un pixel appartient 6a un sousIgraphe J
i
s7il est homog6ene par rapport 6a son
voisinage imm%ediat L
s " J
i
ssi hom?sB
Pour les sousIgraphes ne comprenant qu7un seul sommet homog6ene3 la d%ecimation
d7ordre  est naturellement utilis%ee# La d%ecimation %etendue3 quant 6a elle3 est r%eserv%ee
aux sousIgraphes comprenant plusieurs sommets homog6enes L
 
crit$ere &evalu&e localement. parall&elisable
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s  J
i
ssi hom$s% et !s
h
 V $s%& hom$s
h
%
Dans un sous-graphe J
i
2 chaque sommet est similaire selon le pr7edicat donn7e 9a
tous ses voisins sur G; Ce crit9ere induit un e=et de bord ? tous les pixels p7eriph7eriques
9a un sous-graphe sont similaires localement aux pixels de J
i
mais ne poss9edent pas
un voisinage homog9ene $Agure BC%;
Fig# $% & E(et de bord du crit1ere d2uni4cation# Seuls les pixels de la r;egion blanche
marqu;es d2une croix ont un voisinage homog1ene
Par mesure de simplicit7e et compte tenu de la caract7eristique 7el7ementaire des
J
i
 nous appellerons ces sous+graphes des graphes homog)enes/ Ces sous+graphes
pourraient 3egalement 5etre appel3es graphes d,-equivalence 6 la relation qui permet
la connexion de leur sommet est r3e9exive sym3etrique et transitive/
Le regroupement des sommets adjacents homog>enes permet l?3emergence d?une
r3egion homog>ene/
Remarque 6 l?ensemble des graphes homog>enes Aappel3es noyaux de contraction
dans un contexte plus global BKroDEFG pourrait 5etre obtenu >a partir d?un arbre cou+
vrant minimal de G comme il est propos3e dans BKroDEF 6 le d3ecoupage en sous+arbres
serait eHectu3e sur les ar5etes dont le poids est sup3erieur >a un seuil de similarit3e donn3e/
Chaque sous+arbre constituerait une zone homog>ene >a part enti>ere/
Extraction des sous9graphes
Nous posons ici le probl>eme de l?extraction des graphes homog>enes c?est+>a+dire
la capacit3e >a retrouver tous les sommets appartenant >a ce sous+graphe/
Comme l?3evaluation de ce crit>ere est locale chaque sommet est 3etiquet3e comme
3etant homog>ene ou non sans distinction d?appartenance >a un graphe homog>ene plu+
t5ot qu?>a un autre/ La recherche de l?ensemble des sommets d?un graphe homog>ene
peut s?eHectuer >a partir d?un sommet homog>ene quelconque s
i
Ai/e/ v3eriKant le pr3e+
dicat homAs
i
GG/ L?extraction compl>ete correspond ensuite >a 3etiqueter la composante
connexe des sommets s
i
v3eriKant homAs
i
G/ Un certain nombre de m3ethodes peuvent
5etre trouv3ees dans la litt3erature/ Notons un algorithme s3equentiel en deux passages
BRosNNF et un algorithme parall>ele BChaOEF/ Les diH3erents sous+graphes ne peuvent
pas 5etre adjacents P >a P car il existe toujours au moins un chemin de longueur  Q
qui relie P sous+graphes 6
! P sommets homog>enes s
i
et s
k
adjacents appartiennent au m5eme sous+graphe 
par d3eKnition de l?homog3en3eit3e 6
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 Soit un chemin de longueur ! entre s
i
et s
k
tel que 2s
i
! s
j
3 et 2s
j
! s
k
3 ! A4
hom2s
i
3 " sim2s
i
! s
j
3
hom2s
k
3 " sim2s
k
! s
j
3
sim2s
i
! s
j
3 et sim2s
k
! s
j
3 # hom2s
j
3
Un sommet reliant ! sommets homog8enes est lui9aussi homog8ene4 Ces ; som9
mets appartiennent au m=eme graphe homog8ene4
D!ecimation des sous-graphes
Le probl8eme pos@e est le suivant B pour chaque sous9grapheC il ne faut retenir quEun
seul sommet survivant4
Pour conserver lEaspect parall@elisable de la m@ethodeC il faut eGectuer la recherche
dEun sommet survivant par la construction dEune pyramide 8a base locale IKonK;L
dont lEapex ne sera constitu@e que dEun sommet 2Ngure OO34 Dans ce casC un pro9
Fig# $$ % Pyramide de graphes comportant une pyramide 5a base locale 8en noir9
bl8eme dEimplantation appara=Qt B il faut eGectuer r@ecursivement la construction dEune
pyramide irr@eguli8ere4 Nous nEavons pas retenu cette solution qui dEune partC de9
mande une restructuration de la pyramide et dEautre partC apporte des temps de
traitement @elev@es4 Nous avons d@evelopp@e une technique s@equentielle qui nous a per9
mis de conserver 8a la fois la structure actuelle de donn@ees ainsi que les diG@erentes
phases du traitement utilis@ees jusque l8a4 La d@ecimation sEop8ere de la faTcon suivante B
 4 Une premi8ere d@ecimation stochastique permet de faire une s@election des som9
mets survivantsC comme pr@ec@edemment4
!4 Le premier sommet trait@e survivant dEun graphe homog8ene J
i
est choisi comme
seul survivant d@eNnitif s
i
charg@e de repr@esenter le graphe J
i
au niveau sup@erieur4
s
i
communique 8a tous ses voisins dans J
i
quEil est le sommet uni2cateur du
graphe4 A leur tourC chacun de ces voisins propagera le sommet uniNcateur 8a
lEensemble du sous9graphe4
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Nous avons choisi comme sommet uni/cateur le premier sommet survivant ren3
contr4e dans le traitement s4equentiel7 En e9et: le choix du sommet n<importe pas
puisque les sommets non3survivants du graphe homog>ene n<ont d<autre alternative
que de fusionner avec l<unique sommet uni/cateur de J
i
7
La propagation du sommet uni/cateur est accompagn4ee de traitements annexes
assurant une mise >a jour du graphe d<adjacence ainsi qu<un contrBole de la connexit4e
du graphe homog>ene trait4e C
 une arBete d<adjacence est rajout4ee entre chaque sommet de J
i
et le sommet
uni/cateur s
i
D
 chaque sommet non survivant !" J
i
et adjacent >a J
i
qui ne poss>ede qu<un voisin
survivant " J
i
est forc4e >a Betre survivant7
Comme le traitement est s4equentiel: il arrive fr4equemment que plusieurs sommets
uni/cateurs se propagent en mBeme temps pour repr4esenter une mBeme zone homog>ene
G/gure HIJ7
s1 s2
s1s1 s2
s3
(a) (d)(c)(b)
Fig# $% & Propagation des sommets uni3cateurs# 5a6 montre une image avec une zone
tr9es homog9ene blanche# L>image est parcourue en s?equence et un premier sommet
uni3cateur s
 
est s?electionn?e et propag?e 5b6# Un second sommet s
!
est s?electionn?e
aussi et se propage Ben parall9ele># Les deux propagations se rencontrent en s
"
5c6#
Un seul sommet survit et ?etend ses propagations 5d6
Le ph4enom>ene se d4etecte ais4ement lorsque les deux propagations se rencontrent:
c<est3>a3dire lorsqu<un sommet homog>ene veut propager son sommet uni/cateur >a un
voisin qui poss>ede d4ej>a un sommet uni/cateur di94erent G/gure HKJ7 Dans ce cas: un
seul sommet uni/cateur est conserv4e et tout le voisinage du sommet non conserv4e
est transf4er4e au voisinage du sommet uni/cateur qui subsiste7 Comme les voisinages
transf4er4es peuvent Betre importants: c<est le sommet uni/cateur de degr4e le plus faible
qui est 4elimin4e7
Le partitionnement obtenu au premier niveau montre clairement l<impact de la
d4ecimation 4etendue sur l<4emergence d<entit4es homog>enes7 G/gure HIJ7
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Fig# $% & Niveau ,# -.-/ r1egions# La croissance de r1egions est tr9es rapide dans les
zones homog9enes# L?image utilis1ee est de taille  !"   !"
 !"!# Extraction de composantes
Avec la d*ecimation *etendue1 nous ajoutons 4a la croissance de r*egions en parall4ele
8c9est:4a:dire locale; une croissance de r*egions 4a part enti4ere qui est d9autant plus
e=cace que l9image est constitu*ee de zones homog4enes@ Alors que pr*ec*edemment1
la taille des r*egions du premier niveau *etait limit*ee 4a A ou B pixels 8respectivement
pour la D ou la ":connexit*e;1 les r*egions peuvent d*esormais avoir une taille beaucoup
plus importante@ En fonction du seuil T
 
g
utilis*e1 on remarque l9*emergence d9entit*es
d4es le premier niveau@ En d*eterminant une taille limite T
t
et en conservant toutes les
r*egions dont la taille1 exprim*ee en pixels1 est sup*erieure 4a T
t
1 on obtient une carte
qui caract*erise de faHcon plus ou moins grossi4ere les objets de l9image 8Igure "J@a;@
Le nombre d9entit*es d*etect*ees d*epend de T
 
g
et de T
t
L
! T
 
g
permet de d*eterminer la dissemblance maximale entre sommets pour ca:
ract*eriser l9homog*en*eit*e choisie et donc d*eterminer une Iabilit*e plus ou moins
grande dans la coh*erence des objets@
! T
t
permet de d*eterminer la taille 4a partir de laquelle on consid4ere une zone
homog4ene comme repr*esentant une entit*e propre de l9image MFalBDO@ Ce seuil
permet de faire abstraction des petites r*egions qui1 par leur taille1 ne corres:
pondent pas 4a des entit*es importantes@
Pour obtenir une extraction des composantes de l9image1 il est pr*ef*erable1 dans
la majorit*e des cas1 de connaRStre le nombre approximatif n d9objets dans l9image1
plutRot que de d*eterminer une taille minimale T
t
@ La correspondance peut alors Retre
*etablie entre les ! valeurs@ Si Card8J; U N
 
1 une segmentation donn*ee par le niveau
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k de la pyramide peut s/exprimer quantitativement 4
Card5k6 7
N
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i !
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6 est le nombre de r;egions de taille i qui forment une partition
de l/image 4
N
 
X
i !
%
i
i 7 N
"
En partant de j 7 N
"
? il est facile de trouver? par cumul des %
j
4
n 7
N
 
X
j t
%
j
tel que t correspond 9a la taille limite recherch;ee T
t
B
 a" Extraction e,ectu.ee au niveau 0  b" Extraction e,ectu.ee au niveau 2
Fig# $% & Extraction des objets 4en fausses couleurs8 de la 9gure pr;ec;edente# Seuls
sont extraits les =% objets de plus grande surface
Nous avons vu en x DB"B l/eEet de bord engendr;e par le crit9ere d/uniFcation utilis;eB
AFn d/extraire la totalit;e de chaque composante connexe? il faut les s;electionner au
second niveau et non plus au premierB Ce choix est important puisque la s;election des
composantes est eEectu;ee sur leur tailleB Les objets obtenus sont alors plus compacts
5Fgure KLBb6B
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 !"!" De la pyramide stochastique 4a la pyramide adaptative
La d&ecimation &etendue a &et&e e/ectu&ee 0a l2aide de la d&ecimation stochastique6 L2uti7
lisation d2un traitement stochastique soul0eve un probl0eme < la probabilit&e pour un
sommet d2=etre s&electionn&e pour survivre au niveau sup&erieur est li&ee implicitement 0a
son nombre de voisins6 Cependant? ce crit0ere quantitatif ne prend pas d2autres infor7
mations en ligne de compte6 Ce mode de fonctionnement d&efavorise les petites r&egions
qui se retrouvent enferm&ees au cBur de r&egions plus importantes < les premi0eres ont
un nombre faible de voisins Csouvent un seulD? alors que les derni0eres ont un nombre
important de voisins puisqu2elles sont entour&ees elles7m=emes par d2autres r&egions6
La loi de probabilit&e veut que les r&egions encercl&ees ne fusionnent que lorsque les
r&egions encerclantes ne peuvent plus cro=Etre vers l2ext&erieur6 Ces fusions ne s2op0erent
que vers l2apex de la pyramide CHgure I D6
Pour palier ce probl0eme? nous proposons d2utiliser la pyramide adaptative Cx "6!6KD
munie d2un op&erateur d2int&er=et ad&equat6 Rappelons que la d&ecimation retient dans
ce cas les sommets qui optimisent localement cet op&erateur d2int&er=et6 Nous avons
test&e ! op&erateurs <
! un qui prend en compte le degr&e de chaque sommet et qui permet aux sommets
ayant le plus de voisins de survivre N
! un autre qui prend en compte la taille des r&egions aHn que les plus petites
fusionnent aux plus grandes6
L2utilisation d2un tel op&erateur d2int&er=et r&esout le probl0eme pos&e CHgure I!D6
Fig# $% & Probl,eme pos1e par la d1ecimation stochastique# Les petites r1egions encercl1ees
fusionnent tardivement et les taux de d1ecimation successifs sont faibles# De gauche
,a droite ? niveau % ? %@AB r1egionsC niveau @ ? @%D r1egionsC niveau %E ? F$ r1egionsC
niveau %B ? $B r1egions
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Fig# $% & Probl,eme r/esolu par la d/ecimation adaptative# La pyramide converge vite#
De gauche ,a droite = niveau > = >?@$ r/egionsA niveau % = @>? r/egionsA niveau ? = %>%
r/egionsA niveau B = >>C r/egions
En m&eme temps+ on remarque que les taux de d4ecimation sont beaucoup plus
importants8 Ceci est normal : sur la pyramide obtenue avec la d4ecimation d=ordre
4etendu+ on obtient d>es le premier niveau ! types de r4egions :
 8 De grosses r4egions comportant plusieurs dizaines Bvoir plusieurs centaines ou
milliers de pixelsC qui sont peu nombreuses et qui poss>edent un nombre 4elev4e
de voisins Bdu fait de leur p4erim>etre importantC8 Leur capacit4e >a r4ecup4erer des
petites r4egions voisines est 4elev4ee8
!8 De petites r4egions qui n=ont pas proFt4e de la d4ecimation 4etendue+ qui ont
donc une petite taille Bmoins d=une dizaine de pixels et souvent ! ou G pixels
seulementC+ et qui poss>edent tr>es peu de voisins8 Ces r4egions sont en p4eriph4erie
des grosses r4egions et sont rapidement conquises8
Les exp4erimentations eIectu4ees ne permettent pas de d4eterminer si l=utilisation
d=un attribut plut&ot que d=un autre donne de meilleurs r4esultats : les ! informations
sont fortement corr4el4ees8
 !"!# Enrichissement des composantes
La d4ecimation 4etendue et l=extraction de composantes nous ont permis d=obtenir
l=information pertinente de l=image8 N4eanmoins+ le partitionnement de l=image n=est
pas termin4e8
Germes et racines
Lorsque l=information r4ecup4er4ee lors de l=extraction des composantes du premier
Bou secondC niveau semble assez pertinente+ nous proposons de l=utiliser comme
germes de la croissance de r4egions et comme racines de la pyramide8
 Par sa qualit4e de germe+ chacune de ces r4egions continuera sa croissance en
annexant it4erativement toutes les r4egions qui l=entourent8 Cette croissance est
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e$ectu(ee localement sur toute l0image donc sans d(efavoriser a priori une r(egion
particuli7ere8
 Si chacune des r(egions extraites est consid(er(ee comme une racine< elle =gurera
syst(ematiquement comme une r(egion 7a part enti7ere 7a l0apex de la pyramide8
D0une part< ceci (evite 7a deux entit(es extraites de fusionner8 D0autre part< on
peut construire la pyramide jusqu07a obtenir uniquement le nombre de r(egions
voulu< c0estC7aCdire les racines8
Croissance des germes
La croissance des germes ne peut s0e$ectuer qu07a condition de les forcer 7a survivre
sur tous les niveaux sup(erieurs< lors du processus de d(ecimation8 Pour parvenir 7a
fusionner toutes les r(egions qui ne sont pas des germes< et ainsi pour ne conserver
que des racines 7a l0apex< il faut relFacher le crit7ere de similarit(e et ne conserver que le
crit7ere de similarit(e local8 Ce dernier permet aux fusions de s0e$ectuer dans l0ordre
qui respecte le plus les homog(en(eit(es8 La =gure HI montre le r(esultat obtenu sur
l0image Jmuscle08 L0approche correspond non seulement 7a une croissance de germes
mais (egalement 7a une croissance des r(egions non germes< en fonction de la topologie
locale8 Ces derni7eres ont la possibilit(e de croFKtre avant d0Fetre =nalement absorb(ees
par les germes8
Fig' () * Segmentation comportant uniquement les racines extraites au premier
niveau 789 r:egions;
 !"!# Vers une pyramide d0images multir4esolution
L0utilisation conjointe de la d(ecimation (etendue< de l0extraction des germes et
de leur croissance par relFachement du crit7ere de similarit(e induit la construction
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d$une pyramide irr.eguli1ere d$un nouveau type5 Chaque niveau de la pyramide est
une segmentation 1a part enti1ere5 La taille des r.egions est r.egul.ee automatiquement
par l$utilisation d$un graphe de similarit.e orient.e5 M<eme les zones qui contrastent
fortement avec leurs voisines sont amen.ees 1a <etre absorb.ees si leur taille initiale n$est
pas suAsante pour qu$elles soient des germes5 La haute r.esolution n$emp<eche pas
aux zones homog1enes de constituer des entit.es 1a part enti1ereC comme c$est le cas
pour notre syst1eme visuel5
Les Dgures EF5a et b montrent les diG.erences essentielles qui existentC au niveau
des r.esultatsC entre l$approche traditionnelle et la n<otre5 La hauteur de la pyramide
est en moyenne r.eduite de moiti.e gr<ace 1a l$utilisation de la d.ecimation .etendue et au
rel<achement du crit1ere de similarit.eC qui donne des rapports de contraction .elev.es5
 !"! R$esultats exp$erimentaux
La Dgure EH permet de comparer la multir.esolution obtenue par la m.ethode avec
les r.esultats obtenus par la m.ethode top#down IDgure "FC x J5!5JK5
La m.ethodeC nettement orient.ee description multir.esolutionC donne .egalement des
r.esultats int.eressants en segmentation5 Des r.esultats comparatifs sont propos.es au
chapitre "5 Il nous para<Nt important de d.egager les points forts et les points faibles
de la m.ethode5
Tout d$abord les points forts ou tout au moins positifs P
!
.
Emergence rapide des entit.es Iplus de contrainte de taille de r.egionsK5
! R.eduction du nombre de niveaux de la pyramide accompagn.ee d$une diminuS
tion des temps de traitement5
! Multir.esolution r.eelle P l$information est signiDcative 1a tous les niveaux de la
pyramide5
! Abandon des traitements particuliers relatifs aux petites r.egions et 1a la tronS
cature de la pyramide5
! La possibilit.e de donner le nombre de r.egions d.esir.e pour la segmentation de
r.esolution minimale5
! La croissance de r.egion permet de d.elimiter des r.egions qui sont s.epar.ees par
une r.egion tr1es Dne et peu contrast.ee comme on peut le voir sur les haubans
du chalutier de la Dgure EH5
Face 1a ces caract.eristiques encourageantesC notons les faiblesses de la m.ethode P
! Le seuil T
 
g
inVue directement sur la s.election des germes5 La m.ethode est
sensible 1a la variation de ce seuilC de la m<eme mani1ere que la m.ethode tradiS
tionnelle est sensible 1a T
g
5
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 Les formes *liformes -allong1ees et minces4 sont tr5es d1efavoris1ees par le crit5ere
d9homog1en1eit1e;
 La m1ethode donne de bons r1esultats avec des images peu bruit1ees> mais une
sur?segmentation d5es que l9image est bruit1ee; Dans ce cas> un *ltrage de l9image
est n1ecessaire;
 La d1ecimation 1etendue ne peut pas Betre utilis1ee de faCcon eDcace 5a tous les
niveaux de la pyramide; Seule la construction du premier niveau en b1en1e*cie;
 La croissance de r1egion peut Betre anarchique lorsque les germes sont peu *ables;
 !" Le cas des images textur0ees
Les images textur1ees sont particuli5eres dans le sens o5u les techniques de segmen?
tation traditionnelles sont inadapt1ees pour les traiter;
Dans cette section> nous apportons quelques r1eHexions sur le sujet a*n de mettre
5a pro*t la pyramide irr1eguli5ere;
 !"!# D%e'nition et classi'cation
La texture joue un rBole tr5es important dans la perception des environnements
naturels mais 1egalement des objets manufactur1es;
La norme ANSI d1e*nit la texture comme 1etant une d1eviation r1ep1etitive ou al1ea?
toire par rapport 5a la surface nominale qui forme la topographie JD KANS"NO;
Le Petit Larousse propose plusieurs d1e*nitions de la texture en fonction du do?
maine 1etudi1e; Nous retenons celle qui s9applique 5a la g1eologie P la texture est l9en?
semble des caract5eres d1e*nissant l9agencement et les relations volumiques et spatiales
des min1eraux d9une roche;
Dans le cas de la texture dans les images> l9ensemble de caract-eres est repr1e?
sent1e par les attributs des composantes de la texture> l9agencement par la structure
globale et la relation par les con*gurations locales;
Citons deux classi*cations des textures a*n de mettre l9accent sur leurs caract1e?
ristiques fondamentales; Les textures peuvent donc Betre class1ees P
 Selon leur 1echelle P microtexture -grain trop *n pour permettre la perception
d9entit1es4 ou macrotexture -1emergence d9entit1es de taille perceptible4;
 Selon leur r1ep1etabilit1e P lorsqu9elle est al1eatoire> on parlera de textures d1esor?
donn1ees> caract1eris1ees par leur rugosit1e; Une forte r1ep1etabilit1e correspondra 5a
des textures ordonn1ees> g1er1ees essentiellement par des relations g1eom1etriques
et topographiques entre leurs constituants;
 !"! LE CAS DES IMAGES TEXTUR
0
EES  !"
Le cadre trop rigide de cette classi0cation quelque peu arbitraire doit prendre en
compte une troisi6eme cat7egorie 8fourre:tout; qui concerne les structures faiblement
ordonn7ees < ces derni6eres 7egalement appel7ees textures orient7ees sont caract7eris7ees par
des orientations locales dominantes qui varient de fa?con al7eatoire@
ClassiquementB les textures d7esordonn7ees sont 7etudi7ees par les approches statis:
tiques alors que les textures ordonn7ees sont l;objet d;approches structurelles@ Une
7etude bien document7ee peut Fetre trouv7ee dans le livre de Rao HRao"IJ@
 !"!# Pyramide irr,eguli0ere et pavage de Vorono78
Les pyramides irr7eguli6eres ont 7et7e utilis7ees tr6es r7ecemment par Lam et Ip HLam"MJ@
Leur approche combine la pyramide irr7eguli6ere et les partitionnements g7eom7etriques
de VoronoOP et de Delaunay@ Le pavage de VoronoOP a 7et7e utilis7e pour la premi6ere fois en
segmentation de texture par TOuceryan HTuc"IJ@ Lam et Ip restreignent leur m7ethode
aux textures qui sont compos7ees d;7el7ements de bases assez r7eguliers TtokensU r7epartis
de fa?con assez r7eguli6ere sur un fond uniforme < peau de reptileB mur de briquesB image
de synth6ese@
Voici les 7etapes principales de leur traitement <
 @ Binarisation de l;image 6a traiter pour r7ecup7erer les tokens et le fond@
!@ S7eparation des tokens suppos7es connect7es@
X@ Construction du diagramme de VoronoOP g7en7eralis7e des tokens de l;image bina:
ris7ee@
M@ Calcul pour chaque token de Y param6etres relatifs 6a ses caract7eristiques mor:
phologiques < surfaceB p7erim6etreB facteur de formeB orientation et rapports des
deux axes@
Y@ Calcul de la triangulation de Delaunay dualeB qui repr7esente le graphe d;ad:
jacence des tokens@ Chaque sommet du graphe est alors un token muni de ses
caract7eristiques morphologiques@
Z@ Construction de la pyramide irr7eguli6ere sur le graphe de Delaunay obtenuB
en utilisant des crit6eres de fusion 7evalu7es sur la similarit7e des caract7eristiques
morphologiques des tokens@
Remarquons l;adaptabilit7e de la pyramide irr7eguli6ere en fonction du 8syst6eme; 6a
mod7eliser <
 les sommets du graphe de la base de pyramide ne sont pas des pixels mais des
r7egions [
 les attributs utilis7es pour caract7eriser chaque sommet sont d;ordre morpholo:
gique@
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 !"!# Pyramide irr,eguli0ere et topologie
Le Petit Larousse d&e'nit la tesselle comme un petit morceau de marbre4 de
pierre4 de p5ate de verre4 de c&eramique4 etc84 &el&ement de base d:une mosa;<que murale
ou d:un pavement8
La tesselle4 par d&e'nition homog?ene4 constitue l:&el&ement de base de notre &etude
des textures8 Une tesselle peut 5etre caract&eris&ee par de nombreux attributs8 Parmi
ceuxCci4 nous retiendrons D
 sa surface F
 son facteur de forme F
 son niveau de gris8
Une classi'cation des tesselles en fonction de la valeur de leurs attributs permet
d:associer un type ?a chaque tesselle8 Situ&ee dans son environnement4 chaque tesselle
est caract&eris&ee &egalement par D
 le nombre de tesselles voisines F
 le type des tesselles voisines F
Globalement4 une texture est caract&eris&ee par le nombre de type des tesselles qui
la composent ainsi que par l:arrangement de ces types8
Dans notre approche4 nous supposons que chaque tesselle poss?ede une homog&eC
n&eit&e importante ainsi qu:une dynamique interne peu &elev&ee8 Dans les images de
texture4 la population de tesselles peut 5etre obtenue par la construction d:une pyC
ramide irr&eguli?ere D la croissance en parall?ele de r&egion permet de faire &emerger en
quelques niveaux des r&egions qui sont autant de tesselles8 Un seuil global de simiC
larit&e adapt&e ?a l:image Kde valeur assez faibleM permet de conserver l:int&egrit&e de
chaque tesselles8 La segmentation obtenue ?a l:apex de la pyramide correspond au
graphe d:adjacence de la population de tesselles K'gure OPM gr5ace auquel tous les
attributs n&ecessaires ?a l:&etude des textures pourront 5etre &etudi&es8
Par la suite4 une mod&elisation de la texture ainsi que l:utilisation hi&erarchique
des attributs des tesselles permettront de reconstituer la composante connexe d:une
ou plusieurs textures8
 !" Discussion et conclusion
Nous avons introduit ce chapitre en montrant que les notions de pyramide et de
hi&erarchie ne sont pas synonymes de multir&esolution8
En revanche4 la structure pyramidale irr&eguli?ere dispose d:&el&ements tr?es int&eresC
sants pour la mise en place de v&eritables approches multir&esolution8
Nous avons ouvert une premi?ere voie en utilisant une approche classique de traiteC
ment top+down r&ecursif4 appliqu&e it&erativement ?a l:aide d:un crit?ere qui joue le r5ole
 !"! DISCUSSION ET CONCLUSION  ! 
d#un param*etre d#-echelle1 Cette m-ethode permet d#obtenir des r-esultats pouvant
8etre quali:-es de segmentation multir-esolution1 Les traitements e=ectu-es en temps
r-eel permettent *a l#utilisateur de parcourir les di=-erentes r-esolutions et de s-election>
ner les entit-es de l#image lorsque leur repr-esentation est optimale1
Ensuite@ nous avons d-evelopp-e une technique fond-ee sur la d-ecimation d#ordre
-etendu qui permet de localiser des germes dans l#image et de les faire cro8Btre1 Cette
m-ethode permet de construire une r-eelle pyramide d#images multir-esolution et donne
des r-esultats tout *a fait encourageants1 A:n de canaliser la croissance de germes
souvent d-esordonn-ee et qui g-en*ere des fronti*eres mal localis-ees@ nous envisageons
d#utiliser la coop-eration r-egion>contour1
En:n@ nous donnons quelques -el-ements sur les apports de la pyramide irr-eguli*ere
au probl*eme des textures1
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 a" Pyramide traditionnelle sans multir0esolution1 La pyramide tronqu0ee comporte 67 ni8
veaux1 Ici sont repr0esent0es les < premiers niveaux et le dernier= avec respectivement <>?@=
A@?B= 6>?A= 6?6A= @6A= A@A= 7BB et CD r0egions
 b" Pyramide multir0esolution1 La pyramide entiGere est repr0esent0ee1 Les > niveaux comptent
respectivement B<B6= 6>?7= BA6= 6CB= 6?A= <B= @D et @A r0egions
Fig# $% & Pyramide classique vs pyramide multir6esolution
 !"! DISCUSSION ET CONCLUSION  !!
Fig# $% & Pyramide multir1esolution obtenue par d1ecimation 1etendue
 a" Image de textures  b" Segmentation des tesselles
Fig# $8 & Extraction des tesselles de plusieurs textures
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Chapitre (
R*esultats comparatifs
Pour pr%esenter nos r%esultats exp%erimentaux/ nous avons choisi six images tests
de la banque du GDR TDSI= Ces images regroupent quatre domaines d?activit%e
@bioAm%edical/ satellitaire/ objets manufactur%es et scDene d?int%erieurE et comportent
chacune une ou plusieurs caract%eristiques qui rendent diFciles le traitement d?image
en g%en%eral et la segmentation en particulier=
Un ouvrage trDes d%etaill%e fournit les r%esultats obtenus avec les principales m%ethodes
de r%egions et contours pour ces mHemes images ICocJKaL= Une synthDese succincte sur
le mHeme sujet est pr%esent%ee dans ICocJKbL=
NOK
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 !" Crit'eres d+,evaluation
A$n de d(eterminer la qualit(e des r(esultats d2une segmentation5 des crit7eres sont
n(ecessaires8 Ceux;ci peuvent >etre objectifs5 fond(es sur des calculs statistiques5 ou
subjectifs5 laiss(es 7a l2appr(eciation de l2expertise humaine8
Nous avons choisi de comparer qualitativement les r(esultats obtenus8 La qualit(e
d2une segmentation est relative au domaine d2application et donc 7a l2usage qui est
fait des r(esultats8 Pour un type d2image donn(e5 il est vrai que la quanti$cation
du r(esultat G7a travers le calcul d2une erreur quadratique ou d2une distance 7a la
segmentation optimale HFalJ!KL peut >etre signi$cative8
N(eanmoins5 notre syst7eme visuel permet de faire ressortir des caract(eristiques
non quanti$ables qui sont tout aussi importantes pour juger les points forts et les
points faibles d2une m(ethode donn(ee appliqu(ee 7a une image particuli7ere8
 !3 Description des images
Voici quelques commentaires qualitatifs et subjectifs que nous avons retenus5 aux
vues de l2observation des images5 de leur histogramme des niveaux de gris G$gure NOL
et de leur pro$ls G$gure NNL P
 8 L2image d2angiographie G$gure NJ8aL a (et(e obtenue 7a partir d2une radiogra;
phie analogique d2un r(eseau vasculaire8 Le d(etachement des veines et des ar;
t7eres sur les autres organes est obtenue gr>ace 7a l2injection d2un produit de
contraste Gopaque aux rayons XL dans les veines du patient8
Le Rou de l2image est d>u au proc(ed(e analogique de radiographie8 Le fond est
de teinte assez sombre et bruit(e8 Les vaisseaux varient du gris assez sombre
Gvaleur num(erique de OTL jusqu27a la saturation dans le blanc8 Le probl7eme
est essentiellement de conserver la connexion des vaisseaux dont le contraste
avec le fond varie le long de leur trajet8 Il est d2ailleurs diVcile de reconstruire
visuellement le r(eseau8 Notons que l2image est (egalement sujet 7a une alt(eration
due vraisemblablement au proc(ed(e de d(eveloppement ou 7a la manipulation du
clich(e8 Cette image m(eriterait une segmentation de haut niveau permettant
d2eWectuer une poursuite des structures $laires8
X8 L2image a(erienne Aquitaine de la campagne du bassin Aquitain G$gure JY8aL
est une image infrarouge trait(ee telle;quelle mais rehauss(ee pour la visualisa;
tion P en eWet5 l2(etendue des niveaux de gris est tr7es faible5 environ une trentaine
d2unit(es dans les teintes sombres8 De ce fait5 l2image est en r(ealit(e peu brui;
t(ee et la plupart des discontinuit(es sont signi$catives8 On peut voir que la
connexit(e d(epend bien de la r(esolution5 si on consid7ere les nombreuses r(egions
$liformes qui correspondent vraisemblablement 7a des haies5 des chemins et des
cours d2eau8 L2image est alt(er(ee par une trame horizontale due sans doute au
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capteur utilis-e. Cette image pose le probl4eme de la multir-esolution 7 la quan9
tit-e de d-etails peut avoir de l;importance en fonction du type d;information 4a
extraire.
!. L;image bagues @Agure B .aC semble assez bien contrast-ee. N-eanmoinsF elle
est tr4es satur-ee dans le noir avec un ph-enom4ene de texture sur une partie
du fond. On peut noter -egalement les forts d-egrad-es sur les bagues ainsi que
les changements tr4es rapides de type de contours sur la partie ext-erieure des
baguesF caus-es par l;-eclairage et les reIets.
J. L;image du couloir @Agure BK.aC pr-esente un histogramme particulier qui
montre que certains niveaux de gris sont privil-egi-es par rapport 4a leurs voisins.
L;image sature dans le noir et dans le blanc. Les conditions d;-eclairement font
que l;image est constitu-ee essentiellement de d-egrad-es qui mettent 4a malF en
g-en-eralF les segmentations par approche Lr-egions;. C;est pourquoi cette image
est int-eressante.
M. L;image de r-esonnance magn-etique IRM montre la coupe d;un torse sur un
fond @Agure B!.aC. Elle est tr4es bruit-eeF sature dans le noirF et les diO-erents
organes sont diPcilement segmentablesF mQeme visuellement.
R. L;image du muscle @Agure BJ.aC a -et-e obtenue avec un microscope. Elle repr-e9
sente des Abres musculaires claires et sombres sur un fond tr4es clair. Les Abres
claires sont tr4es textur-ees 4a l;inverse des Abres sombres. La s-eparation entre
deux Abres voisines de mQeme type semble diPcile 4a eOectuer de faScon automa9
tique 7 les gradients entre Abres sombres sont assez nets mais de valeur faibleF
alors que les Abres claires poss4edent des fronti4eres souvent inexistantes num-e9
riquement. On peut noter des d-egrad-es noy-es dans du bruit pour certaines
Abres clairesF dont la p-eriph-erie devient sombre.
AAn d;-etayer nos remarquesF la Agure U" regroupe l;histogramme de chacune de
ces images. La Agure UUF quant 4a elleF montre un proAl caract-eristique pour cha9
cune des images. Chaque proAl correspond aux KMR pixels travers-es par la diagonale
principale de l;image.
 !" R$esultats et commentaires
Dans cette sectionF pour plus de clart-e F la pyramide irr-eguli4ere stochastique est
appel-ee pyramide classique W la m-ethode de coop-eration avec le d-etecteur sto9
chastique pyramide stochastiqueF la m-ethode de coop-eration avec l;op-erateur de
Deriche coop5eration Deriche W la m-ethode de croissance de germes croissance de
germes.
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Fig# $% & Histogramme des niveaux de gris des images utilis5ees pour les tests
Toutes les segmentations poss0edent moins de 234 r6egions7 Parmi les di96erents
r6esultats obtenus lors de nos essais; nous avons retenu ceux qui donnaient le meilleur
rapport qualit6e@nombre de r6egions7
Aquitaine Comme les r6egions sont relativement petites et homog0enes; la pyramide
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irr%eguli*ere classique r%eussit assez bien3 Des r%esultats plus pr%ecis peuvent 7etre
obtenus avec un seuil de similarit%e T
g
plus faible3 La coop%eration stochastique
o>re un r%esultat avec peu de r%egions3 Quelques structures tr*es @nes sont tr*es
bien d%etect%ees3 La coop%eration Deriche donne un r%esultat globalement satisfaiA
sant avec une tr*es bonne @d%elit%e des petites r%egions contrast%ees3 La croissance
de germes g%en*ere quelques r%egions avec des fronti*eres mal localis%ees3
Angiographie La pyramide irr%eguli*ere est g7en%ee par le bruitC et le d%egrad%e Dou des
vaisseaux3 Peu de connexions sont conserv%ees3 La coop%eration stochastique
pr%eserve mieux les connexionsC et est moins sensible au bruit et aux d%egrad%es3
La coop%eration Deriche est la seule *a fournir des entit%es assez bien connect%ees
et @liformes3 Les r%egions sont peu nombreuses3 La croissance de germes qui
donne peu de r%egionsC est peu sensible au bruit3 Les connexions sont assez
bien conserv%ees mais en plusieurs r%egions connexes3
Bagues est une image o*u les r%esultats di>*erent assez peu3 La pyramide classique
est celle qui d%econnecte le plus les bagues3 La coop%eration stochastique d%econA
necte un peu mais isole beaucoup de petites r%egions @nes et rectilignes ainsi
que plusieurs bagues3 Malgr%e la d%etection de nombreux reDetsC la coop%eration
Deriche pr%eserve un maximum de connexions3 La croissance de germes quant
*a elleC propose plusieurs bagues distinctes mais elle est sensible aux reDets3
Couloir La pyramide classique fournit peu de structures rectilignes car elle est tr*es
g7en%ee par les d%egrad%es qui forment des fronti*eres arbitraires3 La coop%eration
stochastique est tr*es peu g7en%ee par les d%egrad%es3 Elle conserve un grand nombre
de structures rectilignes et de d%etails bien localis%es3 La coop%eration Deriche et
la croissance de germes sont un peu g7en%ee par les d%egrad%es La premi*ere fournit
des structures qui ne sont pas tr*es nettesC alors quIun nombre important de
r%egions sont arbitrairement d%ecoup%ees sur le plafond avec la deuxi*eme3
IRM Avec la pyramide classiqueC le fond qui contient du bruit est surAsegment%e
alors que le torse qui contient lIinformation est sousAsegment%e3 La coop%eration
stochastique est peu sensible au bruit et permet de distinguer di>%erents orA
ganes3 La coop%eration Deriche propose un r%esultat netC sans bruit de fond et
avec quelques organes bien segment%es3 La croissance de germes est tr*es g7en%ee
par le bruit sur le torse3 De nombreux d%ecoupages sont arbitraires3
Muscle La pyramide classique nIa gard%e que tr*es peu dIinformation dans les @bres
claires3 Les @bres sombres ont pour la plupart fusionn%e3 La coop%eration stochasA
tique arrive *a segmenter assez bien les @bres sombresC certaines @bres claires
et les petites zones de fond sont assez @d*eles3 La coop%eration Deriche conserve
lIinformation de faKcon assez constante sur toute lIimage3 On peut noter lIart%eA
fact caus%e par les contours qui ne joignent pas le bord de lIimage3 La croissance
de germes fournit quelques @bres mais les fronti*eres sont mal localis%ees3
En conclusionC la pyramide classique fournit de bons r%esultat sur des images sans
d%egrad%es et peu bruit%ees3 Les m%ethodes coop%erativesC quant *a ellesC sont peu sensibles
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au bruit et aux d,egrad,es/ En e2et3 la coop,eration Deriche donne les r,esultats les plus
nets alors que la coop,eration stochastique est capable de fournir plus de d,etails/ En
ce qui concerne la croissance de germes3 elle permet d=obtenir des segmentations
avec un nombre pr,ed,e?ni de r,egions mais reste tr@es sensible au bruit/ N,eanmoins3
cette derni@ere approche est essentiellement orient,ee vers la multir,esolution3 ce qui la
distingue de la ?nalit,e des autres m,ethodes/
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Fig# $$ % Pro)ls signi)catifs des images utilis5ees pour les tests 7pro)ls des diagonales
principales8
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 a" Image originale  rehauss/ee"
 b" Pyramide stochastique  c" Coop/eration 9stochastique:
 d" Coop/eration 9Deriche:  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6Aquitaine5
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 a" Image originale
 b" Pyramide stochastique  c" Coop8eration 9stochastique:
 d" Coop8eration 9Deriche:  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6Angiographie5
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 a" Image originale
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 d" Coop8eration 9Deriche:  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6Bagues5
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 a" Image originale
 b" Pyramide stochastique  c" Coop8eration 9stochastique:
 d" Coop&eration -Deriche1  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6Couloir5
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 a" Image originale
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 d" Coop8eration 9Deriche:  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6IRM5
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 a" Image originale
 b" Pyramide stochastique  c" Coop8eration 9stochastique:
 d" Coop8eration 9Deriche:  e" Croissance de germes
Fig# $% & R(esultats de segmentation pour l5image 6Muscle5
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 !" Bilan
Nous avons pr,esent,e /chapitre 34 un ,etat de l7art des mod9eles de multir,esolution
dans di:,erents domaines du traitement d7image et notamment en segmentation<
Par la suite /chapitre >4? nous avons fait un rapide aperAcu de di:,erentes techniques
de segmentation<
Munis d7une vue d7ensemble des outils dont dispose la segmentation d7image?
nous avons d,ecrit /chapitre E4 les di:,erentes phases de construction de la pyramide
irr,eguli9ere pour segmenter les images< Cette description est compl,et,ee par une ,etude
exp,erimentale des caract,eristiques de la m,ethode<
En partant d7un constat sur la qualit,e des segmentations obtenues et sur les am,eJ
liorations souhait,ees? nous avons apport,e notre contribution sur les points suivants K
 Nous avons mis en place une m,ethode de coop,eration r,egionsJcontours /chaJ
pitre !4 qui respecte la structure de graphes< Cette coop,eration peut Letre efJ
fectu,ee avec la majorit,e des op,erateurs de contours existants<
 Pour cette coop,eration de processus? nous avons imagin,e un d,etecteur de
contours stochastique adaptatif pour tenter de servir au mieux la croissance
en parall9ele de r,egions<
 Dans le but de rechecher une meilleure exploitation de la multir,esolution dans
la pyramide irr,eguli9ere? nous avons d,evelopp,e /x O<34 une premi9ere m,ethode<
CelleJci a permis? 9a l7aide des di:,erents niveaux d7une pyramide irr,eguli9ere
classique? de fournir rapidement un nombre important de segmentations d,eriJ
v,ees? chacune 9a une r,esolution di:,erente<
 Par la suite /x O<>4? en utilisant la notion de d,ecimation ,etendue? nous avons
construit directement une pyramide d7images 9a di:,erentes r,esolutions de d,eJ
tails<
 Quelques ,el,ements de base ont ,et,e propos,es pour l7,etude des images textur,ees<
CellesJci pourraient grandement tirer partie de la structure de graphe et de la
croissance en parall9ele de r,egions o:ertes par la pyramide irr,eguli9ere<
 EnQn? nous avons fait un comparatif qualitatif des r,esultats obtenus avec la
pyramide originale et les m,ethodes propos,ees /chapitre R4<
Notre bilan est tr9es positif? il peut se r,esumer par les points suivants K
 La bonne ad,equation de la structure pyramidale avec les contours ainsi que
les r,esultats obtenus nous permettent d7aTrmer que le principe d7int,egration
est capital en segmentation d7image<
 Nous avons ,elargi une voie dans le domaine de la segmentation multir,esolution
qui? 9a l7heure actuelle? est peu ,etudi,e< Malgr,e tout? celuiJci constitue sans doute
une des cl,es de la r,eussite de la compr,ehension des images<
 !"! PERSPECTIVES  ! 
 La diversit+e des m+ethodes d+evelopp+ees montrent une fois de plus le potentiel
tr4es +elev+e de la structure pyramidale irr+eguli4ere qui repose n+eanmoins sur un
formalisme simple9
 !" Perspectives
Notre travail personnel a +et+e guid+e par deux <ls conducteurs =
 am+eliorer les r+esultats obtenus avec la structure pyramidale irr+eguli4ere exis?
tante@ par la mise en place dAune approche coop+erative B
 proposer une nouvelle approche de la multir+esolution par le biais de la seg?
mentation9
La pyramide irr+eguli4ere permet dAenvisager un grand +eventail de recherches9 Les
probl+ematiques qui nous paraissent dAun int+erCet majeur et qui demeurent largement
ouvertes sont les suivantes =
 LAoptimisation de la construction de la pyramide irr+eguli4ere a<n de proposer
aux utilisateurs des segmentations multir+esolutions temps?r+eels qui pourraient
dans de nombreux cas remplacer le traditionnel seuillage binaire9
 Comme +etudi+ee au chapitre F@ la pyramide irr+eguli4ere est un outil puissant et
souple qui permettrait une meilleure prise en compte de lAaspect topologique
des images de texture9
 Le traitement des s+equences dAimages est tr4es int+eressant9 DiH+erents types
dAapproches pyramidales r+eguli4eres sont d+ej4a propos+es dans la litt+erature9
Apr4es la construction dAune pyramide irr+eguli4ere sur la premi4ere image dAune
s+equence@ lAutilisation des multiples partitionnements obtenus oHriraient un
mod4ele souple et adaptatif pour les images suivantes9 Le passage dAune image
4a la suivante eHectu+e 4a des r+esolutions plus ou moins faibles permettrait de
r+ealiser du suivi dAobjets sans avoir 4a reconstruire la pyramide depuis sa base9
 LAimplantation sur machines parall4eles poserait de gros probl4emes li+es 4a lAas?
pect irr+egulier de la structure9 N+eanmoins@ ce travail montrerait la r+eelle sup+e?
riorit+e des traitements jusquAalors utilis+es sur des architectures s+equentielles9
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