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Families of ﬁnite graphs of large girth were introduced in classi-
cal extremal graph theory. One important theoretical result here is
the upper bound on the maximal size of the graph with girth2d
established in even circuit theorem by Erdös. We consider some
results on such algebraic graphs over any ﬁeld. The upper bound
on the dimension of variety of edges for algebraic graphs of girth
2d is established. Getting the lower bound, we use the family of
bipartite graphs D(n,K) with n 2 over a ﬁeld K, whose partition
sets are two copies of the vector space Kn. We consider the problem
of constructing homogeneous algebraic graphs with a prescribed
girth and formulate someproblemsmotivated by classical extremal
graph theory. Finally, we present a very short survey on applica-
tions of ﬁnite homogeneous algebraic graphs to coding theory and
cryptography.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction: two optimisation problems
We study extremal graphs and their applications to coding theory, cryptography, and quantum
computations. Themain object of consideration is a homogeneous algebraic graph deﬁned in terms of
algebraic geometry in the following way.
Let F be a ﬁeld. Recall that a projective space over F is a set of elements constructed from a vector
space over F such that a distinct element of the projective space consists of all non-zero vectors which
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are equal up to a multiplication by a non-zero scalar. Its subset is called a quasiprojective variety if it is
the set of all solutions of some system of homogeneous polynomial equations and inequalities.
An algebraic graph φ over F consists of two things: the vertex set Q being a quasiprojective variety
over F of nonzero dimension, and the edge set being a quasiprojective variety φ in Q × Q such that
(x, x) /∈ φ for each x ∈ Q and xφy implies yφx (xφy means (x, y) ∈ φ). The graph φ is homogeneous (or
M-homogeneous) if for each vertex v ∈ Q the set {x | vφx} is isomorphic to some quasiprojective variety
M over F of nonzero dimension. The reader can ﬁnd the general conception of algebraic graphs [4].
We assume that the ﬁeld F contains at least 5 elements. If F is ﬁnite then the vertex set and the
edge set are ﬁnite and we get a usual ﬁnite graph.
The cycle Ct in φ is a sequence x1, x2, . . . , xt of distinct elements of Q such that x1φx2, x2φx3, . . . ,
xt−1φxt , x1φxt are edges of the graph.
We deﬁne the girth g = g(φ) of a graph φ as the length of its minimal cycle. If φ is without cycles
then g(φ) = ∞.
The paper is devoted to the following two optimization problems:
(A) Let Q be aM-homogeneous graph such that dimM = k over F and its girth is a ﬁnite number g.
What is the minimal possible dimension va(k, g) for the variety of vertices?
(B) Let φ be a homogeneous graph of girth g  t and dimM = k. What is the maximal possible
dimension of φ?
Problems (A) and (B) are related to each other, in case of ﬁnite ﬁeld we can change the dimension
of Q and φ on their cardinalities and get classical problems on minimal order of regular simple graph
of given degree and given girth (analogue of A) and maximal size (number of edges) of the graph with
girth t (analogue of B).
So (A) and (B) are motivated by the branch of extremal graph theory which studies order of cages,
related bounds, cages itself, bounds onmaximal number of edges of the graph of given order and girth,
and families of graphs of large girth (see Section 2).
In Section 3 we consider an analogue of Tutte’s bound and variants of Erdös’ even circuit theory for
homogeneous graphs, and deﬁne the family of algebraic graphs of large girth over an arbitrary ﬁeld.
Examples of extremal algebraic graphs of bounded dimension are presented.We formulate some open
problems for general homogeneous graphs motivated by classical extremal graph theory.
In Section 4 we consider examples of families of algebraic graphs of large girth over ﬁelds and
establish the upper bound on theminimal dimension of the vertex set for the graph of prescribed girth
g.
In Section 5 we consider properties of some homogeneous algebraic graphs of prescribed girth in
detail, from the algebraic geometry point of view. We are applying the “Mathematica” package for
investigation of variety of all vertices or variety of vertices at certain distance from the chosen point.
In Section 6 we discuss applications of ﬁnite regular algebraic graphs in Coding theory and Cryp-
tography. We hope that the construction of homogeneous algebraic graphs over C and over the ring
of Gaussian numbers can be used in quantum coding theory [1] and quantum cryptography [53].
2. Dense ﬁnite graphs of large girth and of large size
All graphs that we consider are simple, i.e. undirected, without loops and multiple edges. Let V(G)
and E(G) denote the set of vertices and the set of edges of a ﬁnite graph G, respectively. The number
of vertices |V(G)| is called the order of G, and |E(G)| is called the size of G. A path in G is called simple
if all its vertices are distinct. When it is convenient, we identify G with the corresponding symmetric
antireﬂexive binary relation  on V(G), i.e.  is a subset of V(G) × V(G). The length of a path is the
number of its edges.
The girth of a graph G, denoted by g = g(G), is the length of a shortest cycle in G. Let k  3 and
g  3 be integers. A (k, g)-graph is a k-regular graph with girth exactly g. A (k, g)-cage is a (k, g)-graph
of minimal order. The problem of determining v(k, g) of a (k, g)-cage is unsolved for most pairs (k, g)
and is extremely hard in general case. By counting the number of vertices in the breadth-ﬁrst-search
tree of a (k, g)-graph, Tutte [9] established the following classical lower bounds for v(k, g):
v(k, g) k(k − 1)(g−1)/2/(k − 2) for g odd, k  4,
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v(k, g) 2(k − 1)g/2−2/(k − 2) for g even, k  4.
Thegraphsofoddgirth forwhichequalityholdsarecalledMooregraphs. EachMooregraphwithvalency
k = 2 is a polygon and each (2d + 1)-gon is a Moore graph. Damerell proved that Moore graph with
valency k  3 has a diameter 2 and k ∈ {3, 7, 57}. There are unique examples for k = 3 (the Petersen
graph) and k = 7 (Hoffman-Singleton graph). No example with k = 57 is known, see [9].
The problem of determining v(k, g) was posed in 1959 by Kartesi who observed that v(3, 5) = 10
was realized by the Petersen graph (see [9]). The classical extremal graph theory studies extremal
properties of simple graphs. Let F be family of graphs none of which is isomorphic to a subgraph of the
graph . In this case we say that  is F-free. Let P be certain graph theoretical property. By exP(v, F)
we denote the greatest number of edges of F-free graph on v-vertices that satisﬁes property P. If P is
just a property to be simple graph we omit index P and write ex(v, F). The reader can ﬁnd the missing
definitions in extremal graph theory in [7,10], or [33].
This theory contains several important results on ex(v, F), where F is a ﬁnite collection of cycles
of different length. The following statement had been formulated by Erdös: let Cn denote the cycle of
length n, then
ex(v,C2k) Cv1+1/k ,
where C is an independent positive constant.
For the proof of this result and its generalizations see [8,13]. In [12] the upper bound
ex(v,C3,C4, . . . ,C2k ,C2k+1) (1/2)1+1/kv1+1/k + O(v) (1)
was established for all integers k  1. Both bounds are known to be sharp for k = 2, 3, 5; in other cases
the question on the sharpness is open (see [7,33] and further references).
Let us consider the family of graphs Gi of degree li and unbounded girth gi such that
gi  γ logli−1(vi).
The last formula means that Gi, i = 1, 2, . . ., form an inﬁnite family of graphs of large girth in the sense
of Biggs [3]. The order of graphs from such a family is close to the lower bound on v(k, g), but their size
is close to 1. The last bound shows that γ  2 but no family has been found for which γ = 2. Bigger γ
corresponds to the larger girth.
For many years the only significant results were the theorems of Erdös and Sachs [11,30] and their
improvements by Sauer [31],Walther [54,55], and others (see [7] formore details and references), who
proved the existence of inﬁnite families with γ = 1 by using nonconstructive methods. The reader can
ﬁnd the essential improvement of the upper bound in [22]. The ﬁrst explicit examples of families with
large girth were given by Margulis [27,28] with γ = 0.44 for some inﬁnite families with an arbitrary
large valency, and γ = 0.83 for an inﬁnite family of graphs of valency 4. The constructions were Cayley
graphs of SL2(Zp) with respect to special sets of generators. Imrich [20] improved the result for an
arbitrary large valency, γ = 0.48, and constructed a family of cubic graphs (valency 3) with γ = 0.96.
A family of geometrically deﬁned cubic graphs, so called sextet graphs, was introduced by Biggs
and Hoare [6]. They conjectured that these graphs have large girth. Weiss [56] proved the conjecture
by showing that γ  4/3 for the sextet graphs or their double covers. Then independently Margulis
and Lubotsky, Phillips, and Sarnak [25] came up with similar examples of the graphs Xp,q with γ 
4/3 and an arbitrary large valency (they turned out to be so-called Ramanujan graphs, additionally).
Biggs and Boshier [5] showed that γ is asymptotically 4/3 for such graphs. The graphs Xp,q are Cayley
graphs of the group PSL2(Zq) with respect to a set of p + 1 generators (p and q are special primes
congruent to 1mod4).
The ﬁrst family of connected algebraic graphs over Fq of a large girth and arbitrarily large degree
had been constructed in [23]. These graphs are CD(k, q) as above, where k is growing integer 2 and
odd prime power q is ﬁxed. They had been constructed as connected components of graphs D(k, q)
deﬁned earlier in [21], see also [24]. For each q, the graphs CD(k, q), k  2 form a family of large girth
with γ = 4/3logq−1q of degree q. The reader can ﬁnd in [51] some new examples of simple algebraic
graphs with memory of large girth and arbitrary large degree.
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Notice that the graphs Xp,q are not algebraic because the neighbourhood of a vertex is not an
algebraic variety over Fq of dimension  1. The problem of estimation of order of cages is dual to
problem on the maximal size of graphs of the given girth g.
3. Algebraic analogue of Erdös’ even-circut theorem
Let G be a quasi homogeneous graph deﬁned on manifold V(F), where F is a ﬁeld (see Section 1).
We say that G is a homogeneous algebraic graph if the neighbourhood of each vertex v from V(F) is
isomorphic to the algebraic variety N(F). Furthermore, we always consider graphs with more than 2
neighbours for each vertex.
Theorem 3.1. Let G be quasi homogeneous algebraic graph over a ﬁeld F of girth g such that the dimension
of neighbourhood for each vertex is N, N  1. Then
[(g − 1)/2] dim(V)/N.
Proof. Assume that [(g − 1)/2] = k > dimV
dimN(F)
. Let v be a vertex and M be the variety of elements at
distance k from v. The absence of cycles Cs, 1 s  2k, means that each element fromM is connected
withvby theuniquepass. ElementsofM are inone toonecorrespondencewithsuchpasses. LetNv(F)be
aneighbourhoodofv. Apass is a sequencev,u1,u2, . . . ,uk ,whereu1 ∈ Nv(F),u2 ∈ Nu1 (F) − {u1}, . . . ,uk ∈
Nuk−1 (F) − {uk−1}. So the dimension of M is N × k. But N × k > dimV by our assumption, so we get a
contradiction. 
We can rewrite the above statement in the form similar to Tutte’s inequalities as follows.
Corollary 3.2. Let G be an algebraic (k, g)-graph, i.e. a homogeneous algebraic graph over a ﬁeld F of
girth g such that the neighbourhood of each vertex is isomorphic to variety N(F) of dimension k. Then
dimV(G) [(g − 1)/2]k.
The following form of Theorem 2 is an analogue of inequality 1.
Corollary 3.3. Let G be a homogeneous graph over a ﬁeld F and E(G) be the variety of its edges. Then
dim(E(G)) dimV(G)(1 + [(g − 1)/2]−1).
Indeed, dim(E(G)) = dim(V) × dim(N(F)). From the previous inequality we have dim(N(F))
dimV(G)[2/(g − 1)/2]. So dim(E(G)) dim(V) × dimV(G)[(g − 1)/2] = dimV(G)((1 + [(g − 1)/2]−1).
Let v(k, g, F) be the minimal dimension of the variety of vertices for algebraic (k, g)-graph deﬁned
over F . Let va(k, g) be theminimal dimension of the variety of vertices for algebraic (k, g)-graph deﬁned
over some ﬁeld F . We have
va(k, g) [(g − 1)/2]k. (2)
The bi-homogeneous incident structure is a bipartite graph with partition sets P and L containing
points and lines, respectively, such that there is a ﬁeld F such that P ∪ L is an algebraic variety over F
and neighbourhoods of each pair of points (lines) are isomorphic algebraic varieties over F as well. Tits
[37] deﬁned generalizedm-gon as a graph of diameterm and girth 2m, see also [36,38,46].
We use the term bi-homogeneous generalized polygon for a bi-homogeneous incident structure
which is a generalized polygon.
Theorem 3.4. The equalities va(n, 6) = 2n, va(n, 8) = 3n and va(n, 12) = 5n, n 1 hold.
Proof. From the previous theorem we have va(n, 6) 2n, va(n, 8) 3n and va(n, 12) 5n. Let G be
Shevalley group of rank 2 deﬁned over a ﬁeld F which is an n-dimensional extension of ﬁeld K . In
particular, we can take K = Q or consider ﬁnite ﬁeld K = Fp, where p is prime, and deﬁne the exten-
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sion via an irreducible polynomial of degree n. Let B be the standard Borel subgroup of G, P1 and P2
are standard parabolic subgroups of G, i.e. proper subgroups containing B. The geometry of G is the
incidence structure with the point set (G : P1) and the line set (G : P2) consisting of left cosets gPi,
i = 1, 2. A point p ∈ (G : P1) and a line l ∈ (G : P2) are incident (pIl) if and only if the set theoretical
intersection of cosets p and l is not empty. The simple graph of binary relation I is a homogeneous
algebraic graph over F = Kn, the neighbourhood of each vertex is isomorphic to projective line over F .
So the dimension of neighbourhood over K is n. It is well known that graph I is an algebraic generalized
m-gon. For each ﬁeld F we have the following options:
(i) G = A2(F) (classical linear group PSL2(F)),m = 3.
(2i) G = B2(F) (classical projective symplectic group PSp4(F)),m = 4.
(3i) G = G2(F) (well known Dixon group over F),m = 6.
Theprojective variety (G : P1) ∪ (G : P2)hasdimensionm − 1over theﬁeld F . So for eachm ∈ {3, 4, 6}
we have an example of algebraic (n, g)-graph of dimension n(m − 1). So va(n, 2m) = n(m − 1) for m ∈
{3, 4, 6}. 
Let e(g,n) be the maximal dimension of the variety of edges of homogeneous algebraic graph of
girth g with the n-dimensional variety of vertices. The following equalities are dual to equalities of the
above theorem.
Corollary 3.5. The following equalities hold: e(6,n) = n + n/2 for even n, n 2, e(8,n) = n + n/3 for n =
3s, s = 1, 2, . . . , and e(12,n) = n + n/5 for n = 5s, s = 1, 2, . . .
The following open problems are interesting:
(i) Find all values of girth g for which the lower bound (2) is sharp.
(ii) Find all valuesm for which there exist homogeneous algebraic generalized polygons. The word
‘algebraic’ is strict here, the polygon has to be a homogeneous algebraic graph in a sense of the above
definition, i.e. neighbourhoods of each two vertices are isomorphic.
From the existence of homogeneous generalizedm-gon follows that the bound (2) is sharp in case
of girth 2m.
As follows from [14], ﬁnite bi-homogeneous generalizedm-gons are exist ifm ∈ {3, 4, 6, 8} (see [9]).
Recall the assumption that each vertex of the graph contains at least three neighbours. Tits andWeiss
[38] classiﬁed all bi-homogeneous generalizedm-gons with Moufang property.
Conjecture 3.6. Equality va(k, g) = [(g − 1)/2]k implies g ∈ {6, 8, 12}.
We deﬁne the family of algebraic graphs of large girth Gi, i = 1, 2, . . . over the ﬁeld F if the dimV(Gi)
is growing and the girth of Gi  c · dimV(Gi)dimN(Gi) , where c > 0 is a constant independent of i. From Theorem
1 we get c  2.
In the next section we prove the following upper bound on va(k, 2s).
Theorem 3.7. For eacheveng,g  6,wehaveva(k, g) k((3/4)g − α),whereα = 3, 5/2 for g = 0, 2mod4,
respectively.
The problem of ﬁnding the good upper bound for va(k, 2s + 1) is very interesting. Algebraic (k, 2s +
1)-graphs such that the dimension of variety of vertices is va(k, 2s + 1) are analogues of well known
Moore graphs or cages with odd girth.
4. Explicit construction of algebraic graphs over general ﬁelds
Let K be any ﬁeld,N be the totality of positive integers. Let us consider the subset = {(i, j)||i − j|
1} of the Cartezian product Z+ × Z+. The elements of this set are in one-to-one correspondence with
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the positive roots of the root system for the Kac–Moody algebra A˜1 over some ﬁeld. If |i − j| = 1wemay
identify the pair (i, j)with the real root of A˜1. The pairs (1, 0) and (0, 1) corresponds to simple (or funda-
mental) roots. The set {(i, i)|i  0} can be identiﬁed with the totality of positive imaginary roots for A˜1.
Let us introduce the double (i, i)′ for each imaginary root (i, i) with i  1. Let us denote the totality
of all doubles as′, and consider the set Root =  ∪′.
Let A = KRoot be the totality of all functions from Root to the ﬁeld K with the ﬁnite support. Each
function can be written as formal linear combination of αi ∈ Root, i = 1, . . . ,nwith coefﬁcients xi ∈ K .
Wemay identify elements α fromK with the elements of the standard base for the vector space L. Let us
deﬁne the linear algebra on A via alternating bilinear product [, ] (alternating property: [x, y] = −[y, x])
such that [(1, 0), (i, i)] = (i + 1, i), [(0, 1), (i, i)] = (i, i + 1)′, [(1, 0), (i − 1, i)] = (i, i), [(0, 1), (i, i − 1)] = (i, i)′.
The algebra L, [, ] is a Lie algebra, P = A ∩ KRoot−{(1,0)} and L = A ∩ KRoot−{(0,1)} are Abelian subalgebras.
We introduce the incidence structure I with the point set P, line set L and incidence relation: point
(p) is incident to line [l] if the standard projection of vector (p) − [l] onto P ∪ L is the Lie product [p, l].
Elements of P will be called points and those of L lines.
To distinguish points from lines we use parentheses and brackets: If x ∈ V , then (x) ∈ P and [x] ∈ L.
Let pα and lα be the components of vectors (p) and [l] in the standard basis of the free module KRoot:
(p) = (p0,1, p11, p12, p21, p22, p′22, p23, . . . , pii, p′ii, pi,i+1, pi+1,i, . . .),
[l] = [l1,0, l11, l12, l21, l22, l′22, l23, . . . , lii, l′ii, li,i+1, li+1,i, . . .).
It is easy to see that the point (p) is incident with the line [l], and we write (p)I[l], if the following
relations between their coordinates hold:
l11 − p11 = l1,0p0,1,
l12 − p12 = l11p0,1,
l21 − p21 = l1,0p11,
lii − pii = l1,0pi−1,i,
l′ii − p′ii = li,i−1p0,1,
li,i+1 − pi,i+1 = liip1,0,
li+1,i − pi+1,i = l1,0p′ii. (3)
The last four relations are deﬁned for i  2. This incidence structure (P, L, I) we denote as D(K). We
speak now of the incidence graph of (P, L, I), which has the vertex set P ∪ L and edge set consisting of all
pairs {(p), [l]} for which (p)I[l]. We can generalize the definition of D(K) on the general commutative
ring K by the definition of incidence of (p) and [l] in the form of Eq. (3).
For each positive integer k  2we obtain an incidence structure (Pk , Lk , Ik) as follows. First, Pk and Lk
are obtained from P and L, respectively, by simply projecting each vector onto its k initial coordinates.
The incidence Ik is then deﬁned by imposing the ﬁrst k − 1 incidence relations and ignoring all others.
For ﬁxed q, the incidence graph corresponding to the structure (Pk , Lk , Ik) is denoted by D(k,K) (see
[21,41]).
Let ρ((p)) = p1,0 ∈ K and ρ([l]) = l0,1 ∈ K be the colours of a point and a line, respectively. We can
see that there is a unique neighbour of point (line) with the chosen colour a, and its components can
be computed from the triangular system of linear equations. So if K is a ﬁnite set of cardinality b, the
graphs D(K) and D(n,K) are b-regular.
Proposition 4.1 [21,41]. Let K be an integral domain, and k  2. Then for odd k, g(D(k,K)) k + 5.
The reader can ﬁnd in [51] the simplest proof of this statement. The following statement is proved
in [15].
Theorem 4.2. Let k be odd, and q be any prime power in the arithmetic progression {1 + n(k + 5)/2},
n = 1, 2, . . . Then the girth of D(k, Fq) is k + 5.
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Let us consider some graph invariants for D(k,K). To facilitate notation in future results, it is conve-
nient to deﬁne p−1,0 = l0,−1 = p1,0 = l0,1 = 0, p0,0 = l0,0 = −1, p′0,0 = l′0,0 = 1, l′1,1 = l1,1, p′1,1 = p1,1, and
to rewrite the system of Eq. (3) as follows:
lii − pii = l1pi−1,i,
l′ii − p′ii = li,i−1p0,1,
li,i+1 − pi,i+1 = liip0,1,
li+1,i − pi+1,i = l1,0p′ii
for i = 0, 1, 2, . . . Note that for i = 0, the four conditions as above are satisﬁed by every point and line,
and for i = 1 the ﬁrst two equations coincide and give l1,1 − p1,1 = l1,0p0,1.
Let k  6, t = [(k + 2)/4], and let u = (ui,u11, . . . ,utt ,u′tt ,ut,t+1,ut+1,t , . . .) be a vertex of D(k,K). We
assume that u1 = u0,1 (u1,0) if u be a point (a line, respectively). It does not matter whether u is a point
or a line. For every r, 2 r  t, let
ar = ar(u) =
∑
i=0,m
(uiiu
′
r−i,r−i − ui,i+1ur−i,r−i−1)
and a = a(u) = (a2, a3, . . . , at). The following statement was proved in [22,23] for the case K = Fq. Its
generalization on arbitrary commutative rings is straightforward, see [51].
Proposition 4.3. Let K be a commutative ring with unity and u and v be vertices from the same connected
component of D(k,K). Then a(u) = a(v).Moreover, for any t − 1 ring elements xi ∈ K , 2 t  [(k + 2)/4],
there exists a vertex v of D(k,K) for which a(v) = (x2, . . . , xt) = (x).
So the classes of equivalence for the relation τ = {(u, v) | a(u) = a(v)} on the vertices of the graph
D(n,K) are unions of connected components.
Theorem 4.4 [51]. For each commutative ring with unity, the graph D(k,K) is edge transitive.
So all connected components of D(n,K) are isomorphic to the same variety C over the ring K of
dimension t. Let C(t,K) be the induced subgraph whose vertex set is a class for τ . Then the girthes of
C(t,K) and D(n,K) are equal.
Proposition 4.5 [51]. The vertex set of C = C(t,K) for t on the set Kn ∪ Kn is isomorphic to the afﬁne variety
Kt ∪ Kt , where t = [3/4n] + 1 for n = 0, 2, 3mod4 and t = [3/4n] + 2 for n = 1mod4.
Theorem 4.6. Let k be odd, and P be the arithmetic progression P = {1 + n(k + 5)/2}, n = 1, 2, . . . Then
(i) for each integrity ring F of prime characteristic p ∈ P or 0 the girth of the graph D(k, F) is k + 5;
(ii) there is an integer functionn(k) such that for each commutative ringK withunity such that char(K)
n(k) the girth is at most k + 5.
Proof. We chose the prime p of the form 1 + mt for some m = (k + 5)/2. The existence of p follows
from the well known result of Dirichlet asserting the existence of inﬁnitely many primes in arithmetic
progressions. Then we get the existence of a cycle of length k + 5 in D(k, p). Let F be the integrity
ring of characteristic p. Then F contains the prime ﬁeld Fp, so D(k, p) can be considered as an induced
subgraph of the graph D(k, F). It means that D(k, F) contains a cycle of length k + 5 as well. This means
that g(D(k, F) k + 5. It means that the girth of the graph D(k, F) is exactly k + 5.
ThegraphD(k, Z) is edge transitive. Sowithout lossofgeneralitywemayassumethatacycle contains
the edge (0)I[0]. Let us consider the cycle of the length k + 5 starting and ending at zero point (0) such
that the colours of other consecutive elements are 0 (zero line), x1, x1 + x2, . . . , x1 + x2 + · · · + xk+4. The
incidence of the last line of the colour x1 + x2 + · · · + xk+4 to point (0) can be written by the system of
k − 1 algebraic equations in variables x1, . . . , xk+4:
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f1(x1, . . . , xk+4) = 0, . . . , fk−1(x1, . . . , xk+4) = 0 (4)
The incidence conditions imply that the absolute values of coefﬁcients in the system are bounded by
some function t(k) depending on k only. Let us take a prime p in our arithmetic progression such that
p > 2t(k). The graph D(k,Fp) is edge transitive. So equations of its cycle of length k + 5 can be written
in the form
f1(x1, . . . , xk+4) = 0modp, . . . , fk−1(x1, . . . , xk+4) = 0modp.
For inﬁnitely many primes from our arithmetical progression, the system above has a solution x1 =
a1 /= 0, x2 = a2 /= 0, . . . , xk+4 = ak+4 /= 0. Fromwell knownprinciple of arithmetics,weget that system
(4) has such a solution as well. It means that graph D(k, Z) contains a cycle of length k + 5.
Let F be integrity ring of characteristic zero. We can view D(k, Z) as the induced subgraph of D(k, F).
So the girth of D(k, F) is bounded above by k + 5. 
Theorem 3.4 follows directly from Proposition 4.5 and statement (i) of above theorem.
Note that the lower bound was obtained via explicit construction (graphs C(t,K) introduced in
[51]). By [52], the graphs C(t,K) with charK /= 2 are connected. The class of graphs C(t,K), in which
charK /= 2, t is ﬁxed, and K is running through the set of ﬁnite rings, is a family of small world
graphs.
5. Examples of algebraic graphs of bounded girth via their investigation by computational
algebra
5.1. The graph D(14,K)
It is convenient to write points (p) and lines [l] as follows:
(p) = (p1, p11, p12, p21, p22, p′22, p23, p32, p33, p′33, p34, p43, p44, p
′′
44),
[l] = [l1, l11, l12, l21, l22, l′22, l23, l32, l33, l′33, l34, l43, l44, l′44]. (5)
The coordinates p0,1 = p1 and l1,0 = l1 are colours of a point (p) and a line [l], respectively. The girth of
D(14,K) is at least 19.
The graph D(14,K) is deﬁned by the ﬁrst 13 equations of (3). The operators Nl1 (p) and Np1 ([l])
of taking the neighbour of point (p) with the colour l1 and neighbour of line [l] with the colour p1,
respectively, are well deﬁned and can be written in the form
Nl1 ((p)) = [l] = [l1, p1 + l1p1, p12 + p1l11, p21 + l1p11, p22 + l1p12, p′22
+ p1l21, p23 + p1l22, p32 + l1p′22, p33 + l1p23, p′33 + p1l32, p34
+ p1l33, p43 + l1p′33, p44 + l1p34, p′44 + p1l43]
Np1 ([l]) = (p) = (p1, p11 − l1p1, p12 − l1p11, p21 − l1p11, p22 − l1p12, p′22
− l21p1, p23 − p1l22, p32 − l1p′22, p33 − l1p23, p′33 − p1l32, p34
− p1l22p43 − l1p′33, p44 − l1p34, p′44 − p1l43)
We have to compute coordinates of the (p) and [l] in natural order by iterative process. The follow-
ing invariants a2(u), a3(u), a4(u) of the tuple u = 〈u1,u11, . . . ,u′44〉 (point or line) depend only on the
connected component of D(k,K) containing u
a2(u) = ((u′22 − u21u01) + (u11u′11 − u12u10) − u22,
a3(u) = ((u′33 − u01u32) + (u11u′22 − u12u21) + (u22 − u′11 − u23u10) − u33),
a4(u) = (u′44 − u01u43) + (u11u′33 − u12u32) + (u22u′22 − u23u21)
+ (u33u′11 − u34u10) − u44).
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5.2. Algebraic graph of girth 10 deﬁned over a ﬁeld of characteristic zero
Take the graph CD(6, F), charF = 0. We can rewrite the equations in the following form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y2 − x2 = y1x1,
y3 − x3 = y1x2,
y4 − x4 = y2x1,
y5 − x5 = y3x1,
y6 − x6 = y1x4,
x6 − x3x1 + x22 − x4x1 = x5,
y6 − y3y1 + y22 − y4y1 = y5;
y1 =
(y6 − x3x1 + x22 − x4x1 − x5)
x4
,
y2 =
(x2x4 + y6x1 − x21x3 + x1x22 − x21x4 − x5x1)
x4
,
y3 =
(x3x4 + x2y6 − x2x1x3 + x32 − x2x1x4 − x2x5)
x4
,
y4 =
(x2
4
+ x2x1x4 + y6x21 − x31x3 + x21x22 − x31x4 − x21x5)
x4
,
y5 =
(x5x4 + x3x1x4 + x2x1y6 − x2x21x3 + x32x1 − x2x21x4 − x2x1x5)
x4
,
x6 = x3x1 − x22 + x4x1 + x5.
Moreover, y6 is given by the quadratic equation
x2y
2
6 + (−2x2x5 − 2x2x1x3 − 2x2x1x4 + 2x32 + x3x4)y6 − x23x1x4 − x24x1x3
+ x2x21x24 − x5x3x4 + x23x21x2 + 2x2x21x3x4 + 2x2x1x5x4 + x2x25 − x34x1
+ x52 + 2x3x1x2x5 + x22x3x4 − 2x32x1x4 − 2x3x1x32 − 2x32x5 = 0
The discriminant of the above quadratic equation is 0 when
x24(x
2
3 + 4x2x1x4) = 0.
The graph CD(6, F) is isomorphic to CD(5, F) = D(5, F), which can be obtained by deleting the last
components of points and lines of CD(6, F) and omitting the last equation.
Let X be graph CD(5, F). We deﬁne two transformations f and g of F5. The ﬁrst transformation f is
given by
y1 = x1 + a1,
y2 = x2 − x21 − x1a1,
y3 = x3 − x2x1 + x31 + x21a1,
y4 = x4 − x2x1 − x2a1,
y5 = x5 − x1x4 + x2x21 + x1x2a1
and the second g is given by
z1 = y1 + a2,
z2 = y2 + y21 + y1a2,
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z3 = y3 + y2y1 + y2a2,
z4 = y4 + y1y3 + y2y21 + y1y2a2,
z5 = y5 + y4y1 + y4a2.
We deﬁne the algebraic variety Vk as follows:
Vk =
{
fα1gα2 . . . fαk−1gαk (x1, . . . , x5) = (λ1, . . . , λ5), if k is even,
fα1gα2 . . . fαk (x1, . . . , x5) = (λ1, . . . , λ5), if k is odd.
Consider Vd as an algebraic variety deﬁned over k(x1, . . . , x5, λ1, . . . , λ5). The following lemma can
be obtained similarly, using computational algebra tools.
Lemma 5.1. Let Vd be deﬁned as above. Then k(Vd) is a subﬁeld of k(x1, . . . , x5, λ1, . . . , λ5) such that
(i) V2 and V3 are rational varieties;
(ii) V4 is a 0-dimensional variety and has a unique point;
(iii) V5 is a 0-dimensional variety and has 6 different points;
(iv) If 2 d  4 the equation in variables ai in the definition of Vd has not more than one solution for
each (x1, x2, x3, x4, x5) and (λ1, . . . , λ5).
Proof. We can eliminate ai’s and yi’s from the above system. The result is the variety Vd over k. The
fact that V2 and V3 are rational varieties is an easy computational exercise. Similarly for V4 and V6. Part
(iv) follows directly from (i), (ii), and (iii). 
Theorem 5.2. The graph CD(6, F) has girth 10.
Proof. The graph D(5, F) is bipartite. So it does not contain cycles of odd length. The expression
fα1 (x1, x2, x3, x4, x5) is the neighbour of colour x1 + α1 (line) of the point (x1, x2, x3, x4, x5) in the graph.
Similarly, gα1 (x1, x2, x3, x4, x5) is a neighbour of colour x1 + α1 (point) of the line [x1, x2, x3, x4, x5].
So equations in the definition of Vd are algebraic interpretation of the walk starting from point
(x1, x2, x3, x4, x5) and with the ﬁnal vertex (λ1, . . . , λ5) (point or line). Such a walk is a pass if and only
if αi+1 /= −αi, i = 1, . . . , d − 1. So the property (iv) implies the absence of cycles C4, C6, and C8, but (iii)
implies the existence of C10. 
Remark 5.3. Similarly can be established that the girth of D(9, F) is 14.
6. On the applications of graphs with high girth to coding theory and cryptography
The following directions of applied data security are motivations of studies of extremal properties
of balanced graphs of large girth.
6.1. LDPS and turbo codes and graphs of large girth
Low-density parity-check (LDPC) codes were originally introduced in doctoral thesis by Gallager
[16] in 1961. The discovery of Turbo codes by Berrou, Glavieux, and Thitimajshima [2] in 1993, and
the rediscovery of LDPC codes by Mackay and Neal [26] in 1995 renewed interest in Turbo codes and
LDPC codes, because their error rate performance approaches asymptotically the Shannon limit. Much
research is devoted to characterizing the performance of LDPC codes and designing codes that have
good performance.
Commonly, the Tanner graph (see [32,34,35] and further references), is associated with the code
and an important parameter affecting the performance of the code is the girth of corresponding Tanner
graph. The design of structured regular LDPC codeswhose Tanner graphs have large girth is considered
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in [17,18,29]. The regularity and structure of LDPC codes utilize memory more efﬁciently and simplify
the implementation of LDPC coders. The Tanner graph is a bipartite graph, in which the set of nodes
is divided into two disjoint classes with edges only between nodes in the two different classes. The
impotence of the studies of undirected regular bipartite graphs with large girth for the design of turbo
codes is discussed in [29].
Large girth speeds the convergence of iterative decoding and improves the performance of LDPC
codes, at least in the high SNR range. Large size of such graphs implies fast convergence.
6.2. Cryptography
The cryptographical properties of inﬁnite families of simple graphs of large girth with the special
colouring of vertices are studied during the last 10 years; see [40,41,44,45,50]) and further references.
Such families can be used for the development of cryptographical algorithms (on symmetric or public
key modes). Only few families of simple graphs of large unbounded girth and arbitrarily large degree
are known.
Papers [48,49] are devoted to a more general theory of directed graphs of large girth and their
cryptographical applications. It contains new explicit algebraic constructions of inﬁnite families of
suchgraphs. It is shown that they canbeused for the implementationof secure andvery fast symmetric
encryption algorithms. The symbolic computations technique allow us to create a public keymode for
the encryption scheme based on algebraic graphs. The information on the implementations of such
algorithms can be found in [39,42,43,47] (case of simple graphs) and [48,49,19] (for directed graphs).
The paper [19] compares the speed of the graph based algorithms with the speed of RC4 and DES.
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