We examine the bank lending channel in Uganda, a developing country where monetary policy transmission may be impaired by weaknesses in the contracting environment, shallow financial markets, and a concentrated banking system. Our analysis employs a supervisory loan-level dataset and focuses on a short period during which the policy rate rose by 1,000 basis points and then came down by 1,100 basis points. We find that an increase in interest rates reduces the supply of bank credit both on the extensive and intensive margins, and there is significant pass-through to retail lending rates. We document a strong bank balance sheet channel, as the lending behavior of banks with high capital and liquidity is different from that of banks with low capital and liquidity. Finally, we show the impact of monetary policy on real activity across districts depends on banking sector conditions. Overall, our results indicate significant real effects of the bank lending channel in developing countries.
Introduction
A key question for policymakers is to what extent monetary policy can effectively influence real economic activity through its impact on credit aggregates. A large literature argues that the transmission of monetary policy to the real economy-the so-called monetary transmission mechanism (MTM)-can be hampered by several factors. These include small and shallow financial markets, oligopolistic banking systems, excess bank liquidity, monetary policy frameworks with limited ability to anchor inflation expectations, and poor institutional and legal environments that raise the costs of lending. These features are most frequently found in developing and emerging market economies. The quantitative evidence on the strength of the MTM, in particular the bank lending channel, in these economies remains mixed, questioning the effectiveness of monetary policy in emerging versus advanced economies where structural impediments are less likely to be present.
To shed light on this question, we analyze the bank lending channel in Uganda, a fastgrowing East African economy. With a bank-dependent economy and a recent transition to a new monetary policy framework-inflation targeting lite (IT-lite),-Uganda serves as an ideal representation of developing countries. In addition, the Bank of Uganda's monetary policy stance changed significantly during the period of analysis, ranging from highly contractionary after the introduction of the new framework to highly expansionary subsequently.
In mid-2011 the Bank of Uganda raised the policy rate by a cumulative 1,000 basis points (bps) over the course of five months and reduced it by a total of 1,100 bps in the following eleven months. The relatively short period over which these changes occurred reduces the likelihood that structural transformation of the economy might confound an analysis of the effectiveness of monetary policy.
We face two main empirical challenges in assessing the transmission of interest rate changes to credit aggregates and the real economy. The first challenge stems from the fact that monetary policy is determined by economic conditions. This problem is difficult to resolve as instances of truly exogenous monetary policy are extremely rare and high-frequency identification is not feasible in the absence of deep financial markets. In our case, we argue that there is an exogenous element in the extent of interest rate variation observed during the tightening period, which is unusually large. When estimating the effect of short-term interest rate changes on loan supply, we control for macroeconomic variables such as real GDP growth rate and inflation to account for macroeconomic conditions to which monetary policy responds. Furthermore, we identify differential loan supply effects for banks with different balance sheet characteristics (and respectively differential real effects in districts with varying banking sec-tor conditions) while controlling for time fixed effects, which account for all macroeconomic factors that may change simultaneously with interest rates.
The second challenge comes from the fact that aggregate shocks affect equilibrium bank credit through both the bank lending (supply) and the firm borrowing (demand) channels.
Since supply and demand shocks often occur simultaneously, we need to differentiate changes in loan supply from changes in loan demand. We use granular data that are well suited for this task. We exploit a unique supervisory dataset provided by the credit reference bureau (CRB) in Uganda (Compuscan Uganda CRB Ltd.) The dataset has information on individual loan applications (with acceptance/rejection decision) and loans granted to non-financial firms by the 15 largest Ugandan banks during 2010:Q3-2014:Q2. These banks account for 95 percent of total banking sector assets. We focus on local currency loans (in Ugandan shillings) which represent almost 90 percent of loan applications during the period of analysis.
There are three main ingredients to our analysis. First, we test the standard bank lending channel (Bernanke and Gertler, 1989, 1995; Bernanke and Blinder, 1988) which predicts that higher short-term interest rates reduce the probability of loan granting (extensive margin) and, for loans granted, their volume (intensive margin). Second, we estimate the pass-through of short-term interest rates to retail lending rates charged on new loans. These two dimensions inform how credit aggregates change, both in terms of quantity and price, in response to monetary policy. Third, we look beyond credit aggregates and test for transmission of changes in the monetary policy to the real economy.
For all outcome variables-quantity of credit, price of credit, and real outcomes-we look for evidence that the strength of the bank lending channel depends on banking sector conditions; that is, that a bank balance sheet channel is at work. This channel predicts that weaker banks, for instance those with lower levels of capital and liquidity, are more "effective" at transmitting changes in interest rates to the broader economy. This effect could be due to the external finance premium for banks, according to which healthier banks benefit from better access to external funds, and hence are less sensitive to changes in monetary conditions (Bernanke, 2007) . 1 An important question in the context of a developing country is whether a higher stock of liquid assets is an indicator of bank health. Banking systems in developing countries are generally seen as "too liquid" as banks invest in safe government securities at the expense of risky lending, so high levels of public sector borrowing crowd out lending to the private sector (Hauner, 2009 ). Thus, we conjecture that higher bank liquidity in the case of Uganda may in fact amplify the bank lending channel, as higher interest rates would lead highly liquid banks to invest according to their preferred preference for government securities at the expense of new lending.
We find evidence of significant loan supply adjustment for both the quantity and price of bank credit. For the extensive margin we show that an increase in interest rates by half a standard deviation raises the probability of loan granting in the same quarter by 0.7-1.4 percentage points. For the intensive margin, we estimate that an increase in interest rates by half a standard deviation over two quarters reduces loan supply by 4.9-9.7 percent. About half of the variation in market interest rates translates into changes in retail lending rates, indicating an economically significant pass-through. The results for the bank balance sheet channel show that high-capital banks transmit changes in the monetary policy stance significantly less than do low-capital banks, while highly liquid banks pass through these changes more than do other banks. We also show that real activity-captured by the intensity of night lights across districts and over time-is less affected by a monetary policy tightening in districts where banks are better capitalized and less liquid.
The novelty of our dataset allows us to expand the empirical literature on monetary policy by being the first to study the real effects of the bank lending channel in a developing country using loan-level data. The availability of credit register data for Uganda makes it possible to control for changes in loan demand at a higher level of granularity than in previous studies for developing countries, and hence more convincingly isolate supply from demand effects.
Since we observe pricing information for each loan in the dataset, a feature that is rare in credit registers, we are also able to precisely estimate the pass-through to the marginal bank lending rate. In addition, credit register data allows us to control for a wide range of unobserved lender and borrower heterogeneity through bank, borrower, and borrower×time fixed effects.
Our study adds to a recent literature that employs credit register data to examine the bank lending channel in advanced and emerging market economies. Jiménez et al. (2012) show that a 100 bps increase in the short-term interest rate by the European Central Bank (ECB) reduces the probability of loan granting to Spanish firms by 1.4 percentage points, which is larger than our baseline estimates. Jiménez et al. (2014) show that accommodative monetary policy in the Eurozone leads weakly capitalized banks to grant loans to riskier firms, and these loans are larger and longer-term, suggesting a risk-taking channel. In addition to an international bank lending channel that operates through foreign banks, Ongena et al. (2015) and Bernardo et al.
(2015) identify a domestic monetary policy channel in Hungary and Mexico. By looking at the district-level effects of monetary policy on economic activity, we also contribute to recent studies documenting the real effects of credit contractions (Cingano et al., 2013; Acharya et al., 2014; Bottero et al., 2015) . Studies such as Jiménez et al. (2012) provide a useful reference point for our coefficient estimates. Though our empirical strategy is similar, our goal is to assess the strength of the bank lending channel in a far less studied developing country where monetary policy transmission may suffer from structural impediments. The magnitudes of our estimated coefficients suggest weaker monetary policy transmission than that experienced by advanced economies.
We also contribute to the literature on monetary policy transmission in developing countries that finds mixed evidence of policy rate transmission to credit aggregates and bank lending rates (see Mishra and Montiel (2013) and Davoodi et al. (2013) for reviews). Mishra and Montiel (2013) argue that this is not merely the result of methodological limitations. In a sample of countries at varying levels of development, Mishra et al. (2014) find that the relationship between policy rates and retail lending rates is stronger for countries with better institutions, deeper financial markets, and less concentrated banking systems. Saxegaard (2009) shows that banks in sub-Saharan Africa hold reserves in excess of the level consistent with a precautionary savings motive, and argues that excess liquidity in the banking system weakens the MTM.
Bulir and Vlcek (forthcoming) find a strong link from short-term policy and interbank rates to longer-term bond yields for emerging market and low-income countries. Berg et al. (2013) use a "narrative" approach to document several channels of monetary policy transmission in East African economies during 2010-2012, including through market and lending rates, bank credit, and the exchange rate. In our study we focus on the bank lending channel in Uganda and employ micro data to control for concurrent credit demand shifts and to examine real effects. Furthermore, we extend the period of analysis to mid-2014 to capture not only the tightening but also the subsequent expansionary policy phase, which was of equally dramatic magnitude. Observing periods of both tight and loose monetary policy further allows us to test for asymmetric transmission.
Uganda provides an ideal setting for examining the bank lending channel given its representative features of a developing economy that can weaken the transmission of monetary policy, including illiquid financial markets, a concentrated banking industry, and a young and untested monetary policy framework (Berg et al., 2013) . In addition, the weak institutional framework increases the cost of lending, prompting banks to invest primarily in government securities and hold excess reserves (Mishra et al., 2012) . As central banks in many developing countries are in the process of adopting forward-looking monetary policy frameworks to enhance their credibility and effectiveness (Kasekende and Brownbridge, 2011; Khan, 2011 ), Uganda's experience with this transition starting in 2011, coupled with a short period of large interest rate swings, provides for a highly informative case study.
Institutional background
Uganda is an East African developing country with a flexible exchange rate regime and a moderate level of dollarization. 2 Like many other economies in sub-Saharan Africa, it relies heavily on commodity exports and foreign aid, has a large microfinance sector, and has significant agricultural employment. With a large share of food items in the CPI basket (27 percent), price volatility is primarily driven by external food and fuel price shocks and domestic supply shocks (especially weather-related) (Berg et al., 2013; Mugume, 2010) .
Like other sub-Saharan African central banks, including those in East Africa, the Bank of Uganda followed a de jure monetary aggregate targeting framework prior to 2011. This type of framework has historically proven ineffective at anchoring inflation expectations and has led to excess interest rate volatility (International Monetary Fund, 2008) . In July 2011, the Bank of Uganda moved to an IT-lite monetary policy framework and introduced a policy rate to signal the monetary policy stance. The explicit inflation target was set at 5 percent (see Berg et al. (2013) for a detailed account of the regime change and a comparison of monetary policy regimes in East Africa).
The tightening and expansionary phases
The 2010-2014 period was marked by a change of monetary policy regime and large swings in interest rates. What explains these developments? A negative commodity price shock unfolded during 2010-2011, with food and fuel prices rising substantially. Coupled with strong credit growth, a weakening currency and low real interest rates, the shock led to soaring inflation ( Figure 1 ). This phenomenon occurred to various degrees in four countries of the East African Community (ECA)-Kenya, Rwanda, Tanzania, and Uganda. In the second half of 2011 the four central banks decided to tighten monetary policy in a coordinated effort to fight inflation.
The tightening phase began in July 2011, when the Bank of Uganda simultaneously switched to an IT-lite monetary policy framework, introduced a policy rate, and stepped up its communication efforts to enhance the credibility of the new framework. During July-November 2011 the policy rate was raised by a cumulative 1,000 bps: 300 bps between July and September and an additional 700 bps between September and November. These developments are illustrated in Figure 2 , which shows year-on-year credit growth soaring to more than 30 percent in early 2011, and market rates moving in tandem with the policy rate after the regime change.
Following the tightening, credit growth collapsed to negative levels by the second half of 2012.
While monetary policy clearly responded to economic conditions, we argue that the magnitude, and to some extent the timing of the tightening, were largely unanticipated by economic agents. There are several reasons for this. First, the Bank of Uganda had reacted little to an ear- 
The banking system in Uganda
Uganda has experienced financial deepening in the last decade, with bank credit to the private sector more than doubling to 15 percent (of GDP) during 2001 (International Monetary Fund, 2015 . percent shareholders' equity, 11 percent market-based funding (from banks in Uganda and abroad), and 6 percent other sources. The average bank holds 52 percent loans, 21 percent securities (mostly government bonds), 10 percent reserves at the central bank, and 4 percent cash. As a result, Ugandan banks are highly liquid, with an average liquid-to-total assets ratio of 27 percent. 4 Figure 5 shows the evolution of the cross-sectional distributions of regulatory capital and liquidity, our key variables for assessing the bank balance sheet channel. We exploit heterogeneity in bank balance sheet characteristics-capital and liquidity-to formally test for a bank balance sheet channel. Furthermore, we compute district-level bank capital and liquidity, weighted by banks' market shares in each district, to examine real effects of the bank lending channel. 3 Estimates are for 2011. 4 See Section A-I in the Online Appendix for more details on the banking system in Uganda.
The Ugandan credit register
Uganda is one of the few developing countries with a fully functional and comprehensive credit register. Other countries in sub-Saharan Africa (including Ghana, Kenya, and Malawi) have also set up credit registers in recent years, but mainly collect loan default information.
The Ugandan credit register was set up in 2008 and collects data on loan applications and granted loans, on a monthly basis, from all commercial banks, microfinance deposit-taking institutions, and other credit institutions. Its coverage has continuously improved over time and it stabilized by mid-2010. We use credit register data for the largest 15 banks, which account for 95 percent of total banking assets.
The Ugandan CRB collects comprehensive information on both loan applications and originations (credit lines and disbursed loans) granted by banks to non-financial firms, with no restriction on the minimum size of the loan. For each individual loan application and granted loan, we know the date and all terms of the loan, including interest rate, maturity, currency, a description of collateral and its resale value, and borrower performance information. Importantly, banks make separate data submissions on loan applications and granted loans (i.e., there is an "applications dataset" and a "loans dataset"). For this reason, there is limited overlap between the two datasets, and not all granted loans can be traced back as successful applications in the applications dataset. 5 Therefore, we analyze loan applications and granted loans separately. After cleaning the data and keeping local currency loans, we arrive at a sample of 26,363 loan applications and 25,948 granted loans during the 2010:Q3-2014:Q2 period.
Firms are identified by a unique numerical code which allows tracking their activity over time and across banks. We observe applications from 8,679 firms and loans granted to 8,718
firms. For each borrower we also have information on their location (across 66 districts) and sector of activity (across 9 industries). However, we have no information on firm balance sheets. The distribution of loan applications and granted loans by industry is shown in Table   1 .
Most firms have a lending relationship with just one bank. During the period of analysis, 83 percent of firms apply for a loan to only one bank, although they can do so multiple times.
Thirteen percent of firms apply to two banks, and the rest to 3 banks or more. In the granted loans dataset, 87 percent of firms borrow from one bank and 10 percent from two banks. The prevalence of single firm-bank relationships has important implications for the identification strategy, as discussed further below.
The micro-data are merged with bank balance sheet variables and macroeconomic time series (interest rates, GDP growth, inflation) on a monthly and quarterly basis. To examine real effects, we employ satellite data on night lights, available for Uganda on a monthly basis, which we aggregate at the district-quarter level. Variable definitions, sources, and descriptive statistics are shown in Tables 2 and 3 .
Empirical strategy
A key challenge in identifying the bank lending channel is to disentangle credit demand from credit supply effects. In this section we discuss empirical strategies for doing so.
Extensive margin
Each month, banks report the status of loan applications received during the prior month. For each loan application, we know whether it was accepted (53.4 percent), rejected (10.2 percent), pending at the time of submission (36.2 percent), or cancelled by the borrower (0.2 percent). We analyze only the applications that were either accepted or rejected and define an indicator for applications submitted by firm i to bank b at time t that were accepted (LOAN GRANTED ibt ).
The average acceptance rate during 2010-2014 is 84.6 percent.
To examine the link between monetary policy and the probability of loan granting-the extensive margin-we estimate a linear model that broadly follows Jiménez et al. (2012) :
where LOAN GRANTED ibt takes value 1 if a loan application by firm i to bank b in quarter t was successful. In all baseline regressions we use the 7-day interbank rate as the short-term interest rate (IR t ). To account for the fact that macroeconomic conditions may drive short-term interest rates, we also add real GDP growth (∆GDP t ) and inflation (∆CPI t ) as controls. 6 In a first set of regressions, time-invariant firm and bank heterogeneity are captured by firm (η i ) and bank (ψ b ) fixed effects.
Then, we allow heterogeneity in bank balance sheets to influence the probability of loan granting by including the ratio of liquid assets to total deposits as a measure of bank liquidity (LIQU IDITY b,t−1 ) and the ratio of total regulatory capital to risk-weighted assets as a measure of bank capital (CAPITAL b,t−1 ). Each measure is lagged one quarter. Then, we allow for the effect of interest rates on the probability of loan granting to vary in the contractionary and expansionary phases by interacting the macro variables with indicators for the 2010:Q3-2011:Q4 and the 2012:Q1-2014:Q2 periods. In a last specification, we test for the possibility that the bank lending channel is stronger for worse capitalized and less liquid banks-that is, we test for a "bank balance sheet channel"-by interacting ∆IR t with bank capital and liquidity, while controlling for similar interactions with GDP growth and inflation. When testing the bank balance sheet channel we can also add industry-district×year-quarter fixed effects to capture time-varying demand shocks that are common to all firms operating in the same industry and district. In that case, macroeconomic variables drop out but we can still estimate the coefficients on the interaction terms. In line with theory, we expect better capitalized banks to weaken the bank lending channel (Bernanke, 2007) . Contrary to the case of advanced economies, in a developing country high holdings of liquid assets can indicate a preference for government securities over lending activities; therefore, we expect more liquid banks to strengthen the bank lending channel by cutting loans (and increasing securities holdings) more than do other banks-a "crowding-out effect" (Hauner, 2009).
We estimate Equation 1 with Ordinary Least Squares (OLS) and cluster the standard errors at the district level to allow for serial correlation within districts. 7
Intensive margin and interest rate pass-through
For each granted loan we have information on volume, interest rate (level and type), maturity, and collateral. To separate demand from supply effects, we need to control for unobserved borrower×time heterogeneity where the borrower and time units are as granular as possible. 8 We run the intensive margin analysis at a higher level of aggregation than individual firmsnamely, our borrowers are district-specific industries (loan volumes are added up across firms within each district-industry pair for a total of 290 pairs and the time unit is quarters). This assumes that demand shocks each quarter are common to all firms in a district-industry cluster. 9 We have two reasons for aggregating the data at the district-industry level: first, to include firm×quarter fixed effects we need to see multiple loans granted to the same firm within a 7 One advantage of a linear probability model compared to a probit model is that the latter is unidentified if we include a large set of bank and firm fixed effects. Another advantage is the ease of interpretation of the interaction terms (Ai and Norton, 2003) . 8 For instance, borrowers are firms and the time unit are months in Jiménez et al. (2014) and Ongena et al. (2015) . 9 Acharya et al. (2014), De Haas and Van Horen (2013) , and Kapan and Minoiu (2013) use a similar strategy to identify changes in the supply of international syndicated loans during the global financial crisis and the European sovereign crisis. Credit rationing at the individual firm level creates intensive margin adjustment at higher levels of aggregation, for instance the country-industry level.
quarter. However in our data almost half of the firms borrow only once per quarter, so adding firm×quarter fixed effects would significantly reduce sample size. Second, we notice that during the contractionary period, firms were more likely to be credit rationed than to receive smaller loans. Comparing the total number of borrowers and average loan size in the six quarters before and after July 2011, we find that the latter fell by 23 percent (from 244 to 187 million Ugandan shilling) while the former fell by 46 percent (from 4,602 to 2,502 firms).
To examine the link between the monetary policy stance and the volume of new credit-the intensive margin-we estimate the following specification:
where LOAN AMOUNT jbt is the volume of credit granted to firms in district-industry j by bank b in quarter t. The main variable of interest is the change in the 7-day interbank rate (∆IR t,t−z ) over different time horizons (z = 1, 2 quarters) which allow changes in short-term interest rates to affect bank credit with a lag. The coefficient α 1 is the interest rate elasticity of loan volume supplied by individual banks to firms within the same district-industry cluster.
To separate supply from demand effects, we include district-industry fixed effects φ j , which assume that credit demand shocks are common to firms in each district-industry pair, but constant over time. We also include bank fixed effects (ψ b ). Then we augment the specification with macroeconomic and bank-level variables defined as in Equation 1. Finally, we interact ∆IR t,t−z with bank capital and liquidity to test for the bank balance sheet channel. We examine differential effects (i.e., the coefficients of interest are α 2 and α 3 ) by adding industrydistrict×year-quarter fixed effects. In this last specification, identification of a credit supply effect hinges on the assumption that firms operating in the same district-industry cluster experience a common demand shock every quarter.
To examine the pass-through of the 7-day interbank rate to interest rates charged by banks on new loans, we estimate the specifications in Equation 2 but change the dependent variable to the average lending rate at the district-industry level. All regressions are estimated with OLS and standard errors are clustered at the district level.
Real effects
We test for real effects of the bank lending channel in Uganda using satellite data on night lights from the NOOA National Geophysical Data Center, which has been shown to predict well economic growth across countries (Henderson et al., 2012) and regions (Hodler and Raschky, 2014) . Elvidge et al. (2014) document that for Uganda night lights are positively and strongly correlated with population and GDP. The data are aggregated at the district-quarter level. We examine how monetary policy influences real activity depending on banking sector characteristics such as capital and liquidity. These measures are computed at the district level as averages of bank capital and liquidity across banks weighted by their market power. Market power is given by the share of local currency loans extended to firms in each district during the period of analysis. 10 We estimate a reduced-form specification as follows:
where LIGHTS dt is night-time luminosity in district d in quarter t and we allow monetary policy to have an effect on real economic activity after up to 4 quarters (z = 1, 2, 3, 4). The interest rate IR t,t−z enters the specification as the cumulative change in the interest rate over the past z quarters. For each district, the bank balance sheet variables are lagged one quarter, and their interactions with lagged GDP growth and inflation are included to avoid confounding effects. By adding district fixed effects in all specifications, we examine how the change in night lights within a district varies depending on monetary and banking sector conditions in that district. Similar to the loan supply equations, we expect α 2 < 0 and α 3 > 0, i.e., that the bank lending channel is stronger in districts with highly liquid banks and weaker in districts with well capitalized banks. Table 4 reports the results for the extensive margin. We start with simple specifications that include bank and firm fixed effects. The coefficient estimates on ∆IR indicate that half a standard deviation increase in the 7-day interbank rate over a quarter (182 bps) reduces the probability 10 The results are similar if we measure market power based on the number of bank branches located in each district.
Results

Extensive margin
of loan granting by between 0.7 and 1.4 percentage points (columns 1-3). These estimates are lower than those for advanced economies. For instance, Jiménez et al. (2012) show that a 100 basis point increase in the Spanish 3-month interbank rate (representing almost one standard deviation) raises the rejection rate on loan applications by 1.4 percentage points. Given the large differences in economic cycle amplitude between advanced and developing countries (Male, 2011) , a significantly larger increase in interest rates is required in Uganda to achieve the same impact on loan rejection rates as in Spain.
In column 4 we test for an asymmetric effect by splicing the interest rate variable during the contraction and expansion periods. Higher interest rates are associated with higher loan rejection rates during the monetary contraction (i.e., before 2012:Q1) but the monetary expansion does not have a statistically significant effect on loan granting. This is consistent with studies of the asymmetric effects of monetary policy on US investment and output (Morgan, 1993) . We believe two factors weighed down on loan origination during the expansionary period-high policy uncertainty surrounding the tightening episode and large non-performing bank loans ( Figure A3 ).
In column 5 of Table 4 we include interaction terms of capital and liquidity with ∆IR to test the bank balance sheet channel. We find that the differential effect of a rise in the interbank rate by half a standard deviation (182 bps) over a quarter between a highly and a poorly capitalized bank (90th vs. 10th percentile) is 3.5 percentage points. 11 In other words, banks with high levels of capital pass on increases in interest rates to the supply of credit less than other banks.
This result highlights an important role for capital in monetary policy transmission, consistent with the presence of an external finance premium for banks. By contrast, we observe that more liquid banks amplify the effect of interest rates (α 2 < 0). Since a high liquidity ratio could indicate a bank's preference for investing in government bonds, an increase in interest rates raises the bank's demand for safe, high-return government assets, thus crowding out private sector lending.
Intensive margin
In Tables 5 and 6 we focus on the intensive margin of credit supply. We start by estimating Equation 2 and regress loan volumes on ∆IR t,t−z where z = 1, 2 quarters. The results show that the 7-day interbank rate affects the quantity of loans both instantaneously and with a lag, but the estimates are more precisely estimated when we allow for a deeper lag (z = 2). Depending on the specification, the coefficient on ∆IR t−2 in Table 6 indicates that half a standard deviation increase in the interest rate over 2 quarters (i.e., 322 bps) reduces bank credit by between 5.1 and 10.1 percent (columns 1-3). In column 4 we allow for distinct effects during the contractionary and expansionary periods, and find negative and statistically significant coefficients for both subperiods, but of larger magnitude in the contractionary period (p-value=0.017).
In addition, our results lend support to a strong bank balance sheet channel. This channel is identified in a specification with a comprehensive set of industry-district×quarter fixed effects, which allows all firms within the same industry-district cluster to receive a time-varying credit demand shock (Table 6 , column 5). Similar to the extensive margin regressions, the estimates here suggest higher capital dampens the transmission of interest rates changes to credit supply and higher liquidity enhances it. Half a standard deviation increase in interest rates over two quarters (322 bps) leads high-capital banks (at the 90th percentile) to reduce the volume of new loans by 23.8 percent more than do low-capital banks (at the 10th percentile). 12
Lending rates
Next we quantify the pass-through of changes in the monetary policy stance to lending rates on new loans. We estimate the same set of specifications as in the previous section, but we replace the dependent variable with average interest rates across loans to firms in a given district-specific industry. The results for z = 1, 2 lags are shown in Tables 7 and 8 . In Table 7 , the coefficient estimates on ∆IR t indicate that a 100 bps increase in the 7-day interbank rate is associated with an increase in the lending rate of between 33 and 49 bps (columns 1-3). The latter coefficient is not statistically different from 50 bps, indicating a pass-through of almost 50 percent. Differential effects of short-term interest rate changes on lending rates for high/low capital and liquidity banks are present in all specifications. For instance, the coefficient magnitudes indicate that high-capital banks charge 82 bps less than do low-capital banks (at the 90th vs. 10th percentile of the capital distribution) for an increase of half a standard deviation in interest rates over one quarter (Table 7 , column 5). 13 By contrast, more liquid banks pass through the increase in 7-day interbank rate less than do banks with lower liquidity ratios. The correlation between policy rates and lending rates in the long run is 0.29 for developing countries compared to 0.35 for advanced economies. In a large sample of countries over 2003 -2008 Saborowski and Weber (2013 find an average interest rate elasticity of 0.52. Advanced and G20 economies exhibit almost full pass-through, followed by South American and East Asian countries with 50 percent, and Eastern Europe, Middle East and North Africa, and sub-Saharan Africa with 40 percent. An important distinction from earlier studies is that our lending rate is calculated directly from micro data on loan originations. Thus, we work with the marginal lending rate, whereas previous work uses the average lending rate on existing loan claims (from the International Financial Statistics), which adjusts more slowly to changes in monetary conditions.
Real effects
Our results so far provide evidence for a bank lending channel in Uganda. To further examine the potency of this channel, we analyze whether in addition to the quantity and price of bank credit, monetary policy also affects real economic outcomes. Doing so is challenging given that we do not have balance sheet information for individual borrowers in the credit register files, and due to confidentiality concerns, it is not possible to match them to existing firm-level surveys. To overcome this limitation, we conduct the analysis at a lower granularity level-the district rather than the firm-and therefore need a district-level measure of economic activity. A key requirement is for the measure to be a good proxy for GDP growth. As shown by Henderson et al. (2012) , satellite night lights track well short-term fluctuations in growth and have the advantage of capturing informal economic activity which often eschews formal GDP measurement. We use geo-coded satellite data on night lights for Uganda on a monthly basis, which we average at the quarterly level to remove short-term fluctuations that may be influenced by weather patterns and other sources of measurement error.
Figure 6 depicts differences in luminosity across districts in 2010 (while credit was booming and the economy was showing signs of overheating), 2011 (when the monetary contraction took place), and 2012 (when the monetary expansion set in). These maps confirm our priors that the monetary tightening was effective at reducing economic activity, and that the loosening had a (limited) boosting effect. In the regression analysis, we exploit variation in bank capital and liquidity across districts to examine differential effects of interest rate changes on night lights depending on banking sector conditions in those districts. The results from estimating the reduced-form Equation 3 for a panel of 66 districts are reported in Table 9 . As a robustness check, in the last four specifications we exclude from the sample Kampala, the main commercial and manufacturing hub. We allow for real effects to be statistically discernible after 1-4 quarters.
The results in Table 9 consistently support the presence of a bank balance sheet channel with a lag of about 3-4 quarters. Higher interest rates affect economic activity less in highcapital districts and do so more in high-liquidity districts (columns 3-4, 7-8). The coefficients are more precisely estimated when Kampala is excluded from the sample (columns 5-8). The coefficient estimates in column 7 indicate that for an increase of half a standard deviation in the interest rate over three quarters (about 400 bps) is associated with night lights in highcapital districts (90th percentile) that are higher by 0.142 units than in low-capital districts (10th percentile). This coefficient represents almost one tenth of a standard deviation of the lights distribution.
Robustness tests
We subject our baseline results to a number of robustness tests. Specifically, we replicate our baseline results: 1) using three alternative interest rates: the policy rate introduced in July 2011, the 91-day T-bill rate, and the discount rate at which banks access emergency funds from the Bank of Uganda; 2) making different assumptions about the correlation structure of the errors, allowing for clustering at the industry, quarter, and respectively the industry-district level; and 3) controlling for changes in the nominal exchange rate. Our results are robust to all sensitivity tests (see regression tables in the Online Appendix).
Conclusions
The question of how monetary policy influences credit aggregates and the real economy is of central concern to policymakers, especially in countries where the transmission of monetary policy may be impaired by structural factors. The literature suggests that the bank lending channel is weaker in developing economies than in advanced economies, but there is some debate on precisely by how much. In this paper, we bring to the debate the first piece of systematic evidence based on micro-data, drawing on a unique loan-level dataset from Uganda.
We examine the 2010-2014 period, when the introduction of a new monetary policy framework was followed by large swings in interest rates. We supplement our rich loan-level data with satellite data on night lights, a granular measure of economic activity at the district level. The resulting dataset allows us to identify the loan supply and real effects of the domestic bank lending channel in a developing African economy.
We document economically meaningful adjustment on both the extensive and intensive margins of credit supply, and on retail lending rates, following changes in monetary policy.
As expected, the bank lending channel is weaker (by about 50 percent) than it is in advanced economies. The data also reveal a strong bank balance sheet channel, as high-capital banks transmit interest rate changes less than do other banks to the probability of loan granting, to new loan volumes, and to retail lending rates. The reverse is true for bank liquidity: highlyliquid banks pass through interest rates changes to the quantity and price of credit more than low-liquidity banks, so high liquidity has a crowding out effect on loans. The same differential effects are present at the district level, where we find that, for a given increase in interest rates, nighttime luminosity is higher in high-capital and low-liquidity districts than elsewhere.
Our results are a first step toward better understanding the transmission of monetary policy to credit aggregates and real economic growth in developing countries using micro-data.
As credit registers are established in more countries, they offer a unique opportunity to move away from aggregate time-series analyses of monetary policy, for which identification remains a major challenge, and to shed light on the effectiveness of macroeconomic policies in these countries. Notes: The period of analysis is 2010:Q3-2014:Q2. Macroeconomic and bank balance sheet data are measured on a quarterly basis. Loans amount (LOAN AMOUNT) is expressed in real terms using the Uganda CPI (January 2010=100). See Table 2 for variable definitions. Notes: The dependent variable is an indicator for successful loan applications of firm i at bank b at time t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the total loan amount granted to borrowers in district-specific industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the total loan amount granted to borrowers in district-specific industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the change in average interest rates on loans granted to firms in district-industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the change in average interest rates on loans granted to firms in district-industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. 
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∆IR t × contraction -0.0387** (0.016) ∆IR t × expansion 0.0080 (0.014) ∆GDP t × contraction 0.1111*** (0.019) ∆GDP t × expansion 0.0484 (0.052) ∆CPI t × contraction 0.0218 (0.016) ∆CPI t × expansion -0.0031 (0.018) ∆IR t × LIQU IDITY b,t−1 0.0011 (0.001) ∆IR t × CAPITAL b,t−1 0.0051** (0.002) ∆GDP t × LIQU IDITY b,t−1 -0.0052** (0.002) ∆GDP t × CAPITAL b,t−1 0.0014 (0.002) ∆CPI t × LIQU IDITY b,t−1 -0.0015 (0.002) ∆CPI t × CAPITAL b,t−1 -0∆ 2 IR t × contraction -0.0598*** (0.018) ∆ 2 IR t × expansion -0.0162*** (0.006) ∆ 2 GDP t × contraction 0.0696** (0.027) ∆ 2 GDP t × expansion 0.0381 (0.055) ∆ 2 CPI t × contraction 0.0376** (0.016) ∆ 2 CPI t × expansion 0.0049 (0.033) ∆ 2 IR t × LIQU IDITY b,t−2 -0.0022*** (0.001) ∆ 2 IR t × CAPITAL b,t−2 0.0039*** (0.001) ∆ 2 GDP t × LIQU IDITY b,t−2 0.0004 (0.001) ∆ 2 GDP t × CAPITAL b,t−2 0.0015 (0.002) ∆ 2 CPI t × LIQU IDITY b,t−2 0.0027*** (0.001) ∆ 2 CPI t × CAPITAL b,t−2 -0
A-II Robustness: Alternative interest rates
This section reports the results of the baseline model using several interest rates other than our benchmark 7-day interbank rate. We consider: 1) the 91-day T-Bill rate, 2) the discount rate, at which commercial banks access the discount window at the Bank of Uganda against eligible collateral, and 3) the policy rate over the 2011:Q3-2014:Q2 period. The evolution of these interest rates, together with that of the 7-day interbank rate (and the overnight interbank rate, at which commercial banks borrow from each other in the overnight interbank market), is reported in Figure A4 , which reveals a strong co-movement among all these rates over the sample period. This suggests that since the introduction of the IT-lite framework there has been transmission from the policy rate to market rates. Our main findings on the extensive and the intensive margins and on the interest rate pass-through are robust to using these alternative rates (see Tables A1-A3 ). In all regressions standard errors are clustered at the district level, as in the baseline. Notes: The dependent variable is an indicator for successful loan applications by firm i to bank b at time t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the total loan amount granted to borrowers in district-specific industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the change in the average interest rate charged on loans granted to firms in district-industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
A-III Robustness: Alternative clustering levels
This section reports the main regression results allowing for alternative structure of the serial correlation of the error term. We report the results for the baseline specifications for the extensive margin, the intensive margin (lagged effect) and lending rates (lagged effect) where we cluster the standard errors by: industry, industry and district (two-way clustering) and quarter, see Tables A4-A6 . Notes: The dependent variable is an indicator for successful loan applications by firm i to bank b at time t. Standard errors, clustered at the level indicated at the top of each column, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the total loan amount granted to borrowers in district-specific industry j by bank b at time (quarter) t. Standard errors, clustered at the level indicated at the top of each column, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the change in the average interest rate charged on loans granted to firms in district-industry j by bank b at time (quarter) t. Standard errors, clustered at the level indicated at the top of each column, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
A-IV Robustness: Controlling for changes in the nominal exchange rate (NER) Notes: The dependent variable is an indicator for successful loan applications of firm i by bank b at time t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The dependent variable is the total loan amount granted to borrowers in district-specific industry j by bank b at time (quarter) t. Standard errors, clustered at the district level, are reported in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
