





























































































applications	 of	 these	 advances,	 identifying	 their	 different	 assumptions	 and	 simplifications,	
such	as	one‐dimensional	models	of	velocity	fluctuation	and	coupled	models	of	turbulent	and	
laminar	flow	regimes.	Special	interest	is	shown	in	i)	how	the	interface	between	the	turbulent	




and	 velocity	 fluctuations	 coming	 from	 the	 turbulent	 surface	 flow	 of	 an	 idealized	 river,	
assuming	a	continuous	computational	domain	containing	both	surface	and	porous	flows,	and	




























hiporreica	 de	 ríos,	 y	 en	 general	 para	 la	 interacción	 del	 flujo	 superficial	 sobre	 un	 lecho	
permeable,	donde	la	mezcla	del	agua	superficial	y	el	agua	subterránea	es	evidente.	Este	trabajo	
ha	 tenido	 en	 cuenta	 una	 revisión	 de	 diferentes	 aproximaciones	 conceptuales,	 modelos	
numéricas	 y	 físicos	 implementados,	 en	 los	 cuales	 se	 ha	 identificado	 sus	 suposiciones	 y	
simplificaciones,	como	modelos	unidimensionales	de	para	 la	disipación	de	 fluctuaciones	de	




de	 ríos	 de	 alta	 montaña.	 De	 esta	 manera,	 un	 modelo	 numérico	 ha	 sido	 propuesto	 e	
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presented	model	 is	 focused	 at	 small	 scales	 for	 hyporheic	 exchanges,	where	 hydrodynamic	



















from	 only	 one	 domain	 to	 the	 other	 (Cardenas	 &	Wilson,	 2007).	 On	 the	 other	 hand,	 the	
continuum	 required	 between	 the	 two	 domains	 is	 not	 ignored	 but	 at	 the	 expense	 of	
oversimplifications	of	the	equations	that	define	the	problem	(Discacciati	&	Quarteroni,	2009).	
Consequently,	 it	 has	 been	 identified	 the	 nonexistence	 of	 a	mathematical	model	 in	which	 a	
continuous	domain	is	considered	that	takes	into	account	both	and	simultaneously	the	porous	





identification	 and	delimitation	of	 the	hyporheic	 zone	due	 to	 sinuosity	 of	 a	 particular	high‐






has	 been	 done	 by	 adopting	 the	 Navier‐Stokes	 (NS)	 equations	 for	 momentum	 and	 mass	
conservation	 in	 a	 continuous	 computational	 domain	 that	 contained	 both	 free‐surface	 and	




higher	 diffusion	 coefficient	 on	 the	 second‐derivative	 in	 the	 NS	 equations	 is	 adopted	 for	




is	 reviewed	 in	 Section	 1,	 setting	 a	 start	 point	 for	 the	 proposed	 numerical	 model	 in	 this	
document.	Next,	a	coupled	free	surface	‐	subsurface	flow	model	is	proposed	and	explained	in	
Section	 2	 in	 order	 to	 describe	 simultaneously	 a	 turbulent	 free	 surface	 flow	 bounded	 by	 a	




to	 compare	 the	 results	 of	 this	model	with	works	 from	other	 authors:	 one	 from	Silva	 et	al.	
(2016)	 evaluating	 the	 impact	 of	 the	 boundary	 conditions	 on	 the	 calculated	 velocity	 and	
pressure	fields;	other	from	Fox	et	al.	(2014)	where	the	transport	of	a	tracer	is	evaluated	inside	




that	 the	 implementation	 of	 the	 proposed	model	 has	 been	 done	 in	 simple	 geometries	with	
gravel	 and	 sand	 homogenous	 sediments,	 since	 recreating	 all	 the	 geometries	 and	
















In	 this	 section	a	 review	 is	presented	of	 the	researches	 that	have	aimed	 to	characterize	 the	
surface	water	 –	 groundwater	 (SW/GW)	 interaction	 in	 order	 to	 set	 a	 starting	 point	 for	 the	
model	 that	 this	work	will	propose.	Two	main	groups	have	been	 identified:	one	that	 is	only	
concerned	to	the	damping	inside	a	permeable	boundary	of	the	velocity	 fluctuations	coming	










evidenced	on	riverbeds	where	 the	spatial	 scales	are	of	 the	order	of	0.01m	and	0.1m,	while	
characteristic	temporal	scales	are	defined	by	hydrodynamic	drivers	(Boano	et	al.,	2014).	For	
this	particular	case	of	rivers,	those	drivers	can	range	from	the	characteristic	turbulent	effects	











to	 identify	 and	 quantify	 the	 mass	 and	momentum	 exchanges	 that	 occur	 between	 the	 two	
different	domains.	But	when	focused	only	on	the	aforementioned	range	of	scales,	 the	set	of	
equations	that	describes	the	fluid	mechanics	is	particular	to	the	problem.	For	instance,	if	the	
problem	 to	 be	 solved	 was	 set	 in	 a	 basin	 scale,	 a	 Darcy	 flow	 formulation	 describing	 the	
groundwater	 flow	 in	 any	direction	 is	 	 valid	 (Freeze,	Allan	R.	Cherry	1979),	 thus	 it	 could	be	
enough	as	the	SW/GW	interaction	drivers	are	mainly	hydrostatic.	But	in	this	case,	turbulence	




their	 own	 assumptions	 and	 limitations.	 As	 a	 common	denominator,	 two	different	 domains	
have	to	be	solved	simultaneously:	a	turbulent	free	surface	flow	and	a	groundwater	close‐to‐









the	Darcy	 equation.	This	 assumption	denies	 the	 existence	of	 this	 buffer	 zone	denominated	
hyporheic	where,	 inside	 the	porous	media,	 flow	 is	still	 turbulent.	 In	addition,	one	difficulty	
identified	for	the	analysis	of	the	SW/GW	interaction	is	that	rivers	and	other	surface	flows	are	
usually	 considered	 in	 two‐dimensional	 or	 one‐dimensional	 domains	 where	 an	 averaged	
vertical	 velocity	 profile	 is	 assumed.	 Nevertheless,	 water	 entering	 or	 leaving	 the	 riverbed	




































surface	 –	 porous	 bed	 interface.	 The	 boundary	 condition	 at	 this	 limit	would	 be	 a	 theorized	
velocity	pulse,	represented	by	a	sinusoidal	pulse	(Higashino	&	Stefan,	2008;	Penaloza‐Giraldo	






















Discacciati	&	Quarteroni	 (2009)	presented	an	analysis	made	 for	the	coupling	of	 the	Navier‐
Stokes	 equations	used	 for	 calculating	 the	 surface	 flow	hydrodynamics	 and	 the	Darcy’s	 law	
which	describes	the	laminar	flow	expected	inside	a	porous	region	(see	Figure	1‐4).	The	no‐slip	
condition	between	 the	 two	 subdomains	 is	 rejected	because	both	 the	 velocity	 and	pressure	




















set	 of	 Forchheimer’s	 coefficients	 (Whitaker,	 1996).	 This	 model	 was	 corroborated	 with	


































simulation	 of	 the	 SW/GW	 interaction,	 it	 has	 been	 considered	 useful	 to	 state	 different	
approaches	 by	 experimental	 methods	 because	 those	 can	 lead	 the	 importance	 of	 the	
parameters	used	in	the	development	of	numerical	simulations.		
	
Generally,	 the	 attempt	 to	 simulate	 the	 interaction	 between	 two	 regions	 is	 made	 by	 the	
transport	of	some	kind	of	tracer,	for	instance,	streamlines	evidenced	from	a	transported	plume	
or	the	transport	of	the	dye	inside	the	sand‐bed.	Reports	measuring	pressure	and	velocity	inside	
the	 gravel‐bed	 are	 quite	 particular	 because	 direct	 measure	 of	 hydrodynamic	 variables	
(velocity	and	pressure)	are	commonly	hard	to	achieve,	but	 for	 the	rest,	 the	measure	of	 the	










inside	a	porous	gravel	bed.	Their	goal	was	 to	measure	 the	depth	 in	which	 the	velocity	and	
pressure	 fluctuations	were	completely	dissipated,	 thus	 the	 turbulence	effect	was	no	 longer	
important	 for	 the	 groundwater	 flow.	 Miniaturised	 Piezoelectric	 Pressure	 Sensors	 and	 3D	
Particle	Tracking	Velocimeters	were	used	beneath	a	built	river‐bed	and	an	Acoustic	Doppler	
Current	Profiler	(ADCP)	was	used	for	the	estimation	of	the	surface	flow.	In	their	work,	it	was	
reported	 that	 pressure	 fluctuations	 and	 velocity	 fluctuations	 from	 the	 turbulent	 flow	
decreased	 exponentially	 with	 increasing	 depth,	 being	 dissipated	 in	 the	 first	 two	 layers	 of	
gravel	grains.		
	













shaped	 bed	 forms.	 For	 the	 former,	 a	 high	 rate	 of	mass	 exchange	was	 evidenced	 for	many	
streamflow	conditions,	demonstrating	the	turbulence	incidence	on	the	pore	water	flow.	For	













free	 surface	 flow.	The	 concentration	 of	 the	 tracer	was	measured	 for	 different	 timesteps	 at	
different	depths	in	order	to	calculate	de	variation	of	the	concentration	over	the	column	depth.	
Then,	as	velocities	inside	the	column	where	assumed	to	be	neglectable,	lower	concentrations	






one	 of	 the	 cases	 simulated	 in	 this	 work.	 For	 the	 experimental	 setup,	 a	 system	 of	 pumps	
underneath	 the	 porous	 media	 was	 set	 in	 order	 to	 simulate	 a	 gaining	 or	 losing	 river,	 by	
introducing	or	removing	part	of	the	groundwater	flow.	Dyed	surface	water	was	used	in	order	





implement,	 especially	at	natural	 environments	 such	as	 rivers	where	 the	heterogeneity	 and	
unsteady	 state	 of	 these	 systems	 is	 evident,	 thus	 high	 uncertainties	 are	 expected.	 For	 this	
purpose,	 the	 riverbeds	 addressed	 in	 this	 work	 are	 representations	 of	 the	 nature	 of	 high‐






















presented	 in	 order	 to	 overhaul	 some	 of	 the	 liabilities	 from	 the	 models	 presented	 in	 the	
previous	section,	In	this	order,	the	starting	set	of	governing	equations	is	presented	at	once	with	
the	made	assumptions	and	important	considerations,	then,	the	modification	of	the	diffusive	








and	not	 ignoring	 the	 pressure	 field.	 Figure	 2‐1	 shows	 these	 assumptions	 for	 the	 proposed	




The	starting	point	 for	 this	development	 is	 the	Navier‐Stokes	equations	 for	momentum	and	
mass	 conservation	 for	 an	 incompressible	 flow.	 Eq.	 2‐1	 and	Eq.	 2‐2	 are	written	 in	 Einstein	













this	case	it	is	assumed	constant	with	 10 	 / 	as	value.	But	for	the	region	in	the	
domain	 where	 the	 porous	 region	 is	 found,	 this	 viscous	 diffusion	 takes	 a	 greater	 value,	
simulating	 the	 tortuosity	 of	 the	 flow,	 hence	 restricting	 the	 velocity	 field.	 Therefore,	 at	 the	
porous	subdomain	ν	will	be	equal	to	the	apparent	viscosity	( ).		
2.3 Diffusive	Term	–	Apparent	Viscosity	





which	 the	 Kozeny‐Carman	 equation	 is	 deduced	 (Bear,	 1970).	 If	 only	 the	 first	 model	 is	
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the	 flow	 in	 the	 porous	 media.	 Although	 counterintuitive,	 this	 is	 consistent	 regarding	 the	
capillary	 tube	 model	 taken	 into	 account	 in	 which	 a	 wider	 tube	 leads	 to	 a	 slower	 flow.	
Notwithstanding	 the	 aforementioned	 relation,	 this	 equation	 shows	 a	 parabolic	





case	 for	 a	 high‐mountain	 river.	 Particularly	 for	 a	 sediment	 bed	 on	 a	 river,	 this	 sediment	













Depending	 the	 spatial	 and	 temporal	 scales	 desired	 to	 be	 simulated	 in	 a	 turbulent	 flow	
















〈 〉 	 Eq.	2‐5
〈 〉 ′ Eq.	2‐6
DNS	would	seem	as	the	straightforward	alternative	to	simulate	the	turbulence	because	all	the	
temporal	and	spatial	scales	are	being	solved.	But	this	means	a	high	computational	cost	and	an	
overwhelming	amount	of	data	 (Pope,	 2000).	For	 the	purpose	of	 this	work,	 the	 information	
given	by	the	entire	energy	cascade	is	not	necessary,	since	the	detailed	characterization	of	every	
single	 eddy	 is	 not	 of	 interest,	 just	 the	 effects	 of	 the	 turbulence	 are.	 In	 addition,	 the	
consideration	of	every	length	scale	would	mean	the	availability	of	the	exact	geometry	of	the	
porous	media,	 but	 as	discussed	previously,	 such	detailed	 information	 is	 not	 available	 for	 a	
natural	 river	 flow.	 The	 next	 alternative	 to	 consider	 is	 the	 Large	 Eddy	 Simulation	 (LES).	




less	 computational	 resources.	 Eq.	 2‐7	 and	 Eq	 2‐8	 show	 the	 RANS	 derivation	 based	 on	 the	






〈 〉 〈 〉




the	 〈 〉	 term	 as	 the	 only	 additional	 unknown	 in	 the	 set	 of	 equations.	 By	 solving	 this	



























condition	at	 the	bed	disappears.	Figure	 	2‐5	shows	a	schematic	of	 this	behavior	where	 the	
deeper	 the	 velocity	 measurement	 is	 made,	 the	 smaller	 its	 fluctuations	 associated	 to	 the	
turbulence	are.	Eventually,	 the	 fluctuations	disappear	and	the	velocity	acquires	a	small	but	




















For	 this	 reason,	 computational	 fluid	 dynamics	 (CFD)	 software	 uses	 different	 iterative	
algorithms	that	aim	to	avoid	these	numerical	complications.	In	this	work,	it	has	been	used	the	
CFD	 software	 OpenFOAM®	 v3.0+,	 taking	 as	 an	 advantage	 that	 being	 an	 open‐source	 code	





















increment	 of	 the	 diffusive	 term	 	 in	 the	 momentum	 transport	 equation	 (denominated	
apparent	viscosity)	could	be	considered	consistent	with	the	behavior	of	the	Reynolds	stress	




The	 standard	 	 model,	 as	 many	 other	 two‐equation	 turbulence	 models,	 solves	 the	
turbulent	 kinetic	 energy	 	 for	 finding	 the	 velocity	 scale	 and	 leaves	 the	 length	 scale	 to	 the	
dissipation	 rate.	This	model	 is	 the	most	widely	used	 two‐equation	model	 (Andersson	et	al.,	
2011)	and	offers	a	good	accuracy	for	high‐Reynolds	number	cases,	as	is	the	case	for	the	free	
surface	 flow	 tested	 in	 this	 case.	 Expressions	 for	 turbulent	 kinetic	 energy	 transport	 and	
dissipation	rate	are	shown	in	Eq.	2‐11	to	Eq.	2‐13.	It	is	to	notice	that	in	both	equations,	the	first	
term	 on	 the	 right	 hand	 of	 the	 equality	 refers	 to	 the	 dissipation	 of	 both	 	 and	 ,	 having	 as	
proportionality	value	 ⁄ .	However,	the	 	model	can	be	found	with	only	 ⁄ 	in	
this	place	as		 ≪ ⁄ 	(Pope,	2000).	For	the	proposed	model,	the	term	 	could	be	either	the	
Chapter	2	 23
	












Nevertheless,	 standard	 		 model	 may	 fail	 when	 the	 turbulent	 kinetic	 energy	 and	 the	














of	 the	point	 in	which	the	velocity	and	pressure	 fields	are	being	calculated:	Eq.	2‐14	 for	 the	
































The	proposed	model	 has	 been	 implemented	 in	 two	different	 cases.	 The	 first	 one	has	 been	















The	 streamlines	 calculated	 seemed	 to	 adjust	 very	well	with	 the	 flow	paths	detected	 in	 the	
experimentation.	However,	the	placement	of	the	no‐slip	boundary	conditions	in	the	numerical	
model	did	not	corresponded	to	the	same	boundaries	in	physical	model.	For	this	reason,	it	was	







a	 trapezoidal	obstacle	at	 1.10 	of	 the	same	material	of	 the	permeable	bed.	A	depth	of	
0.80 	of	porous	media	has	been	adopted	and	the	computational	domain	is	extended	vertically	


































As	mentioned	 in	 Chapter	2.4,	 the	RANS	equations	were	used	 to	describe	 the	 effects	 of	 the	














Given	 that	 the	 	 turbulence	 model	 is	 essentially	 two	 additional	 partial	 differential	
equations	 to	 the	 momentum	 and	 mass	 conservation	 equations,	 appropriate	 boundary	
conditions	 have	 to	 be	 set	 for	 the	 turbulent	 kinetic	 energy	 and	 its	 dissipation	 rate.	 The	
selections	of	the	boundary	conditions	of	the	turbulent	model	has	to	be	made	carefully	because	
an	 ill‐posed	 value	 may	 cause	 unrealistic	 development	 of	 the	 flow	 intended	 to	
simulate(Andersson	 et	 al.	 2011).	 For	 instance,	 high	 values	 of	 	 would	 result	 in	 unstable	













to	 maintain	 a	 specified	 maximum	 Courant‐Friedrichs‐Lewy	 number	 ( ).	 Their	 work	
evaluated	 the	cases	of	dye	penetration	under	neutral,	 losing	and	gaining	conditions	 for	 the	
surface	 flow,	 however,	 in	 this	 work	 it	 has	 only	 been	 evaluated	 the	 neutral	 condition.	 The	
transport	equation,	shown	in	Eq.	3‐1,	was	a	non‐reactive	advection	diffusion	equation	for	the	










For	the	case	described	 in	section	4.1,	 two	subdomains	could	be	 identified:	a	region	of	 free‐
surface	 flow	and	another	 for	 flow	 inside	a	permeable	media.	As	only	water	was	 taken	 into	
account,	 the	 surface	 water	 was	 assumed	 to	 exist	 on	 the	 upper	 boundary	 condition	 of	 the	
domain.	That	 assumption	has	been	 removed	 for	 this	 case	where	 an	 additional	 air	phase	 is	
considered	to	exist.	This	method	is	known	as	Volume	of	Fluid	(VOF)	simulation	and	has	been	
used	in	order	to	find	the	water	surface	that	would	be	developed	by	the	surface	flow.	The	VOF	
method	 achieves	 the	 calculation	 of	 the	 free	 surface	 of	 the	 water	 by	 solving	 an	 additional	
transport	equation	for	a	pseudo‐Boolean	parameter	 ,	which	is	the	indicator	on	a	domain	for	
water	or	air.	In	Eq.	3‐2,	when	 	is	equal	to	1	the	phase	is	water	and	when	 	is	equal	to	0	the	




combinations	 of	 	 and	 	may	 occur	 in	 the	 computational	 domain:	 the	 permeable	 bed	 is	
encountered	when	 	is	1	and	 	is	greater	than	zero,	the	free	surface	water	flow	is	found	when	
	is	1	and	 	is	equal	to	zero,	and	the	air	phase	is	solved	when	 	is	equal	to	zero.	It	is	to	notice	









case.	 In	 Figure	 3‐5,	 four	 characteristic	 lengths	 can	 be	 identified	 for	 the	 dunes:	 the	 height	














Flow’s	 main	 direction	 in	 Figure	 3‐5	 is	 from	 left	 to	 right.	 The	 inlet	 was	 set	 as	 a	 Dirichlet	
boundary	condition	for	the	velocity,	setting	it	to	0.123 / 	in	order	to	capture	a	similar	velocity	
field	 to	 the	experimental	setup.	The	velocity	at	 the	outlet	was	set	as	a	Newmann	boundary	












would	be	equal	to	1.23 ∙ 10 	m /s.	In	this	sense,	the	order	of	magnitude	for	 	is	10 	m /s,	



































INTERFACE	 BOUNDARIES POINTS FACES
MESH	I	 0.010	m	 0.020	m	 33220	 113608	 Figure	3‐7	
MESH	II	 0.005	m	 0.010	m	 76468	 264100	 Figure	3‐8	
MESH	III	 0.002	m	 0.030	m	 104588	 364122	 Figure	3‐9	













Equation	3‐3,	where	‖ ‖	represents	the	magnitude	of	the	 	vector	for	the	 ‐th	mesh	evaluated	
and	for	the	point	 	in	the	 ‐th	profile	compared.		
	



























location	 and	 type	 of	 boundary	 conditions	 that	 are	 given	 to	 a	 flume	 simulation.	 The	 other	
representing	a	 laboratory	 installment	of	a	 flume	whose	bottom	is	 filled	with	a	porous	sand	












the	 surface	 flow	 influence	 are	 reported	 for	 different	 orders	 of	 magnitude	 of	 the	 adopted	
apparent	viscosity.	For	the	second	case,	a	VOF	simulation	is	executed,	in	representation	of	the	








and	Figure	4‐5	are	 the	 result	of	 the	 simulation	 for	an	apparent	viscosity	of	10 	m /s	and	
Figure	 4‐2,	 Figure	 4‐4	 and	 Figure	 4‐6	 for	 an	 apparent	 viscosity	 equal	 to	10 	m /s.	 As	
predicted,	for	higher	values	of	apparent	viscosity,	the	flow	through	the	porous	media	was	more	
restricted	 than	 for	 values	 close	 to	 the	molecular	 viscosity	of	 the	water.	 Formation	of	 large	
vortexes	 could	 be	 evidenced	 when	 the	 apparent	 viscosity	 was	 low.	 Consistently	 with	 the	
apparent	viscosity	definition,	higher	values	of	 	 could	be	 interpreted	as	 lower	values	 for	



















case	A	and	for	 10 	 / 	
	
Figure	4‐2	Streamlines	for	the	velocity	fields	in	the	porous	region	for	the	boundary	condition	






case	B	and	for	 10 	 / 	
	
Figure	4‐4	Streamlines	for	the	velocity	fields	in	the	porous	region	for	the	boundary	condition	
case	B	and	for	 10 	 / 	
	
Figure	4‐5	Streamlines	for	the	velocity	fields	in	the	porous	region	for	the	boundary	condition	







case	C	and	for	 10 	 / 	
Finally,	Figure	4‐5	and	Figure	4‐6	represent	 the	BC	case	C	where	a	no‐slip	condition	 is	 set	











deaccelerates	 due	 to	 its	 presence,	 being	 this	 effect	 stronger	 for	 the	 impermeable	 bed	 case	
























particle	size	ratio	are	used,	which	vary	only	from	orders	of	magnitude	between	10 	 / 	and	

















apparent	 viscosity,	 comparing	 the	 value	 deduced	 from	 Eq.	 2‐3	 and	 the	 values	 of	
conductivity	and	porosity	reported	in	the	laboratory	installment.		
 An	evaluation	of	dye	penetration	from	the	surface	flow	into	the	streambeds	in	order	to	
































simulations	 and	 compared	 one	 to	 each	 other	 in	 order	 to	 calculate	 and	 report	 the	 	
indicator.	Evidently,	from	Equation	3‐3	can	be	deducted	that	a	 	value	near	to	zero	will	





MESH	ID	 SECTION	 MESH	II	 MESH	III MESH	IV
MESH	I	
Section	1	 5.59%	 5.14%	 3.32%	
Section	2	 1.86%	 6.26%	 3.27%	
MESH	II	
Section	1	 	 1.83%	 3.06%	
Section	2	 	 7.79%	 4.98%	
MESH	III	
Section	1	 	 	 3.53%	




MESH	ID	 SECTION	 MESH	II	 MESH	III MESH	IV
MESH	I	
Section	3	 1.14%	 3.63%	 2.13%	
Section	4	 1.37%	 4.06%	 2.25%	
MESH	II	
Section	3	 	 3.87%	 3.04%	
Section	4	 	 4.79%	 3.57%	
MESH	III	
Section	3	 	 	 2.59%	
Section	4	 	 	 3.01%	



































it	 was	 stated	 that	 for	 a	 region	 deep	 inside	 the	 riverbed	 where	 turbulent	 behavior	 has	




reference	velocity	(for	 instance,	 the	Darcy’s	directional	 flow	rate)	and	one	reference	 length	
(for	 example,	 the	 pore	 size	 )	 could	 be	 set.	 Focusing	 only	 in	 the	 velocity	 vectors	 near	 the	
interface	with	the	free	surface	flow,	a	deflection	can	be	evidenced	from	apparent	viscosities	















dune	represented	by	 10 m /s	
Figure	4‐10	Velocity	vectors	and	
turbulent	kinetic	energy	for	a	dune	




dune	represented	by	 10 m /s	
Figure	4‐12	Velocity	vectors	and	
turbulent	kinetic	energy	for	a	dune	




dune	represented	by	 10 m /s	
Figure	4‐14	Velocity	vectors	and	
turbulent	kinetic	energy	for	a	dune	






dune	represented	by	 10 m /s	
Figure	4‐16	Velocity	vectors	and	
turbulent	kinetic	energy	for	a	dune	




dune	represented	by	 10 m /s	
Figure	4‐18	Velocity	vectors	and	
turbulent	kinetic	energy	for	a	dune	








































as	 color	 intensity)	 has	 a	 logarithmic	 relation	 to	 the	 attenuating	 species	 concentration	 in	 a	
sample,	that	for	this	case	is	the	transported	dye.	For	the	sake	of	comparison,	Figure	4‐21	shows	





of	 Figure	 4‐21).	 The	 physical	 model	 attempted	 to	 recreate	 with	 this	 simulation	 reported	
photographs	of	the	dye	incidence	on	a	dune,	but	the	concentration	field	is	not	given	for	this	
matter	since	the	scope	of	the	study	is	to	determine	whether	or	not	SW/GW	interactions	has	






















A	 hyporheic	 zone	 (HZ)	 is	 defined	 as	 the	 region	where	 active	 transfer	 of	mass	 is	 identified	
between	the	surface	flow	and	the	permeable	bed,	thus	important	connection	for	oxygen	and	
nutrients	 exchanges	 are	 evidenced	 and	 have	 a	 high	 value	 in	 a	 stream	 ecosystem	 (Findlay,	
1995).	It	is	to	notice	that	in	the	analyzed	case,	depths	from	0.07m	to	0.14m	are	measured	for	









not	 adjust	 completely	 the	 one	 evidenced	 from	 the	 laboratory	 installment.	 This	 result	 is	
suspected	to	be	obtained	from	the	numerical	implementation	of	the	transport	equation	of	the	

































free	 flow	 over	 a	 permeable	 bed	 and	 its	 applications	 for	 the	 particular	 small	 scales	 for	 the	
hyporheic	flow	of	a	river	where	the	flow	exchanges	between	surface	water	and	groundwater	
are	mainly	driven	by	the	turbulence	of	the	flow	above.	In	that	order,	a	numerical	model	has	
been	 proposed	 recollecting	 the	 approaches	 of	 one‐dimensional	 velocity	 attenuation	 and	
coupled	multidomain	models	into	the	two‐dimensional	applications	described	above,	where	it	
was	found	that	considering	the	effects	of	both	pressure	and	velocity	simultaneously	in	the	free	















given	by	Higashino	&	Stefan	 (2008),	but	 it	has	 to	be	 taken	 into	account	 that	 this	definition	
comes	from	two	different	laminar	models	for	porous	media	and	the	proposed	model	simulates	
the	turbulent	flow	developed	in	that	same	media.	,	In	this	order,	it	is	concluded	that	previously	













identify	 the	depth	where	hyporheic	 exchange	can	be	evidenced.	For	 the	apparent	viscosity	
values	evaluated	in	this	case,	it	was	found	that	the	depth	of	the	hyporheic	zone	varies	from	






the	 porous	media.	 This	 evaluation	 can	 be	made	 by	 comparing	 the	 results	 of	 the	 proposed	
model	in	this	work	with	a	similar	implementation	which	solves	another	modified	form	of	the	












k‐epsilon	 turbulence	model	 was	 implemented,	 since	 it	 is	 one	 of	 the	most	 straightforward	
implementations	for	closure	of	the	RANS	equations.	However,	more	turbulence	models	can	be	
proposed	an	evaluated	that	might	better	represent	the	flow	inside	the	porous	bed,	even	a	LES	







































































































































in	 section	 1,	 a	 dimensional	 analysis	 from	 the	 non‐dimensionalization	 of	 the	Navier‐Stokes	
equations	for	incompressible	flows	where	characteristic	lengths	and	velocities	are	chosen	for	
some	particular	cases	applicable	to	the	surface	water‐groundwater	interaction	studied	in	this	
document.	Eq.	2‐1	and	Eq.	2‐2	are	written	 in	Einstein	notation,	where	 	correspond	to	 the	





an	expression	 for	momentum	transport.	Thus,	 it	 can	be	paraphrased	as	 the	convective	and	
diffusive	transport	for	momentum	must	be	equal	to	the	sum	of	internal	and	external	sources.	
Special	cases	can	be	set	when	the	influence	of	each	of	these	terms	is	less	important	compared	
to	 the	others.	For	 instance,	when	 the	diffusive	 transport	 can	be	 considered	non‐important,	
Euler’s	 equation	 would	 be	 obtained.	 Other	 case	 of	 interest	 refers	 to	 the	 assumed	 non‐
importance	 of	 the	 pressure	 gradient	 term,	 when	 its	 influence	 is	 considered	 negligible,	 a	
Burgers’	equation	is	obtained.		
A.1. General	Form	















In	 one	 hand,	 if	 a	 hydrostatic	 pressure	 condition	 is	 assumed	 in	 the	 vertical	 direction,	 the	
internal	 source	 from	 the	 pressure	 gradient	 in	 the	 NS	 equations	 can	 be	 cancelled	with	 the	
gravitational	acceleration,	thus	a	Burgers	equation	is	obtained,	which	was	the	basis	of	the	one‐
dimensional	 models	 described	 in	 Section	 1.3.	 In	 the	 other	 hand,	 if	 only	 the	 effects	 of	 the	
pressure	gradients	in	a	flow	are	considered	important,	a	Darcy	equation	can	be	reached,	which	
is	 the	 common	 assumption	 for	 describing	 flow	 inside	 a	 porous	 media.	 However,	 as	 it	 is	











A	general	 case	 for	non‐dimensionalization	 is	 set	where	every	 length	and	velocity	 scale	 are	
different	 for	 each	 direction.	 Additionally,	 time	 is	 not	 yet	 related	 to	 a	 length‐velocity	
relationship.	Reference	lengths	 ,	 	and	 	are	set	for	 ,	 	and	 	respectively.	Likewise,	 ,	
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The	substitution	of	the	dimensional	variables	for	the	dimensionless	family	in	the	set	of	Eq.	5‐3	
















































A	pond	has	been	depicted	in	Figure	5‐2.	For	this	pond,	the	order	of	magnitude	of	 ,	 	and	 	









































higher	 than	 the	 components	 in	2	 and	3,	 so	U	 is	 going	 to	 serve	 as	 the	 reference	 velocity	 in	
direction	1	and	 	the	reference	velocity	for	directions	2	and	3,	thus	 .	Allowing	a	change	












As	 two	 different	 reference	 velocities	 are	 considered	 for	 describing	 the	 flow,	 Reynolds	 and	
Froude	numbers	will	have	to	be	redefined.	 ⁄ 		and	 ⁄ 	are	functions	
of	the	longitudinal	reference	velocity,	while	 ⁄ 	and	 ⁄ 	are	functions	











similar	 to	 the	pond	 case	or	 the	 surface	 flow	case,	 taking	 into	 account	 that	 the	 longitudinal	









tools	useful	 to	be	 applied	 in	 the	next	phase,	which	 corresponds	 to	 calculating	 the	 variable	
values	for	particular	case	by	applying	the	previously	developed	applications.	
	
The	 C++	 codes	 compiled	 and	 used	 for	 the	 results	 reported	 in	 this	 work	 were	 basically	




Preprocessing	and	postprocessing	 routines	were	not	modifies	but	also	 implemented	 in	 the	
cases	reported	in	this	work.	For	instance,	meshes	generated	and	shown	in	Section	3.2	were	
defined	with	the	blockMesh	tool,	the	cases	were	deconstructed	for	parallelized	computations	

















































The	 technical	 specifications	 of	 the	 computer	 used	 for	 the	 reported	 simulations	 are	 listed	
below:	
 Processor:	Intel®	Core™	i5‐4460S	CPU	@2.90	GHz	x	4	(64	bits)	
 Chipset:	Intel®	H81	Express	Chipset	for	Lenovo	Thinkcentre	E73	
 Memory:	7.7	GB	DDR3	
 Operating	System:	Ubuntu	15.10	
	

