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Abstract—A framework previously introduced in [3] for solving
a sequence of stochastic optimization problems with bounded
changes in the minimizers is extended and applied to ma-
chine learning problems such as regression and classification.
The stochastic optimization problems arising in these machine
learning problems is solved using algorithms such as stochastic
gradient descent (SGD). A method based on estimates of the
change in the minimizers and properties of the optimization
algorithm is introduced for adaptively selecting the number of
samples at each time step to ensure that the excess risk, i.e.,
the expected gap between the loss achieved by the approximate
minimizer produced by the optimization algorithm and the exact
minimizer, does not exceed a target level. A bound is developed
to show that the estimate of the change in the minimizers is non-
trivial provided that the excess risk is small enough. Extensions
relevant to the machine learning setting are considered, including
a cost-based approach to select the number of samples with a
cost budget over a fixed horizon, and an approach to applying
cross-validation for model selection. Finally, experiments with
synthetic and real data are used to validate the algorithms.
I. INTRODUCTION
Consider solving a sequence of machine learning problems
by minimizing the risk, i.e., expected value of a fixed loss
function `(w,z) at each time n:
min
w∈X
{
fn(w), Ezn∼pn [`(w,zn)]
}
∀n≥ 1 (1)
where pn denotes the underlying (unknown) probabilistic
model for the data zn at time n. For regression, zn = {xn,yn}
corresponds to the {predictors, response} pair at time n
and w parameterizes the regression model. For classification,
zn = {xn,yn} corresponds to the {features, label} pair at time
n, and w parameterizes the classifier. Although, motivated by
regression, and classification, our framework works for any
loss function `(w,z) that satisfies certain properties discussed
in Section II-B.
We assume that the change in the problems is bounded by
imposing a condition on the minimizers w∗n of the function
fn(w). We assume that the problems change at a bounded but
unknown rate:
‖w∗n−w∗n−1‖ ≤ ρ, ∀n≥ 2. (2)
The value of ρ is unknown to us.
Under this model, we find approximate minimizers wn of
each function fn(w) by drawing Kn samples {zn(k)}Knk=1
iid∼ pn
at time n. We do not make any assumptions about the
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particular optimization algorithm that may be used to find
the approximate minimizers. As an example, we could use
these samples in an optimization algorithm such as SGD. We
evaluate the quality of our approximate minimizerswn through
an excess risk criterion ε , i.e.,
E [ fn(wn)]− fn(w∗n)≤ ε (3)
which is a standard criterion for optimization and learning
problems [4]. Our goal is to determine adaptively the number
of samples Kn required to achieve a desired excess risk ε for
large enough n with ρ unknown. As ρ is unknown, we will
first construct an estimate of ρ . Given an estimate of ρ , we
determine selection rules for the number of samples Kn to
achieve a target excess risk ε .
This paper is a continuation of the work initiated in [3].
We specialize the results in [3], which were given for general
functions fn(w), to the specific form in (1), and provide
new results that are specifically relevant to machine learning
problems. We develop a bound to show that our estimate ρ
is non-trivial provided that the excess risk is small enough.
We also consider extensions relevant to the machine learning
setting, including a cost-based approach to select the number
of samples with a cost budget over a fixed horizon, and an
approach to applying cross-validation for model selection.
Some of the results in this paper have reported in conference
publications [1] and [2], which do not contain proofs of the
key results due to space limitations. Moreover, we provide
substantially more detailed numerical results and simulations
in this paper than those given in [1] and [2].
A. Related Work
Our problem has connections with multi-task learning
(MTL) and transfer learning. In multi-task learning, one tries
to learn several tasks simultaneously as in [5], [6], and [7]
by exploiting the relationships between the tasks. In transfer
learning, knowledge from one source task is transferred to
another target task either with or without additional training
data for the target task [8]. For multi-task and transfer learning,
there are theoretical guarantees on regret for some algorithms
[9]. Multi-task learning could be applied to our problem by
running a MTL algorithm each time a new task arrives, while
remembering all prior tasks. However, this approach incurs a
memory and computational burden. Transfer learning lacks the
sequential nature of our problem.
We can also consider the concept drift problem in which
we observe a stream of incoming data that potentially changes
over time, and the goal is to predict some property of each
piece of data as it arrives. After prediction, we incur a loss
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2that is revealed to us. For example, we could observe a feature
xn and predict the label yn as in [10]. Some approaches for
concept drift use iterative algorithms such as SGD, but without
specific models on how the data changes. As a result, only
simulation results showing good performance are available.
Another related problem is online optimization, where gen-
erally no knowledge is available about the incoming functions
other than that all the functions come from a specified class
of functions, i.e., linear or convex functions with uniformly
bounded gradients. Online optimization models do not include
the notion of a desired excess risk bound. Rather, only
bounds on the regret over some time horizon have been
investigated [11]–[20], which is different from the per time-
step excess risk guarantee provided in our work.
There has been some work on controlling the variation of
the sequence of functions fn(w) in (1) in [21] and [22]. The
work in [22] is most relevant where regret is minimized subject
to a bound, say Gb, on the total variation of the gradients over
a time interval T of interest, i.e.,
T
∑
n=2
max
w∈X
‖∇ fn+1(w)−∇ fn(w)‖22 ≤ Gb. (4)
If the functions { fn(x)} are strongly convex with the same
parameter m, then by the optimality conditions (see Theorem
2F.10 in [23]) (4) implies that
T
∑
n=2
‖w∗n+1−w∗n‖22 ≤
Gb
m2
.
Thus, the work in [22] can be seen as studying the regret with a
constraint on the total variation in the minimizers over T time
instants. In contrast, we control the variation of the minimizers
at each time instant with (2) and then seek to maintain an
excess risk criterion such as (3) at each time instant.
Another relevant model is sequential supervised learning
(see [24]) in which we observe a stream of data consisting of
feature/label pairs (xn,yn) at time n, with xn being the feature
vector and yn being the label. At time n, we want to predict
yn given wn. One approach to this problem, studied in [25]
and [26], is to look at L consecutive pairs {(xn−i,yn−i)}Li=1
and develop a predictor at time n by applying a supervised
learning algorithm to this training data. Another approach is
to assume that there is an underlying hidden Markov model
(HMM) governing the data [27]. The label yn represents the
hidden state and the pair (xn,yn) represents the observation
with yn being a noisy version of yn. HMM inference techniques
are used to estimate yn.
The adaptation that we discuss in the paper is similar
in spirit to that in prior work in adaptive signal processing
(see, e.g., [28]–[30]), but the techniques that we use are
substantively different.
To summarize, none of the prior work discussed in this
section involves choosing the number of samples Kn at each
time n to control the excess risk. Most approaches instead
focus on bounding the regret or provide no guarantees.
B. Paper Outline
The rest of this paper is outlined as follows. In Section II,
we specialize the work in [3] to the machine learning problem
stated in (1). In Section II-B, we consider the problem of
minimizing the sequence of functions in (1) with ρ from (2)
known. In Section II-D, we introduce a method to estimate ρ .
In Section II-E, we consider solving the sequence of learning
problems in (1) with ρ unknown. In Section III, we develop
an upper bound on the size of the overshoot of our estimate
of ρ above the true value of ρ . In Section IV, we consider
a cost based approach to select the number of samples based
on the analysis in Section II, and a cross-validation approach.
Finally, in Section V, we apply our framework to a variety of
machine learning problems on both synthetic and real data.
II. ADAPTIVE SEQUENTIAL OPTIMIZATION
We summarize our previous work in [3], and apply it to the
machine learning problem stated in (1).
A. Assumptions
We make several assumptions to proceed. First, let X be
closed and convex with diam(X )<+∞. Define the σ -algebra
Fi , σ
({
z j(k) : j = 1, . . . , i; k = 1, . . . ,K j
})
(5)
which is the smallest σ -algebra such that the random variables
in the set
{
z j(k) : j = 1, . . . , i; k = 1, . . . ,K j
}
are measurable.
By convention F0 is the trivial σ -algebra.
We suppose that the following conditions hold:
A.1 For each n, fn(w) is twice continuously differentiable
with respect to w.
A.2 For each n, fn(w) is strongly convex with a parameter
m> 0, i.e.,
fn(w˜)≥ fn(w)+ 〈∇w fn(w),w˜−w〉+ 12m‖w˜−w‖
2.
(6)
where 〈w,w˜〉 is the Euclidean inner product between w
and w˜.
A.3 Given an optimization algorithm that generates an ap-
proximate minimizer
wn ,A (wn−1,{zn(k)}Knk=1)
using Kn samples {zn(k)}Knk=1, there exists a function
b(d0,Kn) such that the following conditions hold:
1) If Kn and d0 are both Fn−1-measurable random vari-
ables, it holds that
‖wn−1−w∗n‖2 ≤ d20
⇒ E[ fn(wn) |Fn−1]− fn(w∗n)≤ b(d0,Kn). (7)
2) If K˜n and γ are constants, it holds that
E‖wn−1−w∗n‖2 ≤ γ2
⇒ E[ fn(wn)]− fn(w∗n)≤ b(γ, K˜n). (8)
3) The bound b(d0,Kn) is non-decreasing in d0 and non-
increasing in Kn.
A.4 Initial approximate minimizers w1 and w2 satisfy
fi(wi)− fi(w∗i )≤ εi i = 1,2
with ε1 and ε2 known.
3Remarks: For assumption A.3, we assume that the bound
b(d0,Kn) depends on the number of samples Kn and not the
number of iterations. For the basic version of SGD, generally
the number of iterations equals Kn, as each sample is used
to produce a noisy gradient. See Appendix A of [3] for
a discussion of useful b(d0,Kn) bounds. For some bounds
b(d0,K), we may need to know parameters such as the strong
convexity parameter. Estimating these parameters is discussed
in Appendix C of [3]. Finally, for assumption A.4, we can fix
Ki and set εi = b(diam(X ),Ki) for i = 1,2.
B. Change in Minimizers Known
Following [3], we examine the case when the change in
minimizers, ρ in (2), is known. Suppose that εn−1 bounds the
excess risk at time n−1. Using the triangle inequality, strong
convexity, Jensen’s inequality, and (2), we have
E‖wn−1−w∗n‖2 ≤
(√
2
m
εn−1+ρ
)2
(9)
Now, by using the bound b(d0,Kn) from assumption A.1, we
set
εn = b
(√
2εn−1
m
+ρ,Kn
)
∀n≥ 3 (10)
yielding a sequence of bounds on the excess risk. Note that
this recursion only relies on the immediate past at time n−1
through εn−1. To achieve εn ≤ ε for all n, we set
K1 = min{K ≥ 1 | b(diam(X ),K)≤ ε}
and Kn = K∗ for n≥ 2 with
K∗ = min
{
K ≥ 1
∣∣∣∣∣ b
(√
2ε
m
+ρ,K
)
≤ ε
}
(11)
In comparison, if we did not exploit the fact that the change
is bounded by ρ , we would use the estimate diam2(X ) to
bound E‖wn−1 −w∗n‖2 and select Kn. If the bound in (9)
is smaller than diam2(X ), then we would need significantly
fewer samples Kn to guarantee a desired excess risk.
C. K∗ May Be Too Large
In this section, we look at a case where K∗ can be too large.
Suppose that ρ = 0, so the problems are not changing. In this
case, we only need to take training samples at the first time
instant and then we can stop taking samples, i.e., K1 > 0 and
Kn = 0 for n> 1.
Suppose that ε1 ≤ ε and ρ = 0. In this case, from the
analysis in the previous section, we pick
K∗ = min{K ≥ 1 | b
(√
2ε
m
,K
)
≤ ε}
For an algorithm like SGD, the bound b(d0,K) is roughly of
the form (see [3]):
b(d0,K)≈ 1K +
d20
K2
The first term captures the asymptotic behavior of SGD and
the second term accounts for the initial distance d0. This form
of b(d0,K) implies that K∗ > 0. However, by picking Kn = 0
for all n≥ 2, we could achieve εn = ε1 ≤ ε for all n≥ 2.
This shows that the choice of K∗ is conservative and can be
too large if the initial distance d0 = 0. As a general rule, the
choice of K∗ is useful if the term that depends on the initial
distance, d20/K
2, is comparable to the asymptotic term, 1/K,
in the b(d0,K) bound.
D. Estimating the Change in the Minimizers
In practice, we do not know ρ , so we must construct
an estimate ρˆn using the samples {zn(k)}Knk=1 from each
distribution pn. We introduce an approaches to estimate the
one time step change, ‖w∗i −w∗i−1‖, and methods to combine
these estimates to produce an overall estimate of ρ . First, we
work with the assumption that
‖w∗i −w∗i−1‖= ρ (12)
as an intermediate step, and second, under assumption (2).
These estimates are from [3]. For appropriately chosen se-
quences {tn} and for all n large enough, we have ρˆn+ tn ≥ ρ
almost surely. With this property, analysis similar to that in
Section II-B holds, which is provided in Section II-E.
1) Estimating One Step Change: First, we develop an esti-
mate ρ˜i of the one step changes ‖w∗i −w∗i−1‖ using a method
from [3]. Implicitly, we assume that all one step estimates
are bounded by diam(X ), since trivially ‖w∗n −w∗n−1‖ ≤
diam(X ).
Using the triangle inequality and variational inequalities
from [23] yields
‖w∗i −w∗i−1‖ ≤ ‖wi−wi−1‖+‖wi−w∗i ‖+‖wi−1−w∗i−1‖
≤ ‖wi−wi−1‖+ 1m‖∇w fi(wi)‖+
1
m
‖∇w fi(wi−1)‖
We then approximate ‖∇w fi(wi)‖ = ‖Ezi∼pi [∇w`(wi,zi)]‖
by a sample average approximation to yield the following
estimate called the direct estimate:
ρ˜i , ‖wi−wi−1‖+ 1m
∥∥∥∥∥ 1Ki
Ki
∑
k=1
∇w`(wi,zi(k))
∥∥∥∥∥
+
1
m
∥∥∥∥∥ 1Ki−1
Ki−1
∑
k=1
∇w`(wi−1,zi−1(k))
∥∥∥∥∥
(13)
2) Combining One Step Estimates For Constant Change:
Assuming that ‖w∗i −w∗i−1‖ = ρ from (12), we average the
one step estimates ρ˜i to yield an overall estimate
ρˆn =
1
n−1
n
∑
i=2
ρ˜i
To proceed with our analysis, suppose that the following
conditions hold:
B.1 For each n, we can draw stochastic gradients
∇w`n (w,zn) such that
E[∇w`n (w,zn)] = ∇ fn(w). (14)
4holds
B.2 There exist constants A,B≥ 0 such that
E
[‖∇w`n (w,zn)‖22]≤ A+B‖w−w∗n‖22 (15)
B.3 There exist constants Ci(Ki) such that
E
[‖wi− w˜i‖2 |Fi−1]≤C2i (Ki)
B.4 It holds that
E
[‖∇w`i (w,zi)−∇w`i (w˜,zi)‖2 |Fi−1]≤M‖w− w˜‖2
(16)
and
E
[‖∇w`i (w,zi)−∇ fi(w)‖2 |Fi−1]≤ σ2
B.5 The gradients are bounded in the sense that
‖∇w`n (w,z)‖ ≤ G ∀w ∈X ,z ∈Z
Assumption B.1 guarantees that the gradients are unbiased.
Assumption B.2 controls how fast the gradients grow as we
move away from the minimizer w∗n . Assumption B.3 controls
how far apart two independent outputs of the optimization
algorithm wi and w˜i are, starting from wi−1. Assumption B.4
controls how the gradient grows for two pairs (w,zi) and
(w˜,zi). Finally, assumption B.5 is reasonable if the space Z
that contains the zn has finite diameter and the gradients of
the lost function are continuous jointly in (w,z). In this case,
it holds that
sup
w∈X ,z∈Z
‖∇w`n (w,z)‖< ∞
Theorem 1 from [3] guarantees that the direct estimate from
(13) bounds ρ .
Theorem 1. Provided that B.3-B.5 hold and our sequence
{tn}1 satisfies
∞
∑
n=2
(
exp
{
− (n−1)t
2
n
18diam2(X )
}
+2exp
{
−m
2(n−1)t2n
72G2
})
<+∞
it holds that for all n large enough
ρˆn+Dn+ tn ≥ ρ
almost surely with Dn defined in (17)
Proof. See [3].
3) Combining One Step Estimates For Bounded Change:
We now look at estimating ρ in the case that ‖w∗n−w∗n−1‖ ≤
ρ . We set
ρi , ‖w∗i −w∗i−1‖
Although, it may seem natural to combine the estimates using
ρˆn = max{ρ˜2, . . . , ρ˜n} (18)
this method has a serious drawback. Since {ρ˜i} are random
variables, if we combine them by taking their maximum, any
particular one step estimate ρ˜i that is large will pull up the
overall estimate ρˆn. This would drive ρˆn→ diam(X ), as n→
∞, resulting in a ρˆn that is trivial in the limit of large n.
1Note that a choice of tn that is no greater than 1/
√
n−1 works here.
We introduce an estimate from [3] that overcomes this
defect. We need the following assumptions:
B.4 We have estimates hˆW : RW → R that are non-decreasing
in their arguments such that
E[hˆW (ρ j, . . . ,ρ j−W+1)]≥ ρ
B.5 There exists absolute constants {bi}Wi=1 for any fixed W
such that ∀p,q ∈ RW≥0
|hˆW (p1, . . . , pW )− hˆW (q1, . . . ,qW )| ≤
W
∑
i=1
bi|pi−qi|
For example, if ρi
iid∼ Unif[0,ρ], then
hˆW (ρi,ρi+1, . . . ,ρi+W−1) =
W +1
W
max{ρi,ρi+1, . . . ,ρi+W−1}
is an estimator of ρ with the required properties. Also, note
that the two conditions on the estimator in B.5 imply that
E
[
hˆW (ρ˜ j, . . . , ρ˜ j−W+1)
]≥ E[hˆW (ρ j, . . . ,ρ j−W+1)]≥ ρ
Given an estimator satisfying assumption B.5, we compute
ρ˜(i) = hˆW (ρ˜i, ρ˜i−1, . . . , ρ˜i−W+1)
and set
ρˆn =
1
n−1
n
∑
i=2
ρ˜(i)
=
1
n−1
n
∑
i=2
hˆmin{W,i−1}(ρ˜i, ρ˜i−1, . . . , ρ˜max{i−W+1,2})(19)
Under assumptions B.3-B.5, we can then show that
ρˆn =
1
n−W
n
∑
i=W+1
ρ¯(i) (20)
eventually upper bounds ρ , as stated in the following theorem.
Theorem 2. Provided that B.3-B.5 hold and our sequence
{tn} satisfies
∞
∑
n=2
exp
− (n−W )
2t2n
18(n−1)diam2(X )
(
∑Wj=1 b j
)2

+2exp
− m
2(n−W )2t2n
72(n−1)G2
(
∑Wj=1 b j
)2

<+∞
(21)
it holds that for all n large enough
ρˆn+
(
n−1
n−W
W
∑
j=1
b j
)
Dn+ tn ≥ ρ
with Dn from Theorem 1.
Proof. See [3].
E. Change in Minimizers Unknown
We now present an extension of the results in Section II-B,
obtained by replacing ρ with its estimate given in Section II-D.
Our analysis depends on the following crucial assumption:
5Dn =
1
n−1
[(
1+
M
m
)
C1+
√
σ
K1
+2
n−1
∑
i=2
((
1+
M
m
)
Ci+
√
σ
Ki
)
+
(
1+
M
m
)
Cn+
√
σ
Kn
]
(17)
C.1 For appropriate sequences {tn}, for all n sufficiently large
it holds that ρˆn+ tn ≥ ρ almost surely.
C.2 b(d0,Kn) factors as b(d0,Kn) = α(Kn)d20 +β (Kn)
We have demonstrated that assumption C.1 holds for the direct
estimate of ρ under (12) and (2). Note that whether we assume
(12) or (2) does not matter for analysis. We start with a general
result showing that for appropriate choices of Kn, we control
the excess risk.
Theorem 3. Under assumptions C.1- C.2, with Kn ≥ K∗ for
all n large enough, where K∗ is defined in (11), we have
limsup
n→∞
(E[ fn(wn)]− fn(w∗n))≤ ε (22)
almost surely
Proof. See [3].
This theorem shows that for any choice of samples Kn such
that Kn ≥K∗ for n large enough, it follows that the excess risk
can be controlled in the sense of (22).
1) Update Past Excess Risk Bounds: We first consider
updating all past excess risk bounds as we go. At time n,
we plug-in ρˆn−1 + tn−1 in place of ρ and follow the analysis
of Section II-B. Define for i = 1, . . . ,n
εˆ(n)i = b
(√ 2
m
εˆ(n)i−1+(ρˆn−1+ tn−1)
)2
,Ki
 (23)
If it holds that ρˆn−1 + tn−1 ≥ ρ , then
E [ fn(wn)]− fn(w∗n)≤ εˆ(i)n for i = 1, . . . ,n. Assumption C.1
guarantees that this holds for all n large enough almost surely.
We can thus set Kn equal to the smallest K such that
Kn = min
{
K ≥ 1
∣∣∣∣∣ b
((√
2
m
max{εˆ(n−1)n−1 ,ε}+
(ρˆn−1+ tn−1))2 ,K
)
≤ ε
}
(24)
for all n ≥ 3 to achieve excess risk ε . The maximum in this
definition ensures that when ρˆn−1 + tn−1 ≥ ρ , Kn ≥ K∗ with
K∗ from (11). We can therefore apply Theorem 3.
2) Do Not Update Past Excess Risk Bounds: Updating all
past estimates of the excess risk bounds from time 1 up to
n imposes a computational and memory burden. Suppose that
for all n≥ 3 we set
Kn = min
K ≥ 1
∣∣∣∣∣ b
(√2ε
m
+(ρˆn−1+ tn−1)
)2
,K
≤ ε

(25)
This is the same form as the choice in (11) with ρˆn−1 + tn−1
in place of ρ . Due to assumption C.1, for all n large enough it
holds that ρˆn+tn ≥ ρ almost surely. Then by the monotonicity
assumption in A.1, for all n large enough we pick Kn ≥ K∗
almost surely. We can therefore apply Theorem 3.
III. BOUND ON ρ -ESTIMATE OVERSHOOT
Since we assume that the solution space X has bounded
diameter, we always have the trivial bound
‖w∗n−w∗n−1‖2 ≤ diam(X )
An estimate of the change in minimizers, ρˆn, is only inter-
esting if the bound is non-trivial, i.e., ρˆn < diam(X ) when
ρ < diam(X ). In prior work [3], we have proved the for
sufficiently large n, ρˆn+ tn ≥ ρ almost surely. In this section,
we look at proving an upper bound on how much ρˆn can
overshoot ρ to show that this estimate is non-trivial.
When we proved that ρˆn eventually upper bounds ρ , we
did not use the fact that the points wn at which we are
evaluating the one-step estimates are approximate minimizers.
In particular, that proof would still hold even if we selected
the wn randomly from the solution space X without using
the samples {zn(k)}Knk=1 at all. In contrast, controlling the over-
shoot depends critically on the fact that the points at which we
evaluate the one-step estimates are approximate minimizers.
The solution quality of the approximate minimizers measured
by ε in (3) will control the size of the overshoot, as seen in
the following theorem.
Theorem 4. Suppose that the following conditions hold:
1) The sequence of excess risks achieved, εi, i = 1,2, . . .,
satisfies
limsup
n→∞
εn ≤ ε
2) The loss function fn(w) has Lipschitz continuous gradi-
ents with parameter M, i.e.,
fn(w)≤ fn(w˜)+ 〈∇ fn(w˜),w˜−w〉+ 12M‖w˜−w‖
2
3) For all i large enough, we have that Ki≥ K˜ for a constant
K˜.
Then it follows that
limsup
n→∞
E[ρˆn]≤ ρ+ 2Mm3/2 ε+G
where
G, 2M
m
C(K˜)+
1
m
(σ
K˜
)1/2
6Proof. First, we look at the one step estimates. It holds that
ρ˜i−ρ = ‖wi−wi−1‖−‖w∗i −w∗i−1‖+
1
m
‖Gˆi‖+ 1m‖Gˆi−1‖
≤ ∣∣‖wi−wi−1‖−‖w∗i −w∗i−1‖∣∣+ 1m‖Gˆi‖+ 1m‖Gˆi−1‖
≤ 1
m
‖∇ fi(wi)‖+ 1m‖∇ fi−1(wi−1)‖+
1
m
‖Gˆi‖+ 1m‖Gˆi−1‖
≤ 2
m
‖∇ fi(wi)‖+ 2m‖∇ fi−1(wi−1)‖
+
1
m
‖∇ fi(wi)− Gˆi‖+ 1m‖∇ fi−1(wi−1)− Gˆi−1‖.
By the Lipschitz gradient assumption, we have
‖∇ fi(w)‖ ≤M‖w−w∗i ‖.
Then it follows by strong convexity that
‖w−w∗i ‖ ≤
√
2
m
( fi(w)− fi(w∗i ))
and therefore we have
‖∇ fi(w)‖ ≤
√
2M√
m
√
fi(w)− fi(w∗i ).
Since the square-root is concave, by Jensen’s inequality, we
have
E[‖∇ fi(wi)‖]≤
√
2M√
m
εi.
This in turn implies that
E[ρ˜i]−ρ
≤ 2
√
2M
m3/2
εi+
2
√
2M
m3/2
εi−1+
1
m
E‖∇ fi(wi)− Gˆi‖+ 1mE‖∇ fi−1(wi−1)− Gˆi−1‖.
Next, we look at bounding E‖∇ fi(wi)− Gˆi‖. Define
G˜i =
1
Ki
Ki
∑
k=1
∇w`(w˜i,zi(k)).
Then we have
‖∇ fi(wi)− Gˆi‖
≤ ‖Gˆi− G˜i‖+‖G˜i−∇ fi(w˜i)‖+‖∇ fi(w˜i)−∇ fi(wi)‖
≤ ‖Gˆi− G˜i‖+‖G˜i−∇ fi(w˜i)‖+M‖w˜i−wi‖.
Using the direct estimate lower bound analysis from [3] it
follows that
E
[‖∇ fi(wi)− Gˆi‖ |Fi−1] ≤ MCi+( σKi
)1/2
+MCi.(26)
This shows that
E[ρ˜i]−ρ
≤ 2
√
2M
m3/2
εi+
2
√
2M
m3/2
εi−1+E
[
2M
m
Ci+
1
m
(
σ
Ki
)1/2]
+E
[
2M
m
Ci+
M
m
Ci−1+
1
m
(
σ
Ki−1
)1/2]
(27)
Then plugging in the definition of ρˆn it follows that
limsup
n→∞
E[ρˆn] ≤ ρ+ 2
√
2M
m3/2
ε+
2M
m
C(K˜)+
1
m
(σ
K˜
)1/2
= ρ+
2
√
2M
m3/2
ε+G (28)
This shows that the direct estimate is a non-trivial upper
bound for sufficiently small ε . Note that in practice, the K˜
will be a function of ε , since we can pick K˜ = K∗ with K∗
defined in (11). Note that K∗ is itself a function of ε . This
means the G term in (28), which is a function of K˜ is also
a function of ε . Thus the entire overshoot term is a function
of ε , and in fact by inspection, it goes to zero as ε → 0 if
K∗→ ∞ as ε → 0 (as K∗ defined in (11) does).
IV. EXTENSIONS RELEVANT TO MACHINE LEARNING
APPLICATIONS
A. Cost Approach
A natural way to assess the usefulness of our approach is to
choose a number of samples {Kn}Tn=1 over a horizon of length
T using the choice in (24) and (25), and compare against
taking
T
∑
n=1
Kn
samples at time n = 1 and no samples at the other T −1 time
instants. See Section V for such a comparison.
In this section, we consider a different type of comparison
based on assuming that there is a cost p(Kn) of taking Kn
samples. For example, we could have
p(K) = P01{K>0}+P1K (29)
This implies we pay a fixed cost of P0 any time we take at least
one sample and a marginal cost of P1 per sample. We want
to control the excess risk by deciding when to take samples,
and how many samples to take with a total budget P over a
horizon of length T , i.e.,
T
∑
n=1
p(Kn)≤ P (30)
For the option of taking all samples up front:
Kn =
{
max
{
K ≥ 1 ∣∣ p(K)≤ P} , n = 1
0, 2≤ n≤ T (31)
Another option is to sample every ∆T time instants and divide
the cost budget evenly over the times that we take samples
using
Kn =
{
max
{
K ≥ 1 ∣∣ p(K)≤ ⌊ PT/∆T ⌋} , if ∆T divides (n−1)
0, else.
(32)
For analysis, we need Assumption C.1 and the following
additional assumptions:
D.1 There exists a function e(‖w−w∗n‖22) such that
fn(w)− fn(w∗n)≤ e(‖w−w∗n‖22)
7For example, suppose that the functions fn(w) have Lipschitz
continuous gradients with modulus M and w∗n ∈ int(X ) for
all n≥ 1, where int(X ) is the interior of X . By the descent
lemma [31], we have
fn(wn)− fn(w∗n) ≤ 〈∇ fn(w∗n),wn−w∗n〉+
1
2
M‖wn−w∗n‖22
=
1
2
M‖wn−w∗n‖22
Thus, we can set
e(‖wn−w∗n‖2) =
1
2
M‖wn−w∗n‖22
Since we need to consider the possibility that Kn = 0 for
some n in {1, . . . ,T} but still provide estimates of the excess
risk, we need an alternate version of the bound in (23). Define
ts(n) = max{m | 1≤ m≤ n and Km > 0}
where ts(n) is the last time no later than n at which samples
were taken. If no samples have been taken so far, then by
convention ts(n) = +∞. We construct the recursively defined
function b˜n(ρ,Kn) by considering the following four cases:
1) No samples have been taken by time n:
b˜n(ρ,Kn), e(diam(X ))
2) Samples taken at time n for the first time
b˜n(ρ,Kn), b(diam(X ),Kn)
3) No samples taken at time n but samples have been taken
previously
b˜n(ρ,Kn), e
(√
2
m
b˜ts(n−1)+((n− ts(n−1))ρ)
)
4) Samples taken at time n and samples have been taken
previously
b˜n(ρ,Kn), b
(√
4
m
b˜ts(n−1)+2((n− ts(n−1))ρ)2,Kn
)
where b˜ts(n−1) is the bound on the excess risk at time
ts(n−1).
Suppose that over a time horizon of length T we have a total
cost budget P with respect to the number of samples {Kn}Tn=1
as in (30). Define the excess risk gaps
ξn =
(
b˜n (ρ,Kn)− ε
)
+
with (x)+ =max{x,0}. The variable ξn is the extent to which
the target excess risk of ε is violated upwards. If our excess
risk is below our target level ε , then we set ξn = 0. Our goal
is to minimize the size of the ξn, while taking into account the
cost constraint in (30). To control the size of ξn, suppose that
we have a function φ : RT → R that describes the cumulative
loss of the excess risk gaps ξ1, . . . ,ξT .
We now provide some possible choices for φ(ξ1, . . . ,ξT ):
φ(ξ1, . . . ,ξT ) =
1
T
T
∑
n=1
ξt (33)
φ(ξ1, . . . ,ξT ) = max{ξ1, . . . ,ξT} (34)
φ(ξ1, . . . ,ξT ) = max
(a,b)∈τ
b
∑
n=a
ξn (35)
with
τ = {(a,b) | a< b , ξa ≤ ξa+1 ≤ ·· · ≤ ξb} .
The choices given in (33) and (34) penalize the average and
maximum excess risk gaps, respectively. In practice, with these
choices, we will stop taking samples before the horizon T
resulting in relatively poor performance towards the end of
the horizon. The third choice gets around this problem by
penalizing large increasing runs of excess risk gaps, and tends
to favor a more uniform choice of the number of samples Kn.
We first consider the case when ρ is known to us and
plan over the horizon of length T by solving the following
optimization problem:
minimize
K1,...,KT
φ(ξ1, . . . ,ξT )
subject to
T
∑
n=1
p(ρ,Kn)≤ P
1{K1>0} ≤ 1{K2>0}
1{Kn>0} ≤ 1{Kn−1>0}+1{Kn+1>0} n = 2, . . . ,T −1
1{KT−1>0} ≤ 1{KT>0}
Kn ∈ Z≥0 n = 1, . . . ,T
(36)
The idea of this problem is to satisfy the excess risk bound ε
with minimal violation φ(ξ1, . . . ,ξT ).
To estimate ρ , we need samples from consecutive time
instants. Therefore, we impose the constraint that if we take
samples at time n, then we must take samples at either time
n−1 or time n+1 through the constraint
1{Kn>0} ≤ 1{Kn−1>0}+1{Kn+1>0}
The problem in (36) is a mixed integer non-linear program-
ming problem (MINLP). There are no general methods to
efficiently solve this MINLP, and we therefore consider a
relaxation of this problem later.
In the case that we know ρ , we can plan the number of
samples ahead of time before any samples have been taken.
When ρ is unknown, we cannot plan over the entire horizon.
Instead, at each time instant m we have to plan over the
remaining time horizon of length T −m+1, while using the
estimate ρˆm−1 + tm−1 in place of ρ and the remaining cost
budget
P−
m−1
∑
n=1
p(Kn).
8We then consider the cost-to-go problem
minimize
Km,...,KT
φ(ξm, . . . ,ξT )
subject to
T
∑
n=m
p(Kn)≤ P−
m−1
∑
n=1
p(Kn)
1{Km>0} ≤ 1{Km+1>0}
1{Km>0} ≤ 1{Km−1>0}+1{Km+1>0} n = m+1, . . . ,T −1
1{KT−1>0} ≤ 1{KT>0}
Kn ∈ Z≥0 n = m, . . . ,T
(37)
This is the same form as (36), except that it is over the time
horizon from n = m, . . . ,T taking into account the portion
of the cost budget that has been expended. In this problem,
we only optimize over Km, . . . ,KT . This problem is again a
MINLP.
Next, we look at approximate solutions to (36) and (37).
The major difficulties in solving these programs are that the
decision variables {Kn}Tn=1 are integer-valued and the cost
function p(K) may be discontinuous at zero due to fixed costs.
We consider relaxing Kn to be real-valued and introduce a
piecewise approximation pˆ(K) of the cost functions p(K):
pˆ(K) =
(
p(K0)K
K0
)
1{K≤K0}+ p(K)1{K>K0}
Generally, we pick 0 < K0 < 1. We consider the relaxed
program
minimize
K1,...,KT
φ(ξ1, . . . ,ξT )
subject to
T
∑
n=1
pˆ(ρ,Kn)≤ P
K1 ≤ K2
Kn ≤ Kn−1+Kn+1 n = 2, . . . ,T −1
KT−1 ≤ KT
Kn ∈ R≥0 n = 1, . . . ,T
(38)
We also relax the indicator constraints to inequality to encour-
age taking samples at consecutive times. In practice, this forces
more gradual changes in samples Kn and makes it easier to
solve these problems. This problem can be readily solved by
gradient based solvers such as IPOPT [32].
When ρ is unknown, we can repeatedly solve this prob-
lem using the latest estimate of ρ by solving the following
sequence of problems:
minimize
Kn+1,...,KT
φ(ξ1, . . . ,ξT )
subject to
n
∑
i=1
pˆ(ρˆi,Ki)≤ P−
T
∑
i=n+1
pˆ(ρˆi−1,Ki)
K1 ≤ K2
Kn ≤ Kn−1+Kn+1 n = 2, . . . ,T −1
KT−1 ≤ KT
Kn ∈ R≥0 n = 1, . . . ,T
(39)
B. Cross Validation
We can also apply cross-validation for model selection.
Suppose we have loss functions `λ (w,z) parameterized by λ ,
which controls the model complexity. For example, we could
have a quadratic penalty term
`λ (w,z) = ˜`(w,z)+
1
2
λ‖w‖22
The value of λ = 0 corresponds to the true loss function that
we want to minimize. Suppose we have C different values
λ (1),λ (2), . . . ,λ (C) of λ under consideration. For each λ (i),
we generate an approximate minimizer w(i)n of
Ezn∼pn
[
`λ (i)(w,zn)
]
(40)
We want to select the value λ (i) and corresponding w(i)n that
achieves the smallest loss
Ezn∼pn
[
`0(w
(i)
n ,zn)
]
(41)
We generate an approximate minimizer w(i)n for each problem
in (40) starting from w(i)n−1. To select the best choice of λ
(i∗)
in terms of minimizing (41), we apply cross-validation and set
wn =w
(i∗)
n [33].
The idea behind cross-validation is to divide the training
samples {zn(k)]}Knk=1 into P equal sized pieces. For every P−1
out of P pieces, we use the P− 1 pieces of the training set
to generate an approximate solution w˜(i)n to (40). We use the
remaining piece of the training set to evaluate the empirical test
loss achieved by w˜(i)n using a sample average approximation.
We do this for every possible choice of P−1 out of P pieces
and average the empirical test loss estimates. We then select
the value λ (i∗) that achieves the smallest empirical test loss.
To apply cross-validation to our framework, we run C
parallel versions of our approach and at time n we generate
C different choices for the number of samples K(i)n . We then
choose
Kn = max{K(1)n , . . . ,K(C)n }
After choosing Kn, we apply the usual cross-validation ap-
proach to select λ (i) for time n. Fig. 1 shows this approach
for two values of λ .
V. EXPERIMENTS
We provide two regression examples for synthetic and real
data as well as a classification example for synthetic data. For
9Fig. 1: Cross validation approach
the synthetic regression problem, we can explicitly compute ρ
and w∗n and exactly evaluate the performance of our method.
It is straightforward to check that all requirements in A.1-A.4
are satisfied for the problems considered in this section. We
apply the “do not update past excess risk" choice of Kn here.
A. Synthetic Regression
Consider a regression problem with synthetic data using the
penalized quadratic loss
`(w,z) =
1
2
(
y−x>w
)2
+
1
2
λ‖w‖22
with z = (x,y) ∈ R3. We further assume that
zn ∼N
(
0,
[
σ2xI rxn,yn
r>xn,yn σ
2
yn
])
Under these assumptions, we can analytically compute min-
imizers w∗n of fn(w) = Ezn∼pn [`(w,zn)]. We change only
rxn,yn and σ2yn appropriately to ensure that ‖w∗n−w∗n−1‖2 = ρ
holds for all n. We find approximate minimizers using SGD
with λ = 0. We estimate ρ using the direct estimate.
We let n range from 1 to 20 with ρ = 1, a target excess risk
ε = 0.1, and Kn from (25). We average over twenty runs of our
algorithm. Fig. 2 shows ρˆn, our estimate of ρ , which is above
ρ in general. Fig. 3 shows the number of samples Kn, which
settles down. We can exactly compute fn(wn)− fn(w∗n), and
so by averaging over the twenty runs of our algorithm, we can
estimate the excess risk (denoted “sample average estimate”).
We over the time horizon from n= 1 to 25 to yield the sample
average estimate excess risk given by 2.797×10−2±1.071×
10−2. Therefore, we see that we achieve our desired excess
risk.
1) Cost Approach: We consider applying the cost approach
in Section IV-A to the synthetic regression problem with the
cost in (29). We compare the optimal cost approach introduced
in (38) of Section IV-A to the approach in (25), taking all
samples at time n = 1 as in (31), and taking samples every
five time instants as in (32). Note that the method from (25)
does not satisfy the cost budget. Fig. 4 shows the test loss of
these approaches. We achieve similar test loss to the method
in (25) and better than the other two methods. Fig. 5 shows the
number of samples selected for both methods. At some time
instants, our optimal cost approach does not take samples.
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Fig. 2: ρ estimate for synthetic regression.
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Fig. 4: Test Loss for synthetic regression with cost approach.
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Fig. 5: Cost Choice of Kn for synthetic regression.
This problem is an example of one where the initial distance
term in b(d0,K) per the discussion from Section III matters.
This is evidenced by the fact that when we do not take samples
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after the first time instant the test loss can grow large quickly
as shown in Fig. 4.
B. Synthetic Classification
Consider a binary classification problem using
`(w,z) =
1
2
(1− y(x>w))2++
1
2
λ‖w‖22
with z = (x,y) ∈ Rd×R and (y)+ = max{y,0}. This is a
smoothed version of the hinge loss used in support vector
machines (SVM) [33]. We suppose that at time n, the two
classes have features drawn from a Gaussian distribution with
covariance matrix σ2I but different means µ(1)n and µ
(2)
n , i.e.,
xn | {yn = i} ∼ N (µ(i)n ,σ2I)
The class means move slowly over uniformly spaced points
on a unit sphere in Rd as in Fig. 6 to ensure that the constant
Euclidean norm condition defined in (12) holds. We find
approximate minimizers using SGD with λ = 0.1. We estimate
ρ using the direct estimate.
Fig. 6: Evolution of Class Means
We let n range from 1 to 25 and target a excess risk
ε = 0.1. We average over twenty runs of our algorithm. As
a comparison, if our algorithm takes {Kn}25n=1 samples, then
we consider taking ∑25n=1 Kn samples up front at n = 1. This
is what we would do if we assumed that our problem is not
time varying. Fig. 7 shows ρˆn, our estimate of ρ . Fig. 8 shows
the average test loss for both sampling strategies. To compute
test loss we draw Tn additional samples {ztestn (k)}Tnk=1 from pn
and compute 1Tn ∑
Tn
k=1 `(wn,z
test
n (k)). We see that our approach
achieves substantially smaller test loss than taking all samples
up front. We do not draw the error bars on this plot as it makes
it difficult to see the actual losses achieved.
To further evaluate our approach we look at the receiver
operating characteristic (ROC) of our classifiers. The ROC is a
plot of the probability of a true positive against the probability
of a false positive. The area under the curve (AUC) of the
ROC equals the probability that a randomly chosen positive
instance (y = 1) will be rated higher than a negative instance
(y = −1) [34]. Thus, a large AUC is desirable. Fig. 9 plots
the AUC of our approach against taking all samples up front.
Our sampling approach achieve a substantially larger AUC.
C. Panel Study on Income Dynamics Income - Regression
The Panel Study of Income Dynamics (PSID) surveyed
individuals every year to gather demographic and income data
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Fig. 7: ρ estimate for synthetic classification.
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Fig. 8: Test loss for synthetic classification.
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Fig. 9: Area Under the Curve for synthetic classification.
annually from 1974-2012 [35]. We want to predict an individ-
ual’s annual income (y) from several demographic features (x)
including age, education, work experience, etc. chosen based
on previous economic studies in [36]. The idea of this problem
conceptually is to rerun the survey process and determine how
many samples we would need if we wanted to solve this
regression problem to within a desired excess risk criterion
ε .
We use the same loss function, direct estimate for ρ , and
minimization algorithm as the synthetic regression problem.
We average over twenty runs of our algorithm by resampling
without replacement [33]. For the sake of comparison, given
a choice of samples {Kn}Tn=1 produced by our approach, we
compare against taking ∑Tn=1 Kn samples at time n = 1 and
none afterwards. Note that this is what we would do if we
believed that the regression model does not change over time.
We are aware of no other methods to select the number of
samples Kn to control the excess risk against which we could
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compare our approach.
Fig. 10 shows the number of samples Kn, which settles down
quickly. Fig. 11 shows ρˆn. Fig. 12 shows the test losses over
time evaluated over twenty percent of the available samples.
The test loss for our approach is substantially less than that
obtained by taking the same number of samples up front.
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Fig. 12: Test Loss
VI. CONCLUSION
We introduced a framework for adaptively solving a se-
quence of learning problems. We developed estimates of the
change in the minimizers used to determine the number
of training samples Kn needed to achieve a target excess
risk ε . We introduced a cost based approach to select the
number of samples and an approach to apply cross-validation.
Experiments with synthetic and real data demonstrate that this
approach is effective.
REFERENCES
[1] C. Wilson and V.V. Veeravalli, “Adaptive sequential optimization with
applications to machine learning,” in IEEE International Conference on
Acoustics, Speech and Signal Processing, Shanghai, China, Mar. 2016,
pp. 2642–2646.
[2] C. Wilson and V. Veeravalli, “Adaptive sequential learning,” in 2016
50th Asilomar Conference on Signals, Systems and Computers, Nov.
2016, pp. 326–330.
[3] C. Wilson, V.V. Veeravalli, and Angelia Nedic´, “Adaptive sequential
stochastic optimization,” arXiv:1610.01970, Oct. 2016. (To appear in
IEEE Transactions on Automatic Control, March 2019).
[4] M. Mohri, A. Rostamizadeh, and A. Talwalkar, Foundations of Machine
Learning, The MIT Press, 2012.
[5] A. Agarwal, H. Daumé, and S. Gerber, “Learning multiple tasks using
manifold regularization.,” in Advances in Neural Information Processing
Systems (NIPS), 2011, pp. 46–54.
[6] T. Evgeniou and M. Pontil, “Regularized multi–task learning,” in
Proceedings of the Tenth ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, New York, NY, USA, 2004,
KDD ’04, pp. 109–117, ACM.
[7] Y. Zhang and D. Yeung, “A convex formulation for learning task
relationships in multi-task learning,” CoRR, vol. abs/1203.3536, 2012.
[8] S. Pan and Q. Yang, “A survey on transfer learning,” IEEE Transactions
on Knowledge and Data Engineering, vol. 22, no. 10, pp. 1345–1359,
Oct 2010.
[9] A. Agarwal, A. Rakhlin, and P. Bartlett, “Matrix regularization tech-
niques for online multitask learning,” Tech. Rep. UCB/EECS-2008-138,
EECS Department, University of California, Berkeley, Oct 2008.
[10] Z. Towfic, J. Chu, and A. Sayed, “Online distributed online classification
in the midst of concept drifts,” Neurocomputing, vol. 112, pp. 138–152,
2013.
[11] N. Cesa-Bianchi and G. Lugosi, Prediction, Learning, and Games,
Cambridge University Press, New York, N.Y., USA, 2006.
[12] J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods
for online learning and stochastic optimization,” Journal of Machine
Learning Research, vol. 12, pp. 2121–2159, Jul 2011.
[13] J. Duchi and Y. Singer, “Efficient online and batch learning using
forward backward splitting,” Journal of Machine Learning Research,
vol. 10, pp. 2899–2934, Dec 2009.
[14] E. Hazan, A. Agarwal, and S. Kale, “Logarithmic regret algorithms for
online convex optimization,” Machine Learning, vol. 69, no. 2–3, pp.
169–192, Dec 2007.
[15] E. Hazan P. Bartlett and A. Rakhlin, “Adaptive online gradient descent,”
in Conference on Neural Information Processing Systems (NIPS), Van-
couver, B.C., Canada, Dec. 2007, vol. 20, pp. 65–72.
[16] S. Shalev-Shwartz and S.M. Kakade, “Mind the duality gap: Logarithmic
regret algorithms for online optimization,” in Conference on Neural
Information Processing Systems (NIPS), Vancouver, B.C., Canada, Dec.
2009, vol. 21, pp. 1457–1464.
[17] S. Shalev-Shwartz and Y. Singer, “Convex repeated games and Fenchel
duality,” in Conference on Neural Information Processing Systems
(NIPS), Vancouver, B.C., Canada, Dec. 2006, vol. 19, pp. 1265–1271.
[18] S. Shalev-Shwartz and Y. Singer, “Logarithmic regret algorithms for
strongly convex repeated games,” Tech. Rep., The Hebrew University,
May 2007.
[19] L. Xiao, “Dual averaging methods for regularized stochastic learning
and online optimization,” Journal of Machine Learning Research, vol.
11, pp. 2543–2596, Mar. 2010.
[20] M. Zinkevich, “Online convex programming and generalized infinitesi-
mal gradient ascent,” in International Conference on Machine Learning,
Washington D.C., USA, Aug. 2003, pp. 928–936.
[21] A. Rakhlin and K. Sridharan, “Online Learning with Predictable
Sequences,” arXiv:1208.3728, Aug. 2012.
[22] C. Chiang, T. Yang, C. Lee, M. Mahdavi, C. Lu, R. Jin, and S. Zhu,
“Online optimization with gradual variations,” in Conference on Learn-
ing Theory, Edinburgh, Scotland, Jun. 2012, vol. 23, pp. 6.1–6.20.
[23] A. Dontchev and R. Rockafellar, Implicit Functions and Solution
Mappings: A View from Variational Analysis, Springer, New York, New
York, 2009.
12
[24] T. Dietterich, “Machine learning for sequential data: A review,” in
Structural, Syntactic, and Statistical Pattern Recognition, 2002, pp. 15–
30.
[25] T. Fawcett and F. Provost, “Adaptive fraud detection.,” Data Min. Knowl.
Discov., vol. 1, no. 3, pp. 291–316, 1997.
[26] N. Qian and T. Sejnowski, “Predicting the secondary structure of
globular proteins using neural network models,” Journal of Molecular
Biology, vol. 202, pp. 865–884, Aug 1988.
[27] Y. Bengio and P. Frasconi, “Input-output HMM’s for sequence process-
ing,” IEEE Transactions on Neural Networks, vol. 7(5), pp. 1231–1249,
1996.
[28] V. Solo and X. Kong, Adaptive Signal Processing Algorithms: Stability
and Performance, Prentice Hall, Englewood Cliffs, NJ, 1995.
[29] A.H. Sayed, Adaptive Filters, Wiley & Sons, Inc., Hoboken, New Jersey,
USA, 2008.
[30] N. Takahashi, I. Yamada, and A.H. Sayed, “Diffusion least-mean squares
with adaptive combiners: Formulation and performance analysis,” IEEE
Transactions on Signal Processing, vol. 58, no. 9, pp. 4795–4810, Jun.
2010.
[31] D. Bertsekas, Nonlinear Programming, Athena Scientific, 1999.
[32] A Wächter and L. T. Biegler, “On the implementation of a primal-
dual interior point filter line search algorithm for large-scale nonlinear
programming,” Mathematical Programming, vol. 106, no. 1, 2006.
[33] T. Hastie, R. Tibshirani, and J.H. Friedman, The elements of statistical
learning: data mining, inference, and prediction: with 200 full-color
illustrations, New York: Springer-Verlag, 2001.
[34] T. Fawcett, “An introduction to ROC analysis,” Pattern Recognition
Letters, vol. 27, 2006.
[35] “Panel Study of Income Dynamics: Public use dataset,” Survey Research
Center, 2015.
[36] K. Murphy and F. Welch, “Empirical age-earnings profiles,” Journal of
Labor Economics, vol. 8, no. 2, pp. 202–29, 1990.
