W
hen Francis Bacon stated in the 16th century that "knowledge itself is power" he could have had no concept of the dilemma facing professionals in the 21st century. The root of this dilemma is the exponential increase in both data and information, in the absence of any widely adopted international standards for data representation.
Accessibility to information is also an issue. As far back as 1962, Marshall McLuhan proposed that society would need to adapt its practices to the world's communications infrastructure: "the new electronic interdependence recreates the world in the image of a global village" [1] . Societal implications aside, our particular interest in biomedical signals databases is driven by these considerations and the need to manage data from a variety of disparate recording sites. Web technology can greatly facilitate the acquisition and retrieval of these signals.
In order to combine these signals from many disparate and proprietary data acquisition devices into a meaningful knowledge base, data storage standards must be developed and adopted. Although an official standard for the storage of biomedical signals exists (ASTM 1467), it has not been widely adopted [2] . Other standards based on the representation of vital signs information (ENV 13734) and the medical information bus (IEEE 1073) have also been promulgated. However, the complexities of adherence and the lack of commercial motivation for adoption of these standards have meant that most clinical measurement devices use their own proprietary formats to internally represent data.
The web allows ubiquitous access to distributed databases through standard browser technology. However, appropriate middleware software needs to be developed to provide the tools both for accessing databases over the web and ensuring that querying the knowledge base is possible [3] . In this article we explore a number of these web technologies and examine a case study based around the acquisition of respiratory flow signals from a web-enabled spirometer.
System Overview
In our laboratory we are primarily concerned with home telecare and the provision of continuity of care between the home, primary care physician, and hospital through the sharing of clinical information. In this context we have developed self-administered functional health status measures using questionnaires, remote monitoring of parameters of daily living sensitive to changes in health status, and a number of clinical measurement devices for the recording of ECG, blood pressure, respiration, and movement (triaxial accelerometer) within the home. Data acquisition protocols to support these functions therefore need to accommodate a wide range of data formats from episodic or continuously monitored ECG data to text sequences that represent questionnaire responses. These data need to be stored in a patient database, analyzed for longitudinal trends, and structured in the most appropriate way for presentation to the client and their physician.
Data Acquisition
Biomedical data can be collected using a variety of hardware interface methods including data acquisition cards inserted into the PC bus, hardwired interfaces (RS232, USB etc), or wireless connections to the PC. Data can also be generated within the computer in the form of questionnaire responses or from automated tracking activities such as those generated from web usage logs or intelligent agents.
An example of web-enabled data acquisition of biomedical signals is the Win-ECG developed in our laboratory [4] . On the client side, the Win-ECG reviewing and recording program is a "Helper Application" that is called as a secondary window outside the browser. ActiveX controls are used to coordinate the viewing and acquisition of clinical measurements from the browser environment. These controls are compiled software components based on Microsoft's Component Object Model (COM) technology [5] . They are essentially modular programs designed to give specific functionality to a parent application. They can be embedded in web pages for use over the Internet as well as combined to create client/server applications that run over a network. The ActiveX controls in Win-ECG are simple button controls, which are embedded in the web pages and provide a link between the various components necessary to automate ECG recording, reviewing, and storage.
Similar techniques may be used to acquire data from any biomedical signal source in the laboratory, clinic or from remote and unattended locations.
Storage and Analysis
The choice of a database management system (DBMS) is an important design consideration. DBMSs are either sharedfile-based databases or client/server databases. Shared-file databases are usually stored and accessed on a local computer, thus making access to data by multiple remote users difficult. These systems include Microsoft Access and FoxPro. Client/server databases such as Microsoft SQLServer and Oracle overcome this issue of sharing by having a centralized database with server-side processing capabilities. These databases are more difficult to design and maintain but are purposely built to handle multiple clients while maintaining data integrity. The main drawbacks of client/server systems when applied to the remote acquisition and storage of biomedical signals are a requirement for an online network connection, the added cost of run-time software licences, and the complexity of installation of the run-time engines on the remote client computer.
A hybrid system in which a shared-file database collects data locally, and episodically synchronizes data with the server via a local area network or the Internet, supports multiple users and utilizes network resources more efficiently.
A relational database structure is used to organize data into a meaningful and maintainable form. The data is reduced into smaller units and linked by keys. The relational database facilitates fast schema design and easy maintenance. In addition, it is supported by major database management systems such as Microsoft Access, Microsoft SQLServer, and Oracle.
Multitiered Systems
Data stored must be processed in order to transform it into useful information. Data processing can be performed on either the client computer or the database server. However, data processing on the client server makes system upgrades difficult as changes must propagate to all clients. This problem can be overcome by shifting processing to the database server; system changes are then automatically accessible by all simple client applications. However, this approach places more load on the database server, as it is responsible for processing all client requests.
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Multitiered systems can be used to solve these problems of client-and server-side processing. A multitiered system comprises a simple client data processing server and a database server. By having a separate server or unit dedicated to data processing and brokering, the load on the database server can be reduced. The separate data processing server will process requests from clients and retrieve data from the database server. After the data is retrieved, it is processed and presented to the client. As demand grows, the multitier system can cope by connecting more processing servers and database servers. This effectively eliminates the problems of bottlenecks occurring in the data access, presentation, and processing stages.
Synchronization
In the case of local database replicas, the client stores a subset of the server database and periodically inserts new records as they are collected. These database changes are flagged and on connection to the server are transmitted to the server for updating or insertion. Similarly, changes in the server database specific to the client are replicated at the client side. Both client and server are able to track changes and synchronize their data using technologies such as Microsoft's ActiveX Data Objects (ADO), Inprise MIDAS, and CORBA. This store-and-forward method of updating the database also allows the utilization of flexible, low-cost, off-peak communication links. Periodic synchronization of the database with the server provides sufficient updates without the expense and vulnerability of a connection every time the researcher/user reviews an existing signal or acquires a new signal.
Security
The problem of security has always been an issue both in data storage and in the transmission of data across communication networks. In a client/server architecture, the server can act as broker to manage and control how users have access to the data. The DBMS can protect data locally, but since data must travel through an open medium such as a local area network or the Internet, there are security considerations.
Data encryption should be mandatory for any transmission of identified patient data, including physiological records. RSA public-key encryption technology is commonly used. Web-based security, fueled by the explosive growth in e-commerce, is now dependent on two standards: Secure Sockets Layer (SSL) and Secure Electronic Transaction (SET), which must be implemented if patient data is to be transmitted securely via the web. In a multitier system, when data is also stored locally on the client server, data is also encrypted after the client has finished accessing it. The data is then decrypted when it is accessed or synchronized back to the server.
User authentication is another important security issue. Our current design only caters to password authentication. However, the ability to embed ActiveX controls within the web page that link to external hardware devices would allow more sophisticated user authentication paradigms to be implemented, including smart card readers and biometric interfaces.
Retrieval and Query Engines
With the focus on responsibility for control of data moving increasingly towards the client, data retrieval and presentation may be initiated by the client. The availability of easy-to-use client-side retrieval and query engines and questionnaire delivery systems then becomes mandatory [6] . Thus, for example, in a home telecare application, the client may wish to query his/her own longitudinal data records or these data may need to be automatically analyzed and reformulated for transmission to the client's primary care physician.
A powerful and easy-to-use query-byexample interface and parser has been developed. The interface allows complex database queries to be constructed, stored, and executed without the need for the user to know the underlying structured query language (SQL) syntax. Figure 1 illustrates the construction of a simple query in which a database table is selected along with patient-specific fields, with data values that match a set of criteria being displayed.
This interface has been developed in the middleware software Cold Fusion (CF) (Allaire Corp., MA, USA), a web-to-database connectivity tool. A CF application is a collection of web pages and components. The web pages are connected to databases using a proprietary markup language (CFML) and the hypertext markup language (HTML). The application is deployed on the CF Application Server, a Windows NT service that runs on the server. It is completely integrated with standard web servers on Windows and supports connections to e-mail servers and a wide range of other services. When a web page is requested, the server processes the CFML and dynamically generates a web page that is returned to the browser. This technology can be used to provide database query and reporting functionality to any web-enabled database, facilitating reporting and data extraction. The difficulty with biomedical signals databases is that the actual signal data is encoded in a proprietary format typically within a memo or binary large object (BLOB) field within the database. It is not possible to perform complex query manipulations on these BLOB fields. Thus, it is essential that additional fields within the database be used to record relevant in- 
ActiveX Data Objects (ADO)
ActiveX Data Object was designed by Microsoft to be a single application programming interface (API) that allows access to a wide variety of data sources [7] . Simply, it is a wrapper object for OLE DB (see below) and open database connectivity (ODBC) data sources that encapsulates a simplified set of properties and methods for accessing these data sources. ADO is built as a general-purpose COM-based object model. This property allows ADO to be optimized or customized for accessing different database types while preserving a constant object model. Since ADO uses a language-neutral API, it can be used in a variety of languages such as C++, Visual Basic, or Delphi.
The ADO model consists of three main objects; Connection, Recordset, and Command. To use ADO, a Connection object is created that specifies the ODBC provider or OLE DB driver. The ODBC provider acts as an interface between the ODBC driver and the ADO object, exposing methods and properties for accessing the data. Data can then be retrieved or stored from the database by creating a RecordSet object. In addition, database-specific commands and SQL can be sent to the database using a Command object.
OLE DB
OLE DB is a COM based API that allows access to any data independent of its data type. This eliminates the need to convert non-SQL data such as a spreadsheet data into an equivalent ANSI SQL database format before it can be accessed using ODBC. OLE DB architecture is composed of the Data Consumer, Data Provider, and Service Provider components. These can be customized using a variety of exposed interfaces using the object model to maintain communication with each other. Through these various interfaces, OLE DB can represent all types of data in a standard tabular form, thus allowing them to be easily accessed and manipulated.
For example, if an application or Data Consumer requires data from a spreadsheet program, it calls Data Provider. By using various interfaces, the provider exposes the underlying spreadsheet data as a 
System Design

Data Acquisition and Storage
Data acquisition in a multitier information system begins with the patient or user acquiring biomedical signals data on a personal computer running the client application (Fig. 2) . Data may then be piped through an appropriate channel either on- line (when connected to a network) or offline. In the offline state, the data acquired is stored in a local database. For added security, this data can be encrypted as it is stored and decrypted when it is retrieved. When the client is online, the local data is synchronized with the data residing on the central database server. A series of handshaking and processing procedures have to occur before the data can be replicated and synchronized. First, the client connects to the object broker server and requests an available processing server address. The object broker server serves as a directory service that controls the load and failsafe properties of the system. If a particular processing server is down or unavailable, the object broker can redirect traffic requests to other processing servers. The same is true if a certain processing server is busy processing too many requests. Clients can be directed to a less loaded server, hence improving the overall system response. After the client receives an address from the object broker, it connects and sends data and commands to the processing server, where the data is then preprocessed. The processing server then opens an ADO connection to the database server. The processed data is then sent to the database server for simple processing and storage. Acknowledgments are sent at every stage of data transfer to ensure that the data is stored and processed correctly.
Data Retrieval and Analysis
In a multitier information system, the process of data retrieval begins by the client requesting a specific piece of information (Fig. 3) . The client then connects to the object broker requesting an available processing server address. Upon receiving the address the client connects to the processing server and sends the request. The processing server processes the request by retrieving the appropriate data from the database server and transforming it into information. Generally, data transformation is performed through a client-defined command or a prespecified set of rules residing on the server. The design allows automated server-side processing of the acquired data using an intelligent agent. These processing tasks can be triggered by database updates and insertions or by client-side requests. The information retrieved is exposed to the client through a database table. The client can then access this data and format it appropriately for presentation to the user.
The multitier system emphasizes a thin client design with the major objective of presenting the data provided while leaving the task of processing to the processing server. This task segmentation makes the whole system more robust and easier to upgrade and to reconfigure.
Case Study: Respiratory Flow Signals from a Web-Enabled Spirometer
This case study is based on a web-enabled spirometer designed in our laboratory for monitoring patients in their homes and for collecting respiratory flow signals. The spirometry device (WinSpiro) is a complete system for performing forced expiratory lung function testing. The system comprises a PC ISA bus card, a flow transducer (using inexpensive hot wire anemometry), and a thin client subset of the database and recording/review software.
The client program is an ActiveX control that provides a simple web-browser interface (Microsoft Internet Explorer) for the acquisition and review of clinical recordings. The web interface to the spirometer is shown in Fig. 4 , and the review of the forced expiratory lung function results is shown in Fig. 5 . Access to the local subset of the database is via Microsoft ActiveX Data Objects, which provide a simple interface to OLE DB [8] . The client-side database is Microsoft Access 2000 and the server database is Microsoft SQLServer.
In addition to executing the lung function measurements, the client program includes an electronic diary to record quantitative and qualitative symptom data and a questionnaire delivery system to assess a range of functional health status measures. The quantitative measurements recorded include forced vital capacity (FVC), peak flow rate, and forced expiratory volume at 1 s (FEV1). The questionnaires explore symptoms of cough, levels of mucus, physical activity, appetite, weight, breathing, emotional state, and presence of fever. The software includes facilities to summarize and graphically display the data and provide aggregation of results over a specific time period. An intelligent software agent on the processing server is activated whenever new patient data is collected remotely from the home. The agent compares historical data with newly acquired data. Using this method, an optimum patient-care strategy can be evaluated and communicated between patient and doctor by e-mail.
Conclusions
A detailed framework for implementing web-enabled applications for acquiring and retrieving biomedical signals has been presented. The approach described has been centered on the Microsoft Windows environment. This is because the current generation of hardware interface cards used for data acquisition is based on the ISA bus. The acquisition and review software has been written using ActiveX technology. In future revisions of this technology we are investigating USB and serially connected hardware devices that communicate with the Internet using Java applets. This will facilitate the collection and review of biomedical signals in a platform-independent manner.
The advantages associated with a web interface include familiarity with browser design and navigation (for the user), as well as the ability to rapidly customize interfaces for particular requirements (for the programmer). Naturally, signals collected from particular target populations, (for example, lung function measurement associated with asthma in young children as opposed to chronic obstructive pulmonary disease assessment in the elderly) require different user interfaces.
Although this framework was demonstrated with a specific example of
