Abstract-This note is concerned with the stability analysis of discrete-time systems with time-varying state delay. By defining new Lyapunov functions and by making use of novel techniques to achieve delay dependence, several new conditions are obtained for the asymptotic stability of these systems. The merit of the proposed conditions lies in their less conservativeness, which is achieved by circumventing the utilization of some bounding inequalities for cross products between two vectors and by paying careful attention to the subtle difference between the terms ( ) and ( ), which is largely ignored in the existing literature. These conditions are shown, via several examples, to be much less conservative than some existing result.
New Results on Stability of Discrete-Time Systems With
Time-Varying State Delay
I. INTRODUCTION
Over the past few decades, time-delay systems have drawn much attention from researchers throughout the world. This is due to their important role in many practical systems. A great number of research results concerning time-delay systems exist in the literature (see [1] , [3] - [6] , [8] - [15] , [17] , and the references therein). The stability of time-delay systems has been well known to be a fundamental problem because of its importance in the analysis and synthesis of such systems.
Discrete-time systems with state delay have strong background in engineering applications, among which network based control has been well recognized to be a typical example. If the delay is constant, one can transform a delayed system into a delay-free one by using state augmentation techniques. In this way, stability of such systems can be readily tested by employing classical results on stability analysis. Such an approach, however, is not always implementable as the dimension of the augmented system increases with the delay size. That is, when the delay is large, the augmented system will become much complex and thus difficult to analyze and synthesize. Moreover, the state augmentation technique is usually not applicable to the time-varying delay case, which is more frequently encountered than the constant delay case in practice. The reason is that for time-varying delay systems, the transformed systems usually have time-varying matrix coefficients, which are apparently difficult to analyze using available tools. Consequently, much effort has been made towards investigating the stability of discrete time-delay systems via Lyapunov approaches [5] - [7] , [18] . However, it is worth mentioning that most of the results are concerned with the constant delay case, and according to the best of the authors' knowledge, little progress has been reported for the stability analysis of discrete-time systems with time-varying state delay, which motivates the present study. In this note, we revisit the problem of stability analysis for discrete-time systems with a time-varying delay in the state, which has been investigated in [7] . By defining new Lyapunov functions, and by making use of novel techniques to achieve delay dependence, several new results are presented for the asymptotic stability. The proposed conditions are advantageous in terms of less conservativeness, which is achieved by circumventing the utilization of bounding inequalities for cross products between two vectors and by paying careful attention to the subtle difference between the terms k01 m=k0d () and k01 m=k0d (), which is largely ignored in the previous results. Several examples, including an inverted pendulum system with delayed input, are provided to illustrate the advantage of the developed results.
Notation: n denotes the n-dimensional Euclidean space and the notation P > 0 (0) means that P is real symmetric and positive definite (semidefinite). In symmetric block matrices or complex matrix expressions, we use an asterisk (3) to represent a term that is induced by symmetry and diagf...g stands for a block-diagonal matrix. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
II. MAIN RESULTS

A. New Stability Condition
Consider the following discrete-time system S with a time-varying delay in the state:
Here, x(k) 2 n is the state vector; A; A d are system matrices with compatible dimensions; d k is a time-varying delay in the state. A natural assumption on d k is made as follows. In system S; f(k);k = 0d M ; 0d M + 1; ...; 0g is a given initial condition sequence.
Remark 1:
The assumption on the time delay d k in Assumption 1 characterizes the real situation in many practical applications. A typical example containing time delays that can be characterized by Assumption 1 can be found in networked control systems, where the delays induced by the network transmission (either from sensor to controller or from controller to actuator) are actually time-varying, and can be assumed to have lower and upper delay bounds without loss of generality.
A stability condition for system S in (1) with Assumption 1 has been proposed in [7] , by defining the following Lyapunov function:
The calculation of the forward difference 1V (k) = V (k+1)0V (k), based on which the stability condition was derived, deserves some 0018-9286/$25.00 © 2007 IEEE comments. Firstly, to bring the information of the delay size into the final result (to achieve delay dependence), a model transformation was performed to the original system S in (1) and, thus, an inequality was inevitably employed to bound the inner product between two vectors, which gave rise to possible conservativeness. Second, the calculation of 1V 1 (k) and 1V 4 
where
Proof: To prove the theorem, choose a Lyapunov function candidate as
where P > 0;Q 0;R 0;Zi > 0;i = 1; 2; are matrices to be determined. Define 1V (k) = V (k + 1) 0 V (k), then along the solution of (1) we have
(6) Since Zi > 0;i = 1; 2, the last three terms are all nonpositive. By the Schur complement, (2) T < 0. Therefore, from (6) we have 1V (k) < 0kx(k)k 2 for a sufficiently small > 0 and x(k) 6 = 0, and the asymptotic stability is established.
Remark 2:
From the proof of Theorem 1, we can see that to achieve delay dependence, no model transformation has been performed to the original system and thus no bounding technique has been employed to seek upper bounds of the inner product between two vectors. This corresponds to the first comment preceding Theorem 1.
Moreover, when calculating the forward difference of 1V 5 (k), we get 0 k01 l=k0d T (l)Z 1 (l). In order to reduce possible conservativeness, we have not enlarged this to 0 k01 l=k0d T (l)Z 1 (l). Instead, we have separated it into two parts, that is, 0 k01 l=k0d T (l)Z 1 (l) and 0 k0d 01 l=k0d T (l)Z1(l), and treated them using different free-weighting techniques, respectively. As can be seen in the examples given later, these ideas render the stability condition presented in Theorem 1 to be much less conservative than that in [7] .
B. Robust Stability Condition
The stability condition developed in the above subsection can be further extended to cope with uncertain systems. In this section, we assume that the matrices in the dynamic equation of S in (1) have norm bounded uncertainty [16] described by the following assumption.
Assumption 2: Assume that the matrices A; B in the dynamic equation of S in (1) have the following form:
where A 0 ; B 0 are known constant matrices of appropriate dimensions.
1A; 1B are real-valued time-varying matrix functions representing norm-bounded parameter uncertainties satisfying
where 1(k) is a real uncertain matrix function with Lebesgue measurable elements satisfying 1 T (k)1(k) I , and G; H1; H2 are known real constant matrices of appropriate dimensions. These matrices specify how the uncertain parameters in 1(k) enter the nominal matrices A0; B0. Then, extension of Theorem 1 is presented in the following corollary (The proof follows similar lines as in [7] ).
Corollary 2: System S in (1) with Assumptions 1 and 2 is robustly asymptotically stable if there exist matrices P > 0;Q 0;R 0;Z i > 0;i = 1; 2;M;S;N and scalar > 0 satisfying (8) , as shown at the bottom of the page, where ; 4i;i = 2; 4; 5, are given in (3) and the second equation shown at the bottom of the page holds.
C. Augmented Stability Condition
In the following, we present another new stability result. 
Proof: To prove the theorem, choose a Lyapunov function candidate as 
where P; Q; R with structures given in (9), and Z i > 0;i = 1; 2, are matrices to be determined. Define 1V (k) = V (k +1)0V (k). Then, along the solution of (1) we have
: (13) By following similar lines as in the proof of Theorem 1, we obtain
In addition, based on (1), we have
Then, for any matrix T , we have with being a sufficiently small positive constant. Then, under the aforementioned constraints, condition (10) can be written as
where the equation shown at the bottom of the next page holds. Then, by using the elimination lemma with respect to the matrix T , we can conclude that (21) is equivalent to (2) . This means that by imposing special structures on the matrix variables in Theorem 3, we readily obtain Theorem 1. In other words, Theorem 3 is generally less conservative than Theorem 1. It is also worth noting that though Theorem 3 has the advantage of providing less conservative stability test, the matrix variables to be determined are much more than those in Theorem 1. In particular, in Theorem 3, the system matrices are involved in the products with six matrix variables (T 1 ; ...;T 6 )),whilein Theorem 1 only three matrix variables (P; Z1 and Z2) are involved. Therefore, it is antipicated that Theorem 1 A more detailed comparison is given in Table 1 , from which we can see that the stability conditions presented in this note are much less conservative than that in [7] . Example 2: Consider the following uncertain discrete-time system with a time-varying delay in the state: . The system matrices can be written in the form of (7) with matrices given by A0 = 0:8 0 0 0:9 B0 = 00:1 0 00:1 00:1
Now assume the time-varying delay d k satisfies 3 d k 5, and our purpose is to determine the upper value of such that the above system is asymptotically stable. By using Theorem 5 in [7] , it is found that the upper value of is 0.1615, while by using Corollary 2 in this note, the upper value of is found to be 0.2405, which is much larger. A more detailed comparison is given in Table II . From Table II , we can see that the robust stability condition presented in this note is much less conservative than that in [7] . In particular, when 2 d k 8 the previous result in [7] is not feasible, while by Corollary 2 we can still conclude that the system is asymptotically stable for 0:1667.
Example 3:
In this example, we consider an inverted pendulum system with delayed control input. The inverted pendulum on a cart is depicted in Fig. 1 . In this system, a pendulum is attached to the side of a cart by means of a pivot which allows the pendulum to swing in the xy-plane. A force u is applied to the cart in the x direction, with the purpose of keeping the pendulum balanced upright. x is the displacement of the center of mass of the cart from the origin O; is the angle of the pendulum from the top vertical; M and m are the masses of the cart and the pendulum, respectively; l is the half length of the pendulum (i.e., the distance from the pivot to the center of mass of the pendulum). It is assumed that the pendulum is modeled as a thin rod, and the surface is assumed to be friction free. Then, by applying Newton's second law, we arrive at the equations of motion for the system [2] (M + m) x + ml cos 0 ml _ 2 sin = u ml x cos + with dm d k dM . When d k = 0, the closed-loop system has poles placed at 0.9962 and 0.5809 and is thus stable. Now, assume d m = 1, and we are interested in the upper value of d M such that the closed-loop system remains to be asymptotically stable. By using [7, Th. 1] , it is found that the upper delay bound d M = 1. However, by applying Theorem 1, we obtain the upper delay bound d M = 2, and by Theorem 3 the upper delay bound dM = 3, for which the closed-loop system is asymptotically stable. These results show again that the stability conditions presented in this note are generally less conservative.
IV. CONCLUSION
By defining new Lyapunov functions and by making use of novel techniques to achieve delay dependence, several new results have been obtained for the stability analysis of discrete-time systems with a timevarying delay in the state. The merit of the proposed conditions lies in their less conservativeness, which is achieved by avoiding the utilization of bounding inequalities for cross products between two vectors and by paying careful attention to the subtle difference between the terms k01 m=k0d ( ) and k01 m=k0d ( 
Delayed Observers for Linear Systems With Unknown Inputs
Shreyas Sundaram and Christoforos N. Hadjicostis
Abstract-We present a method for constructing reduced-order state observers for linear systems with unknown inputs. Our approach provides a characterization of observers with delay, which eases the established necessary conditions for existence of unknown input observers with zero-delay. We develop a parameterization of the observer gain that decouples the unknown inputs from the estimation error, and we use the remaining freedom to ensure stability of the error dynamics. Our procedure is quite general in that it encompasses the design of full-order observers via appropriate choices of design matrices.
Index Terms-State estimation, system inversion, unknown input observer.
I. INTRODUCTION
In practice, it is often the case that a dynamic system can be modeled as having unknown inputs. For example, in decentralized control, it may not be possible to have knowledge of the control signals generated by different controllers [1] . Unknown inputs can also be used to represent uncertain system dynamics and faults [2] . The problem of constructing an observer for such systems has received considerable attention over the past few decades, and various methods of realizing both full and reduced-order observers have been presented in the literature (e.g., [3] - [5] ). In [6] , Valcher presented an elegant design procedure to construct full-order observers for linear systems with unknown inputs, along with necessary and sufficient conditions for the existence of such observers. The investigations by Valcher and other researchers have demonstrated that strict conditions must be met in order to reconstruct the entire state vector in the presence of unknown inputs. In [7] , it was shown that these conditions can be relaxed by allowing delays in the observer, but no design procedure was provided. In [8] , the authors handled delayed observers by constructing a higher dimensional system which incorporated the delayed states into the new state vector. Geometric conditions were then given for the existence of an observer for this augmented system; this approach, however, may cause the dimension of the observer to be much larger than the dimension of the system.
In this note, we provide a design procedure to construct reducedorder observers with delays. Specifically, our approach generalizes the design procedure proposed by Valcher to the case of reduced-order delayed observers, and allows us to treat the full-order observer as a special case of a reduced-order observer where the dynamic portion reconstructs the entire state vector. In contrast to the work in [8] , the dimension of our observer is no greater than the dimension of the original system, and we present algebraic existence conditions. Observers that produce delayed estimates of the system state have the potential to be used in a variety of applications, including feedback control [9] , chaotic communication systems [10] , and fault detection and identification [2] . Of course, in all of these applications, it will be desirable to construct an observer with the smallest possible delay, which is a feature of the observers provided by our design procedure.
II. UNKNOWN INPUT OBSERVER
Consider a discrete-time linear system S of the form x k+1 = Ax k + Bu k y k = Cx k + Du k
with state vector x 2 n , unknown input u 2 m , output y 2 p , and system matrices (A; B; C; D) of appropriate dimensions. Note that known inputs can be handled in a straightforward manner, and so we omit them for clarity of development. We also assume without loss of 
The matrices 2 and M in the previous equation can be expressed in a variety of ways. We will be using the following identities in our derivations: We are now ready to proceed with the construction of an observer to estimate the states in S . We start by determining the set of states that can be directly obtained from the output of the system over + 1 0018-9286/$25.00 © 2007 IEEE
