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ABSTRACT 
Let A be an arbitrary nX n matrix, partitioned so that if A =[A,$ then all 
submatrices A, are square. If x is a positive vector, it is well-known that G(x) 
= u f”- lG, (4, where 
contains all the eigenvalues of A. The purpose of this paper is to give a new definition 
of the concept of an isolated subregion of G(x). An algorithm is given for obtaining 
the best such isolated subregion in a certain sense, and examples are given to show 
that tighter bounds for some eigenvalues of A may be obtained than with previous 
algorithms. For ease of computation, each subregion G,(x) is replaced by the union of 
circular disks centered at the eigenvalues of 4,. 
1. INTRODUCTION 
Let A E (a,,J be an arbitrary complex matrix of order n. Let x = (x1,. . . , 
x,,)~ > 0 (that is, xi > 0, 1 < i < n) and set X =diag(x,, . . . J,). If o(A) denotes 
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the spectrum of A, then it follows from Gerschgorin’s theorem [3] applied to 
X -‘AX that 
where 
a(A)c ;I Gi(x)=G(x), (I) 
i=l 
and 
Gi(x) = {z] ]Z - u,,~) < hi(x)} 
Let J be any non-null subset of s < n distinct elements of { 1,2, , . . ,n}, and 
define 
S(x)= U G(x) and T(x)= lJ G,(x). 
iEJ i$J 
If S(x)n T(x) c aG(x), the boundary of G(x), then S(x) is said to be isolated, 
and it follows from a continuity argument due to Gerschgorin [3] that S(x) 
contains at least s eigenvalues of A (and that T(x) contains at least n-s 
eigenvalues of A). Note that S(x) is isolated if S(x) n T(x) -0, the null set, in 
which case S(x) is known to contain precisely s eigenvalues of A. 
If P denotes the set of vectors x > 0 for which S(x) is isolated, the 
derivation of algorithms for the determination of the vector j; E P which 
minimizes S(x) in some sense has been considered by several authors. A brief 
survey of these results is given in [6]. 
The concept of an isolated Gerschgorin region is generalized to 
partitioned matrices by Johnston [4]. Let A be an arbitrary complex matrix 
of order n, partitioned so that 
A= 
A 1, 1 
A N.1 
(2) 
where each submatrix A,,, is square and of order n,. The least upper bound 
and greatest lower bound of a submatrix A, f with respect to two vector 
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norms I] . )I i and II . II i are 




respectively. Let X = diag(x,Z, , . . . +ZN), where x = (xi,. . . ,~~)r > 0 and Zi is 
the identity matrix of order ni. Then, it follows from a generalization of 
Gerschgorin’s theorem due to Feingold and Varga [2] that 




Cd(x) = { zlm(zZi - A,,,) < Ai( 
Let l<r<n. If,forsomex>O, G,(x)r~G,(x)CaG~(x), l<i<N,i#r, then 
G,(x) is isolated and contains at least n, eigenvalues of A. In [4], Johnston 
defines an algorithm which determines a sequence of vectors {x,} such that 
lim xi =j; 
j-00 
and A,(S) = t=f, A,(x), 
where P denotes the set of all vectors x > 0 such that G,(x) is isolated. 
In this paper, we generalize the concept of an isolated Gerschgorin region 
by introducing the notion of a pseudo-isolated region and then obtain an 
algorithm for finding the best such region. As a consequence, we are 
sometimes able to isolate a subset of G,(x) although it may not be possible to 
isolate all of G,(x), which is the requirement of the algorithm in [4]. With a 
view to obtaining a computationally useful algorithm, our development will 
be in the spirit of [5], where we considered the problem of computing 
inclusion regions for partitioned matrices. 
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2. THE NORMALIZABLE CASE 
2.1. Pseudo-isolated Disks. 
If each submatrix Ai,i, 1 < i < N, of the partitioned matrix A is normaliz- 
able (that is, has linear elementary divisors), let S, be such that 
where {~~‘)}~_ i are the eigenvalues of Af., and set 
Then, it is shown in [5] that 
N n, 
a(A) C_ u u G,(i’(x*S) 
i=l i=l ’ 
9 (7) 
where, assuming the vector norms in (3) are absolute, 
and 
Gji)(x; S) = { zI Iz- $‘)I < K( S,‘)A,(x)} 
Relative to the inclusion region of (7), we define a generalization of the 
concept of an isolated region. Intuitively, we shall say that a set of circular 
disks of (7) centred at some subset of the eigenvalues of A,, is “pseudo- 
isolated” if these disks are isolated, in the usual sense, from all of the disks 
centred at the eigenvalues of A,,,, i# r. Note that we do not require that 
these disks be isolated from the rest of G,(x). For example, see Fig. 1, where 
the disks centred at AAl) and X$s are pseudo-isolated. We now make a more 
precise definition. 
Without loss of generality, let us suppose that r = 1. Then we have 
DEFINITION 1. Let J be any non-null subset of s distinct elements of 
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FIG. 1. 
(1 ,...,n,}. With 
let P(J) denote the set of all vectors x>O, having N components, such that 
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If x E P(I), then the set of disks TV i,,G1(i)(x; S) of the inclusion region of (7) 
is said to be pseudo-isolated. 
If, in this definition, J= (1,. ..,n,} and ;EF(J), then the entire set of 
disks u y: lGl(i)(x; S) is isolated in the usual sense, and it follows that this set 
contains at least ni eigenvalues of A. This situation is analogous to the 
definition of an isolated region by Johnston [4], relative to the inclusion 
region (4). 
If, however, in Definition 1, s < rzi, a set of pseudo-isolated disks need not 
be isolated (Fig. la), and, in general, we know only that a(A) lies within the 
union of all n circular disks. Nevertheless, it does follow by a continuity 
argument similar to that of Gerschgorin [3] that any k < n isolated disks of 
the inclusion region of (7) contain at least k eigenvalues of A. Consequently, 
when any disks of a set of pseudo-isolated disks are isolated in the usual 
sense, then more precise information with regard to the location of a subset 
of o(A) is obtained. Thus, in Fig. lb, there are precisely two eigenvalues in 
the union of the disks centered at hf) and Xg). 
The example of Fig. 1 can also be used to illustrate what is meant by 
“best” pseudo-isolated disks. The algorithm of Theorem 1 below determines 
the vector j; > 0 such that 
For J= {2,3} and the data of Fig. 1, the best pseudo-isolated disks are 
illustrated in Fig. lc. Since the disks centered at Xg’) and Xg) are disjoint, it 
follows that there is at least one eigenvalue of A in each of these disks. Note 
that the disks centered at A/‘), 1~ i < 3, have a common radius, namely 
“(S,)&(g). 
2.2. Preliminary Results 
Without loss of generality, we assume that the partitioned matrix A 
E (Ai,i) is block irreducible. If A is block reducible, it is sufficient to consider 
the block reduced normal form [lo] of A. Following Varga [ll], since 
A, (cx) = A,(x) for any % # 0, we may suppose that all vectors x with xi > 0 are 
normalized in such a way that xi = 1. We denote by i the vector (xs, .. . ,x~)~, 
which is obtained from x by omitting the first component. Conversely, given 
a vector i = (Zi, . . . &_J’, x will denote the vector (1, P 1,. . * &- JT. 
With respect to the partitioning (2) of A and any set J c { 1,. . . ,n,}, we 
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and the vector 
(10) 
Since, for some real [, [Z- Q > 0, it follows from the Perron-Frobenius 
theory of non-negative matrices that there exists a real eigenvalue v E u(Q) 
such that [-v>Re(X) for AEo(.$Z-Q), X#c-v. Thus, we have 
LEMMA 1. For real & Q - Y is an M-matrix if and only if 5 < v. 
For any real number [ 6 a(Q), let x( be determined so that 
(Q-[Z)f+=$. (II) 
It follows from Lemma 1 that i, > 0 if 5 < v, and thus for 5 < v, the function 
g(t) = 4(x$ (12) 
is positive. The relationship between P(J) and g(t) and a characterization of 
g(t) are given in the following two lemmas, the proofs of which are 
analogous to the proofs of lemmas in [ 111. 
LEMMA 2. For E < v, x6 E P(J) if and only if 5 > g(t). 
LEMMA 3. For [< v, g(5) is strictly increastng and strictly convex up- 
ward with 
P(J) is non-null if and only if g(.$) has fixed points p and u such that 
Furthermore, 
O<Z.LL(u<v. 
Thus, the product of K( S,) and the fixed point ZJ of g(5) is the infimum 
over all XEP(J) of the radii of a set of pseudo-isolated disks. 
2.3. The Convergence Theorem 
We now prove 
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THEOREM 1. Let A be a block irreducible matrix of order n, partitioned 
as in (2), where each submatrix Ai,i is normalizable and (6) holds. Let {&} be 
the sequence of numbers defined by 
(13) 
where xi is determined by 
(Q-&Z)$=i. (14) 
Then either 
(i) the sequence {G} is strictly increasing with limi_& = p, or 
(ii) For some 1, 4 > Y. 
Conditions (i) and (ii) are necessary and sufficient for P(J) to be non-null or 
null, respectively. 
Proof It is easily shown that $+, > S, whenever 4 < p, the proof being 
by mathematical induction. We consider the two cases individually. 
(i) Suppose P(J) is non-null. Then, since g(t) has fixed points p and u such 
that 0 < p < (I < Y, it can be shown that 4 < ~1 for all j, the proof being by 
mathematical induction. Thus, the sequence [$} has a limit, and it is easily 
seen that lim,,,~ = EL. 
Conversely, if the sequence {$} is strictly increasing and converges to the 
fixed point p of g(5), where p < v, it follows from Lemma 2 that P(J) is 
non-null. 
(ii) It is clear from Lemma 2 and the first part of this proof that there 
exists a value 1 such that 4 > v if and only if P(J) is null. w 
In general, v is not known. However, one can easily determine, during the 
course of the iteration, that P(J) is null. Analogous to the discussion in [6], it 
can be shown that P(J) is null if and only if any one of the following 
conditions is true: 
LI 
is not uniquely determined by (14); 
i$ t::>O for some j; or 
In Fig. 2 and 3, respectively, we illustrate cases (i) and (ii) of Theorem 1. 
Our algorithm is clearly a generalization of the algorithm of Johnston and 
Smith [6] in. that the two are identical when each submatrix of A in (2) is of 
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FIG. 2. 
FIG. 3. 
order one. We note, however, that the system of linear equations (14) is only 
of order N- 1, whereas the corresponding system for the algorithm of [6] is 
of order n - 1. This can result is a significant reduction in the number of 
arithmetic operations. In Sec. 4, examples are given to show that certain 
disks may be isolated by our algorithm when there are no isolated disks 
relative to the 1 X 1 partitioning. Moreover, it may be possible to obtain a 
smaller isolated disk for a particular eigenvalue using our algorithm than that 
of [6] (see matrix (16) below). However, given a matrix of order n, we have 
not considered the problem of choosing an optimal partitioning. 
Although the definition of a set of pseudo-isolated disks reverts to the 
definition of a set of isolated disks when J = Ni E { 1,2,. . . ,n,}, the notion of 
computing best pseudo-isolated disks when J is a proper subset of Ni is the 
significant feature of our generalization. Tbe generalization of the concept of 
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isolated disks to partitioned matrices by Johnston [4] requires that J= N,. 
Clearly, the iteration of (13) is the method of successive substitutions, and 
convergence to the fixed point p can be accelerated by using other zero- 
finding algorithms. For example, details concerning the use of the secant 
method and Newton’s method are given in [6] and [7], respectively. 
3. THE NON-NORMALIZABLE CASE 
If some submatrix Ai,i of the partitioned matrix A of (2) is not normaliz- 
able, we can use the fact that there exists a unitary matrix Si such that 
S,-‘A, iS,= q, 
where Ti is upper triangular. We briefly consider the case ni = 2. 
In [8], it is shown that, when Ai, i is not normalizable, the ith component 
of the inclusion region of (7) may be replaced by 
where 
q = Ali) Tt 
[ 1 
0 h(i) 
and K( Si) = 1 (which occurs when the Holder norm 
is used). 
For this case, the definition of a set of pseudo-isolated disks is similar to 
Definition 1, it being necessary only to replace each occurence of the 
expression K (S&l, (x) by * Ai (x) + 1 -ri I/ fi . Details concerning the case 
that Ai i is non-normalizable are given in [8], where it is shown that the 
matrix h of (9) and the vector i of (10) can be redefined so that Lemmas 1, 
2, and 3 and Theorem 1 remain valid. 
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In this section, we illustrate the use of the algorithm of Theorem 1. The 
least upper bound 
was used in all of the calculations. Also, the minimum condition number, I?~, 
of the matrices Si was computed (see [l]); that is, 
&= rngnK(S,D), 
where D is an arbitrary nonsingular diagonal matrix. 
The matrix 
A= 
6 -1 -3 
-1 3 -4 
1 1 0 
(1% 
has been used as an example by both Porsching [9] and Johnston and Smith 
[6]. When each submatrix is of order one, A has no isolated Gerschgorin 
disks. However, the disk centred at the (approximate) eigenvalue 6.363 of 
the submatrix A,,,, where 
A= 
6 -1 I-4 
I 
-1 3 , -2 
--------- 
1 1; 0 
= A Al,2 Ll 
-[ 1 A A232 2, 1 
can be pseudo-isolated and, in fact, isolated. An upper bound for the radius 
of the best pseudo-isolated disk is 0.693. 
The matrix 
(16) 
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is also used in [6]. When each submatrix of B is of order one, B admits one 
isolated Gerschgorin disk, centred at 2, and an upper bound for the radius of 
the best isolated disk is 0.288. For the partitioning 
B= 
ther_e is a pseudo-isolated disk centred at the (approximate) eigenvalue 2.088 
of I?, 2. This disk is also isolated, and an upper bound for the radius of the 
best pseudo-isolated disk is 0.205. Moreover, when B is partitioned as 
B= 1 , 
there is a pseudo-isolated disk, centred at the eigenvalue -0.125 of 
which is also isolated, and an upper bound for the radius of the 
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