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In a mobile computing environment, a user carrying a portable computer can execute a mobile tmnsaction by submitting the operations of the transaction to distributed data servers from different locations.
As a result of this mobility, the operations of the transaction may be executed at different servers.
The distribution of operations implies that the transmission of messages (such as those involved in a two phase commit protocol) may be required among these data servers in order to coordinate the execution of these operations.
In this paper, we will address the distribution of operations that update partitioned data in mobile environments.
We introduce a new algorithm, the Reservation Algorithm (RA), that does not necessitate the incurring of message overheads (e.g., for a 2PC protocol) for operations pertaining to resource allocation. We address one related issue, termination protocols, which guarantees that the commit decision of a mobile host will not contradict with the unilateral abort decision of a data server.
Introduction
Mobility of hosts engenders a new kind of locality that migrates as hosts move. A user carrying a portable computer can submit the operations of a transaction to distributed data servers from different locations.
As a result of thw mobility, the operations of the transaction may be executed at different servers.
The distribution of operations implies that the transmission of messages (such aa those involved in a two phase commit (2 PC) protocol) may be required among these data servers in order to coordinate the execution of these operations.
Conventional methods for replicated data management' are expensive because more than one site may be required to form the quorum necessary to run an update transaction. To overcome this restriction, some approaches reported in the literature have taken into account the semantics of applications to improve the response time and throughput of Permission to make digital/hard copies of all or part of this material for personal or classroom use is granted without fee provided that the copies are not made or dkributed for profit or commercial advantage, the copyright notice, the title of the publication and ita date appear, and notice is given that copyright ia by permission of the ACM, Inc. To copy otherwise, to republish, to post on servers or to rdstribute to fists, requires specific permission andlor fee. As a result of this mobility, the two operations are actually executed in two different servers. At commit time, a two phase commit protocol must be used to shift the increases from the escrow variables to the local numeric objects. That is, XI = XI + 10, YZ = Yz + 10, .Y~'crOw-' = X~@cr"w-'-10, and Y2eSc'OW-1= Y2eS''0w-1 -10. Conceptually, the reservation log in the mobile host is a logical copy of logs maintained in server sites. At the commit time (after the host moves to Cell 2), the mobile host sends its logical reservation log, along with a commit request, to the local server 2 in the current cell. Server 2 will use the log information to perform the actual resource allocations, i.e., increasing both x~pper and X2 by 10. This algorithm will ensure that the resource constraint, 3Actually, an uncommitted operation on object X1 may be logged in an escrow log. For simplicity, we shall use the escrow variables X~'crOW-l (= a) and In this case, server may decide to abort the transaction to release reserved resources. Unfortunately, the server can not make this decision on the basis only of the information in its local reservation log, since the mobile host can make a commit decision without communication with the server. In this Dar3er. we will also discuss the termination protocols that can 'b: included in the reservation approach. These protocols should ensure that an unilateral abort by a data server and a commit by a mobile host would not be made simultaneously for a mobile transaction. The remainder of this paper is organized as follows. Section 2 introduces the system model and relevant terminology. In' Section 3, we describe the basic reservation algorithm and the required termination protocols. Related research is discussed in Section 4, and concluding remarks are offered in Section 5.
2
The Mobile Transaction Model A database server is intended to support basic transaction operations such as resource allocation, commit, and abort. Each MSS has a coordinator which receives transaction operations from mobile hosts and monitors their execution in database servers within the fixed networks. Transaction operations are submitted by a mobile host to the coordinator in its MSS, which in turn sends them to the distributed database servers within the fixed networks for execution. For example, the coordinator will send a resource allocation operation to a local server if a partitioned copy is in the local site.
A mobile host may submit transactions in one of two ways:
1. An entire transaction may be submitted in request message; the whole transaction thus a single becomes one submission unit. The mobile host also delivers execution control to its coordinator and awaits the return of the results of the transaction execution. Suppose that the value of X is partitioned into local numeric objects X, in server~(1 < i < h') such that X =~:, x,.
Similarly, the bound value X~,,, (or X~~z ) is initially partitioned into X:""'er (X,UPP"' ) in every server I (1 < i < N) such that X m," =~:, X:"w" (cm.Yma= =~fl, X,"ppe').
We say an operation O is a partit:on-comrnutatlue op eration (pc-operation) on partitioned data X if O(X) = O(x, ) + Z:l,,%j X, for any J (1~j < IV); otherwise, it is a non-partition-comrnutatiue operation (npc-operation). An example of an npc-operation can be found in a banking application.
In this application, both withdrawal and deposit operations are pc-operations (or resource aUocation operations), while an interest-posting operation is an npcoperation.
In this paper, the reservation algorithm only deals with npc-operations (or < o(x) < Xm"= holds. Each reservation action (release, or allocation action) should be implemented a an atomic unit. Each server will record all the executions of these actions in a reservation log. Assuming that no abortion is invoked by the servers, the reservation algorithm follows this general format:
1.
2.
3.
The mobile host sends each pc-operation of a mobile transaction to the coordinator in the current cell, which wilf forward it to a local or nearby server where a partitioned data copy resides.
If an pc-operation at a server is safe, the server then executes a local reservation action for the pc-operation. Otherwise, the server invokes a resource repartition procedure (such as the point-to-point demarcation protocol [4] or a dynamic quorum-based protocol [8] ) to requisition additional partitioned data resources from other servers.
Upon the successful completion of the resource repartition procedure, the reservation action can be executed at the local server. The result of the reservation action is returned to the mobile host that submitted this pc-operation through its coordinator. If the operation is neither safe nor resolvable, a failure message will be returned.
The mobile host records the results of the reservation action of each pc-operation and the pc-operation itself in a reservation log. If all pc-operations of a mobile transaction succeed from the execution of reservation actions, the mobile host sends a COMMIT message along with the reservation log of the transaction to the coordinator in the current cell. Otherwise, it sends an ABORT message along with the reservation log to the coordinator.
The coordinator then submits an allocation action (for COMMIT) or release action (for ABORT)
for each pc-operation in the log to the local or nearby server.
Note that, due to mobility, the server at which the allocation actions are executed may not be the same as that from which the mobife host reserved these resources for the transaction (see Figure 2) .
A mobile host mav move from one cell to another at anv .
time.
In this paper, we assume that each service area sup ported by a server covers only a single cell. lf the host has left a cell before receiving the acknowledgement message for last submitted pc-operation, this message will be forwarded by the coordinator in the new ceU. After the host registers in the new cell, the coordinator wiU determine whether any acknowledgement messages are still outstanding from previous coordinator.
To handle host mobihty, each coordinator runs the following handoff algorithm: release reserved resources by increasing X~pper by 10, the commit will consume the reserved resourced by increasing X2 and XJPP'" by 10 in server 2. As a consequence, the total upper bound oj X becomes 30 rather than 20; i.e. X~ppcr + X~pper = 30 > 20 = Xma=, Whjch violates the resource constraint~~=~X,uppe" < Xmaz.
This anomafy arises because both the commit and abort actions are performed independently at different servers without any coordination.
Recall that the coordinator allocates reserved resources at any local server site without communication with other servers from which these resources were gathered.
It is also possible that both a server and a mobile host may simultaneously decide to abort a transaction. Recall that a release action on behalf of a mobile host can be executed at any partitioned copy server. The protocols must guarantee that these reserved resources will not be released redundantly by both abortions. That is, each reserved resource can be released only once, even though these releases invoked by a mobile host can be performed at servers other than those where these resources were original] y reserved.
Therefore, a protocol to avoid the unilateral abortion anomaly should ensure the following two conditions:
1. a transaction cannot be simultaneously committed by a mobile host and aborted by a data server; and 2. each reserved resource in a transaction can be released only once if a given transaction is aborted by a server and a mobile host.
Termination Protocols
In the proposed reservation algorithm, the allocation actions for the commitment of a transaction do not take the responsibility of writing the commit status into logs in other servers where reservation actions were executed.
A ternlination protocol should therefore be applied so that an abort decision made by a server will not coincide with a commit decision made by the mobile host.
We assume that, when a server makes an abort decision, it can release the resources on z only if they were reserved by the transaction from the server. In other words, the server cannot release the resources on y if they were reserved from other servers.
Two termination protocols which are candidates for inclusion in our reservation algorithm are:
1. All-Copy Voting Protocol: Let IV(z) be the set of partitioned copy sites for a data item z and D(t)be the 2.
set of data items that transaction t has reserved. We assume that each item in D(t) is only reserved once by transaction t. The server can abort an uncommitted transaction t and release the resources reserved on z in the server only if it receives an abort vote from each site in iV(z) for data item r in D(t).
A two phase protocol should be used to ensure that an abort decision and released resources will be recorded in reservation logs at all sites which have voted for the abort.
In the first phase, the server sends an abort request to alf the sites in h'(z) for reserved item z in D(t).
After all the sites return their votes, the server enters the second phase.
If all the sites vote for the abort and the reserved item has not been released in any of these sites (by a mobile host), the server sends the abort decision to those sites and locally releases the resources reserved on z. Once a site voting for the abort receives the abort decision, the abort status for the transaction t will be recorded in its reservation log along with the names of released items.
If any site has voted for commit or the reserved item has been released, the server wifl do nothing except recording the status into its local reservation log.
Transaction-Proxy Voting motocol: When a mobile -.
transaction isinit~alized, thesystem can specify a server as the proxy for the transaction.
If a server wishes to abort the uncommitted transaction and release resources reserved in the server, it must obtain a vote from the transaction proxy.
The proxy will vote for abort only if it has not voted forcommit orthe reserved item has not been released. Once the transaction proxy votes for the abort, the abort status will be recorded in its reservation log along with the names of released items.
To integrate the all-copy voting protocol into our proposed reservation algorithm, each allocation action for a partitioned data item x should involve a determination of whether any partitioned copy server has voted for an abort decision.
If not, the action can be executed at any local or nearby server and a commit flag (vote) can be recorded in the reservation log of the server without communication with other servers.
When a mobile host requests a commit operation for a transaction, its coordinator should execute all the allocation actions for the transaction in an atomic unit. If all the allocation actions can be executed at a single site (i.e., there is a local partitioned copy for each reserved resource), the commit operation can be performed locally.
Otherwise, a 2PC protocol is needed to ensure the atomic execution of these actions.
Theprocedure is required because each server may unilaterally abort a transaction and release reserved resources at any time. If thecomrnit operation is not executed in a atomic unit, a server may unilaterally abort the transaction and execute a release action between two allocation actions, resulting in an undesired inconsistent termination decision.
When a mobile host requests an abort operation for a transaction, the coordinator can execute the rele~e actions for the transaction individually, without requiring atomic execution.
However, each release action must ensure that the resource in question has not been previously released by an unilateral abort action by another server. This can be determined by examining the log information at the local server.
To incorporate the second termination protocol discussed above, the reservation algorithm should be modified in the following manner. Before a coordinator executes any allocation action, the server should get a commit vote from the transaction proxy.
Once it obtains this vote, the allocation actions for a transaction can be executed individually; For a release action, the server should obtain an abort vote from the proxy. Furthermore, each server should inform the proxy which reserved resources to be allocated or released. Whenever other servers require a vote from the proxy, this information regarding released items should be supplied to them to prevent the redundant release ofa reserved item by different servers. A reservation algorithm that integrates either an all-copy voting or transaction-proxy voting termination protocol will be free from the unilateral abortion anomaly. Either protocol will require that the sites (or copies) voting for an abort always intersect with the sites (or copies) voting for commitment.
By recording the released resources in the logs of voting sites, any reserved resource will not be released more than once by different servers.
Discussion
The two termination protocols subject to blocking even in the all-copy voting protocol, when described above could be case of site failure.
In the a site which holds a copy of a reserved item fails, other servers can not execute the termination protocol to release the reserved item.
In the transaction-proxy voting protocol, the potential for blocking is even higher.
If the transaction proxy fails, no server can execute the termination protocol until it recovers. Counterbalancing these blocking problems, the all-copy voting protocol offers low message overhead and supports a high degree of site autonomy for the commitment of transactions becanse afl allocation actions can be executed locally or at nearby sites. The transaction-proxy voting protocol also offers low message overhead for the commitment or abortion of all transactions but does not support high site autonomy because both commit and abort decisions depend on the vote of a server designated prior to the execution of the transaction.
Finally, we note that, when a transaction is committed, this decision is not broadcast immediately to all log sites where reservation actions for the transaction were executed. In this case, some logs will still contain the pending reseruahon information about the transaction, potentially resulting the invocation of an abort request by tbe server. The pending reservation and other log information for a committed transaction can be removed if the system can periodically circulate the commit decision to other servers or piggyback the decision on other messages sent to servers. 4 
Related Work
Some of the problems involved in supporting transaction services and distributed data management in a mobile environment have been identified recently in [5, 2] . The management of distributed data has been identified in [5] as a research area on which the mobility of host has a large impact.
As stated previously, the notion of using partitioned data to reduce message overhead and increase system throughput in distributed database environments has been investigated in the literature [4, 8, 10, 11, 1] . These efforts address principally the efficient repartition or reconfiguration of a parti-tioned data item among different sites so that an operation on the data item can be performed at a local site. In the previous approach, a repartition procedure is performed only among relatively reliable distributed servers in fixed networks.
The procedure can be executed as a atomic unit.
In our work, a repartition procedure is performed between a data server and a mobile host, and the series of repartition procedures for a mobile transaction is executed as an atomic unit.
Guaranteeing the atomicity of the series of repartition procedures therefore poses an additional issue, particularly in the development of an atomic protocol which can handle the problems introduced by the failure and extended long disconnections of the mobile host. In [9] , it was illustrated that the site escrow method in [8] will involve the use of a 2PC protocol at commit time for moblie transactions.
To avoid the problem, the authors in [9] suggested the escrow log transferring method. In this method, the move of a transaction host to a new cell (or server) should be accompanied by the transfer of the escrow log for the transaction to the local server under the cell. At the end of transaction, a commit operation can be executed at the local server without communication with other servers, However, the transfer procedure itself requires the use of a 2PC protocol.
When the host repeatedly moves between two servers during the execution of a transaction, the repeated log transfers between the two servers cause particularly heavy message overhead. We have also addressed one related issue, terrn:rmtion protocols, which guarantees that the commit decision of a motile host will not contradict with the unilateral abort decision of a data server.
The algorithm proposed in this paper requires the transmission of reservation log information from a mobile host to its current coordinator through a wireless channel when the host decides to commit a transaction. These transmissions do not usually involve additional message exchanges, as they are piggybacked on the commit request message of the transaction.
These transmissions can be structured to consume only minimal bandwidth on wireless channels by representing the reservation log by logical operations rather than physical pages.
We note that the afgorithm presented in this paper is a 
