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At non-zero temperature and when a system has low-lying excited electronic states, the ground-state
Born–Oppenheimer approximation breaks down and the low-lying electronic states are involved in
any chemical process. In this work, we use a temperature-dependent effective potential for the nu-
clei which can accommodate the influence of an arbitrary number of electronic states in a simple
way, while at the same time producing the correct Boltzmann equilibrium distribution for the elec-
tronic part. With the help of this effective potential, we show that thermally activated low-lying
electronic states can have a significant effect in molecular properties for which electronic excitations
are oftentimes ignored. We study the thermal expansion of the Manganese dimer, Mn2, where we
find that the average bond length experiences a change larger than the present experimental accu-
racy upon the inclusion of the excited states into the picture. We also show that, when these states
are taken into account, reaction-rate constants are modified. In particular, we study the opening of
the ozone molecule, O3, and show that in this case the rate is modified as much as a 20% with
respect to the ground-state Born–Oppenheimer prediction. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4747699]
I. INTRODUCTION
In the ab initio study of the behaviour of molecular sys-
tems, it is common to perform the Born–Oppenheimer sep-
aration of the nuclear and electronic parts of the molecular
wavefunction. This approximation is based on the large dif-
ference between the masses of the electrons and the nuclei,1, 2
and therefore becomes exact only in the classical limit for
the nuclei. Computing the electronic energy spectrum for dif-
ferent positions of the nuclei, one obtains the different so-
called potential energy surfaces (PESs)—one for the elec-
tronic ground state, and one for each excited state. Now the
question arises, how may we use these PESs in order to pro-
duce accurate and convenient physical models? The simplest
option is ground-state Born–Oppenheimer (gsBO), or typi-
cally just Born–Oppenheimer (BO). One may then consider
the nuclei to be quantum particles and solve their correspond-
ing Schrödinger equation, or take the classical limit and per-
form BO molecular dynamics. In any case, a model based
on only one PES (usually the ground-state one) is an adia-
batic approximation, based on the neglect of the non-adiabatic
couplings.
However, at non-zero temperature and when a system has
low-lying excited electronic states, these electronic states are
involved in any chemical process, and their influence pro-
duces the so-called non-adiabatic effects. In this paper, we use
a thermodynamically accurate generalization, introduced in
Ref. 3, of the gsBO potential, built with the PESs of the lowest
lying electronic states appropriately weighted to produce the
correct Boltzmann equilibrium distribution of the electronic
part, to specifically study the thermal expansion and reaction
rates of small molecules. For both phenomena, a substantial
amount of research is constructed on the implicit assumption
of one electronic potential, which may be fitted to experimen-
tal results or computed ab initio. The possibility of electronic
excitations is typically either ignored or handled by indepen-
dently considering each of the excited PES (although we can
mention Ref. 4 as a very recent exception to this general trend,
with similar aims to the ones we pursue here). The thermally
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averaged potential energy surface that we use in this work per-
mits to include electronic excitations while still preserving the
single potential methodology.
The possibility, in which our formalism is based, of di-
viding a system of particles into a quantum and a classical
subsystem (typically, electrons and nuclei) is of wide interest
in several areas of physics and chemistry. If the temperature
is of the order of the electronic gap or larger and excited elec-
tronic energy levels have to be included in the formalism, a
variety of approaches can be considered.5–12 For example, the
decay-of-mixing method by Truhlar and co-workers5, 6 consti-
tutes a powerful mixed quantum-classical scheme for model-
ing non-Born-Oppenheimer chemistry, although the incorpo-
ration of temperature to these methods has not been studied
as far as we are aware. In the case of Ehrenfest dynamics,
which also includes non-adiabatic effects at a different level,
the temperature has been introduced through the formulation
of Nosé.13, 14
The temperature dependence of molecular properties (ge-
ometry and vibrational frequencies) of free molecules has
been a subject of research for more than 60 years,15 with new
theoretical analyses coming out still in very recent times.16, 17
From the experimental viewpoint, on the other hand, several
studies of hot molecules18–22 have found thermal expansion of
bond lengths. In this paper we calculate the temperature de-
pendence of the bond length in the case of diatomic molecules
in which nuclei can be treated as classical particles. Although
bond-length expansion as the temperature increases is ex-
pected even for temperature-independent potentials such as
the gsBO one, the use of our thermodynamically more accu-
rate effective potential adds new non-adiabatic effects which,
as we will show for the Mn2 dimer, may significantly alter
the final quantitative results if low-lying excited states are
present. These effects must be considered when performing
the necessary rovibrational averaging in order to compare ac-
curate theoretical and experimental results.
The temperature dependence of the transition rate is also
a constant subject of study23–25 and, more recently, the ques-
tion has been asked of whether or not quantum tunneling
below the energy barrier significantly enhances the reaction
rate.24–26 Using a general framework to describe tunneling,25
it is shown that tunneling below the barrier only occurs for
temperatures less than a reference one, denoted by T0, and
which is determined by the curvature of the ground-state PES
(gsPES) at the top of the barrier. However, at non-zero tem-
peratures and when a system has low-lying excited electronic
states, all estimates based on the ground-state PES should be
reconsidered.
As demonstrated in this work using our thermodynami-
cally accurate generalization of the gsBO potential, the inclu-
sion of low-lying electronic states into the picture may sig-
nificantly alter the reaction rates and the curvature near the
top of the barrier. As a model system to exemplify the added
effects, we have chosen the transition between the open and
closed forms of the ozone molecule, in which the barrier lies
in a region where there is an avoided crossing between the
ground and first-excited electronic states. Having no problems
whatsoever with avoided-crossing situations, our effective po-
tential is a convenient choice to account for the influence of
low-lying excited states in this phenomenon at non-zero tem-
perature.
In Sec. II, we provide a comprehensive summary of the
definition and meaning of the effective potential introduced
in Ref. 3 which includes the effect of excited electronic states
and which will be used throughout the document. In Sec. III
A, we present the first application of the effective-potential
technique: the study of the thermal expansion of the Man-
ganese dimer, Mn2; in Sec. III B, we discuss the influence
of the inclusion of low-lying excited electronic states on the
reaction rate of small molecules. Reaction rates are affected
on the one hand by the energy barrier reduction. On the other
hand, the curvature at the top of the barrier is smaller for our
effective potential than for the gsPES. In this section we will
also study the case of the opening of the ozone molecule, O3.
Finally, in Sec. IV, we comment on the most important con-
clusions of this work and highlight some possible implica-
tions and future lines of research.
II. THEORETICAL FRAMEWORK
Let us have a quantum-classical system formed by N
classical particles described by their Euclidean coordinates
R := ( R1, . . . , RN ) and momenta P := ( P1, . . . , PN ), and n
quantum particles described by an n-body wavefunction |ψ〉.
The starting point of our formalism is the assumption that
the following is an accurate formula to compute canonical
equilibrium expected values of quantum-classical observables
ˆO(R,P ):
〈 ˆO(R,P )〉 =
∫
dRdP tr
(
ˆO(R,P ) e−
ˆH (R,P )
kBT
)
∫
dRdP tr
(
e
− ˆH (R,P )
kBT
) , (2.1)
where kB is the Boltzmann constant and T the temperature,
dRdP denotes integration over all position and momenta in
the appropriate ranges. The object ˆH (R,P ) is the quantum-
classical Hamiltonian, which, in the case of molecular sys-
tems, takes the form
ˆH (R,P ) := ˆ1
N∑
K=1
P 2K
2MK
+ ˆHe(R) , (2.2)
where ˆ1 denotes the identity matrix, MK is the mass of the Kth
nucleus, and the electronic Hamiltonian, ˆHe(R), contains all
particle interactions and the electronic kinetic term (see Ref. 2
for an explicit expression).
It is also convenient to write Eq. (2.1) as
〈 ˆO(R,P )〉 =
∫
dRdP tr( ˆO(R,P )ρˆeq(R,P )) , (2.3)
in terms of a (R, P)-dependent equilibrium density matrix, de-
fined by
ρˆeq(R,P ) := e
− ˆH (R,P )
kBT∫
dR′dP ′ tr
(
e
− ˆH (R′ ,P ′ )
kBT
) . (2.4)
As shown in Ref. 3, the justification of Eq. (2.1) for
computing equilibrium expected values in quantum-classical
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models stems on the one hand from plausibility arguments
related to the classical limit of the behaviour of the nuclei,
such as the ones given in Ref. 27. However, it can also be
obtained as the zeroth order approximation (in the quantum-
classical mass ratio) to the canonical equilibrium associated
with a, in principle, more rigorous quantum-classical formu-
lation based on the Wigner formalism, as shown by Kapral
and Ciccotti28 and Nielsen et al.29 It may also be rationalized
by entropic arguments.30 In any case, and as it can be seen
in the references in Ref. 3, irrespective of how good an ap-
proximation Eq. (2.1) is for any given application—always a
difficult question—it is often the desired, target expectation
value when designing quantum-classical schemes.
The main realization in which the effective potential that
we will use in this work is based is that, for observables which
do not depend explicitly on the electronic degrees of freedom,
i.e., which are of the form
ˆO(R,P ) = ˆ1 O(R,P ), (2.5)
where O(R, P) is a number, the target expected value in Eq.
(2.1) can be rewritten as
〈O(R,P )〉 =
∫
dRdP O(R,P ) e−
Heff(R,P ;T )
kBT∫
dRdP e
− Heff(R,P ;T )
kBT
. (2.6)
Now, Heff(R, P; T) is a purely classical, T-dependent, ef-
fective Hamiltonian defined as
Heff(R,P ; T ) := −kBT ln tr e−
ˆH (R,P )
kBT
=
N∑
K=1
P 2K
2MK
− kBT ln tr e−
ˆHe (R)
kBT
=:
N∑
K=1
P 2K
2MK
+ Veff(R; T ), (2.7)
where we have used Eq. (2.2). In the last line, we have fi-
nally defined the promised, purely classical, T-dependent, P-
independent, effective potential
Veff(R; T ) := −kBT ln tr e−
ˆHe (R)
kBT , (2.8)
which can be used to describe the behaviour of the nuclei
in a classical mechanical setting, producing the correct tar-
get equilibrium in Eq. (2.1) for classical observables—by
construction—and including the influence of all the electronic
excited states.
Indeed, if we consider the adiabatic basis {|ψk(R)〉},
which diagonalizes the electronic Hamiltonian ˆHe(R) for each
fixed position of the nuclei,
ˆHe(R)|ψk(R)〉 = Ek(R)|ψk(R)〉, (2.9)
being {Ek(R)} the corresponding PESs, i.e., the eigenval-
ues of the electronic Hamiltonian as a function of the nu-
clear positions, then we can rewrite the effective potential in
Eq. (2.8) as
Veff(R; T ) = −kBT ln
∑
k
e
− Ek (R)
kBT
= E0(R) − kBT ln
[
1 +
∑
k>0
e
− Ek0(R)
kBT
]
, (2.10)
where we have defined
Ek0(R) := Ek(R) − E0(R). (2.11)
The expression in Eq. (2.10) explicitly shows the dif-
ference between the ground-state PES, E0(R), i.e., the gsBO
potential, and the effective potential Veff(R; T ) introduced in
Ref. 3 and used in this work. In particular, it is worth remark-
ing that
 At T = 0, our effective potential becomes the gsBO
one. Indeed, it is easy to see from Eq. (2.10) that
lim
T→0
Veff(R; T ) = E0(R) , ∀R . (2.12)
 The same reasons that produce the previous result al-
low us to include in the sum in Eq. (2.10) only the low-
est lying electronic states and still get a good enough
approximation to the exact expression if the tempera-
ture is low compared to the states we are neglecting,
i.e., if kBT  Ek0(R) for them. This fact will be used
in the practical cases presented in Sec. III.
 It can be seen from Eq. (2.10) that an exact property of
the effective potential is that it is strictly lower than the
gsPES, i.e., Veff(R; T ) ≤ E0(R), ∀R, T. However, since
an additive constant in a potential energy is not mea-
surable, it must be noticed that this inequality is rele-
vant only inasmuch the difference E0(R) − Veff(R; T )
actually depends on R. See Secs. III A and III B for
concrete examples of this situation.
 As we discussed in Ref. 3, from Eq. (2.10), we see
that, if the second derivative of E10 at a barrier top
qB verifies
∂2E10
∂q2
(qB)
(
1 + e
E10(qB )
kBT
)
>
1
kBT
(
∂E10
∂q
(qB)
)2
,
(2.13)
then we can prove∣∣∣∣∂2Veff∂q2 (qB ; T )
∣∣∣∣ <
∣∣∣∣∂2E0∂q2 (qB)
∣∣∣∣ , (2.14)
i.e., the curvature of the effective potential at the bar-
rier top is smaller than the one associated with the
gsPES. In avoided crossings—a very interesting gen-
eral case, and the one actually studied in Sec. III B—
since the first excited state approaches the gsPES
and then recedes from it, we have that the derivative
(∂E10/∂q)(qB) will be approximately zero and the
condition in Eq. (2.13) will be approximately satisfied,
together with Eq. (2.14).
Note that in order to obtain the effective potential, and
the corresponding averages, it is not necessary to compute the
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non-adiabatic couplings. This is a consequence of the fact that
the purpose of the effective potential is the computation of av-
erages at the canonical equilibrium given by Eq. (2.4), and not
the dynamics that may lead to it. The non-adiabatic couplings
are necessary to carry the system to equilibrium—by provid-
ing the necessary channels to couple the various electronic
states. Because of this, we are considering that the difference
between these averages and the ones that would be obtained
by considering the gsPES only is a non-adiabatic effect. How-
ever, the equilibrium averages predicted by Eq. (2.1) can be
obtained without explicit consideration of the couplings. The
magnitude of those couplings might be very relevant to com-
pute the speed of the thermalization: small couplings may ne-
cessitate long thermalization times, but those analyses are be-
yond the scope of the present work.
In this respect, also note that all excited electronic states
are included in the definition of the effective potential – be-
cause all states are included in Boltzmann’s equilibrium for-
mula, regardless of how they may be coupled by external
fields or, in the quantum-classical case, by the non-adiabatic
couplings. The weight of each state is entirely determined
by its energy. Any state is present in the averaging, even
if its couplings to the ground state and to any other acces-
sible state are zero. This is an example of ergodic difficul-
ties, and obviously, a dynamical averaging would not include
such a state unless it is already included in the initial state
sampling.
The straightforward application of our scheme would
then be inadequate if one is interested in computing a “re-
stricted equilibrium” average, in which a state (or full sub-
space of states) is known to be absent, due to symmetry
rules. The “experimental average” would not contain those
states, even if the true canonical ensemble average does.
However, in this situation it would be easy to correct our
scheme by simply not including the forbidden states in the
formulas.
III. RESULTS
A. Non-adiabatic effects on the thermal expansion
of the Mn2 dimer
Theoreticians usually identify the “molecular structure”
with the equilibrium structure, i.e., the point determined by
the absolute minimum of the ground-state Born-Oppenheimer
potential energy surface (gsPES). This point in R3N space
(N being the number of atoms) is well defined and has
an easy intuitive meaning: the position occupied by the
nuclei at equilibrium, if they had infinite mass (in which
case they would be classical point particles). This geome-
try corresponds to a motionless molecule, that does not ex-
ist because molecules vibrate and move even at zero tem-
perature. Therefore, this equilibrium structure is a theoret-
ical concept that is not provided—at least not directly—
by the experimental techniques utilized to probe molecular
structure.
In fact, different experimental techniques yield different
averaged results, whose value and meaning depend on the
physical process involved in the measurement. For example,
x-ray diffraction provides distances between the electronic
charge distribution centroids. Gas-phase electron diffraction
(ED), on the other hand, provides internuclear distances.
Microwave spectroscopy measures moments of inertia, which
can be directly related to nuclear distances to the molecu-
lar center of mass. Infrared, Raman, and ultraviolet spectro-
scopies can also be used for complementary analysis. In all
cases, the results are averaged over the populated rotational
and vibrational molecular states—and, as we will show be-
low, possibly over different electronic potential energy sur-
faces. Those techniques achieve a remarkable precision (of
the order of 0.001 Å), but nevertheless each one of them pro-
vides different numbers.
In order to compare the results obtained in different ex-
periments and in precise ab initio calculations, it is necessary
to use a “common denominator” representation, which can
very well be the equilibrium structure mentioned above, usu-
ally called the re structure. One must therefore know how to
relate the experimental result to this concept. In an ED ex-
periment at a given temperature, for example, one obtains the
so-called ra structure, an operational concept with no clear
physical meaning. It can be related, however, to the thermally
averaged internuclear distance, or rg structure, which is of
physical significance. It is not equivalent to the re structure,
not even at 0 K, because of the vibrational and rotational
(also called centrifugal) distortions. The relationship between
re and an averaged structure such as rg is not straightforward,
but must be considered if we want to validate high precision
theoretical ab initio calculations with experimental results or
vice versa. This relationship was first considered by Bartell,32
and has later been developed by several authors.32–37 It was
soon realized that, in general, molecules expand as temper-
ature increases, due to both the anharmonicity of the vibra-
tions and to the centrifugal “force” that rotations exert on the
structure.
In all these studies, an assumption is implicitly made:
the electrons are adiabatically tied to their ground state, and
therefore the analysis is performed by considering the gsPES
only. However, as discussed in the Introduction, the exis-
tence of non-zero non-adiabatic couplings permits the sys-
tem to visit electronic excited states, and the thermodynamic
averaging should account for this possibility if the energy
gap between the gsPES and the excited ones is not large
in comparison with the thermal energy, kBT. If calculations
and experiments are to be successfully compared, it is there-
fore necessary to consider the possible effect of the excited
electronic states. We propose the use of our thermally aver-
aged potential energy surface introduced in Sec. II for this
purpose.
In principle, the rotational-vibrational averaging neces-
sary to compute rg must be performed assuming quantum-
mechanical nuclei. This is obvious at 0 K, where the zero-
point vibration would be completely absent in a classical
treatment. However, we are mostly interested in the high-
temperature regime—where the excited electronic states are
expected to play a larger role and the system becomes clas-
sical. This fact can be exemplified by looking at closed—
albeit approximate—theoretical formulae that exist for the
simplest cases on which we concentrate in this study:
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diatomic molecules. By truncating the Taylor expansion of
the PES around the equilibrium bond length, i.e.,
V (r) = 1
2
k2(r − re)2 − k3(r − re)3 , (3.1)
Toyama et al.34 computed, in the quantum case, the
temperature-induced variation of the average internuclear dis-
tance (with respect to re) as
〈r〉(T ) := 〈r〉(T ) − re
= 2kBT
k2re
+ 3k3ωe
2k22
coth
[
ωe
2kBT
]
, (3.2)
where ωe is the vibrational frequency at equilibrium
(ωe =
√
k2/μ, where μ is the reduced mass of the two nu-
clei).
The first term in Eq. (3.2) is the centrifugal distortion;
it arises from the harmonic potential term in Eq. (3.1), and
can be considered as the variation in the average bond length
caused by the overall molecular rotations. Interestingly, a
classical treatment leads to the same expression for this term.
The second term, on the contrary, has a genuinely quantum
behaviour at low temperatures. In fact, it does not approach
zero as T → 0 K, producing a zero-point vibration variation
of the bond length with respect to re. We can now take the
classical limit by considering μ → ∞, in which case this sec-
ond term becomes linear in T: 3k3kBT/k22. But note that the
same behaviour occurs if we take kBT large with respect to
ωe—i.e., the system becomes classical for large enough tem-
peratures.
In view of this, and since we are interested in the high-
temperature regime in which our effective potential may sig-
nificantly differ from the gsPES, we have used the classical
approximation to compute the average bond length. To this
end, we used Eq. (2.6), which for the dimer case (and consid-
ering that the function O(R, P) is in this case nothing else than
the internuclear distance r = | R1 − R2|) reads
〈r〉eff(T ) =
∫ L
0 dr r
3e
− Veff(r;T )
kBT∫ L
0 dr r2e
− Veff(r;T )
kBT
. (3.3)
Note the presence of a somewhat arbitrary upper limit of inte-
gration L. This value cannot be made arbitrarily large, since in
the limit L → ∞, the equilibrium bond length is also infinite
(assuming that, as it is always the case, the potential func-
tion remains finite at large internuclear distances). In fact, at
equilibrium and at any non-zero temperature, a dilute gas of
diatomic molecules in an infinite space does not really con-
tain dimers but isolated atoms. In the real world, dimers exist
because there is always some form of container, or they are
in a very long-lived metastable state. In practice, one must
choose a value of L such that the results are almost insen-
sitive to small variations of it—acknowledging that, if L is
increased to very large values, the value of 〈r〉(T) will start
growing.
The question that we want to answer here is whether or
not the use of the effective potential in Eq. (3.3) leads to sig-
nificantly different results with respect to the results obtained
 0
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FIG. 1. Six lowest lying PESs of the Mn2 dimer, taken from Ref. 31. The
calculations were performed through multireference variational calculations
coupled with augmented quadruple correlation consistent basis sets. These
PESs correspond to the ground state “manifold,” that correlates to ground
state Mn atoms.
using only the gsPES, i.e.,
〈r〉0(T ) =
∫ L
0 dr r
3e
− E0(r)
kBT∫ L
0 dr r2e
− E0(r)
kBT
. (3.4)
The answer cannot of course be universal, and depends on the
chosen system and the temperature regime observed. In or-
der to illustrate the issue, we have concentrated on the Mn2
molecule; a Van der Waals weakly bound molecule and a spe-
cially difficult theoretical case,31, 38, 39 for which a good feed-
back between experiments and theory could help validate the
conflicting theoretical results. As we shall show, the existence
of very low-lying excited electronic states in the vicinity of
the equilibrium distance has an important effect on 〈r〉(T), and
therefore it is crucial to consider them to make proper com-
parisons.
To build our averaged potential defined in Eq. (2.10),
we depart from the potential energy curves provided by
Tzeli et al.,31 computed from first principles with very ac-
curate multireference variational calculations. We only con-
sider the six almost-degenerate, lowest lying states, dis-
played in Fig. 1. We have adjusted these curves to Morse
functions, i.e.,
V (r) = D[e−2α r−rere − 2e−α r−rere ] + V∞ . (3.5)
By finding the best match for the parameters D, α, re, and
V∞, an almost perfect fit can be obtained with respect to the
results of Tzeli et al. The plot clearly shows the reasons for
choosing Mn2 in this study: the lowest lying states are ex-
tremely close to each other, and the potential well is very
shallow.
The results are shown in Fig. 2. The two key curves are
the ones denoted by 〈r〉eff and 〈r〉0, which are the results
obtained with Eqs. (3.3) and (3.4), respectively. The differ-
ence due to the use of the effective potential instead of the
ground state one is notable. It is larger than the resolution
of modern experimental techniques, even in the lower tem-
perature range. One may then conclude that any assessment
of the quality of a theoretical model based on a comparison
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FIG. 2. Calculated variation of the average internuclear distance as a func-
tion of temperature for Mn2. 〈r〉eff is the result computed using, in Eq. (3.3),
the effective potential including all six lowest lying states in Fig. 1, while
〈r〉0 is only computed with the gsPES. 〈r〉q0 is the third-order approxima-
tion to the quantum result, as calculated using Eq. (3.2), and 〈r〉class0 is its
classical limit. 〈r〉arm is the centrifugal term, common to all cases.
to experimental results should consider the influence of these
low-lying electronic excited states.
In Fig. 2, we also display the approximate quantum re-
sult given by Eq. (3.2), and denoted by 〈r〉q0 . This quantum
curve is only valid at low temperatures, since it stems from
a perturbative truncation of the potential. We display it in or-
der to demonstrate how the system behaves almost classically
in most of the temperature range of the plot, thus justifying
our classical treatment. Indeed, if we plot the classical limit
(μ → ∞) of Eq. (3.2), denoted by 〈r〉class0 , it quickly be-
comes almost identical to 〈r〉q0 . In this temperature region,
our classical calculation, which does not truncate the poten-
tial curve, should be almost exact. Finally, for completeness,
the curve 〈r〉arm is the centrifugal term—the difference with
the rest of the curves would be the vibrational contribution in
each case.
Beyond this particular example, a more general question
has to be addressed: when must one expect the electronic ex-
cited states to influence the thermally averaged internuclear
distances—and therefore any experimental measurement of
molecular geometry? A simple visual inspection of a few low-
est lying excited PES, and a simple calculation with our ther-
mally averaged PES should give us a quick answer. Two key
parameters should be carefully examined: the “gap,” or differ-
ence between the gsPES and the closest excited ones, and how
much the position of the minima of the two curves differs.
This fact is illustrated in Fig. 3, where we have considered a
fictitious dimer with two closely lying PES. The parameters
of the gsPES correspond to the Hydrogen molecule, whereas
the first excited PES is a rigid displacement in two directions:
varying the minimum energy (E10), and the position of the
corresponding minimum (re).
The 2D plot displays in Fig. 3 〈r〉eff at room temper-
ature (300 K). As the gap becomes large, the results con-
verge towards 〈r〉0, the thermal expansion entirely due to
the gsPES. The plot shows how, for the results to differ signif-
icantly, the gap should not be larger than a few mHa—which
is easily understood since, at 300 K, kBT is approximately 1
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FIG. 3. Variation of the average internuclear distance, at 300 K, for a ficti-
tious dimer with two relevant PES, as schematically shown in the inset. The
results are given as a function of the displacement of the excited PES with re-
spect to the gsPES, in two directions: variation of the energy minimum E10,
and difference in the position of this minimum, re.
mHa. But also note that, even if the gap is small, there is no
change with respect to 〈r〉0 if the positions of the minimum
of the two curves do not differ (re is small). In other words,
if the two PES are merely a rigid vertical shift of each other,
the thermally averaged PES is also a rigid vertical shift and
nothing change.
B. Non-adiabatic effects on the reaction rate and
the opening of ozone
Reaction-rate theory focuses on studying the behaviour at
long times of systems with different equilibrium states. This
is a subject of great interest in many biological, chemical, and
physical problems. As noted by Arrhenius in 1889,40 the cor-
nerstone of the theory is the e−A/T temperature dependence
of the reaction rates. Such dependence can be understood in
the framework of a transition-state theory where the system
evolves as a function of a given reaction coordinate q from
the metastable state A to the metastable state C through an en-
ergy barrier B, being the activation constant related with the
barrier energy U = EB − EA (see Fig. 4).
FIG. 4. Sketch for the usual reaction-rate problem, in terms of a generic
reaction coordinate q: Two metastable states at qA and qC are connected by
a barrier with height U = EB − EA and maximum at qB. The curvatures are
also shown.
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In general the reaction rate can be written as
r = k e−U/kBT , (3.6)
where the prefactor k depends on the temperature T, the fric-
tion coefficient or “damping” of the system, and the details
of the potential energy function. An accurate estimation of
this prefactor has been shown to be a formidable task and
many articles have been devoted to this end—deserving an
special mention the celebrated one by Kramers.41 See also
Refs. 23, 42, and 43.
As it has been shown in Ref. 3 and summarized in
Sec. II, the inclusion of excited electronic levels be-
comes important at certain temperatures for obtaining suit-
able PESs of molecular systems, different from the gsBO
one. The object of this section is to consider the ef-
fect of these excited states on the thermal-activation rate
calculations.
Let us denote by reff the activation rate for the effective
potential Veff(q; T ) in Eq. (2.10), and by r0 the rate for the
gsPES, E0(q) (both of them expressed as a function of the re-
action coordinate q). The main effect of the inclusion of the
new terms associated with the excited electronic states is a
reduction of the energy barrier from U0 = E0(qB) − E0(qA)
to Ueff = Veff(qeffB ) − Veff(qeffA ). We will have in general qeffA
 qA and Veff(qeffA )  E0(qA), and thus the change in the en-
ergy barrier is given by the change at the potential maximum.
Regarding the activation rate, in the simplest picture, we find
that reff ∼ e−Ueff/kBT and reff/r0 ∼ e−(Ueff−U0)/kBT . Therefore,
if Ueff − U0 is large enough, the effect of the energy barrier re-
duction on the activation rate will be important. In addition to
this effect, it is also important to realize that the activation rate
will also show a deviation from the expected e−U/kBT temper-
ature dependence due to the fact that Ueff itself depends on
T. With this in mind, the importance of the excited electronic
states can be studied looking for deviations of r(T) from its
expected dependence.
A more detailed analysis must take into account the influ-
ence of the prefactor k too. To this end, some approximations
need to be done. Let us place our problem in the context of the
large-barrier (U/kBT  1) and strong-friction limit. In such a
situation, we learnt from Kramers that41
rKHD = ωA
γ
√
kBT
2π
{∫ qB
qA
eU (q)/kBT dq
}−1
, (3.7)
where U (q) := V (q) − V (qA), being V (q) the appropriate
potential. Here, ωA is associated with the curvature of the po-
tential at point A, γ is the friction coefficient, and KHD stands
for Kramers high-damping limit.
This formula can be used directly to calculate the reaction
rate by performing the integral numerically, and this is what
we will do in this section. However, before doing that, let us
introduce two simple approximations that are instructive and
give some insights about the general features of the problem.
For a large barrier, a narrow region around the maximum gives
most of the contribution to the integral. In many cases we can
use the so-called parabolic barrier approximation:41 Unear B
 UB − 12ω2B(q − qB)2. Then
r
pb
KHD 
ωAωB
2πγ
e−UB/kBT . (3.8)
In this situation, we have
reff
r0
 ω
eff
B (T )
ωB
e−(Ueff(T )−U0)/kBT . (3.9)
Now, if Veff ∼ E0 beyond the barrier and Veff < E0 at the
barrier, we expect ωeffB < ωB (see also the end of Sec. III).
Hence, the prefactor effect opposes the exponential one: The
rate will typically diminish because of the changes in the pref-
actor, but it will typically increase due to the changes in the
barrier. In any case, given its exponential dependence, the ef-
fect of the barrier reduction is expected to be dominant in
most cases.
Special care must be taken if the region of the potential
close to the barrier (i.e., the one that contributes significantly
to the integral in Eq. (3.7)) cannot be accurately approximated
by a parabolic function around its maximum. Another com-
mon approximation to compare with is given by a cusp barrier
Unear B 
{
UB + m1(q − qB) if q ≤ qB,
UB − m2(q − qB) if q > qB,
(3.10)
where m1, m2 > 0 are the slopes at each side of the barrier. In
this case, the activation rate can be written as
rcbKHD 
ωA
2πγ
√
2π
kBT
λ e−UB/kBT , (3.11)
where λ := m1m2/(m1 + m2), and we have
reff
r0
 λ
eff(T )
λ
e−(Ueff(T )−U0)/kBT . (3.12)
In conclusion, we can write in both cases
reff
r0
 b(T ) eδ(T )/kBT , (3.13)
where δ(T) := U0 − Ueff(T) > 0 is the barrier reduction,
and b(T) accounts for the changes in the prefactor. For the
simplest case where E0(q) and Veff(q) show a maximum at
the same coordinate qB (the position of the maximum is not
affected by the new terms), it is easy to see that eδ(T )/kBT
 (1 + e−/kBT ) with  := E1(qB) − E0(qB), where we have
only considered the first excited state E1.
As a working case, we will consider now the case of
the ring opening reaction of ozone, which has been previ-
ously studied in Ref. 3. Figure 5 shows the potential profile
for ozone as a function of the opening angle φ at different
temperatures. Since this is enough for our purposes, we con-
sider only the gsBO PES, E0(φ), and the first excited state one,
E1(φ)—taken from Ref. 3, where they where computed using
the complete active-space self-consistent field method.44 The
effective potential Veff(φ) is constructed with them. As we can
clearly see in the bottom graph, the potential profile is modi-
fied by the inclusion of the new term corresponding to E1(φ)
only in a narrow region close to the barrier. Also, in this case,
the potential barrier is close to 9000 K and thus U/kBT  1
for the temperature range of interest, which justifies the basic
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FIG. 5. Calculated potential energy profiles for ozone. Top: E0(φ), E1(φ), and Veff(φ) at 500 K. State A lies at φA = 60o (E0(φA) = 0 K) and the barrier is
located at approximately φB = 83.4o (E0(φB) = 9094 K). Bottom: Potential profiles close to the barrier. E0(φ), E1(φ), and Veff(φ) for T = 100, 200, 300, 400,
and 500 K.
approximations behind the formulae in this section. However,
there exist a clear asymmetry between E0(φ) and E1(φ). As
a consequence, the barrier location moves with T, and the
barrier energy reduction δ(T) does not follow the expected
T dependence. In addition, as we can see in Fig. 5, neither
the parabolic nor the linear cusp approximations will be suit-
able to fit the barrier profile close to the maximum. Hence,
we have directly used Eq. (3.7) to numerically compute the
reff/r0 ratio of the system. The results are presented in Fig. 6,
where we can see that, in spite that the small barrier reduc-
tion observed, the activation rate changes up to a 20% upon
the inclusion of the excited electronic states. This indicates
that the non-adiabatic effects associated with low-lying states
should be included in any analysis of this kind if one aims for
high accuracy in the predictions. Besides, in the same Fig. 6,
we also plot the contributions to the ratio reff/r0 coming from
the changes both in the potential barrier height and shape. As
expected the increase of the rate motivated by the barrier re-
duction is moderated by the prefactor change. The two effects
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FIG. 6. reff/r0 ratio as a function of T (red circles) as computed numerically
using Eq. (3.7). We also show the value of the exponential reduction fac-
tor eδ(T )/kBT (blue squares) and the prefactor change b(T) estimated from
Eq. (3.13) (green triangles).
work against each other, and the exponential dependence on
the barrier overcomes the influence of the curvature.
IV. CONCLUSIONS
In this work, we have shown that the ground-state PES,
as defined in the Born–Oppenheimer approximation and typ-
ically used for many applications in chemistry, physics, and
materials science, is not the only electronic state that signif-
icantly contributes to the theoretical prediction and calcula-
tion of thermodynamic observables at non-zero temperature
already for small molecular systems. Although this fact was
probably expected by the reader, we provide actual numeri-
cal examples of relevant observables being significantly mod-
ified by the inclusion of thermally activated low-lying excited
electronic states in real systems at not-too-high temperatures:
The average bond length of the manganese dimer is shown to
change in an amount which is accessible to modern experi-
mental techniques, while the reaction rate of the ring open-
ing of ozone is shown to change up to a 20%. Moreover, our
compact effective potential, which includes any number of
such states and which, despite its simplicity, is able to produce
the correct Boltzmann weight for the electronic subsystem—
a long sought property in the field of quantum-classical
models.
Also, as discussed in Sec. II, a general result when us-
ing our effective potential is that, in any avoided-crossing
situation, the curvature on the top of the barrier is smaller
than the gsPES curvature. As shown in Ref. 25, if the cur-
vature is smaller, the tunneling below the energy barrier
will occur at lower temperature. Therefore, the inclusion of
low-lying electronic states is important if one wants to ade-
quately discriminate possible quantum-like behaviour of the
nuclei from simple classical effects due to the direct influence
of temperature on the potential—for example, in biological
systems.25, 26
Additionally, although the effective potential used in this
work has been derived in Ref. 3 assuming classical nuclei
and equilibrated electrons, it could also be used as an exter-
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nal potential to perform calculations on quantum nuclei. This
procedure would allow to study low temperatures, while still
including a possible correction due to electronic excitations.
Notice, however, that, although the use of the gsPES in the BO
approximation as a potential for quantum nuclei can be rigor-
ously justified (see, e.g., Eq. (17) in Ref. 45), in the case of the
effective potential used in this work, its use in this manner is
not justified in principle because of its intrinsic non-adiabatic
origin.
Finally, it is also reasonable to expect that the use of
our temperature-dependent effective potential provides new
insights that could lead to answer the intriguing question of
the thermodynamical stability of some diatomic dications,46
an issue we plan to address in the next future.
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