In the study of in silico functional genomics, improving the performance of protein function prediction is the ultimate goal for identifying proteins associated with defined cellular functions. The classical prediction approach is to employ pairwise sequence alignments. However this method often faces difficulties when no statistically significant homologous sequences are identified. An alternative way is to predict protein function from sequence-derived features using machine learning. In this case the choice of possible features which can be derived from the sequence is of vital importance to ensure adequate discrimination to predict function. In this paper we have successfully selected biologically significant features for protein function prediction. This was performed using a new feature selection method (FrankSum) that avoids data distribution assumptions, uses a data independent measurement (p-value) within the feature, identifies redundancy between features and uses an appropiate ranking criterion for feature selection. We have shown that classifiers generated from features selected by FrankSum outperforms classifiers generated from full feature sets, randomly selected features and features selected from the Wrapper method. We have also shown the features are concordant across all species and top ranking features are biologically informative. We conclude that feature selection is vital for successful protein function prediction and FrankSum is one of the feature selection methods that can be applied successfully to such a domain.
Introduction
Performing feature selection in general has three main advantages. First, having discriminatory features that would optimally separate between any two types of classes is essential for accurate classification. Furthermore, by achieving good or even better classifier performances with a selected feature subset, one can reduce the computational costs for classifier generation as well as avoiding the dimensional curse generally faced by machine learning algorithm. Also, feature selection helps the human expert to focus in a relevant subset of features, hence providing useful biological knowledge.
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Various feature ranking methods have been used in the literature for discriminatory feature selection. These methods use a ranking criterion to separate between discriminative features from non-discriminative and non-informative features. However, two particular problems exist with these methods. Firstly, some of these methods use a parametric test (e.g., t-test) that assumes the data is normally (Gaussian) distributed. This could be problematic for bioinformatics data sets, many of which do not follow this form of distribution. Secondly, some feature ranking methods require the user to state a threshold of selected features. This can be often difficult for the user as they might state a threshold that would eliminate relevant features.
To get round these problems, we propose a new feature rank sum method (FrankSum) for finding discriminatory protein sequence features for function prediction. The following are the main features of this method:
(1) Based on non-parametric statistical testing which does not require the data to be normally distributed. (2) User can specify a significance level threshold (p-value) as the cut-off point to select the top ranking features. (3) User can specify a redundancy cut off point to remove redundant features.
Using a bacterial dataset, we have shown:
(1) Classifiers generated from features selected by FrankSum significantly outperform the full feature set classifier with a stringent significance level. (2) Classifiers generated from features selected by FrankSum significantly outperform classifiers generated from randomly selected features. In the next few sections of this paper, we will first explain FrankSum technically, followed by the methodology and results of applying the method to our bacterial data set. We will conclude with discussion of the results and their biological significance.
FrankSum
FrankSum is a filter method that uses a nonparametric test for feature selection. A Wilcoxon rank test p-value is calculated to measure the statistical significance of a single feature in discriminating two functional classes. This is performed for all features independently. As a consequence, the features are ranked according to their discriminatory level. To examine the redundancy between features, FrankSum uses the Correlation Coefficient. If two features are correlated then they are assigned redundant. The user is able to specify a significance level cut-off point (p-value) as well as selecting a redundancy cut-off point. There is also an option of measuring the concordance between the features selected for every species tested and hence assess the biological significance of the features selected.
Why non-parametric?
An important issue one must address before choosing the appropriate statistical test to apply is whether an assumption of the distribution of the data is needed or not. If it is assumed the observed data 'behaves' in a particular distribution in repeated samples of equal size then a parametric test can be conducted. However, this form of distribution may not exist in some datasets. In our case, we have tested the distribution of features for every functional class and have shown that some follow this normality condition and some do not. Thus: protein sequence information data may not always satisfy the normal distribution condition. Therefore a non-parametric test is needed i.e., one that does not require a normal (Gaussian) distribution of the data but is only based on the order in which the observed data from the two-samples occur.
For a more detailed explanation of nonparametric methods, see Ref. 29 .
Wilcoxon rank sum test
Many non-parametric tests follow the rank sum test methodology. The general idea is ranking the combined data samples and computing the sum of the rank. For each dataset, the ranks are then used in the analysis instead of the observed data (see below for details). This has an advantage of reducing the sensitivity of the non-parametric test to outliers, as outliers change a parametric test significance level while not much affecting the ranks (or a non-parametric test 
ρ must always be between −1 and +1. If ρ = +1, then x and y are maximally positively correlated, while if ρ = −1, they are maximally negatively correlated. If ρ = 0, the variables are uncorrelated.
Kendall's coefficient of concordance
Further to the feature subset selection using the rank sum method, we were also interested in finding whether the ranked features for every genome were concordant with every other genome. The aim of this was two fold: 1) Examine the success of the feature ranked sum method in selecting concordant features across genomes and 2) identify one list of frequently selected and highly ranked features across all genomes that can be used to classify protein functional classes of any bacterial genome. This of course also depends on whether proteins perform similar roles in every genome or whether we can discriminate proteins from every genome using protein information.
To measure the concordance of ranked features across all species, we used Kendall's coefficient of concordance. 14 Kendall's coefficient of concordance is a measurement of agreement or concordance amongst a 'panel of judges' or in our case several rankings. Our aim was to calculate a measurement of concordance of ranked features across all the pathogenic bacteria using Kendall's coefficient of concordance. This operation was therefore performed as follows (following Ref. 27):
(1) Let S be the number of species and f be the number of features. 
(5) Finally calculate Kendall's coefficient of concordance:
Methodology

Protein dataset and annotation
Protein sequences for four bacterial pathogens causing sexually transmitted diseases in humans were obtained from the Los Alamos National Laboratory Bioscience Division STD Sequence Databases. was obtained from the same source.
Definition of protein sequence features
For every protein we calculated the frequency and total number of each amino acid, as well as of certain sets of amino acids (e.g., hydrophobic, charged, polar). To encode distributional features we also determined the number and size of continuous stretches of each amino acid or amino acid set. We also subdivided every protein into four equally sized fragments and calculated the same feature values for each fragment and combination of fragments. In addition, we predicted the secondary structure using Prof, 21 the position of putative transmembrane helices using TMHMM 16 and of disordered regions using DisEMBL, 18 and treated the obtained predictions in the same way as the amino acids. A small number of global features (e.g., isoelectric point and molecular weight) were also included. The total number of features extracted for every protein is 2579.
Standardization of feature values
Since the original features generated in this way are very heterogeneously scaled linear normalization (standardization) was performed to rescale each feature by its mean and variance. After standardization, each of the 2579 features has a mean of 0 and a standard deviation of 1.
Homology-corrected generation of test and training sets
The entire dataset was subdivided randomly five times into test and training sets (size ratio 1:4). To prevent inflation of the prediction accuracies by predictions on homologous sequences in the test set, we applied a recursive Blast strategy to assign proteins that show significant sequence similarity to each other to the same set (either test or training). For this purpose every protein that was added to the test set was searched in three PSI-Blast iterations 2 against the non-redundant database of protein sequences at NCBI 20 using default settings.
The obtained position-specific sequence profile was then run against the bacterial proteins and every protein generating a hit at E < 0.001 was also added to the test set, and the procedure repeated recursively until no new potential homologues were detected. Then the next randomly chosen protein would be added to the test set until the required test set size was exceeded.
Classifier generation
Classification was done using Support Vector Machine classifiers as implemented in the WEKA machine learning package. 28 As the datasets are highly imbalanced the negative class was undersampled to equal the positive class. 1 A polynomial kernel of order 3 with a C-value of 1 (trade-off between training error and margin) was used for the SVM classification. For the functional class prediction, one-against-all classifiers were generated for each class.
Classifier performance evaluation
Classifier performances were evaluated using the Area Under the Receiver Operating Characteristic curve (AUC) on the test set. The median over the five splits of the test and training sets is generally reported. This value is a non-parametric estimate of the discriminating ability of the classifier. A value of 50% corresponds to a random classifier, a value of 100% indicates perfect performance. 4, 10 Using the AUC as a descriptor of classifier performance has the important advantage that it is independent of the class distribution in the test set. This is very important for our protein function prediction task: It is highly unlikely that the distribution of functions among the 'unknown' proteins is the same as that of the 'known' proteins, and the AUC provides the most unbiased performance estimate in this situation.
FrankSum Pseudo-code
The FrankSum algorithm was implemented in the MATLAB statistical package. Algorithm 1 shows the pseudo-code for FrankSum. For every sequence feature, we performed a Wilcoxon rank test for every comparison of functional classes. The FrankSum algorithm retains features if for at least one comparison of classes thet had a Wilcoxon p-value less than a cut off point set by the user, indicating that they contribute potentially discriminating information. Then, a second step of filtering removes highly redundant features, so that the remaining features have a pairwise absolute correlation coefficient of less than a correlation coefficient cut off point again set by the user. Thus all in all, two parameters must be set by the user prior to feature selection. The FrankSum algorithm will also provide an option of performing a measurement of concordance across all the feature selection sets (in our case feature selected for every species). This is performed using Kendall's coefficient of concordance. 
Parameter settings and classification
There are two parameter settings available in the feature rank method. The first is the redundancy cut off point (correlation coefficient) and the second, the p-value cut off point (Wilcoxon rank test). We were interested to find the answers to the following questions:
( selected concordant across all species, including the feature selected from the combination of all species? (6) And finally, are the features selected using the feature rank method of any biological significance, i.e., why are they discriminatory to the particular functional class they discriminate?
In order to answer these questions as rigorously as possible, we performed the following experiments and assessments (the numbers here are answers to the same question number):
(1) Tuned varying correlation coefficient parameters while the p-value remained constantly 1.0 ( Note that the first set of feature selection experiments outlined in Table 2 does not reflect the performances of FrankSum but rather provides an indication of the most accurate correlation coefficient to use for p-value tuning. Points 4 and 5 above are elaborated further in the next two sections.
Feature concordance
We measured the Kendall's concordance within each ranked feature group and estimated the distribution of W by permuting W 10000 times. Furthermore, we also calculated W for all ranked features across all species and again estimated the distribution of W by permuting W 10000 times.
FrankSum vs. Wrapper
To assess the selective accuracy of FrankSum compared to other machine learning methods, we used the Wrapper approach for feature selection as a highly competitive machine learning feature selection method for our comparison. Wrapper methods use an inductive algorithm inside the so-called 'black box' for feature selection according to a certain evaluation criterion (e.g., Cross validation).
The most accurate p-value and correlation coefficient parameters (found as a result of our experiments) were used to select features with FrankSum. For Wrapper, features were selected using a genetic search algorithm (random starting point) and Support Vector Machines as the inductive learning algorithm for feature selection. Wrapper Feature selection was performed for every one-against-all functional class data set (13 feature selections for every training set).
For both feature selection methods, four highly protein enriched bacterial species were used. For each species, five homology separated test and training sets were used for feature selection and SVM classification. A polynomial kernel with order 3 and C value of 1 was used for SVM parameters. 
Results
Prior to implementing FrankSum we performed a simple sum and sorting of the feature values to understand the distribution of the features (Fig. 1) . We also clustered the features using the k-means clustering algorithm 19 (A good tutorial on the k-means clustering algorithm is available in Ref. 5 ). An example is shown in Fig. 2 . The four clusters clearly indicate the existence of enough discriminatory information in the features for functional class classification.
Correlation coefficient parameter setting
The aim was to tune various correlation coefficient values and perform classification on the selected features to find the most accurate correlation coefficient value to use for p-value tuning, considering the features were non-discriminatory. Thus, the p-value was set to 1 (discriminatory and non-discriminatory features) to select the non-redundant features only. The results for the other genomes can be found in http://www.dcs.gla.ac.uk/∼ alshahib/franksum. html. Figure 3 is a selection of the genomes tested using various correlation coefficient parameter settings. For every parameter, we generated 13 oneagainst all classifiers for each one of the five test sets (thus 5 × 13 = 65 AUC points). Therefore, every boxplot shows 65 AUC plots. To find the most appropriate correlation coefficient parameter to use, we performed a Wilcoxon rank test comparing various parameter tunings for each species. Table 3 shows the statistical significance between the various parameters. As shown, CC0.95, i.e., CC value of 0.95 is overall performing well. It is however difficult to choose a best correlation coefficient parameter as it is shown that redundancy does not seem to affect the performances of the classifiers at any level or possibly very little redundancy is included in the data set. We have nonetheless chosen 0.95 correlation coefficient value for the p-value tuning and feature selection for function prediction.
p-value tuning and feature subset selection for function prediction
Having achieved the most accurate correlation coefficient of 0.95, we now use this value for p-value tuning.
The aim is to find the most accurate p-value parameter for function prediction as well as examine the performances of the classifiers with feature selected data compared to full feature set and random classifiers. Table 2 for explanations on the experiments. The coloured notched boxes represent the interquartile range and the notch in each box is the median value. The 'whiskers' represent plus or minus 1.5 times the interquartile range. Outlier points are designated with circles. For this genome, it is difficult to choose a best correlation coefficient parameter. 
Streptococcus agalactiae.
The bold indicates that the classifier with the particular parameter in the column head is significantly better than (p < 0.05) the classifier in the row head. Here, it is not much clear which parameter performs the best, however, from the previous genomes, CC0.95 has performed well compared to the rest of the classifiers. Table 2 for explanations on the experiments.
of the classifiers generated from features selected using the stated p-value parameter. Furthermore, Table 4 shows the statistical significance between the performances of the various p-value parameter tunings. It is clear from the box-plots and from the statistical comparisons that setting the p-value to lower or equal to 0.02 selects highly discriminatory features as compared to other parameters, random feature classifiers and the full feature set classifiers. We see a clear difference between the p-value 0.02 and the higher value parameters above that value as we increase the p-value more non-discriminatory features are included. The statistical significance has confirmed the high accuracy of FrankSum for feature selection. We have thus chosen p-value 0.02 and correlation coefficient of 0.95 for feature selection for the prediction of protein function from sequence by machine learning on amino acid sequence.
FrankSum vs. Wrapper
Having achieved the most appropriate parameter settings for FrankSum for functional prediction, we then tested the performances of FrankSum with a highly used and competitive machine learning feature selection method: Wrapper. The agreed upon correlation coefficient parameter of 0.95 and p-value parameter of 0.02 were chosen for the comparison.
Statistical comparisons were made (Wilcoxon paired test) to find the statistical significance between the FrankSum and Wrapper. The results show that FrankSum statistically outperforms wrapper on all four occasions (Table 5 ). This clearly demonstrated the accurate discriminatory feature selection of FrankSum.
Feature concordance across species
The 12 bacterial pathogenic genomes in our database were used to measure feature concordance selected by FrankSum using the appropriate parameters, across the genomes. This measurement was performed using Kendall's coefficient of concordance. The results are shown in Figs. 5 and 6. We show that features selected by FrankSum across all genomes are highly concordant (the lower p-value the more concordant) including the features selected from the combination of all species in Fig. 6 .
Discussion
In this paper, we have introduced FrankSum: a simple, fast and accurate feature selection method that uses a non-parametric ranking criterion for feature selection. This means that no assumption is made on the distribution of the data which is necessary for quantifying the quality of discriminatory and useful amino acid sequence features for protein function prediction. Using a non-parametric ranking criterion also implies using the highly informative Wilcoxon statistic p-value as a significance level for top feature rank selection. This method was applied to the problem of predicting protein function from amino acid sequence that relies exclusively on sequence-derived The feature lists for the first five species show high correlation, while those of the two mycoplasmal species differ significantly. This may explain the difference in performance on these two species. Note that the matrix is not symmetrical, because different features will be removed by the redundancy filtering step depending on which species is used as a reference.
features as input; and has shown to be very accurate in selecting highly discriminatory and biologically interesting features. Wilcoxon rank sum test was used to measure the discriminatory level of every feature for 13 protein functional classes. Furthermore, within the classes, FrankSum computes the degree of linear relationship between two features (using correlation coefficient) for any redundancy in the feature set. These two parameters thus provide powerful settings for selecting discriminatory and biologically significant features for protein function prediction. Various experiments were performed using FrankSum showing the quality of features selected for protein function prediction. The following is a discussion on the main findings.
(1) In general, removing redundant features from the feature set does not affect the classifier performances compared to classifiers generated from full feature set. Feature redundancy can be defined in many ways. One definition is the features that are redundant have little differentiation power, and other definition states that a redundancy exists whenever a feature can take the role of another.
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Thus it can be considered as a vague concept. Appice et al. 3 provide a simple example of a redundant feature which is never (or always) satisfied: 'a molecule having an atom which has a bond with itself'. Some examine redundancy by focusing on the feature generation time and others study the data itself. Here, we have studied the data itself and by using the correlation coefficient we have found that SVM classification is not affected by redundant features for predicting protein function from sequence. This is not surprising, as our dataset contains some similar but not particularly redundant features. Furthermore other studies 9 have shown that as long as the highly redundant feature set contains a few good discriminatory features, SVM performances is not affected. This is because of SVMs robustness to high number of features. (2) Classifiers generated from features selected from FrankSum with lower or equal to p-value of 0.02 significantly outperform classifiers generated from a full feature set and randomly selected features. The reason for this is two fold.
• If we were to have protein sequence features that can discriminate function, then we will expect a group of features that discriminate a specific function to have a unique data distribution. Thus it can be difficult in such tasks to make an assumption on the data distribution. Furthermore, to select such features, we require a measurement that measures the capability of a feature to discriminate a protein function. Thus this measurement should not have assumption restrictions for data distributions. Therefore the ideal test and measurement to use for such a task is non-parametric statistical testing and the Wilcoxon rank sum test. The Wilcoxon rank test is one is one such test and measurement.
• Another reason why FrankSum is successful is because of the ranking criterion. A ranking criterion provides the user with a advantage of specifying the correct significance level threshold for quality feature selection. By performing that, the user will obtain a ranked selected feature set that essentially indicates the quality of the sequence features in order. This also means this the user is able to find the quality of the features at any level by adjusting the significance level. The significance level is thus vital for such tasks as it could indicate the biologically relevant features in the highest rank of the feature set. Note that the t -test statistic is also a powerful feature ranking method but its main limitation is it assumes the data is normally distributed which is not always the case in predicting protein function from sequence. Therefore, the significance level threshold of 0.02 p-value has been shown here to reflect the high quality of discriminatory and informative protein sequence features. (3) Classifiers generated from features selected from FrankSum significantly outperform classifiers generated from features selected from the Wrapper method. One possible explanation for the success of FrankSum over Wrapper methods is due to the lack of a ranking criterion in the Wrapper methods that select features using the prediction algorithm in the so-called 'black-box' of Wrapper.
Note that wrapper methods are more computationally expensive than filters as they assess the quality of each feature subset by training a machine learning algorithm and evaluating the performances of the learning algorithm using the feature subset. We show here that FrankSum, as a filter feature selection method, is not just a reliable feature selection method for protein function prediction but also a fast one. • Confirmation that FrankSum feature selection is not random as the features selected are concordant across all species.
• Top ranking features are biologically significant features selected across all genomes.
• Identified the unique characterization of the plasma genomes: Mycoplasma genitalium and Ureaplasma urealyticum as being very different from other genomes at the functional level.
(5) Biologically significant features were ranked highly with a 0.02 significance level.
One other assessment criteria for deciding a successful or unsuccessful feature selection method in our task is the biological meaning of the highest ranking features selected. Table 6 shows the top 10 features selected with the 0.02 significance level.
One interesting feature that was highly selected by FrankSum is the intrinsically disordered proteins or regions of a protein.
It has been reported that many proteins lack fully or large regions of well-structured threedimensional folds, or intrinsically unstructured Disorded regions. Dunker et al. 8, 23 published results on the significance of these unstructured (proteins) regions in functional proteins. Work has been done previously on recognized unstructured regions of polypeptide hormones. 6 Recent work have identified intrinsically disordered proteins or large regions in other functional categories including cellular signal transduction 12 transcription and translation. 13, 26, 31 A sequence signature of probable intrinsic disorder is the presence of low amino acid compositional bias and sequence complexity as well as low content of bulky hydrophobic amino acids and a high proportion of particular polar and charged amino acids.
8
The characteristic of disordered proteins range from tightly folded single domain to highly extended heterogeneous unstructured states. For a good review on disordered (regions) proteins, see Ref. 8 . It is thus clear that the disorded regions were highly selected by FrankSum thus adding assurance to the high discriminatory level of disordered regions for function prediction.
Conclusions
In this paper we have introduced a new filter feature selection method for protein function prediction. By avoiding data distribution assumptions, using a data independent measurement (p-value) within the feature, identifying redundancy between features and using a appropiate ranking criterion, we have shown that classifiers generated from features selected by FrankSum outperforms classifiers generated from full feature sets, randomly selected features and features selected from the Wrapper method. We have also shown the features are concordant across all species and top ranking features are biologically informative. We therefore recommend FrankSum for protein function prediction and indeed other bioinformatics tasks (e.g., microarray gene discovery).
