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We prove that D(2v + 1) > v  + 1 + D(v) for v  > 3 where D(v) denotes 
the maximum number of pairwise disjoint Steiner triple systems of order v. 
Since D(v) Q u - 2 it follows that for v  > 3, D(2v + 1) = 2v - 1 whenever 
D(v) = v  - 2. 
A Steiner triple system (briefly STS) in a pair (S, B) where S is a set 
and B is a collection of 3-subsets of S (called triples) such that every 
2-subset of S is contained in exactly one triple of B. The number 1 S 1 is 
called the order of the STS (S, B). It is well known that there is an STS 
of order u if and only if a E 1 or 3 (mod 6). Therefore in saying that a 
certain property concerning STS is true for all u it is understood that 
v E 1 or 3 (mod 6). An STS of order v will sometimes be denoted by 
STS(v). 
Two Steiner triple systems (S, BJ and (S, B2) are said to be disjoint 
if Bl and B, have no triples in common. We denote by D(U) the maximum 
number of pairwise disjoint STS(v); it is easy to show that D(v) d o - 2 
for v 3 3 [4]. Following [9] we call any set of v - 2 pairwise disjoint 
STS(v) a large set of disjoint STS(u). 
Trivially, D(3) = 1. As D(7) = 2 [2] there is no large set of disjoint 
STS(7). On the other hand, large sets of disjoint STS have been constructed 
for the following orders: 9 [6], 13, 15, 19,21,25,31, 33,43,49,61,69 [3], 
3v whenever a large set of order v exists [12], and v whenever v - 2 is 
the product of primes p for which the order of -2 mod p is congruent to 
2 mod 4 [ll, 141. It has been conjectured [4, 12, 141 that a large set of 
disjoint STS(o) exists for all v > 9, i.e. D(v) = u - 2 for ZJ > 9. 
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The purpose of this paper is to prove that for u > 3 the existence of 
a large set of disjoint STS(V) implies the existence of a large set of disjoint 
STS(2c + l), i.e. D(2a + 1) = 2v - 1 whenever D(v) = 21 - 2. The 
construction is purely combinatorial and is easily seen to provide at the 
same time a slightly more general result: 
D(2v + 1) 3 v + 1 + D(u). 
We need definitions and auxiliary constructions. For undefined graph- 
theoretical notions see [5]. The vertex-set of a graph G will be denoted 
by V’(G)- 
By a Skolem k-sequence is meant a set of k disjoint pairs (pr, qr) 
covering the elements of{l, 2,..., 2k) exactly once and such that qT - p7 = r 
for r = 1, 2,..., k. Similarly, a hooked Skolem k-sequence is a set of k 
disjoint pairs (pr , qv) covering the elements of {I, 2,..., 2k - 1,2k + I} 
exactly once and such that q7 - pr = r for r = 1,2,..., k. It is known 
(see, e.g., [lo]) that a Skolem k-sequence exists if and only if k = 0 or 1 
(mod 4), and a hooked Skolem k-sequence exists if and only if k = 2 or 3 
(mod 4). 
A set of k edge-disjoint l-factors of the complete graph KZn is said 
to form a k-good set of l-factors if their union is a bipartite graph. 
Obviously any two edge-disjoint l-factors of KZn form a 2-good set. 
A l-factorization of KZn is said to be a good I-factorization of KS,, if it 
contains a 3-good set of l-factors. 
LEMMA 1. A good l-factorization of KXn exists if and only if n 3 4. 
Proof: Obviously, there is no good l-factorization of Kgn for n = 1 
or 2. There is, up to an isomorphism, only one l-factorization of KS ; 
it is an easy exercise to check that among its five l-factors, one cannot 
find a 3-good set. Assume now n 3 4. With N = {1,2 ,..., n], let 
V(K,,) = N x {1,2}. Consider two cases: 
Case 1. n = 0 (mod 2). It is well known that for every such n there 
exists a l-factorization of K, containing two l-factors whose union is 
a Hamiltonian cycle of K, [13]. 
Let P = {Fj, FJ,..., F,!+,}, j = 1,2, be such a l-factorization of K,, 
with V(K,J = N x {j}, and let, without loss of generality, .&i and 
FJ be the two l-factors whose union is the Hamiltonian cycle 
((L.8, (2J), (3J),..., CM), (LO). Then obviously 
H = VI , Fz ,..., Fn-, , G , G ,..., GA 
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where 
Fi = Fi’ u Fi2y i = 1, 2 )..., n - 1) 
Gj = ([(i, l), (i + j, 2)] ( i = 1, 2 ,..., n], j= 1,2 ,***, n 
(reduced mod n to the range N whenever necessary), 
is a good l-factorization of Kz, since Fl , F, , and any Gj form a 3-good 
set of l-factors. 
Cuse2. II = 1 (mod2). Let n = 2k + 1, and let {(p,.,q,) I r = 
1,2,..., k) be a Skolem or hooked Skolem k-sequence depending on 
whether k z 0 or 1 (mod 4) or k = 2 or 3 (mod 4). 
Let u be the unique element of N\&, (p, , qT). Define 
Fi = ([(A + i,j>, (qr + i,j)l I r = 42 ,... , k;j = 1, 21 
U {Ku + i, 0, (u + i, 2)lh i = 1, 2 ,...) n, 
Gj = {[(i, l), (i + j, 2)] 1 i = 1, 2 ,..., n}, j = 1, 2,..., n - 1 
(reduced mod n to the range N whenever necessary). 
Obviously, 
H = P-5 , Fa ,..., Fn , G , G ,a.., G,-3 
is a good l-factorization of Ksn since any set {G, , G, , G,} with r, s, t 
mutually distinct is a 3-good set. This completes the proof of the lemma. 
Thus for every n > 4, there exists a l-factorization of E;z,, such that 
its l-factors can be partitioned into kimgOOd sets, with ki > 2. 
Denote N’ = (1, 2,..., 2n), and let F = {Fl , Fz ,..., Fs,-l} be a good 
l-factorization of Ktn (n > 4) with V(K,,) = N’; let {Fl , Fz , F3) be a 
3-good set of l-factors of F. Denote by Fij the union of the l-factors Fi 
and Fj . Since Fiii is a 2-factor of Ksn , it consists of edge-disjoint cycles 
of even length. For each k = 1,2 ,..., n - 1, assign an orientation to each 
cycle of F2,,,,+, (in an arbitrary but fixed manner and independently for 
each cycle of -F,,,,,+,). Th e notation (r, s) oFzj will now mean that the 
directed edge (r, s) belongs to the directed 2-factor Fij . 
Further, assign an orientation to each cycle of Flz and F13 in such a 
way that for [r, s] E Fz , 
and for [r, s] E F3, 
(r, $1 E 5, -+ (s, r> E FS 
(r,4EF13-+(s,r)EF23. 
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Obviously, it is always possible to assign such an orientation to the 
cycles of F,, and F13 since the fact that {Fl , FZ , FS} is a 3-good set guaran- 
tees that for [r, s] E Fl , 
Define now a groupoid (N’, .) as follows. 
(1) r.l=s whenever (r, s) E F,, , 
(2) r . 2 = s whenever (r, s) E F,, , 
(3) r . 3 = s whenever (r, s) E F,, , 
(4) r . (2k) = s 1 whenever (r, s) E F,,,,,,, 
s.(2k + 1) = rl (k = 2, 3,..., n - l), 
(5) r . (2n) = r (r = 1, 2 ,..., 2n). 
It is easy to see that (N’, .) is in fact a quasigroup, thus its multiplication 
table is a Latin square of order 2n. We denote this Latin square by N* 
and call it the Latin square associated with the good l-factorization F. 
Observe that N* is not determined uniquely in general (it is determined 
uniquely-up to a permutation of the first 2n - 1 columns-in some 
cases, e.g. when F is a perfect l-factorization; see [l]). 
We need the following definition (cf. [7]). 
DEFINITION. A Latin square is said to have property C if it contains 
at least one column such that no elements of that column are contained 
in any sub-Latin square of order 2. 
It has been shown in [7] that a Latin square of order n with property C 
exists for all orders n except n = 2 and 4. The following lemma provides 
then an alternative construction of Latin squares with property C for all 
even orders 28. 
LEMMA 2. A Latin square N* associated with a good l-factorization 
of K2,, has property C. 
Proof. The elements of the last column of N* = I/ ati 11 are not con- 
tained in any sub-Latin square of order 2. Namely, if this were not the 
case then we would have ai, = a5,2n = j, aj, = aiSSn = i for some 
i, j, r E N’, r # 2n, i.e. i . r = j and j . r = i for some elements i, j, r of 
the quasigroup (N’, .), which is impossible. 
Now we are able to proceed to the main result of this paper. 
THEOREM. If there exists a large set of disjoint STS(v) then there exists 
a large set of disjoint STS(2v + 1) provided v > 3. 
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Proof. Denote v + 1 = 2n, N’ = (1, 2 ,..., 2n}, X = {x1 , x2 ,.,., x,}, 
X n N’ = ~3. Let {(X, &) 1 i = 1,2 ,..., v - 2) be a large set of disjoint 
STS(a), let F = {FL, F, ,..., Fznel} be a good l-factorization of Ken with 
V(K,,) = N’, and further let H = {I&, H, ,..., HZn--l} be any l-factoriza- 
tion of Kz, with V(K,,) = X u {co} (where co is a new symbol) with the 
notational provision only that the edge [xi , co] belongs to I& . Let 
N* = I] a, 11 be a Latin square of order 2n associated with F, and let 
L = (1 bij II be any Latin square of order 2n - 1 = v on the set X whose 
last two rows are 
x3 Xl x2 x4 x5 X6 x, *** X27&-2 h+l 
x2 x3 Xl x5 x4 X7 X6 *** X2n-1 x27&-2 
(it is well known that any 2 x u Latin rectangle can be completed to a 
Latin square of order v). Observe that the last two rows of L are such 
that if in the quasigroup (N’, .) for any two elements p, q, 
p.u=q and q.w=p 
then {b,-,,i , !I,~} = {x, , x,> for certain j. 
Put S = X u N’. We are going to construct 20 - 1 pairwise disjoint 
STS(2a + 1) on the set S. Let (N’, B) be any Steiner quadruple system 
of order 2n, and let ((N’\(i), BJ I i = 1, 2,..., 2n) be the set of Steiner 
triple systems associated with (N’, B) (cf. [S]). Denote, for i E N’, by 
Hi = {H,“, H2,..., Hi,-l} the l-factorization of Ksn with V(K,,) = X u (i} 
obtained from H by replacing simply in every factor H, the element co by 
the element i, and leaving everything else unchanged. For every i E N 
and j = 1, 2,..., 2n - 1, dekre a set of triples 
Ci, = {{u, w, aid I b, WI E WI 
and put 
Obviously, (S, I$ u Cc) is an STS(20 + 1) for every i E N’. Let us show 
that for r, s EN’, r # s, the two Steiner triple systems (S, B,. u C,) and 
(S, B, u C,) are disjoint. Observe first that B, n B, = o as B, and B, 
are sets of triples of STS associated with the Steiner quadruple system 
(N’, B). Further, in any triple of Bi all three elements belong to N’ while 
any triple of Ci contains at least one element of X so that B, n C, = O, 
B, n C, = or. Thus we have to show only that C, and C, have no triple 
in common. 
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Every triple of Ci is of one of the following two types. 
Type 1. Two elements of T belong to X (and one element of T 
belongs to N’). 
Type 2. One element of T belongs to X (and two elements of T 
belong to N’). 
Let T E C, , T’ E C, . If T and T’ are of different types, they obviously 
cannot be the same. Let both T and T’ be of type 1, and assume T = T’, 
say, T = {p, x, , xJ, withp E N’. This implies that in the Latin square N*, 
a, = asj = p for some j, a contradiction. Let both T and T’ be of type 2, 
and assume T = T’; then necessarily both r, s E T and r, s E T’ so that 
in this case, say, T = {x P, r, s} with x, E X. But then in the Latin square 
N*, a, = s and asj = r for some j, and as we have by our assumption 
a,.,, = r, a s,2n = S, this contradicts the fact that no elements of the last 
column of N* are contained in any sub-Latin square of order 2. Thus 
C, n C, = PI’, and the triple systems (S, B, u C,.), r = 1, 2 ,..., 2n are 
pairwise disjoint. 
Further, for every i = 1, 2 ,..., z, - 2 and j = I,2 ,..., 2n, define a set 
of triples 
Eij = @, w, biil I b, WI E 41 
and put 
211-l 
Ei = (J Eij w 
i=l 
Again, (S, Di u Ei) is obviously an STS(2u + 1) for every i = 1,2,..., II - 2. 
Unlike in the previous case, it is seen immediately that (S, D, u E,) and 
(S, D, u Es) are disjoint for r # s. 
Thus the only thing which remains to be shown is that (S, B, u C,) 
and (S, D, u E,) are disjoint for all r = 1, 2 ,..., 2n and s = 1, 2 ,..., ZI - 2. 
We have immediately B, n D, = 0, B, n Es = o, C,. n D, = @ since 
all three elements of any triple of B, belong to N’, and all three elements 
of any triple of D, belong to X (neither of which is true about any triple 
of C, or E,). Thus we have to show only that C, and E, have no triple 
in common. 
Let T E C, , T’ E E, , and assume T = T’. Since in any triple of E, 
two elements belong to N’ and one to X, it follows that T must be of 
type 2 (cf. an earlier part of the proof) so that we have, say, T = T’ = 
{p, q, xt) with p, q E N’, xt E X. Let [p, q] E I$ . Then T’ E E, implies 
that in the Latin square L the element bsj = xt where s E {1,2,..., v - 2). 
On the other hand, T E C, implies that either apt = q or aQt = p (since 
then, by our convention, either [x, , p] E H,p or [xt , q] E Htq, respectively). 
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But because of the way N* was constructed, this implies that b,j = xt 
for u E (u - 1, u}, which is a contradiction with the fact that L is a Latin 
square. Thus C, n E, = 0, and the proof is complete. 
Observe that the construction given in the proof actually provides an 
“embedding” of a large set of disjoint STS(a) into a large set of disjoint 
STS(2u + 1). 
Since, as already mentioned, we always have D(v) < u - 2, the 
preceding proof suggests immediately the following corollary. 
COROLLARY. D(2v + 1) 3 v + 1 + D(u) for D > 3. 
Proof, All one has to do is to take instead of a large set of disjoint 
STS(V) a set ((X, DJ / i = 1, 2 ,..., D(u)} of D(v) disjoint STS(a) and use 
instead of the first ZI - 2 rows of the Latin square L only the first D(v) 
rows of L to obtain the set {(S, Di U I$) 1 i = 1,2,..., D(u)}, and otherwise 
leave the proof of the theorem unchanged. 
Let us remark in conclusion that combining the results of [3, 11, 12, 141 
with our theorem, one obtains that there are only three values of u < 105 
for which the exact value of D(u) has not been determined yet: u = 37, 
85, and 97. For all other values of II (9 < II < 105), D(v) = u - 2. 
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