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VARIABLE HARDY SPACES
DAVID CRUZ-URIBE, SFO AND LI-AN DANIEL WANG
ABSTRACT. We develop the theory of variable exponent Hardy spaces Hp(·). Analogous
to the classical theory, we give equivalent definitions in terms of maximal operators. We
also show that Hp(·) functions have an atomic decomposition including a “finite” decom-
position; this decomposition is more like the decomposition for weighted Hardy spaces due
to Stro¨mberg and Torchinsky [28] than the classical atomic decomposition. As an applica-
tion of the atomic decomposition we show that singular integral operators are bounded on
Hp(·) with minimal regularity assumptions on the exponent p(·).
1. INTRODUCTION
Variable Lebesgue spaces are a generalization of the classical Lp spaces, replacing the
constant exponent pwith an exponent function p(·): intuitively, they consist of all functions
f such that ∫
Rn
|f(x)|p(x) dx <∞.
These spaces were introduced by Orlicz [25] in 1931, but they have been the subject of
more intensive study since the early 1990s, because of their intrinsic interest, for their use
in the study of PDEs and variational integrals with nonstandard growth conditions, and for
their applications to the study of non-Newtonian fluids and to image restoration. (See [4, 9]
and the references they contain.)
In this paper we extend the theory of variable Lebesgue spaces by studying the variable
exponent Hardy spaces, or more simply, the variable Hardy spaces Hp(·). The classical
theory of Hp spaces, 0 < p ≤ 1, is well-known (see [12, 14, 15, 22, 26]) and our goal is to
replicate that theory as much as possible in this more general setting. This has been done in
the context of analytic functions on the unit disk by Kokilashvili and Paatashvili [17, 18].
We are interested in the theory of real Hardy spaces in all dimensions. Here we give a broad
overview of our techniques and results; we will defer the precise statement of definitions
and theorems until the body of the paper.
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Given an exponent function p(·) : Rn → (0,∞), we define the space Lp(·); this is a
quasi-Banach space. In the study of variable Lebesgue spaces it is common to assume
that the exponent p(·) satisfies log-Ho¨lder continuity conditions locally and at infinity.
While these conditions will be sufficient for us, we prefer to work with a much weaker
hypothesis: that there exists p0 > 0 such that the Hardy-Littlewood maximal operator is
bounded onLp(·)/p0 . This approach was first introduced in [6] and developed systematically
in [4]. While in certain cases weaker hypotheses are possible, this appears to be the “right”
universal condition for doing harmonic analysis in the variable exponent setting.
The variable Hardy spaceHp(·) consists of all tempered distributions f such thatMNf ∈
Lp(·), where MN is the grand maximal operator of Fefferman and Stein. We show that an
equivalent definition is gotten by replacing the grand maximal operator with a maximal
operator defined in terms of convolution with a single Schwartz function or with the non-
tangential maximal operator defined using the Poisson kernel. This proof follows the broad
outline of the argument in the classical case, but differs in many technical details. Here we
make repeated use of the fact that the maximal operator is bounded on Lp(·)/p0 .
We next prove an atomic decomposition for distributions in Hp(·). Given p(·) and q,
1 < q ≤ ∞, we say that a function a(·) is a (p(·), q) atom if there is a ball B such that
supp(a) ⊂ B,
‖a‖q ≤ |B|
1/q‖χB‖
−1
p(·), and
∫
a(x)xα dx = 0
for all multi-indices α such that |α| is not too large. We then show that f ∈ Hp(·) if and
only if for q sufficiently large there exist (p(·), q) atoms aj such that
(1.1) f =
∑
j
λjaj,
and
(1.2) ‖f‖Hp(·) ≈ inf
{∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
: f =
∑
j
λjaj
}
,
where the infimum is taken over all possible atomic decompositions of f . This is very
different from the classical atomic decomposition; it is based on the atomic decomposition
developed for weighted Hardy spaces by Stro¨mberg and Torchinsky [28]. A comparable
decomposition in the classical case is due to Uchiyama: see Janson and Jones [16]. More-
over, we are able to prove that for q < ∞, if the summation in (1.1) is finite, the infimum
in (1.2) can be taken over finite decompositions. This “finite” atomic decomposition is a
generalization of the result of Meda, et al. [23] in the classical case. As part of our work
we also prove a finite atomic decomposition theorem for weighted Hardy spaces, extending
the results in [28].
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To construct our atomic decomposition we first adapt the Caldero´n-Zygmund decompo-
sition of classical Hardy spaces to give a (p(·),∞) atomic decomposition. Here a key
tool is a vector-valued inequality for the maximal operator, which in turn depends on
the boundedness of maximal operator. For the case q < ∞ we also rely on the theory
of weighted Hardy spaces and on the Rubio de Francia extrapolation theory for variable
Lebesgue spaces developed in [6] (see also [4, 7]). Neither approach was sufficient in itself
in this case. We were not able to extend the classical approach to prove half the equivalence
in (1.2). On the other hand, while such an equivalence exists in the weighted case, extrap-
olation requires careful density arguments and we could not, a priori, find the requisite
dense subsets needed to prove both inequalities in (1.2). Again, in applying extrapolation
the key hypothesis is the boundedness assumption on the maximal operator.
Finally, we prove that convolution type Caldero´n-Zygmund singular integral operators
with sufficiently smooth kernels are bounded on Hp(·). In our proof we make extensive use
of the finite atomic decomposition in weighted Hardy spaces; this allows us to avoid the
more delicate convergence arguments that are often necessary when using the “infinite”
atomic decomposition (e.g., see [14]).
The remainder of this paper is organized as follows. In Section 2 we give precise def-
initions of variable Lebesgue spaces and state a number of results we will need in the
subsequent sections. In Section 3 we characterize Hp(·) in terms of maximal operators.
In Sections 4 and 5 we prove two technical results: that L1loc is dense in Hp(·) and the
Caldero´n-Zygmund decomposition for distributions in Hp(·). In Section 6 we construct
the (p(·),∞) atomic decomposition, and in Section 7 we construct the atomic decompo-
sition for q < ∞ and prove the finite atomic decompositions for both the variable and
weighed Hardy spaces. This second decomposition is used in Section 8, where we prove
that singular integrals are bounded on Hp(·).
Remark 1.1. As we were completing this project we learned that the variable Hardy spaces
had been developed independently by Nakai and Sawano [24]. They prove the equivalent
definitions in terms of maximal operators using another approach. They also define an
atomic decomposition but one which is weaker than ours. They show that ‖f‖Hp(·) is
equivalent to the infimum of∥∥∥∥
(∑
j
(
λp∗j
χBj
‖χBj‖
p∗
p(·)
))1/p∗∥∥∥∥
p(·)
,
where p∗ = min(1, ess inf p(x)). In particular, if p(·) takes on values less than 1, this
quantity is larger than that in (1.2). They prove that this is equivalent to (1.2) only when
q = ∞ and with the further assumption that p(·) is log-Ho¨lder continuous. Using their
atomic decomposition they prove that singular integrals are bounded, but again they must
assume that p(·) is log-Ho¨lder continuous.
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2. PRELIMINARIES
In this section we give without proof some basic results about the variable Lebesgue
spaces. Unless otherwise specified, we refer the reader to [4, 5, 9, 11, 20] for proofs and
further information. Let P = P(Rn) denote the collection of all measurable functions
p(·) : Rn → [1,∞]. Given a measurable set E, let
p−(E) = ess inf
x∈E
p(x), p+(E) = ess sup
x∈E
p(x).
For brevity we will write p− = p−(Rn) and p+ = p+(Rn). Define the set Ω∞ = {x ∈
R
n : p(x) = ∞}. Then for p(·) ∈ P , the space Lp(·) = Lp(·)(Rn) is the collection of all
measurable functions f such that for some λ > 0,
ρ(f/λ) =
∫
Rn\Ω∞
(
|f(x)|
λ
)p(x)
dx+ λ−1‖f‖L∞(Ω∞) <∞.
This becomes a Banach function space when equipped with the Luxemburg norm
‖f‖p(·) = inf {λ > 0 : ρ(f/λ) ≤ 1} .
Given p(·) ∈ P , define the conjugate exponent p′(·) by the equation
1
p(x)
+
1
p′(x)
= 1,
with the convention that 1/∞ = 0.
Lemma 2.1. Given p(·) ∈ P , if f ∈ Lp(·) and g ∈ Lp′(·),∫
Rn
|f(x)g(x)| dx ≤ C(p(·))‖f‖p(·)‖g‖p′(·).
Conversely for all f ∈ Lp(·),
‖f‖p(·) ≤ C(p(·)) sup
∫
Rn
f(x)g(x) dx,
where the supremum is taken over all g ∈ Lp′(·) such that ‖g‖p′(·) ≤ 1.
Lemma 2.2. Let E ⊂ Rn be such that |E| <∞. If p(·), q(·) ∈ P satisfy p(x) ≤ q(x) a.e.,
then
‖fχE‖p(·) ≤ (1 + |E|)‖fχE‖q(·).
To define the variable Hardy spaces we need to extend the collection of allowable expo-
nents. For simplicity we restrict ourselves to spaces where p(·) is bounded. Let P0 denote
the collection of all measurable functions p(·) : Rn → (0,∞) such that p+ <∞. With the
same definition of the modular ρ as above, we again define Lp(·) as the collection of mea-
surable functions f such that for some λ > 0, ρ(f/λ) <∞. We define ‖ · ‖p(·) as before; if
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p− < 1 (the case we are primarily interested in) this is not a norm: it is a quasi-norm and
Lp(·) becomes a quasi-Banach space. We will abuse terminology and refer to it as a norm.
The next four lemmas are proved exactly as in the case when p− ≥ 1.
Lemma 2.3. Given p(·) ∈ P0, p+ <∞, then for all s > 0,
‖|f |s‖p(·) = ‖f‖
s
sp(·).
Lemma 2.4. Suppose p(·) ∈ P0. Given a sequence {fk} ⊂ Lp(·),∫
Rn
|fk(x)|
p(x) dx→ 0
as k →∞ if and only if ‖fk‖p(·) → 0.
Lemma 2.5. Suppose p(·) ∈ P0. Given a sequence {fk} of Lp(·) functions that increase
pointwise almost everywhere to a function f ,
lim
k→∞
‖fk‖p(·) = ‖f‖p(·).
Lemma 2.6. Suppose p(·) ∈ P0. Given f ∈ Lp(·), if ‖f‖p(·) ≤ 1,
ρ(f)1/p− ≤ ‖f‖p(·) ≤ ρ(f)
1/p+ ;
if ‖f‖p(·) ≥ 1,
ρ(f)1/p+ ≤ ‖f‖p(·) ≤ ρ(f)
1/p−.
Lemma 2.7. Given p(·) ∈ P0, p− ≤ 1, then for all f, g ∈ Lp(·),
‖f + g‖p−p(·) ≤ ‖f‖
p−
p(·) + ‖g‖
p−
p(·)
Proof. Since p(·)/p− ∈ P , by Lemma 2.3, convexity and Minkowski’s inequality for the
variable Lebesgue spaces,
‖f + g‖p−p(·) = ‖|f + g|
p−‖p(·)/p− ≤ ‖|f |
p− + |g|p−‖p(·)/p−
≤ ‖|f |p−‖p(·)/p− + ‖|g|
p−‖p(·)/p− = ‖f‖
p−
p(·) + ‖g‖
p−
p(·).

Remark 2.8. This lemma is false if p− > 1, but in this case ‖ · ‖p(·) is a norm and so
Minkowski’s inequality holds. This will cause minor technical problems in the proofs
below; we will generally consider the case p− ≤ 1 in detail and sketch the changes required
for the other case.
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2.1. The Hardy-Littlewood maximal operator. Given a function f ∈ L1loc we define the
maximal function of f by
Mf(x) = sup
Q∋x
−
∫
Q
|f(y)| dy,
where −
∫
Q
g dy = |Q|−1
∫
Q
g dy, and the supremum is taken over all cubes whose sides are
parallel to the coordinate axes. Throughout, we will make use of the following class of
exponents.
Definition 2.9. Given p(·) ∈ P0, we say p(·) ∈ MP0 if p− > 0 and there exists p0,
0 < p0 < p−, such that ‖Mf‖p(·)/p0 ≤ C(n, p(·), p0)‖f‖p(·)/p0 .
A useful sufficient condition for the boundedness of the maximal operator is log-Ho¨lder
continuity: for a proof, see [4, 9].
Lemma 2.10. Given p(·) ∈ P , such that 1 < p− ≤ p+ < ∞, suppose that p(·) satisfies
the log-Ho¨lder continuity condition locally,
(2.1) |p(x)− p(y)| ≤ C0
− log(|x− y|)
, |x− y| < 1/2,
and at infinity: there exists p∞ such that
(2.2) |p(x)− p∞| ≤ C∞
log(e + |x|)
.
Then ‖Mf‖p(·) ≤ C(n, p(·))‖f‖p(·).
Remark 2.11. We want to stress that while in practice it is common to assume that the
exponent p(·) satisfies the log-Ho¨lder continuity conditions, we will not assume this in our
main results. For a further discussion of sufficient conditions for the maximal operator to
be bounded, see [4, 9] and the references they contain.
Lemma 2.12. Given p(·) ∈ P , if the maximal operator is bounded on Lp(·), then for every
s > 1, it is bounded on Lsp(·).
Proof. This follows at once from Ho¨lder’s inequality and Lemma 2.3:
‖Mf‖sp(·) = ‖(Mf)
s‖1/sp(·) ≤ ‖M(|f |
s)‖1/sp(·) ≤ C
1/s‖|f |s‖1/sp(·) = C
1/s‖f‖sp(·).

The following necessary condition is due to Kopaliani [19]. It should be compared to the
Muckenhoupt Ap condition from the study of weighted norm inequalities. (See [10, 14].)
Lemma 2.13. Given p(·) ∈ P , if the maximal operator is bounded on Lp(·), then for every
ball B ⊂ Rn,
‖χB‖p(·)‖χB‖p′(·) ≤ C|B|.
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The maximal operator also satisfies a vector-valued inequality. This result was proved
using extrapolation in [6]. (See also [4, 7].)
Lemma 2.14. Given p(·) ∈ P such that p+ < ∞, if the maximal operator is bounded on
Lp(·), then for any r, 1 < r <∞,∥∥∥∥
(∑
k
(Mfk)
r
)1/r∥∥∥∥
p(·)
≤ C(n, p(·), r)
∥∥∥∥
(∑
k
|fk|
r
)1/r∥∥∥∥
p(·)
.
Our final lemma is a deep result due to Diening [8, 9].
Lemma 2.15. Given p(·) ∈ P such that 1 < p− ≤ p+ < ∞, the maximal operator is
bounded on Lp(·) if and only if it is bounded on Lp′(·).
3. THE MAXIMAL CHARACTERIZATION
In this section we define the variable Hardy spaces and give equivalent characterizations
in terms of maximal operators. To state our results, we need a few definitions. Let S be
the space of Schwartz functions and let S ′ denote the space of tempered distributions. We
will say that a tempered distribution f is bounded if f ∗ Φ ∈ L∞ for every Φ ∈ S. For
complete information on distributions, see [13, 27]. Define the family of semi-norms on
‖ · ‖α,β, α and β multi-indices, on S by
‖f‖a,b = sup
x∈Rn
|xαDβf(x)|,
and for each integer N > 0 let
SN =
{
f ∈ S : ‖f‖α,β ≤ 1, |α|, |β| ≤ N
}
.
Given Φ and t > 0, let Φt(x) = t−nΦ(x/t). We define three maximal operators: given
Φ ∈ S and f ∈ S ′, define the radial maximal operator
MΦ,0f = sup
t>0
|f ∗ Φt(x)|,
and for each N > 0 the grand maximal operator,
MNf(x) = sup
Φ∈SN
MΦ,0f(x).
Finally, define the non-tangential maximal operator
N f(x) = sup
|x−y|<t
|Pt ∗ f(y)|,
where P is the Poisson kernel
P (x) =
Γ
(
n+1
2
)
π
n+1
2
1
(1 + |x|2)
n+1
2
.
Our main result in this section is the following.
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Theorem 3.1. Given p(·) ∈MP0, for every f ∈ S ′ the following are equivalent:
(1) there exists Φ ∈ S, ∫ Φ(x)dx 6= 0, such that MΦ,0f ∈ Lp(·);
(2) for all N > n/p0 + n + 1, MNf ∈ Lp(·);
(3) f is a bounded distribution and N f ∈ Lp(·).
Moreover, the quantities ‖MΦ,0f‖p(·), ‖MNf‖p(·) and ‖N f‖p(·) are comparable with con-
stants that depend only on p(·) and n and not on f .
If we choose N sufficiently large, then by Theorem 3.1 we can use any of these three
maximal operators to given an equivalent definition of the variable Hardy spaces. To be
definite we will use the grand maximal operator, but in the rest of the paper we will move
between these three norms without comment.
Definition 3.2. Let p(·) ∈ MP0. For N > n/p0 + n + 1, define the space Hp(·) to be the
collection of f ∈ S ′ such that ‖f‖Hp(·) = ‖MNf‖p(·) <∞.
Proof of Theorem 3.1. The proof is similar to that of the corresponding result for real
Hardy spaces: cf. [22, 26]. The most difficult step is the implication (1) ⇒ (2) which
we will prove in Sections 3.1 and 3.2. We will then prove (2) ⇒ (1) in Section 3.3 and
(2)⇒ (3)⇒ (1) in Section 3.4.
3.1. The implication (1) ⇒ (2). The proof requires two supplemental operators: the
non-tangential maximal operator with aperture 1,
MΦ,1f(x) = sup
|x−y|<t
t>0
|f ∗ Φt(y)|,
and the tangential maximal operator,
MΦ,Tf(x) = sup
y∈Rn
t>0
|Φt ∗ f(x− y)|
(
1 +
|y|
t
)−T
.
Note that T is a parameter in the definition of MΦ,T and not just notation indicating the
that this is a “tangential” operator.
We will prove this implication by proving three norm inequalities. First, if N ≥ T +
n+ 1, we will show that
(3.1) ‖MNf‖p(·) ≤ C(n,Φ)‖MΦ,Tf‖p(·).
Second, if T > n/p0, we will show that
(3.2) ‖MΦ,Tf‖p(·) ≤ C(n, T, p(·), p0)‖MΦ,1f‖p(·).
Finally, we will show that
(3.3) ‖MΦ,1f‖p(·) ≤ C(p(·), T )‖MΦ,0f‖p(·).
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To prove this we will first make the a priori assumption that MΦ,1f ∈ Lp(·); we will then
show that this is always the case by showing that if MΦ,0f ∈ Lp(·), then (3.3) holds with a
constant that depends on f . This proof parallels the proof we just sketched; to emphasize
this we will defer it to Section 3.2 and organize it similarly.
Proof of inequality (3.1). The proof requires a lemma from [22, Lemma 2.1].
Lemma 3.3. Let Φ ∈ S,
∫
Φ(x) dx 6= 0. Then for any Ψ ∈ S and T > 0, there exist
functions Θs ∈ S, 0 < s < 1, such that
Ψ(x) =
∫ 1
0
Φt ∗Θ
s(x) dx
and for all m ≥ T + 1,∫
Rn
(1 + |x|)T |Θs(x)| dx ≤ C(Φ, n)sT‖Ψ‖m+n,m.
Fix N ≥ T + n + 1 and fix Ψ ∈ SN . Then by the definition of the tangential maximal
operator, by making the change of variables w = z/t, and by Lemma 3.3, we get
|f ∗Ψt(x)| ≤
∫ 1
0
∫
Rn
|f ∗ Φst(x− z)||Θ
s(z/t)|t−n dz ds
=
∫ 1
0
∫
Rn
|f ∗ Φst(x− z)|
(
1 +
|z|
st
)−T
×
(
1 +
|z|
st
)T
|Θs(z/t)|t−n dz ds
≤MΦ,Tf(x)
∫ 1
0
∫
Rn
(
1
s
+
|z|
st
)T
|Θs(z/t)|t−n dz ds
≤MΦ,Tf(x)
∫ 1
0
s−T
∫
Rn
(1 + |w|)T |Θs(w)| dw ds
≤ C(Φ, n)MΦ,Tf(x)‖Ψ‖T+n+1,T+1
≤ C(Φ, n)MΦ,Tf(x).
Given this pointwise inequality, we immediately get inequality (3.1).
Proof of inequality (3.2). Our proof is adapted from [22, Lemma 3.1]. Fix x, y ∈ Rn and
t > 0. Then for all z ∈ B(x− y, t),
|f ∗ Φt(x− y)| ≤MΦ,1f(z).
Let q = n/T > 0. Since B(x− y, t) ⊂ B(x, |y|+ t), we have that
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|f ∗ Φt(x− y)|
q ≤ −
∫
B(x−y,t)
MΦ,1f(z)
q dz
≤
B(x, |y|+ t)
B(x− y, t)|
−
∫
B(x,|y|+t)
MΦ,1f(z)
q dz ≤
(
1 +
|y|
t
)n
M(MΦ,1(f)
q)(x).
If we rearrange terms, then by our choice of q we have that∣∣∣∣∣f ∗ Φt(x− y)
(
1 +
|y|
t
)−T ∣∣∣∣∣
q
≤M(MΦ,1(f)
q)(x).
Taking the supremum over all y and t we get that
MΦ,Tf(x)
q ≤M(MΦ,1(f)
q)(x).
Therefore, by Lemmas 2.3 and 2.12, since p(·) ∈MP0 and q = n/T < p0,
‖MΦ,Tf‖p(·) = ‖(MΦ,Tf)
q‖1/qp(·)/q ≤ ‖M(MΦ,1(f)
q)‖1/qp(·)/q
≤ C(p(·), p0, n, q)‖MΦ,1(f)
q‖1/qp(·)/q = C(p(·), p0, n, q)‖MΦ,1f‖p(·).
Since q depends on n and T , this gives us inequality (3.2).
Proof of inequality (3.3). As we remarked above, we first assume that MΦ,1f ∈ Lp(·). Our
argument is very similar to that in Stein [26, pp. 95–98].
Let λ > 0 be some large number; the precise value will be fixed below. Define F =
Fλ = {x :MNf(x) ≤ λMΦ,1f(x)}. Then by inequalities (3.1) and (3.2),
‖MΦ,1(f) · χF c‖p(·) ≤
1
λ
‖MN(f)χF c‖p(·) ≤
1
λ
‖MN(f)‖p(·) ≤
C0
λ
‖MΦ,1(f)‖p(·),
where C0 = C0(n,Φ, T, p(·), p0). Therefore, by Lemma 2.7 (if p− < 1; the other case is
treated similarly),
‖MΦ,1f‖
p−
p(·) ≤ ‖MΦ,1(f) · χF‖
p−
p(·) + ‖MΦ,1(f) · χF c‖
p−
p(·)
≤ ‖MΦ,1(f) · χF‖
p−
p(·) +
(
C0
λ
)p−
‖MΦ,1f‖
p−
p(·).
Fix λ = 21/p−C0; since we assumed that MΦ,1f ∈ Lp(·), we can rearrange terms to get
‖MΦ,1f‖p(·) ≤ 2‖MΦ,1(f) · χF‖p(·).
To estimate the right-hand side, we will use the fact that there exists c = c(p0,Φ, n, N, λ)
such that for all x ∈ F ,
(3.4) MΦ,1f(x) ≤ cM((MΦ,0f)p0)(x)1/p0 .
(See [26, p. 96].) Then again by Lemma 2.3 and since p(·) ∈MP0,
‖MΦ,1f · χF‖p(·) ≤ c‖(M((MΦ,0f)
p0))1/p0‖p(·)
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≤ ‖M((MΦ,0f)
p0)‖1/p0p(·)/p0 ≤ C‖(MΦ,0f)
p0‖1/p0p(·)/p0 = C‖MΦ,0f‖p(·),
where C = C(p0,Φ, n, N, λ, p(·), p0). This completes the proof of inequality (3.3) with
the a priori assumption that MΦ,1f ∈ Lp(·).
3.2. Proof that MΦ,1f ∈ Lp(·). To show that this a priori assumption holds, we adapt
the argument briefly sketched in [26, p. 97]. Fix a tempered distribution f such that
MΦ,0f ∈ Lp(·). We define truncated versions of the operators used in the previous sec-
tion. Hereafter, ǫ > 0 will be a positive parameter that will tend to 0, and L > 0 will be a
constant that will depend on f but will be independent of ǫ. Define
M ǫ,LΦ,0 = sup
t≥0
|f ∗ Φt(x)|
tL
(t+ ǫ+ ǫ|x|)L
,
Mǫ,LN f(x) = sup
Φ∈SN
M ǫ,LΦ,0f(x),
M ǫ,LΦ,1f(x) = sup
0<t<1/ǫ
|x−y|<t
|f ∗ Φt(y)|
tL
(t+ ǫ+ ǫ|y|)L
M ǫ,LΦ,Tf(x) = sup
y∈Rn
0<t<1/ǫ
|Φt ∗ f(x− y)|
(
1 +
|y|
t
)−T
tL
(t+ ǫ+ ǫ|x− y|)L
.
For every t and L, tL
(t+ǫ+ǫ|x|)L
increases to 1 as ǫ→ 0; in particular M ǫ,LΦ,1f increases point-
wise to MΦ,1f .
Our proof proceeds as follows. We start by showing that there existsL = L(f, n, p0) > 0
such that for every ǫ, 0 < ǫ < 1/2, M ǫ,LΦ,1f ∈ Lp(·). Next we will prove three inequalities.
First, we will show that there exists N = T + L+ n+ 1 such that for all ǫ > 0,
(3.5) ‖Mǫ,LN f‖p(·) ≤ C(φ, n)‖M ǫ,LΦ,Tf‖p(·).
We will then show that
(3.6) ‖M ǫ,LΦ,Tf‖p(·) ≤ C(n, T, p(·), p0)‖M ǫ,LΦ,1f‖p(·).
Finally, we will show that if
x ∈ F = F ǫ,Lλ = {x :M
ǫ,L
N f(x) < λM
ǫ,L
Φ,1f(x)},
then
(3.7) M ǫ,LΦ,1f(x) ≤ C(p0,Φ, n, N, L, λ)M(MΦ,0(f)p0)(x)1/p0 .
We can then repeat the argument used to prove inequality (3.3). First, using (3.5), (3.6)
and the fact that M ǫ,LΦ,1 ∈ Lp(·), we show that there exists λ = λ(Φ, n, T, p(·), p0) such that
‖M ǫ,LΦ,1f‖p(·) ≤ 2‖MΦ,1(f)χF‖p(·).
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Then we can use (3.7) to show that
‖M ǫ,LΦ,1f‖p(·) ≤ C‖MΦ,0f‖p(·) <∞.
The constant C is independent of ǫ, and so by Fatou’s lemma, we get that
‖MΦ,1f‖p(·) ≤ C(f)‖MΦ,0f‖p(·) <∞.
This completes the proof.
Construction of the constant L = L(f). Since f ∈ S ′, it is a continuous linear functional
on S. In particular, arguing as in Folland [13, Proposition 9.10], we have that there exists
m > 0 (depending only on f ) such that
|f ∗ Φt(y)| ≤ C(Φ, f)
(
1 +
|y|
t
)m
.
Assume L > 2m. If x, y and t are such that |x− y| < t < 1/ǫ, then we have that(
1 +
|y|
t
)m
tL
(t+ ǫ+ ǫ|y|)L
≤ ǫ−L
(
1
ǫ
+
|y|
t
)m−L
≤ ǫ−L
(
1
ǫ
+
|y|
t
)−L/2
.
But by the triangle inequality,
1 + ǫ|x| < 1 +
|x|
t
< 2 +
|y|
t
<
1
ǫ
+
|y|
t
.
Combining these inequalities we get that
|f ∗ Φt(y)|
tL
(t+ ǫ+ ǫ|y|)L
≤ ǫ−LC(Φ, f)(1 + ǫ|x|)−L/2.
Fix x and take the supremum over all such y and t; this shows that
M ǫ,LΦ,1f(x) ≤ ǫ
−LC(Φ, f)(1 + ǫ|x|)−L/2.
Finally, recall that
(1 + ǫ|x|)−n ≤ ǫ−n(1 + |x|)−n ≤ ǫ−nC(n)M(χB(0,1))(x);
hence,
M ǫ,LΦ,1f(x) ≤ ǫ
−3L/2C(Φ, f, n)M(χB(0,1))(x)
L
2n .
Fix L so that L
2n
> 1
p0
. Since p(·) ∈MP0, by Lemmas 2.3 and 2.12,
‖M ǫ,LΦ,1f‖p(·) ≤ C‖M(χB(0,1)‖
L
2n
L
2n
p(·)
≤ C‖χB(0, 1)‖
L
2n
L
2n
p(·)
<∞,
where C = C(Φ, f, n, ǫ, L, p(·), p0).Even though this constant depends on ǫ it does not
effect the above argument, which only used the qualitative fact that ‖M ǫ,LΦ,1f‖p(·) <∞.
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Proof of inequality (3.5). We begin with an auxiliary estimate. Fix s, 0 < s < 1 and as we
did above, assume that ǫ < 1/2. Then we have that(
(st+ ǫ+ ǫ|x− z|)L
(st)L
)
·
tL
(t + ǫ+ ǫ|x|)L
=
(
st+ ǫ+ ǫ|x− z|
s
·
1
t + ǫ+ ǫ|x|
)L
≤ s−L
(
t + ǫ+ ǫ|x|
t + ǫ+ ǫ|x|
+
ǫ|z|
t + ǫ+ ǫ|x|
)L
≤
(
1
s
+
|z|
st
)L
.
Given this estimate we can argue exactly as in proof of inequality (3.5): if N ≥ T +L+
n+ 1 and Ψ ∈ SN , then we get that
|f ∗Ψt(x)|
tL
(t+ ǫ+ ǫ|x|)L
≤
∫ 1
0
∫
Rn
|f ∗Ψst(x− z)|
tL
(t+ ǫ+ ǫ|x|)L
(st)L
(st+ ǫ+ ǫ|x− z|)L
×
(
1 +
|z|
st
)−T
(st+ ǫ+ ǫ|x− z|)L
(st)L
(
1 +
|z|
st
)T
Θs(z/t)t−n dz ds
≤M ǫ,LΦ,Tf(x)
∫ 1
0
∫
Rn
(
1
s
+
|z|
st
)L+T
Θs(z/t)t−n dz ds
≤ C(Φ, n)M ǫ,LΦ,Tf(x)‖Ψ‖T+L+n+1,T+L+1
≤ C(Φ, n)M ǫ,LΦ,Tf(x).
The desired inequality follows immediately.
Proof of inequality (3.6). This proof is a straightforward modification of the proof of in-
equality (3.2). As before, for all x, y ∈ Rn, t > 0 and ǫ > 0, we have that
|Φt ∗ f(x− y)|
tL
(t+ ǫ+ ǫ|x− y|)L
≤M ǫ,LΦ,1f(z)
for all x ∈ B(x− y, t). The proof now proceeds as before.
Proof of inequality (3.7). Fix x ∈ F = {x : Mǫ,LN f(x) < λM ǫ,LΦ,1f(x)}. Then by the
definition of the truncated maximal operator, there exists (y, t) with t < 1/ǫ and |x−y| < t,
such that
(3.8) M ǫ,LΦ,1f(x) ≤ 2 |f ∗ Φt(y)|
(
tL
(t + ǫ+ ǫ|y|)L
)
.
Let r > 0 be small; its precise value will be fixed below. If x′ ∈ B(y, rt), then by the
Mean Value Theorem,
|f(x′, t)− f(y, t)| ≤ rt sup
|z−y|<rt
|∇zf(z, t)|,
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where for brevity we write f(y, t) = Φt ∗ f(y).
Inequality (3.7) follows if we can prove that there exists c = c(N,L, n,Φ) such that
t sup
|z−y|<rt
|∇zf(z, t)| ≤ cM
ǫ,L
N f(x) ·
(t+ ǫ+ ǫ|y|)L
tL
.(3.9)
For if (3.9) holds, then for x ∈ F , and x′ ∈ B(y, rt),
|f(x′, t)− f(y, t)| ≤ crMǫ,LN f(x) ·
(t+ ǫ+ ǫ|y|)L
tL
≤ crλM ǫ,LΦ,1f(x) ·
(t+ ǫ+ ǫ|y|)L
tL
.
Now fix r = r(N,L, n,Φ, λ) so small that crλ ≤ 1/4. Then we have
|f(x′, t)| ≥
∣∣∣∣ |f(y, t)| − crλM ǫ,LΦ,1f(x) · (t+ ǫ+ ǫ|y|)LtL
∣∣∣∣
≥
(
1
2
− crλ
)
M ǫ,LΦ,1f(x) ≥
1
4
M ǫ,LΦ,1f(x).
We can now get (3.7) by taking the average over all such points x′:
M ǫ,LΦ,1f(x)
p0 ≤ 4p0|f(x′, t)|p0
= 4p0
1
|B(y, rt)|
∫
B(y,rt)
|f(x′, t)|p0dx′
≤ 4p0
(
r + 1
r
)n
1
|B(x, (1 + r)t)|
∫
B(x,(1+r)t)
|f(x′, t)|p0dx′
≤ c(p0, r, n)
1
|B(x, (1 + r)t)|
∫
B(x,(1+r)t)
MΦ,0f(x
′)p0dx′
≤ c(p0, r, n)M(MΦ,0(f)
p0)(x).
To complete the proof it remains to show (3.9). We begin with some notation: if we
set Φ(i) = ∂Φ
∂zi
, and Φ(i)t (z) = (Φ(i))t(z), then ∂∂zi (Φt)(z) =
1
t
Φ
(i)
t (z). Since f ∗ Φ ∈ C∞
whenever f ∈ S ′ and Φ ∈ S, differentiating the convolution gives
∂
∂zi
[f(z, t)] = f ∗
∂
∂zi
(Φt)(z) =
1
t
f ∗ Φ(i)t (z).
Hence, we can rewrite the gradient term as
|t∇z(f)(z, t)| =
(
n∑
i=1
|f ∗ Φ(i)t (z)|
2
)1/2
.
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We multiply and divide the left-hand side by the terms needed to obtain the truncated
operator:
t|∇zf(z, t)| = t|∇zf(z, t)| ·
tL
(t + ǫ+ ǫ|z|)L︸ ︷︷ ︸
S(z,t)
·
(
(t+ ǫ+ ǫ|z|)L
(t+ ǫ+ ǫ|y|)L
)
︸ ︷︷ ︸
R(z,y)L
·
(
(t + ǫ+ ǫ|y|)L
tL
)
.
Recall that we have fixed x ∈ Rn and (y, t) so that (3.8) holds, and fixed z ∈ B(y, rt).
Without loss of generality, we may assume that r ≤ 1. We first estimate S(z, t):
S(z, t) = |t∇zf(z, t)| ·
tL
(t+ ǫ+ ǫ|z|)L
=
(
n∑
i=1
|f ∗ Φ(i)t (z)|
2
)1/2
·
tL
(t + ǫ+ ǫ|z|)L
=
(
n∑
i=1
∣∣∣∣f ∗ Φ(i)t (z) tL(t + ǫ+ ǫ|z|)L
∣∣∣∣2
)1/2
≤ C(N,Φ)
(
n∑
i=1
|M ǫ,L
Φ(t),1
f(x)|2
)1/2
≤ c(N,Φ, n)Mǫ,LN f(x).
To see the first inequality, define the set of functions Ψ = Ψi,h by Ψi,h(x) = Φ(i)(x + h),
1 ≤ i ≤ n, |h| ≤ 2. Since z = x+ th for some h such that |h| ≤ 1 + r ≤ 2, we have that
f ∗ Φit(z) = f ∗ Ψ
i,h
t (z). Moreover, since the collection of functions Ψi,h is sequentially
compact in S, there exists a constant c = c(Φ, N) such that ‖Ψi,h‖α,β ≤ c, |α|, |β| ≤ N .
Hence, c−1Ψi,h ∈ SN and the desired inequality follows.
To estimate R(z, y) we note that if z ∈ B(y, rt), then |z| < |y| + rt. Then, since we
may assume that ǫ, r < 1,
R(z, y) ≤
(
t + ǫ+ ǫ(|y|+ rt)
t + ǫ+ ǫ|y|
)
= 1 +
ǫrt
t+ ǫ+ ǫ|y|
≤ 1 +
ǫrt
t
= 1 + ǫr ≤ 2.
Taking the supremum over z, we get
sup
|z−y|<rt
t|∇zf(z, t)| ≤ C2
LMǫ,LN f(x) ·
(t+ ǫ+ ǫ|y|)L
tL
,
where C = C(N,Φ, n). This gives us (3.9). 
3.3. The implication (2) ⇒ (1). Given any Φ ∈ S, there exists c = c(Φ) such that
cΦ ∈ SN . Therefore, the radial maximal operator is always dominated pointwise by a
constant multiple of the grand maximal operator; hence,
(3.10) ‖MΦ,0f‖p(·) ≤ C(Φ)‖MNf‖p(·).
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3.4. The implication (2)⇒ (3)⇒ (1). Suppose first that (2) holds. Fix f ∈ Hp(·) and
let Φ ∈ S; then by (3.3) and (3.10), MΦ,1f ∈ Lp(·). Moreover, for all x ∈ Rn,
|f ∗ Φ(x)|p0 ≤ inf
|x−y|≤1
MΦ,1f(y)
p0 ≤ C(n)
∫
B(x,1)
MΦ,1f(y)
p0 dy
≤ C(n, p(·), p0)‖(MΦ,1f)
p0‖p(·)/p0‖χB(x,1)‖(p(·)/p0)′ .
By Lemma 2.2, if q = ess supx(p(x)/p0)′, then
‖χB(x,1)‖(p(·)/p0)′ ≤ (1 + |B(x, 1)|)‖χB(x,1)‖q ≤ C(n, p(·), p0).
Therefore, f ∗Φ ∈ L∞; since this is the case for every Φ ∈ S, f is a bounded distribution.
To show that N f ∈ Lp(·), we use the fact [26, p. 98] that the Poisson kernel can be
written as
P (x) =
∞∑
k=0
2−kΦk2k(x),
where {Φk} is a family functions in S with uniformly bounded seminorms. Fix x and y
such that |x− y| < t. Then
|f ∗ Pt(y)| ≤
∞∑
k=0
2−k|f ∗ Φk2kt(y)| ≤
∞∑
k=0
2−kMΦk,1f(x).
Taking the supremum over all such y and t we get that N f(x) is dominated by the right-
hand side. Since the functions Φk are uniformly bounded, by the same argument as we
used to prove (3.10) we have that this inequality holds for Φk with a constant independent
of k. Therefore, if p1 ≤ 1, by Lemma 2.7 and (3.3),
‖Nf‖p−p(·) ≤
∞∑
k=0
2kp−‖MΦk,1f‖
p−
p(·) ≤ C(n, p(·), p0)‖MNf‖
p−
p(·).
If p− > 1, the same argument holds if we omit p− and use Minkowski’s inequality.
Now suppose that (3) holds. Then there exists Φ ∈ S,
∫
Φ(x) dx = 1 such that
MΦ,0f(x) ≤ cN f(x) (see [26, p. 99]). Condition (1) follows immediately.
4. DENSITY OF L1 IN Hp(·)
To prove the atomic decomposition we need two facts about variable Hardy spaces that
are of interest in their own right.
Proposition 4.1. Given p(·) ∈ MP0, Hp(·) is complete with respect to ‖ · ‖Hp(·) .
Proof. First, if a sequence {fk} converges in Hp(·) with respect ‖ · ‖Hp(·) , then it converges
in S ′. To see this, fix Φ ∈ S; then
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|〈f,Φ〉|p0 = |f ∗ Φ(0)|p0 ≤ inf
|y|≤1
MΦ,1f(y)
p0 ≤ C(n)−
∫
B(0,1)
MΦ,1f(y)
p0 dy
≤ C(n, p(·), p0)‖MΦ,1f‖
p0
p(·)‖χB(0,1)‖(p(·)/p0)′ ≤ C(n, p(·), p0)‖MΦ,1f‖
p0
p(·).
Our assertion follows at once.
To show that Hp(·) is complete we will consider the case p− ≤ 1; the case p− > 1 is
proved in essentially the same way. It will suffice to show that Hp(·) has the Riesz-Fisher
property: given any sequence {fk} in Hp(·) such that
(4.1)
∑
k
‖fk‖
p−
Hp(·)
<∞,
the series
∑
fk converges in Hp(·). (Cf. Bennett and Sharpley [1]. The argument there is
for normed spaces but holds for quasi-norms with the introduction of the exponent p− in
(4.1).) Let
Fj =
j∑
k=1
fk;
then by Lemma 2.7 and (4.1), the sequence {Fj} is Cauchy inHp(·) and so in S ′. Therefore,
it converges in S ′ to a tempered distribution f . Moreover, we have that
‖f‖p−
Hp(·)
=
∥∥∑
k
fk
∥∥p−
Hp(·)
≤
∑
k
‖fk‖
p−
Hp(·)
<∞,
and so f ∈ Hp(·). Finally,
‖f − Fj‖
p−
Hp(·)
≤
∑
k≥j+1
‖fk‖
p−
Hp(·)
,
and since the right-hand side tends to 0 as j →∞, the series converges to f in Hp(·). 
Proposition 4.2. Given p(·) ∈ MP0, Hp(·) ∩ L1loc is dense in Hp(·).
Proof. Given f ∈ Hp(·), by Theorem 3.1, f is a bounded distribution. Hence, for any
t > 0, f ∗ Pt ∈ C∞ ⊂ L1loc. Therefore, it will suffice to show f ∗ Pt → f in Hp(·). Again
by Theorem 3.1 it will be enough to show that as t→ 0,
‖N (f ∗ Pt − f)‖p(·) → 0.
Since p+ <∞, by Lemma 2.4 this will follow if
(4.2)
∫
Rn
N (f ∗ Pt − f)(x)
p(x) dx→ 0.
Since Ps ∗ Pt = Ps+t, we immediately have
N (f ∗ Pt − f)(x)
p(x) = sup
s>0
|Ps ∗ (Pt ∗ f − f)(x)|
p(x) ≤ 2p+N f(x)p(x) ∈ L1.
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Thus, (4.2) follows from the dominated convergence theorem if for almost every x,
(4.3) lim
t→0
(
sup
s>0
|Ps ∗ (Pt ∗ f − f)(x)|
)
= 0.
To prove this, let u(x, s) = Ps ∗ f(x). Arguing as above we have that Nu ∈ Lp(·), and so
u(x, s) is non-tangentially bounded almost everywhere. Therefore, for almost every x,
lim
s→0
u(x, s)
exists. (See [14, Theorem 4.21].) Moreover, by Lemmas 2.13 and 2.6 we have that for all
s large,
|u(x, s)|p0 = |Ps ∗ f(x)|
p0 ≤ −
∫
B(x,s)
N f(y)p0 dy
≤ C(p(·))|B(x, s)|−1‖Nf‖p0p(·)‖χB(x,s)‖(p(·)/p0)′
≤ C(p(·), p0)‖χB(x,s)‖
−1
p(·)/p0
‖Nf‖p0p(·)
≤ C(p(·), p0)|B(x, s)|
−p0/p+‖Nf‖p0p(·)
≤ C(n, p(·), p0)s
−np0/p+‖Nf‖p0p(·).
Thus,
lim
s→∞
u(x, s) = 0.
These two limits, combined with the fact that u is continuous, show that for almost every
x, u(x, s) is uniformly continuous in s. The limit (4.3) now follows immediately, and this
completes our proof. 
5. THE CALDERO´N-ZYGMUND DECOMPOSITION
Theorem 5.1. Given p(·) ∈ MP0, fix f ∈ L1loc ∩Hp(·). For each λ > 0 define Ωλ = {x :
MNf(x) > λ}. Then there exists a set of cubes {Q∗k} such that
Ωλ =
⋃
k
Q∗k(5.1)
and ∑
k
χQ∗k(x) ≤ C.(5.2)
Moreover, we can write f = g + b, where |g(x)| ≤ cλ, b =
∑
bk, supp(bk) ⊂ Q∗k,∫
bk dx = 0, and
(5.3) ‖MΦ,0bk‖Lp(·)(Rn) ≤ C‖MNf‖Lp(·)(Q∗k).
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Proof. Our proof is adapted from the proof for constant exponents in Stein [26]. Since Ωλ
is open, we can form the Whitney decomposition of Ωλ. This gives us a set of cubes {Qk}
with mutually disjoint interiors. Further, if we let xk and ℓk be the center and side length
of Qk, then there exist constants 1 < a˜ < a∗ such that if Q˜k = a˜Qk and Q∗k = a∗Qk,
then Qk ⊂ Q˜k ⊂ Q∗k and (5.1) and (5.2) hold. Let P0 = [−1/2, 1/2]n and let ζ be a
smooth function such that ζ
∣∣
Q0
= 1 and ζ = 0 outside a˜Q0. Define ζk(x) = ζ(x−xkℓk ) and
ηk = ζk/(
∑
j ζj); then {ηk} is a partition of unity for Ωλ subordinate to the cover {Q˜k}.
Lastly, define η˜k = ηk/(
∫
ηkdx).
Let d = ⌊n(1/p0 − 1)⌋. We first consider the case d ≤ 0; then p− > p0 > nn+1 , and
by Lemma 2.12 the maximal operator is bounded on Lp(·)n+1n . Let ck = 〈f, η˜k〉 and define
bk = (f − ck)ηk, b =
∑
k bk and g = f − b. Then
∫
bk dx = 0. Moreover (see Stein [26,
pp. 102-3]), |g(x)| ≤ cλ and if x ∈ Q∗k,
MΦ,0bk(x) ≤ CMNf(x);(5.4)
if x ∈ Rn \Q∗k,
MΦ,0bk(x) ≤ Cλ
ℓn+1k
|x− xk|n+1
.(5.5)
It remains to prove (5.3). By Lemma 2.7,
‖MΦ,0bk‖
p−
Lp(·)(Rn)
≤ ‖MΦ,0bkχQ∗k‖
p−
p(·) + ‖MΦ,0bkχcQ∗k‖
p−
p(·) = I1 + I2.
By (5.4) we immediately get I1 ≤ C‖MNfχQ∗k‖
p−
p(·) = C‖MNf‖
p−
Lp(·)(Q∗k)
.
To estimate I2, let B0 be the ball centered at x with radius cn|x− xk|, with cn a dimen-
sional constant such that Q∗k ⊂ B0. Then by the definition of M ,
(5.6) M(χQ∗k)(x) ≥
1
|B0|
∫
B0
χQ∗kdx =
|Q∗k|
|B0|
≥ c(n)
ℓnk
|x− xk|n
.
Therefore, by inequality (5.5), Lemma 2.3, the boundedness of the maximal operator, and
the fact that Q∗k ⊂ Eλ,
I2 = ‖MΦ,0bkχQ∗k‖
p−
p(·) ≤ Cλ
∥∥∥∥ ℓn+1k|x− xk|n+1χRn\Q∗k
∥∥∥∥p−
p(·)
≤ Cλ
∥∥M(χQ∗k)χRn\Q∗k∥∥n+1n p−p(·)n+1
n
≤ Cλ
∥∥χQ∗k∥∥n+1n p−p(·)n+1
n
= Cλ‖χQ∗k‖
p−
p(·) ≤ Cλ
∥∥∥∥MNfλ χQ∗k
∥∥∥∥p−
p(·)
= C
∥∥MNfχQ∗k∥∥p−p(·) .
Now suppose d ≥ 1; We modify the above construction as follows. We have that the
maximal operator is bounded on Lp(·)n+d+1n . Let Hd be the space of polynomials of degree
at most d, considered as a subspace of the Hilbert space L2(Q∗K , η˜kdx). Let ck be the
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projection of f onto Hd: then for all q ∈ Hd, 〈f − ck, qηk〉 = 0. We again define bk =
(f − ck)ηk, b =
∑
bk, and g = f − b. Then we have (see Stein [26, pp. 104-5]) that
|g(x)| ≤ Cλ and
MΦ,0bk(x) ≤ cMNf(x)
if x ∈ Q∗k, and
MΦ,0bk(x) ≤ cλ
ℓn+d+1k
|x− xk|n+d+1
if x ∈ Rn \ Q∗k. We now repeat the argument above. The estimate for I1 is the same; the
estimate for I2 is nearly so:
I2 = ‖MΦ,0bk · χQ∗k‖
p−
p(·) ≤ Cλ
∥∥∥∥∥ ℓ
n+d+1
k χcQ∗k
|x− xn|n+d+1
∥∥∥∥∥
p−
p(·)
≤ Cλ
∥∥M(χQ∗k)∥∥n+d+1n p−p(·)n+d+1
n
≤ Cλ
∥∥χQ∗k∥∥n+d+1n p−p(·)n+d+1
n
≤ C
∥∥MNf χQ∗k∥∥p−p(·) .
This completes the proof of (5.3). 
6. THE ATOMIC DECOMPOSITION: (p(·),∞) ATOMS
We begin with the definition of atoms.
Definition 6.1. Given p(·) ∈ MP0, and q, 1 < q ≤ ∞, a function a(·) is a (p(·), q) atom
if supp(a) ⊂ B = B(x0, r) and it satisfies
(i) ‖a‖q ≤ |B|
1
q ‖χB‖
−1
p(·),
(ii)
∫
a(x)xαdx = 0 for all |α| ≤ ⌊n(p−10 − 1)⌋.
In (i) we interpret 1/∞ = 0. These two conditions are called the size and vanishing
moments conditions of atoms.
Remark 6.2. If p0 > 1 (which can happen if p− > 1), then ⌊n(p−10 − 1)⌋ < 0, and we
interpret this to mean that no vanishing moments are required.
In the remainder of this section we consider the case q =∞.
Theorem 6.3. Suppose p(·) ∈ MP0. Then a distribution f is in Hp(·)(Rn) if and only if
there exists a collection {aj} of (p(·),∞) atoms supported on balls {Bj}, and non-negative
coefficients {λj} such that
f =
∑
j
λjaj,
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where the series converges in Hp(·)(Rn). Moreover,
(6.1) ‖f‖Hp(·) ≃ inf
{∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
: f =
∑
j
λjaj
}
.
Remark 6.4. As an immediate corollary we get that (p(·),∞) atoms are uniformly bounded
inHp(·). However, as we will see, unlike the classical case we will not use this fact to prove
the boundedness of operators.
Theorem 6.3 follows from two lemmas whose proof we defer momentarily.
Lemma 6.5. Given p(·) ∈MP0, suppose {aj} is a sequence of (p(·),∞) atoms, supported
on Bj = B(xj , rj), and {λj} is a non-negative sequence that satisfies
(6.2)
∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
<∞.
Then the series f =
∑
j λjaj converges in Hp(·), and
‖f‖Hp(·) ≤ C(n, p(·), p0)
∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
.(6.3)
Lemma 6.6. Let p(·) ∈ MP0. If f ∈ Hp(·), then there exist (p(·),∞) atoms {ak,j},
supported on balls Bk,j , and non-negative coefficients {λk,j} such that
f =
∑
k,j
λk,jak,j.(6.4)
Moreover, ∥∥∥∥∑
k,j
λk,j
χBk,j
‖χBk,j‖p(·)
∥∥∥∥
p(·)
≤ C(n, p(·), p0)‖f‖Hp(·).(6.5)
Proof of Theorem 6.3. By Lemmas 6.5 and 6.6, f ∈ Hp(·) if and only if it has the desired
atomic decomposition. Therefore, it remains to show that (6.1) holds. Given f ∈ Hp(·),
there exists an atomic decomposition such that (6.5) holds. This shows that the Hp(·)
norm of f dominates the infimum of the atomic decomposition norms. To see the opposite
inequality, given any decomposition f =
∑
j λjaj , (6.3) holds. Since this is true for all
atomic decomposition, we have that ‖f‖Hp(·) is majorized by the infimum of the atomic
decomposition norms. 
Throughout the rest of this section, let d = ⌊n( 1
p0
− 1)⌋ and γ = (n + d + 1)/n. Since
p(·) ∈ MP0, M is also bounded on Lγp(·). For by definition, d > n( 1p0 − 1)− 1, and this
is equivalent to n+d+1
n
> 1
p0
. Thus by Lemma 2.12 we get the boundedness of M .
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Proof of Lemma 6.5. Fix Φ ∈ S such that ∫ Φ dx 6= 0 and supp(Φ) ⊂ B(0, 1). Fix atoms
{aj} with support {Bj} and coefficients {λj} such that (6.2) holds. Given B = B(x0, r),
let 2B = B(x0, 2r). We consider the case p− < 1; if p− ≥ 1 the proof is essentially the
same, omitting the exponent p−. By Lemma 2.7,
‖MΦ,0f‖
p−
p(·) . ‖
∑
j
λjMΦ,0(aj)‖
p−
p(·)
≤
∥∥∥∥∑
j
λjMΦ,0(aj) · χ2Bj
∥∥∥∥p−
p(·)︸ ︷︷ ︸
I1
+
∥∥∥∥∑
j
λjMΦ,0(aj) · χ(2Bj)c
∥∥∥∥p−
p(·)︸ ︷︷ ︸
I2
.
We first estimate I1. By the size condition on (p(·),∞) atoms, we have that
(6.6) MΦ,0aj(x) ≤ ‖aj‖∞‖Φ‖1 ≤ c‖χBj‖−1p(·).
Define gj = (‖χBj‖−1p(·)λj)p0χBj . If x ∈ χ2Bj , then by the definition of the maximal
operator,
Mgj(x) ≥ (‖χBj‖
−1
p(·)λj)
p0
1
|2Bj|
∫
2Bj
χBjdx = 2
−n(‖χBj‖
−1
p(·)λj)
p0 .
Then by Lemmas 2.3 and 2.14,
I1 ≤ C
∥∥∥∥∑
j
‖χBj‖
−1
p(·)λj χ2Bj
∥∥∥∥p−
p(·)
≤ C
∥∥∥∥∑
j
M(gj)
1/p0
∥∥∥∥p−
p(·)
= C
∥∥∥∥
(∑
j
M(gj)
1/p0
)p0∥∥∥∥
p
−
p0
p(·)
p0
≤ C
∥∥∥∥
(∑
j
g
1/p0
j
)p0∥∥∥∥
p
−
p0
p(·)
p0
= C
∥∥∥∥∑
j
‖χBj‖
−1
p(·)λjχBj
∥∥∥∥p−
p(·)
.
To estimate I2, let a be an atom supported on B = B(x0, r). Then arguing as in [26,
p. 106] we have for x ∈ (2B)c the pointwise estimate
(6.7) MΦ,0a(x) ≤ c
(
r
|x− x0|
)n+1+d
−
∫
B
a(y) dy
≤
(
r
|x− x0|
)n+1+d
‖a‖∞ ≤ c
(
r
|x− x0|
)nγ
‖χB‖
−1
p(·).
Now arguing as we did in the proof inequality (5.6), we have for each j that
(6.8) MΦ,0(aj)(x) ≤ c
(
rj
|x− xj |
)nγ
‖χBj‖
−1
p(·) ≤ c‖χBj‖
−1
p(·)M(χBj )
γ .
We can now estimate I2: by Lemmas 2.3 and 2.14,
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I2 ≤
∥∥∥∥∑
j
λjMΦ,0(aj) · χ(2Bj)c
∥∥∥∥p−
p(·)
≤ c
∥∥∥∥∑
j
λj
‖χBj‖p(·)
M(χBj )
γ
∥∥∥∥p−
p(·)
=
∥∥∥∥
(∑
j
M
(
λ
1/γ
j
‖χBj‖
1/γ
p(·)
χBj
)γ)1/γ∥∥∥∥γp−
γp(·)
≤ C
∥∥∥∥
(∑
j
‖χBj‖
−1
p(·)λjχBj
)1/γ∥∥∥∥γp−
γp(·)
= C
∥∥∥∥∑
j
‖χBj‖
−1
p(·)λjχBj
∥∥∥∥p−
p(·)
.

Proof of Lemma 6.6. We will prove this result assuming f ∈ Hp(·) ∩ L1loc; then by Propo-
sition 4.2 and a density argument (cf. [26, p. 109]) we get it for arbitrary f ∈ Hp(·).
Fix such an f and for every j ∈ Z, let Ej = {x : MNf(x) > 2j}. By Theorem 5.1 we
have that f = gj + bj , where |gj(x)| ≤ c2j and bj =
∑
k b
j
k, with each b
j
k supported on a
cube Qj∗k . These cubes have bounded overlap Ej =
⋃
k Q
j∗
k . Moreover, we have that
(6.9) lim
j→∞
‖bj‖Hp(·) = 0.
To show this we proceed as in the proof of Lemma 6.5 (again only considering the case
p− < 1):
‖bj‖p−
Hp(·)
≤
∥∥∥∥∑
k
MΦ,0(b
j
k) · χQj∗k
∥∥∥∥p−
p(·)︸ ︷︷ ︸
I1
+
∥∥∥∥∑
k
MΦ,0(b
j
k) · χ(Qj∗k )c
∥∥∥∥p−
p(·)︸ ︷︷ ︸
I2
.
We first estimate I1: by (5.4) we have that
I1 ≤ c‖
∑
k
MNf · χQj∗k
‖p−p(·) ≤ c‖MNf · χEj‖
p−
p(·).
The last term tends to 0 as j → 0: this follows by Lemma 2.4 and the dominated conver-
gence theorem.
To estimate I2, let xk,j and ℓk,j be the center and side length of Qj∗k . Then arguing as we
did for inequality (5.6), if x ∈ (Qj∗k )c, then
M(χQj∗k
)(x) ≥ c
ℓnk,j
|x− xk|n
.
Then by inequality (5.5) and Lemma 2.14,
I2 =
∥∥∥∥∑
k
MΦ,0(b
j
k) · χQj∗k
∥∥∥∥p−
p(·)
≤ c
∥∥∥∥∑
k
2j
ℓn+1+dk,j
|x− xk|n+d+1
· χQj∗k
∥∥∥∥p−
p(·)
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≤ c2jp−
∥∥∥∥∑
k
M(χQj∗k
)γ
∥∥∥∥p−
p(·)
= c2jp−
∥∥∥∥
(∑
k
(MχQj∗k
)γ
)1/γ∥∥∥∥γp−
γp(·)
≤ c2jp−
∥∥∥∥
(∑
k
(χQj∗k
)γ
)1/γ∥∥∥∥γp−
γp(·)
= c
∥∥∥∥∑
k
2jχQj∗k
∥∥∥∥p−
p(·)
≤ c‖2jχ{x:MNf(x)>2j}‖
p−
p(·) ≤ c‖MNfχEj‖
p−
p(·).
As before, the last term goes to 0 as j →∞. This proves the limit (6.9).
As a consequence of (6.9) we have that gj → f in norm (and so in S ′) as j → ∞.
Further, since gj → 0 uniformly as j → −∞, we have that
f =
∑
j
(gj+1 − gj).
From the proof of Theorem 5.1, let {ηjk} be the partition of unity for Ej with supp(η
j
k) ⊂
Qj∗k . Since gj+1 − gj = bj+1 − bj , supp(gj+1 − gj) ⊂ Ej . Therefore, we have that
f =
∑
j,k
(gj+1 − gj)ηjk.
We now want to show that this expression can be rewritten as sum of atoms. Our ar-
gument follows Stein [26, pp.108–9], and since many details are the same, we omit them
here. Again as in the proof of Theorem 5.1, define the projections Pjk : S ′ → Hd, where
Hd is the space of polynomials of degree at most d, thought of as a subspace of the Hilbert
space L2(Qj∗k , η˜kk dx). Define the polynomials c
j
k = P
j
k(f) and c
j+1
ℓ = P
j+1
ℓ (f), and let
ck,ℓ = P
j+1
ℓ [(f − c
j+1
ℓ )η
j
k]. For each j, we can then write
g(j+1) − gj = bj − b(j+1) =
∑
k
(f − cjk)η
j
k −
∑
ℓ
(f − cj+1ℓ )η
j+1
ℓ =
∑
k
Ajk,
where
Ajk = (f − c
j
k)η
j
k −
(∑
ℓ
(f − cj+1ℓ )η
j+1
ℓ
)
ηjk +
∑
ℓ
ck,ℓη
j+1
ℓ .
There exists a ball Bk,j = B(xk,j, cℓk,j) containing the cube Qj∗k such that |Bk,j| ≤
c|Qj∗k |. Moreover we have that |A
j
k| ≤ c2
j and Ajk satisfies the moment conditions for
(p(·),∞) atoms. Therefore, if we define
(6.10) ak,j = Ajkc−12−j‖χBk,j‖−1p(·), λk,j = c2j‖χBk,j‖p(·),
the ak,j are (p(·),∞) atoms and we have the decomposition (6.4). It converges in S ′, and
so, arguing as in the proof of Proposition 4.2, it converges in Hp(·)(Rn).
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Finally, we prove (6.5). We consider the case p− < 1; if p− ≥ 1, modify the following
argument by replacing 1/p0 by q > 1. Since |Bk,j| ≤ c|Qj∗k |, M(χQj∗k ) ≥ cχBk,j = cχ
p0
Bk,j
.
Therefore, by Lemmas 2.3 and 2.14,∥∥∥∥∑
k,j
λk,j
‖χBk,j‖p(·)
χBk,j
∥∥∥∥
p(·)
≤ C
∥∥∥∥∑
k,j
(
2jp0M(χQj∗k
)
)1/p0∥∥∥∥
p(·)
= C
∥∥∥∥
(∑
k,j
M(2jp0χQj∗k
)1/p0
)p0∥∥∥∥1/p0
p(·)/p0
≤ C
∥∥∥∥
(∑
k,j
2jχQj∗k
)p0∥∥∥∥1/p0
p(·)/p0
= C
∥∥∥∥∑
k,j
2jχQj∗k
∥∥∥∥
p(·)
≤ C
∥∥∥∥∑
j
2jχEj
∥∥∥∥
p(·)
.
If x ∈ Rn, there exists a unique j0 ∈ Z such that 2j0 <MNf(x) ≤ 2j0+1. Hence,∑
j
2jχEj (x) =
∑
j≤j0
2j = 2j0+1 ≤ 2MNf(x).
If we combine this with the previous estimate, we get (6.5).

7. THE ATOMIC DECOMPOSITION: (p(·), q) ATOMS
In this section we consider the atomic decomposition when q < ∞. Our first main
result is that when q is sufficiently large, the analog of Theorem 6.3 holds. Furthermore,
we show that in this case we can give a finite atomic decomposition of Hp(·) (Theorem 7.8
below). Lastly, by minor modifications to the proof of Theorem 7.8, we give a finite atomic
decomposition of the weighted Hardy space Hp0(w) (Theorem 7.11 below). We use this
to prove the boundedness of singular integral operators on Hp(·) in Section 8.
7.1. Infinite atomic decomposition using (p(·), q) atoms. We extend Theorem 6.3 by
giving an atomic decomposition using (p(·), q) atoms.
Theorem 7.1. Suppose p(·) ∈ MP0. Then a distribution f is in Hp(·) if and only if for
q > 1 sufficiently large, there exists a collection {aj} of (p(·), q) atoms supported on balls
{Bj}, and non-negative coefficients {λj} such that
f =
∑
j
λjaj,
where the series converges in Hp(·)(Rn). Moreover,
(7.1) ‖f‖Hp(·) ≃ inf
{∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
: f =
∑
j
λjaj
}
.
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Remark 7.2. Denote the norm of the maximal operator by ‖M‖(p(·)/p0)′ . Then it suffices to
take q > max(1, p+, p0(1 + 2n+3‖M‖(p(·)/p0)′)).
One half of the proof of Theorem 7.1 is immediate: since for any q, 1 < q < ∞,
|B|1/q‖a‖q ≤ ‖a‖∞, (p(·),∞) atoms are (p(·), q) atoms. Therefore, by Lemma 6.6, every
function f ∈ Hp(·) can be written as the sum of (p(·), q) atoms and ‖f‖Hp(·) has the desired
bound. Note that in this case there are no restrictions on q. The heart of the proof, therefore,
is to prove the converse.
Lemma 7.3. Given p(·) ∈ MP0, there exists q = q(p(·), p0, n) > max(p+, 1) such that
if {aj} is a sequence of (p(·), q) atoms supported on Bj = B(xj , rj), and {λj} is a non-
negative sequence that satisfies
(7.2)
∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
<∞,
then the series f =
∑
j λjaj converges in Hp(·)(Rn), and
‖f‖Hp(·) ≤ C(n, p(·), p0, q)
∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
.(7.3)
To prove Lemma 7.3 we will adapt the proof of Rubio de Francia extrapolation in the
setting of variable Lebesgue spaces. This was first proved in [6] (see also [4, 7]). We need
more careful control of the constants than was given in the original proof, and so we will
reproduce the key steps.
To apply extrapolation we need a version of Lemma 7.3 for weighted Hp spaces. To
state it we introduce some definitions and preliminary results. For complete information
on the theory of weights, see [10, 14]. By a weight w we will always mean a non-negative,
locally integrable function that is positive almost everywhere. We will say that w ∈ A1 if
[w]A1 = ess sup
x∈Rn
Mw(x)
w(x)
<∞.
Equivalently, w ∈ A1 if given any ball B,
−
∫
B
w(y) dy ≤ [w]A1 ess inf
x∈B
w(x).
A weight satisfies the reverse Ho¨lder inequality with exponent s > 1, denoted byw ∈ RHs,
if for every cube B, (
−
∫
B
w(x)s dx
)1/s
≤ C−
∫
Q
w(x) dx;
the best possible constant is denoted by [w]RHs . Note that if w ∈ RHs, then by Ho¨lder’s
inequality, w ∈ RHt for all t, 1 < t < s, and [w]RHt ≤ [w]RHs . If w ∈ A1, then w ∈ RHs,
and we have sharp control over the exponent s.
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Lemma 7.4. Given w ∈ A1, then w ∈ RHs, where s = 1 +
(
2n+2[w]A1)
−1
.
Remark 7.5. This result is proved in [21] (see also [4]), where everything is done in terms
of cubes instead of balls. However, because w ∈ A1 is doubling, the reverse Ho¨lder
inequality holds for balls with same exponent; in this case the constant [w]RHs depends on
n and [w]A1 .
Given a weight w ∈ A1 and p0 > 0, the weighted Hardy space Hp0(w) consists of all
tempered distributions f such that
‖f‖Hp0(w) = ‖MΦ,0f‖Lp0(w) =
(∫
Rn
MΦ,0f(x)
p0w(x) dx
)1/p0
<∞.
These spaces have an atomic decomposition: see Stro¨mberg and Torchinsky [28]. We state
their result in the form we need to apply it; see Remark 7.7 below.
Lemma 7.6. Given p(·) ∈ MP0 and q > max(p0, 1), suppose {aj} is a sequence of
(p(·), q) atoms, {λj} is a non-negative sequence, and w ∈ A1 ∩RH(q/p0)′ . If∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
Lp0 (w)
<∞.
Then the series
f =
∑
j
λjaj
converges in Hp0(w) and
‖f‖Hp0(w) ≤ C(p(·), p0, q, n, [w]A1, [w]RH(q/p0)′ )
∥∥∥∥∑
j
λj
χBj
‖χBj‖p(·)
∥∥∥∥
Lp0 (w)
.
Remark 7.7. In [28, Chapter VIII, Theorem 1] this result is stated for atoms a¯j that (obvi-
ously) do not depend on a variable exponent p(·). To pass between the two kinds of atoms,
it suffices to take a¯j = ‖χBj‖p(·)aj and λ¯j = λj‖χBj‖−1p(·). The atoms a¯j are required to
have vanishing moments for |α| ≤ ⌊d/p−n⌋, where d is a constant such that for all t ≥ 1,
w(B(x, tr)) ≤ Ktdw(B(x, r)).
If w ∈ A1, then this is true with d = n:
w(B(x, tr)) ≤ [w]A1|B(x, tr)| ess inf
y∈B(x,tr)
w(y)
≤ [w]A1t
n|B(x, r)| ess inf
y∈B(x,r)
w(y) ≤ [w]A1t
nw(B(x, r)).
Proof of Lemma 7.3. Fix p(·) ∈ MP0; by Lemma 2.15 the maximal operator is bounded
on L(p(·)/p0)
′
(Rn). Denote the norm of the maximal operator by ‖M‖(p(·)/p0)′ . Fix q >
max(1, p+, p0(1+2
n+3‖M‖(p(·)/p0)′)); the reason for this choice will be made clear below.
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We will first show that if a is a (p(·), q) atom with support B, then a ∈ Hp(·). To do so
we will show that ‖MΦ,0a‖p(·) <∞. By Lemma 2.7 (if p− < 1; the case p− ≥ 1 is handled
similarly),
‖MΦ,0a‖
p−
p(·) ≤ ‖MΦ,0(a)χ2B‖
p−
p(·) + ‖MΦ,0(a)χ(2B)c‖
p−
p(·) = I1 + I2.
By Lemma 2.2, since q > max(p+, 1) and MΦ,0 is bounded on Lq,
I1 = ‖MΦ,0(a)χ2B‖p(·) ≤ (1 + |2B|)‖MΦ,0(a)χ2B‖q ≤ C(1 + |2B|)‖a‖q <∞.
To show that I2 is finite, by inequality (6.7) and the definition of (p(·), q) atoms, and
arguing as we did for (6.8), for x ∈ (2B)c we have that
MΦ,0a(x) ≤ c
(
r
|x− x0|
)nγ
|B|−1/q‖a‖q
≤
(
r
|x− x0|
)nγ
‖χB‖
−1
p(·) ≤ c‖χB‖
−1
p(·)M(χB)(x)
γ ,
where x0 is the center ofB and γ = (n+d+1)/n. As we noted in the proof of Theorem 6.3,
M is bounded on Lγp(·). Therefore, by Lemma 2.3,
I2 = ‖MΦ,0aχ(2B)c‖p(·) ≤ c‖χB‖
−1
p(·)‖M(χB)‖
γ
γp(·) ≤ c‖χB‖
−1
p(·)‖χB‖
γ
γp(·) <∞.
To construct our weight w, form the Rubio de Francia iteration algorithm with respect
to L(p(·)/p0)
′
. Given a function h, define
Rh =
∞∑
i=0
M if
2i‖M‖(p(·)/p0)′
,
where M0h = |h| and for i ≥ 1, M ih = M ◦· · ·◦Mh is i iterates of the maximal operator.
Three facts follow at once from this definition (cf. [6, 7]):
(1) |h| ≤ Rh;
(2) R is bounded on Lp(·)/p0)′(Rn) and ‖Rh‖(p(·)/p0)′ ≤ 2‖h‖(p(·)/p0)′ ;
(3) Rh ∈ A1 and [Rh]A1 ≤ 2‖M‖(p(·)/p0)′ = C(p(·), p0, n).
By Lemma 7.4 we have that Rh ∈ RHs, where s = 1+ (2n+3‖M‖(p(·)/p0)′)−1. Therefore,
since q ≥ p0(1 + 2n+3‖M‖(p(·)/p0)′), we have that Rh ∈ RH(q/p0)′ and [Rh]Rh(q/p0)′ ≤
C(p(·), p0, n). We stress that all of these constants are independent of h.
Fix a sequence of atoms {aj} and constants {λj} as in the hypotheses. Let f =
∑
λjaj ;
a priori we do not know that this series converges in Hp(·). To avoid this problem, define
the functions
fk =
k∑
j=1
λjaj.
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Then fk ∈ Hp(·)(Rn): since aj ∈ Hp(·), by Lemma 2.7 (if p− < 1, the case p− ≥ 1 is
handled similarly)
‖MΦ,0fk‖
p−
p(·) ≤
k∑
j=1
λ
p−
j ‖MΦ,0aj‖
p−
p(·) <∞.
Furthermore, by Lemma 7.6, given any function h, fk ∈ Hp0(Rh), and
(7.4) ‖f‖Hp0(Rh) ≤ C(p(·), p0, n)
∥∥∥∥ k∑
j=1
λj
χBj
‖χBj‖p(·)
∥∥∥∥
Lp0 (Rh)
.
We will now show that (7.3) holds for each fk with a constant independent of k. By
Lemmas 2.1 and 2.3,
‖MΦ,0fk‖
p0
p(·) = ‖(MΦ,0fk)
p0‖p(·)/p0 ≤ C(p(·), p0) sup
∫
Rn
MΦ,0fk(x)
p0h(x) dx,
where the supremum is taken over all h ∈ L(p(·)/p0)′ with ‖h‖(p(·)/p0)′ ≤ 1. (We may
assume that h is non-negative.) Fix such a function h; we will estimate the integral on the
right-hand side with a constant independent of h. By the properties of the Rubio de Francia
iteration algorithm, (7.4) and Lemmas 2.1 and 2.3,∫
Rn
MΦ,0fk(x)
p0h(x) dx ≤
∫
Rn
MΦ,0fk(x)
p0Rh(x) dx
≤ C
∫
Rn
( k∑
j=1
λj
χBj (x)
‖χBj‖p(·)
)p0
Rh(x) dx
≤ C
∥∥∥∥
( k∑
j=1
λj
χBj
‖χBj‖p(·)
)p0∥∥∥∥
p(·)/p0
‖Rh‖(p(·)/p0)′
≤ C
∥∥∥∥ k∑
j=1
λj
χBj
‖χBj‖p(·)
∥∥∥∥p0
p(·)
.
Inequality (7.3) for fk now follows and the constant depends only on p(·), p0 and n.
To complete the proof we need to show that (7.3) holds for f . But the same argument
that proved this inequality for fk shows that if l > k,
(7.5) ‖fl − fk‖Hp(·)(Rn) ≤ C
∥∥∥∥ l∑
j=k+1
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
.
However, by hypothesis we have that∥∥∥∥ ∞∑
j=1
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
<∞
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and therefore the partial sums of this series are Cauchy in Lp(·)(Rn). Hence, as k, l →∞,
the right-hand side of (7.5) tends to 0. Therefore, the sequence {fk} is Cauchy in Hp(·) and
so by Proposition 4.1 converges to f in Hp(·). Therefore, by the monotone convergence
theorem in variable Lebesgue spaces (Lemma 2.5) we have that
‖f‖Hp(·)(Rn) = lim
k→∞
‖fk‖Hp(·)(Rn)
≤ C lim
k→∞
∥∥∥∥ k∑
j=1
λj
‖χBj‖p(·)
χBj
∥∥∥∥
p(·)
= C
∥∥∥∥∑
j
λj
‖χBj‖p(·)
χBj
∥∥∥∥
p(·)
.

7.2. Finite atomic decompositions. Given q < ∞, let Hp(·),qfin be the subspace of Hp(·)
consisting of all f that have decompositions as finite sums of (p(·), q) atoms. By Theo-
rem 6.3, if q is sufficiently large, Hp(·),qfin is dense in Hp(·). Our next result shows that on this
subspace the atomic decomposition norm, restricted to finite decompositions, is equivalent
to the Hp(·) norm. This extends a result from [23] to the variable setting.
Theorem 7.8. Let p(·) ∈MP0 and fix q as in Theorem 7.1. For f ∈ Hp(·),qfin (Rn), define
(7.6) ‖f‖
H
p(·),q
fin
= inf
{∥∥∥∥ k∑
j=1
λj
χBj
‖χBj‖p(·)
∥∥∥∥
p(·)
: f =
k∑
j=1
λjaj
}
,
where infimum is taken over all finite decompositions of f using (p(·), q) atoms aj , sup-
ported on balls Bj . Then
‖f‖Hp(·) ≃ ‖f‖Hp(·),qfin
.
Our argument is based on the proof of [3, Theorem 6.2]. It requires two lemmas. The
first introduces a non-tangential variant of the grand maximal operator. A proof can be
found in Bownik [2, Prop. 3.10].
Lemma 7.9. Define the non-tangential grand maximal function MN,1 by
MN,1f(x) sup
Φ∈SN
sup
|y−x|<t
|Φt ∗ f(x)|.
Then for all x ∈ Rn and tempered distributions f ,
MN,1f(x) ≈MNf(x),
where the constants depend only on N .
The second lemma is a decay estimate for the grand maximal operator.
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Lemma 7.10. Given p(·) ∈ MP0, suppose f ∈ Hp(·) is such that supp(f) ⊂ B(0, R) for
some R > 1. Then for all x ∈ B(0, 4R)c,
MNf(x) ≤ C(N, p(·), p0)‖χB(0,R)‖
−1
p(·).
Proof. To prove the desired estimate, it will suffice to show that for any Φ ∈ SN , x ∈
B(0, 4R)c, and t > 0,
|f ∗ Φt(x)| ≤ C‖χB(0,R)‖
−1
p(·),
where the constant C is independent of f , Φ, x and t. We consider two cases, depending
on the size of t.
Case 1: t ≥ R. Given x ∈ B(0, 4R)c and t ≥ R, we claim that there exists Ψ ∈ S so
that f ∗ Φt(x) = f ∗ ΨR(0). Let θ ∈ C∞c be such that supp(θ) ⊂ B(0, 2) and θ = 1 on
B(0, 1), and define Ψ(z) = Φ(x
t
+ Rz
t
)θ(z)(R/t)n. Then
f ∗ Φt(x) =
∫
f(y)t−nΦ
(
x− y
t
)
dy
=
∫
f(y)t−n t−nΦ
(
x− y
t
)
θ
( y
R
)
︸ ︷︷ ︸
ΨR(0−y)
dy = f ∗ΨR(0).
We actually have that cΨ ∈ SN , where c = c(θ,N). To see this, recall that since
Φ ∈ SN , ‖∂βΦ‖∞ ≤ c for all |β| ≤ N . Fix z ∈ supp(Ψ) = B(0, 2). Then for any
multi-index |β| ≤ N ,
|∂βΨ(z)| ≤
(
R
t
)n∑
γ≤β
(
β
γ
)∣∣∣∣∂γΦ
(
x+Rz
t
)(
R
t
)γ
∂β−γθ
( y
R
)
R−|β|+|γ|
∣∣∣∣.
Since t ≥ R > 1, we see that |∂αψ(z)| ≤ C(θ,N). Hence,
sup
|α|,|β|≤N
‖Ψ‖α,β = sup
|α|,|β|≤N
sup
z∈B(0,2)
|zα∂βΨ(z)| ≤ C(θ,N).
Since c(N, θ)Ψ ∈ SN , by Lemma 7.9 we have the pointwise bound
|f ∗ Φt(x)| = |f ∗ΨR(0)| ≤ inf
z∈B(0,R)
MΨ,1f(z)
≤ C(N, θ) inf
z∈B(0,R)
MN,1f(z) ≤ C(N, θ) inf
z∈B(0,R)
MNf(z).
Therefore, by Lemmas 2.1, 2.3 and 2.13,
|f ∗ Φt(x)|
p0 ≤ C−
∫
B(0,R)
MNf(z)
p0dz
≤ C|B(0, R)|−1‖(MNf)
p0‖p(·)/p0‖χB(0,R)‖(p(·)/p0)′
≤ C‖MNf‖
p0
p(·)‖χB(0,R)‖
−1
p(·)/p0
≤ C‖f‖p0
Hp(·)
‖χB(0,R)‖
−p0
p(·) ,
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where C = C(N, p(·), p0, n).
Case 2: t < R. This case is similar to the previous one but we need to construct
Ψ differently as we need our estimate to hold at more points than the origin. Fix z ∈
B(0, R/2) and choose u ∈ B(0, R/2) such that |z − u| < t. We claim there exists Ψ
(depending on u, t and R) such that f ∗ Φt(x) = f ∗ Ψt(u). As before, let θ ∈ C∞c be
supported on B(0, 2) and θ = 1 on B(0, 1). Define Ψ by
Ψ(z) = Φ
(
x− u
t
+ z
)
θ
(
u
R
−
t
R
z
)
.
Then we have that
f ∗ Φt(x) =
∫
f(y)Φt(x− y)dy =
∫
f(y) Φt(x− y)θ(y/R)︸ ︷︷ ︸
Ψt(u−y)
dy = f ∗Ψt(u).
Assume for the moment that c(θ,N)Ψ ∈ SN . Then by Lemma 7.9,
|f ∗Ψt(u)| ≤MΨ,1f(z) ≤ C(θ,N)MN,1f(z) ≤ C(θ,N)MNf(z).
Since this holds for every z ∈ B(0, R/2), we have that
|f ∗ Φt(x)| ≤ C(θ,N) inf
z∈B(0,R/2)
MNf(z),
and we can repeat the above argument to get the desired estimate.
It remains to show that c(θ,N)Ψ ∈ SN ; it will suffice to show that for all β such that
|β| ≤ N ,
sup
z∈Rn
|∂βψ(z)|(1 + |z|)N ≤ C(θ,N).
Since Φ ∈ SN , for all |β| ≤ N , (1 + |y|)N |∂βΦ(y)| ≤ c(N). Therefore, by the product
rule, since t < R,
|∂βΨ(z)| ≤
∑
γ≤β
(
β
γ
)∣∣∣∣∂βΦ
(
x− u
t
+ z
) ∣∣∣∣
(
t
R
)|β|−|γ| ∣∣∣∣∂β−γθ
(
u
R
−
t
R
z
) ∣∣∣∣
≤
C(θ,N)
(1 + |x−u
t
+ z|)N
.
To estimate the last term, note first that since x 6∈ B(0, 4R) and u ∈ B(0, R/2),
|x− u|
t
>
7
2
R
t
.
Second, since the θ term is non-zero only if |u−zt
R
| ≤ 2, we must have that |u
t
− z| < 2R
t
,
which implies |z| < |u
t
|+ 2R
t
= 5
2
R
t
. Together these two estimates show that |x−u
t
+ z| >
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7
2
R
t
− 5
2
R
t
= R
t
. Therefore, for z ∈ supp(Ψ),
|∂βψ(z)|(1 + |z|)N ≤ C
(1 + |z|)N
(1 + |x−u
t
+ z|)N
≤ C
(
1 + 3R/t
1 +R/t
)N
≤ C(θ,N).
This completes the proof. 
Proof of Theorem 7.8. Since the infimum over finite sums in (7.6) is larger than the infi-
mum when taken over all possible atomic decompositions, by Theorem 7.1 we have that
‖f‖Hp(·) ≤ C‖f‖Hp(·),qfin
.
To prove the reverse inequality, fix f ∈ Hp(·),qfin . By homogeneity we may assume that
‖f‖Hp(·) = 1; we will show that ‖f‖Hp(·),qfin ≤ C(N, p(·), p0, q, n). Since f has a finite
atomic decomposition, there exists R > 1 such that supp(f) ⊂ B(0, R). By Lemma 7.10,
(7.7) MNf(x) ≤ c‖χB(0,R)‖−1p(·).
Let Ωj = {x : MNf(x) > 2j}; define j′ = j′(f, p(·)) to be the smallest integer such that
for all j > j′, Ωj ⊂ B(0, 4R). By (7.7) it suffices to take j′ to be the largest integer such
that 2j′ < c‖χB(0,R)‖−1p(·).
By Lemma 6.6 we can form the “canonical” decomposition of f in terms of (p(·),∞)
atoms:
f =
∑
j
∑
k
λk,jak,j =
∑
j≤j′
∑
k
λk,jak,j +
∑
j>j′
∑
k
λk,jak,j = h+ ℓ.
We will rewrite the sum h+ ℓ as a finite atomic decomposition in terms of (p(·), q) atoms.
To do so, we will use the finer properties of the atoms ak,j that are implicit in the proof of
Lemma 6.6. First, supp(h), supp(ℓ) ⊂ B(0, 4R). The atoms ak,j are supported in Ωj , so
by our choice of j′, supp(ℓ) ⊂ B(0, 4R). Since supp(f) ⊂ B(0, R), we also have that
supp(h) ⊂ B(0, 4R).
Second, h, ℓ ∈ Lq. Since f has a finite (p(·), q) atomic decomposition it is in Lq; since
q > 1 we also have that MNf ∈ Lq. If we fix x ∈ supp(ℓ), then there exists s > j′ such
that x ∈ Ωs\Ωs+1. By construction (see (6.10)) the sets supp(ak,j) have bounded overlap
and |λk,jak,j| ≤ c2j . Hence,
(7.8)
∑
j>j′
∑
k
|λk,jak,j(x)| =
∑
j′<j≤s
∑
k
|λk,jak,j(x)| ≤ c
∑
j≤s
2j = c2s+1 ≤ cMNf(x).
Thus ℓ ∈ Lq, and so h = f − ℓ ∈ Lq as well.
Third, h, ℓ satisfy the vanishing moment condition for all |α| ≤ ⌊n(1/p0− 1)⌋. Since f
is a finite sum of (p(·), q) atoms, it has vanishing moments for these α. Since supp(ℓ) ⊂
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B(0, 4R), by Ho¨lder’s inequality, ℓ ∈ L1. Moreover, given any monomial xα, by (7.8)∥∥∥∥∑
j>j′
∑
k
|xα||λk,jak,j|
∥∥∥∥
L1
≤ (4R)|α|
∥∥∥∥∑
j>j′
∑
k
|λk,jak,j|
∥∥∥∥
Lq
· |B(0, 4R)|1/q
′
<∞.
Thus the sum on the left-hand side converges absolutely in L1 and so we can exchange
sum and integral to get that ℓ has the same vanishing moments as each ak,j. Finally, since
h = f − ℓ, h also has the same vanishing moments.
Fourth, there exists a constant c such that ch is a (p(·),∞) atom supported on B(0, 4R).
To show this we only need to check the size condition. Fix x ∈ Rn; then by the same
estimates for ak,j we used above,
|h(x)| ≤
∑
j≤j′
∑
k
|λk,jak,j(x)| ≤ c
∑
j≤j′
2j ≤ c2j
′
≤ c‖χB(0,R)‖
−1
p(·),
where the last follows by our choice of j′.
Finally, we show that ℓ can be rewritten as a finite sum of (p(·), q) atoms. Let Fi =
{(j, k) : |j|+ |k| ≤ i} and define the finite sum ℓi by
ℓi =
∑
Fi
λk,jak,j.
Since the sum for ℓ converges absolutely in Lq, we can find i such that ‖ℓ− ℓi‖q is as small
as desired. In particular, we can find i such that ℓ− ℓi is a (p(·), q) atom.
Therefore,
f = c(h/c) + (ℓ− ℓi) +
∑
(j,k)∈Fi
λk,jak,j
is a finite decomposition of f as (p(·), q) atoms. To complete the proof we will use
Lemma 6.6 to get the desired estimate on ‖f‖
H
p(·),q
fin
. Let B˜ = B(0, 4R). By the defi-
nition of the finite atomic norm and Lemma 2.7 (if p− < 1),
‖f‖p−
H
p(·),q
fin
≤
∥∥∥∥ cχB˜‖χB˜‖p−p(·) +
χB˜
‖χB˜‖p(·)
+
∑
(j,k)∈Fi
λk,jχBk,j
‖χBk,j‖p(·)
∥∥∥∥p−
p(·)
≤ cp−+1+
∥∥∥∥ ∑
(j,k)∈Fi
λk,jχBk,j
‖χBk,j‖p(·)
∥∥∥∥p−
p(·)
≤ C+
∥∥∥∥∑
j,k
λk,jχBk,j
‖χBk,j‖p(·)
∥∥∥∥p−
p(·)
≤ C+C‖f‖Hp(·)(Rn) ≤ C.
This completes the proof. 
7.3. Finite atomic decompositions for weighted Hardy spaces. We end this section by
showing that a version of Theorem 7.8 holds for the weighted Hardy spaces. This result
is of interest in its own right, but we give it primarily because we will need it in the next
section to prove the boundedness of singular integrals on Hp(·). For this reason we only
VARIABLE HARDY SPACES 35
prove one particular case; we leave it to the interested reader to prove the more general
result implicit in our work.
Let p(·) ∈ MP0, and let q > 1. Given w ∈ A1, define Hp0,qfin (w) to be the set of all
finite sums of (p(·), q) atoms. By the proof of Lemma 7.3 we have that for q sufficiently
large, Hp(·),qfin (Rn) = H
p0,q
fin (w) as sets. Given f ∈ H
p0,q
fin (w), define a weighted atomic
decomposition norm on Hp0,qfin (w) by
‖f‖Hp0,qfin (w) = inf
{∥∥∥∥ k∑
j=1
λp0j
χBj
‖χBj‖
p0
p(·)
∥∥∥∥1/p0
L1(w)
: f =
k∑
j=1
λjaj
}
,
where the infimum is taken over all decompositions of f as a finite sum of (p(·), q) atoms.
Lemma 7.11. Given p(·) ∈MP0, fix q as in Theorem 7.1 and let w ∈ A1∩L(p(·)/p0)′(Rn).
Then there exists C = C(p(·), p0, [w]A1, ‖w‖(p(·)/p0)′) such that
‖f‖Hp0,qfin (w) ≤ C‖f‖H
p0(w).
Remark 7.12. We note in passing that Lemma 7.11 is not the same as [3, Theorem 6.2]
because the the atoms given there are defined using the weighted Lq-norm, and we cannot
pass between these two types of atoms simply by multiplying by a constant.
Proof. The proof is very similar to the proof of Theorem 7.8; here we sketch the changes
required. Fix f ∈ Hp0,qfin (w); then f ∈ H
p(·),q
fin (R
n), and is supported on a ball B = B(0, R)
for some R > 1. Let B˜ = B(0, 4R). By Lemma 7.10, for x 6∈ B˜, we have MNf(x) ≤
c‖χB‖
−1
p(·).
Assume that ‖f‖Hp0(w) = 1; we will show that ‖f‖Hp0,qfin (w) ≤ C. By the proof of [28,
Chapter 8, Theorem 1] we have that
f =
∑
k,j
λk,jak,j
where {ak,j} are (p(·),∞) atoms supported on balls Bk,j , {λk,j} are non-negative, and
(7.9)
∥∥∥∥∑
k,j
λp0k,j
χBk,j
‖χBk,j‖
p0
p(·)
∥∥∥∥
L1(w)
≤ C‖f‖p0Hp0(w).
(As we noted in Remark 7.7, this is a restatement of the results from [28] to our setting.)
This decomposition is constructed in a fashion very similar to that of Lemma 6.6 and
the atoms and coefficients have much the same properties. Therefore, if we let j′ be the
smallest integer such that 2j′ ≤ ‖χB‖−1p(·) and regroup the sum as
f =
∑
j≤j′
∑
k
λk,jak,j +
∑
j>j′
∑
k
λk,jak,j = h+ ℓ,
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the argument proceeds exactly as before. This allows us to write
f = c(h/c) + (ℓ− ℓi) +
∑
Fi
λk,jak,j,
where h is a (p(·),∞) atom, i is chosen large enough that (ℓ− ℓi) is (p(·), q) atom, and the
sum is a finite sum of (p(·),∞) atoms. Moreover, we have that
‖f‖p0
H
p0,q
fin (w)
≤
∥∥∥∥cp0 χB˜‖χB˜‖p0p(·) +
χB˜
‖χB˜‖
p0
p(·)
+
∑
k,j
λp0k,j
χBk,j
‖χBk,j‖p(·)
∥∥∥∥
L1(w)
≤ C
w(B˜)
‖χB˜‖
p0
p(·)
+
∥∥∥∥∑
k,j
λp0k,jχBk,j
∥∥∥∥
L1(w)
.
By (7.9), since the λk,j are non-negative, the last term is bounded by C‖f‖p0Hp0(w) = C. To
bound the first term, note that by Lemmas 2.1 and 2.3,
w(B˜) =
∫
B˜
w(x)dx ≤ C(p(·), p0)‖χB˜‖p(·)/p0‖w‖(p(·)/p0)′
≤ C(p(·), p0, ‖w‖(p(·)/p0)′)‖χB˜‖
p0
p(·).
Hence, ‖f‖Hp0,qfin (w) ≤ C(p(·), p0, [w]A1, ‖w‖(p(·)/p0)′) and our proof is complete. 
8. BOUNDEDNESS OF OPERATORS ON Hp(·)
In this section we show that convolution type Caldero´n-Zygmund singular integrals with
sufficient regularity are bounded on Hp(·). Our two main techniques are the finite atomic
decomposition from Section 7 and weighted norm inequalities. First we define the class of
singular integrals we are interested in.
Definition 8.1. Let K ∈ S ′. We say Tf = K ∗ f is a convolution-type singular integral
operator with regularity of order k if the distribution K coincides with a function on Rn \
{0} and has the following properties:
(1) Kˆ ∈ L∞;
(2) for all multi-indices 0 ≤ |β| ≤ k + 1 and x 6= 0, |∂βK(x)| ≤ C
|x|n+|β|
.
Singular integrals that satisfy this definition are bounded on Lp, 1 < p < ∞. More im-
portantly, the pointwise smoothness conditions guarantee that they satisfy weighted norm
inequalities. In particular, we have the following weighted Kolmogorov inequality; for a
proof, see [10, 14].
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Lemma 8.2. Let T be a convolution-type singular integral operator as defined above.
Given w ∈ A1 and 0 < p < 1, then for every ball B,∫
B
|Tf(x)|pw(x) dx ≤ C(T, n, p, [w]A1)w(B)
1−p
(∫
Rn
|f(x)|w(x) dx
)p
.
Our main results in this section are the following two theorems.
Theorem 8.3. Given p(·) ∈ MP0 and q > 1 sufficiently large (as in Theorem 7.1), let T
be a singular integral operator that has regularity of order k ≥ ⌊n( 1
p0
− 1)⌋. Then
‖Tf‖p(·) ≤ C(T, p(·), p0, q, n)‖f‖Hp(·).
Theorem 8.4. Given p(·) ∈ MP0 and q > 1 sufficiently large (as in Theorem 7.1), let T
be a singular integral operator that has regularity of order k ≥ ⌊n( 1
p0
− 1)⌋. Then
‖Tf‖Hp(·) ≤ C(T, p(·), p0, q, n)‖f‖Hp(·).
We will prove both theorems as a consequence of a more general result for sublinear
operators.
Theorem 8.5. Given p(·) ∈ MP0 with 0 < p0 < 1, and q > 1 sufficiently large (as in
Theorem 7.1), suppose that T is a sublinear operator that is defined on (p(·), q) atoms.
Then:
(1) If for all w ∈ A1 ∩RH(q/p0)′ and every (p(·), q/p0) atom a(·) with support B,
(8.1) ‖Ta‖Lp0(w) ≤ C(T, p(·), p0, q, n, [w]A1, [w]RH(q/p0)′ )
w(B)1/p0
‖χB‖p(·)
,
then T has a unique, bounded extension T˜ : Hp(·) → Lp(·).
(2) If for all w ∈ A1 ∩RH(q/p0)′ and every (p(·), q/p0) atom a(·) with support B,
(8.2) ‖Ta‖Hp0(w) ≤ C(T, p(·), p0, q, n, [w]A1, [w]RH(q/p0)′ )
w(B)1/p0
‖χB‖p(·)
,
then T has a unique, bounded extension T˜ : Hp(·) → Hp(·).
Remark 8.6. The additional hypothesis that 0 < p0 < 1 is not a real restriction, since by
Lemma 2.12 we may take p0 as small as desired.
Remark 8.7. Note that when p(·) is constant and w ≡ 1, then conditions (8.1) and (8.2)
reduce to showing that T is uniformly bounded on atoms, which is the condition used to
prove singular integrals are bounded on classical Hardy spaces.
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Proof. First suppose that (8.1) holds. Fix f ∈ Hp(·),q/p0fin ; by Theorem 7.1 this set is dense
in Hp(·). Since T is well-defined on the elements of Hp(·),q/p0fin , it will suffice to prove that
(8.3) ‖Tf‖Lp(·) ≤ C(T, p(·), p0, q, n)‖f‖Hp(·).
For in this case by a standard density argument there exists a unique bounded extension T˜
such that T˜ : Hp(·) → Lp(·).
To prove (8.3) we will use the extrapolation argument in Lemma 7.6 to reduce the vari-
able norm estimate to a weighted norm estimate. Arguing as we did in that proof, we have
that
‖Tf‖p0
Lp(·)
≤ sup
∫
|Tf(x)|p0Rg(x)dx,
with the supremum taken over all g ∈ L(p(·)/p0)′ with ‖g‖(p(·)/p0)′ ≤ 1. Suppose for the
moment that we can prove that for all f ∈ Hp(·),q/p0fin ,
(8.4) ‖Tf‖Lp0(Rg) ≤ C(T, p(·), p0, q, n)‖f‖Hp0(Rg).
(In particular, the constant is independent of g.) Then we can continue the argument as in
the proof of Lemma 7.6 to get
‖Tf‖p0Lp0(Rg) ≤ C‖f‖
p0
Hp0(Rg) ≤ C
∫
MNf(x)
p0Rg(x)dx
≤ C‖(MNf)
p0‖p(·)/p0 ‖Rg‖(p(·)/p0)′ ≤ C‖MNf‖
p0
p(·) ≤ C‖f‖
p0
Hp(·)
.
This gives us (8.3).
To complete the proof we will show (8.4). Recall that as sets, Hp0,q/p0fin (Rg) = Hp(·),q/p0fin .
Therefore, let
f =
k∑
j=1
λjaj
be an arbitrary finite decomposition of f in terms of (p(·), q/p0) atoms. Since, 0 < p0 < 1,
by the sublinearity of T , convexity and (8.1),
‖Tf‖p0Lp0(Rg) =
∫
|Tf(x)|p0Rg(x)dx ≤
k∑
j=1
λp0j
∫
Bj
|Taj(x)|
p0Rg(x)dx
≤ C
k∑
j=1
λp0j
Rg(Bj)
‖χBj‖
p0
p(·)
= C
∥∥∥∥ k∑
j=1
λp0j
χBj
‖χBj‖
p0
p(·)
∥∥∥∥
L1(Rg)
.
This is true for any such decomposition of f . Therefore, since Rg ∈ A1 ∩ L(p(·)/p0)
′ by
construction, by Lemma 7.11 we can take the infimum over all such decompositions to get
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‖Tf‖Lp0(Rg) ≤ C‖f‖Hp0(Rg), where C = C(T, p(·), p0, q, n). This proves (8.4) for all
f ∈ Hp(·),q/p0fin .
We now consider the case when condition (8.2) holds. The proof is essentially the same
as before, except instead of proving (8.4), we need to prove that for all f ∈ Hp(·),q/p0fin ,
(8.5) ‖Tf‖Hp0(Rg) ≤ C(T, p(·), p0, q, n)‖f‖Hp0(Rg).
Given this, we can then repeat the extrapolation argument as before. To prove (8.5) we use
the same argument used to prove (8.4), replacing Tf with MΦ,0(Tf) where Φ ∈ S with∫
Φ dx = 1, and using (8.2) instead of (8.1). 
Proof of Theorem 8.3. By Theorem 8.5 it will suffice to show that condition (8.1) holds for
all (p(·), q/p0) atoms and all w ∈ A1 ∩ RH(q/p0)′ .
Fix such an atom a(·) with support B = B(x0, r). Let 2B = B(x0, 2r) and write
‖Ta‖p0Lp0(w) =
∫
|Ta(x)|p0w(x)dx
=
∫
2B
|Ta(x)|p0w(x)dx+
∫
(2B)c
|Ta(x)|p0w(x)dx = I1 + I2.
We first estimate I1. By Lemma 8.2 there exists a constant C = C(T, n, p0, [w]A1) such
that∫
2B
|Ta(x)|p0w(x)dx ≤ Cw(B)1−p0
(∫
Rn
|a(x)|w(x)dx
)p0
≤ Cw(B)1−p0|B|p0
(
−
∫
B
|a|q/p0dx
)1/q (
−
∫
B
w(x)(q/p0)
′
dx
)p0/(q/p0)′
.
Since a(·) is a (p(·), q/p0) atom and w ∈ RH(q/p0)′ , we get that
I1 ≤ C[w]
p0
RH(q/p0)′
w(B)1−p0|B|p0‖χB‖
−p0
Lp(·)
|B|−p0w(B)p0 = C[w]p0RH(q/p0)′
w(B)‖χB‖
−p0
Lp(·)
.
To estimate I2, we start with a pointwise estimate. Let d = ⌊n( 1p0 − 1)⌋. We claim that
there exists a constant C = C(T, n) such that for all x ∈ (2B)c,
(8.6) |Ta(x)| ≤ C |B|
1+ d+1
n
‖χB‖p(·)
·
1
|x− x0|n+d+1
.
To prove this, let Pd be the Taylor polynomial of K of degree d centered at x − x0. By
our definition of d and our assumption on k, d + 1 ≤ k + 1. Therefore, the remainder
|K(x − y)| − Pd(y)| can be estimated by Condition (2) in Definition 8.1. Hence, by the
vanishing moment and size conditions on a(·) and Ho¨lder’s inequality,
|Ta(x)| ≤
∫
|K(x− y)− Pd(y)||a(y)|dy
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≤
C
|x− x0|n+d+1
∫
B(x0,r)
|y − x0|
d+1|a(y)|dy
≤ C
rd+1|B|
|x− x0|n+d+1
−
∫
B
a(y) dy
≤ C
|B|
n+d+1
n |B|−p0/q‖a‖q/p0
|x− x0|n+d+1
≤ C
|B|1+
d+1
n
‖χB‖p(·)
·
1
|x− x0|n+d+1
.
Given (8.6) we have that∫
(2B)c
|Ta(x)|p0w(x)dx ≤ C
|B|p0(
n+d+1
n
)
‖χB‖
p0
p(·)
∫
(2B)c
w(x)
|x− x0|p0(n+d+1)
dx︸ ︷︷ ︸
J
.
To complete the proof we will show that there exists a constant C = C(n, p0) such that
(8.7) J ≤ C [w]A1w(B)
|B|p0(
n+d+1
n
)
.
The proof of this is standard; for the convenience of the reader we sketch the details. Write
(2B)c =
∞⋃
i=1
(2i+1B\2iB);
then for x ∈ 2i+1B\2iB, we have |x − x0| ≃ 2ir ≃ 2i|B|1/n. Since w ∈ A1 and
p0(n+ d+ 1) > n, we can estimate as follows:
J =
∞∑
i=1
∫
2i+1B\2iB
w(x)
|x− x0|p0(n+d+1)
dx
≤
C
|B|p0(
n+d+1
n
)
∞∑
i=1
1
2ip0(n+d+1)
∫
2i+1B\2iB
w(x)dx
=
C
|B|p0(
n+d+1
n
)
∞∑
i=1
2n(i+1)|B|
2ip0(n+d+1)
−
∫
2i+1B
w(x)dx
≤
C2n[w]A1
|B|p0(
n+d+1
n
)
∞∑
i=1
1
2ip0(n+d+1)−in
(
|B| ess inf
x∈B
w(x)
)
=
C[w]A1w(B)
|B|p0(
n+d+1
n
)
.
This gives us (8.7) and so completes the proof. 
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Proof of Theorem 8.4. Our argument is similar to the proof of Theorem 8.3. By Theo-
rem 8.5 it will suffice to show that condition (8.2) holds for an arbitrary (p(·), q/p0) atom
a(·) with support B = B(x0, r), and all w ∈ A1 ∩ RH(q/p0)′ . Fix Φ ∈ S with
∫
Φ = 1;
then we can estimate ‖Ta‖Hp0 (w) as follows:
‖Ta‖p0Hp0(w) .
∫
2B
MΦ,0(Ta)(x)
p0w(x)dx+
∫
(2B)c
MΦ,0(Ta)(x)
p0w(x)dx = J1 + J2.
To estimate the J1 we first use the fact that MΦ,0(Ta) ≤ cM(Ta). Moreover, we have
that since w ∈ A1, the Hardy-Littlewood maximal operator also satisfies Kolmogorov’s
inequality (see [10, 14]):
J1 ≤ Cw(2B)
1−p0
( ∫
Rn
|Ta(x)|w(x)dx︸ ︷︷ ︸
L
)p0
.
To get the desired estimate for J1 it will suffice to show that
L =
∫
Rn
|Ta(x)|w(x)dx ≤
w(B)
‖χB‖p(·)
.
To prove this, we again split the integral:
L =
∫
2B
|Ta(x)|w(x)dx+
∫
(2B)c
|Ta(x)|w(x)dx = L1 + L2.
To estimate L1 we apply Ho¨lder’s inequality, the boundedness of T on Lq/p0 , and the fact
that w ∈ RH(q/po)′ to get
L1 =
∫
2B
|Ta(x)|w(x)dx ≤
(∫
2B
|Ta(x)|q/p0dx
)p0/q (∫
2B
w(x)(q/p0)
′
dx
)1/(q/p0)′
≤ ‖a‖Lq/p0 ·|2B|
1/(q/p0)′
(
−
∫
2B
w(x)(q/p0)
′
dx
)1/(q/p0)′
≤ C(n, [w]A1, [w]RH(q/p0)′ )
w(B)
‖χB‖p(·)
.
To estimate L2 we repeat the argument we used to estimate I2 in the proof of Theorem 8.3,
replacing the exponent p0 by 1. Then using the pointwise estimate for Ta and the decom-
position argument, we have that
L2 ≤ C
|B|
n+d+1
n
‖χB‖p(·)
(∫
(2B)c
w(x)
|x− x0|n+d+1
dx
)
≤ C
|B|
n+d+1
n
‖χB‖p(·)
·
w(B)[w]A1
|B|
n+d+1
n
·
(
∞∑
i=0
2ni
2i(n+d+1)
)
≤ C
w(B)
‖χB‖p(·)
.
To estimate J2, we will prove a pointwise bound for MΦ,0(Taj)(x) for x ∈ (2Bj)c
similar to (8.6). Define K(t) = K ∗ Φt; then K(t) satisfies condition (3) of Definition 8.1
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uniformly for all t > 0. Moreover, for x ∈ (2B)c, the integral for K ∗ a(x) converges
absolutely, so |Φt ∗ (K ∗ a)(x)| = |K(t) ∗ a(x)|.
Again let d = ⌊n( 1
p0
− 1)⌋ and fix t > 0. If Pd is the Taylor polynomial of K(t) centered
at x− x0, we can argue exactly as we did to prove (8.6) to get
|K(t) ∗ a(x)| =
∣∣∣∣
∫
[K(t)(x− y)− Pd(y)]a(y) dy
∣∣∣∣
≤
C
|x− x0|n+d+1
∫
B(x0,r)
|y − x0|
d+1|a(y)|dy
≤ C
|B|
n+d+1
n |B|−p0/q
|x− x0|n+d+1
‖a‖Lq/p0
≤ C
|B|1+
d+1
n
‖χB‖p(·)
1
|x− x0|n+d+1
.
The final constant is independent of t, an so we can take the supremum over all t to
MΦ,0(Ta)(x) ≤ C
|B|1+
d+1
n
‖χB‖p(·)
1
|x− x0|n+d+1
.
Then arguing as we did before, by (8.7) we have that J2 ≤ w(B)/‖χB‖p0p(·). This completes
the proof. 
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