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Sampling theory is one of the most important mathematical techniques used in
many branches of science and engineering [85, 148, 56, 6]. One of the fundamen-
tal results in sampling theory states that any signal f with bandwidth σ can be





sin σ(· − tk)
σ(· − tk)
,
where the series converges absolutely and uniformly on any finite interval ofR. This
result is called the Whittaker-Kotel’nikov-Shannon sampling theorem [142, 74, 113]
or the WKS sampling theorem for short. Traditionally it was also called Shannon’s
sampling theorem.
In its application, the WKS sampling theorem uses infinite number of terms
to exactly reconstruct a band-limited signal from its sampled values. However, in
practice only a finite number of terms can be used, and the truncation error of
WKS sampling formula is substantial due to the slow decay of the sinc function.
Therefore, it is expected that a modification of the sinc function will yield a better
convergence rate of the WKS sampling formula. Many particular regulators have
been considered [53, 64, 28, 47, 23, 139]. For example, the Gaussian regularized
sampling formula has been used in computation and was found to be very accurate
and robust for resolving various challenging applied problems.
The importance of sampling theory is growing because of the trend to replace
analog signals by digital ones, typically in the area of communications including, in
vi
particular, the web, video, television, photography, multi-media, medical imaging,
etc. A referee report for [104] stated that the regularized WKS sampling series
“might contribute significantly to the IEEE community, since it provides rigorous
means for obtaining desired accuracy of the sampling.” It is therefore reasonable to
expect that in the future the regularized WKS theorem will have more applications
in science and engineering.
The contribution of this thesis is to provide a general analysis for the regu-
larization operator. The common regulators used in applications become special
examples under this setting. These results explain why the Gaussian regularized
WKS sampling series exceeds in accuracy those using other convergence factors.
Moreover, in the case of the Gaussian we show how to achieve any desired accuracy.
The thesis consists of nine chapters. Chapter 1 contains a background of
sampling theory, where the main results in this area are introduced and some proofs
are provided. Chapter 2 provides approximation properties of the regularization
operator. Its connection with optimal estimation is investigated in Chapter 3. In
Chapter 4 we specialize the results of Chapter 3 to the Gaussian regulator and
obtain more information about this case. All of these results are generalized to
higher dimension in Chapter 5. Chapters 6 to 8 report on the computational results
which we obtained using a regularization collocation algorithm for the numerical
solutions of some nonlinear partial differential equations. The existence, uniqueness
and error estimate for the numerical solution of the Poisson equation on the square













, 1 ≤ p <∞
ess sup{|f(x)| : x ∈ I}, p =∞
VI(f) Total variation of f on I
w(f ; h) sup{|f(x)− f(y)| : |x− y| ≤ h}
det Σ Determinant of a square matrix Σ
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Sampling theory deals with the problem of reconstruction of a function from its
values on a countable (finite or infinite) set of points in its domain. It has signifi-
cant and wide consequences in many branches of mathematics [6, 18, 56], such as
boundary-value problems, special functions, frames and wavelets [148], numerical
analysis [82, 120], stochastic process [78], and in science and engineering such as op-
toelectronics [105], radar systems [107], medical tomography [112], optics and linear
prediction [84, 85], signal analysis [57], image processing [111], mobile communi-
cation [27], digital disc technology [4], video compression, seismology, magnetic
resonance image reconstruction and reconstruction of stationary process, [25, 86],
among many others. Additional sources of information on this subject can be found
in the survey papers and the monographs [55, 68, 69, 130] as well as the references
therein.
Let us describe the context in which we work. We let R be the set of all real
numbers, R+ be the set of nonnegative real numbers and R0+ be the set of positive
real numbers. We begin with an interval I ⊆ R and let L2(I) denote the Hilbert
1
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space of all square integrable complex-valued functions (in the sense of Lebesgue)






‖f‖22,I := (f, f)I.
When I = R, we drop the subscript I on the inner product and norm.
Every function f ∈ L2(R) has a Fourier transform in L2(R) which we shall
denote by fˆ . We let σ be a prescribed positive number and set Iσ := [−σ, σ]. A
signal, that is, a function f in L2(R), is said to be band-limited with bandwidth σ
provided we have for all w /∈ Iσ that fˆ(w) = 0. We denote the set of such functions
by
Bσ := {f ∈ L2(R) : fˆ(w) = 0, w /∈ Iσ}.
A well-known and important result of Paley and Wiener [99] states that f ∈ Bσ
if and only if f ∈ L2(R) and f is a entire function of exponential type σ, see for
example [8, p. 103]. Recall that an entire function g is of exponential type σ if for
any  > 0 there is a positive constant c such that for all complex numbers z ∈ C,
|g(z)| ≤ ceσ(|z|+).
In our context, the fundamental result in sampling theory states that any
f ∈ Bσ can be reconstructed from its sampled values f(tk) where tk := kpiσ , k ∈ Z.
Here we use Z for the set of all integers; later we shall use N for the set of positive
integers and Z+ for the set of nonnegative integers.
The following remarkable fact holds.





sin σ(· − tk)
σ(· − tk)
, (1.1)
where the series converges absolutely and uniformly on any finite interval of R.
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This result was first proved by Whittaker [142] in 1915. Many years later
in 1933 it was shown to have profound significance in engineering by Kotel’nikov
[74] and then by Shannon in information theory [113] in 1949. For these reasons,
it is now generally referred to as the Whittaker-Kotel’nikov-Shannon sampling
theorem or briefly the WKS sampling theorem. This terminology is not universally
followed. Indeed, in many references it is also referred to as the Whittaker-Shannon-
Kotel’nikov (WSK) sampling theorem, or even just the Shannon sampling theorem.
Without lose of generality (by scaling the independent arguments of the func-
tion), we may assume in what follows that f ∈ Bpi, and for convenience we denote











pix , x ∈ R \ {0},
1, x = 0.
The space B is a closed subspace of L2(R) and as such is a reproducing kernel
Hilbert space, [13]. That is, the linear functional which assigns to each f ∈ B its
value at t ∈ R is continuous on B. Moreover, the reproducing kernel K for B is
given for all t, s ∈ R by the equation
K(t, s) := sinc(t− s).
From the definition of a reproducing kernel, we know for any f ∈ B and t ∈ R that
f(t) = (K(t, ·), f).
The practical use of the WKS sampling theorem is limited by the fact that
only a finite number of samples are available to reconstruct a signal. Typically, to
handle this problem the WKS series is truncated so that only a finite window of
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sample values are present in the series. This leads to a truncation error which is
significantly influenced by the fact that the sinc function decays slowly.
To overcome this difficulty, one multiplies the sinc function by a prescribed





f(k)sinc(· − k)φ(· − k), (1.2)










φ(x), x ∈ Im,
0, x /∈ Im.
The study and application of the operator T already appears in the literature,
see for example [23, 28, 47, 53, 64, 77] and the reference therein. In this thesis, we
are led to derive error bounds which are distinct from those developed by others.
This distinction will be explained in detail later. We also examine the practical use
of the operator T in the numerical solutions of partial differential equations. In
this regard the specific choice of φ as a Gaussian function has been found to yield
a very accurate and robust method for the numerical solution of partial differential
equation (PDE), see for example [135, 137].
Many scientific and engineering problems are formulated as the solution of
partial differential equations, and there are many algorithms for their solution.
The purpose of this thesis is to study the mathematical basis for the approximation
of a function f by the operator (1.3), and in the case of the Gaussian to further
experiment with its use for the numerical solution of partial differential equations.
The contribution of this thesis is two-fold. First, we provide rigorous error
bounds for approximation in the operator (1.3) for various choices of φ with special
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attention to the case of the Gaussian. We do this in various norms and under
various hypotheses about the target function f . Critical to our point of view is the
fact that typically in our analysis f is assumed to be band-limited. However, special
care must be given to the range of the bandwidth to achieve excellent convergence
results.
This point of view is different from that found in the literature, where con-
vergence is measured by the sample rate for smooth functions. In our case the
convergence is measured, at least in the Gaussian case, by a balance of various
parameters, which include the spread (variance) of the Gaussian, the bandwidth
of f and the truncation level. In fact, if we specialize error bounds available in
the literature to the class of functions we considered, our error estimates are far
superior. Indeed, typically the target function is only assumed to be in a Sobolev
class, see for example [37, 70, 80].
Although the condition that f is band-limited is usually not available for solu-
tions of many PDE’s arising in science and engineering, our analysis does provide
insight in the application of the approximation potential of the operator (1.3).
Moreover, for the standard hypotheses on f found in the literature, that is, having
a certain number of smooth derivatives (Sobolev spaces), as is usually the case for
the solution of PDE’s, there already exists a large literature which provides error
bound of the type required for the numerical analysis associated with the use of
operator (1.3), see for example [124, 128].
The second contribution of the thesis is the implementation of the use of the
operator (1.3) corresponding to Gaussian, typically by a collocation scheme for
the numerical solutions of various partial differential equations, including Burg-
ers’ equation, the sine-Gorden equation, the Korteweg-de Vries (KdV) equation as
well as the one dimensional Schro¨dinger equation with a non-polynomial oscillator
(NPO) potential.
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We also consider in our numerical simulations variations of the operator (1.3).
They consist of replacing the sinc function appearing in (1.3) by the Dirichlet kernel
defined at a prescribed positive constant c and t ∈ R by the formula
Dc(t) :=
sin pit
c sin(pit/c) . (1.4)
This definition is consistent with the terminology used in [133, 134], however, it
differs from the standard notation for the Dirichlet kernel used in the study of
Fourier series, see for example [34, p. 38]. Similarly, we consider the modified





The engineering motivation for choosing these kernels, namely, the sinc func-
tion, the Dirichlet kernel and the modified Dirichlet kernel as a so-called “delta”
function is given by A/P Wei Guowei in [134, 136]. In standard mathematical ter-
minology they lead to a family of approximate identities under convolution. Wei
refers to them as discrete singular convolution (DSC).
When the kernel functions (1.4) and (1.5) replace sinc in the operator (1.3), we
do not provide the error estimation but just use them for the numerical solutions
of the aforementioned equations.
For the sake of comparison, we also numerically solve some of these equations
by the discrete Fourier transform spectral method as well as a finite difference
method. We report on the relative numerical performance of these methods.
Finally, we provide a numerical analysis of the use of operator (1.3) in a col-
location scheme for the numerical solution of a Laplace’s equation on a square.
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1.2 Preliminaries
In the rest of this chapter we collect basic concepts, notations and results that
either are used in our subsequent analysis or motivate our direction of research.
We begin with the Fourier transform which will be an essential tool for us. The
Fourier transform has its origin early in the nineteenth century in the work of
Joseph Fourier [45] in his study of the approximation of a periodic function by
trigonometric series, now called Fourier series.
For any interval I ⊆ R we let Lp(I), 1 ≤ p ≤ ∞, be the space of complex-valued









, 1 ≤ p <∞
ess sup{|f(x)| : x ∈ I}, p =∞
is finite. When I = R we denote this norm as ‖f‖p.






We also denote it by Ff and observe that F is a contraction from L1(R) to L∞(R).
We let C(I) be the space of complex-valued continuous functions on I with
the maximum norm ‖ · ‖∞,I. The subspace of functions in C(R) which tends to
zero at infinity is denoted by C0(R). By Cc(R) we denote the subspace of C0(R)
consisting of all functions which vanish outside of some finite subinterval of R. We
use UC(R) for the space of functions which are uniformly continuous and bounded
on R. Therefore, for any function f ∈ L1(R), we have that fˆ ∈ UC(R) ∩ C0(R),
see for example [34, p. 25]. The second inclusion here is often called the Riemann-
Lebesgue lemma .
We note some useful examples of Fourier transforms.
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Example 1.2.2 If f(t) = e−at, t ∈ R where a is a positive constant then fˆ(w) =
2a
a2+w2 , w ∈ R.
Example 1.2.3 (Gaussian function) If f(t) = e−at2 , t ∈ R where a is a positive
constant then fˆ(w) = (pi/a)1/2e−w2/4a2 , w ∈ R.
Example 1.2.4 If f = 12χ[−pi,pi], where generally we use χI for the characteristic
function of some subinterval I of R, then fˆ = sinc.
We shall make heavy use of the L2(R) theory of the Fourier transform. Let
us recall the method by which it is defined. First, it is shown that F is a bounded
linear operator on L1(R) ∩ L2(R) with range in L2(R), see for example [19, pp.
208-209] or [34, pp. 32-34]. Since L1(R) ∩ L2(R) is dense in L2(R), F can be
extended to L2(R). Specifically, if f ∈ L2(R), then fχIn , n ∈ N (the set of natural
numbers) are in L1(R) ∩ L2(R), and it is easy to see that {f̂χIn : n ∈ N} is a
Cauchy sequence in L2(R). This fact leads to the following definition.
Definition 1.2.5 The Fourier transform fˆ of a function f ∈ L2(R) is defined as
the limit of the Cauchy sequence {f̂χIn : n ∈ N} in L2(R).
Let us review some standard properties of Fourier transform. For their proofs
one may see, for example, [19, pp. 190–211] or [34, pp. 23–36].
A main result for the L1(R) theory of Fourier transform is the following in-
version theorem.
Theorem 1.2.6 If f and fˆ are in L1(R) then f(t) = 12pi (̂fˆ)(−t) at every point
t ∈ R where f is continuous.
The inversion theorem of Fourier transform in L2(R) theory is simpler than
this result. Indeed, we have the following powerful fact.
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Theorem 1.2.7 For every g ∈ L2(R), there is one and only one f ∈ L2(R) such
that fˆ = g and f(t) = 12pi (̂fˆ)(−t), a.e. t ∈ R.
The algebra of the Fourier transform relative to the operations of translation,
differentiation and convolution is the basis for its usefulness. To this end, we recall
that the convolution of two functions f , g ∈ L1(R) is the function defined to be




This function is on L1(R). Indeed, we have that
‖f ? g‖1 ≤ ‖f‖1‖g‖1,
which is a special case of Young’s inequality
‖f ? g‖r ≤ ‖f‖p‖g‖q
valid for f ∈ Lp(R) and g ∈ Lq(R), where p, q, r ∈ [1,∞] and 1/r = 1/p+1/q− 1,
see for example [71, pp. 281–282]. The convolution theorem states for f, g ∈ L1(R)
that
f̂ ? g = fˆ gˆ,
which is also valid for f , g ∈ L2(R) provided at least one the functions, f or g, is
in L1(R). For the derivative operator D, we have for any w ∈ R the useful fact
that
(̂Df)(w) = −iwfˆ(w)
whenever f and f ′ are in L1(R). It is also valid almost everywhere when f and f ′
are both in L2(R). Translation by a number a ∈ R provides the formula
̂f(· − a)(w) = eiawfˆ(w),
valid for any f ∈ L2(R), a.e. w ∈ R. Moreover, we have the important Parseval
identity which states for f, g ∈ L2(R) that
(f, g) = 1
2pi (fˆ , gˆ). (1.6)
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which holds for f ∈ L2(R), a fact we shall make continued use of later.
We now turn our attention to the description of the Poisson summation for-
mula which relates the sum of the values of a function f on Z to those of fˆ on
2piZ. To this end, we recall that a function f is said to have bounded variation on a
subset I of R, if there exists a positive constant c such that for all x1, x2, . . . , xn ∈ I
with x1 < x2 < · · · < xn, there holds
|f(x1)− f(x2)|+ |f(x2)− f(x3)|+ · · ·+ |f(xn−1)− f(xn)| ≤ c. (1.7)
When this is the case, we denote the least value of c in (1.7) by VI(f), which is call
the total variation of f on I. The function f is said to be absolutely continuous if for
some g ∈ L1(R) and constant c it follows for all t ∈ R that f(t) =
∫ t
−∞ g(u)du+ c.
If f is absolutely continuous on an interval I then it is of bounded variation on I,
see [106, p. 90]. We let BV (R) be the space of all functions on R with bounded
variation and AC(R) the space of all absolutely continuous functions on R.
For later use, we need the following facts regarding the Poisson summation
formula. For further details and complete proofs of the result below, see [9] for (1),
[34, pp. 45–47] for (2), (7), [22] for (3), (4), (5), [71, pp. 428–432] for (6) and finally
(7) can be found in the paper [37].
Theorem 1.2.8 (Poisson summation formula) If f be a measurable function sat-
isfying any one of the following conditions:
(1) f ∈ BV (R) ∩ C0(R) and
∫
R f(x)dx is convergent,
(2) f ∈ BV (R) ∩ Cc(R),
(3) f ∈ L1(R) ∩ AC(R),
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(4) f ∈ L1(R) ∩ UC(R) and fˆ ∈ L1(R) ∩ AC(R),
(5) f ∈ L1(R) ∩BV (R),
(6) f ∈ L1(R) and f satisfies the condition that there are positive constants c
and δ ∈ (0, 1) such that
|f(x)− f(y)| ≤ c|x− y|
1 + x2
whenever |x− y| ≤ δ, x, y ∈ R,









For later use we recall some critical inequalities. The first is the Abel inequality,
whose proof follows by summation by parts, see for example [94, pp. 32–33].
Lemma 1.2.9 If {bn : n ∈ N} is a decreasing sequence of positive numbers and





where A := max{|si| : i ∈ Nn} and si :=
∑
j∈Ni aj, i ∈ Nn. Here we use the
notation Nn := {1, 2, . . . , n}.
The next inequality which we require is the Titchmarsh inequality, which is
often referred to as Hausdorff-Young inequality, see [19, pp. 211, 229].
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For the definition of the Fourier transform for f ∈ Lp(R), 1 < p < 2, and for
the proof of the Titchmarsh inequality we refer the reader to [19, pp. 208–211].
The final inequality which we shall use is the Ho¨lder inequality. It can be
found, for example, in [51, pp. 21–26].
Lemma 1.2.11 If 1/p+ 1/q = 1 with p, q ∈ [1,∞] and I ⊆ R then
|(f, g)I| ≤ ‖f‖p,I‖g‖q,I,
where equality holds for f, g not zero almost everywhere if and only if there is a
constant c such that |g| = c|f |p−1.
The special case p = q = 2 is called the Cauchy-Schwartz inequality.
1.3 Schoenberg operator
Our next goal is to describe some basic principles concerning the approximation
by an operator of the type (1.2). To this end, we find the following terminology
conveniently descriptive.
Definition 1.3.1 (Sampling Operator) Let h ∈ R0+ and define Sh : C(R)→ C(R)









We refer Sh as sampling operator because it uses the values f on hZ. When




f(kh)sinc(h−1 · −k). (1.9)
We will discuss it in detail later.
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When φ ∈ Cc(R), we call (1.8) the Schoenberg Operator because of the work of
I. J. Schoenberg on spline functions, [110]. This hypothesis on φ naturally arises in
his work on spline functions (see the definition of B-spline given later). However, it
is not an appropriate one for our investigation of the operator (1.2). Nevertheless,
it is instructive to review some basic results about approximation by a Schoenberg
operator. For this purpose, we shall let Zn := Nn ∪ {0}, pin be the space of
polynomials of degree not exceeding n and denote for any h ∈ R0+ the modulus of
continuity of a function f defined on R by w(f ; h) := sup{|f(x)− f(y)| : |x− y| ≤





(when the series converges everywhere on R). If φ ∈ Cc(R) then φ0 is a one-
periodic function in C(R). We like to denote the interval unit [0, 1] by U. Thus,
when φ ∈ Cc(R) we have that
‖φ0‖∞,U <∞.
Theorem 1.3.2 If φ ∈ Cc(R) and n ∈ Z+ then there exists a positive constant c
such that for all f with f (n) ∈ C(R) and h ∈ R0+ there holds the inequality
‖Shf − f‖∞ ≤ chnw(f (n), h) (1.10)




p(j)φ(· − j). (1.11)
Proof. If (1.10) holds, we choose p ∈ pin and let f = p in (1.10) to conclude
that (1.11) holds. For the converse, we choose f such that f (n) ∈ C(R) and assume
ρ ∈ R0+ is chosen so that φ(x) = 0 for x /∈ Iρ. The Taylor expansion with remainder










(nh− t)n−1[f (n)(t)− f (n)(x)]dt.
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j| ≤ 1n! (ρh)
nw(f (n); ρh)
≤ 1n!ρ
n(1 + ρ)hnw(f (n); h). (1.12)
However, by (1.11) for k ∈ Nn we have that
∑
j∈Z
(j − ·)kφ(· − j) = 0. (1.13)





















Using equation (1.13), we can further simplify the above equation to yield for












φ(xh − k). (1.14)




There is a useful condition on φˆ which is equivalent to equation (1.11). Let us
recall this interesting fact.




p(j)φ(· − j), (1.15)
if and only if
φˆ(l)(2pik) = δ0lδ0k, k ∈ Z, l ∈ Nn. (1.16)
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Proof. Let D be the derivative operator. We choose x ∈ R and define the function
ϕx := pφ(x− ·), so that ϕˆx = eix·(p(−iD + x)φˆ)(−·).
Since ϕx ∈ Cc(R)∩BV (R), it satisfies hypothesis (2) of Theorem 1.2.8. There-






e−2kpixi(p(−iD + x)φˆ)(2kpi). (1.17)
When (1.16) holds, (1.15) follows from (1.17). On the other hand, if (1.15)
holds, then from (1.16) and (1.17) we have for every p ∈ pin that the following




e−2kpixi(p(−iD + x)φˆ)(2kpi). (1.18)
We define for x ∈ [0, 1] that




Choosing p = 1 in (1.18) gives g = 0 on [0, 1]. Thus, the coefficients of the Fourier
expansion of function g on [0, 1] are all zeroes, that is,
φˆ(0) = 1, φˆ(2kpi) = 0, k ∈ Z \ {0}.
Therefore, (1.18) simplifies to the formula
∑
k∈Z
e2kpixi(p(−iD)φˆ)(2kpi) = 0, x ∈ R. (1.19)
Next, we choose l ∈ Nn and then, in (1.19), let p be the polynomial defined as
p(x) := xl, x ∈ R. In so doing, we obtain that
φˆ(l)(2kpi) = 0, k ∈ Z, l ∈ Nn
which completes the proof.
As the proof of the above result only requires an application of the Poisson
summation formula to the function ϕx defined above in the proof, it will be valid
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under weaker conditions on φ than required in Theorem 1.3.3 . It is possible even
to use the distributional theory of Fourier transform to prove analogous results for
a function φ that is bounded by a polynomial at infinity. This case is valuable
for the study of radial basis approximation, see for example [62, 63]. We shall not
require such improvements here, although they are important.
Theorem 1.3.3 can be traced back to Schoenberg [110, 109]. It was significantly
improved upon by Strang and Fix and popularized by them as a useful tool in the
Finite Element Method [124]. Subsequently it was used in the multivariate case by
Dahmen and Micchelli in their studies of multivariate splines [37] and is now an
indispensable tool in multivariate approximation.
A simpler case of Theorem 1.3.2 is
Corollary 1.3.4 If φ ∈ Cc(R) and
∑
j∈Z φ(· − j) = 1 then there is a positive
constant c ∈ R0+ such that for all f ∈ C(R) and h ∈ R0+,
‖Shf − f‖∞ ≤ cw(f, h).
One important example of a function φ which satisfies the hypothesis of Corol-
lary 1.3.4 is the B-Spline [90, 110] defined by the equation
Mn := χU ∗ · · · ∗ χU︸ ︷︷ ︸
n+1
.
Note that Mn does not satisfy (1.16) in Theorem 1.3.3 unless n = 1. However,
it does satisfy the hypothesis of Corollary 1.3.4. To verify this fact, we recall that
the B-spline has the following essential property, which justifies its name, B for
Basis (or even Basic).
Lemma 1.3.5 If n ∈ N and f be a function defined on R which satisfies the
conditions
(1) f ∈ Cn−1(R),
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(2) f |(j,j+1) ∈ pin, j ∈ Z,





In [110], I. J. Schoenberg calls a function satisfying the conditions of this lemma
a cardinal spline. As a special case we note the fact that the integer translates of




Mn(· − j) = 1.
Proof. This well-known fact can be proved in several ways. For example, we do
it by induction on n. When n = 0, it is trivial. Let us now assume it is valid up to
n− 1. Since we have the equation
Mn =Mn−1 −Mn−1(· − 1),
there is some constant c such that
∑
j∈Z
Mn(· − j) = c.















from which finishes the proof.
One can also prove Lemma 1.3.6 by using the Poisson summation formula and
the fact that Mˆn(2pij) = δj, j ∈ Z.
We remark that the B-spline is symmetric about the midpoint of its interval
of support, (0, n+ 1). If we shift the independent argument of the B-spline to the
midpoint of this interval, the resulting function is called the centered-B-spline. It
satisfies the hypotheses of Theorem 1.3.2 for n = 2, thereby improving the error
estimate (1.10) by one power of h.
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1.4 Cardinal operator
Now, we present some basic facts about the approximation and sampling properties
of the cardinal operator (1.9). To this end, we motivate our discussion by recalling
the following Cauchy cardinal series theorem [31]. To state it, we use the notation
Qm := Im ∩ Z.
Theorem 1.4.1 If m ∈ Z+, n = 2m+1, f is the trigonometric polynomial defined





















and for k ∈ Zn−1, let zk := e2kpii/n; consequently, we have that
P (zk) = e(n−1)kpii/nf(k/n).
From the Lagrange interpolation theorem [125, pp. 329–332], the polynomial P







, z ∈ C,
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Since znj = 1 for j ∈ Zn−1, we observe for all z ∈ C that λ(z) = zn − 1 and for any
k ∈ Zn−1 that λ′(zk) = nz−1k . So, we have that











e2npii(t− kn ) − 1






n sin pi(t− kn)
.
The function f in Theorem 1.4.1 is not in L2(R), hence it is not a signal as
defined earlier. However, as its “frequency content is limited”, being a trigono-
metric polynomial, it can be thought of as a one-periodic, m-band-limited signal.
Therefore, in this sense, the above result is a sampling theorem.
Since the coefficients {ck : k ∈ Qm} in (1.20) are given as Fourier coefficients
of f , namely ck =
∫ 1
0 f(t)e











where Dn is the Dirichlet kernel (1.4) with c := n. Therefore, Theorem 1.4.1 shows
that the above continuous convolution equals to its discrete form, that is, for all








Cauchy’s cardinal series theorem profoundly influenced the work of Borel,
Hadamard and de la Valle´e Poussin on sampling theory during the period 1898-
1908, see [5, 18] and the references therein. We describe some aspects of this
activity which are related to our investigation.
We let I be any finite interval and I0 be its interior. In 1908 de la Valle´e Poussin
[102] studied the cardinal operator on functions that have compact support on some
interval I. In our notation, de la Valle´e Poussin proved the following result.
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Theorem 1.4.2 Let f be bounded and Riemann integrable on I.
(i) If for some x ∈ I0, f possesses a finite derivative at that x, or is continuous
at x and of bounded variation in interval x + I for some  ∈ R0+ then
lim
h→0
(Chf)(x) = f(x). (1.21)
(ii) If f ∈ UC(I) ∩BV (I) and J is a closed interval such that J ⊂ I0 then
lim
h→0
‖Chf − f‖∞,J = 0.
Proof. The proof of this result is based on the Riemann localization principle for
Fourier series. We set V := R \ {x + I}, for x ∈ R,  ∈ R0+ and f bounded and





f(nh)sinc(h−1x− n) = 0. (1.22)











































From this fact de la Valle´e Poussin proved the theorem, see [102, pp. 340–343] for
further details.
Theorem 1.4.2 can be found in [18] expressed in different terms. Moreover,
with stronger hypotheses on f , one can even estimate the convergence rate for the
sampling series, see for example [20, 119, 122, 123].
De la Valle´e Poussin’s work provides a reconstruction of a function from its
sample values on hZ. Specifically, he investigated sampling expansions of duration-
limited function f , that is, a function of compact support. More topics on sampling
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expansions of duration limited function can be found in [24]. We will discuss further
the approximation for such functions in Section 2.6.
Recall that the continuity of a periodic function is insufficient for convergence
of its Fourier series, see for example [34, pp. 43–44 ]. Indeed, Theorem 1.4.2 is of
that character. However, Feje´r observed that the average of the Fourier series of
a function f converges uniformly to f when f is merely continuous, see [19, pp.
42-43]. Motivated by this fact, in 1919 M. Theis [127] replaced the function sinc
in (1.9) by its square and obtained a sampling result, which is analogous to Feje´r’s
method of summation of Fourier series.
These facts lead to the following general result from [18, 21, 57] (stated there
in a slightly different form) regarding the pointwise convergence of the operator
(1.8). As its proof was not provided in [18, 57] and [21] is not available to us, we
present a proof which is inspired by the proof of Theorem 1.3.2.
Theorem 1.4.3 Let φ be a function bounded on R for which
∑
k∈Z |φ(· − k)| con-
verge uniformly on U. For every x ∈ R and any function f , bounded on R, and




if and only if for u ∈ U
∑
k∈Z
φ(u− k) = 1. (1.24)
Moreover, if in addition, φ satisfies condition (1.24) then both of the following facts
hold:
(i) For f ∈ UC(R) then
lim
h→0
‖Shf − f‖∞ = 0 (1.25)
CHAPTER 1. BACKGROUND 22
(ii) For f ∈ C(I), where I is a compact interval such that f vanishes on R \ I
and J is a closed subinterval of I0 then
lim
h→0
‖Shf − f‖∞,J = 0. (1.26)





If (1.23) holds, we choose f = 1 in (1.23) to conclude that (1.24) holds. For the
converse, we let c := sup{
∑
k∈Z |φ(u− k)| : u ∈ U
0}, V := R \ {x+ Iδ} and choose
any  ∈ R0+. Since f is continuous at x, there is a δ ∈ R0+, such that for |x−kh| ≤ δ










)∣∣∣∣∣ ≤ /2. (1.27)
On the other hand, there is a positive integer n such that for all u ∈ U0,
∑
|k|>n
|φ(u− k)| ≤ 
4‖f‖∞
. (1.28)
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Therefore, from (1.30), (1.27) and (1.29) we have the estimate
|(Shf)(x)− f(x)| ≤ .
and the pointwise convergence (1.23) follows.
If f satisfies either of the conditions (i) or (ii) and φ satisfies (1.24), the
estimates in (1.27) and (1.29) above are valid uniformly for x ∈ R, or x ∈ J,
respectively. Thus, we have established the uniform convergence result (1.25) and
(1.26).
As an application of Theorem 1.4.3, we obtain sampling theorem of M. Theis
[127].




Furthermore, if f ∈ C(I), where I is a bounded subinterval of R such that f vanishes
on R \ I, then the convergence is uniform on each closed subinterval J ⊂ I0.
Proof. We calculate for w ∈ R that
φˆ(w) = (1− |w|/2pi)χI2pi(w),
and further observe for k ∈ Z that
φˆ(2kpi) = δk. (1.31)
Since φ satisfies the hypothesis (7) in Theorem 1.2.8, we can apply the Poisson




φ(· − k) = 1.
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It is also obvious that
∑
k∈Z |φ(· − k)| =
∑
k∈Z φ(· − k) and the series converge
uniformly on U. Therefore, since φ satisfies the hypothesis of Theorem 1.4.3, the
result is proved.
Along a different direction, J. M. Whittaker [143] in 1927 generalized de la
Valle´e Poussin’s result to the case that f does not necessarily have compact support.
His result is presented in the next theorem.
Theorem 1.4.5 Let f be bounded and Riemann integrable over any finite subin-
terval of R and the function g defined by g(x) := f(x)/x, x ∈ R be of bounded
variation outside of Il for some l ∈ N. If f is continuous at x ∈ R and of bounded




Proof. For x ∈ R we let  := max{l+x, l−x} and V := R\{x+ I}. From (1.22)





f(kh)sinc(h−1x− k) = f(x). (1.32)






























f(kh)sinc(h−1 · −k) = 0
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where the convergence is uniform on R. This observation, together with (1.32)
finishes the proof.
Simultaneously with the investigations of the approximation behavior of Ch
for h → 0, this operator was studied from the point of view of sampling theory.
Indeed, in 1915, E. T. Whittaker [142] posed the interpolation problem of finding








In our terminology, he noticed that Chf is in Bpi/h and emphasized the interpola-
tion properties of the cardinal series while we have discussed in this chapter the
convergence of Chf towards f as h→ 0, as de la Valle´e Poussin did. As we already
pointed out in our summary, Chf is identical to f when f ∈ Bpi/h, an observation
that can be traced back at least to Kotel’nikov [74] and Shannon [113].
Now, comes the famous and beautiful Whittaker-Kotel’nikov-Shannon sam-
pling theorem for band-limited functions [142, 74, 113]. Already mentioned in our
summary, it says that:
Theorem 1.4.6 Let f be a function and h ∈ R0+ . If f ∈ Bpi/h then the cardinal
series Chf is absolutely and uniformly convergent on compact sets of R and
f = Chf.
Proof. There are many proofs of Theorem 1.4.6, and the proof presented here
is taken from [148]. By applying the Cauchy-Schwartz inequality on the cardinal
series, it is clear that the series is absolutely and uniformly convergent on compact
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We expand the functions fˆ(w) and eitw, w ∈ R in a Fourier series on the interval
Ipi/h. By the Dirichlet-Jordan Test, see for example [34, p. 44], applied to these












Combining (1.34), (1.35) and (1.36) finishes the proof.
In 1941, Hardy [50] made the following comment about the sinc function
appearing in Whittaker’s cardinal series :“It is odd that, although these functions
occur repeatedly, especially in the theory of interpolation, it does not seem to have
been remarked explicitly that they form an orthogonal system”. We do that next.
Lemma 1.4.7 If k, l ∈ Z and h ∈ R0+ then
(
sinc(h−1 · −k), sinc(h−1 · −l)
)
= hδkl.
Proof. We calculate for k, l ∈ Z and h ∈ R0+ that
(
sinc(h−1 · −k), sinc(h−1 · −l)
)




ˆsinc(h−1 · −k) ? ˆsinc(h−1 · −l)(0)
= hδkl.
Lemma 1.4.7 leads us to consider the projection operator Ph : L2(R)→ L2(R)





f, sinc(h−1 · −k)
)
sinc(h−1 · −k). (1.37)
By using the Cauchy-Schwartz inequality on the series in (1.37), and further from
the Bessel’s inequality, it is clear that the series is uniformly and absolutely con-
vergent on compact subsets of R.
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The following result may be interpreted as a continuous analog of Theorem
1.4.6 for the cardinal operator Ch.
Theorem 1.4.8 If f ∈ L2(R) then
Phf = h−1f ∗ sinc(h−1·).
































and observe that g satisfies the hypothesis (7) of Theorem 1.2.8. Thus, we can
apply the Poisson summation formula to g and obtain for t, x ∈ R that
∑
k∈Z






gˆ(2kpi) = sinc(h−1(x− t)).
(1.39)
Therefore, from (1.38) and (1.39) we obtain the result.
Parallel to the investigation of the cardinal operator Ch, we may consider the
approximation and sampling properties of the Projection operator Ph. Firstly, we
have the following result on convergence.
Theorem 1.4.9 For the projection operator Ph, h ∈ R0+ , defined in (1.37),
(i) if f ∈ Cc(R) then limh→0Phf = f pointwise on R.
(ii) if f ∈ L2(R) then limh→0 ‖Phf − f‖2 = 0,
(iii) if f ∈ L2(R) and fˆ ∈ L1(R) then limh→0 ‖Phf − f‖∞ = 0.
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Since f ∈ Cc(R) and the integrand in the second integral in (1.40) is bounded
independently of h and x by ‖f‖∞, the Lebesgue’s dominated convergence theorem









which proves (i). If f ∈ L2(R), we calculate for w ∈ R that
( ˆPhf)(w) = fˆ(w)χIpi(hw).
Therefore, from the Parseval identity and Lebesgue’s dominated convergence the-
orem we obtain that
lim
h→0



































is given in [114]. However, a basic hypothesis made in [114] is that the kernel K is
in L1(R). This does not hold for Ph. The importance of this operator Ph in our
context is that it is a projection onto Bpi/h. Specifically, we have the following fact.
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Theorem 1.4.10 If f ∈ L2(R) and h ∈ R0+ then f ∈ Bpi/h if and only if Phf = f .
Proof. We calculate that
f ∈ Bpi/h ⇔ fˆ = fˆχIpi/h ⇔ f = h
−1f ∗ sinc(h−1·).
The above results provide some perspectives about the WKS sampling theo-
rem. As a consequence we see that B is a reproducing kernel Hilbert space with
reproducing kernel K(t, s) := sinc(t−s), t, s ∈ R. For further investigation related
to the operator Ph, one may see for example [114, 123], and for other classes of
reproducing kernel Hilbert space of entire functions, we refer the reader to [13].
In the 1960’s interest developed in removing the hypotheses on the function f
that it is band-limited in the study of the cardinal operator (1.9). Specifically, P.
Weiss proposed in [140] and J. L. Brown proved in [16] such a result. We present it
below and provide here the proof given by P. L. Butzer and R. L. Stens [22] which
is based on the use of Poisson summation formula.
Theorem 1.4.11 If f ∈ L2(R) ∩ UC(R) and fˆ ∈ L1(R), then




Proof. If for given t ∈ R and h ∈ R0+ , g is the function defined by g :=







We apply the Cauchy-Schwartz inequality to g to conclude that g ∈ L1(R), and the
convolution theorem to gˆ to obtain that gˆ ∈ L1(R). Moreover, since g ∈ UC(R)
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from which the conclusion is obtained.
If h→ 0 then the right-hand side of (1.41) vanishes and we obtain limh→0 ‖Chf−
f‖∞ = 0. This convergence result has been studied, under different hypothesis, by
de la Valle´e Poussin for duration limited function in Theorem 1.4.2 and later by
Whittaker for not necessarily band-limited function in Theorem 1.4.5. Moreover,
if f ∈ Bpi/h, then the right-hand side of (1.41) vanishes and we obtain the WKS
sampling theorem. Therefore, Theorem 1.4.11 combines the approximation and
the sampling properties of the cardinal operator.
We now present a result for the convergence rate of the sampling operator
on certain class of analytic functions. To this end, for any d ∈ R0+ we define
Sd to be the set of functions which are analytic within the strip R × Id such
that for all y ∈ Id, f(· + iy) ∈ C0(R) ∩ L2(R), and when this is the case we set





: |y| = d
}
. In 1971, J. McNamee, F. Stenger
and E. L. Whitney [87] proved the following result.
Theorem 1.4.12 If d ∈ R0+, f ∈ Sd and h ≤ 2pid/ ln 2 then




Proof. For each n ∈ N, we define the contour Ln by letting Ln := Vn ∪ Un, where
Vn := {x+ iy : |x| = (n+1/2)h, y ∈ Id} and Un := {x+ iy : x ∈ I(n+1/2)h, |y| = d}.




(z − x) sin(piz/h)dz














(z − x) sin(piz/h) . (1.43)
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For z ∈ Vn we have that | sin piz/h| ≥ 1 and |z − x| > (n− 1)h− x. Therefore, we







(z − x) sin(piz/h)
∣∣∣∣ = 0. (1.44)
On the other hand, for z ∈ Un and h ≤ 2pi/ ln 2 we calculate that | sinpiz/h| ≥
sinh(pid/h) ≥ epid/h/4. Moreover, by using the Cauchy-Schwartz inequality we have













(∣∣∣ f(t+ id)t− x+ id
∣∣∣ +







We now finish the proof by combining (1.43), (1.44) and (1.45).
The above result shows that Chf provides an incredibly accurate approxima-
tion to a function f ∈ Sd, though no longer being an exact representation as is the
case when f ∈ Bpi/h. This result is the basis of important numerical methods for
solving differential and integral equations [82, 120, 121].
1.5 Regularization operator
In this section we review some useful results, for later comparison, concerning the









f(kh)sinc(h−1b · −k)φ(h−1c · −k), h ∈ R0+, (1.47)




f(kh)sinc(h−1b− k)φ(h−1c− k), n ∈ Z+.
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We first discuss a result of Helms and Thomas [53] and Jagerman [64].
Theorem 1.5.1 Let b = c = 1, m ∈ N, δ ∈ U0, h ∈ R0+ and φ(t) := [sinc(δt/m)]m,
t ∈ R in (1.47).
(i) If f ∈ B(1−δ)pi/h then the series in (1.47) converges uniformly and absolutely
on compact sets of R and
f = Ahf.
(ii) If in addition n ∈ N, v = pihe (n−
1









Proof. From the Cauchy-Schwartz inequality we see that the series in (1.47) is
uniformly and absolutely convergent on compact sets of R. For given s ∈ R and
f ∈ B(1−δ)pi/h, we define the function Fs by the equation
Fs := φ(h−1(s− ·))f.
Since the function φ is in Bδpi, we observe that function Fs is in Bpi/h for any s ∈ R.




f(kh)sinc(h−1 · −h)φ(h−1s− k). (1.48)
We choose s := x in (1.48) and obtain the conclusion. An alternative derivation of
(i) may be given by using the Phragme´n-Lindelo¨f principle [8, pp. 180-181]. Next,
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To describe a generalization of Theorem 1.5.1, we find it convenient to in-
troduce some additional notation. For σ ∈ R0+, p ∈ N, we let Bpσ be the class
of all entire functions f of exponential type σ which belongs to Lp(R). The sec-
ond order modulus of continuity of a function f ∈ UC(R) is given by w2(f ; δ) :=
sup{‖f(· + h) + f(· − h) − 2f(·)‖∞ : |h| ≤ δ ∈ R0+}, and the Lipschitz class of
order α ∈ R0+ is denoted by Lip2(α) := {f ∈ UC(R) : w2(f ; δ) = O(hα), h→ 0+}.
Butzer and Stens [23] obtained the following substantial result.
Theorem 1.5.2 Let b ∈ (0, 2), c = 1, h ∈ R0+, set τ := min{(2−a−b), (b−a)} > 0
and φ ∈ Bpapi with φ(0) = 1 in the regularization operator (1.47).
(i) If f ∈ B∞τpi/h then
Ahf = f.
(ii) There is a positive constant ρ such that if f ∈ UC(R) then
‖f −Ahf‖∞ ≤ ρw2(f ; h).
(iii) If r ∈ Z+, α ∈ [0, 1) and f ∈ UC(R) then
‖f −Ahf‖∞ = O(hr+α), h→ 0,
if and only if
f (r) ∈ Lip2(α).
Note that the function φ used in Theorem 1.5.1 is in Bpapi and so Theorem
1.5.1 is a special case of (i) of Theorem 1.5.2. As we shall see later in the next
chapter, conclusion (i) of Theorem 1.5.2 will be a corollary of our Theorem 2.5.2,
we will address this issue later. The proofs of (ii) and (iii) of Theorem 1.5.2,
although simple in concept, uses substantial results from Approximation Theory.
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Therefore, we do not present them as it will take us far from our goals concerning
the regularization operator (1.46).
In [47] the explicit construction of band-limited function φ in the regularization
operator (1.46) was proposed, such that |φ(t)| decreases fast when t →∞. When
this is the case, the operator (1.46) converges rapidly, allows efficient numerical
evaluation and even reproduces functions of exponential type which are unbounded
on R.
Chapter 2
Regularization of WKS Sampling
2.1 Regularized series
We recall that the regularization operator G introduced in Chapter 1 is defined for




f(n)sinc(· − n)φr(· − n), (2.1)
where for r ∈ R0+ we have set
φr := φ(r−1·). (2.2)
The operator G depends on φ ∈ L2(R) and r ∈ R0+. We call the function φ the
regulator and the series in (2.1) the regularized sampling series.
To ensure that Gf agrees with f on Z, we shall always assume that φ is even
function on R, φ(0) = 1 and φ is continuous at 0. We shall also require that
φ ∈ L∞(R) ∩ L2(R) ∩ L1(R), so that the series (2.1) is uniformly convergent on
R when f ∈ Bσ for any σ ∈ R+. We denote the totality of all such function φ as
the set Φ. Note that Φ includes band-limited functions as well as duration-limited
functions φ with φ(0) = 1.
We list a few examples of functions in the class Φ which are relevant to our
35
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subsequent analysis.
Example 2.1.1 For any s ≥ 1 and r > 1, the function φ whose Fourier transform
is given by
φˆ(t) := 1
(1 + |t|s)r , t ∈ R
is in Φ.
Example 2.1.2 The Gaussian function
φ(t) := exp(−t2/2), t ∈ R
is in Φ.
The motivation for introducing the operator G is to improve the convergence
rate of the WKS sampling series by choosing a suitable regulator φ. To this end,
we will derive error estimates on how well the function f can be approximated by
its regularized sampling series (2.1) in a variety of settings. With a function φ ∈ Φ,














The functions µ and ν will be used throughout the rest of the chapter. They have
the following properties.
Lemma 2.1.3 The functions µ and ν defined in (2.3) and (2.4) have the properties
that µ and ν are continuous on R, µ+ ν = 1 and ν =
∑
k∈Z\{0} µ(·+ 2kpi).
Proof. For any x ∈ R we let Ax := r(x + Ipi). Then for any x, y ∈ R we observe
that
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from which we conclude that µ is continuous on R. In the same way we can verify






φˆ(t)dt = φ(0) = 1.
Furthermore, from (2.3) and (2.4) we observe that




φˆ(t)dt = 1, (2.5)
and from (2.3) we obtain that
∑
k∈Z




φˆ(t)dt = 1. (2.6)





The functions in (2.3) and (2.4) facilitate the computation of the Fourier trans-
form of the function θ := f − Gf . This is our next step, and to take it we use for
any σ ∈ R0+ the notation Uσ := [0, σ].





fˆ(w)ν(w), w ∈ Iσ
−fˆ(w − 2kpi)µ(w), w − 2kpi ∈ Iσ
0, otherwise,
(2.7)





We introduce the function ϕr defined by the equation
ϕr := sinc · φr,
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and observe that its Fourier transform is µ defined in (2.3). Therefore, we have for









The desired conclusion is obtained from (2.9) and Lemma 2.1.3.
Based on the above result, we can derive a sharp error estimates in L2(R)
norm for approximation by the regularization operator G.
Theorem 2.1.5 If f ∈ Bσ, σ ∈ Upi, φ ∈ Φ and r ∈ R0+ then



















































Applying Parseval’s identity on (2.11) provides the result. It is easy to see that the
bounds in (2.10) can not be improved.
There is a special case of Theorem 2.1.5 that will be useful to us. For this
purpose we introduce a subset of Φ defined as Φ0 := {φ ∈ Φ : µ ≥ 0}. The following
result provides a simpler upper bound for the L2(R) estimate when φ ∈ Φ0.
Theorem 2.1.6 If f ∈ Bσ, σ ∈ Upi, φ ∈ Φ0, and r ∈ R0+ then
(φr)‖f‖2 ≤‖ f − Gf ‖2≤ (φr)‖f‖2,
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where




2max{|ν(w)| : w ∈ Iσ}.













µ2(w + 2kpi) ≥ ν2(w)
So, from Theorem 2.1.5 we have that




2 sup{|ν(w)| : w ∈ Iσ}.
From Lemma 2.1.3, ν is continuous on Iσ. This fact finishes the proof.
Likewise, we can provide an L∞(R) error estimate for the regularization op-
erator corresponding to any function φ ∈ Φ0.
Theorem 2.1.7 If f ∈ Bσ, σ ∈ Upi, r ∈ R0+ and φ ∈ Φ0 then
‖ f − Gf ‖∞≤
√
2σ/pi(φr)‖f‖2.
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Applying the Cauchy-Schwartz inequality in (2.12) we obtain that








For the examples mentioned earlier, their explicit and useful error bounds
follow from Theorem 2.1.6. For example, in Example (2.1.1) if s := 1 then we have




[1 + (pi + ω)r]1−r + [1 + (pi − ω)r]1−r
}
,
from which we conclude that the function ν takes its maximum on Iσ at |ω| = σ.






[1 + (pi + σ)r]1−r + [1 + (pi − σ)r]1−r
}
.












Consequently, it follows for w ∈ Iσ that
ν(ω) ≤ 1
4rpi(r − 1)
{ [1 + r2(pi + ω)2]1−r
r(pi + ω) +




The quantity on the right hand side of inequality (2.13) takes its maximum for





{ [1 + r2(pi + σ)2]1−r
r(pi + σ) +




The important case of the Gaussian regulator will be discussed in detail in the
next chapter.
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2.2 Truncated series
For practical application, only the truncated regularized sampling series can be
used. Therefore, we will now turn our attention to error estimates for the truncation





f(k)sinc(· − k)φr,m(· − k), (2.14)





φ(t/r), t ∈ Im
0, t /∈ Im.
(2.15)
Note that the operator T depends on φ ∈ Φ, r ∈ R0+ and m ∈ N. Moreover,
it is essential to us here that (2.14) has a form similar to (2.1) except that φr
is replaced by φr,m. Therefore, to develop an error estimate for how well T f
approximates f , we can rely upon Theorem 2.1.6. To this end, for w ∈ Iσ we define















(w) := r(w) + t(w).
We obtain the following error estimate.
Theorem 2.2.1 If f ∈ Bσ, σ ∈ Upi, φm ∈ Φ0 and r ∈ R0+ then




2max{|(w)| : w ∈ {0, σ}},
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and
(φr,m) = min{|(w)| : w ∈ {0, σ}}.
Proof. From Theorem 2.1.6, we have that





|νm(w)| : w ∈ Iσ
}
, and (φr,m) := min
{
|νm(w)| : w ∈
Iσ
}
















































Since φ ∈ L1(R), we can exchange the order of integrations in the above formula

























= r(w) + t(w). (2.21)
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Direct computing shows that ν ′m(w) = 0 is only possible at w = 0 and νm(σ) =
νm(−σ). Therefore, we conclude that the maximum and minimum values of νm,
on the interval Iσ, are taken at 0 and ±σ. So, from (2.18) and (2.21) we obtain the
upper and lower bounds.
Note that the error splits into two parts, the first part, which is the same as in
Theorem 2.1.6, is the regularization error, while the second part is the truncation
error.
Likewise, we can provide an L∞(R) error estimate. The proof is similar to
that of Theorem 2.1.7 and will be omitted.
Theorem 2.2.2 If f ∈ Bσ, σ ∈ Upi, m ∈ N, r ∈ R0+ and φm ∈ Φ0 then
‖ f − T f ‖∞≤
√
2σ/pi(φr,m)‖f‖2.
The error estimate which we derived above suggests the compelling problem to
find the optimal regulator φ ∈ Φ0 (if it exists) that gives the minimal error bound
of the approximation. Let us formulate precisely this problem. We define the error
operator on Bσ by
Eφ := I − T ,
where I is the identity operator, and its operator norm by
‖Eφ‖2 := sup{‖Eφf‖2 : ‖f‖2 ≤ 1}.
We specify a class Γ of regulators in L2(R) and say function φ0 ∈ Γ is an optimal
regulator for the operator T if it satisfies the condition that
‖Eφ0‖2 = inf {‖Eφ‖2 : φ ∈ Γ} .
Identification of φ0 for various classes of practical regulators will be addressed at
another occasion.
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2.3 Sobolev estimates
For s ∈ N, we define the s-th order derivative of the regularization operator by
G(s)f := D(s)G, and correspondingly for the truncated form T (s)f := D(s)T , where
D(s) denotes the s-th order derivative operator.
We now study how well the operator G(s) or T (s) approximates D(s). This
problem is valuable for numerical application. To this end, we recall for p ∈ [1,∞]
and k ∈ Z+ that the Sobolev space is defined as
W k,p(R) := {f ∈ L1(R), f (s) ∈ Lp(R), s ∈ Nk},







The special caseW k,2(R) shall also be denoted by Hk(R). Our first result considers
the operator G(s).
Theorem 2.3.1 If f ∈ Bσ, σ ∈ Upi, φ ∈ Φ0 and r ∈ R0+ then
(φr)‖f‖Hk(R) ≤‖ f − Gf ‖Hk(R)≤ (φr)‖f‖Hk(R),
where (φr) and (φr) are defined in Theorem 2.1.6.





Moreover, if ϕr := sinc φ(r−1·) then a direct computation shows that ϕˆr = µ where
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For s ∈ Zk, we let
θs := f (s) − G(s)f. (2.24)





(−iw)sfˆ(w)ν(w), w ∈ Iσ
−(−iw)sfˆ(w − 2kpi)µ(w), w − 2kpi ∈ Iσ, k ∈ Z
0, otherwise,
(2.25)
Since f ∈ Bσ, we restrict fˆ to the interval Iσ, extand this function to a σ-periodic
function and denote the resulting function as g. Then we observe for w−2kpi ∈ Iσ,
w ∈ R and k ∈ Z that
(−iw)sfˆ(w−2kpi) = (−iw)sg(w) = ĝ(s)(w) = ĝ(s)(w−2kpi) = f (s)(w−2kpi). (2.26)





f̂ (s)(w)ν(w), w ∈ Iσ
−f̂ (s)(w − 2kpi)µ(w), w − 2kpi ∈ Iσ, k ∈ Z
0, otherwise.
































By applying the Parseval identity on (2.27) we obtain the conclusion.
Next, we consider the truncated case. From the proof of Theorem 2.2.1, we
know when ‖f −Gf‖2 is replaced by ‖f −T f‖2 that the error estimates (φr)‖f‖2
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and (φr)‖f‖2 change to (φr,m)‖f‖2 and (φr,m)‖f‖2 correspondingly. Therefore,
using this idea leads us directly to the next result, which provides an error estimate
for how well T f approximates f in a Sobolev norm. We omit the details of proof.
Theorem 2.3.2 If f ∈ Bσ, σ ∈ Upi, r ∈ R0+, m ∈ N and φm ∈ Φ0 then
(φr,m)‖f‖Hk(R) ≤‖ f − T f ‖Hk(R)≤ (φr,m)‖f‖Hk(R),
where T , (φr,m) and (φr,m) are defined in Theorem 2.2.1.
2.4 With scaling
When the operator T is used in application, especially for numerical solutions of
the partial differential equations to achieve high accuracy, it will use the values
of f on a fine grid hZ where h ∈ R+. Let us now consider the operator T on
this fine grid and determine the effect of the parameter h. We define the operator




f(nh)sinc(h−1 · −n)φr,m(h−1 · −n),
where φr is defined at (2.2) and φr,m is defined at (2.15) for r ∈ R0+ and m ∈ N.
The following result gives the error bound in Sobolev norms for approximating a
function f by Thf .
Theorem 2.4.1 If f ∈ Bσ with σ ∈ Upi/h, r, h ∈ R+, m ∈ N, φm ∈ Φ0, k ∈ Z
and s ∈ Zk then
(φr,m,h)‖f (s)‖2 ≤‖ f (s) − T (s)h f ‖2≤ (φr,m,h)‖f
(s)‖2,
and
(φr,m,h)‖f (s)‖2 ≤‖ f − Thf ‖Hk(R)≤ (φr,m,h)‖f‖Hk(R),




2max{|(hw)| : w ∈ {0, σ}},
and
(φr,m,h) = min{|(hw)| : w ∈ {0, σ}}.
Proof. Let ϕ := sinc φ and g :=
√
hf(h·). For s ∈ Z we observe that
‖f (s)‖2 = h−s‖g(s)‖2,
and
‖T (s)h f‖2 = h
−s‖T (s)g‖2.
Therefore, from Theorem 2.2.1 we have that







‖2(−i·)sfˆ ν(h·)‖2 ≤ (φr,m,h)‖f (s)‖2.
Likewise, we can obtain the lower bound.
Similar to the cases of Theorem 2.1.7 and Theorem 2.2.2, we also provide the
L∞(R) error estimate.
Theorem 2.4.2 If f ∈ Bσ with σ ∈ Upi/h, r, h ∈ R+, m ∈ N, φm ∈ Φ0 and s ∈ Z+
then








f(kh)sinc(h−1 · −k)φr(h−1 · −k),
where h ∈ R0+ and φr is defined at (2.2) for r ∈ R0+. The following result gives the
error bound in Sobolev norms for approximating a function f by Ghf .
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Theorem 2.5.1 If f ∈ Bσ with σ ∈ Upi/h, φ ∈ Φ0, r ∈ R0+ and s ∈ Z then











φˆ(t)dt : w ∈ Iσ
}
.
Proof. Let m→∞ in Theorem 2.4.1 to obtain the result.
When φ is band-limited function, there holds the following projection property
for operator Gh.
Theorem 2.5.2 If f ∈ B(1−δ)pi/h, φ ∈ Bδrpi, δ ∈ U0 and s ∈ Z then G(s)h f = f (s).
Proof. Since f ∈ B(1−δ)pi/h, for w ∈ I(1−δ)pi/h we have that r(hw + pi) ≥ rhpi and










Therefore, from Theorem 2.4.1 we have that (φr,h) = 0 and the conclusion follows.
Note that Theorem 1.5.1 is a special case of the above result.
2.6 Smooth function
So far the analysis of the regularization operator (2.1) and its truncation version
(2.14) is based on the hypothesis that the function f is band-limited. However,
in practical situations the hypothesis may not be valid. For example, in numeri-
cal computation the functions are always assumed to be duration-limited. Recall
the fundamental fact that a nonzero function cannot be simultaneously duration-
limited and band-limited. Indeed, functions which are band-limited are entire
functions and if an entire function vanishes on an interval then it is identically
zero.
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Therefore, it is desirable to provide some analysis on the approximation by
the regularization operator (2.1) for not necessarily band-limited functions. To this
end, we are led to the following result, which is a generalization of the Theorem
1.4.11.
Theorem 2.6.1 If f ∈ L2(R) ∩ UC(R), s ∈ Z+ and g := f̂ (s) ∈ L1(R) ∩ L2(R)
then
















Proof. We start with the same approach as in the proof of Theorem 1.4.11. For







We observe that Ft ∈ L1(R) ∩ UC(R) and Fˆt ∈ L1(R) ∩ AC(R). Therefore, the
function Ft satisfies hypothesis (4) in Theorem 1.2.8 and we can apply the Poisson











fˆ(θ)e−it(θ−2kpi/h)dθ, t ∈ R. (2.28)
For given t ∈ R, let (e−itθ)p be the 2pi/h-periodic extension of the function e−itw,
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θ ∈ R, then from (2.31) we observe that






which shows that the Fourier transform of C(s)h f − f (s) is η. Therefore, by applying
Parsevel identity we obtain the L2(R) estimates.
Based on the above result, we can now discuss how well the operator (2.14)
approximates smooth function f .
Theorem 2.6.2 If r, h ∈ R+, m ∈ N, s ∈ Z+, f ∈ L2(R) ∩ UC(R), g := f̂ (s) ∈
L1(R) ∩ L2(R) and φm ∈ Φ0 then












where (φr,m,h) is defined in Theorem 2.4.1.
Proof. Let η := Chf , then for j ∈ Z we observe that η(jh) = f(jh), which implies
that T (s)h η = T
(s)
h f . So, we have that
‖ f (s) − T (s)h f ‖2 ≤ ‖f
(s) − C(s)h f‖2 + ‖η
(s) − T (s)h w‖2. (2.32)
From Theorem 2.6.1 we have that









Furthermore, we have that η ∈ Bpi/h. Therefore, we have from Theorem 2.4.1 that
‖w(s) − T (s)h η‖2 ≤ (φr,m,h)‖η
(s)‖2 (2.34)
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For given t ∈ R, let (e−itθ)p be the 2pi/h-periodic extension of the function e−itw,
w ∈ Ipi/h to the real line R. From (2.29) we observe for θ ∈ R that
ηˆ(θ) = fˆ(θ)(e−itθ)peitθ.





Thus, the result is obtained from (2.32), (2.33), (2.34) and (2.35).
For k ∈ N we let Ck(R) be the space of complex-valued continuous functions on
R which have up to k−1 order of continuous derivatives. The subspace of functions
in Ck(R) which tends to zero at infinity is denoted by Ck0 (R). If f ∈ C∞0 (R) then
fˆ(w) = O(|w|−n), w →∞ for any n ∈ N. In such case, the first term of the error
bound in Theorem 2.6.2 is relatively small, and the second term is the dominant
quantity. That means that the error bounds for smooth function is comparable with
the error bound for approximating the band-limited function by the regularization
operator.
Note that we always assume f ∈ L2(R) and use its Fourier transform all
through this chapter. It is expected that our error estimates valids for distributions





In the previous chapter we studied concrete methods of approximating a function
f in Bσ from its function values on the grid Z. For practical considerations we
demanded our method of approximation for f uses only those values of f on the
grid Z near the value of f we are trying to estimate. Specifically, for any x ∈ R we
only used the values of f on the set Zm(x) := {j ∈ Z : |x− j| ≤ m} = Z∩ (x+ Im).
We now ask the question: what is the best way to estimate f from this data? Of
course, we must constrain f further. In view of our error bound in Chapter 2, an
appropriate constraint, in addition to f ∈ Bσ, is that ‖f‖2 ≤ 1. Let us measure
the error in estimating f in the norm Lp(R) and adopt the point of view of optimal
estimation to investigate this problem, [89]. To this end, first we use the unit ball
in Bσ defined to be
Uσ := {f : f ∈ Bσ, ‖f‖2 ≤ 1},
52
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and consider the information operator defined for any f ∈ Bσ as
If := (f(k) : k ∈ Z).
Recall for σ = pi the WKS sampling theorem and Lemma 1.4.7 implies that IUσ is
isometric to l2(Z), the space of square summable sequence on Z. For given m ∈ N
and x ∈ R we introduce the restricted information operator Ixf := (f(k) : k ∈
Zm(x)).
We let A be any mapping (algorithm) from I(Bσ) into Lp(R) so that A(If)
provides an estimate for f using the information operator If . We restrict ourselves
to algorithms which are local in the sense described above. That is, for every
x ∈ R, A(If)(x) depends only on f on the set Zm(x). We denote the set of all
such algorithms by Am. Let us measure the error of estimating f by A(If) by the
norm Lp(R), that is, the quantity
‖f − A(If)‖p,
Since f is unknown except for the fact that f ∈ Uσ, a given algorithm A in Am
may provide the worst error
E(A) := sup{‖f −A(If)‖p : f ∈ Uσ}.
We seek the algorithm A which makes this quantity as small as possible. Therefore,
we consider the quantity
Em := inf{E(A) : A ∈ Am} (3.1)
which is called in the terminology of [89] the intrinsic error in this estimation
problem.
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3.2 Minimal norm interpolation
The following facts regarding the minimal norm interpolation in a reproducing
kernel Hilbert space are a crucial tool for the investigation of the above problem
(3.1).
Let H be a Hilbert space of functions, typically real or complex valued func-
tions on some domain D in Rd or Cd, with norm ‖ · ‖H . If, for every x ∈ D and
f ∈ H, the linear functional f → f(x) is continuous on H, we say H is a reproduc-
ing kernel Hilbert space (RKHS), see for example [146, pp. 13–14]. In this case,
the Riesz representation theorem [39, p. 126] implies for any x ∈ D that there is
an element Kx ∈ H, such that for all f ∈ H there holds the equation
f(x) = (Kx, f).
The function K defined on D ×D by the equation
K(x, y) := (Ky, Kx)
is call the reproducing kernel of H. The reproducing kernel has the following
properties.
Lemma 3.2.1 If H is a RKHS of real-valued functions on D and K is the repro-
ducing kernel of H then for x, y ∈ D,
(1) K(x, y) = (K(x, ·), K(y, ·)) = K(y, x).
(2) K(x, x) ≥ 0.
(3) for any {xj : j ∈ Zn} ⊆ D, (K(xj, xk))j,k∈Zn is positive semi-definite. More-
over, it is positive definite if and only if the functions {K(xj, ·) : j ∈ Zn} are
linearly independent.
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which holds for any {cj : j ∈ Zn} ⊆ Rn.
If for any {xi : i ∈ Zn} ⊆ D, (K(xi, xj))i,j∈Zn is positive definite, we shall say
that the function K is the positive definite reproducing kernel of the Hilbert space
H. The following result provides the minimal norm interpolation in a RKHS.
Lemma 3.2.2 If H is a RKHS with positive definite reproducing kernel K and
f ∈ H is a given function then the unique solution of the problem
min{‖g‖H : g ∈ H, g(xj) = f(xj), j ∈ Zn},






g0(xj) = f(xj), j ∈ Zn. (3.3)
Proof. By hypothesis, the matrix (K(xj, xk))j,k∈Zn is positive definite. In par-
ticular, it is nonsingular. Therefore, we can find the coefficients {cj : j ∈ Zn}
from (3.2) and (3.3). Furthermore, for any g ∈ H such that Ig = If , we denote








Thus, we have that
‖g‖2H = ‖g − g0‖2H + ‖g0‖2H ,
and so it follows that ‖g‖H ≥ ‖g0‖H where equality holds if and only if g = g0.
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3.3 L∞ optimal estimation of band-limited func-
tions
We return to consider the case p = ∞. For any k ∈ Z, let Ok := (k, k + 1). We
have the following result.
Lemma 3.3.1 For any given k ∈ Z and x0 ∈ Ok, if f ∈ Bσ and σ ∈ [0, pi] then
the extremal problem
min{‖g‖2 : g ∈ Bσ, Ix0g = Ix0f}









Proof. Firstly, we verify that the set of functions {Kσ(j, ·) : j ∈ Zm(x0)} is
linearly independent. If there exists {cj : j ∈ Zm(x0)}, cj 6= 0, such that g0(j) = 0








cjKσ(x, j) = 0.
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From the orthonormality of the set of functions {ej : j ∈ Z}, we obtain cj = 0,
j ∈ Zm(x0), which is a contradiction. Therefore, from Lemma 3.2.1 (3) we have
that (Kσ(j, k))j,k∈Zm(x0) is a positive definite matrix. Consequently, from Lemma
3.2.2 the result follows immediately.
Our approach to find an optimal algorithm is based on the following idea.
First, we fix x ∈ R and estimate f(x) optimally from the given local information
operator defined as Ixf := {f(k) : k ∈ Zm(x)}. Suppose Ax(Ixf) is the optimal
estimator, then we define for all x ∈ R that A(If)(x) to be Ax(Ixf) and observe
A(If) is the optimal algorithm for estimating f . We formulate this fact in the
next lemma.
Lemma 3.3.2 For every x ∈ R we let Ax be a mapping from IUσ into R such
that for all such mapping C : IUσ → R there holds
sup{|f(x)−Ax(Ixf)| : f ∈ Uσ} ≤ sup{|f(x)− C(Ixf)| : f ∈ Uσ}.
Then the mappings A : I(Bσ)→ L∞(R) defined for x ∈ R by
A(If)(x) := Ax(Ixf)
is in Am and we have that
sup{|f(x)−A(If)| : f ∈ Uσ} ≤ sup{|f(x)− C(If)| : f ∈ Uσ}.
Proof. Let C ∈ Am and x ∈ R then there is mapping D : I(Bσ) → R such that
C(If)(x) = D(Ixf). Hence, we conclude that
sup{|f(x)−Ax(Ixf)| : f ∈ Uσ} ≤ sup{|f(x)− C(If)| : f ∈ Uσ}.
Now, we address the main result of the optimal estimation by local sampling.
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Theorem 3.3.3
Em = sup{‖f‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈ Uσ}.
Proof. We introduce the constant c := sup{‖f‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈
Uσ}. First we will consider the lower bound in optimal estimation. For any algo-
rithm A, we have that
sup{‖f −A(Ixf)‖∞,O0 : f ∈ Uσ}
≥ sup{‖f −A(0)‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈ Uσ}.
Likewise, we have that
sup{‖f −A(Ixf)‖∞,O0 : f ∈ Uσ}
≥ sup{‖f +A(0)‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈ Uσ}.
Therefore, the triangle inequality of norms implies
sup{‖f −A(Ixf)‖∞,O0 : f ∈ Uσ} ≥ c.
From the same argument as above we observe that
sup{‖f −A(Ixf)‖∞,Ok : f ∈ Uσ}
≥ sup{‖f‖∞,Ok : f(j) = 0, j ∈ Zm(1/2) + k, f ∈ Uσ}
= sup{‖f‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈ Uσ} = c.
Thus, from Lemma 3.3.2 we obtain the lower bound of the optimal estimation
Em = inf{sup{‖f −A(Ixf)‖∞ : f ∈ Uσ} : A ∈ Am}
= inf{sup{sup{‖f −A(Ixf)‖∞,Ok : k ∈ Z} : f ∈ Uσ} : A ∈ Am}
≥ inf{sup{sup{‖f −A(Ixf)‖∞,Ok : f ∈ Uσ} : k ∈ Z} : A ∈ Am}
≥ c. (3.5)
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We shall verify that c is also an upper bound of Em. To this end, we choose g0 in
Lemma 3.3.1 and denote g0 = A˜(Ixf) for x ∈ O0, then ‖f − g0‖∞,O0 ≤ ‖f‖∞,O0
and ‖g0‖∞,O0 ≤ ‖f‖∞,O0 . Therefore, we obtain that
inf{sup{‖f −A(Ixf)‖∞,O0 : f ∈ Uσ} : A ∈ Am}
≤ sup{‖f − A˜(Ixf)‖∞,O0 : f ∈ Uσ} = c.
Furthermore, for any k ∈ Z we have that
inf{sup{‖f −A(Ixf)‖∞,Ok : f ∈ Uσ} : A ∈ Am}
≤ sup{‖f − A˜(Ixf)‖∞,Ok : f ∈ Uσ} = c.
Therefore, we claim that
Em = inf{sup{‖f −A(Ixf)‖∞ : f ∈ Uσ} : A ∈ Am}
≤ sup{sup{‖f − A˜(Ixf)‖∞,Ok : k ∈ Z} : f ∈ Uσ}
= sup{sup{‖f − A˜(Ixf)‖∞,Ok : f ∈ Uσ} : k ∈ Z} = c. (3.6)
The proof is finished by combining (3.5) and (3.6).
Note that the optimal solution in the above result is defined piecewise. From







where {cj : j ∈ Zm(x)} is chosen such that Ixg0 = Ixf . This is different from the




We provide a sharp (as m → ∞) asymptotic estimate for the intrinsic error
when σ = pi.
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m2 − 2m+ 3/4 .
If σ > pi then Em ≥ 1.
Proof. From Theorem 3.3.3 we have that
Em = max{‖f‖∞,O0 : f(j) = 0, j ∈ Zm(1/2), f ∈ Uσ}.
















f(j)sinc(x− j) : x ∈ O0
}







f(j)sinc(x− j) : f ∈ Bσ
}







: x ∈ O0
}
. (3.7)





































(m2 − 2m+ 3/4)pi2 .
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This proves the first claim. If σ > pi, we choose the function f defined for x ∈ R
as
f(x) := a sin pixsin(σ − pi)x
x
,
where a is chosen so that ‖f‖2 ≤ 1. Then f ∈ Bσ and f(j) = 0 for j ∈ Z. Since
‖f‖∞,O0 = 1, the second conclusion is proved.
We remark that numerical tests show that the maximum in (3.7) occurs when








1− h(x) : x ∈ O0}.
Figure 3.1 shows that the function h, for various choices of m, takes its minimum




Further improvements and additional results with application will be given in [88].
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Figure 3.1: Minimum of function h on the subinterval O0

























































f(k)sinc(· − k)φr(· − k), (4.1)




f(k)sinc(· − k)φr,m(· − k), (4.2)
see (2.14). For φ := G where G is the Gaussian function G(t) := exp(−t2/2), t ∈
R, these operators have been considered in, for example [139, 133]. Numerical
tests show that this choice of φ provides very accurate and robust approximations
for resolving various challenging applied problems, such as the homoclinic orbit
excitation of the Sine-Gordon equation [137], molecular quantum system described
by the Schro¨dinger equation[138] and nonlinear pattern formation of the Cahn-
Hilliard equation [48], see also Chapter 6-8 of this thesis.
When the Gaussian function is used as a regulator in (2.1), we provided explicit
error bounds in [104]. A new and improved proof of this result will be presented
here. It is based on the general error bounds obtained in Chapter 2 . From our
error estimates, we derive a criteria for choosing the parameters m and r in (2.14)
to achieve a given desired accuracy for numerical application. We will also consider
63
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the convergence property of (4.1) and (4.2) when h→ 0, and their relationship to
the WKS sampling theorem.
4.1 Error bounds













see [92]. Boyd [11] proved the following inequalities about Mills’ ratio.
Lemma 4.1.1 If x ∈ R0+ then
pi√
x2 + 2pi + (pi − 1)x
< M(x) < pi√
(pi − 2)2x2 + 2pi + 2x
. (4.3)
Where both bounds tend to
√
pi/2 when x → 0. More information about this
inequality is available in [94, pp. 177–181]. For later use, we introduce the functions











γ(x) := pi exp(−x
2/2)√
x2 + 2pi + (pi − 1)x
and
γ(x) := pi exp(−x
2/2)√
(pi − 2)2x2 + 2pi + 2x
.
Therefore, inequality (4.3) is equivalent to the inequality
γ(x) < γ(x) < γ(x),
valid for all x ∈ R0+. Based on this inequality and the general estimate given in
Chapter 2, we have the following result.
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Theorem 4.1.2 If f ∈ Bσ, σ ∈ Upi/h, h, r ∈ R+, m, s ∈ Z+ and α := min{m/r, r(pi−
hσ)} ≥ 2 then




2pi) exp(−α2/2)‖f (s)‖2 (4.4)
and




2σ) exp(−α2/2)‖f (s)‖2. (4.5)















Since, for w ∈ R, we have that G(ˆw) =
√
2pie−w2/2, Lemma 4.1.1 provides for





γ(r(pi + hw)) + γ(r(pi − hw))
)
.
A direct computation shows that ′r(0) = 0 and ′′r(0) > 0, therefore, the maximal
value of the function r on the interval Iσ occurs at |w| = σ. This gives us the
estimate




γ(r(pi + hσ)) + γ(r(pi − hσ))
)
≤ exp(−r2(pi − hσ)2/2). (4.6)











Combining (4.6) and (4.7) gives for w ∈ Iσ that
µ(φr,m) = 1− ν(φr,m) = 1− r − t ≥ 1− (1 +
√
2pi) exp(−α2/2) > 0
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Therefore, we have that φr,m ∈ Φ0. From Theorem 2.4.1, we have that




2max{|(w)| : w ∈ Iσ}.
Therefore, by combining (4.8), (4.6) and (4.7), we obtain the desired inequality
(4.4). Furthermore, from Theorem 2.1.7 our last claim (4.5) follows.
4.2 The case σ = pi
From the upper bound (4.4), we observe that the hypothesis σ ∈ (0, pi/h) is critical
for exponential accuracy. Indeed, for s ∈ Z+, h = 1 and σ = pi we define
‖D(s) − T (s)‖2 := sup{‖f (s) − T (s)f‖2 : ‖f (s)‖2 ≤ 1}. (4.9)
We show below that this quantity does not go to zero.
Theorem 4.2.1 If f ∈ Bpi, m ≥ r ≥ 1 and s ∈ Z+ then
0 ≤ ‖D(s) − T (s)‖2 ≤ 0, (4.10)
and
√
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Proof. From Theorems 2.4.1 and 2.4.2, we have that
‖ f (s) − T (s)f ‖2≤ (φr,m,h)‖f (s)‖2,
and






2max{(w) : w ∈ {0, σ}}.





γ(r(pi + hw)) + γ(r(pi − hw))
)
,


























2/piγ(rpi) ≤ r(0) ≤
√
2/piγ(rpi).


















x + 2m sin(pix)dx.












∣∣∣ ≤ 2 exp(−m
2/2r2)
mpi2 ,




















































Since m ≥ r ≥ 1, a routine computation shows that (0) ≤ (pi). So, we obtain
that
‖D(s) − T (s)‖2 =
√
2(pi).
Furthermore, from the inequalities






















































we finish the proof.
If r ≤ 1 then max{(w) : w ∈ Iσ} could be taken at w = 0. In such case the
lower bound of the above estimate becomes larger. So, the lower bound in (4.10)
is always greater than 1/
√
2. In fact, we can obtain the following result about
the regularization operator, which is a generalization of the above lower bound for
Gaussian regulator.
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Theorem 4.2.2 If f ∈ Bpi, φ ∈ Φ0 and s ∈ Z+ then





‖D(s) − C(s)‖∞ ≥ 1.




















Now, from Theorems 2.4.1 and 2.4.2 we have that
‖f (s) − T (s)f‖2 ≤
√
2max{|(w)| : w ∈ Ipi}, (4.12)
and
‖f (s) − T (s)f‖∞ ≤ 2max{|(w)| : w ∈ Ipi}. (4.13)
From (4.11), (4.12) and (4.13) we obtain the desired conclusion.
The above result should be compared to the lower bound, in L∞(R) norm, for
the optimal algorithm presented in Theorem 3.3.3. It indicates for σ = pi that the
regularization operator does not work well.
4.3 Parameters
Our error estimate (4.4) is a useful guide for use in numerical computations. In
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Theorem 4.3.1 If η ∈ R0+, f ∈ Bσ, σ ∈ Upi/h, h ∈ R0+, s ∈ Z+, r and m are
chosen such that
min(m/r, rpi) ≥ max{2,
√
2(ln ρ(f) + η ln 10)} (4.14)
then
‖f (s) − T (s)h f‖2 ≤ 10
−η.
Proof. From Theorem 4.1.2, the condition for the approximation error to be 10−η
is that r(pi − hσ) ≥
√
2(ln ρ(f) + η ln 10) and m/r ≥
√
2(ln ρ(f) + η ln 10), from
which the result follows.
Note that for a given η ∈ R0+, from Theorem 4.1.2, when the hypotheses are
satisfied we also obtain
‖f (s) − T (s)h f‖∞ ≤ 10
−η.
We omit the details. From Theorem 4.3.1, we can choose the ratio r and the
truncation level m to attain the desired accuracy. Roughly speaking, when h is
small enough so that σ ∈ (0, pi/h), if one chooses r = 3 then a value of m ∼ 30
ensures the highest accuracy in a double precision computation, that is, η = 15.
This theoretical estimate is in agreement with previous numerical tests appearing
in [133]. Our result explains to some degree the performance of the regularized
WKS sampling formula in applications. Moreover, it can also be used to guide the
selection of parameters in numerical computation to achieve a desired accuracy.
4.4 Convergence
In Theorem 1.3.2 we saw that the Schoenberg operator (1.8) converges when h→ 0
with convergence rate of polynomial order of h depending on the regularity of the
target function and the order of polynomial reproduction. The cardinal operator
(1.9) under different hypotheses converges as well. Therefore, it is interesting to
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study the convergence property of the regularized WKS sampling series. However,
the setting here is quite different. If we study the error estimate (4.4), we observe
that the error bound is nearly independent of h! That means, as long as h < pi/σ,
the error bounds are totally controlled by the two parameters m and r. This
observation suggests that we choose r to be dependent on h, and in doing so we
obtain the following convergence results. The proof is a direct consequence of the
error bounds in Theorem 4.1.2.
Theorem 4.4.1 If f ∈ Bσ, σ ∈ (0, pi/h), s ∈ Z+ and r = hγ , γ > 1 then
lim
h→0
T (s)h f = f
4.5 Relation with WKS sampling theorem
As the regularized WKS sampling series is developed from the WKS sampling
series, we want to investigate the relation between them. To this end, we consider




f(nh)sinc(h−1 · −n)φr(h−1 · −n),
where φ is the Gaussian function and r ∈ R0+. We first need the following result.
Theorem 4.5.1 If f ∈ Bσ, σ ∈ (0, pi/h), r, h ∈ R0+ and s ∈ Z+ then

























Proof. This is special case of Theorem 4.1.2. When m→∞ only the regulariza-
tion error remains, which is the right hand side of (4.15).
Note that from (4.15), we also have the following result.
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Corollary 4.5.2 If f ∈ Bσ, σ ∈ (0, pi/h), r, h ∈ R0+,s, k ∈ Z+ and s ∈ Zk+1 then

























When r→∞, the above result reduces to the WKS sampling theorem.
Corollary 4.5.3 Under the same hypotheses of Theorem 4.5.1 the series G(s)h f is
absolutely and uniformly convergent on R and
lim
m,r→∞
G(s)h f = f
(s).
Hence, the regularized WKS sampling Theorem 4.1.2 can be viewed as a gen-
eralization of the WKS sampling Theorem 1.4.6. Note that, based on the estimates
in Theorem 4.1.2, we can also obtain the truncation error of the WKS sampling
series. The details are apparent and so are omitted.
4.6 Comparison
To compare the Gaussian regulator with other regulators, we make the following
observations. Firstly, the Gaussian regulator is not covered in Theorem 1.5.2, where
only band-limited regulators were considered. Moreover, the Gaussian regulator
is simpler than the band-limited regulator constructed in [47]. For the Helms-
Thomas-Jagerman series, Theorem 1.5.1 shows that the error bound of its truncated
series is much bigger than the error bound in Theorem 4.1.2 obtained by using
Gaussian regulator. The rate of convergence in Theorem 1.5.2 is of polynomial
order in the parameter h. For the same value of h, using a Gaussian regulator by
adjusting parameters m and r in (4.4) will result in exponential convergence .
CHAPTER 4. GAUSSIAN REGULATOR 73
For the sinc approximation in Theorem 1.4.12, the error bound is O(exp (−γ)),
where γ := pid/h. For the regularization operator with Gaussian regulator, we
can choose m such that m/r = r(pi − hσ). Thus, from Theorem 4.1.2, the error
bound is O(exp (−r2(pi − hσ)2/2)), where we can adjust r for a desired accuracy.
For example, if we choose r := d/h then the error bound is O(exp (−γ2)) when
hσ  pi. In such cases, the regularization operator has a faster decay than the Sinc
approximation. In practical application, where r is usually fixed, the two methods
have comparable convergence rates. We shall demonstrate this in our numerical
simulations later in this thesis.
Each algorithm has some advantages as well as some disadvantages. For ex-
ample, the sinc method can handle end-point singularities, and it can be used
for solving integral equations. One the other hand, numerical experiments show
that the regularization operator can approximate functions of polynomial and even





Multidimensional signals are abundant in nature. For example, a colored TV sig-
nal can be thought of as a multidimensional signal, or equivalently as a function of
several variables. They are also prevalent in engineering systems such as meteorol-
ogy, oceanography, seismology, acoustics, optics and radar. Indeed, the majority
of physical phenomena must be measured in high dimension.
One of the most natural and practical extensions of the regularized WKS
sampling theorem is to higher dimensions. It is theoretically very important, since
the multi-dimensional cases offers mathematical challenges not present in the one
dimensional cases. At the same time, it is vital in the application for the analysis
and synthesis of information systems in a multitude of important fields of science
and engineering. We address in this chapter some of the issues we have treated
earlier in the multi-dimensional cases.
Let n ∈ N and Ω ⊆ Rn be a bounded set symmetric with respect to the origin.
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A function f ∈ L2(Rn) is said to be band-limited to Ω if there exists a function





g(w) exp(−it · w)dw,
where t = (tj : j ∈ Nn), w = (wj : j ∈ Nn), t · w =
∑
j∈Nn tjwj, and dw means
that the integration is with respect to the n-dimensional Lebesgue measure. We
call Ω the band-region of the function f , denote its Lebesgue measure by m(Ω)
and the corresponding set of functions with band-region Ω by BΩ. In particular,
when σ ∈ (R0+)n we call the set Inσ :=
∏
j∈Nn Iσj a hyper-rectangle, and denote
the corresponding set of functions with band-region Inσ by Bσ. When σj := pi for
j ∈ Nn we use the notation B for this class of functions.
When the band-region is hyper-rectangle, Parzen [100] derived a multidimen-
sional sampling theorem. Bracewell [12] discussed sampling and reconstruction on
two dimensional rectangular lattices. For three-dimensional sampling, Brillouin
[15, pp. 105–111] discussed it briefly with particular reference to crystallographic
research. A significant contribution in higher dimensional sampling was made by
Miyakawa [96] where a n-dimensional canonical sampling function was obtained.
He also discussed the relationship between the sampling lattice and the periodicity
of the Fourier transform of the sampled function. In addition to making Miyakawa’s
work available in English, Petersen and Middleton [101] obtained the n-dimensional
sampling theorem and discussed the minimum efficient lattice.
We start our discussion of some of existing results for higher dimensional sam-
pling with the simplest band-region, the hyper-rectangle Inσ. In this case, E. Parzen
[100] obtained the following unpublished fact, which states that any f ∈ Bσ can be
reconstructed from its sampled values f(tk) where tk := (kjpi/σj : kj ∈ Z, j ∈ Nn).
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and




Then, there holds the Parzen sampling theorem.




f(tk)sinc(σ · /pi − k),
where the series converges in L2(Rn) and also uniformly over Rn.
Note that when n = 1 the above result reduces to the WKS sampling theorem,
and not surprisingly that its proof follows the proof of Theorem 1.4.6. We omit the
details of the proof, since this fact will be a special case of Theorem 5.1.3 appearing
below.
The next result we wish to describe concerns lattice sampling. To this end, it
is convenient to introduce some notations first. Let Γ be a discrete subgroup of the
additive group Rn, that is, 0 ∈ Rn contains an open neighborhood that excludes
all other elements in Γ. A lattice is a discrete subgroup of Rn that is generated
by n linearly independent vectors. Let L be a lattice generated by the columns
of a (necessarily nonsingular) matrix M , that is, L = Ms, s ∈ Zn. The lattice
generated by the columns of the matrix 2piM−T (the inverse of the transpose of
M) is called the dual lattice of L and we will denote it by Lˆ. An open subset A of
Rn is called a fundamental region for Γ if ∪m∈Γ(A¯ +m) = Rn, and for distinct m
and n in Γ, (A+m) ∩ (A¯+ n) = ∅.
Now, we are ready to state the following result, which will be useful for lattice
sampling.
Lemma 5.1.2 If L ⊆ Rn is a lattice, A is any fundamental region of the dual
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then gA(l) = 0, if l ∈ L \ {0} and 1, if l = 0. Moreover, the set of functions
{exp(ix · l)/
√
m(A) : l ∈ L} forms an orthonormal and complete basis for L2(A).
Proof. Clearly gA(0) = 1. Since A is a fundamental region of Lˆ, A is translated
by any y ∈ Rn and we denote such a translate by A− y. Therefore, for l ∈ L and
any y ∈ Rn we have that
∫
A











which leads to the formula
∫
A
exp(ix · l)dx = 0, l ∈ L \ {0},
and the first conclusion. Based on this, the orthogonality of the set of functions
{exp(ix · l)/
√
m(A), l ∈ L} follows directly. However, it is not trivial to show that
{exp(ix · l) : l ∈ L} is complete in L2(A). Its proof at a high conceptual level can
be seen at [81, p. 154].
Based on the above result, we will obtain the following sampling theorem on
lattice, which can be seen in [101], see also [56, pp. 155–161].






with convergence in L2(Rn) and also uniformly over Rn.
Proof. We denote the Fourier transform of f by fˆ . From (ii) of Lemma 5.1.2, fˆ





cl exp(iw · l), (5.1)
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f(l) exp(iw · l). (5.3)
By taking the Fourier inverse transform of (5.3), then from (i) of Lemma 5.1.2 we











Note that a typical fundamental region of Lˆ is the hyper-rectangle Inσ. There-
fore, Theorem 5.1.1 is a special case of Theorem 5.1.3. In that case the sampling
density is (σ/pi)n , which is the Nyquist minimal sampling density, or Nyquist rate
[97]. For a given bounded band-region Ω ⊂ Rn, a hyper-rectangle can always be
found to enclose Ω. Therefore, a function band-limited to Ω can be reconstructed
by Theorem 5.1.1, but usually at the price of over-sampling. The structure of Ω is
essential for Nyquist rate to be achieved in the sampling theorem. It is natural to
ask the following question: when Ω does not satisfying the hypotheses of the above
theorem, that is, if it is not a fundamental region for a translation group, are there
sampling series for functions belonging to BΩ? One would hope to keep as many
nice features of the WKS sampling theorem as possible, but it is inevitable that
something will be missing.
So far there is no satisfactory answer for that question, but progress has been
made in some directions. One example is the hexagonal sampling for functions
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with a circular band-region. Let D ⊂ R2 be the unit disc. We want to sample and
reconstruct a function f ∈ BD. Since D does not tessellate the plane, we choose
some tessellating set containing D with smallest area. For example, we can choose
a regular hexagon H, and assume a signal has it as the band-region. Then the
sampling formula can be calculated easily from Theorem 5.1.3. Since the Nyquist
rate is not achieved, there remains a certain redundancy in the sample points.
Engineers prefer the simplicity of the hyper-rectangular form in Theorem 5.1.1
in application, while mathematicians are interested in the relation between the
structure of the band-region and the sampling series. The multidimensional sam-
pling theory still offers exciting, beautiful mathematical structures to explore. In-
deed, there are much yet to be done.
5.2 Regularized sampling series
After an introduction of some existing results about n-dimensional sampling theory,
we shall present in this section the generalization of the regularized sampling to
n-dimensional cases. We consider the following regularization operator G defined




f(k)sinc(· − k)φA(· − k), (5.4)
where k = (kj : j ∈ Nn), A is n× n nonsingular matrix, t = (tj : j ∈ Nn) ∈ Rn,




and the function φA is defined at t ∈ Rn by the formula
φA(t) := φ(A−1t).
For the sake of simplicity of presentation, we will consider the case
A := diag(r1, r2, . . . , rn),
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although much of what we say extend to the general case. We denote the corre-
sponding regulator as φr, where r := (rj : j ∈ Nn). Note that in such cases the
operator G depends on φ and r. When n = 1 it reduces to the operator we have
investigated in Chapter 2. Similar to that case, we shall always assume
r ∈ Rn+ := R0+ × · · · ×R0+︸ ︷︷ ︸
n
.
We call φ the regulator, and the series in (5.4) the n-dimensional regularized
sampling series. To ensure that Gf agrees with f on Zn, we shall always as-
sume φ is even function, continuous at 0, φ(0) = 1. We shall also require that
φ ∈ L∞(Rn)∩L2(Rn)∩L1(Rn), so that the series (5.4) is uniformly convergent on
Rn when f ∈ Bσ. We denote the totality of such function φ as the set Φn.
As in the one dimensional case, the motivation for introducing the operator G
is to improve the convergence rate of the n-dimensional sampling series by choosing
suitable regulators φ. To this end, we will derive error estimates on how well a
function f can be approximated via its regularized sampling series (5.4) in a variety
of settings. The main results will be presented below. However, the proofs will be
omitted as they parallel those we gave for the one dimensional case in Chapter 2.
To this end, we use functions µ and ν, based on φ ∈ Φn and r ∈ Rn+, defined for














The functions µ and ν will be used throughout the rest of the chapter. They have
the following property.
Lemma 5.2.1 The functions µ and ν defined in (5.5) and (5.6) satisfies that µ+
ν = 1 and ν =
∑
k∈Zn\{0} µ(·+ 2kpi).
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Our next step is to obtain the Fourier transform of θ := f − Gf .





fˆ(w)ν(w), w ∈ Inσ
−fˆ(w − 2kpi)µ(w), w − 2kpi ∈ Bσ, k ∈ Zn
0, otherwise,
From on the above result, we can derive a (sharp) L2(Rn) error estimate for
approximation by the regularization operator G.
Theorem 5.2.3 If f ∈ Bσ, σ = (σj : j ∈ Nn) ∈ Unpi and φ ∈ Φn then



























There is a special case that will be useful to us. Let Φ0 := {φ ∈ Φn : µ(φ) ≥ 0}.
The following result provides simpler upper bound for the L2(Rn) estimate when
φ ∈ Φ0.
Theorem 5.2.4 If f ∈ Bσ, Inσ ⊆ Inpi and φ ∈ Φ0 then
(φr)‖f‖2 ≤‖ f − Gf ‖2≤ (φr)‖f‖2,
where




2max{|ν(w)| : w ∈ Inσ}.
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Likewise, we can provide an L∞(Rn) error estimate for φ ∈ Φ0.
Theorem 5.2.5 If f ∈ Bσ, Inσ ⊆ Inpi and φ ∈ Φ0 then
‖ f − Gf ‖∞≤ 2
√
σ/(2pi)n(φr)‖f‖2.
Next, we will consider, for the truncated cases, the operator T : L2(Rn) →




f(k)sinc(· − k)φr,m(· − k),





φ(t/r), all |tj| ≤ mj, j ∈ Nn
0, any |tj| > mj, j ∈ Nn,
Note that the operator T depends on φ ∈ Φn, r ∈ Rn+ and the truncation level



















where Ωm/r := Inm/r. The following result provides the error bound.
Theorem 5.2.6 If f ∈ Bσ, Inσ ⊆ Inpi and φm ∈ Φ0 then




2max{|r(w) + t(w)| : w ∈ Inσ}.
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Now, we will extend the above L2(Rn) estimates to L2(Rn) Sobolev estimates.
For this purpose, when 1 ≤ p ≤ ∞, k ∈ Z+, we recall the definition of the Sobolev
space as




For f ∈ W k,p(Rn), we let




and let Hk(Rn) := W k,2(Rn). Similar to Theorem 5.2.6, the next result provides
an error estimate for how well T f approximates f in Sobolev norm.
Theorem 5.2.7 If the hypothesis of Theorem 5.2.6 holds then
‖ f − T f ‖Hk≤ (φr,m)‖f‖Hk ,
where T and (φr,m) are the same as defined in Theorem 5.2.6.






The following result gives the error bound in Sobolev norms for approximating a
function f by Thf .
Theorem 5.2.8 If the hypothesis of Theorem 5.2.7 holds and s ∈ Zk+1, s ∈ Zn
then





2max{|r(hw) + t(hw)| : w ∈ Inσ}.
The following fact is a consequence of this result.
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Corollary 5.2.9 If the hypothesis of Theorem 5.2.8 holds and s ∈ Zk+1, s ∈ Zn
then
‖ f (s) − T (s)h f ‖2≤ (φr,m,h)‖f‖Hk ,
and
‖ f − Thf ‖Hk≤ (φr,m,h)‖f‖Hk .
The norm of f ∈ Hk(Rn) can be expressed in terms of the Fourier transform




(1 + |w|2)k|f (ˆw)|2dw.
Using this formula we get
Corollary 5.2.10 If hypothesis of Theorem 5.2.8 holds then





‖f − Thf‖Hk ≤
√
2pi(1 + σ2)k(φr,m,h)‖f‖2.
5.3 Multidimensional Gaussian regulators
We shall specialize the regulator φ as Gaussian function. To this end, we recall the
definition of the multidimensional Gaussian distribution, see for example [91]. Let
x = (xj : j ∈ Nn) ∈ Rn, a ∈ Rn and Σ = (Σjk)j,k∈Nn be a n × n positive definite
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If, in particular Σjk = 0 for all j 6= k, that is, the matrix Σ is diagonal and













We need the following two results, whose proofs can be found in [91, Chap.
1]. The first result is about the Fourier transform of the Gaussian and its inverse.














The second result is about the positive definite matrix. We recall that a
symmetric matrix M is positive definite if and only if xMxT is positive definite for
any nonzero row vector x = (xj, j ∈ Nn).
Lemma 5.3.2 A symmetric matrixM is positive definite if and only if there exists
a nonsingular n × n matrix Q such that M = QQT , or there exists an orthogonal
matrix R (i.e., RT = R−1) such that RMRT = diag{λj}j∈Nn with the characteristic
roots of M satisfy λj > 0, j ∈ Nn.
In the rest of this chapter, we will use the n-dimensional Gaussian regulator





, where Σ is a given
n × n positive definite matrix. Thus φ(0) = 1 and φ ∈ Φn. Now, we are ready to
state our main result.
Theorem 5.3.3 Let f ∈ Bσ, σ = (σj : j ∈ Nn) ∈ (U0pi/h)n, h = (hj : j ∈ Nn) ∈
Rn, m ∈ Nn, s ∈ Z+, Σ = QQT as in Lemma 5.3.2.
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(i) If Q = diag{λ1, λ2, . . . , λn}, α = (αj : j ∈ Nn) and αj := min{Σjj/λj, λj(pi−
hjσj)} ≥ 2 then




det Σ) exp(−α2/2)‖f (s)‖2.
(ii) If in addition we assume for j ∈ Nn that Σjj = m, λj = r, hj = h and σj = σ
then
‖f (s) − T (s)h f‖2 ≤
√
2(1 + (2pi)n/2) exp(−nα2/2)‖f (s)‖2,
with α = min{m/r, r(pi − hσ)}.
Proof. From the estimates in the proof of Theorem 4.1.2 we observe that φm ∈ Φ0.
Therefore, from Theorem 5.2.8 we have that




2max{|r(w) + t(w)| : ω ∈ Inσ}, (5.8)



















From (5.7), the Fourier transform of the n-dimensional Gaussian distributions φ is
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Q = diag{λ1, λ2, . . . , λn}



















































So, (i) follows from (5.11) and (5.10), and (ii) follows directly from (ii).
Note that if we let n = 1, from (ii), we obtain the result in the one dimen-
sional case. The result, especially (ii), explains the expected performance of the
regularized WKS sampling formula in higher dimensional cases. Moreover, from
the error bound, it is observed that the hypothesis σj ∈ U0pi/hj , j ∈ Nn is critical for
high accuracy. Otherwise the error bound will not have exponential decay. Since
f ∈ BΩ, it is easy to get an error bound where ‖f (s)‖2 is replaced by ‖f‖2. For
application we have the following result.
Theorem 5.3.4 Under the same hypotheses of Theorem 5.3.3 (iii), for any η ∈
R0+, if ρ(f) :=
√
2(1 + (2pi)n/2)‖f (s)‖2, r and m are chosen such that
min(m/r, rpi) ≥
√
2(ln ρ(f) + η ln 10)
n (5.12)
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then
‖f − Thf‖2 ≤ 10−η.
By using (5.12) we can choose r and m appropriately to attain a desired
accuracy for given n.
Chapter 6
Nonlinear Wave Equations (I)
6.1 Introduction
In our previous chapters, we have investigated the approximation properties of the
regularization operator (2.1). Now, we report on our numerical experiments using
the truncated WKS series for numerical solutions of partial differential equations.
We will consider three equations from nonlinear wave theory, the study of which
started over a hundred years ago with the pioneering work of Stokes and Riemann
[141].
The first equation for our numerical experiment is Burgers’ equation
ut + uux = uxx/a, (6.1)
where a ∈ R0+ is the Reynolds number, [17]. This equation has applications in
many fields such as number theory, turbulence, gas dynamics, heat conduction and
elasticity, see for example [44]. It contains the simplest form of nonlinear advection
term uux and dissipation term uxx for simulating the physical phenomena of wave
motion, and has shock wave behavior when the Reynolds number a is large. The
analytical solution of the Burgers’ equation was obtained by Hopf [60] and Cole
[36], so that numerical comparisons can be made.
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CHAPTER 6. NONLINEAR WAVE EQUATIONS (I) 90
Various numerical techniques have been applied to solve (6.1) numerically
under certain initial conditions. The numerical algorithms that have been studied
include the spectral method [14, 83, 147], finite difference discretization [35, 58,
65], finite element approximation [3, 26, 54, 61, 66], Tau method [98], wavelet
representation [76] and others [59, 118].
The second equation that we consider is the Korteweg-de Vries (KdV) equation
ut + 6uux + uxxx = 0, (6.2)
[73], which combines nonlinearity and dispersion. The KdV equation models the
propagation of weakly nonlinear dispersive waves in various fields, such as plasma
physics, surface waves on the top of an incompressible irrotational inviscid fluid and
beam propagation. This equation has been studied extensively both analytically
and numerically since the discovery of solitary waves, [73]. There are many analytic
methods that have been derived to solve the KdV equation exactly, such as the
inverse scattering method and the Backlund transformation method, [115, pp. 75–
121] . However, for many other nonlinear evolution equations that have solitary
solutions, no exact solution has been found yet. Therefore, there has been intensive
efforts to study methods to solve numerically these nonlinear evolution equations.
The approaches that have been taken so far include spectral methods [30], spline
approximation techniques [67] and semi-implicit methods [79].
The third equation that we will consider here is the sine-Gorden equation
utt − uxx + sin u = 0.
The sine-Gorden equation was found to be an important equation in many
areas, such as condensed matter physics, chemical reaction kinetics and high energy
physics. It has common features with the KdV equation, namely, the existence of
solitary wave solutions, and its initial value problem can also be solved by the
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inverse scattering method, see for example [115, pp. 189–217]. This equation
provides a fertile testing ground for the efficiency of numerical methods [1, 49, 149].
Returning to equations (6.1) and (6.2), we remark that the main nonlinear
feature of the Burgers’ equation is the breaking of waves into shock waves. Soli-
tary waves are also a strictly nonlinear phenomena with no counterpart in linear
dispersive theory. Little is known about these nonlinear phenomena. Therefore,
numerical methods with high accuracy are desired for the investigation. One way
to achieve this is by the use of spectral methods, which have evolved vigorously
since the early 1970s, especially in fluid dynamics [29].
In this chapter, we will implement a scheme which uses the regularized WKS
series to solve these equations and we will compare this approach to the Fourier
collocation method. The numerical schemes are described in details in the next sec-
tion. The computations of the Burgers’ equation, the modified KdV equation and
the sine-Gorden equation are presented in Section 3. In Section 4 our comparisons
and conclusions will be given.
6.2 Numerical schemes





ut + uux = uxx/a, (x, t) ∈ [0, 2]×R+,
u(x, 0) = sin(pix).
(6.3)
Note that when the initial value is given by a general function, u(x, 0) := u0(x), x ∈
R, the Burgers equation can be transformed, by applying the Cole-Hopf transfor-
mation [60, 36]
u = − 2φaφx
, (6.4)
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φt = φxx/a, (x, t) ∈ R×R+,






, x ∈ R.
The solution of the above equation is given for (x, t) ∈ R×R+ by














Therefore, from (6.5) and the transformation (6.4), we obtain the analytical solu-
tion of the Burgers’ equation, see for example [115, pp. 131–133].
We start by specifying the spacial grids. Let h := 2/n and xi := ih, i ∈ Zn−1.
Here n is the number of the grid points and we choose n > 2m, where m is the
truncation level of the regularization operator (2.1) that we will make use of. For
our time discretization, we use tj := j∆t, j ∈ Zl, where ∆t is our time increment.




u(xk, tj)sinc(xi − xk)φr(xi − xk), (6.6)
where we choose φ := G, G is the Gaussian function G(t) := exp(−t2/2), t ∈ R.
For s ∈ Z+, we use T (s)h u to approximate u(s) in the above equation. For simplicity,
we set
f(x, t) := −uux + uxx/a, (6.7)
and approximate this function at (xi, tj) by the expression
−u(xi, tj)(T (1)h u)(xi, tj) + (T
(2)
h u)(xi, tj)/a.
Note that for any j ∈ Zl, the values {u(xi, tj) : −m ≤ i ≤ n + m − 1} are
required to implement (6.6). So, we need to extend the values {u(xi, tj) : i ∈ Zn−1}
to {u(xi, tj) : −m ≤ i ≤ n + m − 1}. Since the solution of (6.3) is periodic, we
will make a periodic extension of unknown function u and therefore set u(xi, tj) :=
u(xn+i, tj) for i ∈ [−m,−1]∩Z and u(xi, tj) := u(x−n+i, tj) for i ∈ [n, n+m−1]∩Z.
CHAPTER 6. NONLINEAR WAVE EQUATIONS (I) 93
For the time discretization, we will use the explicit fourth order Runge-Kutta
scheme, [103, pp. 704–716]. Specifically, we define
k1 : = ∆tf(xi, tj), k2 := ∆tf(xi + k1/2, tj),
k3 : = ∆tf(xi + k2/2, tj), k4 := ∆tf(xi + k3, tj),
where f is defined in (6.7), and let







Since the values {u(xi, t0) : i ∈ Zn−1} are given by the initial value of the
equation (6.3), from the above procedure we obtain {u(xi, t1) : i ∈ Zn−1}. Next,
we iterate the process to find the solution at any time tj, j ∈ Zl.
As the analytical solution v of the equation (6.3) is known, it is simple to








i∈Zn−1 |u(xi, tj)− v(xi, tj)|
p
}1/p
, 1 ≤ p <∞
max{|u(xi, tj)− v(xi, tj)| : i ∈ Zn−1}, p =∞




ut + 3(n+ 1)unux + uxxx = 0, (x, t) ∈ [0, 40]×R+,
u(0, t) = u(40, t),
u(x, 0) = a sech 2n (x/b),
(6.8)
where n ∈ N, a and b are constants. The exact solution is given by
u(x, t) = a sech 2n ((x− vt)/b), (x, t) ∈ [0, 40]×R+,




−n2 , v = 6n+2a
n. When n = 1 the MKDV equation becomes
the KdV equation (6.2).
The numerical scheme we use for solving the modified KDV equation (6.8) is
essentially the same as the scheme for Burger’ equation described above. The only
CHAPTER 6. NONLINEAR WAVE EQUATIONS (I) 94
difference is that now we set f(x, t) := −3(n + 1)unux − uxxx and approximate it
at (xi, tj) by
−3(n + 1)u(xi, tj)n(T (1)h u)(xi, tj)− (T
(3)
h u)(xi, tj).
We omit obvious description of the algorithm.




utt − uxx + sin u = 0, (x, t) ∈ I20 ×R+,
u(−20, t) = u(20, t),
u(x, 0) = 0,
ut(x, 0) = 4sech(x),
(6.9)
the exact solution is
u(x, t) = 4 tan−1(t sech(x)), (x, t) ∈ I20 ×R+.
If we set w := ut then the Sine-Gorden equation is equivalent to the following




ut = w, (x, t) ∈ I20 ×R+,






wt = uxx − sin u, (x, t) ∈ I20 ×R+,
u(−20, t) = u(20, t),
u(x, 0) = 0.
(6.11)
By using the scheme described above, we will obtain the solution {u(xi, t1) : i ∈
Zn−1} of equation (6.10), and the solution {w(xi, t1) : i ∈ Zn−1} of equation (6.11).
Next, we take {w(xi, t1) : i ∈ Zn−1} as initial condition of equation (6.10), solve
it and obtain the solution {u(xi, t2) : i ∈ Zn−1}. Likewise, we take {u(xi, t1) :
i ∈ Zn−1} as initial condition of equation (6.11), solve it and obtain the solution
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{w(xi, t2) : i ∈ Zn−1}. This procedure can be iterated to obtain the function u at
any time tj, j ∈ Zl.
In the scheme described above, in (6.6) we call sinc·G the regularized Shannon
kernel (RSK), and we refer to this scheme as RSK-RK4, where RK4 represents the
fourth order Runge-Kutta scheme used for time discretization. Note that in (6.6)
if sinc is replaced by the Dirichlet kernel
Dc(x) =
sin pix
c sin(pit/c) , x ∈ R,




, x ∈ R,
where c is a nonzero constant, we obtain the regularized Dirichlet kernel (RDK)
Dc ·G and the regularized modified Dirichlet kernel (RMDK) D∗c ·G in (6.6), and
we denote the corresponding schemes as RSK-RK4, RDK-RK4 and RMDK-RK4
respectively.
As for the Fourier collocation scheme, which will be used for comparison with
the above scheme, we omit its description as it is standard, see for example [103,
pp. 496–510], or [129, pp. 18–23]. We will call it the FC-RK4 scheme for short
and for it we use the same time discretization as described above.
6.3 Comparison of numerical results
The computation was first carried out for Burgers’ equation (6.3) with a = 100,
∆t = 0.001. In RSK-RK4 we let r = 3.2 and m = 30. In RDK-RK4 and RMDK-
RK4 we choose c = 2n+1. See Tables 6.1 and 6.2 for the numerical results. Table
6.3 tabulates the results for the modified KdV equation (6.8). In the computation,
we let a = 1, n = 7 and ∆t = 0.0001. All other parameters are chosen to be the
same as we used in the Burgers’ equation, except that this time we use m = 35.
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Tables 6.4 and 6.5 provide the numerical the results for the sine-Gorden equation
(6.9). We choose ∆t = 0.01, m = 32, r = 3.2 in RSK-RK4 and c = 2n + 1
in both RDK-RK4 and RMDK-RK4. All the computations were done on UNIX
workstation with a Fortran 77 compiler.
We observe from the Tables that RSK-RK4, RDK-RK4 and RMDK-RK4 are
very close in accuracy. We refer to these three schemes as regularization collocation
schemes, or RC-RK4 for short. As the error estimate of RSK is given in Theorem
4.1.2, it is desirable to obtain the error estimates for the RDK and RMDK methods
in the similar way. We will investigate this issue in the future.
When the time interval is small, FC-RK4 is slightly more accurate than RC-
RK4 for the three equations we consider. However, when the time interval is large,
RC-RK4 is better than FC-RK4 in accuracy for the Burgers’ equation and the
MKdV equation, while the accuracy of RC-RK4 and FC-RK4 are almost the same
for the sine-Gorden equation. This is an interesting observation. Since RSK can
have any accuracy, by adjusting m and r, it is reasonable to expect RSK can
perform better than FC in accuracy.
From Tables 6.1 and 6.2, FC-RK4 can achieve convergence at n := 32 while
RC-RK4 does not. In Table 6.3, if n := 128 neither RC-RK4 nor FC-RK4 will
yield convergence. On the other hand, though it is not listed in the tables, by
changing ∆t while keep in the spacing h fixed, we observe that generally RC-RK4
can converge with a larger ∆t than FC-RK4. Therefore, to predict the long time
behavior of the solutions, RC-RK4 is better than FC-RK4. However, theoretical
stability analysis has not been performed yet.
Since RC is a local scheme and FC is not, it seems that RC may be more
efficient than FC. However, in our computation we observe that RC is slower than
FC. This is due to the use of the FFT algorithms, which costs only O(logn) for
one step of a derivative computation, while RC costs 2mn.
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Unlike the Fourier collocation method, the RC method can deal with non-
periodic problems by selecting corresponding extension for implementation. How-
ever, this is also the main limitation of the RC scheme in applications, as in many
practical cases it is hard to determine the appropriate extension.
Table 6.1: FC vs RC for Burgers’ equation
Scheme n t L∞ error L2 error
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Table 6.2: FC vs RC for Burgers’ equation (continued)
Scheme n t L∞ error L2 error
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Table 6.3: FC vs RC for MKdV equation
Scheme n t L∞ error L2 error
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Table 6.4: FC vs RC for sine-Gorden equation
Scheme n t L∞ error L2 error
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Table 6.5: FC vs RC for sine-Gorden equation (continued)

























Nonlinear Wave Equations (II)
7.1 Introduction
In the last chapter, we have made the comparison among different schemes for solv-
ing certain wave equations. The goal for this chapter is to continue the comparison
to some specific cases of the KdV equation. By the methods of Fourier collocation
(FC), finite difference (FD) and regularization collocation (RC) described in the
last chapter, we will simulate the KdV equation in different situations, including
the evolution of a single soliton, the interaction of two solitons and the splitting of
an initial profile into many solitons, [40].
We consider the Korteweg-de Vries (KdV) equation in the form
ut + uxxx + uux = 0, (x, t) ∈ Ω×R+, (7.1)
where  is a small parameter and Ω := [0, 2]. We will work on this equation with
given periodic boundary condition.
This chapter is organized as follows: Section 2 deals with the single soliton
cases. Section 3 treats the case of the collision of two solitons, followed by the
splitting waves in Section 4. Our conclusion and discussion will be given in the last
section.
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7.2 Single soliton
We simulate first the Cauchy problem with the initial condition
u0(x) = 3c sech2(k(x− x0)), x ∈ R, (7.2)
where c is a constant, k = (1/2)
√
c/ and x0 is some starting point in [0, 2]. The
solution of (7.1) is so-called soliton
u(x, t) = 3c sech2(k[(x− x0)− ct])
traveling with speed c towards the right. In the computation we chose x0 := 0.5
and c := 0.3. Figure 7.1 describes the single soliton traveling on the time interval
[0, 3] when  := 5× 10−4.
Let un be the numerical solution at time t = n∆t, and En be the normalized





and the amplitude error is defined as
An := 3c− ‖u
n‖∞,Ω
3c ,
[10]. Figure 7.2 described the behavior of An and En for FC-RK4. Table 7.1
contains the numerical results for An and En with  := 5× 10−4 and  := 10−4 by
the Fourier collocation and the RC schemes respectively.
From Table 7.1 we observe that the four RC schemes perform very much
similarly in accuracy, speed and stability region. For accuracy comparison, when
 := 5 × 10−4 and  := 10−4, RC-RK4 perform better than FC-RK4 for An, but,
when  := 5× 10−4 FC-RK4 has higher accuracy than RC-RK4 for En, and their
performances are similar when  := 10−4. However, FC-RK4 converges faster than
RC-RK4. The stability region for the time spacing of the RC-RK4 schemes is larger
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than that of the FC-RK4 scheme. For example, when  := 10−4, the time spacing
is 10−3 for RC-RK4 while for FC-RK4 it is 10−4.
There are infinite number of the invariant functionals of the solution u of the
equation (7.2), see for example [126, pp. 288–291]. We will consider the following







































It is interesting to see whether or not these functionals remain invariant in our nu-
merical simulation. This will give some indication of the persistence of integrability
of the discrete schemes.
Tables 7.2 and 7.3 are the results for the functionals (7.3), obtained by RC-
RK4 and FC-RK4 schemes introduced in previous chapter, when the grid number is
64 and 128 respectively. From the tables we observe that, the RC schemes perform
still very much closely. For both n := 64 and n := 128, RC-RK4 have performance
similar to FC-RK4 for I2, I3 and I4. But, FC-RK4 performs better than RC-RK4
for I1. Both RC-RK4 and FC-RK4 perform better when n increase from 64 to 128.
When a finite difference scheme [46, p. 15] is used in space discretization and
the Crank-Nicholson scheme [131, p. 110] is used for time discretization, we denote
the resulting numerical scheme as FD-CN scheme. Table 7.4 is the comparison
between results obtained from RSK-RK4 and FD-CN used in [40]. For  := 5×10−4
we choose n := 100 and ∆t := tn − tn−1 = 10−3. For  := 10−4 we choose n := 200
and ∆t := 10−4. In both cases, n := 200 and ∆t := 10−2 for the FD-CN scheme.
The same parameters are used for Table 7.5 where the comparison between FD-CN
and RSK-RK4 is carried out for the invariant functionals I2, I3 and I4.
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We observe from Table 7.4 and Table 7.5 that for the cases when  := 5×10−4
and  = 10−4, An for RSK-RK4 and FD-CN scheme are comparable, while RSK-
RK4 performs much better for En. In both cases for Ii, i = 2, 3, 4, RSK-RK4
performs better than FD-CN. The time spacing of the stability region for the FD-
CN scheme is larger than that for RSK-RK4. It is expected that other RC schemes
and FC-RK4 perform similarly to RSK-RK4.
7.3 Collision of two solitons
The next step is to simulate the collision of two solitons. The initial condition in
this case is
u0(x) = 3c1 sech2(k1(x− x0,1)) + 3c2 sech2(k2(x− x0,2)), x ∈ R,
where ki = (1/2)
√
ci/, i = 1, 2 and the distance |x0,2 − x0,1| between the two
solitons is chosen large enough so that the interaction has not yet started. In
our simulation, we choose  := 4.8 × 10−4, x0,1 := 0.4, x0,2 := 0.8, c1 := 0.3 and
c2 := 0.1.
RC-RK4 and FC-RK4 are able to simulate a clean interaction, namely, no
dispersive tail or supplementary soliton are created. Figure 7.3 is taken by the
FC-RK4 results to describe the collision. Figure 7.4 is the corresponding contour.
Tables 7.6 and 7.7 are the comparison of Ii, i = 2, 3, 4 obtained by RC-RK4 and
FC-RK4. Table 7.8 is the comparison of Ii, i = 2, 3, 4 obtained by RSK-RK4 and
FD, here n := 200 and ∆t := 10−4 for RSK-RK4, n := 200 and ∆t := 10−2 for
FD-CN.
We observe that the performance of the RC schemes are quite close. As for
FC-RK4 and FD, although Ii, i = 2, 3, 4 are not constant, their variation has a
very small amplitude. Both of them perform better than RSK-RK4.
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7.4 Reflexionless potential cases
The last test we perform is the evolution of the initial condition




, x ∈ R,
where µ ∈ R+ and p ∈ Z+. As shown in [41], the inverse scattering method
proves that this profile splits into p solitary waves with no dispersive tail. Due
to the presence of step gradients both in space and time, this is one of the most
difficult test for numerical methods concerning the capture of discrete solitons. We
have performed this computation in the case of three solitons. When p := 3 and
µ := 1/18 then the amplitude of the solitons are 1/9, 4/9 and 1. The value of 
here is 10−4. The evolution on the time interval [0, 4] is shown in Figure 5 and
the profiles at different instants in Figure 6. Tables 7.9 and 7.10 are the results of
comparison between RC-RK4 and FC-RK4 for the splitting case.
We observe that the RC schemes perform similarly as usual. When n := 128,
FC-RK4 performs better than RC-RK4. When n := 256, both perform excellently
that Ii, i = 1, 2, 3, 4 almost keeps constant. It is interesting to find that in this case
the RC schemes don’t perform as badly as in the collision cases, while for t := 3
the RC results are not consistent with the results when t := 1, 2, 4.
7.5 Discussions and conclusions
Based on the computational results we have obtained, we make the following ob-
servations, which reinforce what we have observed in our previous chapter.
The RC schemes still perform very closely in accuracy, speed, stability region
and the persistence of integrability to the three cases we have computed. As for the
accuracy, FC-RK4 performs the best, RC-RK4 can achieve comparable accuracy
with FC-RK4, especially when the number of grid points increase. Both can be of
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higher accuracy than FD-CN.
To preserve the invariance of the invariant functionals, in most cases, FD-CN,
FC-RK4 and RC-RK4 performs similarly when there is a large number of grid
points, but for the collision of two solitons, RC-RK4 fails to keep the persistence
of integrability. The reason for this is not yet clear.
For given grid spacing h, the RC-RK4 scheme can have larger ∆t than FC-
RK4 to guarantee the convergence. Therefore, to predict the long term behavior of
the solutions, RC-RK4 would be faster than FC-RK4. On the other hand, FD-CN
can have larger ∆t than RC-RK4 to guarantee the convergence.
In the computation RC is slower than FC except the grid points is very big.
This is due to the fact that FC uses the FFT algorithm, which costs only O(log n)
for a derivative computation, while RC costs 2mn.
All the schemes enjoy a simplicity of structure. The FD-CN scheme and the
RC schemes can have wider application than the FC scheme as they apply to
problems with non-periodic problems. However, in many practical cases it is hard
to determine the proper extension for the RC schemes.
The exact error estimates and stability domain analysis of the RC schemes,
and its comparison with the spectral method and the local method deserve further
investigation.
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Table 7.1: RC and FC Comparison (n:=128) for KdV equation (single soliton)
t  = 5× 10−4  = 10−4
An En An En
1 (a) 0.1463E-02 0.6569E-05 0.7041E-02 0.3136E-02
(b) 0.1498E-02 0.3820E-03 0.6870E-02 0.6030E-02
(c) 0.1498E-02 0.3820E-03 0.6839E-02 0.6010E-02
(d) 0.1498E-02 0.3819E-03 0.6930E-02 0.6072E-02
2 (a) 0.5837E-02 0.6648E-05 0.2875E-01 0.1779E-02
(b) 0.8857E-03 0.6701E-03 0.3509E-02 0.7925E-02
(c) 0.8861E-03 0.6701E-03 0.3486E-02 0.7855E-02
(d) 0.8854E-03 0.6700E-03 0.3550E-02 0.8057E-02
3 (a) 0.5839E-02 0.6714E-05 0.2897E-01 0.1370E-02
(b) 0.4713E-03 0.9391E-03 0.2359E-02 0.7051E-02
(c) 0.4717E-03 0.9392E-03 0.2434E-02 0.7059E-02
(d) 0.4709E-03 0.9389E-03 0.2186E-02 0.7000E-02
(a)FC-RK4, (b)RSK-RK4, (c)RDK-RK4, (d)RMDK-RK4
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Table 7.2: Conservation laws for  := 5× 10−4 cases
t n=64
I1 I2 I3 I4
0 (a) 0.146969E+00 0.881816E-01 0.158727E-01 0.612256E-02
1 0.146969E+00 0.881816E-01 0.158727E-01 0.612322E-02
2 0.146969E+00 0.881820E-01 0.158728E-01 0.613115E-02
3 0.146969E+00 0.881820E-01 0.158728E-01 0.613110E-02
0 (b) 0.146969E+00 0.881816E-01 0.158727E-01 0.612286E-02
1 0.146971E+00 0.881823E-01 0.158728E-01 0.613613E-02
2 0.146983E+00 0.881855E-01 0.158733E-01 0.620567E-02
3 0.146965E+00 0.881862E-01 0.158733E-01 0.620903E-02
0 (c) 0.146969E+00 0.881816E-01 0.158727E-01 0.612285E-02
1 0.146971E+00 0.881824E-01 0.158728E-01 0.613773E-02
2 0.146983E+00 0.881858E-01 0.158733E-01 0.621089E-02
3 0.146966E+00 0.881862E-01 0.158733E-01 0.621019E-02
0 (d) 0.146969E+00 0.881816E-01 0.158727E-01 0.612286E-02
1 0.146971E+00 0.881822E-01 0.158728E-01 0.613310E-02
2 0.146982E+00 0.881850E-01 0.158732E-01 0.619381E-02
3 0.146960E+00 0.881859E-01 0.158733E-01 0.620317E-02
(a)FC-RK4, (b)RSK-RK4, (c)RDK-RK4, (d)RMDK-RK4
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Table 7.3: Conservation laws for  := 5× 10−4 cases (continued)
t n=128
I1 I2 I3 I4
0 (a) 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
1 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
2 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
3 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
0 (b) 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
1 0.146920E+00 0.881816E-01 0.158727E-01 0.612233E-02
2 0.146873E+00 0.881817E-01 0.158727E-01 0.612234E-02
3 0.146826E+00 0.881817E-01 0.158727E-01 0.612234E-02
0 (c) 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
1 0.146920E+00 0.881816E-01 0.158727E-01 0.612233E-02
2 0.146873E+00 0.881817E-01 0.158727E-01 0.612234E-02
3 0.146826E+00 0.881817E-01 0.158727E-01 0.612234E-02
0 (d) 0.146969E+00 0.881816E-01 0.158727E-01 0.612232E-02
1 0.146920E+00 0.881816E-01 0.158727E-01 0.612233E-02
2 0.146873E+00 0.881817E-01 0.158727E-01 0.612234E-02
3 0.146826E+00 0.881817E-01 0.158727E-01 0.612234E-02
(a)FC-RK4, (b)RSK-RK4, (c)RDK-RK4, (d)RMDK-RK4
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Table 7.4: RSK-RK4 and FD-CN Comparison
t  = 5× 10−4  = 10−4
An En An En
1 (a) 0.9738E-02 0.2378E-03 0.1203E-01 0.4045E-04
(b) 0.4281E-02 0.9351E-02 0.1833E-01 0.8082E-01
2 (a) 0.1232E-01 0.4143E-03 0.1518E-01 0.6459E-04
(b) 0.4955E-02 0.1572E-01 0.2272E-01 0.1490E+0
3 (a) 0.5525E-02 0.5794E-03 0.6779E-02 0.6393E-04
(b) 0.4389E-02 0.2111E-01 0.2540E-01 0.2187E+0
4 (a) 0.1129E-02 0.7880E-03 0.1698E-02 0.3941E-04
(b) 0.5662E-02 0.2819E-01 0.1833E-01 0.2895E+0
(a)RSK, (b)FD
Table 7.5: RSK-RK4 and FD-CN Comparison for the conservation law
t  = 5× 10−4  = 10−4
I2 I3 I4 I2 I3 I4
0 (a) 0.881816E-01 0.158727E-01 0.612232E-02 0.394360E-01 0.709848E-02 0.273799E-02
(b) 0.880109E-01 0.157842E-01 0.607138E-02 0.390624E-01 0.690182E-02 0.264053E-02
1 (a) 0.881816E-01 0.158727E-01 0.612233E-02 0.394360E-01 0.709848E-02 0.273800E-02
(b) 0.880108E-01 0.157840E-01 0.607179E-02 0.390635E-01 0.690235E-02 0.263915E-02
2 (a) 0.881816E-01 0.158727E-01 0.612233E-02 0.394360E-01 0.709848E-02 0.273802E-02
(b) 0.880110E-01 0.157842E-01 0.607156E-02 0.390641E-01 0.690289E-02 0.263790E-02
3 (a) 0.881817E-01 0.158727E-01 0.612233E-02 0.394360E-01 0.709848E-02 0.273802E-02
(b) 0.880101E-01 0.157838E-01 0.607154E-02 0.390595E-01 0.690082E-02 0.263996E-02
(a)RSK, (b)FD
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Figure 7.2: Errors by FC-RK4 for single soliton cases
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Table 7.6: Conservation laws for  := 4.8× 10−4 case
t n=64
I1 I2 I3 I4
0 (a) 0.228078E+00 0.105368E+00 0.172173E-01 0.648228E-02
4 0.228078E+00 0.105368E+00 0.172173E-01 0.648264E-02
8 0.228078E+00 0.105368E+00 0.172175E-01 0.649366E-02
12 0.228078E+00 0.105368E+00 0.172173E-01 0.648739E-02
16 0.228078E+00 0.105368E+00 0.172173E-01 0.648212E-02
20 0.228078E+00 0.105368E+00 0.172173E-01 0.648663E-02
0 (b) 0.228078E+00 0.105368E+00 0.172173E-01 0.648254E-02
4 0.227702E+00 0.105388E+00 0.172201E-01 0.684212E-02
8 0.226999E+00 0.105029E+00 0.171124E-01 0.643548E-02
12 0.226725E+00 0.104697E+00 0.170081E-01 0.664531E-02
16 0.233128E+00 0.106145E+00 0.171329E-01 0.642532E-02
20 0.223982E+00 0.102470E+00 0.166688E-01 0.628375E-02
0 (c) 0.228078E+00 0.105368E+00 0.172173E-01 0.648254E-02
4 0.227689E+00 0.105386E+00 0.172198E-01 0.680272E-02
8 0.226997E+00 0.105029E+00 0.171124E-01 0.643755E-02
12 0.226759E+00 0.104690E+00 0.170068E-01 0.651026E-02
16 0.233144E+00 0.106156E+00 0.171337E-01 0.644089E-02
20 0.223929E+00 0.102464E+00 0.166682E-01 0.630209E-02
0 (d) 0.228078E+00 0.105368E+00 0.172173E-01 0.648255E-02
4 0.227720E+00 0.105391E+00 0.172205E-01 0.689971E-02
8 0.226964E+00 0.105035E+00 0.171137E-01 0.654088E-02
12 0.226681E+00 0.104705E+00 0.170102E-01 0.679253E-02
16 0.233213E+00 0.106206E+00 0.171417E-01 0.674140E-02
20 0.224037E+00 0.102496E+00 0.166711E-01 0.662847E-02
(a) FC-RK4 (b) RSK-RK4 (c) RDK-RK4 (d) RMDK-RK4
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Table 7.7: Conservation laws for  := 4.8× 10−4 case (continued)
t n=128
I1 I2 I3 I4
0 (a) 0.228077E+00 0.105368E+00 0.172173E-01 0.648216E-02
4 0.228077E+00 0.105368E+00 0.172173E-01 0.648216E-02
8 0.228077E+00 0.105368E+00 0.172173E-01 0.648215E-02
12 0.228077E+00 0.105368E+00 0.172173E-01 0.648215E-02
16 0.228077E+00 0.105368E+00 0.172173E-01 0.648215E-02
20 0.228077E+00 0.105368E+00 0.172173E-01 0.648215E-02
0 (b) 0.228077E+00 0.105368E+00 0.172173E-01 0.648217E-02
4 0.226229E+00 0.105380E+00 0.172169E-01 0.648292E-02
8 0.222562E+00 0.101935E+00 0.161673E-01 0.591875E-02
12 0.219892E+00 0.991207E-01 0.153250E-01 0.548251E-02
16 0.217003E+00 0.975781E-01 0.151624E-01 0.556374E-02
20 0.204435E+00 0.906332E-01 0.140168E-01 0.500982E-02
0 (c) 0.228077E+00 0.105368E+00 0.172173E-01 0.648217E-02
4 0.226229E+00 0.105380E+00 0.172169E-01 0.648276E-02
8 0.222562E+00 0.101934E+00 0.161672E-01 0.591864E-02
12 0.219891E+00 0.991204E-01 0.153249E-01 0.548301E-02
16 0.217002E+00 0.975778E-01 0.151623E-01 0.557378E-02
20 0.204435E+00 0.906329E-01 0.140168E-01 0.501025E-02
0 (d) 0.228077E+00 0.105368E+00 0.172173E-01 0.648217E-02
4 0.226230E+00 0.105380E+00 0.172169E-01 0.648332E-02
8 0.222563E+00 0.101935E+00 0.161674E-01 0.591874E-02
12 0.219893E+00 0.991212E-01 0.153252E-01 0.548193E-02
16 0.217003E+00 0.975784E-01 0.151625E-01 0.556787E-02
20 0.204436E+00 0.906340E-01 0.140170E-01 0.501157E-02
(a) FC-RK4 (b) RSK-RK4 (c) RDK-RK4 (d) RMDK-RK4
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Table 7.8: Conservation laws for  := 4.8× 10−4 cases
t I2 I3 I4
(a) 0 0.105368E+00 0.172173E-01 0.648223E-02
4 0.105429E+00 0.172156E-01 0.649099E-02
8 0.973707E-01 0.147846E-01 0.520541E-02
12 0.934753E-01 0.135329E-01 0.460083E-02
16 0.916273E-01 0.134111E-01 0.470773E-02
20 0.844911E-01 0.123415E-01 0.420937E-02
(b) 0 0.105175E+00 0.169331E-01 0.628910E-02
4 0.105183E+00 0.169363E-01 0.629084E-02
8 0.105175E+00 0.169333E-01 0.629284E-02
12 0.105193E+00 0.169554E-01 0.631255E-02
16 0.105173E+00 0.169315E-01 0.629881E-02
20 0.105220E+00 0.169578E-01 0.631722E-02
(a) RSK, (b) FD
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Figure 7.6: Profiles at time t=0, 0.5, 1, 2, 3, 4 of Figure 7.5
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Table 7.9: Conservation laws for  := 1.0× 10−4 cases
t n=128
I1 I2 I3 I4
0 (a) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138564E+00 0.615855E-01 0.104924E-01 0.420122E-02
2 0.138564E+00 0.615847E-01 0.104922E-01 0.419776E-02
3 0.138564E+00 0.615841E-01 0.104918E-01 0.419067E-02
4 0.138564E+00 0.615857E-01 0.104924E-01 0.420184E-02
0 (b) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138592E+00 0.615899E-01 0.104932E-01 0.425183E-02
2 0.138575E+00 0.615891E-01 0.104930E-01 0.425539E-02
3 0.143792E+00 0.633246E-01 0.103008E-01 0.399741E-02
4 0.138568E+00 0.615892E-01 0.104932E-01 0.426131E-02
0 (c) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138591E+00 0.615899E-01 0.104932E-01 0.425174E-02
2 0.138574E+00 0.615891E-01 0.104930E-01 0.425519E-02
3 0.143792E+00 0.633247E-01 0.103008E-01 0.399732E-02
4 0.138568E+00 0.615892E-01 0.104932E-01 0.426133E-02
0 (d) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138592E+00 0.615899E-01 0.104932E-01 0.425200E-02
2 0.138575E+00 0.615891E-01 0.104930E-01 0.425580E-02
3 0.143792E+00 0.633246E-01 0.103008E-01 0.399755E-02
4 0.138568E+00 0.615893E-01 0.104932E-01 0.426137E-02
(a) FC-RK4 (b) RSK-RK4 (c) RDK-RK4 (d) RMDK-RK4
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Table 7.10: Conservation laws for  := 1.0× 10−4 cases (continued)
t n=256
I1 I2 I3 I4
0 (a) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
2 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
3 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
4 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
0 (b) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
2 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
3 0.141157E+00 0.624411E-01 0.103953E-01 0.406982E-02
4 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
0 (c) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
2 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
3 0.141157E+00 0.624411E-01 0.103953E-01 0.406982E-02
4 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
0 (d) 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
1 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
2 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02
3 0.141157E+00 0.624411E-01 0.103953E-01 0.406982E-02
4 0.138564E+00 0.615840E-01 0.104921E-01 0.419249E-02






In this chapter we will apply the RC schemes, which have been described in Chap-
ter 6, to solve another challenging problem. Recall that the one dimensional






φ(x) = λφ(x), x ∈ R, (8.1)
where there are choices of the potential function v which are important. Some of
the potentials studied include the non-polynomial oscillator potential (NPO) of the
form




where h and g are two parameters. This model has received much attention in the
last twenty years for its connection to nonlinear optics, elementary particle physics
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and nonlinear Lagrangian field theory.
Many approaches for the solution of this problem were proposed. Mitra [93]
employed Hermite polynomials as basis functions and reduced the Schro¨dinger
equation to a matrix form. Mitra obtained the eigenvalues and eigenfunctions by
numerical diagonalization and reported numerical results for the first three eigen-
values. Later, N. Bessis and G. Bessis [7] demonstrated that the matrix elements
of the potential with Hermite basis functions can be computed analytically and
showed that the numerical integration used by Mitra was unnecessary. Hautot [52]
reconsidered the calculation of the matrix elements of the Hamiltonian for this
potential in the Hermite basis set. Flessas [43] showed that there are some exact
closed form solutions for the eigenvalues of this potential for particular relationships
between h and g. For example, if
h := −4g − 2g2 (8.2)
then
λ1 = 1− 2g, (8.3)
and, if
h := −7g2 − 6g ± g
√





These results are useful for benchmarking different numerical methods. Lai and
Lin [75] reported additional closed form solutions, not discovered by Flessas, and
also introduced a Pade´ approximation. Kaushal [72] described a perturbation ap-
proach and compared the values with previous numerical results. Fack and Van
den Berghe [42] employed various finite difference schemes to solve the eigenval-
ues and eigenfunctions for this problem. They employed a fine grid of points and
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diagonalized matrices of dimension 200 × 200. They compared their results with
available numerical results of previous authors, as well as with solutions for models
which have exact results. Scherrer, Risken and Leiber [108] employed continued
fractions developed by Risken for the solution of the Fokker-Planck equation. Chen
and Shizgal [33] proposed the quadrature discretization method (QDM), by which
the eigenvalues and eigenfunctions of four different potential functions, discussed
extensively in the literature, were calculated, and the results were compared with
published values. The first model is
v(x) := x6 − 3x2, x ∈ R,
which belong to the class of potentials that arises in supersymmetric quantum me-
chanics. The second model is anharmonic sextic oscillator defined by the potential
v(x) := 1
2
x2 + 2x4 + 1
2
x6, x ∈ R.
The third potential has the form
v(x) := x2 + x4, x ∈ R,
where  is a parameter, and NPO is the last model. For higher dimensional cases,
Varshni [132] andWitwit [144, 145] extended the earlier work to a three-dimensional
version of this potential. Wei [138] use the RC algorithm and tested its accuracy
for calculating eigenvalues and eigenfunctions on the following four benchmark
problems. The first is the Morse potential for the I2 molecule,
v(x) := d(e−2αx − 2e−αx + 1), x ∈ R,
where d := 0.0224 and α := 0.9374. The second is the 2D harmonic oscillator
v(x, y) := 1
2
(x2 + y2), (x, y) ∈ R2.
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Finally, there are the isotropic 3D harmonic oscillator
v(x, y, z) := 1
2
(x2 + y2 + z2), (x, y, z) ∈ R3,
and NPO.
In general, for the NPO model the closed form solutions are not yet known.
Designing high accuracy numerical solution for NPO model is a non trivial task.
In particular, convergent eigenvalues of large parameters h and g are difficult to
attain. Figure 8.1 is the potential plot of NPO model. The dashed curves are the
harmonic potentials, v(x) := x2 + h/g, for h = g := 100 and h = g := 10 (upper
curve) and for h := 10 and g := 100 (lower curve). The deep narrow anharmonic
well near the origin gets deeper and narrower with the increasing g. Many of the
previous approaches have emphasized the calculation of the ground state eigenvalue
for large g. The ground state is extremely sensitive to the bottom shape of the
potential.
In the RC scheme for the NPO model, the regularized WKS sampling formula
with uniform grids would be very expensive for the NPO potential with bigger g.
The reason is obvious, in the vicinity of the origin we need the even smaller grid
spacing to capture the sharp slope and guarantee the desired accuracy. Therefore,
it is very desirable to find a RC scheme that uses as few grid points as possible.
The purpose of this chapter is to try to meet this need. A transformation method
is developed here and the RC scheme under this specific transformation uses much
less grid points than the RC scheme used in [138]. This method could also serve
as an example for general transformation for irregular sampling.
This chapter is organized as follows. Section 2 gives the details of the transform
in the scheme. Numerical results are presented and discussed in Section 3 and
conclusions will be given in the last section.
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8.2 Methodology
To find a cheaper RC scheme for the NPO, the problem is to sample with more
grid points in the vicinity of the origin. To this end, we transform the problem into
a equivalent problem, in which the RC scheme for uniform grids can be used and
will perform well. In this way, we reduce the computational cost while maintaining
the accuracy. We now describe the scheme.









φ(x) = λφ(x), x ∈ R. (8.6)
With the change of independent variable










φx = φyyx =
φy
3y2 , φxx = φyyy
2



















φ(y) = λφ(y), y ∈ R. (8.8)
We will solve (8.8) by the RC scheme. We denote the left hand side of (8.8) by



























where i ∈ Zn−1 and n is the number of grid points. We will make a periodic
extension for the function values outside the computational domain, and choose
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m := 32 and r := 3.2 in the regularization operator Th. From the discrete scheme













for all i ∈ Zn−1. If we denote the vector (φ(y(i)) : i ∈ Zn−1) by θ, then the above
equations can be written as Aθ = λθ where A is a n × n matrix, and the NPO
problem is to find the eigenvalue of matrix A. We do this by using subroutines
ELMHES and HQR from [117].
8.3 Calculations and Results
We denoted by TRC the RC scheme under the transformation (8.7). First, the
ground state eigenvalues of the NPO, for g := 100, 500, were calculated and com-
pared with the available results. In the TRC method, 170 grid points were used,
the computational domain was [−2, 2]. The results are listed in Table 8.1. We
observe that the results agree with the previous published results. This is to be
expected, since the RC scheme has been proved to be very accurate, and the TRC
is an RC scheme under the transformation (8.8). We note that the result in Ta-
ble 8.1, the results of (g) Chen and Shizgal [33] is quite different from others for
h := 10, g := 500.
To illustrate the efficiency of the TRC scheme, we need to compare it with
the RC scheme[138]. Here h = g = 500 were fixed, and we chose [−8, 8] as the
computational interval for the RC and correspondingly [−2, 2] for the TRO. The
results are listed in Table 8.2, from which we observe that TRC uses fewer grid
points to achieve a comparable accuracy.
Next, in the cases of (8.2), we compared the numerical solution by the TRC
with the exact solution (8.3). Two hundred grid points were used in the TRC
scheme while the other parameters remained the same. The numerical results are
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listed in Table 8.3. It is interesting to find for bigger g that the numerical solutions
are in exact agreement with the exact solutions.
In Table 8.4 we compare the case of (8.4) with the choice h := −7g2 − 6g −
g
√
25g2 − 12g + 4. The exact value of λ2 is given by (8.5). The parameters are
the same as in Table 8.3. For the bigger values of g, we found that the numerical
solutions equal to the exact solutions. Table 8.3 and Table 8.4 show that the
accuracy of the TRC method is very high.
8.4 Discussions and conclusions
For the numerical solution of Schro¨dinger equation with the non-polynomial oscilla-
tor potential, the eigenvalues for large values of the parameters h and g are difficult
to attain. In this case the RC scheme would be very expensive. The numerical
experiments show that the TRC scheme maintains the high accuracy of the RC
method, but uses much fewer grid points than the RC scheme, especially for NPO
potential when h and g are large. The reason for this is due to the property of
the transformation (8.8). It was designed to have more grid points near the origin
than elsewhere. Under this transform, the irregular sampling problem is changed
into a new regular sampling problem and can be solved by the RC scheme.
However, one drawback of this method is that it usually has three spurious
solutions in all our numerical experiments, which are caused by the singularity
at the origin of transformation (8.7). Another drawback of TRC scheme is that
the transformation (8.8) is special and lacks generality. This means that we have
to design another transformation for a different problem. In fact, we have tried
many other transformations but none worked well. We also tried to figure out how
to design transformation that is self-adaptive with the potential, but it seemed
difficult. The mechanism behind the design of the transformation is not fully
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understood and it demands further study.
Figure 8.1: The non-polynomial oscillator (NPO) potential
















h and g equal to (a)10, 10, (b)100, 100, and (c)10, 100.
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Table 8.1: The comparison of eigenvalue computation of NPO potential
h
g 1 10 100 500
100 (a) 1.00841060 1.08406334 1.83633583
100 (b) 1.00841 1.08406 1.83634
100 (c) 1.00841 1.08406 1.8364
100 (d) 1.0084106 1.0840643 1.8363850 5.0840857
100 (e) 1.08411 1.8411
100 (f) 1.008410597947 1.084063335494 1.836335833449 5.083683913501
100 (g) 1.00841059789 1.08406333555 1.83633583344 5.08368391346
100 TRO 1.00841059794129 1.08406333542199 1.83633583349631 5.08368391337315
500 (d) 1.0018491 1.0184910 1.1848632 1.9232260
500 (e) 1.18451 1.92255
500 (f) 1.001849154630 1.084063335494 1.18486023962 1.92317625551
500 (g) 1.0018491547 1.01849104511 1.1848602397 1.9231762554
500 TRO 1.00184915464217 1.01849104503513 1.18486023952072 1.92317625554921
(a) Scherrer et al [108], (b) Hautot [52], (c) Mitra [93], (d) Bessis et al [7], (e)
Chaudhuri and Mukherjee [32], (f) Chen and Shizgal [33], (g) Wei [138].
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Table 8.3: Comparison between TRC and exact solutions (I)









Table 8.4: Comparison between TRC and exact solutions (II)








Numerical Analysis of Poisson
Equation on Square
We have proved in Theorem 4.1.2 that the regularized WKS sampling series can be
used to approximate band-limited functions and their derivatives with any degree
of precision. Moreover, when it is applied to the numerical solution of partial
differential equations, our numerical tests presented in the previous three chapters
show that the main advantage of the regularization collocation (RC) algorithm is
its high accuracy. It is desirable to have some analysis of the RC algorithm so that
the numerical results we have obtained may have some theoretical explanation.
In this chapter, we will describe progress made in this direction for the Poisson




uxx + uyy = f, (x, y) ∈ Ω = U×U
u(x, y) = c, (x, y) ∈ ∂Ω.
(9.1)
If f := 0, it reduces to the Laplace’s equation. Poisson’s equation is of particular
importance in electrostatics and Newtonian gravity. Our goal is to obtain some
information about the existence and uniqueness of the numerical solution of (9.1)
using the RC scheme, and the relationship between the numerical error of the RC
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scheme and the approximation error of the regularization operator.
We will introduce the RC scheme applied on (9.1) in section 1. In section 2 we
provide the existence and uniqueness of the numerical solution of (9.1) obtained
from RC scheme. The error analysis will be given in the last section.
9.1 Algorithm
We consider the Poisson equation (9.1). First, we shall describe the numerical
scheme that will be used to solve equation (9.1). We will make the convention
through this chapter that, for convenience, we will impose a cyclic notation of
sub-indices, that is, for j ∈ Nn we set uj+n = uj−n := uj.
We start by specifying a spacial grids. Let n2 be the number of the grid points
on Ω and h := 1/(n− 1). For i, j ∈ Nn we set (xi, yj) := ((i− 1)h, (j − 1)h). We









u(x, yk)φ(h−1y − k)
at y := yj, j ∈ Nn. Recall that φ := sinc Gr, G is the Gaussian function G(t) :=
exp(−t2/2), t ∈ R and Gr := G(·/r) for r ∈ R0+.
Note that for any j ∈ Nn, the values {u(xk, y) : j − m ≤ k ≤ j + m} are
required to evaluate Txu at (x, y) := (xj, y). In particular, {u(xk, y) : −m + 1 ≤
k ≤ 0} are needed for (Txu)(x1, y) and {u(xk, y) : n + 1 ≤ k ≤ n + m} are
needed for (Txu)(xn, y). Since the unknown function u(·, y) and u(x, ·) are both
1-periodic, we set u(xj+n, y) = u(xj−n, y) := u(xj, y) for j ∈ Nn, likewise we set
u(x, yj+n) = u(x, yj−n) := u(x, yj) for j ∈ Nn.
CHAPTER 9. NUMERICAL ANALYSIS ON POISSON EQUATION 132
For j ∈ Nn we will use ui,j to approximate the value u(xi, yj) of unknown
function u at the grid points (xi, yj), (T
′′
x u)(xi, yj) to approximate uxx(xi, yj),
(T ′′y u)(xi, yj) to approximate uyy(xi, yj) and we denote f(xi, yj) by fi,j. The collo-








′′(j − k) = h2fi,j. (9.2)
and the boundary condition
u1,j = un,j = ui,1 = ui,n = c.
We rewrite (9.2) as n2 × n2 linear system
Ax = b (9.3)
where
b := h2(fi,j : i, j ∈ Nn)T ∈ Rn
2 , x := (ui,j : i, j ∈ Nn)T ∈ Rn
2
and A = (aj,k)j,k∈Nn2 . For j, k ∈ Nn2 , we let j = j1n + j2, k = k1n + k2 where





2φ′′(0), j = k,
φ′′(j − k), j1 = k1, j2 − k2 ∈ Im ∩ Z,
φ′′(j − k + n), j1 = k1, j2 − k2 + n ∈ Im ∩ Z
φ′′(j − k − n), j1 = k1, j2 − k2 − n ∈ Im ∩ Z
φ′′( j−kn ), j2 = k2, j1 − k1 ∈ Im ∩ Z,
φ′′( j−kn + n), j2 = k2, j1 − k1 + n ∈ Im ∩ Z
φ′′( j−kn − n), j2 = k2, j1 − k1 − n ∈ Im ∩ Z
0, otherwise.
(9.4)
To ensure that the domains in (9.4) are not overlapping, we assume that
n ≥ 2m+ 1 and observe for fixed j ∈ Nn that
{k : j − k ∈ Im ∩ Z} ∩ {k : j − k + n ∈ Im ∩ Z} = ∅.
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Indeed, if there is an integer k in the intersection above, it follows that n ≤ |j −
k|+ |j − k + n| ≤ 2m which would be a contradiction. Likewise, we have that
{k : j − k ∈ Im ∩ Z} ∩ {k : j − k + n ∈ Im ∩ Z} ∩ {k : j − k − n ∈ Im ∩ Z} = ∅.
We provide strong evidence in the next section that the linear system (9.3)
determines a unique solution {uj : j ∈ Nn2}.
9.2 Existence and uniqueness
Note that the boundary condition provides 4(n − 1) grid values of the unknown
function. Therefore, to show that there is a unique numerical solution in (9.2), we
only need to verify that
rank(A) ≥ (n− 2)2. (9.5)
Firstly, we claim that the matrix in (9.3) is a circulant matrix. Recall that a n× n
matrix C = (cj,k)j,k∈Nn is called a circulant matrix if cj+s,k+s = cj,k for any s ∈ Z
and j, k ∈ Nn, see for examples [38, p. 66] and [2, p. 83]. Thus, by direct inspection
of (9.4) we see that A is a circulant matrix.
To find the rank of A, the following result regarding the eigenvalues of circulant
matrix will be essential.
Lemma 9.2.1 If C = (cj,k)j,k∈Nn is circulant matrix then the eigenvalues of C are
{p(wj) : j ∈ Nn},




ckzk, ck := c1,k, z ∈ C. (9.6)
For the proof of this result, see for example [38, pp. 72–77].
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Then we have the following result.
Theorem 9.2.2 If j ∈ Nn2 then the jth eigenvalue of the matrix A is
qn(j) + qn2(j). (9.8)
Proof. Since A is a circulant matrix, Lemma 9.2.1 implies for each j ∈ Nn2 that













2φ′′(0), k = 0
φ′′(−k), k ∈ Nm
φ′′(n− k), n− k ∈ Nm
φ′′(−k1), k = k1n, k1 ∈ Nm
φ′′(n− k1), k = k1n, n− k1 ∈ Nm
0, otherwise.
















and comparing this with the definition (9.7) finishes the proof.
Now, we want to show that there are at most 2n eigenvalues of matrix A that
are zero. For this purpose, we will also make use of the following Feje´r-Jackson
inequality, which will be crucial for our further investigation.
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For the proof see for example [95, Chapter XXI]. The above result can be
generalized in the following way for our later use.
Lemma 9.2.4 If {al : l ∈ Nm} is positive and non-increasing sequence and x ∈




l sin lx > 0.










sin lx : k ∈ Nm
}
. (9.9)




l sin lx > 0. (9.10)
Therefore, from (9.9) and (9.10) we draw the desired conclusion.
Furthermore, the above result leads to the following conclusion.
Lemma 9.2.5 If {al : l ∈ Nm} is positive and non-increasing sequence, m ∈ N,
x ∈ (0, pi) and





then Tm is decreasing function on the interval (0, pi).







Lemma 9.2.4 implies that
T ′m(x) < 0.
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For n = 10, r = 3, Figure (9.1) is the plot for p1 := pn(j), p2 := pn2(j) and
p3 := pn(j) + pn2(j) where j ranges from 1 to n2. In the following lemma, (1) and
(2) describes the oscillating properties of p1, (3) and (4) describes the oscillating
properties of p2, and the oscillating properties of p3 is captured in Conjecture 9.2.7.
Figure 9.1: Oscillating properties of the polynomials pn, pn2 and pn + pn2


































Lemma 9.2.6 If j = rn + s, n ≥ 4 and r, s ∈ Zn then each of the following
sequences
(1) {pn(j) : s ∈ N[n/2]}
(2) {pn(j) : [(n+ 1)/2] ≤ s ≤ n}
(3) {pn2(j) : j ∈ N[n2/2]}
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(4) {pn2(j) : [(n2 + 1)/2] ≤ j ≤ n2}
has at most one zero.
































































It is clear that {al : l ∈ Nm} is a positive and decreasing sequence. Therefore,
Lemma 9.2.5 proves the first claim. For s ∈ N[n/2] we observe that pn(j) = pn(n−j),
which implies the second conclusion. Claims (3) and (4) are obvious by replacing
n with n2 in (1) and (2).
Conjecture 9.2.7 If j = rn+ s, n ≥ 4 and r, s ∈ Zn then each of the sequences
(1) {pn(j) + pn2(j) : s ∈ N[n/2]}
(2) {pn(j) + pn2(j) : [(n + 1)/2] ≤ s ≤ n}
has at most one zero.
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It is clear that {pn(j)+ pn2(j) : r ≤ [n/2], s ∈ N[n/2]} is a decreasing sequence,
since both pn and pn2 are decreasing when r ≤ [n/2], s ∈ N[n/2]. Also, {pn(j) +
pn2(j) : r ≥ n/2, s /∈ N[n/2]} is a increasing sequence, since both pn and pn2 are
increasing when r ≥ [n/2], s /∈ N[n/2]. Therefore, to verify the above conjecture
we only need to prove that {pn(j) + pn2(j) : r ≤ [n/2], s /∈ N[n/2]} is a increasing
sequence and that {pn(j) + pn2(j) : r ≥ [n/2], s ∈ N[n/2]} is a decreasing sequence.
However, this is not proved yet, though it is validated by extensive computation.
Suppose Conjecture 9.2.7 is verified, then from Lemma 9.2.6 we have the fol-
lowing result.
Proposition 9.2.8 If n,m ∈ N and r ∈ R then there exists a unique numerical
solution of equation (9.1) .
Proof. since we have at most two eigenvalues qk and qn−k that are zero for
k ∈ [jn, (j + 1)n], j ∈ Nn, the matrix A has at most 2n zero eigenvalues and
the desired conclusion follows from that rank(A) ≥ n2 − 2n > (n− 2)2.
9.3 Error estimate




uj,ksinc(h−1 · −j)sinc(h−1 · −k),
which is in B[pi/h,pi/h]2. We shall compare v with u the exact solution of (9.1). To










We have the following result about the error estimate of the numerical solution
of equation (9.1).
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Theorem 9.3.1 If u ∈ C2(Ω) is the exact solution of the equation (9.1) and v is




Proof. For any fixed i, j ∈ Zn, from the equation (9.1) we have that
uxx(xi, yj) + uyy(xi, yj) = fi,j. (9.12)
On the other hand, the RC scheme implies that
(T (2)h v(·, yj))(xi) + (T
(2)
h v(xi, ·))(yj) = fi,j. (9.13)
Combining (9.12) and (9.13) yields the conclusion




∆(u− v)(xi, yj) = (T (2)h v(xi, ·))(yj)− vyy(xi, yj) + (T
(2)
h v(·, yj))(xi)− vxx(xi, yj).
Since v ∈ B[pi/h,pi/h]2, for any i, j ∈ Nn both v(·, xj) and v(xi, ·) satisfy the hypothesis
of Theorem 2.4.1 in Chapter 2, from which we obtain that
|∆(u− v)|2,Ω ≤ 2n(φr,m,h)‖∆v‖2. (9.14)





By combining (9.14) with (9.15) we obtain that
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The above result provides an error analysis for the RC scheme for solving equa-
tion (9.1). Note that we do not require the exact solution u to be band-limited
function for the error estimate. We also note that for the algorithm described here,
we use the one dimensional regularization operator which makes the implementa-
tion easier. If we use a higher dimensional regularization operator as described
in Chapter 5, the error estimate will be comparable with (φr,m,h). However, the
matrix involved in the analysis of the existence and uniqueness of the numerical
solution will be more complicated. As this algorithm depends on the parameters m
and r for high accuracy, it does not require large n for convergence. This property
is desirable for solving higher dimensional partial differential equations.
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