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ABSTRACT
1. INTRODUCTION
Probabilistic mixture models form a mainstream approach to
unsupervised clustering, with a wealth of variants pertaining
to the form of the model, optimality criteria and estimation
schemes.
Clustering vs density estimation : via criterion
(NEC,Biernacki) or via form of model. This paper : latter
option, Student. Mixture of Students : exists (citer ML ; pb
estimer le degr de liberts. Bayesian, including efficient vari-
ational estimation - Archambeau).
Many computation contexts involve handling of multi-
ples models of the same process and aggregating them for
improving their performance. Both for supervised (boosting)
clustering of distributed data (citer qqs papiers).
In particular, multiple partitions of data represented.
2. THE CLUSTERING ALGORITHM
Figure 1: Reduction of a mixture model with [2] : dotted and
solid ellipses represent respectively the g and f models. (1)
shows the first step where the divergence between compo-
nents of g and f are computed (see arrows). (2) presents the
parameter update of g based on the mapping m, minimizing
the criterion 1.
The algorithm [2] proposes to reduce a large Gaussian
model f into a smaller model g while preserving the initial
structure. The particularity of the task is due to the sole use of
model parameters to regroup the components. The algorithm
minimizes a distance between f and g defined as:
d( f ,g) =
K
∑
i=1
pii
M
min
j=1
KL( fi||gi) (1)
where K and M are respectively the number of components
of f and g, pii is the mixing proportion of the Gaussian com-
ponent i and KL is the Kullback Leibler divergence.
Similar to the k-means algorithm, the optimization pro-
cess is divided in two steps. The first one is to determine
the association of components between f and g minimizing
equation 1. Practically, it amounts to determine the best map-
ping m from {1 . . .K} to {1 . . .M} such that the criterion (1)
is minimized:
d( f ,g) = d′( f ,g,m) =
K
∑
i=1
piiKL( fi||gm(i)) (2)
where the function KL is an approximation of the Kullback
Leibler divergence defined as:
KL( fi||gi) =
1
2
[log
|Σgi |
|Σ fi |
+Tr|Σ−1gi Σ fi |
−d +(µ fi −µgi)
tΣ−1gi (µ fi −µgi)] (3)
where d is the dimension.
The second step is to update the model parameters of g.
These parameters are re-estimated from the sole model pa-
rameters of f .
These two steps are iterated until the convergence of the
criterion defined in equation 1. Figure 1 depicts the cluster-
ing algorithm.
Adaptation of this algorithm to a Student mixture raises
two distinct problems. First, to our knowledge, it does not
exist any analytic solution to compute the Kullback Leibler
divergence between two Student components. We propose
then a new approximation of the Kullback Leibler diver-
gence, based on a decomposition of a Student component
with a finite sum of Gaussian component. Second, and this
problem results from our proposed approximation, the up-
date of model parameters (step 2) is adapted.
The algorithm 1 summarizes the different steps of our
approach.
2.1 Approximation of the Student distribution
The Student distribution is defined by an infinite sum of
Gaussian distributions with a similar mean and different co-
variance values:
f (x,µ,Σ,ν)st =
∫ ∞
0
N (x,µ,Σ/u)G(u,ν/2,ν/2)du, (4)
Algorithm 1 Clustering algorithm
Require: two Student mixtures f and g, respectively of K
and M components (K > M). Means of g are initialized
randomly and the pth(1 < p < P) covariance is set to the
identity matrix
pth
1.Approximate each Student component of f and g with P
Gaussian components
while d( f ,g) is not minimized do
2.1.compute the Kullback Leibler divergence approxi-
mation between the components of f and g.
2.2.update the model parameters of g based on the map-
ping functions m and m′.
end whilethe model g, which is the reduction of the model
f
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Figure 2: Student density for several values of the degrees of
freedom. As ν → ∞, the distribution corresponds to a Gaus-
sian. For a low degree of freedom, the heavy tails involves
more robustness face to outliers.
where N (x,µ,Σ/u) is a Gaussian component with mean µ
and covariance Σ, ν is the degrees of freedom and G is the the
Gamma distribution. Figure 2 presents the curve of a Student
distribution in accordance with the degrees of freedom.
The term u of equation 4 can be interpreted as follows:
it represents the covariance’s weight of each Gaussian com-
ponent. Knowing this, a fair solution to obtain an analytic
solution for an approximated KL is to randomize a finite set
of P Gaussian components in accordance with the distribu-
tion of u. Our Student approximation is then defined as a sum
of P Gaussian components:
fst(x) =
K
∑
i=1
pii
(
P
∑
p=1
1
P
N (x,µ,Σ/up)
)
. (5)
Figure 3 presents an example on our approximation of a Stu-
dent component with 3 Gaussian components.
Notice that the number P of Gaussian components to ap-
proximate a Student distribution depends of ν . Indeed, when
ν → ∞, the distribution corresponds to a Gaussian compo-
nent: the higher is ν , the lower should be P. Our experiments
confirm this point.
Figure 3: Left figure presents the Gamma distribution of
the term u. We select randomly a finite sum of Gaussian
components to represent the Student distribution (here three
terms u1, u2 and u3). Right figure shows the selected Gaus-
sian components (gray lines) to approximate the Student one
(black line).
2.2 Kullback Leibler divergence between two Student
approximations
Our Gaussian representation of a Student component gives
us the opportunity to use an approximation of the Kullback
Leibler divergence between Gaussian mixture. Several ap-
proaches were compared in [3]. Sampling method based on
the Monte Carlo are of course proposed, leading to the best
result, but presents the disadvantage of an high calculation
complexity. Methods based on models parameters are then a
good compromise between the quality and the cost, in term of
calculation complexity, of the approximation. Experiments
in [3] conclude that, among the approximation methods, the
best approaches are the matched bound and the variational
approximations. Because this latter needs a costly optimiza-
tion with an EM procedure, our choice fells on the matched
bound criterion [1].
This approximation of the Kullback Leibler divergence
between two models f and g is very similar to the previous
criterion 2, also based on a mapping function m′ minimizing
the sum of Kullback Leibler divergences:
KLmatchBound( f ||g) = ∑
i
pii
(
KL( fi||gm′(i))+ log
pii
pim′(i)
)
.
(6)
where pii is the prior probability of a component i.
Approximation of a Kullback Leibler divergence be-
tween two Student components amounts then to compute the
Kullback Leibler divergence between two Gaussian models,
both composed of P components and a similar mean. Fig-
ure 4 shows an example of our method to compute an ap-
proximate Kullback Leibler divergence between two Student
components.
Once the Kullback Leibler divergence obtained for each
approximate Student between f and g, each component of g
can be assigned to the closest components of f . Parameters
of g are then updated in accordance with the mappings m and
m′.
2.3 Update of the model parameters
Initially proposed for Gaussian components, the parameter
update of [2] need to be adapted to deal with our approxi-
mation of Student components. [2] proposed to compute the
average of the mean and the covariance in accordance with
Figure 4: Example of the Kullback Leibler divergence be-
tween two approximate Student components. Solid and dot-
ted lines represent respectively the models f and g. On figure
(1) the original Student components. On figure (2), our pro-
posed approximation of the Student component with P = 3
Gaussian components. Optimization of the matched bound
criterion amounts to map the components of f and g such that
the sum of the Kullback Leibler divergences is minimized.
Here, the arrows show the obtained mapping m′. Note that
the mapping is not necessarily surjective.
the mapping m obtained at previous step. Our approach is
similar to assign a Student approximation of g to f , but in-
clude a new inner step to update the parameters of its Gaus-
sian components. Each Gaussian is updated in accordance
with its m′−1 associated Gaussian component from the m−1
component of f . Let j a Student component of g assigns to
n components of f . Its parameters are updated as follows:
µ j =
1
pi j
∑
i∈m−1(i)
piiµi (7)
Σ jp =
1
pi j
∑
i∈m−1(i)
pii

 ∑
l∈m′−1(p)
1
P
(Σl +(µi−µ j)(µi−µ j)
T )


(8)
where Σ jp is the p
th covariance of the component j.
Its single center is the average of the n center of f . Each
one of its P covariances is the average of the associate co-
variance of f , based on the mapping m′.
Note that since m′ is not surjective, a covariance Σ jp can
be associated to none covariance among the n covariances of
f . In this case, we update it with the average of n covari-
ances, one per associated components of f , minimizing their
Kullback Leibler divergence.
3. EXPERIMENTS
To validate our proposal, we first compute a KL divergence
between a Student and our approximation for different num-
ber of Gaussian components. Then we propose an example
of a Student model reduction with our adapted algorithm.
For our first experiment, we sample 5000 data in accor-
dance with a Student distribution and compute the KL diver-
gence based on the Monte Carlo method. For p varying from
1 to 50, we carried out the following steps, 20 times each:
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Figure 5: KL divergence between our approximation and the
Student distribution according to the number of components
and the degrees of freedom. As this latter increased, the num-
ber of needed components to obtain a low KL divergence de-
creased. This is explained by the fact that the distribution
tends to a Gaussian when v → ∞.
• select the p Gaussian components: randomize p values
of term u in accordance with the Gamma distribution
• compute the KL divergence
The average KL divergence for the 20 iterations are plotted
on Figure 5, for various values of ν .
This experiment confirms that as ν increases, the number
of components to obtain a low KL divergence decreases. In-
deed, for ν ≥ 2, the associated curves tend quickly to 0 giving
a good approximation for p varying between 8 and 20 com-
ponents. For a smaller value of ν , the result is more chaotic,
involving an optimization of the divergence for nearly 40
Gaussian components.
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