Abstract-We consider the role played by the sensor locations in the optimal performance of an array of acoustic vector sensors. First we derive an expression for the Cramér-Rao bound on the azimuth and elevation of a single far-field source for an arbitrary acoustic vector-sensor array in a homogeneous wholespace and show that it has a block diagonal structure, i.e., the source location parameters are uncoupled from the signal and noise strength parameters. We then derive a set of necessary and sufficient geometrical constraints for the two direction parameters, azimuth and elevation, to be uncoupled from each other. Ensuring that these parameters are uncoupled minimizes the bound and means they are the natural or "canonical" location parameters for the model. We argue that it provides a compelling array design criterion. We also consider a bound on the mean-square angular error and its asymptotic normalization, which are useful measures in three-dimensional bearing estimation problems. We derive an expression for this bound and discuss it in terms of the sensors' locations. We then show that our previously derived geometrical conditions are also sufficient to ensure that this bound is independent of azimuth. Finally, we extend those conditions to obtain a set of geometrical constraints that ensure the optimal performance is isotropic.
at a single point in space. Thus, while standard pressure sensors can only utilize the directional information present in the propagation delays between sensors, each vector sensor can extract further directional information directly from the structure of the velocity field. This directional information permits, for example, a single vector sensor to identify up to two sources [5] . By making use of this extra information, arrays of vector sensors are able to improve source localization accuracy without increasing array aperture.
Both theoretical and practical work has been published on the topic of acoustic vector sensors. A model for acoustic vector sensors and a simple DOA estimation algorithm for a single sensor were introduced in [1] , [2] , preliminary theoretical performance analyses appear in [1] , [2] , [6] , and [7] , and an in-depth analysis of the Cramér-Rao bound (CRB) for a single source appears in [8] . Their use has also been examined on or near surfaces [9] , and ESPRIT and Root-MUSIC algorithms have recently been applied to arrays of velocity-sensor triads [10] , [11] . Meanwhile, acoustic vector sensors have been constructed [12] and linear arrays of them built and subjected to sea trials, [4] , [13] [14] [15] .
In this paper, we provide a derivation of the CRB, which is a lower bound on the estimation error of the DOA parameters that is achieved asymptotically by the maximum-likelihood (ML) estimator, for a single source impinging on an arbitrary array of acoustic vector sensors. This is the first open-literature derivation of this result, which is analyzed in considerable detail in [8] . Since vector sensors are inherently three-dimensional (3-D), a source must be parameterized by both its azimuth and elevation in order to completely specify the measurement model. The CRB on the direction parameters is thus a matrix of order two that lower bounds the 222 covariance matrix of an estimator of both angles, in the sense that their difference is positive definite.
Since the CRB is independent of any particular estimator and gives the asymptotic performance of the ML estimator (which is asymptotically optimal in the absence of prior information), it forms a very useful criterion for array design. Once we have derived the bound, we consider how the array's geometry (i.e., the sensor locations) affects the bound. In particular, we derive a set of necessary and sufficient constraints on the sensor positions for the azimuth and elevation to be uncoupled in the bound. This means that accuracy with which one of the arrival angles can be estimated is independent of knowledge of the other. In addition, as explained later, ensuring the parameters are uncoupled tends to minimize the bound and hence maximize the potential estimation accuracy.
The result we obtain was shown to be sufficient for pressuresensor arrays in [16] . We show that those same conditions are in fact necessary and also apply to vector-sensor arrays. We also show that the direction parameters are uncoupled from the signal and noise powers, indicating that optimal direction estimation is unaffected by lack of knowledge of the signal and noise strengths.
Estimating both azimuth and elevation is equivalent to estimating a 3-D unit-length bearing vector. We consider the mean-square angular error (MSAE) of an estimator of such a vector and its asymptotic normalized value (defined in [17] ). Both are useful performance measures that are independent of the chosen coordinate system. We find an expression for a lower bound on these quantities that is attained asymptotically by the ML estimator. We discuss the structure of the bound in terms of the array geometry and show that the above conditions for an uncoupled CRB are also sufficient to ensure that the MSAE bound is independent of azimuth. We also extend those conditions to find a sufficient set of geometric constraints that ensure it is completely independent of the DOA, i.e., that give the array an optimal isotropic performance.
The structure of the paper is as follows. In Section II, we explain the measurement model for an array of acoustic vector sensors and introduce our statistical assumptions. In Section III, we give the derivation of the CRB and show that the direction parameters are uncoupled from the signal and noise powers. In Section IV, we derive the necessary and sufficient conditions on sensor locations for the uncoupling of azimuth and elevation in the bound. We also derive the bounds on the mean-square angular error and its asymptotic normalization and obtain the two sets of sufficient geometric conditions that ensure that these bounds are either independent of azimuth or isotropic. Section V concludes the paper.
II. MEASUREMENT MODEL

A. Array Output
We consider a narrow-band plane wave traveling in an isotropic, quiescent, homogeneous fluid wholespace, and impinging on an array of m acoustic vector sensors located at r r r 1 ; 111;r r r m (see [2] for details). 
where u u u( ) = [cos cos ; sin cos ; sin ] T is the source's bearing vector (i.e., the unit length vector pointing from the origin toward the source). Practical acoustic vector sensors consist of a co-located pressure sensor (hydrophone) and triad of orthogonal velocity sensors (geophones) [4] , [12] . In the derivation of the measurement model, it is assumed that the output of each geophone is proportional to the cosine of the angle between u u u and one of the coordinate axes. This assumption requires that: 1) the geophones have a cosine response and 2) each of the m vector sensors in the array has a known orientation and that this orientation is used to rotate the data so as to align them with the coordinate axes. The speed of sound in the medium and the ambient density are also assumed to be known.
Note that a a a P ( ) contains the phase delay information be- 
B. Statistical Assumptions
We assume that both the signal p(t) and the noise e e e(t) are independent identically distributed (i.i.d.) zero-mean complex Gaussian processes. In addition, we assume that p(t) and e e e(s) are independent for all s and t. These two processes are completely characterized by their covariance matrices
Efe e e(t)e e e H (t)g = I m
where the superscript H represents conjugate transposition, 2 s is the signal power, 2 p and 2
v are the pressure-sensor and velocity-sensor noise variances, respectively, and I m is the mth-order identity matrix. The assumed structure of the noise covariance is consistent with internal sensor noise. We allow the noise power to differ between pressure and velocity sensors to account for their different construction and the latter's directional sensitivity. With these assumptions, the data is also an i. 
There are a total of five unknowns: the two DOA parameters in ; the signal power 2 s ; and the noise variances 2 p and 2 v .
III. OPTIMUM PERFORMANCE
We now derive an expression for the CRB on the DOA parameters of a single source using a vector-sensor array. The model and assumptions are those used in [2] . Using the results of [18] , [2, Theorem 3.1] obtains a closed form expression for the concentrated CRB on the DOA parameters of n sources, i.e., it only requires inversion of a matrix of order 2n (the number of location parameters) instead of the whole Fisher information matrix (FIM). However, the theorem assumes that the noise covariance is proportional to an identity matrix. This is not so in our case, so we temporarily assume that 1 = 2 v = 2 p is known. We normalize the data by a matrix 0,
i.e.,ỹ y y(t) = 0y y y(t), where
and where we naturally choose the positive root of . 
respectively. (15) Without loss of generality, we choose the origin of our coordinate system to be the array centroid. It is then clear from (12) and (13) 
From these two orthogonality identities (15) and (16) 
It follows immediately from (17) that the second term of (18) is zero. Using the orthogonality ofh h h and its derivatives (15) 
Finally, a simple rearrangement of (10) 
IV. ARRAY DESIGN
A. Uncoupled Bound
We have already shown that the FIM is block diagonal. If the off-diagonal elements of the 222 block of the FIM corresponding to are zero, then the azimuth and elevation are uncoupled in the bound. This means that the minimum estimation variance of one parameter is not increased by uncertainty in the other. In this case, the azimuth and elevation are the "natural" parameterization of the DOA in the sense that the information the data provides about one is independent of the information it provides about the other. We may think of them as being a canonical representation of the bearing in much the same way as we consider the eigenvectors of a linear transformation to be a canonical representation of the transformation. Furthermore, if the diagonal elements of the FIM are held constant, then the CRB of both parameters is minimized by making the off-diagonal elements zero, as illustrated in [16] . For both the vector-sensor and pressuresensor arrays, this implies setting the off-diagonal term of the symmetric matrix J [defined in (24)] to zero. Since both diagonal and off-diagonal entries of J depend on the bearing and the array geometry, the optimum array configuration can only be found for a particular u u u. However, from this discussion, it is clear that choosing the sensor locations such that the off-diagonal element of J is zero for all directions is a compelling source-independent design criterion. Proof: See Appendix B. This theorem holds for pressure-sensor as well as vectorsensor arrays since the off-diagonal term of the CRB depends only on the off-diagonal term of the matrix J for both arrays.
These are the same set of sufficient conditions given for the case of a pressure-sensor array in [16] ; however, we have shown them to also be necessary and to apply to vectorsensor arrays. Arrays that exhibit this property include linear arrays, regular circular and regular square arrays, and 3-D arrays constructed from parallel combinations of such circular or square arrays (see [16] ).
B. Mean-Square Angular Error
Estimating both azimuth and elevation is equivalent to estimating the bearing u u u. A very natural measure of estimator performance is the mean square angular error, i.e., E 2 where is the angle between u u u and its estimator [17] . It is independent of the choice of reference coordinate frame and provides a single overall measure of performance. Furthermore, it does not suffer from the singularity inherent in the spherical coordinate system. It is of great interest to lower bound this quantity in order to provide a guide to achievable performance and estimator efficiency and to form an algorithm-independent design criterion. In [19] , it is shown that a lower bound on the MSAE of unit-length (locally) unbiased estimators of u u u is
This bound is also independent of the choice of reference coordinate frame, however, it is not tight for a finite number of snapshots. We can extend it to a larger class of estimators, and make it tight in many cases, by considering the asymptotic normalized mean-square angular error (ANMSAE) defined (in [17] ) by
In [17] , it is shown that this quantity is lower bounded, for a large class of so-called regular bearing estimators, by
This is a tight bound for the ANMSAE of any secondorder asymptotically efficient regular estimator (e.g., the ML estimator under mild regularity conditions). Indeed, conventional beamforming and Capon's method attain the CRB asymptotically with one source [8] , so the bound will be tight in these cases. Like the MSAE B ; this bound is invariant to the choice of reference coordinate frame. Finally, note that it is not a function of N as long as the CRB is O (1=N) ; which is the case if snapshots are independent. it may be interpreted as the total squared aperture seen by the source. Fig. 1 illustrates an individual sensor's contribution to these geometrical quantities. It shows the projections of a position vector r r r onto v v v and v v v ; denoted r r r and r r r ; respectively. It also shows r r r ? ; the projection of r r r onto the plane orthogonal to u u u. It is then jr r r j 2 ; jr r r j 2 ; and jr r r ? j 2 that contribute to S ; S ; and S ? ; respectively.
With these geometrical ideas in mind, we now examine the 
where = 4 2 (1 + ) and the constant of proportionality just contains terms involving m; ; and . Thus, the ANMSAE B 's dependence on geometry is only through the four quantities defined in (22). In general, these quantities, and hence the ANMSAE B ; depend in a complex way on the azimuth and elevation. However, if the geometrical conditions of (28) 
The result is that ANMSAE B ( ) is independent of the DOA, i.e., the optimum performance is isotropic. This is a desirable characteristic in many array processing scenarios. A regular cubical array, symmetric about all three axes, is an example of a geometry that exhibits this isotropic optimum performance. Since the geometry-dependent terms of the ANMSAE B come from the matrix J; which appears in the CRB expressions for both vector-sensor and pressure-sensor arrays, the sufficiency of (28) and (29) for azimuthal independence and of (36) and (29) for complete DOA independence, is equally true for both types of arrays. Finally, we note that all the results of this section apply equally to MSAE B because of its similarity of structure to ANMSAE B .
V. CONCLUSION
We have shown how the optimal performance of an acoustic vector-sensor array is affected by its geometry. We derived an expression (26) for the CRB on the location parameters of a single far-field source in a homogeneous wholespace. This result was examined in great depth in [8] . We also showed that the optimal location estimation performance is independent of the knowledge of the signal and noise power parameters. We then derived a set of necessary and sufficient conditions (Theorem IV.1) that ensure the azimuth and elevation are uncoupled from each other in the bound, and it was argued that this provides a compelling array design criterion. We then derived a bound on the asymptotic mean square angular error and showed that it depends on array geometry only through the squared projections of the sensors' position vectors onto lines and planes orthogonal to the source (34). Utilizing this result, we showed that the same set of conditions (28) and (29) that ensure the location parameters are uncoupled in the CRB are also sufficient to make this bound independent of azimuth. Finally, we extended those geometrical conditions to find constraints on sensor location [see (28) and (36)] that are sufficient to ensure that the optimal performance is isotropic. While we did not show that these conditions are also necessary, it seems probable that they are; it would be interesting to determine whether that is the case. In practice, there are many factors involved in the choice of a particular arrangement of sensors, however, the conditions herein are not too restrictive as they basically impose some kind of symmetry on the structure, and, when nothing is known about the source location a priori, their use should give the best possible overall performance. There should therefore be strong justification for any design that deviates from these constraints.
APPENDIX A
Bangs' formula (see, for example, [20, p. 525] ) gives an expression for the entries of the FIM for complex Gaussian distributed data. Using this formula, we shall show that the offdiagonal (coupling) entries of the FIM between the azimuth (and also elevation) and each of the three power parameters 
where R is the data covariance matrix given by (7) 
Equations (42) 
where the last step follows from the orthogonality of a a a P and its derivatives (16) and the orthogonality of u u u and v v v . Thus, the last two terms in the third line of (48) 
