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Abstract
Driven Dipolaritons in Van der Waals Transition Metal Dichalcogenide
Heterostructures: Properties and Applications
by
Patrick Serafin

Advisor: German V. Kolmakov

The need for advances in optical computation leads us toward the investigation of novel
methods of re-routing light in optical circuits. The behavior and properties of electrically
driven exciton-dipolaritons in van der Waals transition metal dichalcogenides are investigated
as a platform for realizing working elements of a polaritronic transistor. In this work, we
consider exciton-dipolaritons, which are a three-way superposition of cavity photons, direct
excitons, and indirect excitons in a bilayer semiconducting system embedded in an optical
microcavity. We start by providing motivation for our study of polaritons and then survey
the fundamental properties of exciton-dipolaritons. We also survey the basic properties of
emerging materials known as van der Waals transition metal dichalcogenide heterostructures and review the properties that make them promising materials to use for polaritronic
switching devices.
Next, using the Langevin equation for dipolaritons, we study the room-temperature dynamics of dipolaritons in a transition-metal dichalcogenide (TMDC) heterogeneous bilayer.
Specifically, we consider a MoSe2 -WS2 heterostructure, where Y-shaped and Ψ-shaped channels guide dipolariton propagation. By quantifying the propagation of dipolaritons in both
Y-shaped and Ψ-shaped channels guides, we demonstrate that polaritronic signals can be
redistributed in the channels by applying driving voltages in optimal directions. We conclude by surveying applications of polaritons from scientific literature. Our findings open the

v
route towards the design of efficient room-temperature dipolariton-based optical transistors
and provide motivation for further inquiry into the study of dipolaritons and polaritronic
devices.
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Chapter 1
Outline
Rapid advances in technology are leading us towards optical computation as a means of
information transfer and processing. Optical computation, which uses light as opposed to
electrons in conventional computation, provides us with the potential for faster and more
efficient means of computation. The possibility of bridging old methods of computation
with new methods by coupling electrical currents with optical elements provides us with
possibility to develop novel optoelectronic devices. The ability to reroute light in materials
opens the door towards many optoelectronic computation devices that could potentially
surpass conventional computation devices. Bosonic quasiparticles called dipolaritons enable
us to potentially realize many of these aforementioned optoelectronic applications with the
use of novel 2D transistion metal dichalocogenide heterostructures.
This work is organized in eight chapters:
Chapter 2 provides motivation for optical computation. It provides a brief overview of
conventional electrical transistors and Moore’s law. It also discusses how optical and quantum computation could prove to have advantages over conventional means of computation.
Chapter 3 is dedicated towards the fundamentals of polaritons and dipolaritons. We
1
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2

start by discussing a classical system of coupled oscillators and expand on this discussion in
light-matter coupling leading towards the introduction of a polariton. Here we discuss the
basic physics behind polaritons, how these quasiparticles are created, and their properties.
We discuss the Hamilitonian of a few simple polariton-based systems and extend this analysis
towards the derivation of the dipolariton Hamiltonian. Next, some important features of
dipolaritons are discussed including interaction strengths between the cavity photon, direct
exciton, and indirect exciton. Finally, we discuss polariton condensates and extend this
discussion into dipolariton condensates.
Chapter 4 Starts by briefly describing the genesis and prevalence of graphene in solid
state physics. From there we introduce 2D materials and discuss some limitations of using
them in the semiconducting systems of interest in this work. We then move towards the introduction of transition metal dichalocogenides (TMDC’s) and discuss their basic properties
used for optical switching devices.
Chapter 5 delves into the application of the aforementioned particles and materials
by proposing a design of a dipolariton based optical transistor using a Y-shaped channel.
The theoretical background and system parameters are discussed before delving into system
optimization; that is, re-routing of dipolaritons in a Y-shaped channel to create an optical
transistor.
Chapter 6 continues the application of dipolaritons in TMDC’s by proposing an alternative design for a dipolariton based optical transistor. This optical transistor is now based
on a Ψ-shaped channel guide and buffered channel branches are considered. Comparative
analyses on efficiency are made between Y-shaped and Ψ-shaped channel guides.
Chapter 7 concludes this work by surveying current and future applications of polari-
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3

tons.
Chapter 8 lists conferences and presentations based on this work.
Appendix A provides some equations needed for the evaluation of integrals in the
dipolariton interactions found Chapter 3.

Chapter 2
Introduction
“A classical computation is like a solo voice—one line of pure tones succeeding
each other. A quantum computation is like a symphony—many lines of tones
interfering with one another.” -Seth Lloyd

2.1

Classical computation: the electrical transistor and
Moore’s law

In 1947, John Bardeen, Walter Brattain, and William Shockley invented the first conventional electrical transistor at Bell Labs. A transistor is essentially an electrically driven
switch that permits or denies the passage of a current between two terminals. A generic
electrical transistor can be seen in Fig 2.1 (1). This was one of the most important inventions in history as it revolutionized electrical circuitry providing means for a device to switch
or modify electrical signals. However, with rapid advances in technology, problems with conventional transistors arise. For one, Moore’s law states that the number of transistors in a
dense integrated circuit doubles every two years. Graphical depictions of this law are seen
in Fig 2.2 (2). The plot in Fig 2.2(a) depicts the forecast that Gordon Moore made in 1965
4
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Figure 2.1: Conventional electrical transistor. Image courtesy of reference [4].
regarding the doubling of transistors every two years. The plot in Fig 2.2(b) demonstrates
the cost curves as the number of components per integrated circuit increase.
Thus, according to Moore’s law the number of electrical transistors required to keep
pace with modern technology will become exceedingly high. Furthermore, the size of these
transistors will need to become exponentially smaller to fit into newer chips. For modern
reference, a quad-core computer has of order 107 transistors in it’s processor. It can be
loosely stated that the number of transistors in a computer is commensurate with computing
power number, or number operations that can be performed in parallel. An updated plot
of Moore’s law is seen in Fig 2.3. Here we can see the potential issues arising due to an
inevitable saturation point due to device requirements (3). As the number of transistors per
chip increases, the distance between them decreases giving rise to engineering design issues
due to quantum tunneling effects (4).
Some other issues that arise with conventional electrical transistors are power dissipation
due to heat where the power loss, or thermal power Pt is computed as

Pt = IV

(2.1)
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(b)

Figure 2.2: (a) Plot of logarithmic scaled number of components in an integrated circuit versus year and (b) Plot of the manufacturing cost of transistors versus number of components
in an integrated circuit. Both images are courtesy of reference [5].

Figure 2.3: Updated plot of Moore’s law depicting the increasing number of electrical transistor required to operate modern devices. Image courtesy of reference [6].
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Here V is voltage across the transistor and I is the collector current. For devices requiring
a small current or low voltages across the transistors few issues may arise. However, for
devices such as audio amplifiers requiring large currents or high voltages across the transistor,
overheating issues arise. This overheating problem with transistors extends to modern 3D
devices such as nanowires and nanosheets as well (5). Thus, the development of novel
semiconductor devices is hindered by power dissipation due to thermal loss and must be
addressed for rapid advances in the field to made (6).
One final feature of conventional electrical computing that limits its use in devices is
the speed at which computations can be made. Conventional computation is bound by
the drift velocity of electrons, which is slower than the velocity of photons, which are the
particles used in optical circuits and thereby photonic-based computations. Additionally,
certain computational tasks are done at significantly faster rates with the use of quantum
and optical circuits (7). Clearly we can see the need for faster and more efficient computations
by using alternative computational methods such as quantum and photonic circuits, which
we will explore in the following chapters.

2.2

Optical and quantum computation

As we have discussed, several problems with conventional means of computation are present
leading us towards quantum and photonic computation as means of information transfer
and processing. These alternative means of computation can prove to be advantageous in a
multitude of computational tasks. In particular, the nature of quantum systems introduces
an element of superposition into computational processes. These superposition are generally
of the form:

|Ψi = α |0i + β |1i

(2.2)
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Figure 2.4: Experimental optical transistor. Image courtesy of reference [12].
Here we see the possibility of having linear superposition states of our |0i and |1i with
complex coefficients α and β. These superposition states enable us to perform parallel
quantum computations with greater power largely owing to the fact that the amount of
information stored in N qubits is 2N classical bits of information (8). If one can harness
these powerful superposition properties for parallel computations, there can be significant
improvement in certain computationally demanding processes. There have been many efforts
made by research institutions and private entities to develop quantum computers and optical
circuits that can perform high level tasks such as option pricing and molecular eigenstate
simulations (9; 10; 11). One famous example demonstrating the power and avantages of
quantum computation is the Deutsch-Jozsa algorithm (7). Quantum computation with use
of exciton-polaritons condensates is discussed in more detail in Chapter 7.
The fields of quantum and optical computation provide us with potentially very powerful
computing capabilities if we are able to harness their properties. This leads us towards the
path of exploring these potentially faster and more efficient means of computation, but more
specifically here we focus towards the development of optical circuit elements. These aforementioned advantages of optical and quantum computation lead us towards investigation of
polaritons as the quasi-particles used in optical computing devices and circuits, such as op-
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tical transistors as we shall consider in this work. In Fig 2.4, we see an experimental optical
transistor developed by a research team at Penn State demonstrating the physical realization
of this previously only theoretical design (12). As we will see, the favorable properties of
dipolaritons in transition metal diachalogenide heterostructures provide us with the possibility to implement them into optical switching devices (13). These switching devices are an
integral component of optical circuits, thus opening new possibilities for optical computation
with the use dipolaritons, which as we will see possess a photonic component, which can be
electrically driven. The method of using dipolaritons in optical circuitry could potentially
open the route towards their implementation in various optical circuit elements as well as in
the field of quantum computation (14).

Chapter 3
Polaritons
3.1

Fundamentals of polaritons
“We cannot predict whether a given photon will arrive at A or B. All we can
predict is that out of 100 photons that come down, an average of 4 will be
reflected by the front surface. Does this mean that physics, a science of great
exactitude, has been reduced to calculating only the probability of an event, and
not predicting exactly what will happen? Yes. That’s a retreat, but that’s the
way it is: Nature permits us to calculate only probabilities. Yet science has not
collapsed.” - Richard Feynman

Polaritons are quasiparticles that result from strong photon coupling to an electric or
magnetic dipole in a medium. A polariton is thus a composite boson quasi-particle with a
superposition of light and matter. Depending on the type of coupling between the photon
and particular material, we can create different types of polaritons. The polaritons that
we will consider in this work will be exciton-dipolaritons, which are the result of coupling
between light and excitons; however, it may be edifying to name some other prominent types
of polaritons. Phonon polaritons result when we couple an infrared photon to an optical
10
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phonon. Surface plasmon polaritons result when coupling surface plasmons with photos. We
can also engineer plexcitons, magnon-polaritons, pi-tons, Bragg polaritons, and many more
types of polaritons. These bosonic quasiparticles have mass, lifetime, spin, charge, and are
most suitably explained as living in momentum space.
As will be discussed in future sections, exciting polariton features have given the field
of polaritronics much attention in a multitude of subfields within solid state physics and
photonics. This interest in polaritons started in 1929 with their theoretical consideration
by condensed matter theorist Kirill Borisovich Tolpygo, a specialist in the theory of phonon
spectra in crystals and electronic structure in semiconductors (15) who named them ”lightexcitons”, a term that would be later renamed to ”polaritons” by John Hopfield (16). In his
work on classical light waves in ionic crystals near optical phonon frequencies, he theorized
lattice polaritons, which are a bound state of optical phonons and photons in ionic crystals.
Following his works, the likes of K. Huang (17), S.I. Pekar (18), and Andreas Otto (19)
further developed the theoretical framework for the field of polaritons, which as we will later
discuss provide for rich physical phenomena and numerous optoelectronic applications.

3.1.1

Strong coupling in classical systems

Let us first consider strong and weak coupling in classical systems; namely, a system of
coupled classical oscillators. As seen in Fig. 3.1. below. The equation of motion for the
leftmost oscillator is

m1 x¨1 + k1 x1 + κ(x1 − x2 ) = 0.

(3.1)

The equation of motion for the rightward oscillator is

m2 x¨2 + k2 x2 + κ(x1 − x2 ) = 0.

(3.2)
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System 1

System 2

m2

m1

k2

𝜅

k1
x1(t)

x2(t)

Figure 3.1: Classical system of two coupled oscillators connected by a spring of constant κ
with masses m1 and m2 , spring constants k1 and k2 at positions x1 (t) and x2 (t).

1
ω ± = [ω12 + ω22 ±
2
2

q
2
(ω12 − ω22 ) + 4γω12 )].

(3.3)

Here we have,
s
ω1 =

s
ω2 =

(κ + k1 )
m1

(3.4)

(κ + k2 )
m2

(3.5)

and
r
γ=

κ
m1

r

κ √
−1
ω1 ω2 (3.6)
m2
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Thus, we can see that the condition for strong coupling is
Damping can be readily introduced into (3.1) and (3.2) by the addition of two dissipative
terms ξ1 x˙1 and ξ2 x˙2 so that (3.1) and (3.2) become

m1 x¨1 + k1 x1 + κ(x1 − x2 ) + ξ1 x˙1 = 0.

(3.7)

m2 x¨2 + k2 x2 + κ(x1 − x2 ) + ξ2 x˙2 = 0.

(3.8)

and

Some computational analysis of this system done by Lukas Novotny (20) gives rise to
the strong coupling condition that states that the individual decay rates of the oscillators
must be less than the coupling strength of the oscillators. The equation summarizing this
condition is
γ
>1
ξ1 /m1 + ξ2 /m2

(3.9)

This generic model is an instructive one to analyze as it closely parallels what we will see
in the following quantum electrodynamics picture (QED).

3.2

Coupling in QED systems

It is instructive to understand quantum electrodynamic coupling by considering the JaynesCummings Model for a two level system. In Fig 3.2 we see a two level atom coupled to a
cavity, where the electron can oscillate between an excited state |1 > and ground state |0 >
with frequency ωA . The photon emitted by the transition of the electron from the excited
state to the ground state has frequency ωB . The decay factor of the two level atom is given by
γA whilst the decay factor for the photon is given by γB . The coupling constant g measures
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g

|1>
|0>

𝛾"

𝜔"

𝜔!
𝛾!

Figure 3.2: Two level system for an electron oscillating between an excited and ground state
with frequency ωA . The photon is emitted from excited to ground state with frequency ωB .
The decay factor for the atom is γA and a decay factor for the photon is given by γB . The
interaction strength of the atom is given by g.
the interaction between the two level system and the cavity photon. The Hamiltonian for
the Jaynes-Cummings mode in the Schrodinger picture is
g
h̄
H = h̄ωb a† a + ωa σz† + h̄(a† σ † + aσ)
2
2

(3.10)

where σ † = |1 >< 0| is the raising operator for the atom, σ = |0 >< 1| is the lowering
operator for the atom and σz = |1 >< 1| − |0 >< 0| is the atomic inversion operator. The
eigenstates of this Hamiltonian are
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h̄
1
E±, n = h̄ωa (n + ) ± Ωn
2
2

(3.11)

where Ωn is the Rabi frequency of this atomic transition in the two level system.
The Jaynes-Cummings model is a generic model for light-matter interaction. In the case
of weak coupling, the individual decay rates of the cavity photon and two level system are
greater than the interaction strength g. This causes the cavity photon to escape the cavity
as the light matter interaction strength is insufficient to trap the light within the cavity.
The condition for strong coupling requires that the interaction strength between the cavity
photon and the two level atom be greater than their individual decay rates. In this case the
photon has sufficient lifetime such that the cavity photon is reabsorbed into the material
back into the excited state, thereby allowing Rabi oscillations to take place. This process
closely mimics the process of generating an exciton-polariton, which will be discussed in the
following section. This coupling condition is

g > γA , γB

3.3

(3.12)

Exciton-polaritons

Exciton-polaritons are polaritons possessing a photonic-excitonic coupling. They are bosonic
hybrid quasiparticles that are found in semiconductor microcavities. A generic model for an
exciton-polariton is found in Fig 3.3, where a quantum well inside a cavity is placed in between two distributed Bragg reflectors. A cavity photon is confined between the two mirrors
and only the constructively interfering wavelengths will survive in this optical resonator. Of
course, as with any system there will be imperfections leading to ”leakiness” in the cavity.
We can define the extent of ”leakiness” as the so-called ”quality factor” Q:
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Quantum Well

DBR

Exciton
+

Photon

Figure 3.3: Polariton formation inside of a microcavity. A cavity photon couples to an
exciton inside of a quantum well, which is placed in between two sets of distributed Bragg
reflectors forming a polariton upon recombination and photon re-emission.

Q=

fcav
= f0 τcav
δcav

(3.13)

where fcav is the frequency of the cavity mode and δcav is the full width at half maximum
(FWHM). It can be shown (21) that Q is proportional to τcav the time the photon spends
inside of the cavity and f0 the frequency linewidth of the field intensity.
When a photon is introduced into the optical resonator with sufficient frequency, the
electron in the quantum well is excited from the valence band into the conductance band
leaving behind a positively charged hole. This coupling between the electron and its positively charged hole is called an exciton and is depicted in Fig 3.3. As discussed in previous
sections, if the light matter interaction ΩR is less than the sum of the individual decay rates
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of the exciton and photon γx and γc , respectively have a condition of weak coupling, that is
γx +γc
2

> ΩR (22). In this case the exciton decays via spontaneous emission and no polariton

is generated. When the light-matter interaction is greater than the individual decay rates
of the exciton and photon, there is sufficient time for the exciton recombination to occur,
thereby re-emitting the photon. This oscillation process between exciton and photon generates the hybrid particle of coherent superpositon between photon and exciton known as a
polariton. The conditions for strong and weak coupling determining the generation of the
polariton hybrid particle are summarized below.

γx + γc
> ΩR ,
2
γx + γc
< ΩR ,
2

3.3.1

Weak Coupling

(3.14a)

Strong Coupling.

(3.14b)

Polariton Hamiltonian

The Hamiltonian describing the dynamics of a polariton inside of a quantum well as discussed
above is taken as (23)

H=

X
[h̄xi a†i ai + h̄γib†i bi + (h̄gi a† bi + H.C)]

(3.15)

i

Here h̄xi ,h̄γi , and h̄i are taken as the exciton energies, cavity photon energies, and photonmatter interaction strengths, respectively. The operators bi , b†i , ai , a†i are the annihilation and
creation operators of the cavity photons and excitons, respectively. The photon operators
obey Bose commutation relations as
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[bi , b†i0 ] ≈ δi,i0

(3.16)

We note that this Hamiltonian takes into account two approximations. The first approximation is the rotating wave approximation as mentioned in prior sections where for resonance
h̄xi ≈ h̄γi , we neglect non rotating terms ai bi or b†i a†i (24). In the second approximation
we impose a dipole approximation where we neglect the spatial variation of the electric field
amplitude. We use a basis {|Xi,|Γi} for the exciton and cavity photon mode, which have
their usual corresponding operators. The linear combination of these exciton and photon
operators form polariton operators Pi and Qi , which obey Bose commutation rules for low
densities (25; 26):
[Pi , Pi† ] = 1
[Qi , Q†i ]

(3.17)

=1

Equation (3.15) can be diagonalized with the help of a Bogoliubov-Valatin transformation
(when considering low densities) as follows (27),

Pi = −βi bi + αi ai
(3.18)
Qi =

αi∗ bi

+

βi∗ ai

Now with the use of this transformation Equation (3.15) can be diagonalized giving us

H=

X
i

[h̄E U P Pi† Pi ] +

X
[h̄E LP Q†i Qi ]

(3.19)

i

Here (Pi† ,Pi ) and (Q†i ,Qi ) are the creation and annhilation operators of the new eigenmodes of the system. They correspond to the higher (UP) and lower (LP) eigenenergies of
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the system.

The exciton and photon fractions in the lower and upper polaritons are given by |αi |2
and |βi |2 , the amplitude squared of the Hopfield coefficients (16). All physical properties of
polaritons are determined by these coefficients and their amplitude squared determines the
exciton and photon contributions in the lower and upper polariton branches. The Hopfield
coefficients satisfy |αi |2 + |βi |2 = 1 and can be calculated as

xi − γi
1
]
|αi |2 = [1 + p
2
(xi − γi )2 + 4gi2
xi − γi
1
|βi |2 = [1 − p
]
2
(xi − γi )2 + 4gi2

(3.20)

Here we can note that for h̄xi -h̄γi = 0 we have |α|2 = |β|2 = 21 , a perfectly even mixture
of half photon and half exciton in the upper and lower branches as depicted in Figure 3.5.

The eigenmodes of the upper polariton and lower polariton, which can now be conveniently expressed as |U P i = αi |Xi − βi |Γi and |LP i = βi |Xi + αi |Γi, have eigenenergies
that can be obtained by diagonalizing Equation (3.19) and taking h̄ = 1 for brevity to yield
p
1
E U P,LP = [γi + xi ± 4g 2 + (xi − γi )2 ]
2

(3.21)

.
For the case of resonance, where we have xi =γi , we obtain a normal mode Rabi type
splitting in the polariton as will be discussed and depicted in later sections.
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Polaritons in microcavities

Exciton-polaritons are most conveniently described in momentum space and possess the
usual properties of particles such as mass, lifetime, charge, spin, momentum space. Claude
Weisbuch and his team first described the strong coupling of light and exciton in microcavities highlighting important features regarding their properties. The excitonic components
provide us features such as sensitivity to external electric and magnetic fields response, optical gain, non-linearity, and scattering. The photonic component provided for small mass
(mef f ≈ 10−8 matom ), spatial coherence, and long propagation length (28). Among these
properties, perhaps the most fascinating feature is the extremely light mass, which can several orders of magnitude lighter than atomic gases, whilst possessing the ability to condense
at room temperatures.
In order to study strong light matter coupling of polaritons, we study their properties and
behavior in 2D planar microcavities. In fact, it is most convenient to describe the polariton
in terms of a in plane momentum, or so called ”k-parallel” k|| as depicted in Fig. 3.4. This
quantity is computed as

k|| =

q
kx2 + ky2

(3.22)

It is important to note that only identical exciton k|| and photon k|| vectors can couple;
thus, we have a coupling in which the exciton in the microcavity possesses the same in
plane momentum and angular momentum as the incoming photon. Due to Snell’s law and
momentum conservation k|| is a conserved quantity and thus k|| is also conserved for the
polariton in each layer of the microcavity. This enables one to obtain the photon momentum
upon polariton recombination as well interpret the polariton dynamics within an optical
microcavity based on the photon. Moreover, electro-optical excitations are done in the out
of plane dimension, or z-axis.
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An advantage of using planar microcavities over bulk semiconductors to study polariton
is that it is harder to attain strong coupling in bulk semiconductors due to a linear photonlike dispersion curve of the lower polariton. Momentum conservation requires that there is a
perfect matching of k-vectors between the exciton and photon in a bulk semiconductor, which
leads to a much more difficult strong coupling condition (29). Microcavities as generically
depicted in Fig 3.3. where a material is ”sandwiched” in between distributed Bragg reflectors
(DBRs), which are highly reflective planar mirrors. The separation of the DBR is roughly
one wavelength of light and thus this optical resonator greatly amplifies the light in it whilst
also restricting the photon wavevector kz in the out of plane direction

3.3.3

Polariton dispersion

One can describe a polariton state being given the spin, s = ±h̄, energy E = h̄k, and
p
k|| = kx2 + ky2 momentum. From this information and the use of photoluminescence measurements, a polariton dispersion curve may be generated. Such a dispersion curve provides
valuable information such as coherence, effective mass, coupling strength, detuning, and density of states (29). A typical angle dependent polariton dispersion curve is shown in Fig 3.5.
The two main modes of the polariton are depicted in Fig 3.5. where the upper and lower
polariton branch are separated by a Rabi splitting constant when the system is considered
in momentum space (30) where the upper polariton, lower polariton, and photon energies
are plotted as functions of k|| . The distance between the upper and lower polariton branches
represents the Rabi splitting between the modes and the distance between the photon curve
and the x-axis (in-plane momentum) represents the detuning in the system as here k|| = 0.
As one can see in Figure 3.5, as we move away from the k|| = 0 minimum of the upper polariton branch, the dispersion curve moves from more exciton-like to more photon-like. For
the lower polariton branch, the dispersion curve starts as more photonic and moves towards
excitonic as we move away from the k-minimum.

CHAPTER 3. POLARITONS

22
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𝜽
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Figure 3.4: Depiction of the k|| in-plane momentum vector. Incident wave vector k at an
angle θ relative to the surface has components k⊥ , the perpendicular component of k and k||
the parallel component of k. By momentum conservation and Snell’s law k|| is a conserved
quantity.

3.4

Dipolaritons

When polaritons possess a strong dipole they become a new type of quasiparticle called a
dipolariton. More precisely, a dipolarion is a three way superposition of a direct exciton
(DX), indirect exciton (IX), and a cavity photon (C). Although the dynamics of dipolaritons
in quantum wells will not be applied in future chapters, they serve as a nice illustration of the
formation of a dipolariton. Fig. 3.6 below depicts a dipolariton generated inside of optical
microcavity. The positively charged hole is coupled to the electron in the upper quantum
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E

Upper Polariton

Energy of Photon
Energy of Exciton
∆𝒄𝒂𝒗𝒊𝒕𝒚

k

𝛀𝑹

Lower Polariton

Figure 3.5: A typical polariton dispersion curve plotting the upper polariton curve, the lower
polariton energy curve, and photon energy curve as functions of k|| . The distance between the
upper and lower polariton branch represents the Rabi splitting, ΩR . The distance between
the k=0 minimum and photon energy is the detuning in the cavity, ∆cavity .
well forming a direct exciton. The electron is able to tunnel between the two quantum wells
with some tunneling probability α and tunneling strength T, which is tunable (31). Only
the electron can tunnel between the two quantum wells as the electric field is directed in
the z-direction. The hole tunneling between the wells is negligible due to its large effective
mass. When this electron is in the lower quantum well, it is coupled to the positively charged
vacancy in the upper quantum well forming an indirect exciton.
The introduction of a photon into the cavity (C) allows for a three way superposition of
direct exciton, indirect exciton, and cavity photon generating the dipolariton particle. The
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indirect exciton in this microcavity is coupled to the direct exciton, which is coupled to the
cavity photons. It is important to note that the cavity photon modes do not couple to the
indirect exciton modes. This new type of polariton retains properties of polaritons, such as
light effective mass, while also having a dipole moment, which means it can be electrically
driven.
Furthermore, the lifetime of dipolaritons is expected to be larger than that of polaritons
(32; 33). This can be attributed to the fact that the lifetime of an exciton is dependent on the
probability of recombination with its hole. This probability is dependent on the overlap of
the wave functions of the electron and hole (34; 35). In the case of coupled quantum wells,
the spatial separation between the electron and hole in separated quantum wells (IX) is
greater than the spatial separation for the electron and hole in the same quantum well (DX).
Thus, for indirect excitons the wave function overlap between hole and electron is lessened
thereby leading to longer lifetimes in dipolaritons.Neglecting interactions, the Hamiltonian
for the aforementioned system is given as (35):

Hdip = Hkinetic + Htunneling + Hrabi

(3.23)

Taken in matrix form we have




h̄2 p2
 2mphoton

Hdip


=



+ ∆photon
h̄g
0

h̄g

0

h̄2 p2

h̄T

2M

h̄T

h̄2 p2
2M

+ ∆IX







(3.24)

Again using a Bogoliubov-Valatin transformation as in the previous section we can diagonalize (3.24) by the use of the following linear map:
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Figure 3.6: Dipolariton formation inside a coupled quantum well inside of an optical microcavity with sets of DBR’s ”sandwiching” the coupled quantum well. An electric field is
applied (purple arrow) in the z-direction. An exciton can tunnel in between the two wells
forming a three body system of cavity photon, direct exciton and indirect exciton.







LP
 αp

βpLP

 Rp 
  
Q  = α M P β M P
 p  p
p
  
αpU P βpU P
Pp

 
  fp 
 
 
ξpM P 
  gp 
 
ξpU P
hp
ξpLP

(3.25)

Here Pp , Qp , Rp are the upper middle, and lower polariton branch quasiparticles and
they correspond to the higher, middle, and lower eigenenergies of this system. αpLP,M P,U P ,
βpLP,M P,U P and ξpLP,M P,U P are the Hopfield coefficients satisfying:
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|αp |2 + |βp |2 + |ξp |2 = 1

(3.26)

Diagonalzing (3.24) gives us,

Hdip =

X

†
MP †
UP †
[λLP
p Rp Rp + λp Qp Qp + λP Pp Pp ]

(3.27)

p
P,U P
are the energy eigenvalues of (3.24) This Hamiltonian clearly displays
where λLP,M
p

the three components of the dipolariton particle. A numerical plot of the dispersion relation
for this system (35) is depicted in Fig 3.7. Here on can observe the three dipolariton branches
present in the system.

From (3.23) one can compute important quantities like the mass and lifetime of dipolaritons. For convenience, we first rewrite (3.23) in terms of three matrices; that is,

(3.28)

Hdip = Hp=0 + T + Λp
with

Hp=0



0 
∆photon h̄g


=
0 h̄T 
 h̄g



0
h̄T ∆IX

(3.29)
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−ih̄γphoton
2



T =



0

h̄g

−ih̄γDX
2

0

0

0 

0 



−ih̄γIX
2





h̄2 p2
 2mphoton


Λp = 



0
0

(3.30)

0
h̄2 p2
2M

0

0 

0 


2 2

(3.31)

h̄ p
2M

A normal polariton effective mass is simply the weighted harmonic mean of it’s individual
components (36). By applying perturbation theory and taking Λ as the perturbative term
we can obtain the lower dipolariton mass (35),
1
|ξp |2
|αp |2 + |βp |2
=
+
.
m
mphoton
mex

(3.32)

We note here that we generally have m >> mex and thus m ≈ mph |ξp |−2 . For zero
detuning; that is, ∆IX = ∆photon=0 the Hopfield coefficients as first introduced in equation
(3.25) are (16) |αp | = 1/2, |ξp | = |βp | = 1/4.

Now we note that the lifetimes of the photon, direct exciton, and indirect exciton are
related to the decay rates by the relation τ = γ −1 . For the case of dipolaritons we apply
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perturbation theory using T as our perturbative term in order to calculate the lifetime of
lower branch dipolaritons,
1
|ξp |2 |αp |2 |βp |2
+
+
.
=
τ dip
τph
τDX
τIX

(3.33)

We note here that we generally have τIX , τDX >> τphoton , so dipolariton lifetime is very
close to the photon lifetime; that is, τdip ≈ τphoton |ξp |−2

3.5

Dipolariton interactions

Here we will briefly provide an overview of the derivation of the direct exciton to direct
exciton interaction strength (DX-DX), direct exciton-indirect exciton interaction (DX-IX),
as well as the indirect-indirect exciton interaction strength (IX-IX) of a dipolariton inside
of a quantum well. This section and the following section largely follow the work done by
T. Byrnes, G. V. Kolmakov, R. Ya. Kezerashvili, and Y. Yamamoto Effective interaction
and condensation of dipolaritons in coupled quantum wells. (35). We start with the IX-IX
interaction and as we will see the DX-DX interaction is easily obtained from the IX-IX terms.

3.5.1

IX-IX interaction

We first start with the Hamiltonian of a two exciton system; that is, a system of two electrons
with two holes and follow the methods of de-Leon and Laikhtman (37),

H2eh

h̄2 2
h̄2 2
h̄2 2
h̄2 2
=−
∇ −
∇ −
∇ −
∇ + U (~re1 , ~re2 , ~rh1 , ~rh2 )
2me e1 2me e2 2mh h1 2mh h1

(3.34)

where r~e and ~rh are the 3D coordinates of the electron and holes, respectively and
U(~re1 , ~re2 , ~rh1 , ~rh2 ) = Uhh (|r~h1 − r~h2 |) + Ueh (|r~e1 − r~h2 |) + Ueh (|r~e1 − r~h1 |) + Ueh (|r~e2 − r~h1 |) +
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Ueh (|r~e2 − r~h2 |) + Uee (|r~e1 − r~e2 |).

We will take the potential as U (r) =

e2
4πr

where  will be the permittivity of the particular

material used in the double quantum well. The de-Leon and Laikhtma method states that
for the wave function of this system only the ground state of the excitons need to be known.
In particular, we use the antisymmetrized states of the two indirect exciton wave function;
that is,

1 1
ΦP~ ,P~ 0 (~re1 , ~re2 , ~rh1 , ~rh2 ) = { √ ( √ [ΨP~ (~re1 , ~rh1 )ΨP~ 0 (~re2 , ~rh2 ) + ΨP~ (~r2 , ~rh2 )ΨP~ 0 (~r1 , ~rh1 )]−
2 2
1
√ [ΨP~ (~re2 , ~rh1 )ΨP~ 0 (~re1 , ~rh2 + [ΨP~ (~re1 , ~rh2 )ΨP~ 0 (~re2 , ~rh1 )]}
2
(3.35)

Here ΦP~ ,P~ 0 (~re1 , ~rh1 ) is the indirect exciton wave function with the center of mass (COM)
momentum (38). As described in the de-Leon and Laikhtma method ΦP~ ,P~ 0 (~re1 , ~rh1 ) is taken
as the 2D 1s wavefunction in the plane of the quantum well and delta function; that is, in
the z-direction of for the electron and holes and we assume localization of electron and the
holes in the quantum well system.

Now in order to obtain the effective interaction between indirect excitons in the quantum
well system we take the expectation value of (3.27) with respect to ΦP~ P~ 0 and ΦP~ +~pP~ 0 −~p ; that
is, VIX−IX (P~ , P~ 0 , p~) =< ΦP~ P~ 0 |H2eh |ΦP~ +~pP~ 0 −~p >. The effective interaction for indirect excitons
is then, (35; 37)
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p
e2
2
[Idirect ( (∆P )2 + p2 − 2∆P pcosθ, L)+
VIX−IX (P~ , P~ 0 , p~) = ( )2 A−1 a0
π
4π

(3.36)

Idirect (p, L) − Iexchange (∆P, p, θ, αh , L) − Iexchange (∆P, p, θ, αe , L)]

Here A is the trapping area of the excitons, L is the distance between quantum wells as
−1

seen in Figure 3.6., a0 = 4πh̄2 (2e2 µ)

is the two-dimensional Bohr radius, where µ =

me mh
me +mh

is the reduced mass. We use a change of variable: R = αe~re + αh~rh , where αe,h = me,h (me +
mh )−1 and ζ = ~re −~rh . Then the integral Idirect is evaluated in (A.1) and Iexchange is provided
in equation (A.2), which are both found in Appendix A.

For cases where the momentum P, P 0 , p → 0 we can obtain an approximation for VIX−IX (P~ , P~ 0 , p~),

VIX−IX (P = 0, P 0 = 0, p = 0) ≈ (ea0 )2 (4πa0 A)−1 (3.5La−1
0 + 6)

3.5.2

(3.37)

DX-DX interaction

In order to obtain the direct exciton-direct exciton interaction we simply need to evaluate
the indirect exciton-indirect exciton interaction strength for L = 0 (no distance between the
wells); that is,

VDX−DX (P~ , P~ 0 , p~) = VIX−IX (P~ , P~ 0 , p~)|L=0

(3.38)

Again, when we consider a small momentum scale we obtain an approximation for the
DX-DX interaction strength by evaluating (3.36) at L = 0; that is,
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VDX−DX (P = 0, P 0 = 0, p = 0)
≈ (ea0 )2 (4πa0 A)−1 (3.5(L = 0)a−1
0 + 6)
≈

(3.39)

6(ea0 )2
4πa0 A

Equation (3.39) matches values for the approximate direct-direct exciton interaction
strength in other works (38).

3.5.3

DX-IX interaction

The composite wavefunction of a direct exciton-indirect exciton interaction is given as
1
ΦP~ ,P~ 0 (~re1 , ~re2 , ~rh1 , ~rh2 ) = √ [ΨP~ (~re1 , ~rh1 )ΞP~ 0 (~re2 , ~rh2 )−
2

(3.40)

ΨP~ (~r2 , ~rh1 )ΞP~ 0 (~r1 , ~rh2 )]
Here ΨP~ is the indirect exciton wave function with the center of mass (COM) momentum
P~ and ΞP~ 0 is the direct exciton wave function with COM momentum P~ .

Using a similar methodology to that of section 3.5.2., we cite without proof (35) (we
encourage the reader to review reference [29]), the expression for the IX-DX interaction

e2
2
[Idirect (p, L) − Iexchange (∆P, p, θ, αe , L)]
VDX−IX (P~ , P~ 0 , p~) = ( )2 A−1 a0
π
4π
Once again considering the limit P, P 0 , p → 0 we have

(3.41)
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L
VIX−DX (P = 0, P 0 = 0, p = 0) ≈ (ea0 )2 (4πa0 A)−1 [( + 1.2 )−1 ]
6
a0

3.6

Condensation of dipolaritons

3.6.1

General Gross-Pitaevskii equation

32

(3.42)

The dynamics of the condensate wave function for a Bose gas is described by a GrossPitaevskii equation (GPE). A GPE is of the form
−h̄2
4πh̄2 a
∂Ψ(~r, t)
=
∇Ψ + V (~r)Ψ(~r, t) +
|Ψ(~r, t)|2 Ψ(~r, t)
ih̄
∂t
2m
m

(3.43)

In general the GPE maintains accuracy so long as temperatures are much smaller than
the transition temperature of a traditional BEC and we have a scattering length that is
shorter than the average interparticle spacing (28; 39), namely we must satisfy na3 << 1,
where a is the atom to atom scattering length .

3.6.2

Dissipative GPE for exciton-polariton condensates

We now seek to extend (3.43) to the case of a GPE with driving and dissipation following
the methods of Carusotto and Ciuti (28), although other forms of this GPE exist (40) . In
the case where the Rabi frequency of our system ΩR is larger than the pumping loss rates,
the kinetic and interaction energies, and pump detuning the equations of motion (EOM)
can be described by a single classical field in a singlet state of the lower polariton branch,
ΨLP (~r, t). This simplifies computations, allowing one to avoid working with the equations of
motion for both the photonic and excitonic fields (28).

The driven diffusive GPE for exciton-polaritons is then,
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ih̄

h̄2
∂ΨLP (~r, t)
= ωLP (~r, t)ΨLP −
∇LP ΨLP (~r, t) + VLP (~r)ΨLP (~r, t)
∂t
2mLP
iγLP ΨLP (~r, t)
+g|ΨLP (~r, t)|2 ΨLP (~r, t) + iχLP E(~r, t) −
2
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(3.44)

Here γLP represents the dissipation of the polaritons in the condensate and E(~r, t) is the
driving term corresponding to coherent pumping (driving) of polaritons into the system, mLP
is mass in the lower polariton branch, ωLP is the corresponding frequency in that branch,
VLP is the external potential acting on the polaritons, ∇LP corresponds to coupling of the
polaritons to the pumping source, and finally g is the polariton-polariton interaction as
described in section 3.2. These polariton condensates typically occur in planar microcavities
where the number of quantum wells, N, is greater than or equal to 1 (41).

3.6.3

Dipolariton condensates

The driven diffusive GPE in equation (3.44) describes a Bose-Einstein like condensation
for exciton-polaritons; however, we can generalize this equation for dipolaritons due to their
similarity to exciton-polaritons. The fermionic physics of dipolaritons allows for condensation
as has been demonstrated and the corresponding behavior of dipolaritons is similar to that
of exciton-polariton condensates.
Here we shall consider a dipolariton condensate as a non-equilibrium steady state with
resonance between cavity and exciton mode excitation and dissipation of photons where an
exciton reservoir provides a constant source of particles (bath) (41). If we consider incoherent
laser stimulation (pumping) into the system, the reservoir of excitons is populated to direct
or indirect excitons depending on the pumping source. Following fermionic physics when we
have T < Tc , where Tc is the critical temperature and the pumping sufficiently populates the
reservoir to a high density, we should obtain a macroscopic population of dipolaritons at the
k=0 minimum. Here we have kB Tc = 12h̄2 ρ(πms)−1 , where ρ is the density of dipolaritons
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in the trapped ideal Bose gas, s=2 is the spin degeneracy (42). Thus, for dipolariton we can
write (35):
~ t) h h̄2
∂Φ(R,
~ + g|(R,
~ t)|2 + 2gρ(R)−
~
ih̄
=
∇2 + V (R)
∂t
2mLP
i
iγLP
i
~ t) Φ(R,
~ t)
+ S(ρ(R,
2
2

(3.45)

~ t) is the wavefunction of the dipolariton condensate, V (R)
~ is the trapping
Here Φ(R,
~ is the density of the reservoir and S is the reservoir scattering of excitons
potential, ρ(R)
into the k=0 minimum as a result of incoherent interactions between the indirect exciton
and direct exciton reservoirs. Equation (3.45) is quite similar to the driven diffusive GPE;
however, the introduction of a reservoir adds these additional terms into the condensate
equation. We must also account for the reservoir conditions as to account for pumping and
decay. Thus, the reservoir must obey the condition:

~ t) = P − Sρ(R,
~ t)|Φ(R,
~ t)|2 − γR ρ(R,
~ t)
∂t ρ(R,

(3.46)

where γR is the decay rate of the reservoir and P is the laser pumping rate of the reservoir.

3.7

Discussion

As we have seen in this chapter, when considering dipolaritons there are many similarities
to conventional exciton-polaritons in terms of their properties. Some notable similarities
between dipolaritons and polaritons are their effective masses being of the same order as
the photon mass. Another similarity in property is their lifetimes being of order to that of
a photon. However, some modifications are made to the theory of exciton-polaritons when
considering dipolaritons. As discussed in section 3.5, we must consider multiple interactions
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between the three body system of a dipolariton in order to model it’s behavior. We have
cited the interaction strengths for DX-DX, IX-IX, DX-IX, omitting the so called ”saturation” interaction due to Rabi coupling corrections to antisymmetrization of the two exciton
wavefunction, which can be found in other works (43; 38).
Based on numerical work (35), in terms of the strength of interactions between each of
the components of the dipolariton under normal parameters, we can state that the DX-DX
and IX-IX interaction strength exceed that of the DX-IX and saturation interactions. One
could say under typical conditions that in terms of interaction strength: IX-IX > DX-DX
> Saturation > IX-DX. However, these strengths are largely determined by the tunneling
strength and detuning parameters (36). Based on various similarities between polaritons
and dipolaritons, the condensation of dipolaritons should follow from the fermionic physics
of dipolaritons and a GPE such as the one in (3.46) should adequately model a dipolariton
condensate.
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p/p0
Figure 3.7: Dipolariton dispersion curves obtained by diagonalizing (3.24) with tunneling
and Rabi coupling (solid lines) as well as dispersion curves for the case of no tunneling and
Rabi coupling (dashed lines). Here momentum scale is used and p0 =1µm−1 and E0 =
h̄2 p2
= 0.38meV . Image and explanation courtesy of reference [29]. Image has been
2mphoton
slightly modified to keep notation consistent.

Chapter 4
Van der Waals Transition Metal
Dichalocogenide Heterostructures
4.1

Graphene
What could we do with layered structures with just the right layers? What would
the properties of materials be if we could really arrange the atoms the way we
want them? They would be very interesting to investigate theoretically. I can’t
see exactly what would happen, but I can hardly doubt that when we have some
control of the arrangement of things on a small scale we will get an enormously
greater range of possible properties that substances can have, and of different
things that we can do.” Richard P. Feynman, Lecture ”There’s Plenty of Room
at the Bottom,” 1959

Prior to the emergence of transition metal dichalcogenide’s, graphene has been the prominent semiconductor used in a multitude of areas (44). In fact, the 2010 Nobel Prize in Physics
was given for experimental work on Graphene flakes performed in 2004 (45). Prior to the
surge of research in two-dimensional graphene, other carbon-based materials were a large
37
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Figure 4.1: Chemical bonding structure of Graphene. Image courtesy of reference [47].
recipient of attention in material sciences. This is owed to the fact that carbon has bond
flexibility and thus allows for a large range of structures, which come with varying physical properties. Originally the material Graphite is derived from the word ”graphein” in
Greek, which means to write in. The suffix ene comes from chemical nomenclature. Three
dimensional graphite and other carbon allotropes, such as diamond, have been researched
for quite some time prior to the emergence of two-dimensional graphene. There has also
been extensive study in one-dimensional carbon nanotubes, until the surge of research in
two-dimensional graphene. A great deal of attention graphene (two dimensional) has garnered from a vast area of scientific fields ranging from electronics to biochemistry is owed to
its unique properties.
Graphene as depicted in Fig 4.1. is essentially a one atom thick layer of carbon atoms and
it is arranged in a honeycomb hexagonal lattice (46). It is composed of sp2 hybridized carbon
atoms. Graphene has the unique combination of being a semiconductor and metal leading
to incredible properties such as high electrical and heat conductance (47). For example,
the thermal conductivity in Graphene is around 3000 W/mK (48), whilst the electrical
mobility in monolayers was measured to be ≈2 x 105 cm2 /V ·s (49). In addition, it possesses
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Figure 4.2: (A). Experimental illustration of polymer-free multilayering graphene in hBn
with a colamination technique.(B).Image of heterostructure formed using multi-layering
techniques. (C). Atomic force microscopy showing near minimal defects after the multilayering process (D). Boron-Nitride-Graphene interface free of impurities at the atomic
level. Image and explanation courtesy of reference [63].

CHAPTER 4. VAN DER WAALS TMDC HETEROSTRUCTURES

40

remarkable photonic properties such as high optical absorptions (50; 51) as well as high
material strength with its Young’s modulus being 1 TPa (52). Furthermore, the electrons
residing in graphene obey the relativistic Dirac equation rather than the Schrödinger equation
and thus the electron-electron interactions are negligible. This is due to the symmetry of the
2D honeycomb lattice requiring a relativistic description of the fermions within the material
(53). The aforementioned properties of graphene which include high thermal conductivity,
high electrical conductivity, high elasticity, high material strength, amongst many others not
mentioned have made it the prominent material of research in the field of material science
for the last several years.
The incredible properties of graphene have led to a bevy of applications such as optoelectronic sensors (54) and batteries (55). Despite these incredible properties and applications,
graphene’s inherent lack of a bandgap (and thus an insulator mode) leads to problems with
its use as a semiconductor for specific applications (56). To combat this, there have been
many efforts (57; 58) to modify Graphene’s structure and properties. Attempts to remedy
these issues with Graphene have led towards the research and development of materials with
an inherent bandgap. Some of these materials do indeed include Graphene as a component of
their structures, but more recent so called transition metal diachalcogenide heterostructures
(TMDC’s) generally exclude it as an integral component. The emergence of these TMDC’s
has led to a new frontier of research (59) into their fabrication, proprieties, and potential
applications.

4.2

Transition metal dichalcogenide heterostructures

A transition metal dichalcogenide (TMDC) is composed of a transition metal (Mo, Ti, etc)
and a Chalogen (Po, Se, etc). These 2D materials can be regarded as semiconductor analogues of Graphene. Absent from these materials is carbon, making it one of the first low
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dimensional materials that garnered attention from a multitude of scientific fields. The study
of TMDC’s took off after single atomic layer graphene was fabricated on a SiO2 /Si substrate
in 2004 (60). Fig. 4.2 depicts an experimental technique of polymer-free multilayering
graphen in hBn using a colamintation technique (61).
The newly discovered ability to create thin 2D films with greater fabrication ease led to
a reduction of layer thicknesses enabling the realization of materials with unique properties.
The advent of mechanical exfoliation techniques (62) have enabled for engineering of monolayers, which opens the route towards direct to indirect bandgap transitions as well as a
multitude of optical features (63). Density functional theory calculations have demonstrated
this previously mentioned indirect to direct band gap transition and characterized it’s properties (64). However, the increase in attention that TMDC’s received from the scientific
community skyrocketed after several spectroscopic studies of the material were conducted.
These papers included measurements of important features such as optical reflection (65),
photoconductivity, and absorbtion (63). The aforementioned studies on TMDC’s created a
groundswell of interest in the study of these novel materials and led to a bevy of studies
leading to more advanced developments of in their fabrication and development.

4.2.1

Properties of TMDC’s for optoelectronic applications

TMDC’s have been studied extensively for their unique electrical and optical properties
(66; 67; 59). As aforementioned, the use of graphene in semiconductor applications is limited
due to the absence of a bandgap. Thus, the semi-metallic nature of graphene makes it an
unfavorable material in optoelectronic applications. Some monolayer materials within the
family of TMDC’s are MoSe2 and MoS2 and their electronic properties have been studied
extensively. MoSe2 and MoS2 are semiconducting materials that possess direct bandgaps of ≈
1.5eV and ≈ 1.8eV, respectively. Clearly, these materials have direct bandgaps and they lie in
the visible spectrum. Furthermore, these materials have been shown to have remarkable light-

CHAPTER 4. VAN DER WAALS TMDC HETEROSTRUCTURES

42

matter interactions with exceptional absorption and photoluminescence properties (68; 69).
In addition to properties that make them exceptional for optoelectronic applications, our
primary focus in this work, the strong coupling of spin the valley degrees of freedom as well
as large separations of valleys in k-space in many TMDC materials open to route towards
their use in spintronic applications (70). Furthermore, many spin and Hall valley effects
arise upon introduction of external electrical fields, thus allowing one to control excitonic
states electrically (71)
In this work, we will restrict our attention to semiconducting van der Waal’s TMDC’s
that are of the form AB2 where A = Mo, W and B = Te, S, Se. These particular TMDC’s
possess very unique optical properties that will be discussed in the following sections. Some
examples of semiconducting and magnetic 2D materials are WSe2 , MoSe2 and Fe-TaS2 , CrI3 ,
respectively. There is also a family of 2D complex metallic compounds such as TaSe2 and
TaS2 and superconducting materials that include NbSe2 and WTe2 . In the following chapters,
we will introduce a design for TMDC based optical transistors using MoSe2−W S 2 , thus we
focus our attention towards van der Waal’s TMDC materials of this family.
A van der waals TMDC heterostructure is a chemically inert material that can is made
by ”stacking” or ”sandwiching” various metal disulfides and diselenides as seen in Fig. 4.3.
Weak van der Waals forces exist between adjacent layers in the TMDC as seen in Fig 4.3.
It is important to note, however, that the materials possess strong in plane bonds (72).
These materials are often referred to as two dimensional materials as the dimensions of the
layers that make up the structures have dimensionality of order two. Initially, these TMDC
materials were postulated to pose engineering difficulties as thermodynamic instability would
arise as a result of their thickness (0.6nm-0.8nm); however, many experimental efforts have
been made to realize these materials successfully TMDC’s have been studied extensively for
their unique electrical and optical properties (66; 67; 59; 73)
Various TMDC heterostructures have been engineered, however experimental limitations
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Figure 4.3: Illustration of ”stacking” or ”sandwiching” of diselenides and dichalogenides to
form a TMDC Heterostructure. Image courtesy of reference [1].
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Figure 4.4: Molecular structure of a TMDC. Image courtesy of reference [72].
restrict one from designing any postulated heterostructure. Although mechanical exfoliation
techniques can isolate many materials (74), the thickness of these materials as aforementioned
leads to practical material engineering issues such as corrosion and decomposition (75). That
being said to efforts by many research groups these multilayer systems were demonstrated
to be able to be created by the use of co-lamination techniques in which one can layer
materials on top of one another. These TMDC heterostructures have been demonstrated
experimentally in several experimental groups (72). The properties of the TMDCs have
also been shown to change as the number of layers in the material changes among these
are variations in bandgap (76). Clearly,such variations in properties dependent on the layers
within the material grants us the possibility to engineer materials appropriate to a particular
optoelectronic application.
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Excitons in TMDCs

Direct excitons (DX) are bound states of an electron attracted to its positively charged hole
(see Chapter 3). Indirect excitons (IX) arise when the electron and positively charged hole
are spatially separated in quantum wells. The properties of IX’s, most notably, the longer
lifetimes (due to decreased overlap of the wavefunctions and thus smaller recombination
probability of the electron with its hole) allow for ease of lowering temperatures to those
required for quantum degeneracy (77). It has also been demonstrated experimentally that
the IX lifetime and energy can be controlled by an external voltage opening up possibilities
for a multitude of excitonic devices (33).
IX’s have been explored at higher temperatures ( 100 Kelvin) in coupled quantum wells
such as AlAs/GaAs and ZnO heterostructures (78) and semiconductors of type III-V semiconductors (alloys) and type II-VI (compound made up a metal and chalogen). However,
the binding energies of IX’s in a van der Waals TMDC ( 1eV) (69; 79) is substantially
higher than the aforementioned materials. For comparison, ZnO heterostructures possess IX
binding energies of 30 meV (80), whilst AlAs/GaAs coupled quantum wells have binding
energies of 10 meV (81). The substantially higher binding energies of IX’s lead to much
more stability at room temperature making van der Waals TMDC’s a suitable candidate for
device implementation. Indirect exciton stability is an important feature for practical device
application; that is, devices that can function at room temperature. The properties of van
der Waals TMDC’s a suitable candidate for potential optoelectronic device applications as
will be discussed in Chapters 5, 6, and 7.

4.2.3

Type I and type II van der Waals TMDC’s

Experimental work has shed light into different types of TMDC heterostructures and how
their engineering can lead to various different band gap alignments. Type I TMDC het-
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Figure 4.5: Illustration of a type I TMDC heterostructure. Image courtesy of reference [83].
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erostructures are those possessing direct gap band alignment where the electron is separated
from its hole by means of a barrier layer (78). An example of a type 1 TMDC material
would be a MoS2 quantum wells with a hBN barrier layer (82). A schematic of such a type
I TMDC heterostructure is shown in Fig 4.5. Type II TMDC heterostructures possess staggered band alignments where the electron and hole attraction is formed in neighboring but
different TMDC materials. An example of a type II TMDC would be the material that will
be considered in Chapter 5 and Chapter 6, MoSe2 -WS2 . The need for excitonic devices that
function at room temperature can be remedied with the use of Type 1 materials such as
MoS2 /hBn heterostructure. Studies have observed the existence of indirect excitons at room
temperature (79). Moreover, these indirect excitons have long lifetimes and their energies
can be controlled by external voltages.
The emergence of van der Waals TMDC provides us with unique opportunities to potentially realize many room temperature devices by harnessing all of the aforementioned
special properties of these materials. Several device applications that utilize van der Waals
TMDC’s will be discussed in the following chapters, but their favorable use in optoelectronic
applications is made apparent (66; 67; 59).

Chapter 5
Driven Dipolariton Transistors using
Y-shaped Channel Guides
This chapter closely follows: Patrick Serafin, Tim Byrnes, and German Kolmakov. Driven
dipolariton transistors in y-shaped channels Physics Letters A, 384(34):126855, 2020.

5.1

Dipolariton diffusion in a MoSe2-WS2 heterostructure embedded in an optical microcavity

We consider the motion of dipolaritons under the action of an external electric field generated
by a voltage applied to the system acting on the charges located in the MoSe2 layer in the
MoSe2 -WS2 heterostructure as illustrated in Fig. 5.2. The direct excitons are created by
laser radiation in the excitation spot of characteristic size ∼ 10 − 20 µm at the stem of the
channel, as described below. The interaction of the polaritons with uncoupled excitons can
significantly modify the character of the polariton motion if they are located in the same
spatial domain (83). However, from the simulations below it follows that in our case the
dipolaritons travel in the channel over the distances ∼ 100 − 500 µm under the action of
48
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the electric driving force generated by the application of an external voltage as seen in Fig.
5.2. This distance is much larger than the size of the direct and indirect excitons. Thus, the
dipolaritons propagate in the area where the uncoupled exciton density is negligible and the
effect of the exciton-dipolariton interaction can be disregarded. Therefore, in the simulations
we omit the exciton-dipolariton coupling in the channel and only consider the dipolariton
dynamics.
DBR

Z
Cavity Photons

x

-

Indirect Exciton

+

-

MoSe2

WS2
Direct Exciton

DBR

Figure 5.1: Schematic showing the physical process for generating dipolaritons. Spatially
separated electrons and electron holes of type II-band alignments between the monolayers
of the TMD are photoexcited generating indirect excitons and direct excitons. Coupling of
direct excitons with the cavity photons generate a three-way superposition of direct exciton,
indirect excitons, and cavity photons. The application of an external voltage provides for a
driving force on the dipolaritons which are guided by the Y-shaped channel. The thick arrow
between the indirect exciton and the direct exciton indicates the ability of the electron to
tunnel between layers with probability given by the Hopfield coeffcient |Y |2 , as described in
(8). The dotted lines around the direct exciton and indirect exciton represent bounding by
the Coulomb charge.
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In this work we follow the approach of modeling the dynamics of the dipolariton gas
using the Langevin equation (84) for the polariton wave packet (85):
√
ṙ(t) = ηdip F(r(t), t))dt +

2DdW(t)

(5.1)

where F(r,t) is the external force acting on the dipolaritons, ηdip is the dipolariton mobility, D is the diffusivity, and dW(t) the differential of a Weiner process (85). The force acting
on polaritons is set to F = −∇Ueff (r). The laser light spot polariton source is modeled by
the addition of particles for each time step δt with a Gaussian probability distribution. The
√
lower dipolariton mass depends on the effective cavity photon mass mph = πh̄/cLC and the
exciton mass mex =me +mh as follows (35)
Here,  is the dielectric constant of the host material, c is the speed of light, LC is
the cavity length, me(h) is the electron (hole) mass, where we take mex =0.7m with mex as
the free electron mass, and mph is the photon mass. The Hopfield coefficients C, X, and
Y for the photon, direct and indirect excitons in the dipolariton wave function depend on
dipolariton momentum and on the detuning in the system. In the case of zero detuning for
both the photons and indirect excitons and low momentum, the typical values are |X|2 = 1/2,
|C|2 = |Y |2 = 1/4 (35). The dipolariton momentum relaxation time τdip depends on the
photon τph , direct exciton τDX , and indirect exciton τIX lifetimes as
|C|2 |X|2 |Y |2
1
=
+
+
.
τ dip
τph
τDX
τIX

(5.2)

In the simulations, the momentum relaxation times for the direct and indirect excitons
and cavity photons were taken as τDX = 4 ps, τIX = 80 ps and τph = 100 ps, respectively
(86; 87). The dipolariton diffusivity is calculated as (85)

D=

mex −4
|X |Dex ,
m

(5.3)
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√
where Dex is the exciton diffusion coefficient, with X = 1/ 2 as we consider zero detuning
between the excitonic and photonic resonances. The dipolariton mobility is calculated as
(85)
ηdip =

τdip
,
m

(5.4)

for τdip where τdip is the momentum relaxation time of the dipolaritons.

Figure 5.2: Schematic of a TMD heterogenous bilayer embedded inside an optical microcavity
with a Y-shaped channel guiding the dipolaritons. The opening angle of the channel is
θ0 = 30 and the direction of the field E generated by an external voltage applied to the
bilayer is defined by an angle θE between the field vector and the direction of the stem of
the Y-shaped channel. The direction of the electric driving force applied to the dipolaritons
is opposite to the direction of the electric field. Distributed Bragg Reflectors (DBR) are
placed between the TMD bilayer and laser pumping is applied to generate dipolaritons, at
the beginning of the stem of the channel at which point they propagate along the x-axis
towards the junction under the action of the electric field E.

The effective potential Ueff (r) captures the effects of patterning of the microcavity and
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of the coordinate dependence of the electrochemical potential of the dipolaritons,

Ueff (r) = Uconf (r) + µe−chem (r).

(5.5)

The confining potential due to patterning, Uconf (r) is shown in Fig. 5.2. In the case where
the drive voltage is applied across the electron-carrying quantum well, the electrochemical
potential in the system is
µe−chem (r) = µ0 + e|Y |2 φ(r),

(5.6)

where µ0 is the chemical potential of dipolaritons. In what follows we consider the case
where no voltage is applied across the layer, which carries the holes. The factor |Y |2 in Eq.
(5.6) is the probability for the electron to be located in the electron-carrying TMD layer.
The effective drive force acting on the dipolaritons is

F = −∇µ(r) = e|Y |2 E,

(5.7)

where the electric field in the system is E = −∇φ(r). In this paper, we consider the simplest
case where the electric field E is uniform. The source of the dipolaritons P (r) was taken in
the form of a Gaussian function centered at the base of the stem (see Fig. 5.2) with the full
width at half maximum (FWHM) of 16.7 µm.
Furthermore, we consider zero detunings where the cavity photons and the excitons are
in resonance at k = 0.
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Figure 5.3: Confining potential U versus flux J for the case of the opening angle of the
channel, θ0 = 30° and the electric field angle, θE = 0° . The flux through the upper branch
of the Y-shaped channel is labeled as ”Jup ” and the flux through the lower branch of the Yshaped channel is labeled as ”Jlow ”. The performance, Q, is indicated by the arrows pointing
to the overlapping flux points.
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Figure 5.4: (a) the upper dipolariton flux, (b) lower dipolariton flux in the Y-channel as
functions of the channel opening angle and electric field angle with the electric driving force
F set to 2eV/mm. (c) The performance of the channel as a function of the opening angle
and electric field angle with the driving force set to F = 2eV/mm. The performance in (c)
as defined in (11) is calculated using the upper and lower dipolariton flux plots.
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Table 5.1: Simulation parameters for a cavity with embedded MoSe2 -WS2 bilayer.

5.1.1

Quantity name
Exciton mass
Photon mass
Dipolariton mass
Dipolariton lifetime

Value
mex
mph
m
τdip

Variable
0.70m0
1.1234 × 10−5 m0
2.4 × 10−5 m0
15.64 × 10−12 s

Indirect exciton lifetime

τIX

80 × 10−12 s

Direct exciton lifetime

τDX

4.0 × 10−12 s

Cavity Photon lifetime

τph

100 × 10−12 s

Exciton diffusion
coefficient
Dimensionless dipolariton
diffusion coefficient
Dimensionless dipolariton
mobility
Dielectric constant
Exciton Energy
Confining potential
Numerical unit of
length
Numerical time step

Dex

14 cm2 /s

D × dt/dx2

271.7

ηdip × eV dt/dx

0.0015


Eex
U
dx

4
1.58eV
25 − 500meV
0.15 µm

dt

9.63 fs

Quantifying dipolariton flow

To characterize the flow of the dipolariton condensate in the channel, we calculated the total
dipolariton flux through the upper (lower) branches of the Y-channel junction
Z
J=

daj|| ,

(5.8)

where the integration is performed along the cross-section of the branches, da is the area
being integrated over and j|| = j · ν is the component of the dipolariton flux along the
channel. The angles θ0 and θE are only included in our numerical modeling of the Y-channel
structure that the condensate flows in and does not find direct applicability in Eq.(9).
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The flux in our simulation is found by simple averaging of particles. We adopt the
notation of ∆Jdt = ±1 and define Jup dt = +1 and Jlow dt = −1, where ±1 is taken in
numerical units, with 1 numerical unit = 9.6 × 1015 dipolariton particles per second. When
the system comes to a steady state, particles found at x > xj , y > yj are counted as Jup ,
where xj = 450µm, yj = 225µm. The counting locations for xj and yj were selected as to
ensure the particles would be at a location past the junction of the Y-channel to accurately
record them as being either through the upper or lower branch of the Y-channel, rather than
at some location along the stem of Y-channel. Particles found at x < xj , y > yj , are counted
as Jup . Particles found at x > xj , y < yj are counted as Jlow and particles found at x < xj ,
y < yj are counted as Jlow . More compactly, this counting scheme can be expressed as

∆Jdt = sgn(x − xj )sgn(y − yj ).

(5.9)

To characterize the redistribution of the dipolariton flux in the channel in response to F ,
we calculated the fraction of dipolaritons propagating through the upper branches, or what
we define as the performance, as

Q=

Jup
× 100%.
Jup + Jlow

(5.10)

We define Q in such a manner in order to find the percentage of dipolariton flux going through the upper branch of the channel relative to the overall dipolariton flux in the
Y-shaped channel. This enables us to quantify to what extent we can re-route the total
dipolariton flux in the channel through the upper branch of the Y-shaped channel.
In the simulations, we set the maximum depth of confining potential Uconf (r) equal to
250 meV. To study the effect of the confining potential depth on the dipolariton flow we
varied its value from 25 meV to 500 meV. We found statistically insignificant differences in
performance Q, as defined in Eq.(11), and dipolariton fluxes, J as defined in Eq.(10) for this
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range of confining potential as shown in Fig. 5.3. Thus, we can claim that our results very
weakly depend on the confining potential. The simulation parameters are shown in Table 1.

5.2

Optimizing the performance of the Y-channel to
effectively reroute dipolaritons

5.2.1

Varying the opening angle

In order to determine the optimal condition for directing dipolaritons in the Y-shaped channel, we varied θ0 , the opening angle of the channel, from θ0 = 30° to θ0 = 90°. The cases of
θ0 < 30° were not investigated as the θ0 = 30° was chosen to be the lowest opening angle that
still maintains our channel classification as one possessing a Y-shaped channel. The plots
in Fig. 5.5 illustrate the condensate density for the Y-shaped channel and serve as a visual
representation of the condensate when varying system parameters in our optical microcavity.
The behavior of the channel can be summarized in Fig. 5.4(a)-(c) where we can observe the
dipolariton fluxes and the channel performance as functions of channel opening angle and
electric field angle. We can see in Fig. 5.4(c) that the performance Q is optimized when
the electric field angle and opening angle are maximized. Further, we can see that Q has
values greater than 90% when the electric field angle is at 60° irrespective of the field angle
when the driving force is greater than 2eV/mm. It is interesting to note, however, that both
upper and lower dipolariton flux is maximized at channel opening angles and electric field
angles of 60° degrees. This can be understood by noting that an increased opening angle
requires the dipolaritons to travel farther from the initial excitation spot in order to pass
through the branches of the channel with an increased opening angle. In what follows we
will investigate and cite results for particular case studied; that is, cases where the electric
field angle θE , the channel opening angle θ0 , and electric driving force F , are varied. In
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Figure 5.5: Steady-state dipolariton condensate flow in at the Y-shaped channel in a MoSe2 WS2 based microcavity for (a) an opening angle of θ0 = 90°, driving force F = 1.0eV/mm,
electric field angle θ0 = 0° and (b) an opening angle of θ0 = 45°, driving force F = 0.5eV/mm,
electric field angle θ0 = 90°. The gradient bars on the left of the plots labeled with units
n/µm2 , the number of particles per micron-squared, display the dipolariton condensate density.
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𝛳0, degrees
Figure 5.6: Performance Q versus opening angle, θ0 , for the case θE = 45° and F =
1.0eV/mm. Arrows point to the fluxes, Jup and Jlow , for corresponding Q values.
particular, we numerically calculated the performance Q as a function of θ0 for the case of
θE = 45° and F = 1.0eV/mm. As illustrated in Fig. 5.6, we can see that Q is maximized
for the case of θ0 = 90° where Q reaches a value of ≈ 96%. Furthermore, we see that the
lowest value of the opening angle, θ0 = 30°, provides for a minima for this case where the
performance reaches Q ≈ 80%.
Thus, we can claim that Q, the performance, monotonically increases with the opening
angle of the channel for the range we investigated of θ0 = 30° to 90° where we can observe
that performance can be improved by up to 16%. It is noteworthy, however, to observe
that the flux of particles through the upper and lower branch, Jup and Jlow , decreases with
increase of θ0 as seen in Fig. 5. 6. We can see that the flux of particle for the case of
θ0 = 30° is substantially higher than the flux of particles for the other opening angles. In
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Figure 5.7: Dipolariton flux through the upper and lower branches of the Y-shaped channel,
Jup and Jlow , and the Q factor as functions of the direction of the in-plane electric field, θE ,
for the case θ0 = 75° and F = 1.0eV/mm. The blue arrows point to the y2 axis indicating
flux for the value.
particular, from Fig.6.6 we can see that for θ0 = 30° Jup and Jlow reach values of 19.2 × 1015
s−1 particles and 4.8 × 1015 s−1 particles, respectively, compared to θ0 = 90° where Jup and
Jlow reach values of 0.19 × 1015 s−1 particles and 0.07 × 1015 s−1 particles, respectively. Thus,
an increase in the opening angle of the channel lowers the flux of dipolaritons in the channel
while increasing the performance.
In order to test efficacy of increasing θ0 on Q for different parameters, we numerically
computed Q as a function of θ0 for the case of θE = 0° and F = 1.0eV/mm. It was found that
for a value of θE = 0°, the increase in Q, is minimal, although still monotonically increasing
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with θE . We can observe an increase in performance of ∆Q ≈1.3% as θ0 = 30° is increased
to θ0 = 90°. Thus, we can claim that an increase in performance from a wider opening angle
of the channel must be accompanied by a non-zero electric field angle in order to appreciate
Q significantly.

5.2.2

Varying the electric field angle

In order to find an optimum in Q as a function of the electric field angle, θE , we numerically
calculated the performance Q of the Y-shaped channel as a function of the electric field angle
θE . Fig. 5.7 shows the fluxes Jup and Jlow and the performance Q as function of the electric
field angle θE . We can see that both Q and Jup are a monotonically increasing functions with
θE whilst Jlow is a montonically decreasing function with θE . In particular, we can claim an
increase in performance of ≈50% as we increase the angle of the electric field from θE = 0° to
θE = 60°. Fig. 5.7 shows that the flux through the upper branch, Jup is increased by ≈ 0.63
×1015 s−1 particles as we increase the angle of the electric field from θE = 0° to θE = 60°.
Inspection of Fig. 5.7 reveals that the most performance per increase in electric field angle
occurs in the range of θE = 0° to θE = 30° as Q is appreciated by ≈31%. The increase of
θE from 30° to 45° increases performance by ≈ 9% and the increase of θE from 45° to 60°
increases performance by ≈5%. Thus, for practical matters, the most substantial increase
in performance occurs in the range θE = 0° to θE = 30° with an optimum in performance
for θE = 60°. Thus, we can claim that an increase of the electric field angle appreciates the
performance to a higher extent than increasing the opening angle and increases the flux of
dipolaritons in the channel.
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Figure 5.8: Dipolariton flux through the upper and lower branches of the Y-shaped channel,
Jup and Jlow , and the Q factor as functions of the direction of the driving force, F, for the
case θ0 = 45° and θE = 30° . The blue arrows point to the y2 axis indicating flux for the
value.

5.2.3

Varying the driving force

In order to find an optimum in Q as a function of the driving force F on dipolaritons, we
numerically calculated the performance of the Y-shaped channel as a function of the driving
force on dipolaritons. In Fig. 5.8 we can can see the performance as a function of the
driving force. In particular, we see that Q, Jup and Jlow are monotonically increasing with
F . In particular, we can observe an improvement of performance of ≈ 8.5% for an increase
in driving force from 500meV/mm to 2000meV/mm. We can also report an increase in
the flux of particles, Jup and Jlow , of ≈ 3.3× 1015 s−1 particles and 0.7× 1015 s−1 particles,
respectively. This dependence has also been observed for other opening angles and electric
field angles. Thus, we can claim that an increase in the driving force on the channel can
increase both the flux of dipolaritons and the performance of the channel.
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Based on our variation of channel parameters, we were able to find optimal conditions for
performance. We report these optimal parameters in Fig. 5.9 where we found our optimum
conditions as θE = 60°, θ0 = 90°, and F = 2.0eV/mm. We can report that Q reaches a
maxima of ≈ 100% when θE = 60°, whilst the minima of this case is in the usual vicinity of
≈ 50%. Furthermore, it is noteworthy that the performance reaches ≈ 92% for the electric
field angle of θE = 30°, which is larger than the cases in Fig. 5.9, where θE is held fixed at
θE = 30°.

5.3

Analysis of Y-shaped channel guides

By considering dipolariton propagation in a Y-shaped TMD channel embedded in a planar
optical microcavity, we demonstrated that the dipolariton flow can be efficiently re-routed
by applying the electric field driving force ∼ 2 eV/mm at angle θE = 60° and an opening
angle of θ0 = 90°. As TMDs have been shown to function at room temperature (79), the
dipolariton switch we have investigated will likewise be able to operate at room temperature.
There is an optimum in the angle of the electric field direction, θE , for the Y-shaped channel
for which the value of Q is maximized. Thus, when the electric force acting on dipolaritons is
2eV/mm with θE = 60°, about 100% of dipolaritons can be switched in the desired direction
in the channel for all opening angles of the channel.
The value of Q monotonically increases with an increase of θE for most cases investigated
in the Y-channel; in particular, this monotonicity is only broken for θ0 = 60° where the
conditions in the channel are F = 2eV/mm, θE = 60°, F = 2 eV/mm, θE = 45°, and
F = 1 eV/mm, θE = 60°. This can attributed to the stochastic and random nature of the
system in question. Outside the optimal condition parameter range, the efficiency Q and
dipolaritons cannot be efficiently re-routed in the channel. Our consideration opens a route
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Figure 5.9: Dipolariton flux through the upper and lower branches of the Y-shaped channel,
Jup and Jlow , and the Q factor as functions of the electric field angle, θE , for the case θ0 =
90° and F = 2.0eV/mm . The blue arrows point to the y2 axis indicating flux for the value.
to the design of efficient room-temperature optoelectronic applications, including optical
routers and switches, based on dipolaritons in TMD microcavities.

Chapter 6
Dipolariton Propagation in Ψ-shaped
Channel Guides with Buffered
Channel Branches
This chapter is closely follows: Patrick Serafin, German Kolmakov. Dipolariton propagation in a van der Waals TMDC with Ψ-shaped channel guides and buffered
channel branches. International Journal of Modern Physics B (2021)

6.1

Modeling a Ψ-shaped channel guide

We model our system of dipolariton propagation in a TMDC with a Ψ-shaped channel using
similar parameters to the Y-shaped channel from the preceding chapter. In particular, we
consider the propagation of dipolaritons controlled by an external electric field E generated
by an external voltage acting on the charges found in the MoSe2 layer of the TMDC heterostructure as seen in Fig. 6.1. The polariton source is generated at the stem on the left
side of the Ψ-shaped channel as seen in Fig. 6.1. whereby direct excitons are created in
65
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Figure 6.1: Schematic of a TMD heterogeneous bilayer embedded inside an optical microcavity with a Ψ-shaped channel guiding the dipolaritons. The opening angle of the channel
relative to the middle branch is θ = 30◦ and the direction of the field E generated by an
external voltage applied to the bilayer is defined by an angle θE between the field vector
and the direction of the stem of the Ψ-shaped channel. The direction of the electric driving
force applied to the dipolaritons is opposite to the direction of the electric field. Distributed
Bragg reflectors (DBR) are placed between the TMD bilayer and laser pumping is applied
to generate dipolaritons, at the beginning of the stem of the channel at which point they
propagate along the x-axis towards the junction under the action of the electric field E.
the excitation spot of characteristic size 10-20µm. More precisely in our model, polaritons
are added at time intervals dt with a Gaussian spatial distribution at the laser spot center
located at the base of the stem of the channel on the left side of Fig. 6.1. The voltage generated acts upon the charges in the MoSe2 layer of the TMDC, thus enabling us to control
the routing of dipolaritons in the channel.
As in Chapter 5, we use a Langevin equation (84) for the center of mass coordinate r(t)
of polariton wave packets; that is,
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√
ṙ(t) = ηdip F(r(t), t))dt +

2Ddξ(t)

(6.1)

where dξ(t) is the differential of a Weiner process. Then using the system parameters
found in Table 5.1, we simulate the diffusive dynamics of dipolaritons within the Ψ-shaped
channel guide as done for the case of a Y-shaped channel guide.
To characterize the propagation of the dipolaritons in the channel, we numerically counted
the total number of particles n, present in each branch of the Ψ-shaped channel at locations
xn ≥ 450µm, where xn is chosen in such a manner as to only count particles that have
propagated at a sufficient distance through the junction of the channel after the branches
fork out in Fig. 6.1.
To characterize the redistribution of the dipolaritons in each branch of the channel, we
calculated the fraction of dipolaritons propagating through the upper branch of the channel,
or what we define as the efficiency in the channel,

ε=

nup
× 100%.
nup + nmid + nlow

(6.2)

where nup is the number of dipolaritons in the upper branch of the channel, nmid is the
number of dipolaritons in the middle branch of the channel, nlow is the number of dipolaritons
in the lower branch of the channel. Fig. 6.2. provides for an illustration of the density of
dipolariton particles in the Ψ-shaped channel for the specified cases.
We define ε in such a manner in order to find the percentage of dipolaritons distributed
through the upper branch of the channel relative to the total number of dipolaritons in the Ψshaped channel. This enables us to quantify to what extent we can re-route the total number
dipolaritons in the channel through the upper branch of the Ψ-shaped channel. Thus, we
can claim that a higher value for ε will indicate a greater ability to drive the dipolaritons
through the desired branch of the Ψ-shaped channel.
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Figure 6.2: Dipolariton propagation through the three branches of the Ψ channel for the
case of (a) F =0.5eV/mm and θE = 0◦ (b) F =2.0eV/mm and θE = 60◦ .
Furthermore, we also investigate the efficiency of the channel when the middle branch of
the Ψ-shaped channel is taken to be a buffer, such that the density of dipolaritons through
the middle branch is not considered in the calculation in what we define as the buffered
efficiency, ε2 . This consideration gives us an efficiency comparison of a Ψ-shaped channel to
that of Y-shaped channel for the case when the angle between the upper and lower branches
is sixty, where for certain cases dipolaritons were able to be re-routed through the upper
branch of the channel with greater than 90% efficiency (13). Thus, the buffered efficiency ε2
for the channel in this case is calculated as,
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nup
× 100%.
nup + nlow
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(6.3)

Optimizing the efficiency of the Ψ-channel to effectively reroute dipolaritons

6.2.1

Varying the electric field angle

In order to determine the optimal conditions for directing dipolaritons in the Ψ-shaped
channel, we varied the electric field angle θE in our system and calculated the resulting
efficiency in the channel. In order to test the efficacy of changing the electric field angle θE
on ε, we varied the electric field angle from θE = 0° to θE = 60°. The result of increasing
the electric field angle on efficiency at constant driving force can be shown in Fig 6.3(a)
where we can observe the dipolariton particle number and the channel efficiency as functions
of channel electric field angle for the case of a fixed electric driving force of F =2.0eV/mm.
We see in Fig. 6.3(a) that an increase in the electric field leads to a monotonic increase
in efficiency. In particular, we can see that as the electric field angle θE is increased from
θE = 0° to θE = 60°, the efficiency ε is improved by ≈70%. Furthermore, we can observe
that total number of particles in the upper branch nup increases from 4 × 103 particles to
7.1 × 103 particles as the electric field angle θE is increased from θE = 0° to θE = 60°.
We can also observe that the number of particles present in the lower branch of the
channel nlow decreases from 3.5 × 103 particles to 1.3 × 102 particles as θE is increased from
θE = 0° to θE = 60°. In addition Fig. 6.3(a) shows that the number of particles going through
the middle branch of the channel decreases from 4.0 × 103 particles to 1.3 × 103 particles as
the electric field angle is increased from θE = 0° to θE = 60°. Thus, increasing the electric
field angle in our Ψ-shaped channel from θE = 0° to θE = 60° with the driving force F
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= 2.0eV/mm provides for an efficiency of ≈88%. This improvement of efficiency as the
electric field angle is increased can be attributed to the fact that as the angle is placed more
level to the direction of the upper channel branch the dipolaritons have a greater statistical
probability to be driven through the upper and middle branch of the channel rather than
the lower branch of the channel. When the electric field angle is set to zero, there is driving
towards the middle branch and thus the dipolaritons will propagate primarily towards the
middle branch and some will stochastically diffuse into the upper and lower branch at lower
populations that the middle branch. Thus, we can claim that increasing the electric field
angle in the channel improves efficiency, while increasing the upper branch population and
decreasing the lower branch population of dipolaritons.

6.2.2

Consideration of a buffered branch in the channel

In order to determine the efficiency of the channel in the presence of a buffer channel, we
numerically calculated the buffered efficiency ε2 as a function of the electric field angle θE . In
particular, we considered the middle branch of the Ψ -shaped channel to not be considered
in our calculation for ε2 as seen in Eq.(3). In Fig. 6.3(b) we can observe the dipolariton
particle number and the channel efficiency as functions of channel electric field angle for the
case of a fixed electric driving force of F =2.0eV/mm. In particular we can observe that as
the electric field angle θE is increased from θE = 0° to θE = 60° the efficiency with buffer
ε2 increases monotonically with an increase in the electric field angle θE . In Fig. 6.3(b)
we can see that ε2 is maximized for the case of θE = 60° where we can obtain a buffered
efficiency of ε2 ≈100% and total particle number of 7.1 × 103 particles. Thus, increasing the
electric field angle from θE = 0° to θE = 60° provides for ≈ 47% improvement of ε2 with
6.6 × 104 particles in the upper branch nup . Moreover, we can see that for the case of θE =
0 the particles are evenly distributed between the lower and upper branches within the error
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Figure 6.3: (a) Channel efficiency ε versus the electric field angle θE for the case of fixed
driving force F = 2.0eV/mm and (b) buffered channel efficiency ε2 versus θE for the case of
a fixed driving force F = 2.0eV/mm.
bars showing fluctuations of particle density in Fig. 6.5. as the channel as geometry would
suggest. Compared to the case of no buffer, we see that increasing the electric field angle with
a buffer in the Ψ -shaped channel has a lower impact on the improvement of efficiency, while
clearly leaving particle number unchanged. Thus, we can state that considering a buffer in
the middle branch of the Ψ-shaped channel makes the channel similar geometrically that of
a Y-shaped channel with a similar redistribution efficiency (13).
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Varying the driving force

To determine the optimal conditions for directing dipolaritons in the Ψ-shaped channel, we
varied the driving force F in our system and studied the resulting distribution of dipolaritons
in our system. In Fig. 6.4(a) we can see the efficiency ε as a function of the driving force F
for the case of a fixed electric field angle θE = 60°. We can observe that the efficiency ε is a
monotonically increasing function with the driving force F where ε is maximized at a value
of ≈87% when the driving force is set to F = 2.0eV/mm. In particular, we can see that as
the driving force F is increased from 0.5eV/mm to 2.0eV/mm, the efficiency ε is improved
by ≈20%. This improvement in efficiency is noted as less substantial than the improvement
we can gain by increasing the electric field angle as previously discussed. In addition, we
can see in Fig. 6.4(a) that as the driving force F is increased from 0.5eV/mm to 2.0eV/mm,
the number of particles present in the upper branch of the channel increases from 3.3 × 103
particles to 7.1 × 103 particles, whilst the number of particles present in the lower branch
of the channel decreases from 2.3 × 102 particles to 1.1 × 102 particles. This effect can be
attributed to the fact that as the electric driving force on the dipolaritons is increased, there
are more particles directed towards the direction of the field angle. Thus, we can claim that
an increase in the electric field angle in the channel increases the efficiency ε in the channel,
while increasing the total upper branch particle population and lowering the lower branch
dipolariton population.
To determine the efficiency of the channel in the presence of a buffer channel, we numerically calculated the buffered efficiency ε2 as a function of the driving force F . In particular,
we considered the middle branch of the Ψ-shaped channel to not be considered in our calculation for ε2 as seen in Eq.(3). In Fig. 6.4(b) we can see the efficiency ε2 of the Ψ -shaped
channel with a buffer as a function of the driving force, F for the case of θE = 60°. We can
observe in Fig.6.4(b) that the efficiency ε2 is maximized when the driving force F is to set
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to F = 2.0eV/mm where we find a buffered efficiency of ≈99%. Thus we can claim an improvement in buffered efficiency of ≈6% as the driving force F is increased from 0.5eV/mm
to 2.0eV/mm. This improvement in efficiency is noticeably less significant when compared
to the improvement we obtain with an increase of driving force for the case with no buffer
as the starting efficiency for the case of the buffer is already quite high at ε2 ≈93%. Thus,
we can report that an increase of the channel electric driving force improves the buffered
efficiency; however, this effect is not as substantial as the effect of increasing driving force
in the unbuffered channel.

6.3

Maximum performance in the channel

Finally, we seek to further analyze the redistribution of dipolaritons in the case of a buffered
channel by defining the performance of the channel P as

P =

|nup − nlow |
× 100%.
nup + nlow

(6.4)

The performance gives us another metric for evaluating how well we can re-route dipolaritons in the case of a buffered channel. The performances for the case of a buffered channel
is summarized in Fig. 6.5. Here the fitting functions for the performances were taken as
P = Pmax tanh( θBE ) where Pmax and B are fitting parameters.
The error bars due to fluctuations of particle density were computed from the deviations
of our values from the selected fitting parameters, for which we show the optimal performance
parameters in Fig. 6.6. We can see the general trend that increasing the electric field angle
and driving force in the system provides for monotonically increasing performance P. In
particular, for an electric field angle of θE = 0°, we obtain a performance of 0 % within
error margins as suggested by geometry. For electric field angles of θE = 60°, we obtain
performances ranging from 80%- 99% within error margins, with an optimal performance
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Figure 6.4: (a) Channel efficiency ε versus the driving force F for the case of a fixed electric
field angle θE = 60◦ and (b) buffered channel efficiency ε2 versus the driving force F for the
case of a fixed electric field angle θE = 60◦ .
attained at θE = 60◦ , F = 2.0eV/mm as also seen in Fig.6.6.

6.4

Analysis of the Ψ-shaped channel guide

The optimum efficiency ε for an unbuffered Ψ-shaped TMDC channel has been shown to be
maximized at particular values of θE and F . In particular, for values of F = 2.0eV/mm and
θE = 60°, we can re-route ≈85% of dipolaritons through the upper branch of the unbuffered
channel. When considering a buffered channel, we are able to re-route ≈100% of dipolari-
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Figure 6.5: Maximum performance versus electric field angle and number of particles versus
electric field angle, where the fitting curves are meant as a visual guide for the relationship
between particle number and electric field angle (inset graph).
tons as demonstrated in other geometrically similar channels when the channel parameters
are set to F = 2.0eV/mm and θE = 60°. For all cases studied, ε and ε2 were shown to be
monotonically increasing functions with an increase of F as well as an increase of θE . The
impact of increasing driving force and electric field angle was less substantial on ε2 when
compared to ε. These results closely resemble the results when considering Y-shaped channel guides (13), with efficiencies and performance over 95% at optimal parameter ranges.
However, it is important to note that as our angles approach θE = 60°, we approach a saturation point where a further increase in electric field angle does not generate a substantial
increase in upper branch polariton number, thus indicating that a further increase in electric
field angle will not necessarily improve performance further. Thus, we can claim that our
studies demonstrate optimal efficiencies for the angles between θE = 0° to θE = 60°, without
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Figure 6.6: Performance in the buffered channel as a function of electric field angle and
driving force (inset graph).
commenting on behavior outside of this range.
Regarding experimental implementations, there have been investigations into two-terminal
devices (88) and field-effect transistors (89) that can be run at the voltages we have considered here, thus demonstrating a possibility of experimental testing of the model we have
considered here. Our results demonstrate the possibility of expanding the repertoire of other
proposed designs of optical transistors in TMDC materials, whilst also opening the route
toward the design of novel optoelectronic applications using Ψ-shaped channel guides and
buffered channels.

Chapter 7
Polariton Applications and Conclusion
7.1

Polariton applications

Throughout this work our attention has been primarily restricted to the design of optical
switches via dipolaritons; however, the study of exciton-polaritons opens the route towards
the design of several potential optoelectronic devices. We will survey a few devices that have
been proposed in scientific literature that utilize exciton-polaritons.

7.1.1

Quantum computation using polaritons

As we have discussed in Chapter 2, rapid advances in technology are leading us towards
alternative means of information storage, transfer, and processing. The promising field of
quantum computation seeks to address the issues posed by classical computation, while
seeking to provide superior computational capabilities (8; 90). In classical computation
information is encoded in classical binary ”bits” of information; that is, a 0 or 1. In quantum
computation, information is represented by a qubit, which is a superposition state |Ψi =
α |0i + β |1i. These superposition states open up the possibility to achieve much greater
computational ability for certain tasks (7; 8; 90; 91). A convenient representation for a qubit
77
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is given by its location along the Bloch Sphere and transformations such as rotation along
this sphere are represented by logical gates, which are unitary operators acting upon the
computational basis states (92). In order to build a quantum circuit, one must utilize a
combination of gates to perform transformation along the Bloch sphere. However, several
issues arise with the realization of quantum computers such as decoherence, noise, design,
and scalability (93; 94). These issues lead researchers to explore various means of quantum
computation. The most popular means of quantum computing include superconducting
qubits (95), trapped ion quantum computers (91), and photonic qubits (96).
The consideration of exciton-polaritons in quantum computation has been recently explored (14; 97; 98). Favorable properties of exciton-polariton condensates discussed in this
work such as operation at room temperature, fast propagation, and fabrication ease make
them potentially suitable candidates for quantum computation. In particular, their fast propagation owing to their photonic component could mitigate decoherence issues. In addition,
the polariton Rabi oscillations as discussed in Chapter 3 provide for a natural computational
basis for the qubit. However, this basis brings about issues with decoherence due to damping in the upper polariton branch (99). As mentioned, an important component in quantum
circuits is the implementation of quantum gates. Some of these gates can be rather challenging to realize in quantum circuits and their development is a key step in the progress of
quantum computation (? ). For example, one important gate is the controlled-NOT gate, or
CNOT gate. It is a gate without any classical analogue and is represented by the following
operation:

|0i |0i → |0i |0i , |0i |1i → |0i |1i , |1i |0i → |1i |1i , |1i |1i → |1i |0i .

(7.1)

Here the left qubit is the control qubit and the right qubit is the target qubit. We can
see that the state of the target qubit only changes when the control qubit is in the |0i state.

CHAPTER 7. POLARITON APPLICATIONS AND CONCLUSION

79

One proposed method for implementing CNOT qubit gates utilized the spin of polaritons
to encode qubits (97). The approach utilized longitudinal transverse splitting in two-wire
of cavities to rotate the spin of polaritons and enable the circularly polarized polariton to
act as a control qubit onto the target qubit. The process of operating the CNOT gates
is most conveniently described using rotations along the Block sphere. Initially, the target
qubit is placed in the XY plane by an effective magnetic field at +Y and is rotated to from
+Z to +X. Next, due to spin-anisotropic polariton-polariton interactions (97), an effective
field is created by circularly polarized polaritons acting on polariton pseudo-spin in the Z
direction, which causes a rotation of the target qubit to +Y or -Y. Finally, another magnetic
field brings the target qubit back to the |0i or |1i state. The physical implementations of
this operation are well highlighted in reference [97] and experimental implementations of a
similar concept have been demonstrated (100).
Another method for quantum computation utilizing exciton-polaritons uses polariton
condensates in micropillar arrays (101). In this method, the exciton-polariton condensate
is confined in a micropillar and fluctuations in the condensate provide for an anharmonic
potential giving rise to a two level system to encode a qubit basis (14). Laser parameters
control the single qubit gates and tunneling between adjacent micropillars allow for realization of SWAP gates. A SWAP gate is an operation which swaps the quantum state of two
qubits. The SWAP gate performs the following operation:

|Ψia |Φib → |Ψib |Φia

(7.2)

It is found that the Hamiltonian of two physically separated polaritons (in two separated,
but coupled micropillars) gives rise to SWAP operations when a coherent Josephson tunneling
term couples the two condensates. This tunneling amplitude can be activated by the use of
a third micropillar that is coupled to the two previously coupled micropillars. This coupled

CHAPTER 7. POLARITON APPLICATIONS AND CONCLUSION

80

Hamiltonian also gives rise to a sSWAP gate as well as a CNOT gate. It was found that these
gates operate within the range of 50-100 polariton number, but lower polariton numbers are
accompanied with higher gate errors (14).
These aforementioned quantum gates are crucial in the step towards reproducing any
unitary operation on an input state and thereby developing quantum circuits. Excitonpolaritons have been shown to be used as a computational basis in several systems and
quantum gate operations have been theoretically demonstrated with their use. This opens
the route towards quantum computation and photonic computation with the use of excitonpolaritons.

7.1.2

Polariton lasers

A laser, which of stands for ”light amplification by stimulated emission of radiation” possesses
light that is coherent and monochromatic. The same properties can be achieved with the
use of a polariton laser; however, here we have spontaneous emission. The concept of a nonequilibrium polariton condensate based laser was first introduced in 1996 by A. Imamoglu,
R. J. Ram, S. Pau, and Y. Yamamoto (102). Due to the bosonic nature of exciton-polaritons
they can all populate one quantum state as in the case of Bose-Einstein condensates where
one can pump the system of polaritons to the k=0 lower polariton branch. Eventually, the
exciton-polaritons emits photons upon recombination thereby producing coherent monochromatic light, which can escape the material. This process can be done without a population
inversion (see Chapter 3). It is important to note that for this type of laser the polariton
number is not conserved as it is not in equilibrium, thus references to it in the form of
”Bose-Einstein condensate (BEC) polariton laser” are erroneous.
One major advantage of a polariton laser versus a conventional photon laser is potentially
higher Bose-Einstein condensation temperatures for the case of polariton (103). This is due
to the fact that the mass of a polariton is twice the effective mass of a cavity photon, yet seven
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(a)
(b)

Figure 7.1: (a) Schematic for a Gallium Nitride multiple quantum well light emitting diode.
Image courtesy of reference [109]. (b) Schematic of an electrically pumped polariton laser.
Image courtesy of reference [111].
orders of magnitude lower than a hydrogen atom (104). Another advantage of polariton lasing
is lower threshold carrier densities (105), so that the gain of the laser will reach the threshold
gain much more easily than in the case of a photon laser. There have been many experimental
implementations of polariton lasers including those at liquid helium temperatures, lasers
using Gallium Nitride microcavities (106), and lasers with hybrid organic-inorganic quantum
wells (107). Figure 7.1(a) below provides for a schematic for a polariton light diode based on
quantum wells(106) and Figure 7.1(b) depicts an electrically pumped polariton laser (108).

7.1.3

Drag effect induced polariton switches

In Chapter 5 and Chapter 6 we have taken advantage of the dipole moment in dipolaritons
by driving them using external voltages. However, in conventional polaritons there are
effects that can be used to obtain similar driving behavior. One example of this is the
polariton drag effect in which polaritons in a quantum well are dragged by electrons in a
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neighboring quantum well (109; 110). This effect is illustrated in Figure 7.2(a) (109) where
a team of researchers including R.Kezerashvili, O.Berman, and Y.Lozovik demonstrated
the polariton drag effect in quantum wells. This is a very important finding as polaritons
(which are electrically neutral) and their photonic component are not able to be driven
electrically by conventional electrical driving methods. The team has demonstrated that at
low temperatures an electric current allows for so called ”entrainment” of polaritons and
induces polariton flow (along the normal component). Here the drag is taken on the exciton
component of the polaritons and is proportional to the electric field; that is,

J = αE.

(7.3)

Here J is the flux of polaritons, α is the temperature dependent drag coefficient and E
is the electric field. The team has demonstrated that nearly 90% of the polaritons can be
distributed through the desired branch of the Y-shaped channel as seen in Figure 7.2(b).
(110; 109). These results closely mimic those obtained in Chapter 6 where the dipolaritons
were considered to be electrically driven in a similar system.

7.1.4

Polariton traps

The need for advances in quantum computing technology has led to exploration of alternative
designs for quantum computers (90). One emerging design is the use of trapped ion quantum
computing (111; 91). A trapped ion quantum computer chip is shown in figure 7.3 A typical
trapped ion quantum computer uses an ion such as

171

Yb+ that is trapped in a Paul trap

(112); that is, the ion is subjected to an oscillating voltage as Laplace’s equation ∇2 V=0
forbids creating a 3D confining potential. The system which is placed in a vacuum is then
pumped with a laser to excite the system into a superposition state based on the desired
energy transition levels. A general schematic of the so called ”optical qubit” is shown in
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(a)

Figure 7.2: (a) Schematic of polariton drag effect. Polaritons in the lower quantum well are
dragged by an electric current in the upper well. The quantum double quantum well system is
placed in between Bragg mirrors and this process takes place inside of an optical microcavity.
Image and explanation is courtesy of reference [113] .(b) Schematic of a polariton switch,
where polariton flow is induced by drag due to an electric current. The switch S controls
polariton flow and the system is placed inside of an optical microcavity, comparable to the
schematic in Figure 5.2. Image courtesy of reference [112].
Figure 7.4 (96). However, many obstacles such a material challenges pose a hindrance to the
development of ion trapped quantum computing (111) and this design is still very much in
research and development phases (113; 114; 115).
In place of ion traps there has been interest in the field of designing exciton-polariton
traps for multiple applications (116; 117; 118; 119). The design of polariton traps is quite
similar to conventional optical atomic traps as described above. In one of many designs
proposed designs, researchers engineer a harmonic trapping potential to create a polariton
trap (120; 121; 122). The team utilized GaAs/AlAs quantum wells embedded inside of an
GaAs/AlGaAs microcavity (120; 103). A force provided by a rounded tip pin with ≈50µm
radius is applied to the backside of the samples as shown in reference [123]. This force,
which is centered at the center of the plane at the point of contact with the pin-sample
contact (120), thereby provides for a near harmonic confining potential for upper and lower
polaritons in the trap, V (x) = 12 kx2 (122).
It is important to note that the polaritons were shown to be responding to the applied
force (stress) and in turn thus exist in the strong coupling regime. This applied stress
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Figure 7.3: General schematic of a trapped ion qubit. Ions held in a trap are subjected to
laser stimulation to control the qubit states, |0i and |1i. The two qubits form quantum gates
due to Coulombic forces and laser cooling force prepares this system for quantum operations.
Image and explanation courtesy of reference [3].
from the rounded tip pin also increases photoluminescence measurements while lowering the
energy gap between upper and lower polariton branches (121). The energy gradient created
in this system also leads to drifting of the polaritons (123). The trapping scheme outlined
provides for advantages over alternative methods (103; 30) of polariton traps. One notable
advantage is that the application of the force due to the pin allows for strong coupling over
a much larger area of the sample (wafer) leading to more favorable conditions for polariton
lasing. The methods outlined for polariton trapping with the aforementioned advantages
could potentially lead to the design of novel quantum computers using polaritons to create
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Figure 7.4: Example of quantum computer chip utilizing ion trapping. Image courtesy of:
https://physicsworld.com/a/ion-based-commercial-quantum-computer-is-a-first.
qubits and quantum logic gates (14). However, direct experimental and theoretical inquiries
are still yet to be made.

7.2

Conclusion

Throughout this work, we have surveyed the properties of exciton-dipolaritons in van der
Waals TMDCs. The emergence of these 2D materials has opened the route towards many
potential polaritronic device applications at room temperature. The unique properties of
van der Waals TMDC’s have enabled us to study the room temperature dynamics of dipolaritons within these materials and thereby evaluate their potential use as the quasiparticles
in optical switching devices. Some of the applications of exciton-polaritons discussed in
this chapter show us the multitude of scientific areas where dipolaritons could potentially
improve upon existing technologies; however, much more work is needed in this emerging
field. Areas of exploration such as dipolariton condensates, dipolaritons with disorder, and
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dipolariton-based devices are left to much more research and investigation. The ongoing
study of exciton-dipolaritons and van der Waals TMDCs will be critical to future optoelectronic device development.
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Appendix A
Interaction Integrals
A.1

Direct integral

Here we show the integrals required for evaluating (3.36), the equation for indirect exciton
interactions found in section 3.5.1.

Following the methods of integration found in Ref. [34] one obtains the direct integral
needed for evaluating the IX-IX interactions,

Idirect (p, L) = 2π 5 (pa0 )−1 {I0IX (pαe )I0DX (pαe ) + I0IX (pαh )I0DX (pαh )e−Lp −
I0IX (pαh )I0DX (pαe )

−

(A.1)

I0IX (pαe )I0DX (pαh )e−Lp },

Here J0 (y) is the well known Bessel function of the first kind, G(x, s) is a Green’s function
R
R
and I0DX (p) = dζ ζJ0 (pζ)|G(ζ, L = 0)|2 and I0IX (p) = dζ ζJ0 (pζ)|G(ζ, L)|2
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Exchange integral

Following the methods of integration found in Ref. [34] one obtains the exchange integral
needed for evaluating the IX-IX interactions,

Iexchange (∆P, p, θ, α, L) = ( π2 )2 cos{∆P a0 [αxcos(θ − θx ) + αy1 cos(θ − θ1 )] +
R∞
R 2π
R∞
R 2π
R∞
R 2π
pα0 [−xcosθx −αy1 cosθ1 +(1−α)y2 cosθ2 ]} 0 dx 0 dθx 0 dy1 0 dθ1 0 dy2 0 dθ2 xy1 y2
p
G(α0 (y2 cosθ2 − y1 cosθ1 − xcosθx )2 + (y2 sinθ2 − y1 sinθ1 − xsinθx )2 , 0)
p
p
−1
−1
G(α0 x, L)G(α0 y1 , 0)G(α0 y2 , L)[ y22 + x2 − y2 xcos(θ2 − θx) − y22 + (L/α0 )2
p
−1
-y−1
y12 + x2 + 2y1 xcos(θ1 − θx) + (L/α0 )2 ]
+
1

(A.2)
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Neil D Drummond, and Vladimir Fal’ko. bk/b · bp/b theory for two-dimensional
transition metal dichalcogenide semiconductors. 2D Materials, 2(2):022001, apr 2015.
[65] Andrea Splendiani, Liang Sun, Yuanbo Zhang, Tianshu Li, Jonghwan Kim, Chi Yung
Chim, Giulia Galli, and Feng Wang. Emerging photoluminescence in monolayer mos2.
Nano letters, 10:1271–5, 03 2010.
[66] Weitao Tang, Sushant Rassay, and Nuggehalli Ravindra. Electronic optical properties
of transition-metal dichalcogenides. pages 58–64, 07 2017.
[67] R A Bromley, R B Murray, and A D Yoffe. The band structures of some transition
metal dichalcogenides. III. group VIA: trigonal prism materials. Journal of Physics C:
Solid State Physics, 5(7):759–778, apr 1972.
[68] Philipp Tonndorf, Robert Schmidt, Philipp Böttger, Xiao Zhang, Janna Börner,
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