Abstract-Characterizing the fundamental energy efficiency (EE) performance of multiple-input-multiple-output interfering broadcast channels (MIMO-IFBC) is important for the design of green wireless system. In this paper, we propose a new network architecture proposition based on EE maximization for Multi-Cell MIMO-IFBC within the context of interference alignment (IA). Particularly, EE is maximized subject to maximum power and minimum throughput constraints. We propose two schemes to optimize EE for different signal-to-noise ratio (SNR) regions. For high-SNR operating regions, we employ a grouping-based IA scheme to jointly cancel intra-and inter-cell interferences and thus transform the MIMO-IFBC to a single-cell MIMO scenario. A gradient-based power adaptation scheme is proposed based on water-filling power adaptation and singular value decomposition to maximize EE for each cell. For moderate SNR cases, we propose an approach using dirty paper coding (DPC) with the principle of multiple access channel and broadcast channel duality to perform IA while maximizing EE in each cell. The algorithm in its dual form is solved using a subgradient method and a bisection searching scheme. Simulation results demonstrate the superior performance of the proposed schemes over several existing approaches. It also shows that interference-nulling-based IA approaches outperform hybrid DPC-IA approach in high-SNR region, and the opposite occurs in low-SNR region.
I. INTRODUCTION

D
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Traditionally, SE has been the sole performance indicator for the design of wireless communication networks. It is an important measure for quantifying the effectiveness of cellular systems and has been extensively studied for various technologies and scenarios [1] - [3] . Although SE measures how efficiently a limited frequency spectrum is utilized, it fails to account for energy efficiency. Because of the high power consumption of wireless access networks, research on EE, which is typically concerned with maximizing the total number of bits per Joule, has attracted much interest recently, e.g., single link optimization [4] , [5] , single-cell scenario [6] - [8] , multi-cell deployment [9] , [10] , cognitive radio [11] , [12] and cooperative relaying system [13] .
A prominent transmission technology for the next generation of cellular networks such as long-term-evolution advanced (LTE-A) is multiuser (MU) multiple-input multiple-output (MIMO) which facilitates multiplexing data streams across multiple users. In this way, MU-MIMO turns the fundamental problem of single user (SU)-MIMO, i.e., multiplexing data streams for a SU, with low-rank channels into an advantage [14] . Furthermore, in contrast to a SU-MIMO system, scheduling the appropriate set of users based on criteria such as interuser beamforming correlation factors can lead to additional gains if more transmit antennas are used at the BS [14] . Therefore, adopting MU-MIMO technology can lead to significant improvements in terms of average rate performance. The information-theoretic capacity limit of MIMO broadcast channels (BC) has been extensively studied in the existing literature, e.g., [15] - [17] . In contrast to existing works on capacity or SE of single-cell MIMO-BC that only needs to consider transmit power constraints, studying the EE of single-cell MIMO-BC requires a comprehensive understanding of the power consumption of downlink MU-MIMO systems. In [18] , the tradeoff between EE and SE is further exploited by balancing consumption power and occupied bandwidth using resource efficiency for downlink cellular network. In [19] , the EE of a scheduler in a single-cell broadcast channel with a random opportunistic beamforming algorithm is investigated. Considering rate balancing constraints for fairness between users, a framework to find the globally optimal energy-efficient solution is proposed in [20] . In [21] , a novel optimization approach with antenna selection is developed for improving EE.
On the other hand, SE in multi-cell MU downlink has been well studied in [22] - [25] . The fundamental challenge for This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ multi-cell scenario is the mitigation of inter-and intra-cell interferences. Random beamforming (RBF) is a practically favorable transmission scheme for multiuser multi-antenna downlink systems, and a closed-form expression of the achievable average sum-rate in a MISO system is presented in [23] . Considering multiple antennas at the mobile stations, a capacity-maximizing zero-forcing (ZF) scheme for two mutually interfering broadcast channels (IFBC) is proposed in [24] . Furthermore, the authors in [25] proposed a grouping based interference alignment (IA) technique for a network with multi-user MIMO under a Gaussian IFBC scenario with multiple BSs. Compared to the ZF scheme in multi-cell scenario, the grouping based IA scheme requires fewer transmit antennas at the BS. Hence if the same number of antennas is used, the grouping-based approach will have extra spatial dimension than the ZF scheme, which will result in diversity gain. On the other hand, research on EE in IFBC scenario has attracted some interest recently. An energy efficient transmission strategy for multi-cell MU-MISO downlink system by jointly optimizing the transmit powers and beamforming vectors was studied in [10] . However there is a general lack of research study on the EE aspect of multi-cell MU-MIMO system, which is a very practical scenario. There is only [26] which extended the energy efficient optimization problem to a partial-cooperative multi-cell MU-MIMO system by employing the interference zero-forcing (I-ZF) technique.
A. Main Contributions
In this paper, a new network architecture based on EE maximization for multi-cell MIMO-IFBC using IA is proposed. Although IA generally works better in high signal-to-noise ratio (SNR) region, its ability to completely remove inter-and intracell interferences is particularly useful in enhancing the SINR, and hence the EE. We propose two schemes to optimize EE in different SNR regions. For high SNR region, we invoke the grouping-based IA scheme from our previous work in [25] to transform the MIMO-IFBC to a single-cell single-user MIMO scenario. We first prove the quasiconcavity of EE based on a fixed transmission power. Then a gradient-based power adaptation scheme is proposed based on water-filling and SVD to maximize EE of each cell. For moderate SNR-range, we propose an approach using DPC and the principle of MAC-BC duality to perform IA while maximizing EE in each cell. A two-layer resource allocation algorithm is then proposed to solve the comprehensive problem based on the fundamental EE to transmission power relationship. A key contribution of this method lies in the inner-layer algorithm which is solved by applying the principle of MAC-BC duality. Particularly, we transform the MIMO-BC problem to the dual MIMO-MAC problem, and based on Lagrange duality and Karush-KuhnTucker (KKT) conditions, we propose a bisection searching algorithm to solve the dual MIMO-MAC problem. Simulation results confirm the validity of our theoretical findings and is further discussed in the results section.
B. Organization and Notation
The remainder of this paper is organized as follows. The system model and problem formulation is given in Section II. In Section III, we briefly revisit the IA scheme based on grouping method for multi-cell MIMO-IFBC. In Section IV, a gradientbased power adaptation scheme is proposed. In Section V, an approach using DPC and the principle of MAC-BC duality has been proposed to perform IA while maximizing EE. Simulation results are provided in Section VI and conclusions are drawn in Section VII.
The following notations are used in the paper. Bold upper and lower case letters denote matrices and vectors, respectively; (·) − 
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we introduce the system model of MIMO-IFBC and formulate the EE optimization problem.
A. System Model
Consider a downlink cellular system with multiple cells (L) and each cell serves K multiple users with N t transmit and N r receive antennas, corresponds to a MIMO-IFBC scenario (see Fig. 1 ). The information transmitted from each BS to any of its respective users consists of d s data streams where d s ≤ min(N t , N r ) = N r . In the l th cell, the intended signal from the serving BS to the k th user is expressed as ] ∈ C N t ×d s , and its corresponding data signal vector is denoted by s [ 
. Therefore the received signal at the k th user in the l th cell y [k,l] ∈ C N r ×1 can be formulated as where n [k,l] ∈ C N r ×1 is the additive white Gaussian noise (AWGN) vector with variance σ 2 per entry, and
The channels are assumed to be independent and identically distributed (i.i.d.) complex Gaussian random variables, i.e., H i [k,l] ∼ CN (0, 1). Each channel is further assumed to be quasi-stationary and frequency flat. We also suppose that perfect channel state information (CSI) is available at all BSs and users. This can be achieved where all BSs might share their CSI and data through backhaul links, which enable coordinated transmission for interference management. For the local network, CSI at the receivers (CSIR) can be obtained from the channel estimation of the downlink pilots. CSI at the transmitters (CSIT) can be acquired through uplink feedback in frequency division duplex (FDD) systems or through uplink channel estimation in time division duplex (TDD) systems. The received signal for each user is multiplied by a receiver beamforming matrix to obtain the desired signal from its corresponding BS. The received signal at user [k, l] after the receiver beamformer is given bỹ
where
] ∈ C N r ×d s denotes the receiver beamforming matrix for this user, andñ [k,l] 
is the effective noise component at the output of the beamformer which is distributed according to CN (0, 1) given that the receiver beamforming matrix
It is well-known that BSs are the primary source of energy consumption in cellular networks. Due to the recent advances in circuit technology, it has been made possible for wireless transceivers to consume different power levels in different operational modes. These include BS sleep, idle, transmit, and receive modes which can be accordingly adjusted based on the daily fluctuations in network load for the purpose of saving energy [27] . Defining a quantitative BS power model is nevertheless challenging given one needs to take into consideration the particular deployment scenario and components configurations. The following linear power model is however shown to be a reasonable approximation [28] 
where ζ , P T and P c are respectively used to denote the reciprocal of drain efficiency of the power amplifier, transmission power, and circuit power consumption which can be divided into static and dynamic parts that depend on the parameters of the active links. In this paper, the dynamic part is modeled as a linear function of the number of active antennas [29] P c = P s + P ant N t (5) where P s is the static circuit power in transmit mode, P ant N t denotes the dynamic power consumption proportional to the number of active transmit antennas. It is noted that dynamic antenna selection approach in the single cell system [21] is not included in this work and hence fixed antenna strategy is employed in our multi-cell scenario. It should also be noted that the signal processing power running the proposed algorithms is not included in the BS power model under consideration. This is based on the realistic assumption that P c is significantly greater than the power required for practical implementation of the corresponding algorithms.
B. Problem Formulation
Conventional EE for downlink transmission is defined as the total number of delivered bits per unit energy, where energy consumption includes transmission energy consumption and circuit energy consumption in active mode. Hence, we define EE of the l th cell in MIMO-IFBC as
where C [k,l] is the capacity achieved by the k th user in the l th cell and P
[l]
T is the total transmission power for BS l. The objective of this paper is to maximize the EE of each cell in MIMO-IFBC whilst achieving a desirable throughput. It is therefore reasonable to maximize EE subject to satisfying a minimum throughput requirement. Based on the total power consumption mode in (4) and noting that P
, the optimization problem for cell l can be formulated as
where P [l] max and δ [l] min are the maximum total transmit power constraint at BS l and minimum throughput constraint for cell l ∈ (1, 2, · · · , L), respectively. Due to the existence of inter-channel interference and intra-cell interference in MIMO-IFBC, the solution of the above problem is nontrivial and cannot be solved directly. Therefore, in the following sections, we develop resource allocation schemes for IA based systems to solve the above optimization problem.
III. INTERFERENCE ALIGNMENT IN MULTI-CELL MIMO-IFBC
In this section, we design interference mitigation techniques in order to jointly remove the intra-and inter-cell interferences.
Zero-forcing (or null-steering) precoding is a method of spatial signal processing by which the multiple antenna transmitter can null multiuser interference signals in wireless communications. Therefore, to remove both intra-and inter-cell interferences, we need to apply the ZF scheme which requires [26] . On the other hand, grouping-based IA solution [25] is capable of removing both the intra-and intercell interferences but with fewer transmit antennas at each BS, i.e., N t = [K(L − 1) + 1] × d s , and hence we can exploit the unused spatial dimension to provide extra diversity gain compared to the ZF approach. As a result, we employ the grouping-based IA solution from [25] in this work. The key steps of this approach is revisited here for completeness of this paper. The IA scheme under consideration group users to a subspace and then designs the receiver beamforming matrices. Once the effective inter-and intra-cell interfering channels are identified, we design the transmit beamforming matrices.
Step 1 -Receiver Beamforming Design Using Grouping Method: In the first step, we group users into a certain interference space. We consider the users
in the (l + 1) th cell as an example. Without loss of generality, in order to align the inter-cell interfering channels from the l th BS to the same subspace, users in the (l + 1) th cell are grouped together using the receiver beamforming matrices U [1,l+1] , · · · , U [K,l+1] as (10), shown at the bottom of the page. To find the intersection subspace F l and the corresponding receiver beamforming matrices, we solve the matrix equation as in (11) , shown at the bottom of the page. As a result, all users in the l th cell are grouped together and the interference to users in each group can be treated as interference to one destination.
Step 2-Designing the Transmit Beamforming Matrices: Using the grouping method in step 1, the effective inter-cell interference channels are mutually aligned and hence the l th BS can treat the K different inter-cell interference channel vectors as a single inter-cell interference channel vector which spans the d s dimensional subspace as shown in (10) . Hence, we design the transmit beamforming vectors for the k th user in the l th cell V [k,l] as (12), shown at the bottom of the next page, such that the symbols sent from BS l do not cause interference to users in other cells as well as other users in the same cell. Hence, we can design the transmit and receiver beamforming matrices [2,l+1] . . .
for all users using this two-step scheme. Following these two steps, the required minimum number of transmit antennas
It should be note that if we design the receiver beamformers in a different way such that all other users are grouped together (i.e., those outside the l th cell), a lower number of transmit antennas is required for BS l. On the hand, all other BSs would need more transmit antennas in order to perform perfect interference alignment given that the users' receiver beamformers are already designed. This approach therefore leads to a higher computational complexity than the proposed grouping method.
IV. ENERGY EFFICIENCY IN MULTI-CELL MIMO-IFBC WITH INTERFERENCE ALIGNMENT
The IA scheme using the grouping method in Section III can ensure zero intra-and inter-cell interference at the receiver of each user. Considering the k th user in the l th BS, the effective channel after applying IA is
Since there does not exist any intra-and inter-cell interference, the multiple-cells with multiple MIMO users scenario has been transformed to a single-cell single user MIMO case. SVD precoding is known to achieve the MIMO channel capacity since the transmitter emits multiple streams in the eigen-directions of the channel covariance matrix. The SVD of the effective channelH l [k,l] is given bỹ
where . Hence, the overall transmit beamforming matrix for this user is written as
where V [k,l] ensures IA to cancel both inter-and intra-cell interference, and V 
where U [k,l] 
where B represents the transmission bandwidth, p l [k,i] denotes the power allocated on the i th data stream of the k th user, . Since there does not exist any inter-cell interference, the multi-cell scenario has been transformed into a single-cell scenario and the cell index l can been removed, i.e., r [k,l] is changed to r k . Therefore, the original optimization problem in (7)- (9) has now been transferred to the following problem
where P max and δ min represent the maximum total transmit power for the base station and the minimum cell throughput requirement, respectively. The problem in (18)- (20) is non-convex and hence is difficult to solve directly. To obtain an insight into the problem, we investigate the properties of the optimization problem which are summarized in the following theorem.
Theorem I: The maximum achievable EE at a certain total transmit power, P T , is achieved with transmit power
, that satisfy the constraints in (19) , (20) , namely,
has the following properties:
is continuously differentiable and quasiconcave in P T , (ii) The derivative of EE satisfies
whereR
is the maximum sum-rate under constraints (22), (23), and its derivative satisfies
wherep [k,i] is the optimal power on the i th data streams of k th users for achievingR(P T ).
Proof: See Appendix A. Our next step is to find out the optimal power allocation scheme to maximize sum-rate. Similar to [7] , the optimal power can be calculated using the following water-filling schemē
where μ s and μ are intermediate variables. The idea of the water-filling process includes two steps. We first allocate power using (27) , (28) to satisfy the minimum rate requirement. The total power used in the first step is P 0 = k∈K i∈S ip [k,i] . It must be noted that if the power used to satisfy the minimum rate requirement is larger than the power budget, i.e., P 0 > P max , the EE optimization problem in (21) , (23) is infeasible. We then allocate the remaining power (P T − P 0 ) using (29), (30) to further maximize the sum rate. This scheme can be straightforwardly implemented by the approach of Lagrange multiplier and the derivations of (27)- (30). Since there exists a unique optimal point for any quasiconcave function, Property (i) in Theorem I guarantees the existence and uniqueness of the maximum and indicates the differentiability ofλ EE (P T ). Moreover, due to the property of quasiconcavity,λ EE (P T ) either strictly decreases or first increases and then strictly decreases with P T starting from P 0 . Property (ii) further reveals that the optimal point is guaranteed at a finite transmit power. Consequently, we can combine a derivative-assisted gradient scheme and water-filling approach in (27) - (30) to obtain the optimal solution for (18)- (20) . We call this algorithm as gradient-based power adaptation approach. Particularly, we update the transmission power as
where t is a small step size. For the updated transmission power, P T , we apply the multi-level water-filling approach in (27)-(30) again to obtained the optimal power allocation. This process is repeated until ε-optimality reached, i.e., |P T (n) − P T (n − 1)| ≤ ε. It is noted that the gradient-based power adaptation method will end with P 0 ifλ EE (P T ) is monotonically decreasing in [P 0 , P max ] and P max ifλ EE (P T ) is monotonically increasing in [P 0 , P max ]. The gradient-based optimal power adaptation scheme is detailed in Table I .
V. ENERGY EFFICIENCY IN MULTI-CELL MIMO-IFBC WITH HYBRID INTERFERENCE ALIGNMENT
The IA scheme presented in Section III fully utilizes the available degrees of freedom for transmission. The groupingbased IA method is therefore best suited, and in fact capacityoptimal, in high SNR operating regimes. On the other hand, pure IA may lead to lower network capacity in low to intermediate SNR region due to the lack of coherent array gain [30] . Hence, we propose a hybrid approach by applying IA only for the inter-cell users and tackle the intra-cell interference among users by using DPC, which is a capacity-achieving scheme for MIMO-BC, to maximize EE of each cell.
A. Hybrid IA Scheme With Dirty Paper Coding
The first step of the hybrid scheme involves a classical IA approach with the beamformer matrix for the k th user in the l th cell written asV
where V l ensures inter-cell interference is removed, and W [k,l] is a matrix that optimally combines the column space of V l towards maximizing the intra-cell EE. Therefore,V [k,l] is the hybrid transmit beamforming matrix for user [k, l] which is aimed at removing inter-cell interference while maximizing EE of cell l. Furthermore, the IA subspace V l in this case should be modified as (33) , shown at the bottom of the page, where V l represents the base spaces in the BS l. Once the IA subspace V l is determined using (33), we then proceed by finding the optimal combination matrices to maximize EE. Hence, the original problem is now concerned with designing the optimal weight vector W [k,l] , which is solved by using DPC. Without loss of generality, we assume the encoding order is (1, 2, · · · , K), i.e., the codeword of user 1 is encoded first. The data rate R b [k,l] for the k th user in the l th cell is written as [31] 
represents the effective channel from BS l to its k th user which is given bȳ
and
0. Similar to the analysis from Section IV, given there exists no inter-cell interference, the multi-cell scenario is transformed into a single-cell scenario and therefore the cell index is removed. Hence, the EE maximization problem in (7)-(9) can be rewritten as
k and P max denotes the power budget. The optimization problem in (36)-(38) is a EE optimization problem for MIMO-BC. However, this is not a convex problem, and hence it cannot be solved directly. In the following section, we exploit the fundamental property for EE optimization problem and develop a two-layer resource allocation scheme based on MAC-BC duality and bisection searching scheme.
B. Equivalence and Duality
Authors in [31] proved that the capacity region of the MIMO MAC with a total power constraint P for all K transmitters is the same as the dirty paper region of the dual MIMO BC with power constraint P. In other words, any rate vector that is achievable in the dual MAC with power constraints (P 1 , P 2 , · · · , P K ) is in the dirty paper region of the BC with power constraint K k=1 P k . Conversely, any rate vector that is in the dirty paper region of the BC is also in the dual MIMO MAC region with the same total power constraint. Furthermore, [16] showed the DPC achievable rate region in the Gaussian MIMO BC is in fact the capacity region. Hence, the dirty paper region of a MIMO BC with power constraint P is equal to the capacity region of the dual MIMO MAC with total power constraint P:
By exploiting the MAC-BC duality theorem, the optimization problem in (36)- (38) is equivalent to the following problem
s.t.
where C MAC is the rate of the dual MAC, and Q m k is the transmit covariance matrix of the user k. Here, constraint (41) and (42) is the upper and lower bound for the optimization problem. This problem can be solved using the Dinkelbachs method [32] - [34] in a parameterized concave form by separating the numerator and the denominator with the help of parameter λ. In particular, the concave form of the fractional program is established by denoting the objective function value as λ so that a subtractive form of the objective function may be written as F(λ) = C MAC − λ × (P T + P c ), which is concave. An iterative method is then employed to find increasing λ values that are feasible by solving the parameterized problem of max F(λ(n)) at each iteration. Hence, it can be shown that the method produces an increasing sequence of λ values which converges to the optimal value. However, the Dinkelbachs method cannot provide insights on the property of EE in MIMO-BC, i.e., the relationship between EE and transmission power P T . Thus motivated by the fundamental property for EE in SISO system [27] , we develop the following theorems and propose a more efficient two-layer scheme to obtain the maximum EE in a MIMO-BC scenario.
Theorem II: For any given transmission power P T , achieved with transmit covariance matrix Q m k , ∀ k ∈ K, that satisfy the constraints in (41), (42), the maximum EE, λ * EE = max
is strictly quasiconcave in P T .
Proof: See Appendix B. Theorem III: In the transmission power region [P min , P max ], the maximum EE, λ * EE (P T ) (i) strictly decreases with P T and is maximized at P T = P min if
(ii) strictly increases with P T and is maximized at P T = P max if
(iii) first strictly increases and then strictly decreases with P T
and is maximized at
where P min is the minimum transmission power under all constraints in (41), (42) and C MAC (λ opt EE ) is the throughput that corresponds to the maximum EE under all constraints in (41), (42).
Proof: See Appendix C. Since there exists a unique maximum for any quasiconcave function, Theorem II guarantees the existence and uniqueness of a maximum solution. Furthermore, λ * EE (P T ) either strictly decreases or first increases and then strictly decreases with P T starting from P min , which is the minimum transmission power to satisfy the minimum throughput requirement. Theorem III further indicates that the maximum point is always achieved at a finite transmission power. Therefore, the problem in (40)- (42) can be decomposed into two layers and solved iteratively through the following processes.
(i) Inner-layer: For a given transmission power, P T , finds the maximum EE λ * EE (P T ). (ii) Outer-layer: Finds the optimal EE, λ opt EE , via a gradientbased algorithm.
The key of the proposed scheme lies in the inner-layer algorithm to find the maximum EE λ * EE (P T ) based on a given transmission power, i.e., any P T in the power region [P min , P max ]. Hence, the optimization problem in (40)-(42) can be expressed as
where the capacity region of the dual MIMO-MAC
We hereafter refer to this minimization problem as the dual MAC optimization problem. Since the objective function is convex given the constraint is a convex set, the dual MAC optimization problem is a convex problem and can be solved in an efficient manner. Hence, the inner-layer of the proposed algorithm has been transformed to solve the optimization problem in (43), (44) based on a given transmission power P T . In the next section, we will introduce a method to solve the dual MAC optimization problem under consideration.
C. Dual MAC Optimization Problem
Since the positive semi-definiteness of Q m k is equivalent to the non-negativeness of the eigenvalues of Q m k , i.e., q k,j ≥ 0, the Lagrangian function is given by
where η ≥ 0 and δ k,j ≥ 0 are the Lagrangian multipliers associated with the maximum power constraint and the positive eigenvalues constraints, respectively. M is the number of positive eigenvalues. In accordance with the KKT conditions of (45), we have
The dual objective function of the optimization problem in (45) is
and the dual problem is shown as
In this work, we use an iterative method to obtain the optimal Q m k for the dual MAC problem. Q m k is updated using the 
where t is the step size, and the notation
, where q i and v i are the i th eigenvalue and the corresponding eigenvector of D respectively. The gradient in (52) can be promptly determined as
(54) After the dual MAC covariance matrices Q m k are determined for all users, we need to obtain the optimal η. Due to the convexity property of the Lagrangian function g(η), the optimal η can be determined through a one-dimensional search process. However, since g(η) is not necessarily differentiable, the gradient algorithm is not suitable in this case. Alternatively, we can apply the subgradient method to find the optimal solution. In each iterative step, η is updated according to the subgradient which is provided as the following lemma.
Lemma I: With the aforementioned theorems and lemma, the dual MAC optimization problem in (43), (44) can now be solved by the proposed bisection based approach, listed in Table II. In Table III , the complexity of the aforementioned SVD-IA and DPC-IA is listed for comparison. The complexity of DPC are based on QR decomposition in [35] while the complexity of grouping-IA is based on [25] . We calculate the computational complexity based on the number of floating points [36] . As can be seen from Table III , the I-ZF scheme proposed in [26] has a higher computational complexity compared to the two proposed schemes. 
D. A Complete Solution to the EE Optimization Problem
We are now ready to present a complete algorithm to solve the EE optimization problem in (40)-(42) The transmission power is first initialized as P T (0), and the maximum EE, λ * EE (P T ), is calculated using the proposed bisection based resource allocation algorithm in Table II . The P T is updated based on Theorem III and utilize the following searching scheme
where β > 1 is the searching step. Moreover, β needs to be reduced when the gradient
and (55) is repeated until convergence, i.e., |P T (n + 1) − P T (n)| ≤ or either P max or P min is reached. In other words, the proposed resource allocation algorithm would converge to the optimal point or the boundary point (power constraint). The computational complexity of the outer-layer algorithm depends on the number of iterations and is given by O(
VI. SIMULATION RESULTS
In this section, we present simulation results to verify the theoretical findings and analyze the effectiveness of the proposed algorithms in terms of EE. We refer to the scheme in Section IV as SVD-IA and the approach in Section V as DPC-IA. All the cells are ordered in an warped around linear array and each BS is surrounded by uniformly-distributed users. The drain efficiency of the power amplifier ζ is set to 38% in our simulation. Signal to noise ratio is defined as P max σ 2 and is set to 10 dB. Unless stated otherwise, the power budget for each BS is set to 46 dBm while the minimum cell throughput requirement is set to 100 Mbps. We assume there are three cells with three users in each cell, and BS transmit d s = 2 data streams for each user. Other simulation parameters are shown in Table IV . Simulation results are averaged over 10 000 Monte-Carlo trials. In the first simulation, the performance of the proposed two layer resource allocation scheme is investigated. The convergence behavior of the proposed approach is first evaluated by illustrating how the EE performance behaves with the number of iterations, and is shown in Fig. 2 . As it can be seen from the figure, EE converge after approximately 40 iterations when β = 2. However, the convergence procedure reduces to 17 iterations when a larger step size is chosen, i.e., β = 3. This result coincides with our theoretical findings where the computational complexity is inversely proportional to the square of the step size β 2 . We then evaluate the EE to transmission power relationship for the case with different total circuit power (P c = 5, 10, 20 W) for both SVD-IA and DPC-IA. It can be seen from Figs. 3 and 4 that the EE-transmission power relationship has a bell shape curve and is quasiconcave. This quasiconcavity is the foundation of the proposed methodology and infers that the proposed water-filling based resource allocation algorithm for SVD-IA always leads to the maximum EE performance. It also implies that the proposed bisection based resource allocation algorithm for DPC-IA can serve as an optimal inner layer increases. This is because in this case if the transmission power is small, the total power consumption will be dominated by the circuitry consumption. With the low achievable throughput, the EE will therefore be worse. The optimal EE will occur when the transmission power is comparable to the circuit power consumption, resulting in a higher P opt T .
In the next simulation, we evaluate the maximum EE under different minimum throughput requirement and different circuit power settings. Fig. 5 presents the maximum EE against different minimum throughput requirements while Fig. 6 shows the corresponding throughput. It can be observed from Fig. 5 that the optimal EE is the same up to a certain minimum throughput requirement, but drops afterwards. This can be explained using the quasiconcavity of EE-transmission power relationship from Figs. 3 and 4. When the minimum throughput requirement is low, the required transmit power is also low. Therefore, the most energy efficient design is to operate at a higher transmit power in order to achieve the optimal EE. This is why the optimal EE is constant for low minimum throughput requirements and is the same as the optimal EE point from Figs. 2 or 3 correspondingly. For example for DPC-IA with P c = 5 W, the optimal EE from Fig. 3 is 38 Mbps/J, which is the same as that in Fig. 4 . However when the minimum throughput requirement is high, the optimal operation is to simply fulfill that throughput requirement as in this case the higher the throughput, the lower the EE. This can also be observed from Fig. 5 as the achievable throughput is exactly the minimum throughput requirement in those regions.
We then evaluate the maximum EE considering different maximum transmission power in the BS. The throughput constraint is restricted to 1 Mbps in order to examine the influence by the maximum allowable transmission power P max . As can be seen from Fig. 7 , when the maximum transmission power is smaller than or equal to a certain value, the maximum EE for both SVD-IA and DPC-IA increase with P max . This can again be explained using the results in Figs. 3 and 4 that in low transmit power region, the most energy efficient design is to operate at a higher transmit power. On the contrary, when P max is high, the optimal operation is to transmit at the power that achieves the maximum EE. In other words, once the optimal EE is reached, further increasing the maximum allowable transmission power will not improve the EE performance. Therefore, network operators will need to ensure a sufficient available transmit power to operate at the most energy efficient manner.
Finally, we compare the maximum EE obtained by the proposed algorithms using SVD-IA and DPC-IA at different SNR operating regimes. To show the EE loss by considering the inter-cell interference in multi-cell scenario, we compare with the optimal EE scheme in single-cell multi-user scenario from [21] (denoted as SC-MU). In other words, SC-MU is the upper bound on EE in multi-cell scenario. We also compare with the interference zero forcing algorithm [26] (denoted as I-ZF) and a greedy scheme such that each cell maximizes its own EE whilst introducing interference to other cells (denoted as Greedy DPC). We first consider the single data stream case (d s = 1) for the BS. As shown in Fig. 8 , for a moderate range of SNR, DPC-IA outperforms SVD-IA in terms of EE. However, at high SNR regime, SVD-IA is better; this is because SVD-IA aims to fully utilize the available degrees of freedom for transmission and hence suitable for high SNR regime. On the other hand, pure IA may lead to lower network capacity in low to intermediate SNR region due to the lack of coherent array gain [30] . Hence, DPC-IA scheme which only cancel the intercell users and tackle the intra-cell interference among users by designing the beamformers to maximize EE of each cell, is suitable low to intermediate SNR region. Furthermore, as expected, the maximum EE obtained by SC-MU is higher than both SVD-IA and DPC-IA. Nonetheless, DPC-IA achieves an optimal EE that is close to the SC-MU case at low to moderate SNR region, demonstrating the effectiveness of the proposed scheme. This also shows that even though IA generally performs better in high SNR region, the proposed IA schemes can achieve a close-to-optimal EE performance at low to moderate SNR range. On the other hand, comparing the two interferencenulling-based approaches, the maximum EE obtained by SVD-IA outperforms I-ZF over all the SNR region. This is because the proposed SVD-IA approach requires less number of transmit antennas compared to the I-ZF scheme. For instance in the simulation example where d s = 1, we require N t = 7 for the SVD-IA and N t = 9 for the I-ZF, and hence SVD-IA provides diversity gains over the I-ZF scheme. Meanwhile, due to high inter-cell interference, the maximum EE obtained using the Greedy DPC delivers the worst performance out of all the schemes under consideration. These results show that the proposed scheme outperforms all existing approaches in terms of EE optimization. Finally the case of two data stream d s = 2 is evaluated in Fig. 9 . It shows a similar trend for all the solutions as in Fig. 8 . However, the intersection point between DPC-IA and SVD-IA is increased (from 15 dB in Fig. 8 to 19 dB in Fig. 9 ). This reveals that the proposed DPC-IA is superior to the proposed SVD-IA when multiple data streams are transmitted. 
VII. CONCLUSION
In this paper, we addressed the EE optimization problem for multi-cell MIMO-IFBC with IA. We proposed two schemes to optimize EE for different SNR regions. For high SNR region, we employ a grouping-based IA scheme to cancel inter-and intra-cell interference and transform the MIMO-IFBC to a single-cell single user MIMO scenario. A gradient-based power adaptation scheme has been proposed based on the waterfilling approach and SVD to maximize EE for each cell. For a moderate range of SNR, we propose a method using DPC and MAC-BC duality to perform IA while maximizing EE in each cell. Accordingly, a novel inner-layer algorithm was proposed by applying the principle of MAC-BC duality. Simulation results demonstrate that the proposed schemes outperform several existing approaches in all SNR range. More importantly, the proposed DPC-IA scheme achieves an optimal EE that is close to the single cell scenario at low to medium SNR range, which is normally the energy efficient operating region.
APPENDIX A PROOF OF THEOREM I
Proof: With the nature of water-filling, it is easy to prove that the transmit power on each data stream is nondecreasing with the total transmit power. We here consider the limit under the constraint k∈K i∈S i p [k,i] = P T . The existence of the limit indicates thatR(P T ) is continuously differentiable in P T and dR(P T ) dP T = dR(P T ) dp [ is strictly monotonically decreasing with P T . Thus,
< 0 andR(P T ) is strictly concave in P T . In order to prove the quasiconcavity ofλ EE (P T ), we first introduce definition of quasiconcave function. According to [37] , a function f : R n − R is called quasiconvex if its domain and all its sublevel sets
for θ ∈ R, are convex. A function is quasiconcave if −f is quasiconvex, i.e., every superlevel set x|f (x) ≥ θ is convex. Hence,R (P T ) P is strictly quasiconcave in P T if S θ is strictly convex for any real number θ . When θ < 0, no points exist on the counterR (P T ) P = θ . When θ ≥ 0, S θ is equivalent to S θ = {P T ≥ P 0 |θζ P T + θ P C −R(P T )} ≤ 0, where P 0 is the minimum transmit power for realizing minimum throughput δ min . SinceR(P T ) is strictly concave in P T , S θ is strictly convex in P T . Therefore,R (P T ) P is continuously differentiable and quasiconcave in P T and this completes the proof of Property (i) of Theorem I.
Furthermore, we analysis dR (P T ) P dP T as follows
This completes the proof of Property (ii) of Theorem I.
APPENDIX B PROOF OF THEOREM II
Proof: Similar as the proof of Theorem I, we denote the superlevel sets of λ * EE (P T ) as
According to [37] , λ * EE (P T ) is strictly quasiconcave in P T if S ν is strictly convex for any real number ν. When ν < 0, no points exist on the counter λ * EE (P T ) = θ . When ν ≥ 0, λ EE is written as λ EE = C MAC ζ P T +P c , hence S ν = {P T ≥ P min |βζ P T + βP C − C MAC (P T )} ≤ 0, Since C MAC (P T ) is strictly concave in P T , S ν is strictly convex in P T . Therefore, the maximum EE is strictly quasiconcave in P T and this completes the proof of Theorem II. g(η) . This concludes the proof.
APPENDIX
