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O. Introduction 
Une matrice h signes alternants A=(Aiflt<_i,j.<, est une matrice carrOe, dont les 
coefficients appart iennent fi l 'ensemble {0, +1, -  1 I, et vOrifiant de plus les deux 
conditions suivantes: 
dans chaque ligne et chaque colonne, les (+ 1) et les ( -  1) alternent [si l'on ne 
tienl pas compte des z6ros), 
la somme des coefficients de chaque ligne et de chaque colonne est 1. 
Par exemple, la matrice suivante est fi signes alternants: 
/o o 1 o o 
0 1 --1 1 0 
A= 1 --1 0 0 1 
0 0 1 0 0 
' ,0  1 0 0 0 
Notons At(n) le nombre de telles matrices de taille n. On calcule facilement 
A I (1 )=I ,  A1(2)=2, A1(3)=7. II y a une dizaine d'ann6es, Robbins a conjectur6 
l'identit6 suivante: 
n- -1  
A~(n)= H (3i+ l)!... 
i=o (n+i)! 
• .- qui n'a jamais 6t6 prouvOe, en d6pit de tentatives dOj'a relativement nombreuses, 
dont Robbins [6] a r6cemment retrac6 l'historique. 1 D'autres conjectures, de forme 
* Corresponding author. 
1 Quelques mois apr6s la r6daction de cet article, Zeilberger a annonq6 qu'il avait reussi fi dbmontrer celte 
formule, gr'ace ~ des calculs alg+briques [9]. 
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voisine, portant sur l'6num6ration des matrices fi signes alternants pr6sentant 
certaines propri6t6s de sym6trie, ant 6galement 6t6 formul6es, et, de nouveau, aucune 
d'entre elles n'est fi ce jour d6montr6e. Citons fi ce sujet l'6tonnement de Robbins: 
'These conjectures are of such compelling simplicity that it is hard to understand how 
any mathematician can bear the pain of living without understanding why they are 
true'. 
Nous pr6sentons ici une bijection entre les matrices fi signes alternants de taille net 
d'autres matrices, dites matrices de type ga, de taille n -1 .  Cette bijection pr6sente 
principalement deux int6r~ts. 
- -  Ces nouvelles matrices emblent se prfiter fi une 6num6ration plus facile. En 
particulier, elles peuvent ~tre effectivement 6num6r6es par des formules de r6currence, 
un peu b, l'instar des triangles monotones [5]. 
- -  De plus, les 6ventuelles sym6tries de la matrice initiale se traduisent facilement 
par des propri6t6s analogues de la matrice image, ce qui laisse envisager l'6tude des 
diff6rentes classes de matrices sym6triques pour l'6num6ration desquelles Mills et 
Robbins ant formul6 des conjectures. Nous calculons effectivement les premiers 
termes des suites 6num6rant les matrices fi signes alternants appartenant fi certaines 
classes de sym6trie, 6tendant ainsi les tables connues. 
Par ailleurs, un cas particulier de cette bijection permet de relier la notion de 
matrices fi signes alternants fi celle de configurations de chemins ne se coupant pas. 
A l'aide des r6sultats g6n6raux relatifs fi ces configurations, nous g6n6ralisons et 
justifions bijectivement la formule sommatoire suivante: 
2 2N~A) = 2~), 
qui porte sur toutes les matrices fi signes alternants A de taille n, et dans laquelle N(A) 
d6signe le nombre de coefficients de A 6gaux fi -1 .  
1. Un ehangement de base. Matrices de type 
On peut caract6riser les matrices A=(Aij)l<~i,j<~n fi signes aiternants dans 
l'ensemble des matrices carr6es fi coefficients entiers fi l'aide des deux conditions 
suivantes: 
Vl<~i,j<~n, { ~ aik, Z akj}C{O, 1}, (1) 
l<~k<~j l<~k<~i 
Vl<~i<.n, ~ aik= Z ak,=l. (2) 
La condition (2) signifie que les matrices fi signes alternants appartiennent fi un 
sous-espace affine de dimension (n - 1 )  2 de l'espace des matrices carr6es r6elles de taille 
n. Choisissons pour origine de ce sous-espace la matrice identit+ de taille n, not6e I,, 
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et pour base la famille (Eij)l<~i ' j<~n-1, avec: 
0 
..° 
0 
i 
E i j  = i+ 1 
0 
0 
.°. 
j j + 1 
0 
0 
- -1 1 
1 --1 
0 
0 
0 
0 
0 
. ° .  
0 
• "" 0 
" " "  0 
• .. 0 
-.- 0 
Ainsi, toute matrice A =(A~j)I~<~.j_<. de ce sous-espace s'6crit: 
A=I .+ 
l <~i,j<~n-1 
On a alors: 
Xij  E i j .  
Vl <~i,j<~n aij=(Sij-'{-Xi, j _ l - - [ -X i _ l , j - -X i j - -X i _ l , j _ l ,  
en convenant que Xoi=Xlo=O et x . i=x~,=O pour O<~i<~n. Inversement, les xlj se 
d6duisent des akl par les formules suivantes: 
Vl<~i,j<~n--1, xii=min(i,j) - ~ akl. 
1 <~k*c.i 
1 <~l~j 
Enfin, on montre que la condition (1) ci-dessus se traduit sur les coefficients x~s par: 
{0,1} si O<~i<j<<.n--l, 
xi+l's--Xi'se {--1,0} si O<~j<~i<~n--l, 
{0,1} si O<~j<i<~n-l, 
xi'j+l--Xi'jG {--1.0} si O<~i<.j<~n--1, 
131 
off l'on convient que Xoi=Xio=0 et Xni=Xin=O pour O<~i<<.n. 
Nous appelons matrices de type go les matrices X=(xij)l.<j. j~,_ 1 satisfaisant les 
conditions (3). Elkies et al. pr&entent dans [2] un codage voisin. 
Les matrices de type go sont done des matrices d'entiers positifs, ayant seulement 
des 0 et des 1 sur les lignes et colonnes ext6rieures. De plus, dans chaque ligne et 
chaque colonne, les coefficients croissent jusqu'fi la diagonale, et d4croissent ensuite. 
Les 616ments diagonaux sont done des maxima locaux. Enfin, deux coefficients voisins 
different de un au plus. La diagonale principale apparait  ainsi comme une 'ligne de 
crate' et c'est cette image, mal6e fi une crise subite et aigu~ de r6gionalisme, qui nous 
a amen6s fi appeler 'matrices de type pyr6n6en' ces matrices, terminologie que nous 
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abr6geons discr6tement en 'matrices de type go'. Par exemple, la matrice de type 
go associ6e fi la matrice (i oloo) 1 --1 1 0 
--1 0 0 1 
0 1 0 0 
1 0 0 0 
est 
1 1 0 0 
1 1 1 0 
0 1 2 1 
0 1 1 1 
La correspondance que nous venons de d6crire 6tant bijective, l '6num6ration des 
matrices fi signes alternants de taille n se ram6ne donc fi celle des matrices de type ga de 
taille n -  1. 
2. Proprietes de symetrie 
Le groupe des sym6tries du carr6 agit naturellement sur les matrices fi signes 
alternants. I1 y a 8 classes de conjugaison de sous-groupes de ce groupe, et, pour 
chacune de ces classes, on peut s'int6resser aux matrices ~ signes alternants invariantes 
sous l'action d'un sous-groupe repr6sentant la classe consid6r6e. Dans la plupart des 
cas, Mills et Robbins [4,6] ont formul6 des conjectures sur le nombre de telles 
matrices, dont la forme est voisine de celle de la conjecture principale 6nonc6e 
ci-dessus. L'un des avantages du codage des matrices fi signes alternants par des 
matrices de type go consiste en une traduction simple des propri6t6s de sym&rie. Par 
exemple, 6tudions en d6tail le cas des matrices sym6triques par rapport  aux deux 
diagonales. 
Notons Vn la matrice (t~i,n+l_j)l<~i,j<~n~----[ 
0 ... 0 1 
• .. 0 0 
0 0 ..- 
1 0 ... 0 
Une matrice A fi signes alternants de taille nest  sym6trique par rapport  aux 
deux diagonales si et seulement si tA=A et t(VnAV.)=A. Or, tEo=Eil et 
'(VnEijVn)=En-~,n-i. De m6me, 'In=l, et '(VnlnVn)=l,. 
Comme la famille (Eq) l~j~<,- i  est libre, les conditions de sym6trie sur A se 
traduisent de la faqon suivante sur les coefficients de X: Xi~=Xji=Xn-j,n-~ pour 
1 <~ i,j ~< n--  1, ce qui 6quivaut fi dire que la matrice X est elle-mfime sym6trique par 
rapport  aux deux diagonales. 
En suivant les notations de Robbins, nous notons A6(n ) le nombre de matrices 
fi signes alternants ym6triques par rapport  aux deux diagonales. Mills et Robbins 
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[4, 6] ont conjectur6 que 
A6(2n + 1) (3.0) 
A6(2n_l) (2.-1)" 
Ils ne proposent en revanche aucune formule pour A6(2n). 
I1 est facile de v6rifier que les autres propri6t6s de sym6trie se transportent de 
faqon simple sur les matrices de type go, ce qui motive leur 6tude. Nous parvenons 
ainsi aux resultats suivants: soit A une matrice fi signes alternants de taille n, et 
X=(xij)l<_i,j~.-1 la matrice de type go associ6e 5. A. 
La matrlce A est sym6trique par rapport fi la diagonale principale si et seulement si
X l'est aussi, c'est-fi-dire s ix  0.= xji pour 1 -<. i, j ~< n - 1. 
La matrlce A est sym6trique par rapport fi l'axe vertical si et seulement si 
xij+xi,._j=min (i,j, n--i,n--j) pour l <~i,j<.n--1. 
La mamce A est invariante par rotation de 180 ° si et seulement si X l'est aussi, 
c'est-fi-dire si x~=x._~,._j pour 1 <.i,j<<.n- 1. 
La matrlce A est invariante par rotation de 90 c si et seulement si x~+x._j,~= 
min (i,j, n - i ,  n - j )  pour l<~i,j<~n-l. 
La matnce A est sym6trique par rapport aux deux diagonales i et seulement si 
X Fest aussi, c'est-fi-dire si xij=xj~=x. ~,._j pour 1 ~i,j<~n-1. 
La mamce A est sym6trique par rapport fi l'axe vertical et fi l'axe horizontal si et 
seulement si xij+xi., j=xi j+x._i , j=mln(i , j ,n- i ,  n - j )  pour 1 <<.i,j~n- 1. 
La matrlce A est invariante par toutes les sym6tries du cart6 si et seulement si 
x~j=.,c~=x._~., jet xlj+xi,._j=min(i,j, n- i ,  n - j )  pour 1 <~i,j~n- 1. 
3. Matrices de type go g~n~ralise 
Nous nous interessons ici fi l '6num6ration de matrices un peu plus gdn6rales que les 
matrices de type go. 
Appelons matrice de type go gbnbralisb route matrice X=(x~j)l<.~,j<.. v6rifiant les 
conditions 
1,0} 
Xi ' j+ I - -X i ' jE  [{ - -  1, 0} 
si O<~i<j<.n, 
si O<~j<~i<~n--1, 
si O<.j<i~n, 
si O<.i<.j~n-1, 
(4) 
oti l'on convient que Xoi = Xio = 0 pour 0 ~<i~< n. La diff6rence arec les matrices de type 
(~ provient du fait qu'ici, les coefficients de la derni6re ligne et la derni6re colonne de 
X peuvent ~tre diff6rents de 0 et 1. Cette nouvelle d6finition est donc moins restrictive. 
Toute matrice de type go est bien stir de type go g6n6ralis6, et il existe une bijection 
6vidente (consistant fi rajouter une ligne et une colonne de z6ros) entre les matrices de 
type ,~o de taille n -  1 et les matrices de type go g6ndralis6 de taille n telles que x . .=0.  
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Par exemple, la matrice suivante est de type ~a g6n6ralis~ (mais pas de type fa): 
1 1 1 0 0 
1 2 2 1 0 
0 1 2 2 1 
0 1 2 3 2 
0 1 1 2 3 
Soit X=(xij) l<<.i, j<~ n une matrice de type go g6n6ralis& Alors x..<~n. Pour 1 <~i~n, 
notons n~ (resp. m,) le nombre de coefficients 6gaux fi i dans la derniare colonne (resp. 
ligne) de X. La valuation de cette matrice est: 
1-I xT'y7 '~, 
off xl et yl d6signent des ind6termin6es. Notons ().,p la s6rie g6n6ratrice des matrices de 
type ~ g6n6ralis6 de taille n telles que Xn.=p. Le nombre de matrices fi signes 
alternants de taille nest  alors Al(n)=(~.,o. On cherche une relation de r6currence 
reliant les polyn6mes ().,p. 
On convient que ()o,o = 1. On a par ailleurs: ( ) . ,p=0 pour O<<.n<p. 
Consid6rons une matrice X de type fd g6n6ralis6 de taille n+ l, et la matrice X' 
obtenue en supprimant la derni6re ligne et la derni6re colonne de X. Alors X' est aussi 
de type go g6n6ralis& Trois cas sont alors possibles. S ip  = x. + 1,.+ 1, 
(~) soit x..=p, 
(13) soit x . .=p-  1, 
(3') soit x . . - -  p + 1. 
Une 6tude pr6cise de la fagon dont la matrice X' peut se prolonger en X fournit la 
relation de r6currence suivante: 
(~.+ 1,p=Sv Tp(Q.,v+O.,p-l+O.,p+x), 
off, pour p ~> 0, ir vest la transformation lin6aire de ~ [x 1 ..... xv+ 1, Yl . . . . .  Yp + 1] d~finie 
par 
~.(x~ ... .  x~+l ""+' yT" "'-y,,+l m.~,) 
1 p Xi  - -  x l  - 1 Yi  - -  Yi  - 1 
avec Xo = 1 et Yo = l, et Sp est la transformation lin6aire de R Ix1 ..... xv, Yl ..... Yv] 
d6finie par 
- {0 si Nl~i~p (nimi)=O, 
Sv(x] .. . .  Xpp y'~ .... Y~'P)=_x~ .... x~Py'~ .... yp~ sinon. 
La transformation Sp peut 6tre vue comme une opdration de simplification, ou une 
projection. 
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En outre, on obtient pour les matrices de type ga g6n6ralis6 sym6triques par rapport 
la diagonale principale une r6currence tout fi fait analogue, en ne prenant qu'une 
famille d'ind6termin6es. Les polyn6mes 6num6rant ces matrices sont les Q,,p, off 
(Q.,p)o<~,.p est la famille d6finie comme suit: 
- -  Qo.o= 1, 
- -  Q.,p=0 pour O<~n<p, 
enfin, pour n>~0 et p<~n+l, Q.+l,p=SpTp(Q.,v+Q.,v_l+Q,.p+l), 
off Tp est la transformation lin6aire de ~[x l  ..... xp+l] d6finie par 
X li +ni__ Xi_ l l +nl v nP+x'~--vl+nv+l ]--I Tp(x] .... -'p+l )--~'P l . t  (5) 
l<~i<~p X i - -X i  1 
off, de nouveau, xo=l ,  et Sp est la transformation lin6aire de ~ [x~ ..... xp] 
dSfinie par 
.... x~¢)__J'O si 1-Ii~i~p rli=O' S p( x"l ~6) 
x] .. . .  x~ p sinon. 
4. Ca lcu ls  e f feet i fs  
Les polyn6mes ().,p et Q,,p que nous avons d6finis dans la section pr6c6dente, 
et que nous savons d6terminer par r6currence, permettent le calcul effectif des 
premiers termes des suites 6num6rant les matrices ~i signes alternants appartenant 
certaines classes de sym&rie. Nous nous sommes int6ress6s plus particuli6rement 
aux trois classes pour lesquelles aucune formule n'a 6t6 conjectur6e: matrices 
sym&riques par rapport fi la diagonale principale, matrices de taille paire sym&riques 
par rapport aux deux diagonales, matrices totalement sym6triques. Dans ces trois 
cas, nous avons pu allonger notablement la liste des valeurs connues [8] (voir 
Table 1). 
4.1. Matrices gbnbrales 
Comme nous l'avons pr6c6demment remarqu6, le nombre de matrices fi signes 
alternants de taille nest Al(n)=(~.,o. Nous avons ainsi pu v6rifier la conjecture de 
Robbins jusqu'au dixi6me terme. 
4.2. Matrices symbtriques par rapport h la diagonale principale 
Le nombre de matrices fi signes alternants de taille n sym6triques par rapport a la 
diagonale principale st A2(n)=Q.,o. 
Nous avons alors calcul6 A2 (n) jusqu'fi n = 20, prolongeant ainsi la table de valeurs 
donn6e par Stanley [8], qui donnait A2(n) pour n~<8. 
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4.3. Matrices symbtriques par rapport aux deux diagonales 
Comme nous l 'avons rappel6 en Section 2, s'il existe une conjecture sur le nombre 
de matrices ~i signes alternants de taille impaire sym6triques par rapport  aux deux 
diagonales, on ne dispose, ~i notre connaissance, d'aucune formule analogue pour les 
matrices de taille paire. Nous montrons ici que le nombre de telles matrices 'exprime 
en fonction des polyn6mes Q.,p. 
Soit A une matrice h signes alternants de taille 2n sym6trique par rapport  aux deux 
diagonales. D'apr6s la Section 2, il est 6quivalent de dire que la matrice X de type 
go associ~e est elle aussi sym6trique par rapport  aux deux diagonales. Notons 
X = (x~)l .<i, j~ 2.-  1 cette matrice. 
La matrice Z = (zij) 1 ~ i, j ~<. definie par z~j = x~j pour 1 ~< i, j ~< nest une matrice de type 
go g6n6ralis6, de taille n, sym6trique par rapport  fi sa diagonale principale. Sa 
valuation est [ [1~i~.  xa i, off ai=xl ,  pour 1 <~i<<.n. 
Consid6rons la matrice sym6trique T=(tl j) l  ~,j.<. d6finie par to=i -x~,2 ._~ pour 
1 ~< i ~<j ~< n. Cette matrice est encore de type go g6n6ralis6, de taille n, et sym6trique par 
rapport  ~t sa diagonale principale. Sa valuation est 1-I~ ~.  x~-a,. 
Inversement, soient Z = (z~j)l ~ ~,j.<. et T= (tO~ ~ ~,j~. deux matrices de type go g6n6r- 
alis6 de taille n, sym6triques par rapport  fi la diagonale, telles que zi. + t~. = i pour 
1 ~<i~< n. Alors, l 'unique matrice X =(x~jh ~, j~ z.-x sym6trique par rapport  aux deux 
diagonales d6finie par: 
- -  xi j= z~j pour l <~ i <~ j <~ n, 
- -  x~=i - t~,2 ._ j  pour 1 <~i<~n, <~j<~2n-1 et i+j<~2n, 
est de type go. 
Finalement, les matrices fi signes alternants de taille 2n sym6triques par rapport  aux 
deux diagonales ont en bijection avec les couples (Z, T) de matrices de type go g6n6r- 
alis6 de taille n sym6triques par rapport  fi la diagonale, telles que zl. + t~. = i  pour 
l <~ i<.n. 
Ainsi, en posant Q .=~o~p~.  Q.,p, et en 6crivant 
Q.= ~. c. I ]  xa,, 
a=(a l ,a2  . . . . .  an) 1 <<-i<~n 
O <~at <~a2 <<.... <~a. ~<n 
off, pour tout a, c. est un entier, on obtient: 
A6(2n) = ~ Ca Of(a), 
a = (ao ,  a 1 . . . . .  an) 
O~<al~<a2~ <. . .  <<.an<~n 
off f (a )=(1  -a l ,  2-az ,  ..., n -a . ) .  
Nous avons alors calcul6 A6(2n)jusqu'~i n = 12, prolongeant ainsi la table de valeurs 
donn6e par Stanley [8], qui donnait A6(2n) pour n ~< 4. Une formule similaire permet 
d'exprimer en fonction des Q.,~ le nombre de matrices ~i signes alternants de taille 
impaire sym6triques par rapport  aux deux diagonales. Nous avons ainsi pu v6rifier la 
conjecture donnant A6(2n + 1) jusqu'~i n = 10. 
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4.4. Matrices totalement symbtriques 
Lfi encore, on ne conna~t pas de conjecture donnant le nombre de matrices ~i signes 
alternants totalement sym6triques de taille donn6e. Soit A une telle matrice. Elle est 
forc6ment de taille impaire, soit 2n + 1. D'apr6s la Section 2, il est 6quivalent de dire 
que la matrice X de type ,fa associ6e st sym6trique par rapport aux deux diagonales et 
vbrifie les conditions suppl6mentaires suivantes: xij + xi, 2. + 1 j = min (i,.j, 2n + 1 - i. 
2n+ 1 - j )  pour 1 ~i , j~2n.  
La matrice Z =(zij)l -<i,.i-<. d6finie par zi j=xi j  pour 1 ~< i . j  <~ nest une matrice de type 
~a g6n6ralis6, de taille n, sym6trique par rapport fi sa diagonale principale. Par ailleurs, 
la condition 6nonc6e ci-dessus implique que x~. + xi,.+l = i, pour 1 ~<i~< n, et entraine. 
puisque x i . -xg , .+~ vaut 0 ou 1, que, pour 1 ~<i~n: 
lnversement, soit Z=(z~j )~. j~  une matrice de type ,~ g6n~ralis~ de taille n 
sym6trique par rapport fi la diagonale v~rifiant cette condition. Alors, l'unique 
matrice X = (xij) 1 ~, ~ 2, totalement symdtrique d~finie par z~ = x~j pour 1 ~< Lj ~< n est 
de type fd. 
Finalement, les matrices fi signes alternants de taille 2n + 1 totalement sym~triques sont 
en bijection avec les matrices de type ,f~ g6n~ralis6 de taille n sym6triques 
par rapport /~ la diagonale, dont la valuation est x~ x~...x./22 si nes t  pair, 
• .. xl,_~)/zX(,+l~/2 sin est impair. Ceci prouve alors que le nombre As(2n+ 1) de 
2 .2 .2 dans matrices fi signes alternants totalement sym~triques t le coefficient de x ~ x 2 "'" x,/2 
2 "~ 2 dans On,(n+ll/2 si  n est Q,,,/2 s in  est pair, et le coefficient de XlX'~.. .x( ,  ~/2 x(,+l~/~ 
impair. 
Nous avons alors calcul6 As(2n + 1)jusqu'fi n = 13, prolongeant ainsi la table de valeurs 
donn6e par Stanley [-8], qui donnait As(2n + 1) pour n ~< 7. 
Remarque. I1 est facile de raffiner ces calculs, en valuant chaque matrice fi signes 
alternants elon le nombre de - 1 qu'elle poss6de. En effet, le nombre de - 1 d'une 
matrice fi signes alternants A est la somme des cardinaux des trois ensembles suivants: 
{( i , j ) , j> i ,  x l j=x i+ l , j=x i+L~+l=x i ,~+~+ l ], 
{( i , j ) , j  < i, Xij~-Xi, j+ 1 ~'Xi+ 1, j+  1 =Xi+ 1, j  -t- 1 
{i, Xii= Xi+ l,i+ l ~- Xi, i+ l-t - 1 = Xi+ L i+ 1 ], 
Off X est la matrice de type go associ6e fi A. De 16geres modifcat ions des transforma- 
tions Sp et ]rp permet'tent alors de calculer les premi6res valeurs des polyn6mes P, 
d6finis par P. =y,  x u{A), oti la somme porte sur les matrices/t signes alternants A de 
taille n, et N(A) d6signe le nombre de - 1 de A. Nous retrouvons ainsi la conjecture de 
Mills et al. [5] :il existe une famille (Bn(x))n>~I de polyn6mes telle que 
(B . (x )B .+~(x)  si n est impair, 
P.(x)=<(2B.(x)B.+a(X)  s in  est pair. 
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Nous calculons ainsi les premi6res valeurs des B,(x). Elles figuraient d6jfi dans 
l'article de Stanley [8], fi l'exception de la derni6re. 
BI(X)= 1, 
Bz(x)= 1, 
B3(x ) = 1, 
B4 (x) = 6 + x, 
Bs(x)= 2 + x, 
B6(x)=60+70x+ 12x2+x 3, 
By(X)=6 + 13x +6xZ + x 3, 
B8 (x) = 840 + 3080x + 3038x / + 1224x 3 + 195x 4 + 20X 5 + X 6, 
B9(x) = 24+ 136x + 234xZ + 176x3 + 63x4+ 12x 5 +x  6, 
Blo(X) = 15120+ 126000x + 348684x 2 + 451944x 3+ 311706x 4 + 124120x 5
+ 29250x 6+ 4214x 7 + 441x s + 30X 9 + Xx°. 
Nous avons effectu~ des calculs similaires pour d'autres classes de sym&rie (ma- 
trices sym6triques par rapport une diagonale ou par rapport aux deux) sans jamais 
retrouver de semblables propri6t6s de factorisation. 
5. Conf igurat ions de chemins ne se coupant pas. Une  formule sommato i re  
Dans la section pr~c~dente, il apparait que le codage des matrices ym~triques par 
rapport fi la diagonale principale est plus simple fi &udier que celui des matrices 
g6n6rales. Or, si A est une matrice fi signes alternants quelconque de taille n, la matrice 
de taille 2n, est ~i la fois fi signes alternants et sym&rique. La matrice de type 
ga associ6e ft. A' s'6crit: 
11 . .  1 
12 . .  2 
X '= 12 . .  n 
ty  2 
1 
Y 
.. 21 , 
. .  21 
.. 11 
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avec 
Y=-(Ylj)l<~i,j<~n-1 et y i j= i -  ~ aki. 
l~k<~i 
l<~l<~j 
L'application qui associe fi la matrice A la matrice Y est inversible car 
Vl<~i,j<~n alj=Yi-l,jq-Yi, j - l - -Y i j - -Y i  1.j- 1, 
ou l'on convient que Yoi = 0, Yi0 = i, y~, = 0 et y,~ = n -- i pour 0 ~< i ~< n. Cette transforma- 
tion est 6quivalente ~celle qu'utilisent Robbins et Rumsey [7] en associant fi chaque 
matrice A sa 'corner sum matrix' d6finie par: 
~liJ ~ 2 akl" 
l<~k<~i,l~l<~j 
On obtient ainsi une bijection entre les matrices fi signes alternants de taille net  
certaines partitions planes. En effet, il est clair, compte tenu de la d6finition (3) des 
matrices de type ~, que les coefficients de Y d6croissent dans les lignes et croissent 
clans les colonnes. De faqon prbcise, nous disposons donc d'une bijection entre les 
matrices fi signes alternants de taille net  les matrices Y=(Y~)I ~ , j~ . -1  de taille n -  l 
telles que: 
VO<~i,j<~n- 1 Yi+l, j - -~i jE'(O, 1], 17) 
yi,j+ ~ -y~je  { - 1,0~, 
avec yo~ =0, y~o =i, y~.=0 et y , i=n- i  pour O<,%i<~n. Par exemple, la matrice image de 
la matrice 
1 0 0 
I --1 1 0 
A= 0 0 1 
1 0 0 
0 0 0 
0 0 
0 1 
1 -1  
0 0 
0 1 
2 1 0 0 
1 1 0 
est Y= 
2 2 1 
3 2 1 
Ce nouveau codage permet dans un premier temps d'obtenir pour A~(n) une 
formule close. En effet, la structure de la diagonale de X' montre que, pour construire 
X' par les &apes (7), (13) et (7) dOcrites dans la Section 3, il faut appliquer successive- 
ment n fois l'6tape (13), puis n lois l'6tape (7). Cette remarque nous permet d'Ocrire la 
formule 
AI (n)=RoRx. . .R ,_xR,R ,  I ... RI(1), 
ou pour O<<,p<~n, Rp=SpTp, les op6rateurs lin6aires Tp et Sp &ant d6finis respective- 
ment par (5) et (6). II est ensuite facile de voir que R,R,_ 1 "'" Rl(1)=xlx2. . .x, ,  ce qui 
m4ne finalement fi: 
AI(n)=RoR1.. .R, l(XlX2""x.). 
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Cette 6criture permet 6galement de v6rifier la conjecture de Robbins, jusqu'au dixi6me 
terme de nouveau. 
Par ailleurs, nous allons montrer que ce codage permet d'expliquer bijectivement et 
de g6n6raliser la formule suivante, d6jfi mentionn6e dans [5, 7, 8]: 
E 2N(A)=2(9' 
A~s/n 
od ~/, d6signe l'ensemble des matrices fi signes alternants de taille n. 
Par commodit6, nous choisissons plut6t le codage 6quivalent suivant: fi toute 
matrice fi signes alternants A =(a~j)l~i,~<., on associe la matrice A d6finie par 
a i j  = E akt" 
i<<.k<~n,j<~l<.n 
Ce codage rbalise une bijection entre les matrices fi signes alternants de taille net  les 
matrices Z -- (z 01 ~ i, j ~. v6rifiant: 
Zij--Zi, j+lE{O,l~, Zij--Zi+I,jE{O, 1}, z i l=Z l i=n+l - - i .  
Ces matrices ont elles-mfmes en bijection avec des configurations de chemins ne se 
coupant 'presque' pas, dans un sens que nous d6finirons rigoureusement plus bas. 
Cette bijection s'6tablit en prenant pour chemins ceux qui d61imitent l'ensemble des 
coefficients de Z sup6rieurs ou 6gaux fi un entier donn6. Par exemple, la configuration 
associ6e fi la matrice A est construite n Fig. 1. 
Introduisons maintenant un peu de vocabulaire. 
On appelle chemin de Iongueur n tout (n+l)-uplet  og=(So, S l , . . . , s . )  de points 
distincts de N x N, tel que, si s i=(xl ,y i ) ,  alors x i -x i+ l  et Y i+ l -Y i  sont 616ments de 
{0, 1}. Les s~ sont les sommets de co, les couples (s~, si+l) sont ses arOtes, et oojoint le 
sommet So au sommet s,. Une arate telle que x~-x~+l  et yi+ 1 -Y~ soient 6gaux ~ 1 est 
un pas diagonal. Deux chemins 09 et 09' se coupent s'ils ont un sommet en commun. Ils 
se traversent s'il existe des points cl . . . . .  Ck tels que ~o=(s~ .....  s~, Cl . . . . .  Ck, S~+ ~ . . . . .  S.), 
~O'=(tl .... , t j ,  c~,... ,Ck, t j+~,.. . ,tm) avec s~¢t j ,  s~+~¢tj+~ et tels que, si s~=(u,v), 
t j=(u' ,  v'), si+l =(z, t), et tj+l =(z', t'), alors : 
si u >>- u' et v >~ v', alors z <~ z' et t <<. t', 
si u <~ u' et v <<. v', alors z >~ z' et t >~ t'. 
A 
/1432 / 5, 
3 2 2 4 
---) ,4= 3 2 2 1 3 
2 1 0 ---) 
1 o o o)  
41312111 ABI B: 
2 2 1 A I 
2211 I 0 (I --~ A 
0 0 A 
Fig. 1. 
B~ B, B~ v 
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Ainsi, les matrices fi signes alternants de taille n sont en bijection avec les n-uplets 
co=(col . . . . .  co,) de chemins sans pas diagonaux, ne se traversant pas et n'ayant pas 
d'arfite commune, tels que co~ joigne Ai et B~, off A i =(i - -  1,0) et Bi =(0, i-- 1) pour i/> 1 
(Fig. 1). Nous retrouvons ainsi une bijection d@i d6crite par Dulucq [1]. 
On dit que co pr6sente un croisement en position (i,j) si ce sommet est commun 
fi deux chemins de ~o. On dit que co pr6sente un coude intbrieur en position (i, j) s'il n'y 
a pas de croisement en ce point, et si les points ( i+ l,j), (i,j) et (i,j+ 1) sont sommets 
d'un m6me chemin de co. Par exemple, la configuration de la Fig. 1 pr~sente 5 croise- 
ments et 2 coudes int6rieurs. Un calcul facile m6ne alors aux r6sultats uivants : si A est 
une matrice fi signes alternants et co la configuration de chemins associ6e, 
co pr6sente un coude int6rieur en position (i,j) si et seulement si a~/= - 1, 
co pr6sente un croisement en position {i,j) si et seulement si a~j=0 et 
~'i<k'-~.n (lkJ~- ~ j< l~n a l l=  1. 
Rappelons que le nombre d'im, ersions d'une matrice fi signes alternants est: 
(lkj ([lil. 
(i,j,k,l) 
i<k, j<l  
I1 g6n6ralise bien stir la notion usuelle d6finie pour les permutations. On dira qu'il 
y a une inversion en position (i, j) si Y~{k.t)/i<k,j<t akjai~= 1. Remarquons que cette 
seconde somme se factorise en (Zk>i akj)(Zl>j a,), ce qui prouve d'une part qu'elle 
vaut 0 ou 1, et d'autre part, que si a~j= - 1, il y a une inversion en position (i,j). 
Le second r6sultat 6nonc6 ci-dessus 'exprime alors de la fa~on suivante : co pr6sente 
un croisement en position (i,j) si et seulement si il y a une inversion en (i,j) et si 
aij ~ -- 1. 
Soit maintenant c8. l'ensemble des n-uplets w =(w~ ... . .  w,) de chemins ne se coupant 
pas, tels que wljoigne Ai et Bi. Valuons une telle configuration par [[1 ~,  i q~', off di 
est le nombre de pas diagonaux apparaissant dans w sur la ieme ligne. 
Par exemple, la valuation de la seconde configuration de la Fig. 2 est q~ q~q3q4. 
Proposition. La skrie gOn~ratrice des configurations de ~. est: 
D.= H tl+q,)" ~. 
l <~i~n-1 
Fig. 2. 
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Preuve. On se trouve exactement dans le cadre de la th6orie de Gessel et Viennot 
relative aux d&erminants et aux configurations de chemins ne se coupant pas [3]. 
Pour i~> 1 etj~> 1, notons M~j la s6rie g6n6ratrice des chemins ailant de Ai ~ B~. On a les 
relations suivantes: 
- -  M I I=MI~=I  pour i>~l, 
- -  Mij=Mi_l. j -FMi, j_ 1 +qi_ lMi_ l , j_ l  pour i~>2 etj>~2. 
La s6rie g6n6ratrice D. des configurations de ~.  est alors le d6terminant de la matrice 
(M~j)l~i,j<~,. Effectuons sur ce d&erminant les transformations 616mentaires 
suivantes: 
pour i>~ 2, on soustrait 5. la ffme ligne la ligne pr6c6dente; 
- -  puis, pour j ~> 2, on soustrait & la j~me colonne la colonne pr6c6dente. 
En developpant ensuite le d6terminant par rapport  5, la premi6re ligne, on obtient, 
compte tenu de la relation de r6currence ci-dessus, l'identit6 suivante, 
D.=D._I  1-I (1 +ql), 
l <~i<~n-1 
qui fournit le rbsultat, puisque D~ = 1. [] 
Remarque. II serait sans doute int6ressant de trouver une preuve bijective 5. ce rSsultat 
6tonnamment simple. 
Revenons maintenant aux matrices 5. signes alternants. Soit A une matrice fi signes 
alternants de taille n, ~o la configuration de chemins associ6e. Soit q~(A) l 'ensemble des 
configurations de cg, obtenues en transformant en pas diagonaux un certain nombre 
des coudes intSrieurs de ~o et la totalit6 des coudes ((i+ 1, j), (i,j), (i,j+ 1)) tels qu'il 
y ait un croisement en position (i,j). 
Alors, la somme des valuations des configurations de ~b(A) est: 
n-1  
l-I q[,(A)-N,(A) (1 "b qi) N'(A), 
i=1  
off NI(A) (resp. li(A)) d6signe le nombre de - 1 (resp. le nombre d'inversions) de A en 
i ~me ligne, c'est-fi-dire n position (i,j) pour un certain j. 
Par exemple, les quatre configurations de cgs obtenues a partir de la configuration 
de la Fig. 1 sont celles de la Fig. 2. 
Par  ailleurs, l 'ensemble des ~(A), lorsque A varie, est une partition de cg,, et on 
aboutit donc au r6sultat suivant, dans lequel ~ ,  d+signe l'ensemble des matrices 
fi signes alternants de taille n. 
Proposition. On a l'identitk suivante: 
[-I q[,(A)-N,(A) (1 +ql)N'(A)= ~ (1 +qi)" i, 
AeNn l <~i<~n-1 l ~i<~n-1 
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dans laquelle, pour toute matrice h signes alternants A, Ni(A) (resp. Ii(A)) d+si,qne le 
nombre de - 1 (resp. le nombre d'inversions) de A dans i +me ligne. 
Quelques cas particuliers. (1) Ce r6sultat etait connu [7] dans le cas off qi=q pour 
tout i. I1 s'6crit alors simplement: 
E q I(A)-N(A)(1 +q)S<A)=( 1+q)(~)' 
off N(A) (resp. I(A)) d~signe le nombre de -1  (resp. le nombre d'inversions) de A. 
Lorsque q = 1, il implique la relation suivante: 
~, 2N(A)=2 ~). 
AE.c'g~ 
Des formules similaires ont 6t6 d6montr6es par Elkies et al. [2]. 
(2) Nous pouvons raffiner ce r6sultat de la facon suivante : soit A une matrice 
~. signes alternants de taille n. Alors N I (A)=0 et, si l'unique coefficient non nul de la 
Table 1 
Resu l ta ts  numeriques 
n A2(n ) 46(n ~ As(n ~ 
I 1 1 
2 2 2 
3 5 3 
4 16 8 
5 67 15 
6 368 52 
7 2 630 126 
8 24 376 568 
9 293 770 1783 
10 4 610 624 10436 
11 94080653 42471 
12 2 492 747 656 323144 
13 85827 875 506 1706 562 
14 3842929319936 16866856 
15 223624506056156 115640460 
16 16901839470598576 1484714416 
17 1659 776 507866 213 636 13216 815 036 
18 211 853 506422044 996 288 220426 128 584 
19 35137231 473111 223912310 2548124192970 
20 7 569 998 079873 075 147 860464 55203 533 023 856 
21 828 751 754 742975 
22 23322499 520009200 
23 
24 16 623 477 112752060 736 
25 
26 
27 
I 
0 
I 
0 
1 
0 
2 
0 
4 
0 
13 
0 
46 
0 
248 
0 
1 516 
0 
13654 
0 
142873 
0 
2 156 888 
0 
38456356 
0 
974936056 
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premi6re l igne de A est situ~ en k i+me colonne,  l l (A )=k-1 .  Notons  ~9~n, k rensemble  
des matrices fi signes a l ternants  de taille n dont  le coefficient non  nul de la premi6re 
ligne est en k i~r"° colonne. La va luat ion d 'une matr ice de d , ,  k est: 
q]- i I-I q[,(A)-N,(A) (1 +qi)  N'(A). 
2<. i<.n  1 
En d6veloppant  le facteur (1 +q l ) " -1  dans la formule de la propos i t ion ci-dessus, il 
vient 
(n - ' )  
2 I- I  q~'(A)-N'(A)(I+ql)N'tA)= k--1 qk - l l - - [  ( l+q i )n - i "  
A ~/  n, k l <~ i <~ n -1  2 <~ i <~ n -- I 
En particulier, pour  q i= 1, on obtient:  
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