Abstract. This paper studies a class of nonlinear Dirac equations with cubic terms in R 1+1 , which include the equations for the massive Thirring model and the massive Gross-Neveu model. Under the assumption that the initial data has bounded L 2 norm, the global existence and the uniqueness of the strong solution in C([0, ∞), L 2 (R 1 )) are proved.
Introduction
We consider the nonlinear Dirac equations i(u t + u x ) = −mv + N 1 (u, v), i(v t − v x ) = −mu + N 2 (u, v), (1.1) with initial data (u, v)| t=0 = (u 0 (x), v 0 (x)) (1.2) where (t, x) ∈ R 2 , (u, v) ∈ C 2 , m ≥ 0. The nonlinear terms takes the following form
where α, β ∈ R 1 and u, v are complex conjugate of u and v. (1.1) is called Thirring equation for α = 1 and β = 0, while it is called Gross-Neveu equation for α = 0 and β = 1/4; see for instant [24] and [16] , [21] .
There are a number of works on the local and global well-posedness of Cauchy problem for nonlinear Dirac equations with cubic or higher-order nonlinear terms in different Sobolev spaces, see for examples [1] , [2] , [4] , [6] , [7] , [8] , [10] , [11] , [12] , [13] , [14] , [18] , [19] , [20] , [21] , [22] , [25] and the references therein. The survey of the well-posedness in the nonlinear Dirac equation in one dimension is given in [21] . Recently, the global existence of solutions in L 2 for Thirring model (i.e. β = 0) has been established by Candy in [8] , while the global existence in C([0, +∞); H s (R 1 )) ∩ C 1 ([0, +∞); H s−1 (R 1 )) for s > 1/2 has been obtained by Huh in [19] for (1.1). For the bounded initial data with small L 2 norm, the existence and the uniqueness of global strong solution in C([0, ∞); L 2 (R 1 )) ∩ L ∞ ([0, ∞) × R 1 ) for massless Gross-Neveu model (i.e. m = 0) has been given in [25] . To our knowledge, the global existence of solution in L 2 for the Dirac equation of Massive Gross-Neveu model is still open [21] . This paper is to devoted to study this problem. We consider a class of cubic nonlinear Dirac equations in one dimension, which include the equation for Massive Gross-Neveu model as an example. For initial data with bounded L 2 norm, we will find the global solution (u, v) which solves (1.1) and (1.2) in following sense. 
as n → ∞.
Remark 1.1. For the sequence of smooth solutions (u (n) , v (n) ) given in Definition 1.1, we can show as in the proof of Proposition 3.1 in Section 3 that
is a weak solution to (1.1) and (1.2) , that is, a strong solution (u, v) is also a distributional solution in the standard sense.
To construct the global strong solution for (1.1) and (1.2), we approximate the initial data (1.2) by a sequence of smooth functions. Then, by Huh's recent work [19] on the global wellposedness in C([0, T ], H 1 (R 1 )) for (1.1), we can have a sequence of global smooth solutions for smooth data for (1.1). Our aims in this paper is to prove the convergence of the smooth solutions and to prove the uniqueness of the strong solution. To this end, we first establish some estimates for smooth solutions (u, v). We recall a result on the pointwise estimates for |u| 2 and |v| 2 , see Lemma 2.2; then write down the equations (2.1) for |u| 2 and |v| 2 and the equations (2.12) for the difference of smooth solutions, which play the important roles in our analysis. We remark that (2.1) has been used by Huh [19] and Zhang [25] to obtain the L ∞ bounds on the solutions for massive or massless Gross-Neveu equations and that L ∞ bounds on the solutions for Thirring model has been obtained by Delgado [10] in similar way. In contrast to [10] , [19] and [25] , L ∞ bounds on the L 2 -strong solutions seems unavailable for (1.1) since there is no L ∞ control on the initial data here. Therefore we present two new functionals to get the control on the nonlinear terms in (2.1) and (2.12) for smooth solutions. The Bony
to get the uniform L 2 loc bounds on uv for smooth solution (u, v), while the Glimm type functional L 1 (t) + KQ 1 (t) is introduced to derive the local L 2 estimates on the difference between these smooth solutions, see Definitions 2.1 and 2.2. These estimates enable us to get the local convergence in L 2 loc of the sequence of smooth solutions and the convergence in L 1 loc of nonlinear terms corresponding to the smooth solutions, which give the local strong solution. Then we make the use of Lemma 2.2 to extend the local solution globally. The uniqueness of solution could be proved in the same way. We remark that the functionals Q(t) and Q 1 (t) are analogous to the Glimm's interactionl potential [15] and the Bony functional [3] . The Glimm interaction potential was first used by Glimm [15] to establish the global existence of the solutions with bounded variations for the system of conservation laws, then was used to study the general conservation laws; see for instance [15] , [5] , [9] , [23] and the references therein. Bony type functional was used to get global solution in L for Boltzmann equations and to study the wave maps in R 1+1 , see for instance [3] , [17] and [26] and the references therein.
The main result is stated as follows.
The remaining of the paper is organized as follows. In Section 2 we recall Huh's result on the global well-posedness in C([0, ∞); H s (R 1 )) for s > 1/2 for (1.1) at first. Due to this result, we consider the smooth solutions at first. Then the Bony type functionals Q 0 (t) and Q 1 (t) are introduced for smooth solutions to deal with nonlinear terms in (2.1) and (2.12-2.14), see Definitions 2.1 and 2.2. With these functionals, we obtain the bounds on L 2 for smooth solution and the estimates on difference between smooth solutions on the intervals with small lengthes. In Section 3 the proof of the main result is given by the estimates in Section 2.
2. Estimates on the global classical solutions 2.1. Estimates on the classical solutions along the characteristics. In the recent paper [19] , Huh established the global existence of the solution in
. The main result in [19] can be stated as follows.
Therefore in this section we consider the case that (u 0 , v 0 ) ∈ C ∞ c (R 1 ) and let (u, v) be the corresponding smooth solution to (1.1) and (1.2) .
Multiplying the first equation of (1.1) by u and the second equation by v gives (|u|
which, together with the structure of nonlinear terms, leads to
We will use (2.2) to establish the estimates on the solution (u, v) in the triangle domains as follow. For any a, b ∈ R 1 with a < b and for any t 0 ≥ 0, we denote Figure 1 . It is obvious that ∆(a, b, t 0 ) is bounded by two characteristic lines
, there holds the following,
Proof. As in Huh [19] , we can get the result by taking the integration of (2.2) over the domain
The proof is complete.
A special example of Lemma 2.1 is the following estimate on the domain ∆(x 0 − t 0 , x 0 + t 0 , 0) for any x 0 ∈ R 1 and t 0 > 0,
], there hold the following,
Remark 2.1. We remark that the estimates (2.4) and (2.5) in Lemma 2.2 have been proved by Huh in [19] for R 1 × [0, ∞) and we give the sketch of the proof here. Indeed, (2.1 ) gives d ds
and
Then, taking the integration of the above from 0 to t yields that
which implies the estimate (2.4) on u by (2.3). The estimate (2.5) on v could be derived in the same way. The inequalities (2.6) and (2.7) follow from (2.4) and (2.5).
2.2.
Bony functional for the classical solution. Now it follows from assumption (1.3) on the structure of nonlinear terms that for any (u, v)
To deal with the terms in the righthand sides of (2.9), we define the following functionals in ∆(a, b, t 0 ) as in [25] (see also [3] , [17] and [26] ).
Here ∆ = ∆(a, b, t 0 ).
is a Bony type functional [3] (see also [17] , [25] and [26] ) and is analogous to the Glimm interaction potential [15] . Lemma 2.3. There exists constants δ 0 > 0 such that for the initial data satisfying L 0 (t 0 , ∆) ≤ δ 0 there holds the following
Proof. In the proof we use L 0 (t), Q 0 (t) and D 0 (t) for L 0 (t, ∆), Q 0 (t, ∆) and D 0 (t, ∆) for simplification. From (2.9) we deduce that
where Lemma 2.1 is used in getting last equality. Now, choose a constant δ 0 > 0 such that −2 + 2δ 0 c < −1, then we can get the desired result. The proof is complete.
2.3.
as the initial data respectively. Then the lemmas, propositions and theorems in subsection 2.1 hold for these smooth solutions (u, v) and (u ′ , v ′ ). Consider the difference between these two smooth solutions in the domain ∆(a, b, t 0 ) and let
For the righthand sides of (2.12-2.14), we have the following.
Lemma 2.4. There exists a constant c * > 0 such that
and |R| ≤ c * r 2 (t, x, x),
Proof. The assumption (1.3) implies that there exists a constant c * > 0 such that
Thus, the above estimates give the desired results. The proof is complete.
Lemma 2.5. There holds the following,
Proof. Direct computation shows that
then the result follows. The proof is complete. Now to deal with the nonlinear terms r 1 and r 2 , we define the following. 
where r 2 is given in Lemma 2.4.
In addition we use the notations in Definition 2.1 for (u, v), and use the following for (u ′ , v ′ ),
Lemma 2.6. There exist constants δ ∈ (0, δ 0 ) and
Proof. For simplification, in the proof we drop "∆" from the notations given in Definitions 2.1, 2.2 and 2.3. Lemma 2.4 and (2.14) give
Next it follows from (2.13) and Lemma 2.4 that 
where the estimates (2.11) for D 0 and D ′ 0 are also used for the last inequality. This completes the proof. Lemma 2.7. Let h 3 (t) be given by Lemma 2.6. Then for t ≥ t 0 ,
Proof. We use the notations in the proof of Lemma 2.6 for simplification. By Lemma 2.3, we have
which yields the desired estimate for h 3 . The proof is complete.
3. Proof of Theorem 1.1
Existence of solution.
Choose a sequence of smooth functions
Theorem 2.1 implies that there is a sequence of smooth solutions, (
as their initial data respectively. Moreover (u k (·, t), v k (·, t)) as function of x has compact support for each t ≥ 0 and for k ≥ 1.
We will show that the sequence of solutions (u k , v k ) converges to a strong solution in the domain R 1 × [0, T ] for any T > 0. To this end, we first choose a B > 0 such that the following hold,
Moreover, due to the convergence of the sequence {(u k0 , v k0 )} ∞ k=1 , B can be chosen so that
Lemma 3.1. For any T > 0, there hold the following,
and lim
Figure 2. Division of domain
Proof. For any k, l, u k and u l have compact supports in
for some B k,l > 0, here
Due to the choice of B, we have
Now, applying Lemma 2.5 and Lemma 2.6 to the functions (u k , v k ) and (u l , v l ) on the domains ∆(−B k,l , −B, 0) and ∆(B, B k,l , 0) yields that
where the constant C(T ) can be determined due to Lemmas 2.3, 2.6 and Lemma 2.7 and is independent of k, l. This gives the desired result and completes the proof. Now we want to prove the following.
Proposition 3.1. For any T > 0, there hold the following,
Proof. By Lemma 3.1, it suffices to prove the convergence of the sequences {u k } and {u k v k } in the domain ∆(−B − 2T, B + 2T, 0). We first choose the constant C 0 in Lemma 2.2 as
Moreover, there exists a r > 0 such that for any interval [a 1 , a 2 ] ⊂ [−B − 4T, B + 4T ] with the length |a 2 − a 1 | ≤ 4r there holds that
Due to the convergence of the sequence {(u k0 , v k0 )} ∞ k=1 , r could be chosen so that
and B + 2T = 2Nr for some positive integer N.
Choose grid points P m,j = (mr, jr), −2N ≤ m ≤ 2N, 0 ≤ j ≤ 2N, in the domain ∆(−B − 2T, B + 2T, 0), see Figure 3 . 
Here the constant C(T ) depends only on T and is determined by Lemmas 2.3, 2.6 and 2.7.
Taking the summation of (3.4) over m yields that
Now the proof can be carried out by induction on jr by using the set of domains {∆(mr, (m + 4)r, jr);
By Lemma 2.2 and by (3.3) we have
Then, applying Lemma 2.6 to (u k , v k ) and (u l , v l ) in the domain ∆(mr, (m+ 4)r, jr) for k ≥ 1 and
Here the constant C(T ) depends only on T and is determined by Lemmas 2.3, 2.6 and 2.7. Then taking the summation of (3.5) over m yields that max jr≤t≤(j+1)r
as k, l → ∞. Therefore, by induction hypothesis, it leads to the convergence in L 2 (∆(−B − 2T, B + 2T, 0)) of the sequences {u k } and {u k v k }. The proof is complete. 
Proof. By the characteristic method, we can show that the smooth solutions {(u . Therefore, we may assume in the proof that (u
′′ k0 ) |x|≥2B = 0, and the lemmas in Section 2 could be applied to these solutions.
We choose the constant C 0 in Lemma 2.2 as
Moreover by the convergence of the sequence {(u 
In addition the length r could be chosen so that B = 2Nr for some positive integer N. Then, by (3.6) and (3.7), we apply Lemmas 2.6 and 2.7 to (u This leads to the uniqueness. The proof is complete.
