We have proposed a K-means clustering based target tracking method, compared with the template matching, which can work robustly when tracking an object with hole through which the background can be seen (e.g. mosquito coil) (hereafter we call this problem as the background interfusion or the interfused background). This paper presents a new method for solving the drawbacks of the previous method, i.e., low speed, instability caused by the change of shape and size. Our new tracking model consists of a single target center, and a variable ellipse model for representing non-target pixels. The contributions of our new method are: 1) The original K-means clustering is replaced by a 2∞-means clustering, and the non-target cluster center is adaptively picked up from the pixels on the ellipse. This modification reduces the number of distance computation and improves the stability of the target detection as well.
Introduction
Object tracking is an important task in Computer Vision.
After years of researches, many efficient methods have been proposed. We can roughly categorize the present tracking methods into three broad classes: template-based object tracking, probabilistic object tracking and pixel-wise tracking.
The most famous object tracking method is template † Wakayama University matching 1), 2) . In that work, the object translation is estimated by searching for a small region which has the maximum similarity to the predefined target template. However, when using a constant template, this method suffers from the change of object appearance such as scaling, rotation, etc. If the updatable template is used, it suffers from the positioning error accumulated during the template updating, because the interfusion of background pixels into the template is unavoidable. To solve this problem, Comaniciu et al. introduce the mean-shift method 3) (or Kernel-based tracking method 4) ). In their method, the color histogram of the target object is cal-culated through the kernel density estimation. This histogram is used as the feature to describe the target object.
Since color histogram is a viewpoint-invariant feature, it is stable to the changes of scale, pose and shape of the target object. The similarity between two features calculated from the target object and a supposed target region in the image respectively will decrease gently when the displacement between it and the target object increases. The object tracking is performed by finding out a region whose color histogram has the maximum similarity to that of the target object. In this way, the tracking becomes stable even for a non-rigid target. However, mean-shift method suffers from the narrow color distribution in the color histogram of the monochromatic target. The reason is that the histogram will change dramatically when the illumination changes, even if the change is small. Another drawback is that its performance is not good when tracking a thin or flat object (like a pencil or book). The tracking will fail when the target rotates in 3D. This is because the shape of ellipse template is not allowed to be changed during the tracking. Moreover, since mean-shift tracking can be considered as a kind of template matching with an updatable template, it shares the same drawback that the small positioning error will be accumulated (shown as Fig.1 ).
1 When the background is interfused into the template, template matching is easy to fail.
Among the probabilistic tracking methods, contourbased method 9),11),12),18) has the attraction of its good performance for non-rigid objects. Siebel et al. 9) combine the motion detector, region tracker, head detector and active shape tracker together to perform a pedestrian tracking system. Its success depends on an assumption that the background without people (moving objects) is known in advance. Since contour-based tracking needs the prior information, the object contour has to be defined or trained before tracking, which is not always available in practice. Also, when the object contour is complicated, the initial target contour definition is often laborious and difficult to be made automatically. CONDENSATION (also called as the particle filter, or MCMC) 7),8),10), 13) has attracted the attention of many researchers. The main idea is that, based on the combination of the parameter vector and statistic computation, object tracking is performed by predicting the object position from the previous information and verifying the existence of object at the predicted position. However it is not straight forward to select a proper feature vector for constructing a CONDENSATION-based real-time tracking system. Khan et al. 7) extend this method to deal with the problem caused by the interacting targets. They use a Markov random field (MRF) to model those interactions by adding an interaction factor to the importance weights in a joint particle filter. One drawback of their method is that tracking failure will occur when the targets overlap. Compared with those model-based tracking methods, pixel-wise tracking method can be considered as a datadriven method, which does not require any prior model of the target. Heisele et al. 5 ),6) use a parallel K-means clustering algorithm 17) to segment the color image sequence and find out the moving region as the target object. However, the huge number of clusters makes their method computationally expensive. Another K-means based autoregressive model is proposed by Agarwal et al. 15) . Because the clustering is only performed to the positive samples, the tracking failure can not be detected, thus failure recovery will be impossible. Our research group 21) has presented a K-means tracking method. In that method, the image pixels are divided into target and non-target pixels by applying K-means clustering to a predefined target point and several nontarget points. This approach makes the object tracking become robust against the background interfusion. With the help of non-target information, this method has the ability of failure detection and automatic failure recovery. However, since the non-target points can only translate in 2D, it can not deal with the appearance changes of target object, i.e. size, pose, etc. Also, the computational cost is proportional to the number of non-target points.
To solve those problems, we make a lot of improvements over the previous method. In this new research, we assume that : 1) The target object should be monochromatic or contain similar colors (e.g. skin color). There is no special limitation for the target shape, and its free change is also allowed (e.g. hands); 2) The background can be anything, but there should not be large area containing similar colors to the target object. In our new method, we define a variable ellipse model for the object tracking. The ellipse center is used to describe the target cluster center and the ellipse contour is applied to represent the centers of non-target clusters, meanwhile the ellipse region restricts the searching area for K-means clustering. The main contributions are: 1) The original kmeans clustering in the previous method is replaced by a 2∞-means clustering, and the non-target cluster centers are automatically selected from the pixels on the ellipse model. This modification reduces the number of distance computation and improves the stability of target detection.
2) The ellipse parameters are adaptively adjusted according to the detected target pixels. This adaptation improves the robustness against the scale and shape changes of the target.
K-means tracking

21)
Basic idea
To overcome the drawbacks of the conventional pixelwise tracking methods, our group has presented a Kmeans tracking method 21) , which divides the input pixels into target object and non-target objects by using the K-means clustering algorithm 17), 19) . For clustering, each pixel is represented by a five-dimensional feature vector f = ( Y , U , V , x, y ) to describe its color similarity and spatial approximation in the image. Therefore, as shown in Fig.2 , the feature vector of the target center is
) and the centers of none-target points are
y (nj) ). Here, j = 1 ∼ N is the index of the non-target center. So, at time t, the distance (dT (t)) from an unknown point f (u) to the target center f (T ) and the minimum distance (dNT (t)) from unknown point to non-target centers f (nj) are expressed as follows:
2 A sample of the previous method and this clustering procedure will produce a set of feature vectors T (t) as target pixels:
At time t + 1, if the target was lost, we can achieve failure detection as:
On knowing the target is lost, we can use the non-target information to achieve failure recovery (details in 21) ).
The advantages of this research include: 1) Because of using feature vectors of both target point (positive data) and non-target points (negative data), it is robust against background interfusion, which makes our method different from the conventional pixel-wise tracking methods. 2) With Eq.(4), our method can achieve failure detection, which is very important for object tracking; 3) We can achieve failure recovery; 4) Because the update is performed by the K-means clustering algorithm in the 5D feature space, both the target and non-target centers are updated, thus this method has the ability to deal with the illumination changes.
Drawbacks of the previous method
However, there are still several drawbacks of our previous method: 1) The processing result is heavily dependent on the choosing of the initial non-target points, i.e., position, number N . From Eq. (2) we can see that the calculation cost is in proportion to N , which reduces the processing speed. 2) If many non-target points are chosen, the tracking result will be easily influenced by the background, when the background has the similar colors to the target object. 3) Since the non-target points can only translate in 2D, it can not deal with change of appearance of target object, i.e. size, pose, etc.
K-means tracking with ellipse model
Ellipse model
The boundary that separates the target region from the non-target region is a key feature for object tracking/detection/recognition, and image segmentation. Here we call it the "real target boundary" (hereafter RTB). However, it is very difficult or even impossible to detect the RTB perfectly in practice.
Here, we propose a model named "absolute target region"(hereafter ATR) to describe the target object and its surrounding background. The ATR is an area that contains all the target object pixels, meanwhile all the pixels on the outline of ATR are the representative non-target points around the target object.
The ATR also has the following characteristics: 1) Its outline should be described by simple and smooth closed curves; 2) It should be a good approximation to RTB, that means the outline of ATR is close to the RTB. The first characteristic makes the computation for object tracking easy and fast, meantime it also makes the ATR insensitive to the image noise or small changes of the target appearance. The second one contributes to the good accuracy of object's location during tracking.
Thus, in this paper we use an ellipse model to describe the ATR, because it satisfies the above mentioned two characteristics. Meantime, it has the five parameters to represent the shape and direction of the target object, which is important for object tracking. In this paper: 1)
We use the ellipse center to represent the target cluster center and the continuous points on the ellipse contour are used to represent the non-target points around the target object; 2) The ellipse model will be updated according to the target clustering result (details in Section 4);
3) We use the ellipse region to restrict the searching area. Target detection is performed by using a K-means clustering algorithm within this region to classify each pixel as the target cluster or non-target cluster. Thus the ellipse does not need to be fitted to the target object, and the background pixels in the ellipse will not affect the performance of object tracking.
Local color smoothness assumption
In general, it is reasonable to assume that the differences of the brightness and colors between two pixels are small, if the 2D geometric distance between them is small. Although this will not be true for pixels on the im- age or color edges, the number of such edge pixels can be considered as infinitesimal compared with the total number of pixels in an image. Such exceptions will have very little contribution to the final result of a statistics based processing with this assumption, thus they can be ignored without any problems.
2∞-means clustering
Supposing that we have already had an ellipse model for describing the ATR of the target object, we will know that all the target pixels are inside the ellipse and the ellipse outline can separate the region containing all the target pixels from its vicinity. However, since this ellipse is an approximation of the RTB, there are some non-target pixels included in the ellipse region. In order to ensure the correctness of object tracking, it is necessary to detect those non-target pixels and all target pixels in the ellipse region.
Because the property of target pixels is known (or pre-defined), it is easy to obtain a measurement to indicate how well a pixel is similar to be a target pixel. However, since the background around the target object changes continuously it is impossible to have a fixed (or pre-defined) description about the non-target pixels. Moreover, it is impossible to know how many clusters is enough to describe non-target pixels.
In the image, the ellipse contour consists of E points, if the ellipse size is large, the E can be a huge number. And the computational cost of Eq.(2) will becomeN = E → ∞, in this case it is difficult to achieve the object tracking at the video-rate speed.
Because the ellipse outline is a good approximation of the RTB, the 2D distance between any non-target pixel in the ellipse region and the nearest point on the ellipse con-tour should be small. Based on the local color smoothness assumption, the differences of the brightness and the color between any non-target pixel and the nearest pixel on the ellipse outline should also be small.
If a pixel is a non-target pixel, it should belong to the same cluster as the nearest pixel on the ellipse contour belongs to.
Therefore, an unknown pixel only needs to be compared between the target cluster center and the nearest pixel on the ellipse contour to tell whether the unknown pixel is target pixel or not (See Fig.4) . This is indeed a "two means clustering", and the computation in Eq.(2) will be:
In this case, the computational cost for non-target points clustering is reduced from E → ∞ to 1. And the whole clustering becomes 1 + 1∞-means clustering (Here, the 1 before "+" means the target cluster number and the 1 after "+" means the non-target cluster number. 1∞ means we select one pixel from E → ∞ to calculate). For this reason, we call this approach as 2∞-means clustering. As shown in Fig.4 , because the 2D distance from an unknown point to its nearest point on the ellipse is short, the distance from the nearest point to the cross point is also short. The cross point is determined by the ellipse contour and the line connected by the ellipse center and the unknown pixel. Thus fn1 in Eq.(5) can be replaced by fnc. This makes the 2∞-means clustering even faster.
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2∞-means clustering
When the background contains similar colors to the target object, because only the cross point is calculated, the influence of such background pixels will be restricted to the pixels on the ellipse radius (While, as for our previous K-means clustering method, all the pixels in the searching area will be affected). Therefore, with this 2∞-means clustering, the robustness of our new method has been greatly improved.
Ellipse model adaptation
The ellipse model, which describes the search area in the next frame, has to be adjusted according to the detected target pixels with the K-means clustering. This is because both the shape and the position of the target may change during tracking, In order to determine the ellipse model, we need a description about the target pixels. A polygon or a closed curve will not suitable for this purpose because the target shape may be complex and its boundary may be ambiguous. On the other hand, during tracking, the appearance of the target object in the image is influenced by many factors such as the lighting condition, the material and the pose of the target object, image noise, and so on. Therefore, the target pixels can be considered as a random distributed point set. Here we use a probability distribution to describe the target pixels in the image. The probability distribution is described by a Gaussian probability density function (pdf )approximately. This is reasonable because most tracking targets are opaque solid object and they will appear in a restricted area and not scatter everywhere in the image. Also, in engineering field Gaussian pdf is widely used for describing random distributions, which often leads to stable and robust systems.
The target pixel description with Gaussian pdf also has the following advantages: 1) It is robust to the small deformation of the target; 2) It reduces the influence of misdetected target pixels caused by image noise, etc.
Here the Gaussian pdf of a random vector Z = [Z1, Z2..
...Zn]
T is defined as:
in this paper, we make Zi = {xi, yi} T (xi and yi represent the detected target pixels), mZ is the mean and ΣZ denotes the covariance matrix. The Mahalanobis distance of a vector Z to the mean mZ is given by
The minimum ellipse (E(M )) that contains at least M % of the target pixels is given by
where
).
We let M be big enough (e.g. 95) so that E(M ) will contain 95% target pixels.
M 100 = 0.95 is the probability of Zi = {xi, yi} T that will fall in 2|ΣZ | area centered at mZ. The outlier out of that area will be filtered as noises.
The outline of ATR is obtained by enlarging E(M ) by k times (e.g. k = 1.25, it is the best value by our experience) to ensure that all target pixels will be included in ATR and to leave enough searching area so that most target pixels will still be in ATR at the next frame (see Fig.5 ).
5 The outline of AT R and the ellipse updated by Mahalanobis distance
Experiments
Initialization and Tracking
In the first image, we select any pixel in the target object as the target point and take another pixel outside the object as the non-target point. We consider the target point as the center, the distance from target point to the non-target point as radius to make a circle as the initial ellipse (the circle must include all the pixels of the target object).
While tracking, the shape and position of the ellipse is updated by clustering result.
Effectiveness of our new method
As shown in Fig.6(a) , the target object is a small blue notebook. In the background, there is a book parts of which contains similar colors to the target. As for our previous method, since all the predefined non-target points will be calculated (Eq. (2)), when the non-target points contain similar colors to the target object, all the pixels in the defined mask 21) will be greatly affected as shown in Fig.6(b) . As for our new method, since 2∞-means clustering (Eq. (5)) is applied, only the cross point on the ellipse contour will be considered. When the cross point has similar color to the target object, only the pixels on the ellipse radius will be affected. Thus the robustness of our new method is greatly improved as shown in Fig.6(c) . 
Comparative experiments
To evaluate the performance of our new method, we performed the comparative experiments among the following algorithms :
Method ( We have used many kinds of objects to test our system.
Some of the tested objects are: a comb, mosquito coil and high-speed moving head. Since comb and mosquito coil have apertures, the background interfusion makes them become the challenging objects. The high-speed moving head contains shape changing and 3D transformation.
From the comparative experiments, we could see:
In Fig.7 and 8 , because of the apertures in the object, the background was always interfused into the template.
While tracking, when the newly interfused background was different from the initial background:
As for Method (1), the background interfusion changed the texture in the template;
As for Method (2), the background interfusion changed the color histogram in the template;
Method (3) could not deal with 3D transformation. So all of them finally failed.
On the contrary, Method (4) could track successfully, because it used pixel-wise method and updated the ellipse contour dynamically. In Fig.7 Row 4, since the ellipse shape in frame t + 1 is updated according to the target clustering result in frame t, in the frame t + 1, if the target size shrinks rapidly, the ellipse size may be too large compared to the target object. However, unless the object moves out of the ellipse, our method will work without any problem.
In Fig.9 , Method (1), (2) failed because of the feature changing caused by 3D transformation and the distortion of high-speed moving head. Method (3)suffered from 3D transformation and too many non-target points definition. And only Method (4) tracked fast and robustly.
Through Fig.7, 8, 9 , we can see that our new K-means tracking method has successfully resolved the problem caused by the rotation and scaling of the target object. By using the variable ellipse model, our new method is robust against the 3D deformation of the target object.
In Fig.10 , we tested our new K-means tracking method with a kettle (whose moiety is transparent), a head, a hand and eyes. For the kettle, even the background had the similar colors to the object, the proposed method could track successfully. The head tracking experiment dealt with scaling, partly occlusion, and revolution. Hand tracking experiment dealt with various transformations from the initial pose such as fisting, scratching, topological changes, which were difficult for the contour-based method to track. The eyes experiment is an example for the illumination changes. The experiments with head, hand and eyes showed the potential application of our algorithm in human interface.
All the experiments were taken with an Intel Xeon 3.06GHZ CPU. The image size was 640 × 480 pixels, and when the target size was between 140 × 140 and 200 
Conclusion
In this paper, we present an improved k-means tracking method under color image sequence. Inheriting the advantages of our previous system, with a single target point and a variable ellipse model which is adaptively controlled by the target detection result. We improve our tracking system in speed, stability and the scale or shape of the target object. Real-time K-means tracking becomes possible. 
