Abstract. Vehicle detection and tracking in real scenarios are key components to develop assisted and autonomous driving systems. Lidar sensors are specially suitable for this task, as they bring robustness to harsh weather conditions while providing accurate spatial information. However, the resolution provided by point cloud data is very scarce in comparison to camera images. In this work we explore the possibilities of Deep Learning (DL) methodologies applied to low resolution 3D lidar sensors such as the Velodyne VLP-16 (PUCK), in the context of vehicle detection and tracking. For this purpose we developed a lidar-based system that uses a Convolutional Neural Network (CNN), to perform pointwise vehicle detection using PUCK data, and Multi-Hypothesis Extended Kalman Filters (MH-EKF), to estimate the actual position and velocities of the detected vehicles. Comparative studies between the proposed lower resolution (VLP-16) tracking system and a high-end system, using Velodyne HDL-64, were carried out on the Kitti Tracking Benchmark dataset. Moreover, to analyze the influence of the CNN-based vehicle detection approach, comparisons were also performed with respect to the geometric-only detector. The results demonstrate that the proposed low resolution Deep Learning architecture is able to successfully accomplish the vehicle detection task, outperforming the geometric baseline approach. Moreover, it has been observed that our system achieves a similar tracking performance to the high-end HDL-64 sensor at close range. On the other hand, at long range, detection is limited to half the distance of the higher-end sensor.
Introduction
The ability to identify and to consistently track vehicles over time is crucial for the development of Advanced Driving Assistance Systems (ADAS) and Autonomous Driving (AD) applications. A robust vehicle tracking module is a powerful base block to elaborate further systems, such as traffic merging [31] , cruise control [12] , lane change [28] , collision avoidance [7] or vehicle platooning [1] . Real-world driving scenarios are complex and very dynamic on their own. In addition, the appearance of those scenarios can be greatly affected by a number of factors including context (urban, road, highway, etc), day-time (sunrise, sunset, night, etc) and meteorological conditions (rain, fog, overcast, etc). Optical cameras may fail perceiving correctly the environment in certain conditions, therefore other robust sensors are needed. Lidar technology provides the desired robustness and precision under harsh conditions [21] , which make laser scanners suit for autonomous driving applications. Although lidar sensors are expensive compared to artificial vision technologies, recently more affordable models are being introduced into the market. An example is the new Velodyne model VLP-16, which price is an order of magnitude lower than the well known HDL-64 lidar sensor. This fact bridges the gap between technologies, especially taking into account not only the sensor cost, but also the required processing equipment.
Lidar point clouds have been traditionally processed following geometrical approaches like in [20] . However, recent works [8] , [5] are pointing at Deep Learning techniques as powerful tools to extract information from point clouds, expanding their applicability beyond image processing tasks. In previous works [26] , we developed a vehicle lidar-based tracking system that used a Fully Convolutional Network (FCN) to perform per-point data segmentation using a Velodyne HDL-64 sensor. In this paper we expand the possibilities of this DL segmentation approach, applying it to lower resolution lidar data.We use the Kitti Tracking Benchmark dataset [9] , decimating the Velodyne HDL-64 point clouds to match the PUCK sensor descriptions. The resulting low resolution information is used to train a new convolutional architecture for detecting vehicles which outputs are feed into a multi-hypothesis tracker module. The tracking results are finally evaluated using the Kitti evaluation server. We investigate how the sensor Fig. 1 . HDL-64 and VLP-16 specifications and its Kitti dataset effective FOV resolution affects the overall system performance through a comparative study using both mentioned sensors. To assess the CNN based vehicle detector module we report the point-wise precision and recall values obtained through a 4-fold cross-validation process. Moreover, we analyze the contribution of the proposed convolutional approach by comparing it with the tracking results obtained using two alternative systems: a geometric detector and an ideal detector that is the pixel level ground truth used to train the network.
Related Work
Object Detection in Lidar Point Clouds. Classic approaches for object detection in lidar point clouds use clustering algorithms to segment the data, assigning the resulting groups to different classes [2, 27, 6, 18] . Other strategies, such as the one used as baseline method in this paper, benefit from prior knowledge of the environment structure to ease the object segmentation and clustering [20, 24] . 3D voxels can be also created to reduce computational costs by grouping sets of neighbor points. Graphs can be later built on top of grouped voxels to classify them in objects [30, 25, 19] . More recent methods are able to process the point cloud space (raw, or reduced in voxels) to extract hand-crafted features such as spin images, shape models or geometric statistics [3] . Vote3D [29] uses this second approach and encodes the sparse lidar point cloud with different features. The resulting representation is scanned in a sliding manner with 3D windows of different sizes, and an SVM followed by a voting scheme is used to classify the final candidate windows.
Deep Learning for Object Detection on Lidar information. Deep learning techniques and Convolutional Neural Networks have been applied with great success to classical computer vision problems such as object classification [13] [11], detection [22] , [23] , and semantic segmentation [17] . Some early approaches on using CNNs to detect vehicles over 3D lidar point clouds make use of 3D convolutions [14] or sparse 3D convolutions acting as voting weights for predicting the detection scores [8, 10] . However, due to the high dimensionality and sparsity of 3D lidar data, deploying them over point clouds implies high computational burden. Another adopted approach is to apply the well know 2D convolution tools over equivalent 2D representations of the 3D point cloud. In this way, [15] predicts the objectness of each point as well as vehicle 3D bounding boxes by applying a Fully Convolutional Network over a front view representation in which each element encodes a ground-measured distance and height of the corresponding 3D point. The recent evolution of [15] combines RGB images with lidar information to generate accurate 3D bounding box proposals, obtaining state of the art results in the detection challenge of the Kitti dataset [5] . However, this method does not fulfill the lidar-only requirement that we impose in our work.
System Description
We now describe our full working system for detection and tracking vehicles on lidar data. It is composed of an initial preprocessing step of the lidar information. Subsequently, a convolutional network performs per-point vehicle detection, which results are later used to obtain bounding boxes of vehicle proposals. Finally, using as additional input the ego-odometry, these vehicle proposals are tracked through time, obtaining information about their poses, dimensions and velocities. The following sections describe the above mentioned modules in detail.
Data Arrangement
Raw point cloud information is usually received unordered and unsized, as there are missing and multi-reflected beams that produce a variable number of points. In order to ease the geometric processing of information with 2D convolutions we create a more efficient image-like representation by re-arranging each point cloud in a matrix (M ) of constant dimensions using spherical coordinates. Each Cartesian point is extracted from the point cloud and transformed to spherical coordinates p(x, y, z, r) → p(φ, θ, ρ, r), where r aims for the energy reflected on each beam. Its angular values are encoded using the M indexes, row for elevation (φ), column for azimuth (θ). In this way, each pair (φ, θ) stores the range (ρ) and reflectivity (r) perceived. As the Kitti tracking benchmark provides only labels for the elements within the front camera field of view, we restrict our 3D point cloud to the corresponding angles. The remaining points are then transformed as specified above. The final dimensions of M depend therefore on the sensor angular resolution (∆φ, ∆θ), which details are specified in Fig. 1 . Missing points are labeled with an invalid-point code, and multi-echoes account only for the closer detection. The dataset contains only data of the Velodyne HDL-64 sensor, so we decimate it according to the PUCK specifications. For the VLP-16 sensor, we compose an M matrix of 9×401, whereas in [26] the size was of 64×451 for the HDL-64 lidar. Some examples on the M arrange are shown in Fig. 2 . Notice that although specifications in Fig. 1 show 16 vertical layers for the VLP-16 lidar, only 9 geometrically corresponding layers can be extracted from the HDL-64 raw data of the Kitti dataset because the elevation FOV is not coincident between sensors. Nevertheless this is not relevant for the system performance, as the sensor is mounted on the roof of the vehicle and hence the missing layers would point upwards. To get the ground-truth representation needed for the supervised learning process, we use the 3D-oriented bounding boxes expressed in camera frame provided with the Kitti tracklets. Using the available calibration matrices, we convert these bounding boxes to PUCK coordinates and assign an ID to all 3D points lying inside each bounding box. Finally, the generated ground-truth 3D labels are encoded in the image-like space, with pixels assigned to any of the background or vehicle classes.
Convolutional Network for Lidar Vehicle Detection
Our aim is to classify each 2D pixel encoding a 3D point as belonging to the class vehicle or background, which can be considered as a binary per-pixel classification problem. We therefore seek to find the probability of each pixel to belong to a vehicle or background: p(k|p i ), where k ∈ {vehicle, background}; i ∈ 1, ...N , and p i ∈ R 3 represents each point of the point cloud P of the Euclidean space. We tackle the stated problem in the same way as in [26] , having in mind the recent success of Fully Convolutional Networks architectures [17] . However, as the information provided by the PUCK lidar is scarcer, a simpler architecture composed by two convolution and deconvolution blocks plus the final classifier has been designed. Each block uses 3 × 15 convolutional filters, followed by a batch normalization and relu non-linearity. In addition max-pooling is used after the convolutional blocks to reduce the output dimensionality.
For the learning process, we back-propagate a Weighted Cross Entropy (WCE) training loss L defined as,
where H, W, K refer to the height, width and channel (class) of the output predictions,Ŷ, Y are respectively the predictions and ground-truth classes,
is a binary selector function that gets the probability associated to the expected ground truth class. ω(k) is a class-imbalance regularizator computed from the training set statistics as the ratio between background and vehicle points.
Bounding Box Extraction and Matching
To extract bounding boxes from the set of vehicle points obtained, we apply an Euclidean clustering algorithm. Then, we filtered the obtained groups by size and number of points. The height of the remaining clusters is calculated and stored. Subsequently, we project each cluster into the X − Y plane and keep for each azimuth angle the points with the minimum range, aiming to get the object external perimeter. We fit a 2D oriented bounding box to all the resulting objects, which will give us relevant information to be used by the tracker: width, length, 2D centroid, orientation and fitting error. The oriented bounding box fitting process consist in performing an angular swept of BB candidates in the [− π 4 , π 4 ) interval. For each candidate we cast simulated 2D PUCK beams following the sensor specification on the azimuth resolution to obtain the geometrically equivalent impact over the boxes. The best 2D fitting box is then chosen as the one with the minimum mean square distance between the real vehicle detected points and the simulated ones. Observed bounding boxes are finally compared with the active tracks predicted positions, associating the closest observation-track pair according to a threshold on its Mahalanobis distance. In this way, bounding boxes successfully associated will be used to perform a correction step of the Kalman filter, while not associated ones will initialize new tracks and unmatched tracks will be eliminated after few iterations.
Lidar-based Vehicle Tracking
The tracking system has been implemented following the same 2D approach that in our previous work [26] , which results in a reasonable simplification since wheeled vehicles transit on the road plane. In this context each vehicle gets fully described at any time instant by its 2D oriented bounding box (BB).
For each BB we start a MH-EKF, which tracks its 2D position, orientation, velocity and inverse curvature radius with the following state vector:
where p (x, y) is the BB's position (we also define π (x, y, θ) to be the BB's pose), v is the linear velocity in the local x direction, and ρ is the inverse of the curvature radius (so that the angular velocity is ω = vρ). Due to the limited geometrical information available in lidar sensors we establish N hypotheses for the box motion. In our case, N = 2 i.e, considering one possible movement along the main horizontal axis, and another across it. Initially we assign uniform weights to all hypotheses,
Each EKF estimation x i evolves according to two models. On one hand, the motion model x ← f (x, w, ∆t) described as:
where ← represents a time-update. On the other hand, the measurement model y = h(x i ) + v, detailed as:
In these models, w = (w v , w ρ ) and v are white Gaussian processes, is the subtractive frame composition, π V is the pose of the own vehicle, which is considered known through simple odometry, and π S is the sensor's mounting pose in the vehicle. The measurement y = (x S , y S , θ S ) matches the result of the segmentation algorithm in sensor frame.
At each new observation, the weights are updated according to the current hypothesis likelihood λ i , that is,
where z i = y − h(x i ) is the current measurement's innovation, and Z i its covariances matrix. Weights are systematically normalized so that w i = 1. Finally, when a weight drops below a threshold τ , its hypothesis is discarded. Only one filter remains a few observations after the initial detection.
Experimental results
Kitti Tracking Benchmark. The experiments detailed in this Section have been carried out using the Kitti Tracking Benchmark. The dataset is composed of 21 training sequences containing 8000 Velodyne HDL-64 scans with groundtruth annotations and 29 sequences containing 11095 scans gathered in a testing set. Results are evaluated through the official Kitti evaluation scripts, checking the intersection over union of 2D image-plane bounding boxes. This technique is more suitable for RGB based methods than for lidar-only systems: in the second case it is also required to adapt the 3D results to the image plane. Notice that the amount of data used by lidar methods is much more scarce than RGB, as can be seen in Fig. 2 . Quantitatively a Kitty RGB image has a size of 375 × 1242 × 3 = 1.4M whereas our Velodyne representation sizes are 64 × 451 × 2 = 57.7K for the HDL-64 and 9 × 401 × 2 = 7.2K for the simulated PUCK. It means that lidars use respectively a 4% and a 0.5% of the total data available to image based techniques. All the parameters were set using only the training data and kept fixed during all the experiments. Specific details on the training procedure as well as the MH-EKF settings can be found in [26] . The main difference in this research work is the minimum number of points needed to consider a detection as valid, which is set to 3. Some qualitative results are shown in Fig. 3 , where in the first three rows are depicted the detections obtained by the PUCK system. The last two rows of this Figure show results on the same scene for both HDL-64 and simulated PUCK data, which clearly exemplifies the differences in performance. Quantitative results are expressed using the metrics provided by Kitti, that are described in [4, 16] .
Point-wise vehicle classification Results
We train our CNN classification module with a 4-fold cross-validation process dividing the training set in four subsets and using each time a different one for validation. We stop training when we notice a high recall degradation rate, as it is considered very important for autonomous driving tasks. At this point, the HDL-64 sensor mean Precision/Recall values were 75.9%/74.9%, whereas for the simulated PUCK they reached 69.9%/78.8%. Regarding the final models trained with the full training set, we stop the learning process at the same point.
For both lidar sensors, we analyze the influence of our deep learning detection module on the overall system performance by comparing three different detector approaches. The first method, considered as baseline, rely only on geometry, the second one is the presented CNN, while the third detector is the Kitti training ground-truth, that sets up the upper limits for the rest of the systems (i.e. in the case the detector produces the ideal output). Evaluation results of these methods are respectively reported in Table 1 , over the full dataset, only the testing set, and only the training set. The geometric-only detector that we set as a baseline for the system, uses the ground removal algorithm described in [20] . Then a clustering step is performed along with the bounding box fitting process described in Sec.3.3. Finally, it uses the rectangular fitting error to classify clusters in three different classes: vehicle clusters, which have a low fitting error and are allowed to associate with existing tracks as well as to start new ones; non-vehicle clusters, which fitting error exceeds the non-vehicle threshold or whose dimensions are over the allowed size; and possible vehicle clusters, which fitting error is in between the other two thresholds and consequently are allowed to be associated with existing tracks but not to create new ones. Observing the results, we can conclude that for both sensors the tracking system performs systematically better when our the Deep Lidar module is used as detector, instead of the Geometric approach.
It is noticeable that the MT/PT/ML metrics of the PUCK sensor CNNdetector are closer to the ideal system performance (GT columns) than those obtained with the HDL-64 detector. This is due to the sensor lower resolution that makes distant objects almost undetectable, and suggests that our CNN detector performs very well with PUCK data, and that there is room to improve the detection of far vehicles in our HDL-64 version. The same conclusion holds for the rest of the metrics. This is, relatively to its GT capacities, the PUCK system with the deep detector gets noteworthy values, although those are in general lines low due to the sensor characteristics and its scarce data.
Detection distance evaluation
We performed different experiments to gain an insight to the maximum detection distance that our low resolution system can manage. For this experiments, point-level segmentation ground truth was used in order to decouple the effect of the CNN in the system, filtering at different maximum distances both the tracking results and the Kitti tracking ground truth to exclude from evaluation the objects not present in the selected area. Attending to the results, two distance performance metrics have been defined. On one hand, the effective detection distance, which we defined as the maximum distance at which the system recall (T P/(T P + F N )) remains over a 90%. On the other hand, the maximum detection distance, a less restrictive measure to obtain the distance at which at least a third of the new vehicles are correctly tracked. To calculate it, we set an incremental recall metric (∆T P/(∆T P + ∆F N )) that computes the recall with the TP and FN increments produced due to an increase of the distance threshold. Results of these maximum distance experiments are shown on Table 2 , where it can be appreciated that systems based on both high-end and low resolution lidar sensors have similar performances in near field. We can also observe that the HDL-64 version achieves a maximum detection distance (incremental recall > 33.3%) of 60 meters and an effective detection distance (recall > 90%) of 40 meters, whereas the simulated VPL-16 low resolution version scores a half in the two metrics, 30 meters of maximum and 20 meters of effective detection distance. This can be clearly appreciated in Fig. 2 (left) , which shows the number of true positives and ground truth objects as function of distance for both systems.
Conclusions
In this work a low resolution lidar-based vehicle detection and tracking system has been developed. For the detection task a convolutional neural network has been designed and trained using a decimated version of the Kitti Tracking Benchmark dataset to replicate the geometrics of a Velodyne VLP-16 sensor. The neural network architecture proposed has been successfully verified, achieving a precision of 69.3% and a recall of 78.8% in a two-classes (vehicle / non-vehicle) point-wise level classification problem, while using low resolution data that represents only a 0.5% of the data present in one single Kitti RGB image. The Kitti Tracking Benchmark results show that the CNN-based detection module improves systematically the whole system performance, measured at vehicle level, in all the analyzed metrics. We show that, despite having shorter detection distance, in near field our low resolution system achieves similar performance to the high-end version, while the sensor cost is reduced by an order of magnitude. Fig. 3 . Qualitative results. In columns, images show the raw input, the Deep detector output with vehicle points in red, the final tracked vehicles and the RGB projected bounding boxes submitted for evaluation. The first three rows illustrate different PUCK results, while the fourth and fifth are a comparison between the simulated VLP-16 and the HDL-64 resolution systems. As can be seen, near field performances are similar, but the PUCK detection distance is shorter.
