Trajectory data of floating cars form an important data source for the studies on transportation, while map matching is always one essential step for them. Most map matching algorithms perform better with trajectory data of high sampling rates than with those of low sampling rates, but the latter can be commonly accessed because of their low cost. In this article, we proposed a map matching algorithm based on then hidden Markov Model. In this algorithm, we concerned both position and direction information for calculating observation and transition probabilities and solved the labelling problem with the Viterbi algorithm by maximizing the state sequence probabilities. We carried out a case study with the GPS trajectory data of floating cars and road network data of Wuhan. The results show that this algorithm can effectively match trajectory data of low sampling rates with the road network with good topology, and the correct rate can reach up to 86% within an acceptable time cost. In particular, it performs well even in some error-prone scenarios, such as two-way multiple parallel lanes, intersections, overpasses and roundabouts. Furthermore, we also discussed factors that might affect the accuracy and efficiency of this algorithm, particularly investigating the effect of topology correctness of the road network.
I. INTRODUCTION
With the continuous development of intelligent transport systems (ITSs) and smart cities, taxis have been commonly equipped with GPS receivers to locate them in real time and are also known as floating cars. In this sense, floating car data (FCD) are composed of massive historical trajectories of taxis in a city. It provides an important data source for various studies of location-based services (LBS) and ITS [1] . In detail, FCD can be applied for positioning [2] , travel time estimation [3] , [4] and traffic prediction [3] . However, errors of GPS devices, saying 5-10 meters, are inherently present, particularly in an urban environment distributed with tall buildings. This could largely result in mismatches between the FCD and the corresponding road network, i.e., cars seem to be running off the roads instead of on them. Therefore, we need to process FCD to match the trajectories with the corresponding road segments, which is so-called ''Map Matching'' procedure.
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A number of studies have been done on developing map matching algorithms or techniques in recent decades. Quddus et al. [5] summarized them into four types: geometric-based algorithms, topology-based algorithms, probability-based algorithms and advanced-mathematicaltheory-based algorithms. Geometric-based algorithms are mainly concerned with the geometric features of road networks and trajectories, such as point-to-point [6] , point-toline [7] and line-to-line [7] , [8] algorithms. Algorithms based on mathematical theories have been proposed for large-scale FCD [9] - [11] , but essentially, they are still geometric-based algorithms. Algorithms of this type feature a high computational efficiency empowered by parallel computing techniques. However, they could be unstable and easily obstructed by outliers in high density areas due to ignoring the topology information, such that the matched points near to each other could even be unachievable [5] .
Note that topology information is always ignored by geometric-based algorithms, which could bring about confusing or unreasonable mismatches in some complex scenarios, such as overpass structures. In contrast, topology-based algorithms are developed with an emphasis on topology relationships between FCD and road networks. This type of algorithm includes topology-weighted algorithm [12] , the simple map matching algorithm [13] , the enhanced map matching algorithm [14] and the weighted map matching [2] algorithm. These algorithms incorporate topology information by treating road networks as graph structures. However, they usually perform better with high sampling rate FCD rather than with low sampling rate FCD. Different from the above two types of algorithms, probability-based algorithms treat GPS locations as random variables and trajectories as stochastic processes. The Hidden Markov model (HMM) has been frequently used in these algorithms [15] - [18] . Notably, HMM-based methods perform very well [19] . They are empowered by considering both geometric and topology information, yet no training data are required. However, they could be affected by label-bias problem [20] , and are computationally expensive due to the calculations of pair-wise shortest paths.
Furthermore, some advanced mathematical and artificial intelligence theories are used for map matching, such as fuzzy logic [21] , neural networks [22] , the Kalman filter [23] , [24] , particle filters [5] and the Dempster-Shafer theory [25] . Such algorithms usually require a large training data set to perform point-by-point matching, which makes their application difficult, even if employing road vertices as part of the training data. In addition, it could be unreasonable to simply regard trajectory data as a collection of independently and identically distributed random variables of a stochastic process. In this sense, an HMM could be a better candidate in that it does not need a huge training data set and considers trajectory information as a whole process.
In addition to topology of a road network, speed information of road segments is another key point to calculate travel time in a number of algorithms, e.g., ST-Matching [26] , IF-Matching [27] and the algorithm proposed by the winner of SIGSPATIAL GIS Cup 2012 competition in conjunction with the 20th ACM SIGSPATIAL Conference on Advances in Geographic Information Systems [28] , in which any pair of road segments are distinguished by comparing their two speeds with the corresponding GPS observations. Truly, travel time could be a more accurate metric than road network distance adopted in this study, but speed information of the road network data is unavailable in this study. Moreover, the directional information of GPS observations is useful and important for effectively reducing the candidate set in map matching [28] . The IF-Matching algorithm concerns the directional information with regarding the direction error as a uniformly distributed random variable, whereas we considered these errors as more likely obeying a normal distribution. In this study, we took the winner of ACM SIGSPATIAL GIS Cup 2012 competition for performance comparison.
The sampling rate of FCD could essentially affect the map matching accuracy [1] , [5] , [29] . Generally, low sampling frequencies are detrimental for map matching. However, FCD of low sampling frequencies might be the only available data due to hardware and cost limits [1] , [27] . We used such data in this study.
Here, we proposed an improved HMM map matching method that concerns topological information of the road network, positional and directional information of FCD. It shows apparent advantages in avoiding the label-bias problem, reducing the computational cost and mitigating the effects of topological errors in a road network. In this article, we also explored the impacts in details of road network topology on map matching results.
The structure of this article is organized as follows. In section II, we restate the map matching problem mathematically and introduce its solution theoretically. In section III, we introduce the FCD of Wuhan and its preprocessing.
In section IV, we present the results and evaluate the performance of the proposed HMM-based approach, and in section V, the article is concluded and future work anticipated.
II. METHODOLOGY A. HIDDEN MARKOV MODEL IN MAP MATCHING
An HMM models a system assumed to be a Markov process with unobservable states and observable observations [30] . For a state x i , we can obtain a corresponding observation g k with observation probability o ik . This state could transfer to another x j with a transition probability t ij . At first, it will be in a certain state x i with a probability µ i , namely, the initial state probability. As time goes by, the system can be transferred into different states. Sequences of observations and states are the so-called observation sequences and state sequences. For all the observations and states, observation probability matrix O and transition probability matrix T can be defined accordingly. The parameters O, T, µ can then be used to describe the HMM.
In general, an HMM can be used to solve the following three types of problems: 1) Generalization problem: Identify an observation sequence with maximum possibility for given O, T, µ. 
and the transition probability matrix T can be defined as
For a map matching problem, the number of states tend to be infinite and grows with the online time of a car, and the state spaces for each observation differ from each other. Therefore, we need to find the observation and transition probabilities and modify the algorithm accordingly for map matching.
B. MAP MATCHING PROBLEM 1) TERMS AND NOTATIONS
First of all, we would like to clarify some specific terms to facilitate the following problem definition and algorithm description: road network, road segment, GPS observation, GPS direction, GPS trajectory, state point, candidate state point, state direction and state trajectory.
Road Network: we here use a directed graph structure to represent a physical road network, denoted R. Vertices are extracted from junctions and endpoints, and edges from road segments. This conversion can be conveniently achieved via the tools provided by the R package shp2graph [31] . Before conversion, the topology correctness of the road network should be ensured, and topology errors, such as dangling arcs, overshoots and undershoots, should be fixed as necessary [32] .
Road segment: a road segment r represents a physical road or one part in a road network. It contains two vertices and a series of geometric nodes. Its orientations are expressed as a series of directions of each line segment r d = r d 1 , r d 2 , · · · , r d n , and its length is marked as r l .
GPS observation: a GPS observation g is a vector recorded by a GPS receiver, which is composed of taxi ID, observation time g t , longitude g long , latitude g lat , speed, direction g r ∈ [0, 2π), and occupational information. The ith GPS observation is denoted g i .
GPS direction: directional information is normally recorded by a GPS receiver. However, it will always be noisily returned as 0 when the car is static. It is meaningless for this study. A potential noise of directions g i r is recalculated as
where g i−1 and g i+1 are two GPS observations adjacent to the observation g i , respectively. GPS trajectory and passenger trajectory: a GPS trajectory refers to a sequence of GPS observations of a taxi, denoted t = g i i = 1, 2, · · · , n . A passenger trajectory is the subset of a GPS trajectory when the taxi is taking passengers.
State point: a state point s refers to the physical position corresponding to a GPS observation. It can be regarded as the result of map matching, and one GPS observation can only be matched to one state point.
Candidate state points: candidate state points refer to a set of points C g = {x 1 , x 2 , · · · , x n } (x i ∈ r j , i = 1, 2, · · · n, r j ∈ R) on the road segments, from which we can select the state point corresponding to GPS observation g.
One GPS observation can be matched to more than one candidate state point.
State direction: the state direction of a state or candidate state point is defined as tangent angle of the corresponding trajectory.
State trajectory: the state trajectory refers to a sequence of state points and can be denoted τ = s i i = 1, 2, · · · , n .
2) PROBLEM DEFINITION
In essence, a map matching problem can be generalized as an optimization problem to find the optimal solution of matching given GPS observations with a road network. The relationship between a corresponding GPS observation g and its physical position x can be defined as
where x ∈ r, r ∈ R, and µ represents the GPS observation error. For a GPS trajectory, the above formula can be rewritten as
where x 1 ∈ r 1 , x 2 ∈ r 2 , · · · , x n ∈ r n and r 1 ∈ R, r 2 ∈ R, · · · , r n ∈ R. The map matching problem can then be transformed into the following target:
i.e., solving the map matching problem involves finding an optimally approximate point on the road for each GPS observation. In this study, we redefine the objective function as a stochastic process,
and the solution will be finding an optimum state trajectory {s i |i = 1, 2, · · · , n} with maximizing the matching probability.
To optimize the objective function using an HMM, the following assumptions should be made:
1) Any car is traveling on a specific road in the given road network [5] . 2) Drivers always tend to choose the shortest path between two locations that are close enough [20] . For the first one, all the traveling FCD are ensured to be matched successfully and effectively; in contrast, static cars, parking in a lot, should be excluded, as it is meaningless to devise map matching for them. For the second one, drivers are assumed to make the shortest choice by default between adjacent GPS observations. We can then define the observation and transition probabilities with these two assumptions in the next section.
3) OBSERVATION PROBABILITY
The observation probability is used to describe how likely a GPS observation g is to correspond to a candidate state x. It can be expressed as a conditional probability by concerning both locational and directional information as
Theoretically, the directional information as an individual dimension could be assumed to be independent of the positional information, so we can rewrite (8) as
where P (x = x 0 |g) and P (x r = g r |g r ) are called the position conditional probability and direction conditional probability, respectively. Moreover, we assume that the GPS positioning error obeys a normal distribution, N (µ, σ 2 ). We denote the Euclidean distance between a state point and a GPS observation as d(x, g), and it can be expressed as
where x means the spatial coordinate of state point g.
The position conditional probability of the state point is assumed to follow a normal distribution and can be formulated as
where µ represents the positioning error expectation, including both system errors of GPS devices and mapping errors; σ 2 d is the variance of positioning errors. A directional variable should be continuous and range within [0 + 2kπ, 2π + 2kπ] k=0,±1,··· . In our data set, the direction is recorded as a random variable that ranges within x x ∈ [0, 360], x ∈ N + . Moreover, they could be affected by the speed when observed. We define a function
and its value ranges within x x ∈ [0, 360], x ∈ N + . The direction conditional probability is defined by the following normal distribution,
where µ r is the system error from a GPS device, and σ 2 r the variance of directional observation errors.
Finally, we calculate the observation probability P O (g) by considering both positioning errors and directional information, i.e., P(x|g) times P(x r = g r |g r ), which could be expressed as (14) .
The transition probability is used to describe how likely a car travels from x i to x i+1 . According to the second assumption, we use the shortest path distance D(x i , x i+1 ) and Euclidean distance d(x i , x i+1 ) to define the transition probability
where D(x i , x i+1 ) can be solved by the Dijkstra or A* algorithm. Because the Euclidean distance is always the minimum distance between any pair of points in the geographic space, P T (x i+1 |x i ) ≤ 1.
5) LABELING PROBLEM
We here use the Viterbi algorithm to solve the labeling problem in map matching [1] . We use function C(g) to obtain a set of candidate state points, {x 1 , x 2 , · · · , x n }. In total, there are four steps in the Viterbi algorithm. and the details are presented as follows.
First, for the first observation j, calculate a q(j) value for each x j ∈ C(g 0 ) according to (16) 
Second, for the kth observation (k > 1), calculate q k (i) and p k (i) values for each x k,i ∈ C(g k ) and x k−1,j ∈ C(g k−1 ) according to (17) and (18) 
Third, for the last observation, determine p * n according to the following (19):
Fourth, for each x k ∈ {x 1 , x 2 , · · · , x n−1 } calculate its p * k according to (20) ,
Finally, the state trajectory has been found.
C. MODEL VALIDATION
To evaluate the algorithm performance, we adopted four diagnostics, including the correct rate R C , matching correct rate R M , average correct rateR C and average matching correct rateR M . They could be calculated via the following equations, R C j = number of correctly matched points in j number of points having candidate states in j 
where j indicates a piece of trajectory, J is the set of all the trajectories. R C and R M explain the correct rate on each single piece of trajectory, whileR C andR M explain the overall performance of this algorithm. With passenger trajectories labeled manually, we can use them to validate our proposed algorithm. For this purpose, we developed a web-based application to produce the testing data set by matching them manually, checking the matching results and finding specific errors for debugging. Its user interface is shown in Fig. 1 .
The manually matching process for validation contains the following steps: 1) Compare the directions of a GPS observation and roads close to it, and pick the most consistent road segment. If there is more than one road segments of a similar direction, then pick the closest one.
2) Determine whether the road segment matched currently
is connected with the one matched to the previous GPS observation. YES means a successful match, whereas NO indicates a potential mistake and that the GPS observation should be re-matched. 3) Repeat the above two steps until all the GPS observations are matched successfully. 
III. DATA A. FCD OF WUHAN
The FCD of Wuhan were collected in the period ranging from February 1st to June 30th in 2015. Each piece of observation contains nine fields: taxi ID, time, longitude, latitude, speed, direction, weight status, ACC status and working status, as shown in table 1. Its sampling rate is 60 seconds per record. Its total size is more than 360 million pieces of records collected from 8308 taxis. We preprocessed the FCD according to the diagram shown in Fig. 2 , from which passenger trajectories were extracted. Generally, one passenger trajectory will only contain several tens of GPS observations after preprocessing. 
B. ROAD NETWORK DATA
We downloaded the road network data of Wuhan from Open-StreetMap (www.openstreetmap.org). It contains 19,608 road segments with the following attributes including the following: object ID, OSM ID, code, feature class, name, oneway, max speed, layer, bridge, tunnel, and shape length.
In particular, different types of roads are marked by the attribute feature class, including ''tracks,'' ''highways,'' ''primary ways,'' ''secondary ways,'' ''cycleways,'' ''footways,'' ''living streets'' and ''residential ways .'' The road network data are mapped with the feature classes in Fig. 4 . Note that not all the types of roads are suitable for taxis (e.g., footway and cycleway), which have been excluded. First, the road network data should be processed with any topology errors fixed. The processing diagram is shown in Fig. 3 . First, remove ''footways'' and ''cycleways'' to reduce the number of roads to prevent a mismatch because ideally, taxis should never travel on them. Second, break all the road segments belonging to the same layer. Third, remove pseudo nodes, and break two road segments in different layers if an end point of one road segment locates in the middle of another road segment. Next, deal with all the segments that may contain one or more dangling vertices. Finally, leave the largest self-connected component as the final road network to be used.
With the topology corrected, we built an all-to-all distance matrix among all the vertices and saved it into a binary file [33] , which helped in improving the computational efficiency for searching the shortest paths. For the road network data used in this study, we acquired a distance matrix of a size 5.30 GB calculated via the following equations,
where b is the size of the distance (usually 64 bits for a double precision floating point number) and n is the number of nodes, reducing the number of nodes is an aim of this preprocessing. It should be noted that the OSM road network data were accessed in 2017, while the FCD were collected in the first half of 2015. There is no big change of the road network from 2015 to 2017 in Wuhan, particularly within the central part, where most of the taxis gather daily. Minor changes temporary traffic controls would not significantly affect the matching results. Nevertheless, the quality of road network data will be always the primary concern, saying topology correctness. In this study, we took the OSM road network data, of which the free access provides great convenience for studies of this type. Its poor quality, particularly in instances of topological errors, however caused quite a lot troubles for the experiment. Surely, better results could be anticipated if high-quality road network data is available, like navigation map data.
IV. EXPERIMENTS AND RESULTS

A. MAP MATCHING WITH THE FCD OF WUHAN
We conducted an case study with the cleaned road network data and taxi GPS data shown in Section III. The algorithm was implemented via the Python language with GDAL [34] , i-Graph [35] and ArcPy [36] libraries.
We chose the trajectory data of the 36th taxi for testing, spliced it and selected 100 passenger trajectories. We tested our algorithm with the labeled data by setting σ d as 50 and σ r as 20 to ensure that candidate states for each GPS observation could be found. The correct rates of each piece of passenger trajectory and their frequency distribution are presented in Fig. 5a and 5b, respectively. TheR C is 86.927%, and its variance is 0.0166. This is an acceptable accuracy for an HMM-based map matching algorithm with a low sampling rate.
B. FACTORS AFFECTING THE MATCHING
There are many factors that may influent our map matching algorithm. In general, they are σ d , σ r , the comprehensive influence from them, the length of trajectory and the topology condition of the road network. We designed and conducted experiments for discussing each of them.
First, σ d could be a primary influential factor for the map matching algorithm. We carried out a series of experiments by setting σ d as 20, 30, 50 and 100, respectively. Then, we checked the four correct rates and time costs from them. The results are as presented in Fig. 6, and Fig. 11 , respectively. As the σ d grows, R M andR M increased and then decreased. Additionally, R C andR C increased and then decreased. The reason could be that a GPS observation may correspond to more candidate state points with a larger σ d . However, the more candidate state points that were selected, the lower q of the true state point were, which led to a mismatch. Therefore, the R C andR C will be reduced if the σ d is too large.
The parameter σ r also affects the results a lot, as shown in Fig. 7 . We set it to 1, 5, 10, 20, 30, 45 and 60, respectively with σ d varying from 10, 20, 30, 50 and 100. We found that a larger σ r tends to be better. The reason could be that a small σ r may lead to a very small probability of direction. That is why the reason to choose a σ r as large as reasonably possible.
The joint influence from σ d and σ r is shown in Fig. 8 . From the frequency distributions of R C and R M , we chose The relationship between the trajectory sequence length and correct rate is shown in Fig. 9 with different σ d and σ r . Results show that there is no highly obvious relationship between the correct rate the and the length of trajectory. However, as the length of trajectory grows, the match correct rate shows a slightly decreasing tendency. Therefore, the matching accuracy could be better if the length a piece of trajectory is short.
As the calculation of shortest path distance relies on correct topology of the road network, it may significantly affect the results. The topology of the raw OSM road network data is very poor. We conducted an experiment to compare the matching correct rates with the raw data (poor topology condition) and processed road network data (with topology corrected). The σ d was set to 50 m. For the 36th taxi, the matching results are shown in Fig. 10 . The average matching correct rate with the raw OSM data is 71.500%, whereas that with the topology corrected road network is 85.950%. These two correct rates seemed to be close, but we checked their distribution ( Fig. 10a and Fig. 10b ) and variance (0.041 with the raw OSM data and 0.016 with the topology corrected road network data). Which shows that the matching results with the topology corrected road network data is much more reliable. Therefore, topology correction is indispensable.
In addition to the effects on the matching accuracy, we also discussed the impacts of σ d and σ r on the computational time. From Fig. 11 , we could find that the computational costs do not change much when the total number of candidate states grows rapidly. This means that most of the time cost could be spent on searching candidate states, yet the Viterbi algorithm does not cost much time. We suppose that the matching time could have no relationship with the σ d , which is the important role of the distance matrix. Then, it is recommended to choose a larger σ d to incorporate more candidate states.
C. ERROR CASE ANALYSIS
As seen from Fig. 5 , the correct rates of the 20th and 87th trajectory were worse than those of the others. We investigated them in detail to explore the causes and inadequacies via the web-based tool. The error cases in the 20th trajectory are shown in Fig. 12 . As noted in Fig. 12a , the 6th point was matched incorrectly, which could be mostly caused by complicated branches, even very difficult for matching manually. However, the mismatch in this scenario would not result in a large loss, as these branches usually tended to be short, and the correct choices were subsequently found in the following matches. Similar situations also occurred to the 9th,10th, 11th, and 15th observations. In Fig. 12c , the 56th point seemed to be incorrectly matched to the road segment in red via manual matching (i.e., the road segment in blue). However, we found that the road segment in red seemed to be a more reasonable choice rather than the blue one. In other words, the algorithm obtained a 'correct' result, while the human's matching choice was incorrect. Fig. 12d shows the matching result for the 36th point. It is matched to the red segment by the algorithm, but the short blue segment could be more reasonable according to the 37th point's location and direction. It could be considered to be confused by the 38th point.
In Fig. 13a -c, we present the matching results of the 87th trajectory. In Fig. 13a , the 1st point was supposed to be matched to the road segment in blue. However, the candidate Y. Hu, B. Lu: HMM-Based Map Matching Algorithm for Low Sampling Rate Trajectory Data state searching distance was too short for the algorithm to pick any candidate state points on the road segment in blue. Therefore, it is imposable for the algorithm to match it correctly. In Fig. 13b , for the 2nd point, the matching could be misguided by the direction information. Its estimated direction was 328.76, but it is obviously not true. The 13th to the 21st points were mismatched in Fig. 13c . Both manual matching and our algorithm determined that the taxi stayed on the same road, but it is difficult hard to ensure whether it was the red road segment or the blue one. The algorithm picked the red one while the human chose the blue one.
D. ALGORITHM COMPARISON
To further analyze the performance of the HMM-based algorithm, we compared it with the winner of ACM SIGSPATIAL GIS Cup 2012 competition (abbreviated as ACM algorithm). Note that we have to modify the ACM algorithm, where we used the shortest path distance instead of travel time in the step ''Derivation of Final Mappings'' as proposed in the ACM algorithm [28] due to the absence of speed information. We again ran it with 100 trajectories of the 36th taxi.
The correct rates from both algorithms are shown in Fig. 14. Results show that the HMM-based algorithm achieved clearly higher correct rates than the ACM algorithm. It, however does not indicate a certain advantage of the HMM-bed algorithm over the ACM algorithm due to the replacement of travel time with network distance. In view of technical details, these two algorithms carry out map matching differently, lying in: 1) the ACM algorithm assumes that each candidate state point appears of equal likelihood with potentially incorrect points filtered out, while the HMM-based algorithm regards their appearances as being not equally possible; 2) the ACM algorithm considers that the each GPS observation matching is independent from its temporally adjacent observation matching, while we defined a nonzero conditional probability between adjacent observations in a piece of trajectory. All in all, the HMM-based algorithm proposed in this study seems to be a better choice for FCD of low sampling rate together with a loose requirement on road network. Further comparisons within a fairer scenario form good challenges in future studies, saying better data sources that all these algorithms could be conducted without modification.
V. CONCLUSION AND FUTURE WORK
In this study, we proposed a map matching algorithm based on an HMM for FCD of low sampling rates. It accounts for both locations and directions in calculating observation probability, and uses the shortest path distance to calculate the transition probability. This algorithm is useful for matching GPS trajectories characterized by low sampling rates. It works well in solving some error-prone problems such as matching points onto overpass, roundabout or road segments with several parallel lanes. Results show that the algorithm performs well with the FCD of Wuhan with a low sampling rate, such as 60 s per record, and its correct rate can reach up to 88%. Overall, it provides a useful option for map matching via an HMM with trajectory data of low sampling rates.
However, our algorithm largely relies on high-quality road network data that are detailed and topologically correct, which are usually difficult to access. Topology correction operations cannot always guarantee a completely error-free topology. The algorithm still suffers from the confusions caused by adjacent parallel road segments or multiple lanes, even with FCD of a high sampling rate. In addition, it is greatly affected by the searching distance range of candidate state points. This parameter could be set in line with the location accuracy, which is not easy to properly defined, particularly in an urban environment. All of these issues form potentially important topics to be studied in the future.
