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Het kwantitatief en markeringvrij detecteren van specifieke 
biomolecules opent de weg naar point-of-caretesten, vroege diagnose 
van bepaalde ziektes en gepersonaliseerde therapieën die de prognose 
van patiënten verbeteren. Hierdoor maakt een voortdurende zoektocht 
naar nieuwe technologieën die gevoelige en specifieke detectie van 
deze moleculen toelaten, deel uit van de ontwikkeling van nieuwe 
biosensoren. 
Dit proefschrift onderzoekt optische val-gecontroleerde elektroforese 
(OVE) als nieuwe technologie voor markeringvrije biodetectie. De 
techniek maakt gebruik van een transparant polymeermicrodeeltje dat 
chemisch gemodificeerd is zodat het oppervlak plaatsen bevat die een 
specifieke binding kunnen aangaan met de te detecteren moleculen. 
Het deeltje is gesuspendeerd in een waterige vloeistof en wordt 
vastgehouden door een optische val die bestaat uit een sterk 
gefocuseerde laserbundel die in staat is om het deeltje aan te trekken 
en vast te houden. Daarenboven wordt het deeltje onderworpen aan 
een elektrisch wisselstroomveld. Vanwege van zijn oppervlaktelading 
oscilleert het deeltje in de optische val. Deze oscillatie wordt 
gekenmerkt door de elektroforetische mobiliteit van het deeltje die de 
verhouding tussen de deeltjessnelheid en de amplitude van het 
elektrisch veld weergeeft. Wanneer een biomolecule bindt op het 
oppervlak van het deeltje verandert dit zowel de oppervlaktelading als 
de hydrodynamische straal. De elektroforetische mobiliteit is dus een 
maat voor de hoeveelheid moleculen gebonden aan het deeltje en 
zodoende voor de concentratie van deze moleculen in de oplossing. 
OVE kan een aantrekkelijk alternatief vormen voor andere 
biodetectietechnologieën om verschillende redenen. Allereerst heeft 
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onderzoek aangetoond dat deze methode een resolutie fijner dan de 
elementaire lading kan bereiken in niet-polaire vloeistoffen. Hoewel 
deze resultaten niet zonder meer bereikt kunnen worden in waterige 
oplossingen geven ze aan dat gevoelige metingen mogelijk zijn. In de 
tweede plaats geeft de technologie vrijheid in de keuze van de 
samenstelling van de gefunctionaliseerde deeltjes. Vermits 
transparantie en een voldoende hoge brekingsindex de enige vereisten 
zijn om een deeltje te vangen in de optische val, opent dit de 
mogelijkheid om een grote hoeveelheid materiaalsystemen aan te 
wenden. Hierdoor kan de techniek gebruikt worden om verscheidene 
biomolecules te detecteren. Ten derde zou OVE relatief kleine 
biomolecules moeten kunnen detecteren, iets waar huidige 
biodetectietechnologieën onvoldoende in slagen. Tenslotte levert OVE 
de mogelijkheid om lokaal de concentratie van biologische stoffen te 
meten en is het zodoende een techniek die haar nut kan bewijzen in 
fundamenteel celonderzoek. 
Een optische val legt de positie van een transparant deeltje vast door 
een terugwerkende kracht te leveren aan het deeltje van zodra het zijn 
evenwichtspositie verlaat. De motivering om een optische val te 
gebruiken in de meetopstelling is drievoudig. In de eerste plaats wordt 
door middel van deze val de diffusie van deeltjes door Brownse 
beweging tegengegaan. Hierdoor kan een enkel deeltje gedurende 
langere tijd gemeten worden. Verder is het precies controleren van de 
plaats van het deeltje in het meettoestel nodig om de 
reproduceerbaarheid van de metingen te garanderen. Ten derde geeft 
het gebruik van een optische val de mogelijkheid om de 
driedimensionale positie van het deeltje in de val te bepalen met een 
resolutie kleiner dan een nanometer en aan een meetsnelheid van 
tientallen kHz. Door middel van vermogenspectrumanalyse van de 
Brownse fluctuaties die het deeltje doormaakt in de optische val 
kunnen de krachten uitgeoefend door deze val en het elektrische veld 
gekalibreerd worden. Hierdoor wordt de gemeten oscillatie van het 
deeltje in het wisselsstroomveld gerelateerd aan de elektroforetische 
mobiliteit van het deeltje. 
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De Brownse beweging van het deeltje in de optische val geeft 
informatie over de temperatuur van de omgeving van dit deeltje. Dit 
laat toe om opwarmingsfenomenen in kaart te brengen die voorkomen 
tijdens een OVE-experiment. Hiervoor worden de Brownse fluctuaties 
van eenzelfde deeltje eerst gemeten in een omgeving waarvan de 
temperatuur gekend is. Vervolgens wordt dezelfde meting uitgevoerd 
in de omgeving waar opwarming plaatsvindt. Door het vergelijken van 
het vermogenspectrum van beide positiesignalen kan de verandering 
in viscositeit van het dispergeermiddel berekend worden. Deze 
viscositeitsverandering geeft aan wat de temperatuursverandering is 
tussen de twee metingen. Deze methode wordt gebruikt om de 
effecten van zowel Joule-opwarming als opwarming door de absorptie 
van laserlicht te meten. Meer algemeen vindt Joule-opwarming plaats 
in elk microfluidisch toestel dat elektrische velden gebruikt om 
waterachtige vloeistoffen te manipuleren. Enkel door de 
temperatuursverhogingen te meten kunnen de gevolgen van die 
opwarming op de werking van het toestel ingeschat worden. De 
hierboven besproken meetmethode wordt uitgevoerd op een 
microfluidisch kanaal waarover een spanning wordt aangelegd. In dit 
kanaal bevindt zich een zoutoplossing. Door deze meting toe te passen 
op oplossingen van verschillende ionsterkte kan de precisie en 
nauwkeurigheid van de methode worden vastgesteld. Deze bedragen 
0.9 K en 15%, respectievelijk. Ook wordt aangetoond dat de meting van 
tijdsafhankelijke opwarmingseffecten met een tijdsresolutie van 1 s 
mogelijk is met deze methode. Verder wordt de opwarming door 
absorptie van laserlicht bekeken. Hiervoor wordt de Brownse beweging 
van een deeltje geobserveerd bij verschillende vermogens van de 
inkomende laser. Hieruit blijkt dat de temperatuursverhoging door de 
absorptie van laserlicht kleiner blijft dan 5 K. 
Het voorkomen van elektro-osmotische stroom (EOS) zorgt ook voor 
moeilijkheden bij het uitvoeren van een OVE-experiment. Doordat de 
wanden van een microfluidisch kanaal geladen zijn, vormt er zich een 
wolk van mobiele tegenladingen in hun nabijheid. Wanneer een 
extern elektrisch veld wordt aangelegd in het kanaal bewegen die 
ionen en trekken hierbij de omliggende vloeistof mee, waardoor de 
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EOS ontstaat. Door de microfluidische substraten te benaderen als 
twee parallelle platen kan een analytische uitdrukking gevonden 
worden voor de EOS in deze kanaaltjes. Hieruit volgt dat EOS die 
ontstaat door een wisselveld sterk beïnvloed wordt door de aangelegde 
frequentie van het veld en de positie in het microfluidisch kanaal. In 
een OVE-experiment is EOS harmonisch met dezelfde frequentie als 
het aangelegde veld. Dit bemoeilijkt de meting van de 
elektroforetische mobiliteit van een deeltje. Om alsnog juiste 
mobiliteitsmetingen te verkrijgen in een OVE-experiment werd een 
calibratieprocedure ontwikkeld die in staat is de EOS in het kanaal in 
kaart te brengen. Hierbij wordt de oscillatie van eenzelfde deeltje 
bestudeerd bij verschillende aangelegde frequenties en op 
verschillende locaties in het microfluidische kanaal. Elke variatie in de 
oscillatie is te wijten aan EOS. Door deze variaties te vergelijken met 
het analytisch model kan het effect van EOS uit de meting verwijderd 
worden. 
Voor de biodetectie-experimenten worden gebiotinyleerde 
polystyreendeeltjes gebruikt om de concentratie van avidine in een 
bufferoplossing te bepalen. Avidine is een glycoproteïne die erom 
gekend staat specifiek en uitzonderlijk sterk te binden met biotine. Dit 
maakt het avidine-biotine systeem een modelsysteem dat veelvuldig 
gebruikt wordt om nieuwe biodetectietechnologieën uit te testen. In 
een eerste type experimenten worden verschillende mengsels die 
eenzelfde hoeveelheid deeltjes maar een verschillende hoeveelheid 
avidine bevatten gebruikt. Uit deze metingen volgt de 
bindingskarakteristiek van het biosysteem. Er worden twee 
adsorptiemechanismes vastgesteld. Een eerste is enkel zichtbaar bij 
gebiotinyleerde deeltjes en doet zich voor bij lage avidineconcentraties 
(<0.04 µg/ml). Deze adsorptie is een resultaat van de specifieke binding 
van avidine met de biotinelaag op het deeltje. Het tweede mechanisme 
wordt vastgesteld bij beide deeltjes aan hogere avidineconcentraties 
(>1 µg/ml) en is een gevolg van de niet-specifieke interactie van avidine 
met het oppervlak van de deeltjes. Deze twee mechanismes worden 
opgenomen in een theoretisch model dat de relatie tussen de gemeten 
mobiliteit en de avidineconcentratie in het mengsel beschrijft. Dit 
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model blijkt de mobiliteit van de deeltjes over vier grootte-ordes van 
avidineconcentratie goed te karakteriseren. In een tweede type 
experiment wordt een microfluïdisch kanaal gebruikt dat bestaat uit 
een Y-splitsing met twee ingangen en een uitgang. In elke ingang 
wordt een mengsel met verschillende avidineconcentratie gespoten. 
Door het laminaire vloeistofprofiel in het kanaal blijven die twee 
stromen gescheiden in het uitgangskanaal. Een deeltje wordt met 
behulp van de optische val van de ene vloeistofstroom naar de andere 
gebracht. Dit laat tijdsafhankelijke kwantitatieve metingen van de 
avidineadsorptie en –desorptie toe. 
In dit proefschrift werd aangetoond dat OVE inderdaad gebruikt kan 
worden voor detectie van specifieke biomolecules. Er werd aandacht 
besteed aan de calibratie voor zowel opwarmingseffecten als EOS. 
Verder werd de meettechniek uitgetest op een modelsysteem. Verdere 
ontwikkelingen van de technologie bevinden zich enerzijds in het 
onderzoeken van biologisch relevantere molecules en anderzijds in de 
miniaturisatie van de experimentele opstelling, waardoor het gebruik 












Quantitative and label-free detection of specific biomolecules holds 
promise for point-of-care testing, early diagnosis of certain diseases 
and personalized therapy, which improves the patient’s prognosis. An 
ongoing search for new technologies enabling sensitive and specific 
detection of a target analyte makes up a considerable part of the 
development of new biosensor devices. 
This dissertation explores optical trapping electrophoresis (OTE) as a 
novel technology for label-free biosensing. The technique uses a 
transparent polymer microparticle that is chemically modified such 
that its surface contains sites to which the target analyte can bind 
specifically. The particle is suspended in an aqueous solution and held 
by optical tweezers, i.e. a tightly focused laser beam that attracts and 
traps the particle. Additionally an AC electric field is applied externally, 
which makes the particle oscillate inside the optical trap. The 
oscillation is characterized by the electrophoretic mobility, a 
measureable quantity defined as the ratio between the particle velocity 
and the electric field amplitude. When the target analyte adsorbs on 
the particle, parameters such as the particle surface charge and 
hydrodynamic radius change, which has an influence on the 
oscillation of the particle. The particle mobility is therefore a measure 
for the amount of target molecules bound on the particle, and thus for 
the concentration of analyte present in the solution. 
There are a number of arguments that make OTE potentially attractive 
as a technology for biosensing. Firstly, results in literature have shown 
charge measurements in nonpolar media with a precision of the 
elementary charge. Although these results are not straightforwardly 
reproduced in aqueous solutions, they indicate a potential for highly 
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sensitive measurements. Secondly, the technology is flexible regarding 
the composition of the functionalized particles. To achieve optical 
trapping, the only requirement for the particles is that they are 
transparent and have a refractive index higher than the continuous 
medium. This allows for a considerable number of material systems 
that can be employed to achieve the specific binding with the target 
molecules. Thirdly, in contrast to most other biosensing technologies, 
OTE does not require targets of high molecular weight, provided they 
are sufficiently charged. OTE could therefore offer quantitative 
detection of certain biomolecules which other biosensing 
technologies can measure insufficiently. Lastly, the principle of 
localized concentration measurements of biological agents could be 
applied in e.g. fundamental cell research. 
Optical tweezers fix the position of a transparent particle by providing 
a Hookean restoring force to the particle when the latter displaces 
from the equilibrium position. The motivation for the use of optical 
tweezers in the measurement setup is threefold. Firstly, it counters 
particle diffusion due to Brownian motion, hence enabling long 
duration measurements on the same particle. Secondly, optical 
tweezers allow for accurate positioning of the particle inside the 
measurement device, which increases the reproducibility of the 
measurements. Thirdly, by using optical tweezers the particle position 
can be detected using back focal plane interferometry. This allows to 
monitor the three-dimensional particle position at a resolution of less 
than 1 nm and an acquisition rate of 100 kHz. A calibration of the 
forces inside the optical tweezers is done by power spectrum analysis 
of the Brownian fluctuations of the particle inside the trap. From this 
calibration the observed oscillation of the particle in the applied AC 
electric field can directly be transformed into a value for the 
electrophoretic mobility. 
Furthermore, the Brownian motion of the particle reveals information 
about the temperature of the medium surrounding the particle. This 
allows to measure heating effects taking place during an OTE-
experiment. To attain these temperature measurements, the Brownian 
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fluctuations of a single particle are measured first at a known 
reference temperature and then in the situation where heating effects 
occur. Through power spectrum analysis of both position signals, the 
temperature-induced change in viscosity of the continuous medium is 
established, from which a value for the temperature increase is 
calculated. Using this method the consequences of both Joule heating 
and laser-induced heating are examined. Joule heating occurs, more 
generally, in microfluidic applications that use electric field to 
manipulate aqueous liquids. Knowledge of these heating effects is 
crucial to understand their implications on the performance of the 
device. By performing the previously explained temperature 
measurements in a microfluidic device containing solutions with 
different salt concentrations, it is established that the measurement 
method has a precision of 0.9 K and an accuracy of 15%. Transient 
heating effects can be monitored as well at a time resolution of 
approximately 1 s. Furthermore, heating due to absorption of laser 
light is considered. For this the Brownian fluctuations of the particle 
are examined at different laser powers. This reveals that the 
temperature increase due to laser-induced heating is less than 5 K. 
An additional complication arising when performing OTE experiments 
is the appearance of electroosmotic flow (EOF). Because the walls of 
the microfluidic device are charged, a cloud of mobile counterions 
forms around them. When applying an electric field, these mobile 
charges drift and drag along the surrounding fluid, creating EOF. By 
approximating the used microfluidic devices as parallel plates, an 
analytical expression for the EOF is derived. This expression shows 
that the AC-induced EOF amplitude and phase with respect to the 
electric field depend both on the applied frequency and the position 
inside the channel. In an OTE experiment, the EOF is harmonic at the 
same frequency as the applied electric field and thus compromises the 
mobility measurement of the particle. To allow for accurate mobility 
measurements with OTE, a calibration method for electroosmotic flow 
is developed. In this calibration procedure the field-induced 
oscillation of a single particle is observed at different applied 
frequencies and different positions inside the microchannel. Any 
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frequency or position dependent variation in e.g. oscillation amplitude 
is caused by EOF. By fitting the measured change in mobility to the 
analytical model describing EOF, a mapping of this flow inside the 
device is obtained. 
The biodetection experiments use biotinylated polystyrene particles to 
determine the concentration of avidin inside a buffer solution. Avidin 
is a glycoprotein that is known to bind specifically and exceptionally 
strongly to biotin. This makes the avidin-biotin system a model system 
that is often employed to characterize emerging biosensor 
technologies. In a first type of experiment different mixtures 
containing a fixed amount of these particles and various avidin 
concentrations are considered. This allows to determine the steady-
state binding characteristics. The same experiment is performed with 
non-functionalized polystyrene particles. Based on these 
measurements, two adsorption mechanisms can be identified. The 
biotinylated particles show specific adsorption, resulting from the 
binding of avidin molecules with biotin, at low avidin concentrations 
(below 0.04 µg/ml) while at concentrations of several µg/ml non-
specific binding on both type of particles is observed. These two 
adsorption mechanisms are incorporated in a theoretical model 
describing the relation between the measured mobility and the avidin 
concentration in the mixture. This model describes the 
electrophoretic mobility of these particles accurately for avidin 
concentrations over four orders of magnitude. In a second type of 
experiment, a dedicated microfluidic device is used to monitor the 
dynamic change in particle mobility. The device consists of a Y-
junction having two inlets and one outlet and a different avidin 
concentration is chosen at each inlet. The laminar flow profile inside 
this device makes that the two liquids in the outlet channel remain 
separated. A particle is brought from one buffer solution to another by 
moving it across the boundary between the two liquids. This allows the 
real-time quantitative monitoring of avidin adsorption onto and 
desorption from the particle. 
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From the work described in this dissertation it can be concluded that 
OTE is indeed an alternative biosensing technology. The work focused 
firstly on calibration of heating phenomena and EOF occurring during 
a measurement. Furthermore, the biosensing technique was tested on 
a model biological system. Further developments would consist in, on 
the one hand, applying this method on a biologically more relevant 
biodetection system and, on the other hand, the miniaturization of the 


























This dissertation aims at employing optical trapping electrophoresis 
(OTE) as a measurement technique for biosensing. This introductory 
chapter provides, concisely, the rationale and general working 
principle of biosensors. The measurement technique OTE is 
introduced in a non-technical fashion, together with an overview of 
results in literature that have employed this technique. Also the 
motivation behind using this technique as a new biosensor technology 
is discussed. The chapter concludes with a statement of the objectives 
of this work and the outline of the following chapters. 
1.2 Biosensors 
Biosensors are devices built to quantitatively detect a specific 
biological agent, such as a protein or a pathogen, in a fluid, e.g. blood 
or saliva [1]. They have become indispensable in modern healthcare 
practice: ever since their introduction in the early 1960s, biosensors 
have steadily found their way to the consumer market [2]. The best 
known application of the technology is, probably, the glucose sensor, 
which makes up for 85% of the biosensor market nowadays [3]. This 
portable device, typically not larger than a keychain, allows to 
accurately determine the sugar level in blood while consuming only a 
single drop of it. Its invention has proved to be a landmark for patients 
suffering from diabetes, one of the major causes of death and 
disability throughout the world: it has lead to a tremendous increase in 
life expectancy and comfort for those patients.  
Most sensitive biosensor technologies today follow a labeling 
procedure: a fluorescent, magnetic or radioactive marker is bound 
onto the target analyte and the signal produced by this label is 
detected [4]. These methods allow for very sensitive detection, on the 
level of single molecules [5]. Despite this clear asset, there are intrinsic 
problems associated with label-based detection methods. Firstly, 
quantitative measurements are difficult to attain with these 
measurement methods since the number of labels on a single 
molecule is often difficult to control. Also time-dependent 
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measurements revealing binding kinetics of the analyte are impossible 
[6]. Moreover, the attachment of the label can interfere with the 
analyte and affect its chemical properties such that its function is 
compromised [7]. Lastly, the labeling procedure is often time-intensive 
and costly, making these technologies only available in specialized 
environments [8]. These issues have lead to an increasing interest in 
label-free biodetection methods.  
In its very essence, a label-free biosensor consists of a few standard 
elements, as is schematically represented in Figure 1-1. The detection 
of a target analyte happens typically by a specific binding of this agent 
onto a recognition layer. This recognition layer consists of molecules 
that show a high affinity for the target. A binding event causes a change 
in a physical parameter, e.g. the refractive index, electrical impedance 
or dielectric permittivity, of the substrate. A transducer converts this 
change into a measurable signal that is then processed by appropriate 
electronics. The exact working principle of the transducer depends on 
the technology used. For example, in the case of optical biosensors, 
often a shift in resonance wavelength resulting from a changing 
refractive index is monitored [9]. 
Label-free biosensor technologies hold the promise to deliver point-of-
care (PoC) diagnostics, bringing elaborate medical tests to a patient’s 
home or a local health care center without the need for an extensive 
laboratory infrastructure and highly trained personnel to operate it. In 
doing so, PoC enables monitoring a patient’s progress and allows for 
personalized therapies by the monitoring of disease-specific 
biomarkers [10], [11]. Moreover, these technologies aim for the early 
detection of e.g. cardiovascular diseases and cancer, typical examples 
in which a rapid diagnosis improves the patient’s prognosis 
considerably [12], [13]. Aside from medical applications, biosensors 
find their use in the pharmaceutical industry, where they are used to 
discover and develop new drugs [14], [15]. Also, technologies directed 
towards pathogen detection deliver solutions for food safety, water 
quality monitoring and epidemic control [16], [17].  
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Development of new label-free methods is typically a highly 
interdisciplinary task and entails numerous facets to be addressed. 
Firstly, the discovery of potentially interesting biomarkers and the 
development of recognition layers increase the potential use of these 
technologies for diagnostics [18], [19]. Additionally, novel transducer 
technologies are being developed to meet the sensitivity required to 
achieve biomarker detection of biological importance [20]. These 
technologies should deliver biosensors that provide a reliable and fast 
read-out while consuming only little of the reagents involved and, 
above all, do this in an inexpensive way [21]. These requirements have 
resulted in a trend towards gathering of the functionalities of a 
biosensor, e.g. sample injection and transport, biochemical detection, 
read-out, etc., by integrating sensors, actuators and electronics for 
signal processing onto a single device [22]. These so-called Lab-on-a-
Chip (LoC) devices allow for a straightforward parallelization of and 
automated control over several detection processes, which adds to 
their ease-of-use.  
 
 
Figure 1-1: Schematic representation of the most important 
components and the working principle of a biosensor. 
 5 
 
1.3 Optical trapping electrophoresis 
Optical trapping electrophoresis (OTE) is a novel technique to 
characterize the electrokinetic properties of a single microparticle 
suspended in a liquid. The working principle is introduced here 
(Figure 1-2) and will be elaborated on further in the following chapters. 
In essence, three major components constitute an OTE-setup: 
1. Optical tweezers are created by tightly focusing a laser beam 
with a high numerical aperture objective. Under the right 
conditions, a single transparent particle is attracted towards 
this focus and trapped there. 
2. An externally applied sinusoidal electric field causes the 
trapped particle to oscillate inside the tweezers. The 
oscillation amplitude depends, among others, on the 
electrokinetic properties of the particle. 
3. With the particle’s average position fixed by the optical 
tweezers, a dedicated detection system to record the particle 
position is established. It allows recording the particle’s three-
dimensional position at frame rates in the order of 100 kHz.  
From the measured oscillation, the electrokinetic properties of the 
particle can be derived in a time resolved fashion. More specifically, an 
OTE experiment measures the electrophoretic mobility of a particle. 
This property is defined as the ratio between the electric-field-induced 
velocity of the particle to the electric field amplitude. The value of the 
electrophoretic mobility depends on a number of parameters, 
including the surface charge and hydrodynamic radius of the particle 
and the ionic strength of the continuous medium. The influence of 
these parameters on the mobility will be discussed in later chapters. 
The literature on research performed with this technique is fairly 
sparse and an overview is given in this paragraph. Foremost the 
technique has been used to investigate and characterize processes 
inside colloidal suspensions. Because the electrophoretic mobility of a 
single particle is measured, OTE offers a way to probe electrokinetic 
properties of colloids at very low particle volume fractions, an 
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experimental condition that cannot be examined with other, 
conventional, methods. This has on the one hand opened the way for 
research on a fundamental level by which theories from colloid science 
can be assessed. Palberg and coworkers have used OTE to examine the 
electrophoretic mobility of microspheres suspended in deionised 
water at various volume fractions [23]. They found that the 
electrokinetic behavior of these microspheres shows an unexpected 
dependency on this volume fraction, a relationship which is 
unexplained by present theory. The same authors furthermore 
established in a different study that the electrophoretic mobility of a 
particle appears independent of its size [24]. Semenov et al. have used 
the technique to, for the first time, observe charge inversion on a 
single colloidal particle: when suspended in an electrolyte containing 
ions of high valency, a charged particle can show a reversed mobility as 
compared to when it is surrounded by low valency ions. Also this effect 
is largely unexplained by the standard electrokinetic model, but the 
authors present molecular dynamics simulations to quantitatively 
explain their experimental results. Furthermore, the understanding of 
charging mechanisms of colloidal dispersions in nonpolar media has 
seen a considerable improvement from the use of OTE, where it has 
delivered charge measurements with previously unseen sensitivity. 
Roberts and coworkers established an uncertainty of 0.25 electron 
charges on the measurement of the average charge of a single 
microparticle in dodecane [25]. Beunis et al. have further developed 
the measurement setup and managed to detect single electron 
charging events [26]. This opens the way to characterize charging 
events of dispersions in nonpolar media. The understanding of 
electrical effects in these systems plays an important role in 
applications as electronic inks [27]. In nonpolar media with added 
surfactant, OTE has been used to measure the electrophoretic 
retardation force, which originates from the friction between the 
particle and ions adjacent to the particle [28].  
Aside from these rather fundamental results, OTE has given insight 
into certain (bio)chemical processes. Galneder and coworkers have 
used the technique to investigate the activity of the enzymes that 
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modify the charge of phospholipid bilayers [29], [30]. They have 
prepared a silica bead on which a phospholipid bilayer containing 
phosphatidylinositol 4,5-bisphosphate (PIP2) was coated. PIP2 
hydrolyses as a result of the well-characterized enzyme 
phosphoinositide-specific phospholipase C-δ1 (PLC-δ). As a result of 
this hydrolysis reaction, the charge of the lipid bilayer changes and 
OTE enabled a time-resolved measurement of this varying charge, 
effectively characterizing the enzymatic activity of PLC-δ. A final study 
in which the combination of a laser trap and electrophoresis is used is 
by van Heiningen et al. They have studied the kinetics of poly(ethylene 
oxide) adsorption onto and desorption from a silica microsphere [31], 
[32].  
1.3.1 Optical trapping electrophoresis as a biosensor 
This dissertation aims at developing OTE as a biosensor technology. 
For this, functionalized particles are used as transducers. Their surface 
is chemically modified with a recognition layer that enables specific 
binding with the target analyte, which is present in the buffer solution. 
One particle is optically trapped and analyzed by an AC electrophoresis 
experiment. When the target analyte adsorbs onto this particle, this is 
reflected in the measured mobility: this can, for example, be due to a 
change in surface charge of the particle resulting from the nonzero 
charge of the adsorbed analyte or because of hydrodynamic screening 
when the analyte is partially permeable for the buffer solution. This 
makes the mobility a measure for the amount of adsorbed analyte on 
the particle and hence the concentration of the species in the buffer. 
The use of OTE as a label-free biosensor is untried but could 
potentially provide several advantages. Firstly, the aforementioned 
sensitivity of a single elementary charge obtained in nonpolar media 
makes for an attractive asset of this method. One should immediately 
note, though, that this sensitivity is unlikely to be reached effortlessly 
in aqueous solutions: the presence of ionic species in these liquids 
causes screening of the surface charge of a particle and limits the field 
strength that can be attained during a measurement. Secondly, OTE 
uses functionalized particles to achieve specific binding with the target 
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analyte. Since these particles are only required to be transparent and 
have a refractive index higher than the continuous medium in order to 
be trapped, there is no restriction regarding their composition. This 
makes that a large amount of material systems making up for different 
detection capabilities can be implemented with little effort. Moreover, 
using particles as a substrate on which the binding occurs makes that 
the overall device can be made reusable, which is often not the case 
with other biosensor technologies [1]. Lastly, OTE could provide 
quantitative measurements of agents of low molecular weight. Most 
other biosensing technologies require a significant overlap between 
the biomolecule and the physical signal generated by the transducer, 
e.g. an optical field. This makes them inapt for sensitive 
measurements of small molecules [4]. OTE could potentially measure 
the presence of small, charged molecules which are currently not 





Figure 1-2: Schematic representation of the optical trapping 
electrophoresis setup for biosensing applications. A functionalized 
particle is trapped by a tightly focused laser beam and subjected to 
an AC electric field. Its position is monitored by a dedicated 
detection system. The particles used in this dissertation are 
negatively charged and oscillate as a result of the external field. 
When the target analyte, which in this case is positively charged, 
binds to the particle, the oscillation amplitude decreases and this 
is a measure for the amount of analyte in the buffer. 
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1.4 Outline of the text 
Chapter 2 highlights the basic concepts from colloid science that are 
necessary to adequately describe the movement of a colloidal particle 
in an electric field.  
Chapter 3 consists of two major sections. The first section introduces 
optical tweezers and provides the reader with the necessary 
background about their working principle. This section also discusses 
how the positional data obtained from an OTE measurement is 
analyzed and the particle mobility is retrieved. The second section 
presents the practical implementation of these concepts. It gives an 
elaborate overview of the optical setup that I built and used for the 
work in this dissertation. Also the used measurement cells and fluid 
handling technology are discussed. 
Chapter 4 discusses the heating effects taking place in a typical OTE 
experiments. In this chapter, I introduce a measurement method 
based on the analysis of the Brownian motion of an optically trapped 
particle to characterize both Joule heating due to the application of the 
electric field and heating due to laser absorption. 
Chapter 5 covers the effect of electric-field-induced flow on an OTE-
experiment. After providing an expression for this flow inside the used 
measurement cells, I discuss how it disturbs the mobility 
measurements and propose a technique to handle this complication. I 
assess the performance of this technique in an experiment which can 
be linked to the theory covered in previous chapters. 
Chapter 6 reports on biosensing experiments performed with OTE. I 
measure the concentration of avidin by monitoring the mobility of a 
biotinylated particle. By performing two types of experiments, I 
establish a model which describes the adsorption of avidin on these 
particles. 
Chapter 7 bundles the main conclusions drawn in the previous 














Chapter 2  
Colloids 




Colloidal systems are found abundantly in nature and in industrial 
applications. We encounter them daily under the form of paints, 
cosmetics, pharmaceuticals, alimentary products etc. In general, 
colloids are multiphase system in which at least one discrete phase is 
dispersed in a continuous medium. They differ from a true solution in 
the fact that the size of the dispersed phase constituents, which are 
termed particles, exceeds the size of the molecules in the dispersing 
medium by at least one order of magnitude. In practice this means 
that the discrete phase is built out of particles with a size ranging 
from 1 nm to 10 µm in at least one dimension.  
A proper characterization of a colloid draws upon several theories 
from physics, chemistry and biology. Colloid science is a highly 
interdisciplinary field aimed at fully understanding the behavior of 
any colloidal system both in a fundamentally theoretical way and via 
empirical studies. To get a grasp at why such an exhaustive treatment 
is necessary I point out that particles inside a colloid exhibit a large 
surface-to-volume ratio. Hence the physical and chemical properties 
of a colloid are not solely determined by the bulk properties of the 
materials making up de dispersed and continuous phase. Surface 
phenomena, i.e. effects taking place at the interface between two 
phases and which are typically not considered in other branches of 
science, are far from negligible: molecules close to a surface behave 
differently than those in bulk and determine the behavior of the 
system significantly. 
In this chapter I describe the behavior of a single particle inside a 
colloid. I do not intend to provide an all-encompassing introduction 
to the subject of colloid science; rather this chapter highlights some 
topics which will be relied on in later chapters. For a more exhaustive 
treatment of these subjects I refer the interested reader to standard 




2.2 Kinetic properties of colloidal 
particles 
The movement of a particle inside a dispersion results from both 
macroscopic forces and microscopic, statistical forces. Three 
fundamental forces can be distinguished. Firstly the mass density of 
the particle relative to the continuous medium determines the 
balance between gravity and buoyancy, resulting in a net force on the 
particle causing sedimentation of the particles. This sedimentation 
force is written as:  
    sed m,part m,liq partF V g , (2.1) 
with m,part andm,liq the particle and continuous medium mass 
density, respectively, Vpart the volume of the particle and g the 
gravitational acceleration.  
The other two fundamental forces, i.e. the viscous drag force and the 
thermal force, are discussed more comprehensively in the remainder 
of this section. 
2.2.1 Viscous drag force 
A spherical particle moving inside a liquid with a certain velocity v 
experiences a resistance of the fluid accounting for the viscous drag 
force. In the case of laminar flow, this drag force is proportional to the 
instantaneous velocity of the particle and the proportionality factor  
is termed the drag coefficient: 
 dragF v  . (2.2) 
The value of is determined by properties of both the fluid, such as its 
dynamic viscosity, and the particle, e.g. its radius. Stokes has 
derived the drag coefficient of a perfect sphere of radius r moving 




   0 6 r . (2.3) 
This relation holds only when the medium can be considered as a 
continuous medium. For small particles, such as macromolecules, or 
particles with a non-spherical shape Stokes’ law can still apply by 
defining a drag coefficient based on an arbitrary hydrodynamic 
radius. This radius does not necessarily correlate with the physical 
dimensions of the particle. 
The derivation of equation (2.3) assumes that the particle moves at a 
constant velocity with respect to the fluid at infinity. Stokes has also 
derived an expression for the drag coefficient when a spherical 
particle undergoes harmonic motion with respect to a liquid [38], 
[39]. This provides an expression for the Stokes coefficient in the 
frequency domain: 
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In this relation f is a transition frequency which is of the order of         
1 MHz for the particles considered in this thesis. This makes the error 
of the absolute value of (f) compared to equation (2.3) less than 5 % 
for frequencies around 1000 Hz.  
 Lastly, Stokes’ law presumes the liquid medium in which the particle 
is suspended to extend towards infinity. The presence of container 
walls near the particle influences the hydrodynamics around the 
particle and thus the expression for the drag coefficient. In this thesis 
particle movements parallel to a substrate are considered. Faxén 
derived a correction factor for the drag coefficient of a spherical 
particle with radius r with its center separated from a planar substrate 
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From this, one calculates the corrected drag coefficient differs from 
Stokes’ law by less than 6 % for l > 10r. Figure 2-1 provides a graphical 
representation of the above equation. 
2.2.2 Brownian motion 
The equipartition theorem states that the molecules constituting a 
liquid at temperature T > 0 K have an average kinetic energy kBT/2 per 
degree of freedom. When a particle is suspended in this liquid, part of 
these molecules collide with and cause a momentum transfer to the 
particle. Because both the density and the individual speed of the 
colliding molecules fluctuate, the particle experiences an 
instantaneous fluctuating net force making the particle move in a 
random pattern, the so-called Brownian motion. 
 
 
Figure 2-1: Visualization of Faxén’s law. When a spherical particle 
approaches a planar substrate, hydrodynamic coupling makes 
that its drag coefficient increases compared to the drag coefficient 
in bulk, given by Stokes’ law (equation (2.3)). The drag coefficient 




The movement of a particle driven by the thermal force is well 
described by the Einstein-Ornstein-Uhlenbeck formalism of 
Brownian motion [39], [41], [42]. The (one-dimensional) position x of 
a particle is described by the Langevin equation, relating the 
acceleration of the particle with the viscous drag force and the 
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    . (2.6) 
Due to the large number of molecules interacting with the particle, an 
explicit expression of the thermal force in which all these molecules 
are incorporated is impossible to attain. However, statistical 
properties of FT(t) can be specified based on physical assumptions 
[43], [44]. A first assumption involves symmetry of the thermal force. 
When considering a statistical ensemble, the average force over this 
ensemble equals zero, i.e. the force is symmetric:  
  T 0F t  . (2.7) 
The second assumption states that, in thermodynamic equilibrium, 
the correlation between the thermal forces at two different times t 
and t’ solely depends on the time difference t - t’. The characteristic 
time scale at which this correlation occurs is in the order of the 
average time between two collisions and is calculated from the 
equipartition theorem to be typically in the order of 
1310  s . At time 
scales much larger than this characteristic time the autocorrelation of 
FT(t) can be summarized as 
         T TF t F t a , (2.8) 
with (t) the Dirac delta distribution. To calculate the constant a, the 
Wiener-Khinchin theorem can be used. This theorem states that the 
autocorrelation function of a random process and the power spectral 



















 with f ranging from  to  and ˆ ( )tx f the Fourier transform of the 
signal x(t) measured over a time interval   msr msr2, 2t t : 
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 The power spectral density of FT thus reads 
  
TF
P f a . (2.11) 
From the preceding it follows that FT has the characteristics of white 
noise.  
The Fourier transform of the Langevin equation (2.6) provides a 















From this expression the autocorrelation function of the velocity is 
retrieved by again applying the Wiener-Khinchin theorem: 
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. (2.13) 
The variance on the velocity is obtained by setting 0 . From this 
value the average kinetic energy can be calculated. The equipartition 
theorem equates this kinetic energy to the thermal energy and allows 
retrieving a value of a. One finds  
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  B2a k T . (2.14) 
Furthermore, as FT is the resultant of a large number of collisions 
which can be seen as identically distributed random forces, it is 
generally assumed to be a Gaussian process on account of the central 
limit theorem. This provides an expression for the thermal force: 
     T B2F t k T t , (2.15) 
where (t) is a random Gaussian process with normalized amplitude 
and a white noise power spectral density. In the case of vanishing 
particle mass the Langevin equation reduces to 








giving the Einstein description for Brownian motion. Integration of 
this equation over a time interval [0,t] provides the distance over 
which the particle has moved: 
      








x t x t t . (2.17) 
From this equation the expected variance on the position of the 
particle is easily calculated: 





x t x t , (2.18) 
where in the last step the property            t t t t was used. 
This expression for the variance of the position leads to the Einstein-
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2.3 Particle charging and electrical double 
layer 
Particles suspended in a polar continuous medium often carry a net 
charge. The origin of this charge depends both on the surface 
properties of the particle and the characteristics of the dispersing 
medium. Several mechanisms exist by which a colloidal particle can 
acquire a net charge. One of these mechanisms is by ionization of a 
surface group present on the particle. This charging mechanism is 
often encountered with polymeric particles and generally involves a 
protonation or deprotonation process. In this case the number of 
ionized groups depends strongly on the pH of the dispersing medium. 
For example, particles having a carboxylic end group can carry a 
negative charge due to deprotonation of this end group:
  COOH COO +H . This deprotonation reaction is affected by the 
pH of the continuous medium. When this pH exceeds the pKa of this 
group by far, all carboxylic end groups are deprotonated. At a pH 
much lower than this pKa, the group will not dissociate and the 
particle will not accumulate any surface charge from the above 
reaction. For a lot of dispersions there exists a certain pH value at 
which the net charge of the colloidal particles is zero, either because 
no surface groups are charged or because differently charged end 
groups compensate each other. This is called the point of zero charge 
of the dispersion.  
When suspended in an electrolyte solution, the charged surface of a 
colloidal particle attracts ions with opposite polarity, i.e. counterions, 
and repels ions with the same polarity, named coions. The combined 
accumulation of counterions and depletion of coions near the surface 
together with the surface charge on the colloidal particle is termed the 
electrical double layer. It is important to note that the distribution of 
counterions cannot be modeled as a monomolecular layer around the 
particle surface since the charge accumulation of free counterions is 
balanced by repulsion between ions of the same polarity and diffusion 
due to the concentration gradients being formed. This makes that in 
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equilibrium a certain distribution of co- and counterions will be 
reached in the vicinity of the charged surface of a colloidal particle.  
One fairly basic approach to describe the electrical double layer is to 
take into account only electrostatic interactions between the free 
charges present inside the double layer. The equilibrium distribution 
of ions near the interface is established from the Boltzmann 
distribution law. The latter provides the probability   of finding an 










-23 J K-1 is the Boltzmann constant and T gives the 
absolute temperature. The free energy G corresponds with the work 
necessary to move an ion of species i with valency zi from infinity to a 
place in space with a certain, in this model electrostatic, potential  
determined by the charged particle and other ions, i.e. G= zie. The 














where ni,∞ represents the bulk concentration of that species. The 
electric potential  is chosen to be zero far away from the particle 
surface. Poisson’s equation is used to provide an expression for the 
ion distribution as a function of a spatial coordinate instead of the 
electric potential. It relates the electric potential with the free space 
charge distribution f of the ions in the system: 


















This last equation is known as the Poisson-Boltzmann equation.  
represents the dielectric permittivity and is the product of the vacuum 
permittivityr = 8.85 × 10
-12 F m-1 and the relative permittivity r of the 
continuous medium (for waterr = 80 at room temperature). 
In general, when solved for a single charged surface, the solution for 
this equation gives  as monotonically decreasing in function of the 
distance to the surface. Typically the electric potential at the interface 
is assumed to be known and having a valueS. The ion distribution 
producing this potential distribution is referred to as the diffuse 
double layer. Analytical solutions to the Poisson-Boltzmann equation 
can only be obtained in particular cases, for example when a 
symmetric z:z electrolyte is in contact with a planar charged surface. 
In this situation, known as the Gouy-Chapman theory, following 
relationship can be calculated between the potential distribution 
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Its inverse, i.e.-1, is known as the Debye screening length and is a 
measure for the double layer thickness. It is solely determined by the 
properties of the continuous medium. A plot of the potential 
distribution inside the double layer described by the Gouy-Chapman 




Figure 2-2: Distribution of the electrostatic potential in the double 
layer near a charged flat surface as a function of the scaled 
distance to this surface. The solid lines give the exact solution 
from the Gouy-Chapman analysis (equation (2.24)); the dashed 
lines present the Debye-Hückel approximation, equation (2.27). 
The latter gives an error of less than 10% for surface potentials up 
to 50 mV. This figure also reveals the physical meaning of the 
Debye length 
-1 : it is a measure for the thickness of the 
electrical double layer. 
 
To obtain analytical solutions to equation (2.23) in more general 
geometries, e.g. to describe the double layer around a spherical 
particle, approximations to this equations are made. For surface 
potentials   S B 25 mVi ik T z e z , a first order approximation of the 
right hand side of equation can be made; this is known as the Debye-
Hückel approximation of the Poisson-Boltzmann equation: 
    2 2 . (2.26) 
When considering a univalent symmetric electrolyte around a planar 
charged surface, the potential distribution in the Debye-Hückel 
approximation reads 
       S expx x . (2.27) 
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A comparison between this approximation and the solution from the 
Gouy-Chapman analysis is given in Figure 2-2, from which it is seen 
that the above solution gives a good approximation of the potential 
distribution for S up to 50 mV. For a microsphere of radius r one 
calculates the potential distribution at a distance x from the surface 
as 









which approaches equation (2.27) for large values of r.  
The above expression for the potential distribution around a spherical 
particle allows for the calculation of the surface charge density on that 
particle. Because of electroneutrality inside the system, the charge 
contained in the double layer should balance the surface charge. The 
charge distribution in the double layer is calculated from equation 
(2.22). By integrating this charge distribution in the space outside the 
particle, the total charge of the particle is retrieved. The surface 











Some problems arise, however, when the electrical double layer is 
described as a diffuse cloud of counterions. Firstly, this description 
assumes that all possible energy states used in the Poisson-
Boltzmann distribution can be reached. In practice this means the 
assumption of infinitesimally small ions is made which leads to 
inconsistencies in the theory, e.g. for high surface potentials an 
unreasonable concentration of ions is found close to the charged 
interface. Furthermore phenomena associated with the nature of the 
continuous medium, e.g. the formation of a hydration shell at the 
charged interface inhibiting ions to approach the surface, or non-
Coulombic ion-ion interactions are not taken into account. This 
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limits the physical validity of the diffuse double layer model. These 
deficiencies are dealt with in more elaborate double layer models.  
The Stern model accounts for some of the problems associated with 
associating an infinitesimal size to the ions, an assumption 
acceptable for the bulk part of the diffuse double layer but not near 
the interface. It introduces the concept of a stagnant layer, the so 
called Helmholtz layer, in between the particle surface and the diffuse 
double layer. This layer consists of ions and continuous medium 
molecules in direct contact with the interface and a layer of fully 
solvated ions. The potential d at the beginning of the diffuse part of 
the double layer is different from the surface potential and depends 
on the nature of the ions in the Helmholtz layer.  
When the particle moves inside the fluid, a slipping plane can be 
defined and the potential at this plane of the particle is termed the  -
potential. The fluid in between the particle surface and this slipping 
plane is considered to remain attached to the particle, while outside 
the plane the fluid can move relative to the particle. The precise 
location of this slipping plane is somewhat ambiguous. Obviously its 
position is outside the Stern layer. Many authors assume it to be near 
the outer Helmholtz layer at a distance of a few tenths of nanometers 
from the interface, thus effectively equating the -potential with d 
[33], [34], [45]. However, some authors report situations in which the 
slipping plane must lie much further inside the diffuse double layer 
[46], [47]. In any case, any difference between andd depends on the 
ionic strength: a higher ionic strength accounts for a steeper decay in 
electric potential and thus a larger difference between these two 
potentials. 
The above calculations were made using time-independent 
differential equations, thus assuming a steady-state condition of the 
system. To support this, it is necessary to gain insight in the time scale 
at which a double layer is formed around an interface. An analytical 
approach involves combining the Poisson equation with the Nernst-
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Plank equation, which describes ion fluxes in an electric field [33]. 
From this analysis a time scale of  21
i
D arises with Di the diffusion 
coefficient of the species. This timescale can intuitively be seen as the 
time needed for a species to move across the double layer thickness by 
diffusion. This characteristic time depends on  and thus the ionic 
strength of the liquid. Typical applications in water involve a 
symmetric 1-1 electrolyte at concentrations higher than 0.1 mM, 
which provide a time scale of less than 1 µs for the double layer 
formation. Perturbations of the double layer at time scales much 





2.4 Colloidal stability 
From a colloidal point of view, a dispersion is regarded as stable if its 
constituents do not aggregate at a significant rate. If two uncharged 
smooth particles are brought close together, typically in the order of a 
few nanometers, molecular dipole-dipole interaction make for an 
attractive force between them; a force known as the London-Van-der-
Waals force. Due to Brownian motion, the separation between 
individual particles fluctuates in time. This makes that any two 
particles will eventually approach each other close enough such that 
their interaction energy compensates the thermal energy. The 
London-Van-der-Waals force makes that these two particles 
aggregate. A dispersion of smooth uncharged particles is therefore 
always unstable.  
This aggregation process can be countered in a number of ways. For 
example, when the particles of a colloidal suspension are charged, an 
electrical double layer is formed close to their surface. When two of 
these particles approach each other, at a given point their double 
layers will overlap and interact, rendering a repulsive force between 
the particles. For a given separation, the energy associated with this 
double layer interaction is, among others, a function of the surface 
potential of the particle and the double layer thickness. Generally, 
more compact double layers will decrease the interaction distance. 
This implies that double layer interactions cannot prevent 
aggregation when they are too thin. The balance between the double 
layer repulsion and London-Van-der-Waals attraction has been 
described fully for two interacting spherical particles by Derjaguin, 
Landau, Verwey and Overbeek and is therefore called DLVO-theory.  
A second way to stabilize a colloidal suspension is by steric 
stabilization. In this case the surface of a particle is provided with 
long molecular chains, either by grafting polymers on the surface or 
by adding a surfactant. A stable dispersion is obtained when the 
interaction energy between particles separated by the chain length is 
lower than the thermal energy. 
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2.5 Electrophoresis of a microsphere 
Several experimental techniques exist to probe the electrical 
properties of colloidal particles. One approach is to directly measure 
the force on a single particle when it interacts with another charged 
interface. In the colloidal probe technique, the typical sharp tip on the 
cantilever of an atomic force microscope is replaced by a microsphere 
[48]. This sphere is brought in the proximity of a substrate or another 
microsphere and the force resulting from their electrostatic 
interaction is monitored by observing the displacement of the 
cantilever. Another way in which electrostatic interactions between 
two colloidal particles can be evaluated is by bringing two colloids 
close together with two optical tweezers, releasing them and looking 
at their trajectories [49]. This technique is called blinking optical 
tweezers [50].  
An alternative approach consists of monitoring the response of 
colloidal particles to an external perturbation. Again, different 
methods can be identified, each with their own merits. For example, 
in electroacoustics the coupling between ultrasound waves and 
electric fields is used to characterize the electrical properties of 
colloidal particles [51]. The technique is particularly powerful when 
highly concentrated colloids are considered. 
This dissertation uses electrophoresis to probe the electrokinetic 
properties of a single colloidal particle. Here, the movement of a 
colloidal particle in response to an externally applied electric field is 
considered. This section provides the necessary theoretical 
framework to interpret electrophoresis experiments. 
2.5.1 Rigid spheres 
A charged colloidal particle experiences a number of forces resulting 
from the interaction with an external electric field E. Firstly, the 
interaction of its bare charge qS with the field renders an electric force 
equal to qS E. As the particle moves through the suspending liquid, it 
also experiences a drag force proportional to its velocity. Thirdly the 
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electric field interacts with the free ions making up the electrical 
double layer. This provides additional hydrodynamic friction to the 
particle and the associated force is known as the retardation force. 
Also, at high electric fields or with particles having a surface potential 
higher than the thermal voltage, deformation of the double layer due 
to the applied electric field can occur. This causes a dipole force 
acting on the particle in a direction opposite to the electric force; the 
force is known as the relaxation force. 
The balance between these four forces determines the movement of a 
colloidal particle in an electric field, i.e. electrophoresis. When a net 
force acts on the particle, for example by a sudden change in electric 
field strength, the particle accelerates until a velocity is reached such 
that the resulting drag force balances the other forces. This 
acceleration happens on a time scale of /m  ( 710 s  for polymeric 
microspheres) after which the particle moves at a constant velocity. 
For low field strengths this velocity is proportional to the applied field 
strength and the proportionality factor is called the electrophoretic 
mobility EP of the particle. 
When investigating the electrical properties of a colloidal particle via 
an electrophoresis experiment, the mobility is often the only physical 
quantity that can be retrieved. It can, however, be linked to the -
potential of that particle based on theoretical grounds. Such an 
expression for EP is typically established by jointly solving Poisson’s 
equation (relating the electric potential with the free charges in the 
system) with the Navier-Stokes equations (providing the laminar flow 
profile) and the Nernst-Planck equations (describing the ionic fluxes), 
in the reference system of the particle. At the particle interface and in 
the bulk appropriate boundary conditions are applied 1  and the 
                                                                        
1 The boundary condition of the electric potential is defined at the shear 
plane of the particle. Hence it is the -potential that determines the 
electrokinetic properties of the particle.  
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mobility is then retrieved as the opposite of the bulk fluid velocity 
divided by the applied field. 
An analytical solution is found for a single spherical particle of radius 
r that has a -potential not exceeding the thermal voltage. This last 
condition allows for linearization of the differential equations 









 , (2.30) 
in which f (r) is a strictly monotonically increasing function known as 
Henry’s function. For small values for r, i.e. when the particle radius 
is much smaller than the double layer thickness, f (r) reduces to 1; 
this is known as the Hückel limit. At large r-values, the so-called 
Helmholtz-Smoluchowski limit, its value becomes 3/2. Intermediate 
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When the approximation of a small -potential no longer holds, 
relaxation effects come into play. In this case a polarization force, 
resulting from an asymmetric electrical double layer, effectively 
reduces the mobility of the particle. The time scale at which this 
polarization occurs is in the order of the time that a counterion with 
diffusion coefficient iD  needs to migrate across the particle surface, 
i.e. 2
i
r D . It is for a spherical particle of radius 0.5 µm in the order of 
0.1 ms. An analytical description of the mobility as a function of the 
zeta potential that includes these relaxation effects has been offered 
by Ohshima, Healy and White [53]. The expression is too elaborate to 
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include in this text, but is presented in various other handbooks, e.g. 
[54]. The Ohshima-Healy-White approximation is valid for arbitrary -
potentials but requires the product r to be higher than 10. For 
situations not fulfilling this condition, numerical solutions to the 
coupled differential equations are the only way to retrieve the relation 
between the -potential and electrophoretic mobility of a spherical 
particle. O’Brien and White have provided a numerical method to 
retrieve the mobility of a spherical particle when its-potential and 
r are known [55]. They have shown that, except for infinitely large or 
small values of r, there is no linear relationship between and EP. 
Relaxation effects even make that, for a sufficiently high value of   
and r in the order of 1, the particle mobility becomes nearly 
independent of this potential. 
2.5.2 Soft spheres 
An analytical description of the electrokinetics of particles that do not 
possess a smooth surface is less established and requires an adapted 
approach [56]. Typically particles with a solid core and a liquid-
penetrable shell are considered, so-called soft particles which are 
schematically drawn in Figure 2-3. Examples include polymer coated 
microspheres and biological cells. The presence of a porous shell 
accounts for hydrodynamic screening: the additional hydrodynamic 
resistance close to the particle surface effectively shifts the slipping 
plane outwards and screens charges behind this plane. The -
potential of a particle with neutral shell can be linked to the -
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In this equation ls is the translation of the slipping plane with respect 
to the slipping plane of the bare particle. It follows that the mobility of 
a particle with neutral coating will always be closer to 0 than the 
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mobility of a bare particle, when both have the same potential at the 
core surface.  
This can be exemplified by examining how a non-ionic surfactant 
affects the mobility of a particle. For this I have considered 1 µm 
polystyrene particles suspended in either 0.10 g/l KCl solution or in 
the same solution with a mass fraction 0.2 % of the non-ionic 
surfactant Tween20 added. I have measured2 the mobility of eight 
single particles in each solution under similar condition and found 
that the mobility of the particles in a solution that contained 
surfactant ((-33.5±0.2) × 10-9 m2 V-1 s-1) was reduced with 30 % compared 
to the mobility of the particles in the solution with no surfactant 
present ((-48.3±1.3) × 10-9 m2 V-1 s-1). This decrease in mobility results 
from the non-ionic surfactant attaching to the surface of the particle, 
thereby effectively increasing the particle’s hydrodynamic radius 
without affecting its surface potential. 
More generally the increased hydrodynamic resistance can be 
accounted for by introducing an additional friction term in the 
Navier-Stokes equation. This term is a function of the fluid velocity 
and the layer permeability. The shell may also carry a net charge, 
which affects the Poisson equation. Ohshima has provided analytical 
expressions for the mobility of soft particles in situations where 
relaxation effects can be neglected [54], [57]. Generally, these 
approximations hold as long as the potentials involved do not exceed 
the thermal voltage and the shell thickness is much larger than the 
fluid penetration depth inside the shell [58]. Hill and co-workers 
extended the work of O’Brien and White to provide numerical 
solutions of the electrokinetics of soft particles under more general 
conditions [56], [59].  
                                                                        









Figure 2-3: Schematic drawing of a soft particle. On the smooth 
core of the particle, polymer chains have been grafted. The 
continuous medium is able to enter in between the cavities. 
However, when the particle starts moving with respect to the 
continuous medium, the polymer chains attribute to additional 
hydrodynamic resistance, effectively pushing the slipping plane 






This chapter has given an overview of the theoretical description of 
some colloidal phenomena that will play a role in the next chapters. 
Firstly, the motion of a colloidal particle in a suspension was 
described by a Langevin equation. It relates the drag force 
experienced by the particle with the thermal force, which causes 
Brownian fluctuations of the position. The statistical nature of the 
latter enabled a description based on the power spectral density of the 
positional signal. 
Furthermore, charging inside colloids was considered. Because of the 
charges, an electrical double layer of counterions forms at the 
interface. A description of the potential and ion distribution inside 
this double layer was given. For a planar charged substrate, an 
analytical solution was obtained (Gouy-Chapman analysis), while for 
spherical particles a closed form solution could only be obtained by 
linearization of the governing differential equations (Debye-Hückel 
approximation) at low surface potentials. An important parameter 
emerging from these calculations is the reciprocal Debye length . Its 
inverse provides a measure for the thickness of the electrical double 
layer. 
Also the effect of an external applied electric field on the motion of a 
particle was discussed. The translation of the particle along this field, 
electrophoresis, is described by the electrophoretic mobility EP, i.e. 
the ratio of the particle velocity and electric field strength. An 
expression for the mobility was given in terms of the particle’s -
potential, i.e. the electrostatic potential of the double layer at the 
slipping plane, and the reciprocal Debye length. It was furthermore 
shown, both theoretically and by experiment, that the presence of a 
soft layer, e.g. molecular chains, on the surface of the particle typically 



















Chapter 3  
Experimental 
setup 




This chapter provides a detailed description of the experimental setup 
and data analysis methods used in the experiments that are discussed 
in the rest of the work. The first part of this chapter provides the 
theoretical background behind optical tweezers and a description of 
the forces and the motion of a particle inside these tweezers. Also the 
principle of particle detection via back focal plane interferometry is 
discussed, and how this detection method is used for the calibration 
of the optical tweezers. Lastly it is discussed how the data in an optical 
trapping electrophoresis (OTE) experiment is analyzed. The second 
part of this chapter is devoted to the practical realization of these 
concepts and additionally provides details about the used 
measurement chambers. 
3.2 Optical tweezers 
Light carries momentum. This momentum is changed when the light 
reflects, deflects or gets absorbed due to interaction with a certain 
material. Momentum conservation dictates that the interacting 
material experiences an equal but opposite change in momentum, 
resulting in a force on this material. The most notable example of this 
force is perhaps the tail formation of a comet. When a comet 
approaches the sun, dust and ice particles detach from its surface. 
These particles absorb and scatter sunlight and are consequently 
pushed away from the sun, creating the comet tail. This tail is thus 
always pointing away from the sun, regardless of the direction in 
which the comet is moving. Typically, the forces exerted by light are 
small and are hardly observable in a macroscopic environment that is 
dominated by forces comparable to the gravitational force. This is 
illustrated by considering the radiation pressure resulting from 
sunlight. The earth receives sunlight with an average irradiance of 
1361 W/m2 [60]. Absorption of this light by a macroscopic black body 
exerts a radiation pressure of 4.5 µN/m2 and the resulting force would 
result in an insignificant acceleration. The mass and size of 
microscopic particles, however, is considerably smaller, which makes 
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inertial forces considerably smaller and the forces exerted by light 
comparatively larger.  
Optical tweezers employ these forces to spatially confine a single 
colloidal particle. In essence, as is presented in Figure 3-1, a 
conventional optical tweezers setup consists of a TEM00 laser beam 
overfilling a high numerical aperture objective lens which creates a 
tight focus in the object plane of the microscope. The resulting 
intensity gradient in the focus of the laser is capable of attracting and 
holding dielectric particles ranging from tens of nanometers to tens 
of micrometers [61]–[63]. Since their introduction in the 1970-80’s by 
Ashkin [64]–[66], optical tweezers have shown to be an indispensable 
tool in a variety of domains [67], [68]. Examples as the study of 
biomolecular properties and interactions at the single-molecule-level 
[69]–[71], cell manipulation [72], [73] or the experimental 
demonstration of fundamental thermodynamical theorems [74] 
provide merely a grasp at the extent to which optical tweezers are used 
in experimental settings nowadays. 
Conventional optical tweezers rely on the forces resulting from the 
interaction of a tightly focused laser beam with a transparent particle. 
To make the working principle behind optical tweezers more 
intuitively clear, Figure 3-2 presents a ray optics description [75], [76]. 
In this figure, the focused laser beam is represented as a collection of 
rays that are concentrated in one point. This approximation is valid 
when the considered particle is considerably larger than the laser 
wavelength. Because of the refractive index difference between the 
particle and the surrounding medium, the rays get refracted and 
change momentum. Fresnel reflections at the interface are not 
included in this qualitative description. When its index is higher than 
the surrounding medium, the particle can be considered as a 
converging ball lens. This makes clear how the individual rays are 
refracted by the particle. For a particle with its center positioned in 
the focus of the laser beam (Figure 3-2(a)) the direction of the rays and 
thus the momentum of the light beam are not changed because of 
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symmetry considerations. Hence there is no momentum transfer 
from the light to the particle and the net force on the particle is zero. 
In Figure 3-2(b) the particle is displaced laterally. The beam is 
deflected along the direction in which the particle has moved. 
Momentum conservation calls for a force exerted on the particle in 
the opposite direction. This force is thus restoring in the sense that it 
tries to counter the particle movement. A similar restoring force 
emerges when the particle is displaced axially. When the particle is 
positioned downstream of the focus of the laser beam, see Figure 
3-2(c), it increases the beam’s convergence. The outgoing beam thus 
carries more momentum along the beam propagation axis than the 
incoming beam. The difference in momentum is transferred to the 
particle and results in a force towards the beam focus. For a particle 
placed upstream of the laser focus, as in Figure 3-2(d), a similar 
reasoning can be made to account for a force that is directed towards 
the laser focus. The force by the focused laser beam is thus a restoring 
force towards the focus.  
3.2.1 Forces in optical tweezers 
To know precisely what the magnitude is of forces involved in optical 
tweezers, one needs to calculate how the electromagnetic field of the 
focused TEM00 beam is altered after interacting with the particle. A ray 
optics approach allows for a quantification of the total force on large, 
i.e. larger than five times the wavelength of the laser light, spherical 
particles using only Fresnel reflection and Snell’s law to calculate the 
momentum change of individual rays composing the focused beam 
[75], [77]. It provides an expression for the force of an individual ray 
on the particle. The force by a single ray can be split up into a 
component along the direction of the ray, and a component 
perpendicular to it. These components are conventionally termed the 
scattering force and gradient force, respectively. The force of the total 
beam on the particle is found by summing the forces of the individual 
rays constituting the beam. The gradient force on the particle, i.e. the 





Figure 3-1: Schematic representation of optical tweezers. A TEM00 
laser beam is tightly focused by a high numerical aperture 
objective. This creates a trap for transparent particles with a 
higher refractive index than the surrounding liquid. 
 
 
Figure 3-2: Working principle of optical tweezers in the ray optics 
regime. The particle acts as a converging lens when its refractive 
index is higher than the surrounding medium. When its center 
displaces from the laser focus, the particle changes the 
momentum of the incoming beam (blue arrow). By account of 
momentum conservation, this momentum equals the momentum 
of the outgoing beam (green arrow) plus the momentum transfer 
to the particle (orange arrow). The latter results in a force onto the 
particle, which is seen to be restoring. 
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force pulling the particle center to the beam focus. The total 
scattering force is non-conservative and manifests itself as pushing 
the particle along the beam axis. When the beam’s numerical 
aperture is large enough, the sum of both forces provides an 
equilibrium point, i.e. a point where the total force is zero, located on 
the beam axis in front of the focus of the laser. When the particle 
displaces from this equilibrium point, it experiences a restoring force 
which is well approximated as being proportional to the displacement 
when the latter is smaller than the particle radius. The proportionality 
factor is referred to as the trap stiffness ktrap. This stiffness is not 
necessarily isotropic as will be discussed later. 
Furthermore an analytical description of the forces for very small 
particles is possible as well; this is typically referred to as the Rayleigh 
approximation [78]. This approximation assumes the incident beam 
to be a constant, time-harmonic electric field. The polarizability  of a 
















The scattered electromagnetic fields can be calculated as the field of 
an elementary dipole. An integration of Maxwell’s stress tensor 
retrieves the total force. The force can again be split up into a 
scattering force and gradient force on the particle. The gradient force 
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with c the speed of light in vacuum. The scattering force is directed 
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Since is proportional to the volume of the particle, it follows that the 
scattering force becomes negligible for small particles. Also, a lower 
limit on the size of the particle emerges: for small enough particles 
the thermal fluctuations cannot be overcome by the gradient force. 
When considering arbitrarily shaped particles, one needs to resort to 
numerical methods to describe the scattering of the laser beam and 
the associated forces. For optical tweezers, the T-matrix method often 
offers satisfactory results [76], [79]. A Matlab program implementing 
this numerical method has been made available by Nieminen and 
coworkers [80]. In this method, the internal and scattered fields are 
decomposed as vector spherical wave functions (VSWF’s), the so-
called multipole expansion. These VSWF’s constitute a discrete basis 
for any solution to the vector Helmholtz wave equation in spherical 
coordinates. The scattered field resulting from the interaction of one 
of these waves with the particle can again be decomposed in VSWF’s, 
thus the whole scattering problem reduces to finding the scatter 
matrix describing the expansion coefficients of the scattered fields in 
function of the coefficients of the incoming field. This T-matrix solely 
depends on the shape and optical properties of the particle involved 
and routines for calculating this matrix are provided in literature [81]. 
For spherical particles the T-matrix can be calculated analytically via 
generalized Lorentz-Mie scattering theory. With the incoming and 
scattered electromagnetic fields known, the force on the particle can 
be retrieved. 
The aforementioned T-matrix computational toolbox can be used to 
provide insight into the magnitude of the forces exerted by a focused 
laser beam on a dielectric microparticle. As a representative example 
for the rest of this work I have calculated the forces on a polystyrene 
particle of 1 µm suspended in water when the particle is placed near 
the focal spot of a linearly polarized TEM00 beam of 10 mW with a 975 
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nm vacuum wavelength and a numerical aperture of 1.3. In Figure 3-3 
(a) the particle is displaced laterally through the equilibrium point of 
the optical tweezers. The graph displays the force the particle 
experiences in the same direction as this translation. Also presented 
is a linear approximation of this force near this equilibrium point. 
Figure 3-3 (b) presents the axial force when the particle moves along 
the beam axis together with the linear approximation. The 
equilibrium point is seen to lie on the beam axis at a distance of 0.101 
µm from the laser focus. The graphs also indicate the linearity of the 
trap hold over several hundreds of nanometers, which is typical for 
optical tweezers [82]. A value of the trap stiffness in both directions is 
also retrieved: ktrap,x = 19.3 pN
 µm-1 and ktrap,z = 16.0 pN
 µm-1. 
Furthermore, these numerical calculations provide a way to 
investigate the influence of specific properties of either the particle, 
medium or laser beam on the performance of the optical tweezers. In 
Figure 3-4 I present, as an example, how the trapping stiffness in the 
three spatial directions is affected as a function of the particle radius 
while all other properties, such as beam shape and the refractive 
index of the particle and the medium, are left unaltered. The laser 
beam has the same properties as described in Figure 3-3 and the x-
direction corresponds with its linear polarization. From the graph it is 
seen that the trap stiffness is highly dependent on the particle size. 
For small particles, i.e. with a radius less than 0.25 µm, the stiffness is 
seen to increase with the radius r. The plotted lines reveal the r3-
dependence of the trapping stiffness, agreeing with the expression for 
the force provided by the Rayleigh approximation (equation (3.2)). For 
large particles the trap stiffness appears inversely proportional to the 
particle radius. This can be understood by, as discussed above, 
considering a particle as a converging ball lens. The change in 
momentum of the beam is determined by the focal length lf of this 
lens. For small particle displacements from the equilibrium position, 
a paraxial approach can be used for every ray, which gives a change in 





Figure 3-3: The forces experienced by a 1 µm polystyrene particle 
in water when interacting with a focused laser beam (=975 nm; 
NA = 1.3; x-polarized; power = 10 mW). The laser focus is at 
position (0,0). In (a) the force in the positive x-direction is plotted 
when the particle moves along the x-axis, i.e. one of the lateral 
directions, from the equilibrium point; in (b) the axial force is 
plotted for an axial movement of the particle. The equilibrium 
point is the point where both forces are zero. The black solid lines 




proportional to the radius of this lens, an r-1–dependence of the trap 
stiffness is indeed expected for large particles. The figure also reveals 
that the trap stiffness reaches a maximum for particles having 
approximately the same diameter as the wavelength of the laser beam. 
Secondly it is observed that in general the trap stiffness proves to be 
asymmetric in the three spatial dimensions. This is especially 
noticeable for small particles. The gradient force described in the 
Rayleigh approximation can only show directional dependence if the 
intensity gradient of the focused laser shows an asymmetry, as given 
by expression (3.2). The difference between the lateral and axial 
trapping stiffness is intuitively understood: the focused laser spreads 
out over a larger distance in the axial direction than in the lateral 
directions, contributing to a smaller intensity gradient and thus a 
smaller trap stiffness. The difference between the two lateral trap 
stiffnesses is explained by a polarization dependent intensity profile 
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in the focus spot of the laser. This polarization-dependent intensity 
profile does not occur in the typical paraxial description of Gaussian 
beams. However, this description does not adequately describe a 
strongly focused laser beam. The multipole expansion of a focused 
TEM00 beam, used in the numerical calculations of Figure 3-4, does 
show a polarization-dependent intensity asymmetry in the laser focus 
[83]: for an x-polarized laser beam, the waist in the y-direction is 
narrower than in the x-direction. This explains why the numerical 
calculations provide a higher trap stiffness in the y-direction. For 
particle radii larger than the half wavelength of the laser light, the 
lateral trapping stiffness shows oscillations as a function of the 
particle radius. This is a result of interference effects caused by 
multiple reflections of light inside the particle, much like with a 
Fabry-Pérot etalon [84].  
 
 
Figure 3-4: Variation of the trap stiffness ktrap as a function of the 
particle radius as calculated by a T-matrix numerical method [80]. 
The trap stiffness proves to be asymmetric and polarization 
dependent. For small particles the stiffness increases with an r3-
dependence (represented by the solid lines), as is predicted by the 
Rayleigh approximation. For large particles the stiffness decreases 
inversely proportional to the particle radius, agreeing with the ray 
optics description (the black dashed line has a r-1-dependence)  
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3.2.2 Particle movement inside optical tweezers: 
Brownian motion in a harmonic potential 
The previous section has shown that optical tweezers exert a Hookean 
force on the particle when displaced from its equilibrium position in 
the trap. Because of this trapping force, the Langevin equation 
describing the movement of the particle (see section 2.2.2) transforms 
into 





k x k T t
t
. (3.4) 
The inertial term is neglected, assuming time scales much larger than 
the characteristic acceleration time of the particle accel = m/  50 ns. 
The equation of the particle movement resembles that of a heavily 
overdamped oscillator driven by the thermal force.  
When considering an ensemble of identical optically trapped 
particles at a certain time or, equivalently, making a large number of 
independent observations of the position of the particle in the 
harmonic potential well, Boltzmann-statistics provides the 
probability of finding a particle in an infinitesimal interval around a 
certain displacement x from the equilibrium position: 
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The particle position, when observed for a sufficiently long time 
interval, thus follows a Gaussian statistic with mean zero, i.e. the 








But what is a sufficiently long time interval? To answer this, first the 
power spectral density of the position is calculated from the Fourier 
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transform of equation (3.4). By applying Wiener-Khinchin theorem, 
the autocorrelation of the particle position is retrieved from this 
power spectral density: 
     

 






x t x t
k
. (3.7) 
This expression provides a characteristic time equal to /ktrap. Position 
measurements at time scales longer than this characteristic time can 
be considered uncorrelated. At time scales much shorter than this 
characteristic time, corresponding to the limit of vanishing trap 
stiffness, the particle behaves as if it is freely diffusing. 
3.2.3 Back focal plane interferometry 
Microscopy techniques are widely used to characterize colloidal 
dispersions. Traditional microscope systems typically visualize a 
sample by imaging onto a CCD camera. The resulting large field of 
view is often a prerequisite for measurements over longer time, since 
the position of individual particles changes due to Brownian motion. 
Moreover, the large field of view enables a multi-parameter 
characterization of several particles at once [85], [86]. With the aid of 
advanced image analysis, the location of individual particles can be 
determined at a resolution much below the diffraction limit, with a 
minimal achievable localization accuracy of a few nanometers in the 
focal plane [50], [87]. However, these systems are typically limited to 
frame rates of 30-100 Hz. High-speed cameras do achieve bandwidths 
of several kHz [88], but are, aside from being very expensive, burdened 
with complicated data handling and increased shot noise due to a 
limited exposure time [89], [90]. 
Optical tweezers reduce the Brownian motion of a trapped particle 
significantly. This allows for other position detection techniques 
achieving much higher bandwidths and precision than traditional 
video imaging [91]. One of these techniques is based on imaging the 
interference pattern of the light coming from a laser beam focused on 
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a particle, formed at the back focal plane of the condenser lens of the 
microscope onto a detector and is therefore called back focal plane 
interferometry. The technique can provide three-dimensional 
position measurements at acquisition rates up to several MHz 
without giving in on accuracy or making data management 
problematic [92], [93]. The bandwidth of the system is often limited to 
tens of kHz, however, due to laser power fluctuations, the diode or 
amplifying electronics bandwidth or shot noise resulting from the 
limited number of photons detected per time interval [94], [95].  
Typically a quadrant detector, consisting of four photodiodes 
arranged in a square, is used for back focal plane interferometry. It is 
placed in a plane conjugate to the back focal plane of the condenser 
lens, as is represented in Figure 3-5. The front focal plane of the 
condenser coincides with the object plane of the microscope. One 
advantage of this arrangement is that the intensity impinging on the 
detector is independent of the lateral position of the laser focus in 
this object plane. The intensity profile in the condenser’s back focal 
plane represents the angular spectrum intensity of the focused laser 
after interacting with the particle. The intensity profile reaching the 
quadrant photo diode can be calculated explicitly. Analytical 
expressions for this profile in a paraxial approximation and for a 
small scatterer compared to the wavelength are available [95], [96], as 
are expressions using Mie scattering theory, hence relieving the 
restriction of small particles [97]. These results indicate the variation 
in intensity difference between two halves of the quadrant photodiode 
can be considered proportional to the lateral displacement of the 
particle from its equilibrium position for displacements that are well 
below the particle size. The axial displacement of the particle is found 
to be proportional to the variation of the total intensity impinging on 
all four quadrants, again for small enough displacements. Rohrbach 
et al. have calculated the linear range and the detection sensitivity in 
the axial direction is increased with a low-NA condenser [97]. Lateral 





Figure 3-5: Schematic representation of the working principle of 
back focal plane interferometry. The particle is trapped in the 
focus of the laser (A). The laser light scattered by the particle is 
collected by a condenser lens. The resulting interference pattern 
(B) at the back focal plane of the condenser (dashed black line) is 
imaged onto a quadrant detector (C). The lateral displacement of 
the particle from its equilibrium position is determined by the 
difference in intensity impinging on two halves of the quadrant 
detector; the axial particle displacement is considered 
proportional to the variation of total intensity on the QPD.  (unit: 
Volt per meter) represents the conversion factor between the 
output of the QPD (unit: Volt) and particle displacement 
(unit:meter) 
 
Alternatively, the linear range of detection via back focal plane 
interferometry can be increased by reducing the beam waist of the 
detection beam, as has been demonstrated by Martinez and 
coworkers [98]. 
Optical tweezers calibration 
Back focal plane interferometry provides three voltage signals, each 
proportional to the particle position in one of the three spatial 
dimensions. These signals are however uncalibrated and a conversion 
factor  (unit: Volt per meter) between the output of the QPD (unit: 
Volt) to the spatial coordinates (unit: meter) is needed. Moreover, to 
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fully calibrate the optically tweezed particle and perform quantitative 
measurement with the optical tweezers, a value of the trap stiffness is 
needed. There exist different methods to achieve this calibration [99]. 
In this work, calibration of optical tweezers is done by power 
spectrum analysis, which will be explained and exemplified in this 
section. 
The calibration procedure makes use of the spectral information of 
the positional signal obtained by back focal plane interferometry 
[100], [101]. To account for finite sampling in the frequency domain, 
the discrete Fourier transform xˆ  of the continuous positional signal 
x measured over a time interval tmsr is considered: 











x k x t f t t . (3.8) 
In this expression the discrete frequencies are defined as fk = k/tmsr 
with k an integer. By applying the Fourier transform on the Langevin-
equation (3.4) the experimental power spectrum of the QPD signal 
x(t) can be calculated: 
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f . (3.10) 
Since both the real and imaginary part of  ˆ k have a Gaussian 
distribution,  
2
ˆ k is exponentially distributed and thus the 
 individual data points of the experimental power spectrum as well. Its 
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expected value can be calculated considering the property
      msr ,ˆ ˆ k lk l t : 
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,  (3.11) 
which takes the form of a Lorentzian. The individual points of the 
experimental power spectrum are exponentially distributed around 
this expected value with a variance equaling 
          
22 (ex ) 2
x x xP k P k P k . (3.12) 
Values for the corner frequency cf and conversion factor  can now be 
found by fitting (3.11) to the power spectrum of the QPD output 
signal. However, the exponential distribution of these data points 
makes a fit troublesome, since least-square fitting requires the 
individual data points to be normally distributed around their 
expected value. By binning, i.e. averaging a number of neighboring 
data points into a single point, this normal distribution is achieved by 
account of the central limit theorem and a statistically correct fit can 
be made.  
The above derivation assumes a continuous-time position signal. In 
practice, the signal retrieved from the QPD is sampled in time at a 
frequency fS. This introduces errors due to aliasing. In the power 
spectrum only frequency components in the range [-fNyq, fNyq] are 
considered, with fNyq = fS/2 the Nyquist frequency. However, frequency 
components outside this range also carry power. Aliasing makes that 
this power falling outside the Nyquist range is translated inside this 
range, hence falsely increasing the power spectrum. For frequencies 
much below the Nyquist frequency, the error due to aliasing is 
negligible. This is why the position signal is always largely 
oversampled compared to the frequency range of interest. Moreover, 
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aliasing can be accounted for easily by the use of an anti-aliasing 
filter. 
Fitting the Lorentzian to the experimental power spectrum is done 
based on a Matlab-routine, which implements the above 
considerations, made available by Tolić-Nørrelykke and co-workers 
[102]. The routine provides an estimate for the corner frequency (in 
Hz) and the diffusion coefficient Dfit (unit: V
2 s-1). Furthermore, values 
for the standard deviation on these estimates, as derived in [100], are 
also provided. 
The trap stiffness is retrieved from the estimate of the corner 
frequency since the Stokes coefficient  (equation (2.3)) is known. The 
value of the conversion coefficient follows trivially form the fitted 
diffusion coefficient because the diffusion coefficient D of the 
particle, given by equation (2.19), is known: 




Experiments in this dissertation use calibrated particles of which the 
standard deviation on the radius is less than 5 %. The mean radius, as 
provided by the manufacturer, is always used to calculate the Stokes 
coefficient and the diffusion coefficient. 
Figure 3-6 demonstrates power spectrum analysis of the position of 
an optically tweezed particle of 1 µm diameter suspended in a 30 g/l 
KCl solution without added surfactant. Its position is measured for  
15 seconds at a rate of 50 kHz. From the QPD voltage signal 
corresponding with one of the lateral spatial dimensions, a power 
spectrum is calculated, binned and fitted to equation (3.11). This fit 
estimates fc to be 1435±15 Hz, allowing to retrieve the trap stiffness 
from equation (3.10) as ktrap = 81 pN µm
-1. In this calculation the value 
for the Stokes coefficient  = 8.93×10-9 kg s-1 is used. The fitted 
diffusion coefficient in voltage units equals (126.4±1.7)×10-3 V2 s-1. 
Considering the particle radius, the diffusion coefficient is calculated 
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as D = 4.48×10-13 m2 s-1. From equation (3.13) the value for the 
conversion factor is determined as  = 0.53 V µm-1. Note that this 
conversion factor is sensitive to the alignment of the detection laser 
beam with respect to the trapped particle, and is therefore 
determined for every experiment separately. 
The power spectrum takes on the typical shape of a Lorentzian: it is 
frequency independent for frequencies much below the corner 
frequency and has a roll-off proportional to f -2 at frequencies much 
above it. This roll-off is characteristic for the power spectrum of a 
freely diffusing particle, i.e. when the trap stiffness and thus the 
corner frequency are zero. Two regimes can thus be identified: at 
frequencies much above the corner frequency of the optical trap, the 
particle behaves as if it were freely diffusing. At frequencies much 
below the corner frequency the power spectrum resembles a white 
noise spectrum and accounts for uncorrelated positional information 
in time. Note that the expression for the corner frequency agrees with 
the time constant given for the autocorrelation time of the particle 
position in the trap, i.e. equation (3.7). Anti-aliasing makes that the f -2 
dependency does not hold at frequencies near the Nyquist frequency.  
Based on the above calibration, it is now possible to convert the 
recorded voltage signals into units of length. As an example Figure 3-7 
presents a histogram of the positional data used in figure Figure 3-6, 
both in a linear scale as in a semi-logarithmic scale. From equation 
(3.5) it follows that the particle position probability distribution is 
Gaussian around its equilibrium position. Both graphs show the best 
fit of this distribution to the histogram. The fit provides a standard 
deviation of the position of 11.3 nm around the equilibrium position. 
The graphs provide a way to verify the assumptions made allowing the 
particle position to be described by the Langevin equation (3.4). More 
specific, since the Gaussian distribution approximation of the particle 
position in the optical trap holds up to several decades, the potential 





Figure 3-6: The experimental power spectrum of a particle inside 
optical tweezers recorded by back focal plane interferometry is 
given by the black squares. The red curve gives the anti-aliased 
Lorentzian fit to this spectrum. Hence a calibration of the optical 
tweezers is obtained: the corner frequency cf provides a measure 
for the trap stiffness. 
 
 
Figure 3-7: The position of a trapped particle follows a Gaussian 
distribution around the equilibrium position. Both graphs 
provide the same data: the black squares give the histogram of the 
lateral position of a 1 µm particle held by optical tweezers as 
measured by back focal plane interferometry; the red curve 
represents the best-fit to a Gaussian. From the semi-logarithmic 
graph on the right it follows the assumed linearity of the trapping 
force with the particle displacement and the proportionality of the 
QPD-signal with the particle position holds.  
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associated force is Hookean for the considered particle 
displacements. Moreover, it confirms that QPD-signals obtained by 
back focal plane interferometry are indeed linear with the particle 
position. 
Throughout this dissertation, the optical tweezers are always 
calibrated using power spectrum analysis. From the positional signal, 
recorded at 50 kHz, an experimental power spectrum is calculated. 
Bins containing 350 neighboring data points are used to obtain the 
power spectrum to which the fitting is done, effectively reducing the 
number of points to which is fitted by a factor 350. Fitting is done over 
the frequency range of 100 Hz to 2000 Hz. Lower and higher 
frequencies are excluded since they are often found to contain noisy 
components, either from mechanical disturbances or from power 
fluctuations of the detection laser. Note that in some experiments 
described in this thesis a sinusoidal electric field at a certain 
frequency is applied to probe the electrical properties of the trapped 
colloidal particle (see section 3.2.4). This electric field induces an 
oscillation of the particle at the same frequency as the electric field 
which manifests itself as a peak in the power spectrum (see also 
subsection 3.2.4). This impairs the fitting procedure. For this reason 
the measurement point of the power spectrum corresponding with 
this applied frequency is always removed when fitting the Lorentzian 
to the measured spectrum. 
3.2.4 Optical trapping electrophoresis 
The electrical properties of a colloidal particle are often probed by 
observing how this particle moves in an applied electric field. Most 
conventional techniques employing electrophoresis as a 
characterization tool, for example by laser Doppler velocimetry or 
dynamic light scattering [103], perform a measurement on relatively 
concentrated suspensions and deliver the average electrokinetic 
properties over a large number of particles. Despite their high 
accuracy and reproducibility, the measurements done with these 
conventional techniques have some drawbacks. For example, the 
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monitoring of time-dependent changes in electrokinetic properties, 
for example by a changing medium, proves often difficult to realize in 
these experimental setups. Moreover, observing the electrophoretic 
movement of a single particle can reveal electrokinetic properties that 
cannot be assessed with conventional measurements. This is 
demonstrated in an experiment by Strubbe et. al. in which they have 
resolved time-dependent charging of a silica particle in a nonpolar 
medium with the precision of the elementary charge [104]. Their 
technique uses micro-electrophoresis, in which the electrophoretic 
movement of individual particles is observed with a microscope.  
Optical trapping electrophoresis (OTE) combines this micro-
electrophoresis technique with optical tweezers. Aside from the 
increased precision and time resolution at which the position 
fluctuations of a particle are determined, this combination offers 
other advantages. Because of the tweezers, the mean particle position 
is fixed, such that sedimentation and diffusion of particles are easily 
overcome. Moreover, fixing the particle in a measurement cell 
increases the reproducibility of the measurements. As will be seen in 
Chapter 5, position-dependent flow arises when performing an 
electrophoretic experiment in a microchamber. By knowing the 
position of the particle, this flow can be accounted for. Finally, when 
combined with adapted microfluidics, optical tweezers offer a way to 
easily change the surrounding medium in which the particle resides 
and to monitor the effects of this change on the electrokinetic 
properties of a single particle in a time-resolved fashion. 
Data analysis 
In a typical optical trapping electrophoresis experiment, a single 
optically trapped particle is subjected to a harmonic electric field    
E(t) = E0 cos(2fEt) at a frequency fE. The electric field yields a force on 
the particle equal to EPE, with EP the electrophoretic mobility of the 
particle. When the particle’s inertia can be ignored, i.e. at applied 
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When performing an electrophoresis experiment, one aims at 
retrieving the electrophoretic mobility of a particle from the recorded 
position x(t). Often this is done by power spectrum analysis [29], [31]. 
By a similar reasoning as in subsection 3.2.3, the expected value of the 
experimental power spectrum of the position signal governed by the 
above equation can be calculated. Assuming fE to be a multiple of 
1/tmsr and calibrated tweezers, i.e. the power spectrum has units
2m s , 
one retrieves: 
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where k,E equals one if fk = fE and zero if this condition is not fulfilled. 
The experimental power spectrum of a harmonically driven particle is 
thus a Lorentzian apart from a peak at the drive frequency. This is 
demonstrated in Figure 3-8, which gives the binned3 experimental 
power spectrum of a 1 µm polystyrene particle suspended in a 0.10 g/l 
KCl solution. The particle is subjected to an electric field (amplitude 
E0 = 3.14 kV m
-1 and frequency fE = 1000 Hz) and its position is 
recorded for 15 seconds. The spectrum is calibrated as described in 
the previous section, hereby omitting the point at fE to properly fit 
equation (3.11) to the experimental power spectrum. The mobility can 
be retrieved by calculating the distance 
Ef
 between the Lorentzian 
fit and the point in the experimental power spectrum at fE. More 
rigorously, one calculates that  
                                                                        
3  The value at Ef was taken from the unbinned spectrum, since 
binning would reduce the peak height with a factor approximately 
equal to the number of points per block. 
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In this expression (ex )xP represents the experimental power spectrum 
and Px,Br is the Lorentzian fit given by equation (3.11), i.e. the expected 
value of the power spectrum when no field is applied. The expected 
value of the quantity 
Ef
is thus proportional to the square of the 
electrophoretic mobility.  
From equation (3.15) the amplitude of the harmonic oscillation of the 
particle at fE directly follows: 
   
E
2
msr4 fx t . (3.17) 
Note, however, that this calculation of the oscillation amplitude does 
not assume any phase dependence of the oscillation with respect to 
the driving force. The lack of knowledge of the phase difference 
between the electric field and the particle displacement implies that 
the sign o1f EP cannot be retrieved using the above analysis method. 
 
Figure 3-8: Calibrated power spectrum of an optically tweezed 1 
µm polystyrene particle driven by a sinusoidal electric field. The 
resulting oscillation manifests itself as a peak in the spectrum of 
which the height is approximately proportional to the square of 
the electrophoretic mobility of the particle. 
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Moreover, if the particle mobility approaches zero, the above method 
becomes less suitable due to the appearance of negative values of 
Ef
and a wrongful estimate of EP. To overcome these problems, an 
alternative way to estimate EP is presented [26]. When considering 
the Fourier transform of the position signal 
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it is easily seen that an estimate of the mobility is obtained via 
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Note, however, that equation (3.19) assumes EP to be real-valued. This 
is the case when the harmonic movement of the particle is due to a 
driving force in phase with the electric field, as is the case with 
electrophoresis. As will be seen in Chapter 5, the oscillation of the 
particle in an OTE-experiment can also be governed by other 
harmonic forces that are not necessarily in phase with the applied 
field. This oscillation is then described by introducing a complex 
mobility. However, equation (3.19) will not retrieve the oscillation 
amplitude in this case, but rather the amplitude of the oscillation 
corresponding with the real part of the mobility, i.e. generated by the 




3.3 Practical implementation 
3.3.1 Optical setup 
To realize single-beam gradient optical tweezers, a laser beam is 
manipulated such that it overfills the back aperture of a high 
numerical objective. Literature offers extensively reviews and 
schemes on how to build an optical setup offering tweezers capability 
and easy beam steering [105], [106]. The optical setup used in this 
thesis differs slightly from conventional optical tweezing setups, 
mainly because beam steering is done with lenses instead of, as is 
often the case, with mirrors.  
Figure 3-9 gives a schematic representation of the most important 
components of the optical setup providing the optical tweezers. The 
setup is built around an inverted microscope (Nikon Ti-E) and 
mounted on an anti-vibration optical table. The experiments are done 
using an infinity-corrected 100x magnification oil immersion 
objective lens with 1.3 numerical aperture (Nikon CFI Plan Fluor 
100XOil) to achieve a diffraction limited laser spot near the object 
plane of the microscope. A translation stage enables moving this 
objective lens axially with a resolution of 25 nm. 
Two lasers are coupled in simultaneously in the objective. A near-
infrared (NIR) laser beam (Thorlabs PL980P330J), operating at 975 
nm wavelength and achieving a maximal output power of 330 mW, 
traps the particle. A red laser beam (Lasos RLD-638-150), used for 
back focal plane interferometry, emits at a wavelength of 638 nm and 
is operated at 30 mW. Both laser beams follow a separate but similar 
path before being merged. Firstly both beams pass a pinhole, which 
acts as a spatial filter to improve the beam quality. Next, both beams 
are linearly polarized with the aid of a quarter wave plate followed by a 
half wave plate. After this the beams pass individual beam steering 
optics, discussed below, enabling control of the focused laser beam in 
the object plane of the microscope. A dichroic mirror merges the two 
beams, and a beam expander provides the correct beam diameter to 
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overfill the back aperture of the objective. After having interacted with 
the particle, the scattered light of both beams is collected by a 
condenser lens (Nikon Ti-C-CLWD, NA 0.72) and the red light is 
directed towards the quadrant photodiode (Thorlabs, PDQ80A) by a 
dichroic mirror. Additionally, a microscopic image is provided by 
imaging the Kohler-illuminated sample onto an EM-CCD camera 
(Andor, iXon+). 
The multifarious optical setup does however result in a power loss of 
the laser beam. Firstly, the pinhole reduces the beam power by half, 
after which the beam steering and telescope lenses contribute to an 
additional loss of 50 %. Overfilling the objective accounts for an 
additional 20 % loss. The objective is specified by the manufacturer to 
transmit 70 % of the NIR laserlight. The total power loss is estimated 
to be approximately 90 %. A similar loss is obtained for the detection 
laser beam. 
a. Beam steering 
The beam steering section of the optical setup allows for three 
independent transformations of the laser focus: 
1. An orthogonal movement of the laser focus with respect to 
the object plane of the microscope 
2. A lateral movement of the focus in the object plane 
3. A tilt of the laser beam with respect to the axis of the 
microscope objective 
These beam manipulations are achieved by altering the incoming 
beam at the back focal plane of the microscope objective, as is 
illustrated in Figure 3-10. By generating conjugate planes to the back 
focal plane and thus essentially repeating this plane along the optical 
train, the individual manipulations can be separated. A conjugate 
plane is obtained by inserting a telescope of two lenses. If the 
respective focal lengths of the lenses are lf,1 and lf,2 and they are 









Figure 3-9: Schematic representation of the optical tweezers 
setup. Two laser beams, a trapping and detection laser, are 
focused by a microscope objective. Green dotted lines give 
conjugate planes to the back focal plane of the objective, which 
are used for beam steering and back focal plane interferometry. 






separated at a distance 2lf,1+ 2lf,2 from the back focal plane. The exact 
position of the lens pair is not crucial, as long as they both are in 
between the two conjugate planes. By inserting multiple telescopes, 
additional conjugate planes are accomplished. 
Figure 3-10 also presents the practical realization of the beam 
manipulation. Each transformation is obtained by moving one or two 
lenses of a telescope. The two lenses are chosen to have the same focal 
length lf. When using a telescope for beam manipulation, its position 




Figure 3-10: Beam steering using a telescope consisting of two 
lenses with the same focal length. Depending on the position of 
the telescope with respect to the back focal plane of the objective 
(or a plane conjugate to it), different beam manipulations can be 
realized. An axial movement of the laser focus with respect to the 
microscope object plane (b) is obtained by an axial translation of 
one of the telescope lenses. A lateral translation of one of the 
telescope lenses causes a lateral movement of the laser focus in 
the object plane (c). The focused laser beam can be tilted with 
respect to the objective axis (d) by a simultaneous lateral 




1. Axial movement of the laser focus is realized by placing the 
telescope lenses in the middle between the two conjugate 
planes. By moving the rearmost lens towards the back focal 
plane over a distance dax, the beam collimation at the back 
focal plane is altered and the laser focus shifts away from the 
objective lens over a distance 2 2f,obj ax fnl d l with n the refractive 
index of the immersion oil and lf,obj the objective focal length. 
2. By positioning the telescope lenses such that the lens closest 
to the objective lens coincides with the back focal plane of 
this objective and moving this lens laterally over a distance 
dlat, a tilt of the laser beam is created at the back focal plane of 
the microscope objective. This makes for a lateral shift of the 
laser focus a distance f,obj lat fl d l in the object plane.  
3. By again positioning the telescope in the middle between the 
objective’s back focal plane and its conjugate plane and 
moving both lenses laterally over a distance dlat, the incoming 
beam is parallel but off-axis at the back focal plane of the 
objective. This makes that the beam is rotated over a 
(paraxial) angle of  lat oil f,obj2d n l  in the plane of the lateral 
lens movement. 
As can be seen in Figure 3-9, these beam steering functionalities are 
integrated sequentially in the optical setup by realizing multiple 
conjugates to the back focal plane. 
b. EM-CCD image: particle position control 
The microscope image obtained by the CCD camera is used in two 
ways. Firstly, based on the image one can ensure only one particle is 
confined within the optical tweezers. If during the course of an 
experiment a second particle or an impurity in the liquid is seen to be 
trapped by the tweezers, the experiment is aborted. 
Secondly, the microscope image is used to precisely know and control 
the position of a particle with respect to the bottom substrate of the 
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cell it is measured in. Controlling a particle’s position inside the 
measurement chamber is necessary to achieve reproducible results 
with an OTE-setup. For example, in section 2.2.1 it was shown that a 
large enough separation between the particle and the bottom 
substrate is needed to make hydrodynamic coupling between the two 
negligible. Furthermore it will be shown in the following subsection 
and in the next chapters that the particle position also determines the 
properties of the optical trap it is confined in or should be taken into 
account when determining the particle’s electrical properties.  
The microscope image is used to control the particle since it is very 
sensitive to the position of the laser trap and particle with respect to 
the bottom substrate. Firstly, the reflection of both the trapping and 
detection laser from this substrate depends on where the substrate is 
located in the laser beam. Secondly, the laser light back-scattered by 
the particle interferes with this reflected light, which provides a 
measure for the particle-substrate separation. As a reference, three 
images of the same optically trapped particle at different positions 
with respect to the bottom substrate are given in Figure 3-11. 
 
 
Figure 3-11: Microscope image of a single optically tweezed 
particle separated 2.1 µm (a), 7.3 µm (b) and 11.3 µm (c) from the 
bottom substrate. The image consists of an interference pattern 
generated by the laser light that is reflected at the bottom 
substrate and laser light that is backscattered from the particle. 
The resulting pattern depends strongly on the separation between 
the particle and bottom substrate. 
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The particle position is controlled by setting the axial position of the 
microscope objective based on a comparison of the live image with a 
set of reference images. Before an experiment this reference set is 
built by recording the back-scatter pattern of the particle at different 
positions of the objective, which is typically translated in steps of 100 
nm along its axis. From these images the intensity of about 2000 
pixels is extracted and these values form a reference set against which 
the particle-substrate separation can be compared. During the 
experiment an intensity profile is obtained by extracting the same 
pixels from the live image. The actual position of the particle is then 
determined by finding the least square error between the extracted 
pixels and the reference set. From this position estimate the 
microscope objective is translated such that the aimed separation 
between the particle and bottom substrate is obtained. 
c. Spherical aberration of the laser focus 
The experiments described in this dissertation are carried out with an 
oil-immersion objective. This immersion fluid is necessary to achieve 
a large numerical aperture of the laser beam, and thus a narrow focus 
that can act as an optical trap. The substrate can be considered index-
matched to the immersion oil which has a refractive index noil = 
nsubstrate = 1.545. The continuous medium, i.e. an aqueous solution 
with refractive index nwater = 1.33, is not index-matched. This causes 
refraction of the laser beam at the interface. This has several 
implications on the performance of the optical tweezers. Firstly, the 
refraction at the interface implies that the (paraxial) focus plane lies 
closer to the substrate compared to when an index-matched solution 
is used (see Figure 3-12). This makes that a translation of the objective 
over a distance dtrans results in a translation of the object plane by a 
distance dtransnwater/noil  0.86dtrans.  
Secondly, the difference in refractive index between the immersion oil 
and the aqueous solution results in spherical aberration of the laser 
focus. This spherical aberration is a direct result of the refraction of 
the laser beam at the substrate-water interface. Oil-immersion 
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objectives create an aberration-free laser focus in an index-matched 
medium. From a ray optics point-of-view this implies all rays of the 
light beam are concentrated in the focal point of the microscope 
objective, as is depicted in Figure 3-12 (a). When a medium with lower 
refractive index is introduced, all rays will refract according to Snell’s 
law: the ratio of the sine of the angles of incidence and refraction 
equals the ratio of the refractive index of the second and first 
medium. This makes that marginal rays are focused below the 
paraxial focus plane, as indicated in Figure 3-12 (b). This makes for an 
aberrated focus which decreases the performance of the optical 
tweezers: the laser focus is spread out mainly in the axial direction, 
which lowers the axial trapping stiffness. 
The spherical aberration of the laser focus gets larger when more 
distance is traveled by the laser beam in the lower index medium. This 
is demonstrated in Figure 3-13 which presents the axial trapping 
stiffness of a 1 µm polystyrene particle as a function of the distance 
from the bottom substrate. The stiffness decreases significantly from 
a certain separation onwards and approaches zero at a distance of     
22 µm. When, from this point, the particle-substrate separation is 
further increased, the tweezers are not able to hold the particle and it 
is pushed outside the laser focus due to radiation pressure. The 
working range of the previously described optical tweezers holding a  









Figure 3-12: The effect of using an aqueous medium in 
combination with an oil immersion objective. When an index 
matched medium is used (yellow, figure (a)), the laser is perfectly 
focused. The aqueous medium (blue, figure (b)) causes refraction 
of the laser beam, resulting in an axial shift of the laser focus. 
Moreover, spherical aberration of the beam focus occurs because 
marginal rays are refracted over a larger angle than rays close to 




Figure 3-13: The change in corner frequency along the axial 
direction as a function of the distance to the bottom substrate. 
Because of spherical aberrations introduced by the refraction of 
the laser beam at the substrate-liquid interface, the trap stiffness 
and hence the corner frequency decreases from a certain 
separation onwards. The spherical aberration limits the trapping 





Two types of mobility measurements are discussed in this 
dissertation. Firstly, steady-state mobility measurements provide a 
single value for the electrophoretic mobility of one or more particles. 
These particles have been incubated for some time in order to 
equilibrate all physicochemical processes at the particle surface. A 
second type of experiments consists of measuring how the mobility of 
a single particle varies in function of time when e.g. the chemical 
composition of the suspending liquid is changed. This allows for the 
monitoring of chemical or physical processes at the particle-liquid 
interface that influence the particle mobility. Each of these 
experiments uses dedicated microfluidics to which the necessary 
functionalities, such as electric field generation and fluid pumping, 
are added. This subsection provides a detailed overview of the used 
devices. 
a. Steady-state measurements 
Steady-state measurements are performed using commercially 
available IBIDI-slides [107]. The bottom substrate of 180 µm 
thickness is built out of a hydrophobic polymer with optimized 
optical properties to allow for advanced microscopy techniques. One 
slide, as is schematically presented in Figure 3-14, contains six 
identical microchannels with a height of 400 µm and width of             
3.8 mm. The inlet and outlet consist of cylindrical wells of 4 mm 
diameter and are separated by 17 mm.  
An electric field is generated inside these channels by applying a 
voltage difference across platinum wires inserted in both the inlet and 
outlet. To characterize the electric field inside the microchannel, a 
finite element simulation of the electric fields and currents inside the 
above described geometry is obtained with COMSOL making use of 
the Electric Currents package. The stationary 3D-simulation considers 
the water inside the microchannel as a conductor and the polymer 
forming the microchannel as an electrical insulator. The wires are 
defined as equipotential lines at the axis of the cylinder that makes up 
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the inlet or outlet. Figure 3-15 gives the electric field magnitude along 
an xy-cross section at 200 µm from the bottom substrate when a DC 
potential difference of 1 V is applied between the electrodes. It is seen 
that the electric field magnitude can be considered constant far 
enough from the inlet and outlet. The calculated field magnitude 
corresponds with the electric field magnitude between two parallel 
plates at a potential difference of 1 V placed 15.6 mm apart. Figure 
3-15 also indicates the direction of the electric field in this cross 
section. From this figure and from the numerical simulation it is seen 
the electric field is homogeneous near the middle of the channel and 
is oriented along the channel direction. 
b. Dynamic mobility measurements 
In order to change the chemical composition of the suspending 
buffer, a flow cell is fabricated consisting of a Y-junction that has two 
inlet channels that merge into one outlet channel (Figure 3-16). The 
top substrate consists of a conventional microscopy slide of 1.1 mm 
thickness in which two inlet and one outlet openings have been 
drilled. To generate an electric field inside the channel, two thin-film 
chromium electrodes are deposited by e-beam physical vapor 
deposition (PVD). The flow cell is fabricated by patterning UV curable 
glue (Norland NOA 68), containing spacers of 75 µm, with a computer 
controlled glue dispenser onto the microscope slide and sealed with a 
No 1.5 microscopy cover slip. 
The maximal flow rate in the microfluidic device is inherently limited 
by the strength of the optical tweezers holding a particle: the fluid 
velocity results in a drag force on the particle, which can push the 
particle outside the linear range of the optical tweezers. For a 
maximal displacement of 100 nm, a 1 µm particle can be subjected to 
a fluid velocity up to 500 µm/s. The associated flow rate of 0.1 mm3/s is 
difficult to achieve with conventional pumping systems such as a 
syringe pump. Instead, a pumping mechanism based on the principle 





Figure 3-14: Schematic representation of the IBIDI-microchannels 
used for steady-state measurements. The two cross sections (red 
and green) provide the dimensions of the channel. For an OTE 
experiments, a platinum wire is inserted in both the inlet and 
outlet, which functions as an electrode. 
 
 
Figure 3-15: Finite element simulation of the electric field inside 
an IBIDI microchannel. A potential difference of 1 V is applied 
across two wires inserted in the inlet and outlet of the channel. 
Presented is a cross section along the xy-plane in the middle of 
the channel. The arrows represent the electric field vector and the 
colors indicate the field magnitude. Far enough from the inlet and 
outlet, the electric field can be considered homogeneous and 




Figure 3-16: Schematic representation of the flow cell which is 
defined by a glue pattern on top of a substrate on which two 
chromium electrodes (yellow) have been evaporated by PVD. PTFE 
tubing inserts liquid at the two inlets of the device (right). The 
channels merge, and due to the laminar flow characteristics the 
two liquid streams remain separated. This allows to bring a 
particle from one buffer to another. The liquids exit the device via 
an outlet tubing (right). 
 
attached to the openings of the microfluidic device. The other end of 
each tube is submerged in liquid contained by a vial. Depending on 
the level inside the three vials, a pressure difference across the 
channel can be obtained. To obtain a unidirectional flow from inlet to 
outlet, the levels of both inlet solutions are chosen equal, ensuring the 
same flow rate in both inlet channels, and the level of the outlet 
solution is chosen to be lower. The flow rate and thus the fluid velocity 
can be regulated by adjusting the level difference between the inlet 
and outlet liquid level. Through each inlet opening a different 
solution is pumped into the flow cell. Because the flow inside the 
microfluidic cell is laminar, the two liquids are not mixed at the 
junction and therefore flow next to each other, creating a boundary 
through which a particle can move from one medium to another. The 
sharpness of this boundary is limited: when there exists a 
concentration difference of certain species between the two liquids, 
diffusion of this species occurs and this broadens the boundary. 
Obviously, the boundary is broader further downstream of the 
junction. For typical flow rates (100 µm/s) and small ions (e.g. K+), the 




In this chapter the working principle behind optical tweezers was 
explained. This was done in an analytical way for very large or very 
small particles compared to the laser wavelength; these are the 
geometric optics and Rayleigh approximation, respectively. To 
quantify forces for particles of arbitrary size, a numerical calculation 
based on generalized Lorentz-Mie scattering theory was performed, 
showing qualitative agreement with the approximations in their 
respective regimes. It was seen, both from this calculation as from 
experiments, that the particle inside optical tweezers can be 
considered to be confined in a harmonic potential well, providing a 
Hookean restoring force of the tweezers determined by the trap 
stiffness ktrap which is, in general, anisotropic. To quantify this 
stiffness, power spectrum analysis of the Brownian fluctuation of the 
particle inside the trap is used throughout this dissertation. These 
fluctuations are recorded via back focal plane interferometry and 
their power spectrum is described by a Lorentzian governed by two 
parameters: the corner frequency fc, which is proportional to ktrap, and 
a conversion factor  relating the detector output signal to the 
physical displacement of the particle. By using the size of the particle 
as a given numerical values for both ktrap and  can be obtained. It was 
furthermore shown that the knowledge of these two parameters 
allows determining the electrophoretic mobility of a particle moving 
inside an AC electric field. Two ways to retrieve this parameter from 
the positional signal were presented. Firstly, by power spectrum 
analysis the oscillation amplitude is determined by establishing the 
distance between the data point in the experimental power spectrum 
at the applied frequency and the Lorentzian fit to the Brownian 
spectrum. The second method uses phase information of the 
oscillation to obtain the oscillation amplitude for the harmonic forces 
on the particle that are in phase with the applied field. Since the 
electrophoretic force is in phase with the applied field, also this 
method retrieves the oscillation amplitude, provided no other 
harmonic forces that are out-of-phase are present. 
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The second part of the chapter elaborated on the practical 
implementation of the previously discussed concepts. The optical 
setup was described in detail, including the steering optics used to 
provide manipulation of the focused laser beam that makes up the 
optical tweezers. Also a position control algorithm based on the 
microscope image containing the back-scattered and reflected laser 
light was explained, which allows to maintain the same particle-
substrate separation throughout an experiment. Finally details were 
provided about the two types of microfluidic devices used in the 




















Chapter 4  
Temperature 
monitoring  





Microfluidic devices find applications in a variety of fields, including 
diagnostics, drug discovery and water quality monitoring. Typically, 
additional functionalities besides fluid handling are integrated in 
these devices to increase their performance. Examples include 
sample injection, sorting of species, fluid mixing and detection of 
certain targets. The combination of these functionalities results in 
completely integrated systems called Lab-on-a-chip (LoC) devices that 
can perform a chemical, biochemical or biological analysis on a 
sample in an automated fashion. Compared to traditional laboratory 
techniques, these LoC systems promise fast read-out with increased 
sensitivity at a lower cost [22], [108], [109]. 
The performance of these LoC systems may be seriously affected by 
heating effects taking place inside the device because of the 
integration of these functionalities. For example, microfluidic devices 
that use pumping by electric fields often suffer from reduced 
performance due to Joule heating [110]. Also, when thermosensitive 
species are used, local heating effects may be detrimental for the 
envisioned application of the device [111]. On the other hand, 
induced heating may deliver new functionalities to a microfluidic 
device without overcomplicating its design and operation [112]. An 
example includes the realization of on-chip DNA-amplification via 
polymerase chain reaction, a biochemical process requiring a 
precisely controlled thermal cycling [113]. Also species separation 
and concentration by temperature gradient focusing resulting from 
Joule heating of an ionic liquid has been reported [114]. 
Thorough knowledge of the temperature profile inside microfluidic 
systems is crucial to understand the implication of heating processes 
on the functionality of these devices. There exist different 
experimental techniques to determine the temperature in a 
microfluidic device [115]. Often epi-fluorescence thermography is 
employed to visualize temperature differences along a microfluidic 
channel [116], [117]. In this technique, a thermosensitive dye is mixed 
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with the solution and the local temperature of the microfluidic device 
is assessed from the fluorescence intensity of this dye. Although it 
provides sensitive temperature measurements, the technique is 
difficult to use when the channel depth of the microfluidic device 
changes since the limited spatial resolution along the axis of the used 
microscope objective only allows for a an integration of the 
fluorescence intensity along the channel depth to retrieve the 
temperature profile. Total-internal-reflection fluorescence increases 
this axial resolution, but limits the measurement range to a few 100 
nm from the bottom substrate of the microfluidic cell [118]. 
In this chapter I show how an optically tweezed particle can be used to 
probe the temperature inside a microfluidic device. Besides offering 
the capability of accurately positioning the temperature probe 
anywhere in the channel, this technique is also less invasive than dye-
based techniques since only a single inert particle is used. Moreover, 
it offers a trivial way to monitor Joule heating in applications that 
combine optical tweezers with electrophoresis.  
The aim of this chapter is to evaluate heating phenomena occurring 
in a typical OTE experiment. Both Joule heating, resulting from the 
application of the external electric field, and heating due to laser light 
absorption are discussed. Parts of this chapter, mainly the above 
introduction and the sections on measurement procedure and Joule 





4.2 Measurement procedure 
The calibration of optical tweezers uses two parameters to fit a 
Lorentzian to the power spectrum of the QPD output voltages: the 
corner frequency fc of the trapped particle, which is proportional to 
the ratio of the trap stiffness ktrap and the drag coefficient  of the 
particle, and the particle’s diffusion coefficient in units of V2/s. Both 
parameters are temperature dependent. This is mainly due to the 
temperature dependence of the viscosity of the suspending liquid: at 
higher temperatures the viscosity of aqueous solutions decreases 
significantly. A decreased viscosity results in a smaller drag coefficient 
of the particle. Hence the corner frequency of the trap is expected to 
increase when the temperature of the surrounding medium rises. The 
diffusion coefficient is also expected to increase as can be seen from 
its temperature dependence in equation (2.19). 
The temperature dependence of these parameters provides a method 
to quantitatively determine the temperature increase inside a 
microfluidic device compared to a reference measurement. More 
precisely, when the same particle is measured under the same 
conditions except for the temperature of the surrounding liquid, the 
ratio between the two corner frequencies fc,1 and fc,2 is a function solely 




















These ratios can be converted to expressions which are function of 
only the temperature by considering the temperature dependence of 
the viscosity. For this the empirical equation obtained by Kestin et al. 
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that approximates the viscosity of water in function of the 
temperature can be used [120]. The equation, altered to comply with 
the Kelvin-scale and room temperature conditions  = 1.002 mPa s at 
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From this expression, equations (4.1) or (4.2) can be expressed as a 
function of the temperatures T1 and T2. When one of these two 
temperatures is known, e.g. if one measurement is done with the 
liquid at room temperature, the temperature difference is obtained 
explicitly via these equations. 
It should be noted that relation (4.1) holds under the assumption of 
temperature-independent trapping stiffness of the tweezed particle. A 
change in temperate does however affect the refractive index of both 
the liquid and the particle. Since the trapping stiffness depends on 
the refractive index difference of both materials, it cannot be 
considered temperature-independent a priori. The temperature-
induced refractive index change of water is approximately 
  510 10 RIU/K at wavelengths around 1000 nm [121]. Values for the 
refractive index change of polystyrene vary according to the consulted 
sources, but are typically between -5×10-5 and -15×10-5 RIU/K (e.g. 
[122]). This makes that the index difference between the two 
materials changes in the order of 10-3 RIU, or 0.5 %, over a temperature 
range of 20 K. A similar relative change is expected in the trap 
stiffness. This change in trap stiffness is however insignificant 
compared to the viscosity change of water over the temperature 
interval from 294.2 K (room temperature) to 314.2 K, i.e. 42 %. The 
presumption of constant trapping stiffness is therefore reasonable. 
The power spectrum analysis program used to estimate fc and D also 





and D, respectively. Linear error propagation 
provides expressions for the error on the estimate of the temperature, 
assuming the temperature T1 and thus the viscosity 1 are known 
exactly. For equation (4.1) and (4.2) one respectively calculates: 
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The partial derivatives in equation (4.4) can be calculated directly 
from a closed expression for the temperature as a function of the two 
corner frequencies, obtained by combining equations (4.1) and (4.3). 
The same approach is not possible for the derivatives in (4.5) since 
equation (4.2) cannot be solved for T2 in closed form. Instead the 
partial derivatives are obtained by differentiating both sides of 
equation (4.2) with respect to D1 and D2 and solving the resulting 




4.3 Joule heating 
Microfluidic systems often use electric fields in combination with 
electrolyte solutions. Electrophoresis, for example, is used as a 
technique to separate chemical species based on their charge [123]. 
Other devices make use of electric field gradients to separate, trap or 
transport micro-and nano-objects based on their polarizability 
properties, a physical phenomenon known as dielectrophoresis [124]. 
The presence of an electric field in an electrolyte solution generates 
currents, resulting in power dissipation under the form of Joule 
heating.  
In this subsection power spectrum analysis of an optically tweezed 
particle is employed to quantify the temperature increase due to Joule 
heating inside a microfluidic device. The power dissipation is 
generated by applying a homogeneous alternating electric field inside 
the microchannel. After a detailed discussion of the measurement 
procedure and the temperature effects on the test cell, this subsection 
continues with the discussion of two types of experiments: steady-
state and time resolved temperature measurements. 
4.3.1 Measurement procedure 
Polystyrene microspheres of 1 µm diameter are suspended at a mass 
fraction of 5 µg/l in an aqueous solution containing KCl 
concentrations ranging from 5 g/l to 35 g/l. The addition of KCl to the 
solution at these concentrations does not influence the viscosity of 
the liquid significantly [125]. A single particle is optically trapped and 
its thermal fluctuations inside the optical tweezers are measured at 
room temperature T0 = 294.2 K for 15 seconds. From this 
measurement the reference corner frequency fc,0 and diffusion 
coefficient D0 at room temperature are obtained. To induce Joule 
heating, a sinusoidal voltage (frequency 1000 Hz) is applied across the 
channel. Again, the particle position is recorded and from the 
position power spectrum new values for the corner frequency fc and 
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the diffusion coefficient D are obtained. The temperature increase is 
determined using equation (4.1) and (4.2), respectively.  
For the steady-state measurements the thermal fluctuations of the 
particle are measured several minutes after turning on the potential 
difference across the channel to allow transient heating effects to 
decay. The particle is then measured for 15 seconds. The time-
resolved measurements on the other hand are used to measure the 
transient heating. In this case the particle position is measured at 
room temperature to establish the reference values fc,0 and D0. After 
this a voltage step across the channel is applied and the Brownian 
fluctuations of the particle in the optical trap are continuously 
measured and fc and D are calculated as a function of time, from 
which the temperature is retrieved as described above. 
4.3.2 Microfluidic device 
In all measurements IBIDI-slides, described in section 3.3.2a. , 
containing 6 individual microchannels are used. The electric field is 
generated by applying a sinusoidal potential difference across two 
platinum wires inserted in the inlet and outlet of the channel. The 
electrical resistance of these microchannels is a function of both the 
salt concentration and the temperature of the solution. The electrical 
resistance R0 at room temperature T0 = 294.2 K is measured for all 
concentrations by means of an impedance measurement (Hewlett 
Packard 4274A Multi-Frequency LCR Meter). R0 is inversely 
proportional to the salt concentration of the solution, as can be seen 
from the data presented in Figure 4-1. When the temperature of the 
solution rises, the viscosity of water goes down. This makes that the 
mobility of the dissolved ions increases and the conductivity of the 
solution increases as well. For most electrolytes the conductivity can 
be considered to increase approximately proportional to the 
temperature in a range of 20 K [126]. This makes that the temperature 
















where the temperature coefficient  of the electrolyte solution is 
approximately 0.020 K-1, as provided in literature [127]. Knowing the 
applied voltage and the electrical resistance of the microchannel, the 






When large powers are dissipated in the IBIDI channel, a deformation 
of this channel occurs. More precisely, when applying an AC voltage 
step, the bottom substrate of the cell is observed to move with respect 
to the objective. This observation is done via the reflection of a 
focused laser on the interface of this substrate with the liquid inside 
the channel. Since the reflection pattern depends strongly on the 
exact position of the substrate in the laser beam, the substrate 
movement can be quantified: by first recording a set of reference 
reflection patterns at different axial positions of the objective (see also 
paragraph 3.3.1b. ) the change in separation between the objective 
and the bottom substrate due to the applied voltage step can be 
evaluated. Figure 4-2 (a) and (b) depict the axial displacement of the 
bottom substrate in the middle of the microfluidic channel when 
turning on and off, respectively, an AC voltage across an IBIDI 
channel containing a solution of 30 g/l KCl. When applying the 
voltage step, the substrate is observed to firstly move towards the 
objective during a time interval of about 10 seconds, after which it 
relaxes back during 100 seconds to an equilibrium position which 
almost coincides with the original position of the substrate. The 
maximal displacement increases significantly with the applied RMS-
voltage. When removing the voltage the opposite channel 






Figure 4-1: The electrical resistance of a microchannel at room 
temperature is inversely proportional to the salt concentration of 





Figure 4-2: The displacement of the bottom substrate when an AC 
voltage is (a) applied and (b) removed across the channel. A 
negative displacement corresponds with the substrate moving 
towards the objective.  
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objective and then relaxes back to its original location. The time scale 
at which this process happens is comparable with the time scale of 
Figure 4-2 (a). 
This deformation is attributed to the thermal expansion of the 
polymer substrate. When applying the voltage step, Joule heating in 
the liquid causes the temperature of the substrate to increase as a 
function of time. An asymmetric thermal expansion causes strain and 
leads to the bending of the slide, which moves the bottom substrate 
towards the objective. When the top substrate reaches an equilibrium 
temperature, its thermal expansion relieves the thermal strain after 
which the bottom substrate relaxes back to its original position, 
explaining the behavior seen in Figure 4-2.  
4.3.3 Steady-state measurements 
Figure 4-3 shows two representative power spectra of the position 
signal of the same optically trapped particle recorded both with and 
without an RMS voltage of 25 V applied across the microfluidic 
channel. The particle is suspended in an aqueous medium with a KCl 
concentration of 30 g/l and is held 6 µm above the bottom substrate of 
the microchamber to minimize the hydrodynamic coupling with this 
substrate. The application of a potential difference across the 
electrodes in the inlet and outlet of the device results in power 
dissipation inside the microchannel. This dissipation causes an 
increase of the temperature of the liquid and hence affects the 
recorded power spectrum. The change of both corner frequency and 
diffusion coefficient can be readily observed from the presented plot. 
From the graph it is seen that the corner frequency increases when 
Joule heating occurs inside the microfluidic channel. This agrees with 
equation (4.1): the corner frequency is inversely proportional to the 
viscosity. Since the viscosity decreases at higher temperatures, the 
corner frequency is expected to increase. The spectra presented in 
Figure 4-3 furthermore indicate that the diffusion coefficient 
increases when the temperature of the surrounding medium 
increases due to power dissipation: as can be seen from equation 
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(3.11), at frequencies much higher than the corner frequency the 
Lorentzian fit to the power spectrum is approximated by 2D/(2f)2. 
The shift of the Lorentzian at these frequencies thus indicates an 
increase in diffusion coefficient, provided that the conversion factor  
between voltage output of the QPD and position of the particle 
remains unaltered. The increase of the diffusion coefficient at higher 
temperatures is in accordance with the temperature dependence 
given in equation (4.2). Furthermore, at frequencies much below the 
corner frequency, the power spectrum is approximated by 
2
B trap2 k T k  . The product T is expected to decrease at higher 
temperatures, since the relative change in viscosity is higher than the 
change in absolute temperature. This explains why the power 
spectrum of a particle in a heated environment decreases at these 




Figure 4-3: The power spectrum of a 1 µm polystyrene particle 
changes when power is dissipated inside the microfluidic 
channel. Both the corner frequency and the diffusion coefficient 
are observed to increase. This is due to Joule heating lowering 




Figure 4-4 (a) and (b) present the ratios fc/fc,0 and D/D0, respectively, for 
a single particle, suspended in water containing 30 g/l KCl, as a 
function of the applied RMS-voltage. These data are presented for the 
two lateral (x,y) and the axial (z) spatial directions. In each of these 
directions both fc/fc,0 and D/D0is observed to increase with the applied 
RMS voltage. However, there is a considerable mismatch between the 
values obtained from the separate spatial directions. The relative 
standard deviation on fc/fc,0 and D/D0 between the three directions is 
measured to be 15% and 30%, respectively. This deviation is 
considerably higher than the expected errors obtained from 
equations (4.4) and (4.5): for all data points displayed on Figure 4-4 (a) 
and (b)  T  is calculated to be between 0.5 % and 2 %. 
Two causes can be proposed to explain this discrepancy. Firstly, as 
discussed before, a temperature increase changes the refractive index 
of both the liquid and the polymer of the microfluidic channel. When 
assuming that the polymer of the IBIDI-cell behaves similarly as most 
polymers, such as PMMA, polystyrene or polycarbonate, its refractive 
index will decrease at higher temperatures, similarly to water. A lower 
refractive index results in a collimation of a focused laser beam, an 
effect referred to as thermal lensing. This lensing is especially 
important for the detection beam which travels over more than 1 mm 
inside the device. The change in collimation may result in a 
significant change of the signal received by the QPD.  
A second effect explaining the variation seen in these figures may be 
channel deformation due to thermal expansion of the polymer 
making up the microchannel, as discussed in the previous paragraph. 
As a result of this deformation, a slight displacement of the detection 
laser beam with regard to the particle can occur. This displacement is 
observed firstly by means of image analysis of the EM-CCD image as 
presented in section 3.3.1b. : the microscope image consists of the 
back-scattered light of both the detection and trapping laser from the 
particle and the light reflected at the substrate-liquid interface of both 
lasers. The resulting interference pattern is sensitive to any 
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displacement of either the laser beams or the particle with respect to 
the substrate. During a measurement, the real-time image is 
compared against a stack of reference images taken before the voltage 
was applied by calculating the square error on the intensity of selected 
pixels. The minimal error obtained by this method is observed to 
increase when large power dissipation, associated with channel 
deformation, occurs. This indicates that the detection beam is indeed 
displaced with regard to the particle due to channel deformation. 
Secondly, the mean intensity of the detection laser light impinging on 
the QPD is also observed to increase with the applied RMS-voltage, as 
is presented on Figure 4-5: an increase of the mean intensity of 16 % is 
measured over the voltage range. This change in intensity is the result 
of the defocusing of the detection beam focus compared to the 
situation at room temperature due to the abovementioned thermal 
lensing and of the channel deformation. The estimate of the diffusion 
coefficient is directly dependent on the voltage output of the QPD and 
thus on the mean intensity incident on the detector. A varying mean 
intensity thus creates a systematic error, of which the effect is best 
seen in Figure 4-4 (b): it explains the large difference in the diffusion 
coefficient measured in the axial direction Z compared to the lateral 
directions X and Y. The estimate of the corner frequency on the other 
hand is not sensitive to changes in the light intensity on the QPD, 
since this frequency is solely determined by the time scale at which 
the particle moves inside the trap. The beam displacement may 
however contribute to cross-correlation between the three channels, 
which can result in an error up to 10% in the estimate of the corner 
frequency [101]. A temperature estimation using equation (4.1) thus 
proves to be more reliable than using relationship (4.2). Figure 4-4 (c) 
presents the temperature increase due to Joule heating corresponding 






Figure 4-4: Power spectrum analysis is performed on the position 
data of an optically tweezed particle in a 30 g/l KCl solution for 
different applied RMS-voltages. The ratios c c,0f f (a) and 0D D
(b) are observed to increase for higher dissipated powers inside 
the channel in the two lateral (x,y) and axial (z) direction. The 
discrepancy on the values between the spatial directions is 
attributed to channel deformation. The ratio c c,0f f proves to be 
the best parameter to estimate the temperature increase inside 
the microchannel compared to room temperature 0T . The 
estimate of the temperature obtained with equation (4.1) is 




Figure 4-5: The mean total intensity impinging on the QPD 
increases as a function of dissipated power inside the channel. 
Plotted is the average signal for the z-position, i.e. the sum of the 
intensities on all four quadrants of the QPD. This increase in 
intensity is attributed to a displacement of the detection laser 
beam with respect to the particle as a result of thermal 
deformation of the microfluidic channel. 
 
The dissipated power can be varied by either changing the applied 
voltage or altering the ionic strength of the solution in the 
microfluidic channel. Figure 4-6 presents the estimated temperature 
increase at a distance of 6 µm above the bottom substrate as a 
function of the dissipated power for mixtures containing a KCl 
concentration from 5 g/l up to 35 g/l and for various applied RMS-
voltages. The power spectrum is recorded for one particle per solution 
and, for simplicity, only one of the lateral spatial dimensions is 
chosen for the analysis. The dissipated power is estimated from 
equation (4.7) taking into account the temperature dependency of the 
resistance as given by equation (4.6). From the figure it is observed 
that a linear relationship exists between the temperature and the 
dissipated power, as is expected in a thermal system in steady-state 
where cooling is mainly due to convection and conduction. A linear fit 
(R-squared equals 0.988) to the data points indicates the thermal 
resistance of the whole system to be 45 K/W. Moreover, the standard 
deviation of 0.9 K of the data to this fit provides an indication for the 
precision that is reached by measuring the temperature with this 
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method. This value is comparable with the accuracy reported with epi-
fluorescence techniques [116]. However, due to the aforementioned 
channel deformation, a systematic error up to 15% can occur in the 
estimation of the temperature, limiting the accuracy of the method to 




Figure 4-6: The temperature increase in a microfluidic device is 
observed to be proportional to the dissipated power in the 
channel. The dissipated power is varied by changing both the KCl 
concentration of the solution and the RMS-voltage applied across 
the channel. To calculate the dissipated power, the temperature 
dependence of the channel resistivity, as given by equation (4.6), is 
taken into account. The thermal resistance of the whole system is 





4.3.4 Time-resolved measurements 
Observing the Brownian fluctuations of an optically tweezed particle 
furthermore allows for a characterization of transient heating 
phenomena occurring in the microfluidic device. For this, the 
position signal of the particle is split up in intervals of 1 s. Power 
spectrum analysis on each of these intervals establishes a value for the 
corner frequency at a 1 s time resolution. Reducing the time interval 
of a separate measurement, and thus the number of points for the 
power spectrum analysis, increases the error on the estimate of the 
corner frequency significantly. Therefore the corner frequency at 
room temperature is retrieved by averaging the corner frequencies 
retrieved over 50 intervals before the voltage step is applied, hence 
reducing the standard error on the estimate of c,0f to less than 1%. An 
estimate for the temperature in each interval is obtained by 
comparing the corner frequency of that interval with the corner 
frequency at room temperature, as presented in equation (4.1). Figure 
4-7 shows the estimated temperature over 220 s inside the 
microfluidic channel containing 30 g/l KCl for three different voltage 
steps, each applied at time 0 s. The temperature variations are fitted 
to exponential functions      1 expT t T t . The best-fit values for 
the temperature increase T and the time constant  are summarized 
in Table 4-1 and the fits are presented as solid lines in Figure 4-7. The 
expected spread for an individual measurement, i.e. the value ± T 
calculated from equation (4.4) is represented by dashed lines. The 
time resolution that can be reached with this method is inherently 
limited by the error on the estimate of the corner frequency since
cf






Table 4-1: Best-fit values for the exponential fits to the time-
resolved temperature increase presented in Figure 4-7. 
VRMS (V) T (K)  (s) 
21 10.8 13.3 
25 16.9 15.8 





Figure 4-7: Transient heating is monitored by power spectrum 
analysis of the positional data on 1 s intervals. The temperature 
increase is fitted to an exponential function (solid lines). The 
spread of the individual temperature estimates around this fit 
results from the error on the estimate of the corner frequency and 
is seen to follow the theoretical spread (the dashed lines represent 
the ± T -band)   
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4.4 Photothermal effects 
Experiments using optical tweezers are often prone to heating due to 
absorption of the laser light. The tight laser focus created by the high 
NA microscope objective can result in intensities of the order of 10 
MW/cm2. This can create a strong local heat source even when the 
material absorption is relatively low. Significant heating due to laser 
light absorption is especially detrimental in optical tweezers 
applications using biological samples such as cells or thermosensitive 
biomolecules. The subject of laser-induced heating caused by optical 
tweezers has therefore been mainly studied in the framework of these 
applications [128], [129]. 
A proper choice of laser wavelength is paramount to minimize heating 
due to light absorption. Figure 4-8 plots the electromagnetic 
absorption spectrum of liquid water for wavelengths spanning the UV 
until the IR. It is observed that a window of minimal absorption is 
present for visible wavelengths. However, many cellular organisms 
show strong absorption in this region, leading to sample damage 
when studied by optical tweezers [130]. This is why optical tweezers 
are typically equipped with NIR lasers, which do show increased 
absorption for water (   110 100 m ) but allow for cell handling 
with limited photodamage [131]. 
Various studies exist that quantify the laser-induced heating by 
optical tweezers. Liu and coworkers have trapped sperm cells, ovary 
cells and liposomes in water and have measured the surrounding 
temperature by means of observing a shift in fluorescence spectrum 
of a thermosensitive dye, hence establishing a temperature increase 
of 10-15 K per watt of laser power at a wavelength of 1064 nm [128], 
[129]. Ebert et al. have used epi-fluorescence thermometry to monitor 
heating in a dual-beam optical trap. They found the heating in the 
center of the trap to reach 13 K/W [132]. Peterman and others have 





Figure 4-8: The absorption coefficient  of liquid water as a 
function of the wavelength of the electromagnetic radiation. Data 
retrieved from[133] . 
 
optically trapped polystyrene and silica microspheres to monitor 
laser-induced heating in both water and glycerol [134]. Their 
experimental results indicate the heating results mainly from 
absorption by the liquid medium. In water they found a temperature 
increase of 8 K/W at 1064 nm wavelength. Moreover, their article 
reports on a theoretical model in support of their findings.  
This section continues with a similar experiment as carried out by 
Peterman et al. to monitor any photothermal effects in the optical 
tweezers setup presented in Chapter 3. 
4.4.1 Experimental procedure 
A single polystyrene microparticle, suspended in a 1X DPBS buffer 
solution containing 0.2 wt% Tween20, is held by optical tweezers. The 
laser-induced temperature variations are observed by varying the 
power of the laser beam. Aside from the temperature increase due to 
absorption, also the trapping stiffness is changed by this variation in 
laser power. The corner frequency can be written as 
  c c,0 cf f f , (4.8) 
in which fc,0 gives the corner frequency when no heating takes place 
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due to laser light absorption and fc gives the increase in corner 
frequency due to a temperature increase. fc,0 is considered 
proportional to the laser power P. The temperature increase due to 
light absorption changes the viscosity of the surrounding liquid. By 








  . (4.9) 
In this equation fc,0/P is a constant which makes the variable fc/P a 
function of only the changing viscosity due to laser-induced heating. A 
value for the viscosity at a specific temperature is obtained from 
equation (4.3). 
4.4.2 Results 
The black squares in Figure 4-9 represent the scaled corner frequency 
fc/P measured for different laser powers. Note that the laser power is 
measured before the optical train, and a reduction of the total beam 
power of about 90 % is expected at the laser focus (see section 3.3.1). 
The measurement values can be considered constant within the 
margin of error on the estimate of the corner frequency. There is thus 
no significant increase of the scaled corner frequency to be observed, 
as would be expected in the case of laser-induced heating. As a 
reference, the figure also plots the expected increase in scaled corner 
frequency when the temperature of the liquid surrounding the 
particle would increase with 5 K over the laser power range. The 
measurements do not reflect such a trend, from which it is concluded 
that no significant heating occurs due to laser absorption. This is 
supported by the aforementioned values from literature for the laser-
induced temperature increase. Taking into account the loss in beam 
power by the optical train, indeed a negligible heating is expected, i.e. 









Figure 4-9: The variation of the scaled corner frequency cf P  as a 
function of the laser power before the optical train of the optical 
tweezers setup. cf P appears constant within the margin of error. 
The red dashed line indicates the variation of cf P corresponding 






In this chapter, I have investigated the heating effects that can appear 
during an OTE measurement. First a temperature measurement 
method was introduced. The method compares the Brownian motion 
of an optically trapped particle at a reference temperature with the 
Brownian motion of the same particle at a different temperature. 
From either of the two parameters determining the power spectrum 
of this position signal, i.e. the corner frequency and the particle’s 
diffusion coefficient, the temperature can be calculated. The 
calculation based on the corner frequency appears to be most 
reliable, mainly as a result of the change in temperature directly 
influencing the detection laser and thereby the conversion factor 
which calibrates the output signal of the quadrant photo diode.  
With this measurement method, the effect of Joule heating as a result 
of the applied AC electric field was examined. It was shown that at salt 
concentrations exceeding 1 g/l, significant heating (i.e. several 
Kelvins) is observed in an IBIDI-channel at applied RMS-voltages of a 
few 10 V. Moreover, with the method the time scale at which the 
heating in these devices occurs could be retrieved: transient heating 
was in the order of 20 seconds.  
Secondly, the effect of heating due to laser absorption was 
considered. Measurements in which the laser power was altered did 
not reveal a significant temperature increase, even at the maximal 
laser power. This is in accordance with values for heating due to laser 
light absorption found in literature. 
In this chapter it was furthermore discussed that this measurement 
method is potentially useful outside the scope of OTE experiments. 
Many Lab-on-a-Chip-devices use electric fields for fluid pumping or 
species separation. The use of these electric fields yields power 
dissipation under the form of Joule heating, which can affect the 
performance of the device. Alternatively, heat sources are often 
integrated in LoC systems to add specific functionalities. The 
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proposed method enables to monitor, locally and on a time-resolved 
manner, the heating taking place inside the device; a prerequisite to 
understand how heating phenomena influence the overall operation 




















Chapter 5  
Electroosmosis 




Electroosmosis obtained its name from one of the early experiments 
in the field of colloid sciences [135]. In his 1809 paper, F.F. Reuss 
described an experiment in which a plug of clay was inserted into a U-
shaped tube which he then filled with water. He observed that by 
applying a potential difference across electrodes put in both tube 
ends, the water level became imbalanced. Without the proper 
knowledge of how double layers form inside electrolytes in contact 
with charged surfaces, this observation was long unexplained and 
became known as electroosmosis. Now we know this imbalance is due 
to an electric-field-induced flow in the charged clay material but, 
despite having nothing to do with osmosis as such, the name stuck. 
As a polar liquid comes into contact with a solid material, for example 
the clay in the above example or the wall of a microfluidic device in 
experiments described in this dissertation, the solid material typically 
acquires a net surface charge. As was described in section 2.3, a cloud 
of mobile ions, the electrical double layer, forms around this charged 
interface. Whenever an externally applied electric field has a 
component parallel to this charged interface it will cause the ions in 
the electrical double layer to move parallel to the surface. Because of 
viscous forces, the surrounding liquid is dragged along with these 
ions. This flow, the electroosmotic flow, extends well beyond the 
dimension of the electrical double layer, which typically extends over 
a few nanometers. The process is schematically represented in Figure 
5-1. 
Only an electric field is required to induce liquid flow by 
electroosmosis. Since electrodes are easily integrated in microfluidic 
systems, EOF is widely used for various aspects of on-chip fluid 
manipulation. For example, when a DC electric field is applied across 
a microchannel the resulting EOF flow profile is plug-like, i.e. the flow 
velocity is constant across the cross section of the channel. This 
makes EOF an attractive pumping mechanism in Lab-on-a-Chip 
devices [136]. When AC electric fields are used instead, on-chip micro 
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mixers can be established [137]. Besides applications in 
microfluidics, electroosmosis is exploited extensively for dewatering 
sludge and soils [138] and even promises a next generation of 
electrokinetic displays [139].  
In this chapter it is investigated how electrically induced fluid flow, 
known as electroosmotic flow (EOF), affects the mobility 
measurements of particles in a typical optical trapping 
electrophoresis experiment and how these effects can be 
compensated for. I continue this chapter with a quantitative 
description of EOF in a microchannel induced by a time-dependent 
electric field. These theoretical results are then used to obtain a 
calibration method which compensates for EOF-effects when 
performing mobility measurements with optical trapping 
electrophoresis. The chapter concludes by showing how this 
calibration method can be employed as a probe for the electrical 




Figure 5-1: Electroosmotic flow (black arrows) results when an 
electric field is applied parallel to a solid-liquid interface carrying 
a net negative charge (blue). A cloud of mobile positive 
counterions (red), the electrical double layer, forms adjacent to 
this charged interface. These ions drift parallel to the surface as a 
result of the applied electric field and drag along the fluid well 
beyond the dimensions of the electrical double layer.  
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5.2 Electroosmotic flow in a 
microchannel 
The description of electroosmotic flow induced by a DC electric field 
is well established [33], [36]. On the other hand, the literature on AC 
induced EOF is scarcer and therefore it is covered in this section. 
More specifically, after introducing the differential equations 
governing the physics behind EOF, this section describes AC induced 
EOF between two parallel plates. This parallel-plate geometry 
approximates the used microfluidic devices in this dissertation and 
allows for a closed form solution to the differential equations. Other 
authors have considered different geometries, e.g. cylindrical 
capillaries [140], or have provided semi-analytical solutions of AC-EOF 
in rectangular channels [141]–[143] or solution methods for the 
description in channels with an arbitrary cross section [144]. 
5.2.1 Governing equations 
The flow of a continuous medium inside a channel is described by the 
Navier-Stokes equations. By using continuum mechanics, it relates 
the change in momentum of an infinitesimal fluid element to the 
forces acting on this element. These forces consist of the force 
resulting from a pressure gradient across the fluid element, friction 
forces, associated with the viscosity of the fluid, and external forces. 
In general, the fluid velocity is expressed by the Navier-Stokes 
equation by a non-linear time-dependent differential equation. In 
microfluidic channels some approximations can be made. Most 
importantly, convection is neglected, which implies linearization of 
the differential equation. In this simplified form, the equation reads: 
  






v v f . (5.1) 
In the case of electroosmosis, the external force on the liquid results 
from the interaction of the external electric field E with the free ions in 
the electrical double layer. Using the Poisson equation to relate the 
 105 
 
ion distribution with the electric potential  inside the double layer, 
the force is expressed as: 
    2extf E . (5.2) 
In section 2.3 the properties of the electrical double layer were 
described and an expression for 2 was retrieved. In the case of 
small enough surface potentials, i.e.||<kBT/e, the Debye-Hückel 
approximation of the Poisson-Boltzmann equation provides a linear 
differential equation describing  (duplication of equation (2.26)): 
    2 2 . (5.3) 
 A solution for  can be found from this equation by considering the 
channel geometry and the boundary conditions, i.e. the -potentials 
at the slipping planes of the channel walls. For the fluid velocity, a no-
slip boundary condition is considered at these walls. 
5.2.2 EOF between two parallel plates 
A solution to equation (5.1) is only possible in particular geometries. 
As discussed in section 3.3.2, the microfluidic devices used in this 
work consist of rectangular microchambers. Because of their aspect 
ratio the devices can be approximated by a parallel-plate geometry, 
allowing for an analytical expression of the EOF. This approximation 
makes that the flow can be described as a function of a single spatial 
coordinate z. The coordinate is defined as the distance from the 
middle plane in between the two plates as seen in Figure 5-2. 
Assuming the surface potential at the interface of both plates equals 
surf, the potential distribution inside the microchannel is found by 




















Figure 5-2: Definitions of the coordinates and parameters used in 




with d the distance between the two plates. When furthermore 
considering a uniform electric field oriented in the x-direction, the 
resulting flow is unidirectional along the field. Equation (5.1) then 
reduces to: 
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   












v z t p v z t E t
dt x z
. (5.5) 
The presence of the pressure gradient in this equation relates to how 
the boundary conditions for the total flow rate at the channel ends are 
chosen. Typically two situations can occur. In one case the channel 
ends are open and the flow induced by the electric field can enter and 
leave the channel. In this case the pressure gradient along x in the 
channel is zero. Alternatively, one or both channel ends are closed 
and the total flow rate across the channel ends is zero. The EOF 
therefore needs to be compensated by a back flow to achieve this 
boundary condition. In this case there is a pressure gradient in the 
direction of the flow and it causes a Poiseuille flow in the opposite 
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direction of the EOF to ensure a zero net flow rate. Note that the field-
induced pressure gradient along the spatial directions perpendicular 
to the electric field is zero. Since the microfluidic devices in this work 
have open-ended channels, it will be assumed that the pressure 
gradient equals zero in the following discussion.  
a. DC-induced EOF 
The case of electroosmotic flow induced by a DC field is solved by 
setting the time derivative in the left-hand side of equation (5.5) to 





















In practical applications involving microfluidics, the Debye length -1 
is several orders of magnitude smaller than the separation between 
the two plates. The velocity of the fluid far enough from the electrical 




  surfx xv E , (5.7) 
i.e. one obtains a constant flow profile across the channel. This agrees 
with the aforementioned plug-like EOF which makes electroosmosis 
an attractive pumping mechanism for microfluidic devices. 
b. AC-induced EOF 
When driven by a harmonic electric field at frequency fE, the steady-
state flow profile in the frequency domain can be obtained by Fourier 
transforming differential equation (5.5). As a result of the linearity of 
this differential equation, the EOF is also harmonic at the electric 













the Fourier transformed equation (5.5) is written as 



















v z v z E
dz
, (5.9) 
of which the solution is found to be 
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   
  
             
  
. (5.10) 
When considering small double layers compared to both the viscous 
penetration depth and the distance between the plates, as is typically 
the case, one can approximate the above equation by 






















This equation reveals that AC-induced EOF manifests itself as an 
amplitude and phase modulation of DC-EOF as a function of both the 
frequency and position inside the channel. Figure 5-3 provides plots 
of this modulation at three different electric field frequencies. The 
solid lines in graph (a) show the modulation of the flow amplitude for 
a separation of 50 µm between the two plates. Plotted as dashed lines 
is the modulation at the same frequency of EOF at a single surface, i.e. 
for the right plate positioned at infinity. From these plots the physical 
interpretation of the viscous penetration depth becomes clear. It is 
seen that for distances close to the surface, compared to the viscous 
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penetration depth, but far enough from the electrical double layer, i.e. 
-1 << d/2 - z << ||, the AC-induced EOF approaches the value as 
calculated for a DC field. For distances from the surfaces in the order 
of ||, inertia of the fluid starts playing a role, resulting in damping 
of the flow amplitude as the distance to the interface increases. For 
distances much larger than || the EOF amplitude eventually 
becomes negligible. From the graph it is also clear that ||, indicated 
by the dotted vertical lines, corresponds with the distance at which 
the flow amplitude resulting from the interaction with a single 
surface is damped by a factor 1/2. Furthermore, as can be seen from 
Figure 5-3(b), also the phase of the flow with respect to the applied 
field is position and frequency dependent and determined by the 
viscous penetration depth.  
 
 
Figure 5-3: Modulation of the EOF amplitude (a) and phase (b) 
compared to the DC-induced EOF as a function of the position 
between two parallel plates separated by 50 µm (solid lines). The 
dashed lines in (a) represent the EOF contribution from the left 
surface, i.e. if the right plate is positioned at infinity. This 
visualizes the physical meaning of the viscous penetration depth, 
indicated by the dotted vertical lines: at this location the EOF-
amplitude is damped by a factor 1/2.  
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5.3 Electroosmosis in OTE experiments 
In the previous section it was established that the application of an AC 
electric field in a microfluidic channel results in EOF. The amplitude 
and phase of this flow with respect to the field depend on the applied 
frequency and the location inside the device. When performing an 
OTE-experiment, one is typically interested in retrieving the 
electrophoretic mobility of the particle by characterizing the 
oscillation due to electrophoresis at the field frequency. As a result of 
the EOF, however, the particle held by optical tweezers experiences an 
additional drag force. Since the field-induced flow is harmonic at the 
frequency of the electric field, the resulting drag force is harmonic as 
well. The oscillation of the particle at this frequency contains thus 
contributions from both electrophoresis and electroosmosis. By 
comparing equations (2.30) and (5.11), one establishes that, when the 
surface potential of both the substrate and particle are comparable, 
both effects are of the same order of magnitude. This makes that the 
EOF-contribution results in a false estimate of the electrophoretic 
mobility in a typical OTE experiment which cannot be corrected with 
a single measurement of the particle. 
There are a number of ways to discard the electroosmotic 
contribution from an OTE measurement. Since fluid inertia causes 
damping of the EOF amplitude at high applied frequencies and at 
distances far from a microfluidic wall, one could obviously choose to 
measure the particle at conditions at which the EOF becomes 
negligible. However, often it is not possible to perform OTE-
experiments far away from the bottom substrate: either the separation 
between top and bottom substrate of the microfluidic channel is too 
small such that EOF can never be avoided or optical tweezing at large 
distances is impossible due to spherical aberrations of the laser 
beam, as described in section 3.3.1c. Furthermore, the frequency of 
the applied electric field cannot be chosen arbitrarily high. Firstly 
because of practical limitations in the used measurement setup: laser 
noise and restrictions on the electronics allow only for reliable 
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measurements up to field frequencies of 5000 Hz in the setup used in 
this work. A second reason is more fundamental and has been 
pointed out in section 2.3: the characteristic time for a double layer to 
form is of the order of 1/( 2 Di), with Di the diffusion coefficient of the 
ionic species making up the double layer. For the double layer around 
the oscillating particle to be in equilibrium, the time scale at which 
the electric field perturbation happens should be several orders of 
magnitude higher than this characteristic time, hence limiting the 
maximal frequency that can be applied in the experiments to the 
order of MHz.  
Instead, OTE-experiments typically use a different method to retrieve 
the electrophoretic mobility from the measured oscillation of a 
particle in an AC electric field. Semenov and coworkers have used a 
dedicated microfluidic device in which the electric field is only 
applied across half of the microfluidic channel [145]. They retrieve the 
oscillation due to electroosmosis by observing the oscillation of a 
particle in the section of the channel where no electric field is present. 
This information is used to retrieve the electrophoretic mobility of a 
particle when the latter is measured in the section of the channel with 
electric field. Van Heiningen et al. have presented a calibration 
method based on the oscillation measurement of a single optically 
trapped particle at different applied frequencies and channel heights 
[146]. The results of these measurements are then fitted to a model 
resulting from a similar derivation as presented in section 5.2.2b.  
that quantifies EOF in a microfluidic channel. This calibration 
method is also used in this dissertation to distinguish between the 
electroosmotic and electrophoretic contribution to the particle 
oscillation and will be discussed in more detail in the following 
paragraphs. 
5.3.1 Calibration procedure 
In Chapter 3 two analysis methods were presented to characterize the 
oscillation of an optically trapped particle at a frequency Ef . Power 
spectrum analysis, equation (3.17), retrieves the amplitude of the 
 112 
 
particle oscillation. This method is independent of the phase of the 
oscillation with respect to the electric field. The phase information is 
on the other hand employed in equation (3.18), where the oscillation 
amplitude of the component in phase with the electrophoretic 
movement is calculated. To establish the contribution of 
electroosmosis to the results of these analysis methods, the 
movement of the particle is again described by using the Langevin 
equation. Because of the additional drag force resulting from the 
presence of electroosmotic flow with flow velocity EOv , the Langevin 
equation (3.14), describing the movement of an optically trapped 
particle, is modified to 
                  
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Both the applied electric field and the EOF are harmonic and a phase 
difference can exist between the two. Following a similar reasoning as 
in Chapter 3, the spectral information of the positional signal is used 
to quantify the particle movement. Equation (5.11) gives the Fourier 
transform of the EOF fluid velocity. It is seen that EOvˆ is proportional 
to the applied field, which allows to define a complex mobility as a 
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Applying equation (3.19) to this Fourier transformed positional data 
yields an estimate of the real part of the total mobility: 
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Power spectrum analysis allows to retrieve the absolute value of this 
total mobility, similarly as in equation (3.16): 
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The left-hand side of the two above equations can be written as a 
function of the applied frequency and the position in the channel, 
provided that all other parameters of equation (5.13) are known, from 
which the electrophoretic mobility can then be retrieved. In practice, 
however, the -potential of the walls of the microfluidic device is not a 
given, since it varies depending on the properties of liquid, e.g. its 
ionic strength, inside the device. One can circumvent this issue by 
performing multiple measurements in which one or more parameters 
of equation (5.13) are varied in a known fashion while other 
parameters remain constant. Two parameters that are varied 
straightforwardly are the applied frequency and the position of the 
particle inside the channel. By performing these multiple 
measurements on a single particle, one ensures EP does not change. 
Optimal values for both the surface -potential of the bottom 
substrate and EP are obtained by performing a best fit for the right-
hand side of equations (5.15) and (5.16), obtained from the 
measurements, to the analytical expression given by the left-hand side 
of the respective equations. In practice a third fitting parameter is 
introduced: an initial separation between the particle and the bottom 
substrate 0z to which all other separations are referred. The reason 
for this third parameter is purely practical: due to slight variations in 
the bottom substrate thickness and because of the spherical 
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aberration present in the laser beam, it is often not easy to know the 
exact separation between the particle and bottom substrate. However, 
an axial translation of the microscope objective and the translation of 
the particle are very precise. This makes that the addition of the 
reference z0 as a single fitting parameter for all the measurements 
done during one calibration is sufficient. 
5.3.2 Example 
The above described calibration procedure is performed in an IBIDI-
microchamber containing a 12.4 mg/l aqueous NaCl solution. A 
polystyrene microsphere of 1 µm diameter is optically trapped near 
the middle in between the inlet and outlet and subjected to an AC 
electric field with amplitude 3.14 kV/m. Its oscillation is measured at 
frequencies ranging from 200 Hz to 7500 Hz and at different z-
positions. Figure 5-4 plots the measured absolute value of the total 
mobility (a) and the real part of the total mobility (b). Also presented is 
a fit of these data points to equations (5.16) and (5.15), respectively. 
The best-fit parameters are determined as provided in Table 5-1 and 
Table 5-2, where it is seen that the estimates for the fitting parameters 
EP and surf agree within 1 % for the two fits. The R-squared values for 
both fits are calculated as 0.9987 and 0.9983 for (a) and (b), 
respectively. This indicates the proposed model describes the physical 
reality well. Note however that the value of the calculated surface 
potential exceeds the thermal voltage significantly and thus the 
condition for the Debye-Hückel approximation to describe the 
electrostatic potential inside the double layer and to derive the 
expression for EOF in the channel is not satisfied. This makes that the 
numerical value estimated by the fits may not reflect the actual 
surface zeta potential. This has no repercussions on the calibration 
procedure, however. The actual potential distribution inside the 
double layer only affects the electroosmotic flow near the surface, at 
distances in the order of the Debye length, i.e. several nanometers. 
When considering distances much larger than the Debye length, the 
electroosmotic flow in the double layer can be seen as a flow at the 
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surface, i.e. a slip boundary condition with a flow speed  E  with 
  the estimated -potential from the fit. This makes that the 
description of the mobility by equations (5.15) and (5.16) is still 
correct, even without the condition for the Debye-Hückel 
approximation being fulfilled. Extending the model such that 
physically meaningful surface potentials are estimated in situations 
in which surface -potentials can exceed the thermal voltage would be 
possible by incorporating the Gouy-Chapman solution to the Poisson-
Boltzmann equation instead of the Debye-Hückel approximation. 
This, however, results in a differential equation which has no closed 
form solution. 
These measurements now allow for a mapping of the electroosmotic 
flow inside the microchannel. From the fitting procedure to the 
observed mobility, a value for the surface potential of the bottom 
substrate is retrieved. The EOF is described by equation (5.11), which 


















Figure 5-4: Calibration for EOF in a microchamber affecting the 
mobility measurements. The mobility of the particle is measured 
at different frequencies and different positions with respect to a 
reference position z0 from the substrate. These measurements are 
fitted to (a) equations (5.16) and (b) equation (5.15), from which 
the particle’s electrophoretic mobility, the surface -potential of 










Table 5-1: Best fit values from which the solid lines in Figure 5-4(a) 





(10-9 m2 V-1 s-1) 
-48.8 [-48.0, -49.4] 
 surf  
(mV) 
-98.0 [-100.8, -95.2] 
0z  
(µm) 




Table 5-2: Best fit values from which the solid lines in Figure 5-4(b) 





(10-9 m2 V-1 s-1) 
-50.0 [-50.8, -49.3] 
 surf  
(mV) 
-98.8 [-100.2, -97.4] 
0z  
(µm) 




5.4 Microfluidic wall -potential 
measurements 
The calibration method for EOF in a microchannel described in the 
previous section retrieves the -potential of the microfluidic wall by 
fitting a theoretical model to mobility measurements taken at 
different applied frequencies and different axial positions in the 
microchamber. This allows separating the contributions to the 
motion resulting from electroosmosis and from electrophoresis of the 
particle. This section will show that these calibration measurements 
also offer a reliable way to characterize the electrical properties of the 
microfluidic wall. 
The electrical properties of a microfluidic wall are determined much 
like the electrical properties of colloidal particles. The charging of 
these walls results from dissociation of surface groups, adsorption of 
ionic species or other mechanisms. This surface charge results in the 
formation of an electrical double layer, with similar properties as 
described in section 2.3. Again, the electrostatic potential at the 
slipping plane is defined as the -potential surf. This potential 
determines the electrokinetic behavior of the fluid around it 
(electroosmosis) and the interaction with colloidal particles inside the 
chamber. Knowledge of this potential is crucial when applications 
involving EOF are used or specific chemical treatments of the channel 
walls is required [147], [148]. The proposed method gives the 
advantage of doing this characterization in situ.  
To demonstrate the working principle of measuring the -potential of 
microfluidic walls, an experiment is set up in which the electrical 
properties of the walls are changed by varying the ionic strength of an 
aqueous NaCl solution inside the device. It can be intuitively 
understood how a changing ionic strength affects these properties. 
The surface charge of a wall is not expected to change significantly by 
a varying ionic strength up to NaCl concentrations of 100 mmol/m3 
[149]. The change in -potential results instead from a varying double 
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layer thickness: as given by equation (2.25), increasing the 
concentration of ions in a solution accounts for thinner double layers. 
The slipping plane is typically located away from the solid-liquid 
interface inside the electrical double layer. Its position is not expected 
to change by altering the ionic strength of the liquid surrounding the 
microfluidic wall. This makes that, if the double layer thickness 
decreases, the absolute value of the potential at this slipping plane is 
expected to decrease as well. Varying the ionic strength of the liquid 
thus allows changing the -potential of the walls of the microfluidic 
device. 
In the experiment eight solutions containing NaCl concentrations 
cNaCl ranging from 49.8 mg/l to 0.377 mg/l are considered. A solution is 
brought into an IBIDI device and a polystyrene particle with radius        
r = 0.5 µm, suspended in this solution, is optically trapped. The 
concentration of particles is very low (a weight percentage below
510  wt% ) to avoid a second particle entering the optical tweezers 
during the course of an experiment. The mobility of this particle is 
measured at different applied frequencies and different distances 
from the bottom substrate. Fits to these measurements, similar as the 
ones presented in Figure 5-4, provide an estimate for both the 
particle’s electrophoretic mobility and surf of the bottom substrate. 
Figure 5-5 plots the obtained estimates for these fitting parameters as 
a function of the concentration of NaCl.  
It is observed firstly that both the particle electrophoretic mobility 
and the bottom substrate -potential are negative. This results from a 
negative charge present on the surface of the particle and the 
substrate, respectively. For the polystyrene particle this negative 
surface charge can be explained. Styrene by itself does not have a 
functional group that is expected to dissociate at neutral pH and 
would explain this negative charge. Instead, the origin of the negative 
charge on the polystyrene particle results from the fabrication process 
of these particles: initiator fragments, e.g. 24SO , are frequently 
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present at the polymer chain ends resulting in negatively charged 
sulfonate groups [150]. The nature of the negative charge on the IBIDI 
substrate cannot be acknowledged for since the material is not 
specified by the manufacturer. 
Furthermore, both graphs show that a varying ionic strength of the 
aqueous solution affects both parameters. It is seen that the absolute 
value of the -potential of the bottom substrate decreases 
monotonically with increasing ionic strength of the solution. This 
agrees with the reasoning presented above in which surf is reduced 
due to a thinner double layer. The electrophoretic mobility of the 
particle does not show a monotonic trend. Its absolute value first 
shows an increase for increasing NaCl concentration up to a 
maximum at a concentration of 3 mg/l, after which it also decreases. 
Semenov et al. have observed a qualitatively similar behavior of the 
electrophoretic mobility of polystyrene particles as a function of the 
ionic strength [151]. This trend can be explained by considering 
equation (2.30) which shows how the electrophoretic mobility of a 
particle is affected by a varying double layer thickness -1. Aside from 
the changing zeta potential, the electrophoretic mobility depends 
directly on  in the form of a proportionality factor given by Henry’s 
equation (the retardation force). Also relaxation effects can play a role 
when the -potential exceeds 25 mV. In this case the Ohshima-Healy-
White equation, as presented in section 2.5.1, can be used. It should 
be noted that this approximation assumes an electric field that varies 
slowly compared to the characteristic time scale at which the double 
layer polarization occurs. This condition is not fulfilled in the 
presented experiments: the period of the electric field is in the order 
of this time scale. When applying the Ohshima-Healy-White equation 
to retrieve the -potential of the particle from the data in Figure 5-5(a), 
some of the experimental results prove to be inconsistent: at low salt 
concentrations the observed electrophoretic mobility yields no 
solution for -potential. This discrepancy between standard 
electrokinetic theory and experiment by OTE at low salt 
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concentrations has been encountered multiple times in literature 
[23], [151]. I therefore opt for an analysis solely based on Henry’s 
equation for the mobility, in which polarization of the double layer is 
ignored to convert the measured particle mobility to a value for its -
potential. The obtained -potentials are plotted as a function of the 
ionic strength of the solution in Figure 5-5(b) and are seen to follow a 
qualitatively similar trend as observed for surf . The occurrence of 
particle -potentials exceeding 50 mV does however imply the analysis 
with Henry’s equation is not valid. The potentials retrieved from this 
analysis do therefore not necessarily correspond with the physical 
values of these parameters.  
 
 
Figure 5-5: The electrophoretic mobility of a 1 µm polystyrene 
particle, plotted in figure (a) as a function of the NaCl 
concentration of the continuous medium, is transformed to a -
potential by means of equation (2.30). This potential, together 
with the -potential of the bottom substrate is plotted in (b) as a 
function of the concentration NaCl in the solution. The values are 
obtained by the calibration procedure for EOF in the device, as 




Electroosmosis and its effect on OTE-measurements were discussed. 
By approximating the microfluidic devices used in the experiments as 
two parallel plates, it was shown that an analytical description of both 
DC- and AC-induced EOF can be obtained. Especially the AC-induced 
EOF has an influence on an OTE-measurement: it accounts for an 
additional drag force. This additional drag is harmonic at the applied 
electric field frequency. It influences the oscillation of a particle in 
this field and thus interferes with the mobility measurement. To 
resolve this interference, a calibration method was proposed. The 
calibration makes use of the fluid inertia on the EOF: its amplitude 
and phase relation with respect to the applied electric field is 
seriously affected by the applied frequency and position inside the 
channel. By measuring the influence of these two parameters on the 
particle oscillation in the electric field, a map of the electroosmotic 
flow is obtained and the electrophoretic mobility is retrieved by 
subtracting the EOF contribution from a mobility measurement. 
From this mapping, the -potential of the microfluidic substrates can 
be calculated. The calibration procedure thus offers a way to probe 
the surface properties of the microfluidic channel. This was 
demonstrated in an experiment in which the electrical properties of 
the substrate were determined by measuring a mobility of a particle at 
different salt concentration of the continuous medium. A higher salt 
concentration accounts for thinner double layers, reducing the -
potential of both the particle and the substrate. This change was 
indeed observed. The measured values proved, however, to be 
inconsistent with electrokinetic theory in which double layer 
polarization is taken into account. An analysis based on Henry’s 
formula did give a comparable trend between the -potential of both 
the particle and the substrate, although these values cannot be 















Chapter 6  
Biosensing 
applications  




In this chapter optical trapping electrophoresis is used to investigate 
the relationship between the electrophoretic mobility of a single 
colloidal particle and the concentration of a target protein in the 
buffer. More specifically, this chapter examines how the mobility of a 
bare polystyrene particle and a biotin-coated polystyrene particle is 
influenced by the presence of the avidin, which is known to bind 
specifically to biotin. Avidin is a relatively large glycoprotein: it has a 
molecular weight of about 67 000 g/mol and a hydrodynamic radius of 
3-4 nm [152], [153]. With an isoelectric point of 10.5, avidin is 
positively charged at physiological pH. Biotin is considerably smaller                 
(mmol = 244 g/mol) and has a negative charge at neutral pH (pKa=4.5) 
[154]. The avidin-biotin binding is considered as a receptor/ligand 
model system because of its strong affinity: it has a dissociation 
constant of approximately 10-15 M. For this reason it is often used to 
indicate the feasibility of a biodetection technique [155], [156].  
This chapter aims at understanding the adsorption mechanisms 
taking place when a biotinylated particle is immersed in a buffer 
containing avidin. Two types of experiments are devised for this, each 
discussed in a separate section. The next section describes steady-
state measurements of the mobility of biotinylated and non-
functionalized polystyrene particles as a function of the avidin 
concentration. The second type of experiments monitors the time-
dependent mobility change of a biotinylated particle when a sudden 
change in avidin concentration occurs. Part of this work has been 




6.2 Affinity measurement of avidin with 
OTE 
OTE is used to measure the mobility of biotinylated and non-
functionalized (bare) particles in a buffer solution as a function of the 
avidin concentration inside this solution. Based on these 
measurements, a model for the avidin adsorption on these particles is 
established.  
6.2.1 Sample preparation 
The non-functionalized polystyrene particles of diameter 1 µm come 
as a 1 wt% suspension in water. Similarly sized polystyrene 
microspheres with biotin coating are purchased from Life 
Technologies as a 1 wt% suspension in a sodium phosphate solution 
containing 50 mmol/l NaCl, 0.02 % Tween20 and 5 mM azide. Stock 
solutions of both particle types are prepared by diluting the 
aforementioned suspensions with a 1X Dulbecco’s phosphate 
buffered saline (DPBS) with 0.1 % Tween20, down to a particle 
concentration of 9.6 μg/ml. Lyophylized avidin is reconstituted with 
the aforementioned DPBS+Tween20 solution after which stock 
solutions containing 6.1 mmol/m3, 0.61 mmol/m3, and 61 μmol/m3 
avidin in the DPBS+Tween20 solution are prepared. An experimental 
sample is prepared by mixing a certain amount of one of the avidin 
stock solutions with the DPBS-Tween20 solution until a volume of 1.0 
ml is attained. To this vial 1.0 ml of either the uncoated or 
biotinylated particle stock solution is added and mixed, resulting in a 
particle concentration of 4.8 μg/ml. The sample is then stored at 4 °C 
for at least two days after which these solutions are further diluted 
one in five prior to the experiment. A sample volume of 130 μl is 
inserted into an IBIDI microchamber after which a single colloidal 
particle is optically trapped and its electrophoretic mobility measured 
as described in Chapter 3. Per concentration the electrophoretic 
mobility of at least seven particles is measured. 
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6.2.2 Calibration for electroosmosis 
As discussed in the previous chapter, applying an electric field inside 
a microfluidic device results in electroosmotic flow. A calibration 
procedure was introduced to assess and eliminate the effect of this 
flow on the measurement of the electrophoretic mobility of a colloidal 
particle. This calibration retrieves a value for the -potential of the 
bottom substrate of the microchamber, from which the EOF in the 
channel can be mapped. The procedure is performed with a 
biotinylated particle in four mixtures with an avidin concentration of 
0 mol/m3, 61 µmol/m3, 0.61 mmol/m3 and 6.1 mmol/m3. The 
respective -potentials are plotted in Figure 6-1. It is seen that an 
increasing concentration of avidin inside the solution increases the -
potential of the microfluidic surface. This can be explained as a result 
of avidin adsorption onto the microfluidic wall. The influence of 
avidin adsorption on the -potential is twofold. Firstly, avidin is a 
positively charged molecule at physiological pH and therefore 
increases the surface potential of the interface it adsorbs on. 
Secondly, the size of the avidin molecules is in the order of several 
nanometers. When they adsorb onto an initially smooth surface, 
avidin molecules increase the drag force experienced by the liquid 
near that surface. This effectively shifts the slipping plane outwards 
and lowers the absolute value of the -potential. 
From these calibration measurements it is established that the 
difference between the measured mobility and the electrophoretic 
mobility is between -0.91×10-9 m2 V-1 s-1 and -2.3×10-9 m2 V-1 s-1, for high 
and zero avidin concentration in the buffer solution, respectively. The 
expected -potential for any other avidin concentration is calculated 
by a piecewise monotone cubic interpolation of the data points given 
in Figure 6-1. This allows to calculate EO from equation (5.13), by 





Figure 6-1:-potential of the bottom substrate of an IBIDI 
microchannel as a function of the concentration of avidin inside 
the solution. For higher bulk concentrations, avidin adsorbs more 
onto the microfluidic walls, which increases the surface potential. 
 
6.2.3 Adsorption experiments with OTE 
a. Avidin concentrations under 2.5 µmol/m3 (165 ng/ml) 
Figure 6-2 plots the electrophoretic mobility of both biotinylated and 
uncoated polystyrene particles as a function of the avidin 
concentration in the buffer solutions for concentrations up to 2.3 
µmol/m3. Each point in the plot gives the average mobility over seven 
different particles and the error bars indicate the standard deviation 
over these measurements. It is firstly observed that at zero avidin 
concentration the electrophoretic mobility of the biotinylated 
particles (-2×10-8 m2 V-1 s-1) is lower than the mobility of the bare 
particles (-1×10-8 m2 V-1 s-1). The origin of the negative charge on the 
bare polystyrene particles has been discussed in section 0. The 
additional negative charge on the biotinylated particles results from 
the functionalization. As mentioned before, biotin is negatively 
charged at physiological pH. Furthermore, the biotinylation of the 
particles involves a carboxylation step of the polystyrene which, when 
these carboxylic groups are not bound to a biotin molecule, 
introduces additional negatively charged groups onto the particle 




Figure 6-2: The mobility dependence of single biotinylated and 
non-functionalized polystyrene particles on the avidin 
concentrations. The error bars indicate the standard deviation of 
the measurements of at least seven particles. At these avidin 
concentrations, only the mobility of the biotinylated particles is 
affected by the presence of avidin. The increase can be explained 
by specific adsorption of the latter onto the particle surface. 
 
From Figure 6-2 is can also be seen that the electrophoretic mobility 
of bare polystyrene appears unaffected by the presence of a small 
amount of avidin in the buffer. On the other hand, the mobility of the 
biotinylated polystyrene microparticles is clearly affected by adding a 
small amount of avidin to the solution. More specifically it is observed 
that the electrophoretic mobility increases with increasing avidin 
concentration. Furthermore, the figure suggests a linear increase at 
concentrations less than 0.6 µmol/m3 after which the mobility of the 
biotinylated particles tend towards a plateau value near                                 
-1.2×10-8 m2 V-1 s-1. The increase in mobility can again be explained by 
adsorption of avidin onto the functionalized particles: the -potential 
increases firstly because the net surface charge of the (initially 
negatively charged) microparticles increases when positively charged 
avidin molecules adsorb to it. Also, the adsorption of these 
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nanometer-sized molecules shifts the slipping plane outward as a 
result of the hydrodynamic screening of the double layer by the soft 
layer, as was described in section 2.5.2. It can be noted that the 
plateau value of the biotinylated particles seems to coincide with the 
mobility of the bare polystyrene particles. This is probably by 
accident. Both the fact that the surface modification of both types of 
polystyrene particles is different and that the increase in mobility of 
the biotinylated particles is explained with soft particle 
electrokinetics makes that there is no physical ground for the two 
values to be equal and it is expected that both values would be 
significantly different at a different salinity of the solution.  
Since the increase in mobility at low avidin concentration is only 
observed for the biotinylated particles, the surface adsorption is due 
to specific binding of the avidin molecules with the biotin coating. 
Because of the non-dissociative nature of the avidin-biotin bond, all 
molecules present in the solution are expected to bind to the available 
biotin sites until all binding sites are consumed. This explains the 
linear increase of the mobility as a function of the avidin 
concentration up to 0.6 µmol/m3, which is the concentration at which 
all available biotin sites are occupied. At higher concentrations, 
further adsorption due to specific binding is inhibited and the 
electrophoretic mobility of the particle remains at a constant value, 
i.e. the observed plateau value. 
b. Avidin concentration above 2.5 µmol/m3 (165 ng/ml) 
The mobility of bare and biotinylated particles show a similar 
dependence on the avidin concentration when the latter exceeds       
2.5 µmol/m3. This is represented in Figure 6-3. Both particle types 
show an increase in electrophoretic mobility and approach an 
asymptotic value of approximately 0 m2 V-1 s-1 for high avidin concen-
trations, i.e. above 500 µmol/m3.  
Again, the increase in mobility can be explained by the adsorption of 




Figure 6-3: At higher avidin concentrations both the mobility of 
the bare and biotinylated polystyrene particles are affected. The 
observed change in mobility results from non-specific adsorption 
of avidin onto the particles. 
 
adsorption is non-specific interaction of the avidin with the particle 
surface. The observed asymptotic value of the electrophoretic 
mobility can be linked to the mobility value at which all available 
nonspecific binding sites are occupied. 
6.2.4 Adsorption model 
The experimental results discussed above can be quantified in an 
adsorption model that provides an expression for the electrophoretic 
mobility of a particle in terms of the concentration of avidin cAv (unit: 
mol/m3) inside the solution. For this the assumption is made that the 
change in mobility is linearly proportional to the amount of avidin 
adsorbed on the particle. This is not obvious from a theoretical point 
of view and is, in this dissertation, an assumption that is fulfilled a 
posteriori. A proper treatment involving soft particle electrokinetics 
could justify this claim on a theoretical level. This treatment would 
involve characterizing the particles at different salinities of the 
medium to evaluate the different processes involved in the response 
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of an avidin coated particle to an external electric field. Such studies 
were however not undertaken in this work. 
The model assumes that an amount NS and NNS (units: mol) can 
adsorb specifically and nonspecifically, respectively, on a particle. The 
electrophoretic mobility EP of the particle is then expressed in terms 
of the fractions S and NS of these masses that are present on the 
particle: 
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. (6.1) 
In this equation EP,0 represents the particle mobility in the buffer 
with zero avidin concentration and  gives the increase in mobility 
when all binding sites, specific and nonspecific, are occupied (i.e. S 
and NS equal unity). 
The specific adsorption is modeled as a high-affinity adsorption in 
which an avidin-biotin bond is considered irreversible. Consequently 
all avidin present inside the buffer will bind specifically to the biotin 
coating until all available specific sites are occupied, rendering a 
linear relationship between S and the avidin concentration cAv in the 












where npart represents the number of particles per unit volume. 
The nonspecific adsorption is modeled as a Langmuir isotherm. This 
isotherm expresses the surface coverage of a species on a particle as a 
dynamic equilibrium between adsorption of avidin molecules inside 
the solution, termed free avidin molecules, onto available nonspecific 
binding sites and desorption of avidin to the bulk solution: 
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 free boundAv site  Av
K  . (6.3) 
 The equilibrium constant K (unit: m3 mol-1) is the ratio of the 
adsorption rate constant to the desorption rate, or equivalently, the 
ratio of bound sites NSNNSnpart to the product of the free avidin 
concentration and the concentration cAv,free of unbound sites





















From a theoretical point of view, the Langmuir isotherm is only valid 
to describe species adsorption for particles with a uniform affinity 
across their surface that does not depend on the surface 
concentration of the adsorbant. However, equation (6.5) does give an 
adequate description of many experimental results that do not fulfill 
these conditions [35]. Moreover, possible electrostatic interactions 
between the individual molecules and between the molecules and the 
particle are not incorporated in this model. Also spatial constraints, 
limiting the number of avidin molecules on the surface, could make 
that equation (6.3) does not necessarily hold. To validate if the 
description by a Langmuir isotherm is appropriate, it is customary to 
plot NS1  as a function of Av1 c , from which a linear dependence 
should emerge according to equation (6.5). To make this plot for the 
mobility measurements of the biotinylated particles presented in 
Figure 6-3, the plateau value obtained in Figure 6-2 is subtracted from 
the measured mobility. This gives a mobility * that is proportional to 
NS. Figure 6-4 plots the reciprocal of*as a function of 1/ cAv for avidin 
concentrations higher than 30 µmol/m3. Also provided is a linear fit to 
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this data. The R-squared value of 0.9652 indicates the mobility data is 
indeed well described by a Langmuir isotherm. 
In equation (6.5), the concentration of unbound avidin is used to 
calculate NS. It is retrieved by equating the initial concentration of 
avidin with the sum of the free avidin concentration and the bound 
avidin: 
  Av,free Av part S S NS NSc c n N N    . (6.6) 
Combined with equation (6.5), the above equation yields an 
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Figure 6-4: By plotting the reciprocal of the change in mobility 
versus the inverse avidin concentration, one can establish the 




Equations (6.2) and (6.7) now allow writing the measured 
electrophoretic mobility of a particle in terms of the concentration of 
avidin added to the solution via equation (6.1). Prior to an experiment, 
the original mixtures were diluted one in five as was described in 
section 6.2.1. Dilution of a sample makes that cAv,free is decreased and 
the adsorption process (6.3) is out of equilibrium. Desorption of non-
specifically bound avidin from the particle takes place until a new 
dynamic equilibrium between cAv,free and NS which is again given by 
equation (6.5). This makes that equation (6.7) holds, even for the 
diluted samples, as long as cAv and npart represent the concentrations 
of avidin and particles in the final mixture, respectively. 
The above model is fitted to the mobility measurements of the 
biotinylated particle that were presented in section 6.2.3. Figure 6-5 
repeats the experimental results and displays the best fit 
corresponding to this data. The best-fit values for the parameters are 
summarized in Table 6-1. The two different adsorption regimes can 
clearly be identified: the specific binding is predominant up to a 
concentration of 0.6 µmol/m3, at which the curve shows a slope 
discontinuity. From this concentration onwards only non-specific 
binding is responsible for the mobility increase. The fit values provide 
the total amount of bound avidin, specific and non-specific 
combined, per unit particle mass. It should be noted however that 
avidin adsorption onto the microfluidic walls is not taken into 
account in this model. This may result in a wrongful estimate of the 
equilibrium constant K. More specifically, adsorption on the 
microfluidic wall depletes the bulk from free avidin. This gives a shift 
of the dynamic equilibrium presented in equation (6.3) to the left. 
This makes that non-specific adsorption onto the particle takes place 
only at higher concentrations of avidin compared to the case in which 
there would be no adsorption onto the microfluidic walls. This makes 
that, as a result of wall adsorption, the estimated value of the 




Table 6-1: best-fit parameters used to describe the mobility 
variation as a function of the concentration of avidin as presented 
in Figure 6-5. 
parameter 
(unit) 
value 95% CI  
EP,0  
(10-9 m2 V-1 s-1) 
-20.4 [-21.8, -19.0] 
  
(10-9 m2 V-1 s-1) 
20.4 [18.1,22.8] 
K  
(103 m3 mol-1) 
13.7 [7.3, 20.1] 
SN  
(amol) 
0.31 [0.25, 0.37] 
NSN  
(amol) 




Figure 6-5: Fit of the adsorption model to the mobility 
measurements of the biotinylated particles that were presented in 
Figure 6-2 and Figure 6-3. The graphs shows that the model 
accurately describes the mobility for a concentration range 
spanning four orders of magnitude. The best-fit parameters are 
summarized in Table 6-1.  
 136 
 
6.3 Time-dependent mobility 
measurements 
The development of a biosensor is often a tradeoff between different 
parameters. For example, a long measurement time on a sample 
typically accounts for a more sensitive read-out but reduces the 
practical operation of the system in clinical circumstances. The 
experiments discussed in the previous section have allowed retrieving 
a binding characteristic of avidin to biotinylated polystyrene 
microparticles, but for this an incubation time of several days was 
necessary. It is clear that a different parameter than the steady-state 
mobility of a particle is to be used in an OTE-based biosensor. 
In this section, I make use of the fact that OTE allows for time-
dependent mobility measurements to retrieve different parameters 
that can establish the concentration of avidin inside a buffer solution. 
Foremost I focus on characterizing the dynamic binding of avidin 
onto a biotinylated particle via specific adsorption, since specificity is 
required for a biosensor. To further support the adsorption model 
presented in the previous section, also the time-dependent non-
specific binding and unbinding of avidin is measured and modeled. 
6.3.1 Experimental procedure 
The experiments make use of the flow cell that was described in 
section3.3.2b. Two distinct liquids, each pumped at a flow rate of 
approximately 0.1 µl/s, can exist in one microfluidic channel. This 
enables for an optically trapped particle to be brought from one 
medium across the boundary between the two liquids to the other 
medium. The width of this boundary is determined by the diffusion of 
avidin from the high- to the low-concentration medium and is 
calculated to be in the order of 10 – 100 µm at the measurement 
position. The particle is moved across the boundary with a speed of 
500 µm/s, which makes that it resides in this boundary far less than     
1 s.  
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Two different experiments are undertaken. Firstly, adsorption 
experiments consist of bringing a biotinylated particle from an avidin-
free buffer to a buffer containing a certain concentration of avidin. 
Different avidin concentrations, ranging from 0.1 µmol/m3 (6.6 ng/ml) 
to 1600 µmol/m3 (106 µg/ml) are considered. Secondly, a desorption 
experiment is performed. In this experiment, biotinylated particles 
are first mixed together with an avidin-rich buffer such that complete 
saturation occurs, i.e. the particles inside the mixture are initially 
located on the far-right of Figure 6-5. After incubation, this avidin-rich 
mixture is inserted into one arm of the Y-junction and an avidin-free 
buffer is injected into the other. A particle is trapped and brought to 
the avidin-free buffer, where desorption of the avidin can happen. 
In each of these experiments, the mobility of the optically trapped 
particle is continuously monitored by observing its oscillation inside 
an AC electric field. This position measurement over several hundreds 
of seconds is split up in intervals of 1 s which are analyzed 
independently to retrieve a value of the mobility at each time interval. 
Again, attention is paid that the separation between the particle and 
the bottom substrate remains fixed. This makes that the EOF 
contribution to the observed mobility is constant. No calibration for 
electroosmosis was performed, but the EOF-contribution is 
eliminated by measuring the mobility of multiple biotinylated 
particles in an avidin-free medium and establishing the difference in 
this mobility with the mobility measured for these particles in section 
6.2.3. This difference is then subtracted from the observed mobility to 
establish the electrophoretic mobility EP . 
6.3.2 Numerical simulations 
To provide a physical understanding of the transport mechanisms 
leading to the avidin adsorption, numerical modeling of the above 
described experiment is carried out. Using COMSOL, a finite element 
simulation is used to jointly describe the fluid flow around the 
microsphere, the transport of avidin from the bulk solution toward 
the particle and adsorption reactions at the particle surface. This 
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happens in a 3D-axisymmetric geometry in which the sphere is 
defined as a half circle on a line defining the axial symmetry as 
presented in Figure 6-6. 
The fluid flow is calculated using the assumptions of creeping flow. 
For this, the Reynolds number should be significantly smaller than 1, 
which is fulfilled in the presented experimental setup. As 
demonstrated in Figure 6-6, at the particle surface a no-slip boundary 
condition is introduced. An inlet, from which the fluid enters with a 
velocity U0, and outlet are defined 10 µm from the particle center, 
perpendicular to the symmetry axis. The simulation region is closed 
by a line, parallel to the symmetry axis of the geometry, at 10 µm from 
the particle center. At this line a symmetry boundary condition is set. 
This means the influence of the walls of the microfluidic device on the 
flow profile are not taken into account and the particle is instead 
assumed to be in an infinite bath moving at a velocity U0 with respect 
to the particle. The flow profile is calculated once and assumed to be 
time-independent. U0 is taken to be 250 µm/s. 
 
 
Figure 6-6: Schematic drawing of the used geometry in the 
numerical modeling of the adsorption experiment. A 3D-
axisymmetry is obtained by defining an axis of symmetry at a. In b 
an outlet is defined for both the fluid as the avidin. Line c 
represents the inlet at which the avidin concentration is kept at a 
cAv,0. At line d a symmetry boundary condition for the creeping 
flow and a no-flux boundary condition for the avidin is defined. 
The particle is represented by a half circle in e, at which a no-slip 
boundary condition for the flow is set, together with a flux 
condition by which the avidin adsorption is defined. 
 139 
 
The transport of avidin throughout the buffer is modeled by the 
package Transport of Diluted Species. Based on the diffusion 
coefficient of avidin, which is taken to be 0.6×10-10 m2 s-1 [158], and the 
appropriate boundary conditions, the convection and diffusion of 
avidin is calculated. At the previously defined inlet, a constant avidin 
concentration cAv,0 is presumed. At the outlet the concentration 
gradient along the normal is set to zero. A no-flux boundary condition 
is set at the line D in Figure 6-6. At the particle a flux boundary 
condition is defined. The (outward) avidin flux is defined as the 
difference between the flux resulting from avidin adsorption onto and 
desorption from the particle surface: 
 
ads Av s,Av des s,Avk c c k c   . (6.8) 
In this equation kads and kdes represent the adsorption and desorption 
rate constant of the adsorption process (specific or non-specific). This 
flux definition at the particle surface is used to calculate the surface 
concentration of avidin onto the particle. To discard effects of any 
inhomogeneous adsorption on the particle surface, a surface 
diffusion coefficient of bound avidin was defined as 10-11 m2 s-1. In the 
case of non-specific binding, the values for kads and kdes come from a fit 
to the experimental results (see section6.3.5a. ). In the case of specific 
binding, the desorption process is expected to be negligible, as was 
previously discussed. A discussion on the value for adsk is discussed in 
the following section.  
6.3.3 Time scales limiting surface adsorption 
In general, two main phenomena can limit the binding kinetics of any 
species from bulk onto a surface [159]. Firstly, the binding can be 
reaction limited. In this case the transport of the species through 
diffusion and advection happens fast enough such that, around the 
particle, one finds the bulk concentration of the species. The rate of 
adsorption is solely determined by the balance between species 
adsorption onto and desorption from the surface. The second limit is 
encountered when the reaction rate is fast enough compared to the 
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species transport. The adsorption kinetics is then mainly determined 
by how fast the species can be delivered to the surface. In case of 
sufficiently low flow rates, the transport is mainly limited by diffusion 
of the species from the liquid to the surface of the particle. In this 
case, as the adsorption process takes place, the medium around the 
particle gets depleted from the species. Diffusion of this species 
towards the surface then enables the adsorption to continue. The 
time necessary for the species to reach the surface becomes larger as 
the adsorption continues and a decreasing adsorption rate is expected 
in a diffusion-limited regime. At higher flow rates the adsorption 
process becomes advection-limited: the species concentration 
gradient around the particle remains constant because it is balanced 
by the species delivered by the flow. The gradient makes for a diffusive 
flux of molecules towards the particle surface and the fixed 
concentration gradient makes that this flux is constant in time. In this 
regime the adsorption rate is thus a constant. The dimensionless 
Péclet number indicates whether the reaction is diffusion or 





where u is the local fluid velocity, l is a characteristic length scale of 
the microfluidic device and D is the diffusion coefficient of the 
species. In the case of Pe>>1, the transport is advection-limited, for 
Pe<<1 one has a diffusion-limited regime. For the device discussed 
here Pe=200 is calculated. This indicates that, in the case of transport 
limited kinetics, the advection of avidin molecules is the limiting 






6.3.4 Specific binding 
a. Experimental results 
The time-dependent specific binding of avidin onto a biotinylated 
polystyrene particle is observed well by bringing this particle from an 
avidin-free buffer solution to a solution containing a low (0.1 µmol/m3 
to 10 µmol/m3) concentration of avidin. This measurement is done for 
a total of thirteen mixtures at different concentrations. Figure 6-7 
displays the mobility of this particle as a function of time for seven of 
these measurements. The other measurements are not included in 
the figure for sake of clarity. The origin of the time scale coincides 
with the moment the particle crosses the boundary between the two 
liquids. 
From the figure it is seen that, when the particle enters the avidin-
containing solution, its mobility increases as a function of time. 
Moreover, the rate of increase depends clearly on the concentration of 
avidin in the final buffer: a larger avidin concentration accounts for a 
faster increase in mobility. This increase is due to the adsorption of 
avidin onto the particle. Moreover, at concentrations above                      
5 µmol/m3, the particle mobility reaches a saturation value before the 
end of the experiment. This saturation mobility has the same value as 
the plateau observed in Figure 6-2 where the specific binding of avidin 
to the biotinylated particles was discussed. I recall that the occurrence 
of this plateau value was explained by associating this particle 
mobility with an avidin coverage of the particle in which all specific 
binding sites are occupied. This leads to stating that the adsorption 
process observed in Figure 6-7 is the specific binding of avidin onto 








Figure 6-7: The time-dependent change in electrophoretic 
mobility when a biotinylated particle is transferred from an 
avidin-free to an avidin-containing buffer solution. At these 
concentrations the change in mobility is due to the specific 
adsorption of avidin onto the particle surface. The amount of 
absorbed molecules proves to be linear with time (solid lines), 





b. Numerical simulations 
Figure 6-8 presents the calculated surface concentration of avidin cs,Av 
on the particle as a function of time for various values of kads. As 
previously explained, kdes is taken at zero for the specific adsorption. 
The avidin concentration at the inlet is taken at 6 µmol/m3                  
(400 ng/ml). It is seen that cs,Av increases monotonically with time 
until all binding sites are occupied, i.e. when a surface concentration 
of 0.31 amol is reached, after which cs,Av remains at this constant value. 
From the figure it is also concluded that as the surface coverage 
increases, the adsorption rate decreases. This decrease of adsorption 
rate is more pronounced at smaller values of kads. The degree of 
decrease is well characterized by the steepness of the transition 
between adsorption and saturation: a higher adsorption rate 
constant, giving an adsorption process less prone to a decrease in 
adsorption rate, delivers a steeper transition. Also the time necessary 
to obtain saturation is dependent on kads: saturation occurs faster 
when this parameter is higher. This decrease in adsorption rate is 
because the avidin flux towards the particle, as expressed by (6.8), is a 
function of the avidin surface concentration that is already present on 
the particle. However, the adsorption dynamics reaches a kads-
independent characteristic for high enough kads (higher than 20×10
3 
m3 mol-1 s-1). In this situation the flux towards the particle is only 
limited by the speed at which these molecules can be delivered to the 
particle by processes of convection and diffusion. This is exemplified 
in Figure 6-9 where the bulk avidin concentration profiles are 
depicted at a time t = 1 s for two values of the adsorption rate 
constant. It is seen that in both cases the flux boundary condition 
imposes a concentration gradient in the avidin around the particle. 
This concentration gradient ensures the supply of avidin molecules 
through diffusion to establish the flux boundary condition at the 
particle. At low kads, i.e. 10
3 m3 mol-1 s-1, the bulk avidin concentration 
near the particle surface is 4.15 µmol/m3, while at kads equaling 10
5 m3 
mol-1 s-1 this concentration drops to 0.117 µmol/m3. The maximal 
adsorption rate is obtained at the highest concentration gradient, i.e. 
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when the bulk avidin concentration at the particle surface is 0 
µmol/m3. An increasing kads approximates this situation at which the 
adsorption is only transport-limited. 
Furthermore, the influence of the avidin concentration on the 
adsorption rate is modeled. Figure 6-10 presents the calculated flux of 
avidin molecules from the bulk to the particle surface as a function of 
the avidin concentration at the inlet. This is done at a time t = 1 s and 
for various values of the adsorption rate constant. It is seen than, for 
all values of kads, the influx of avidin molecules scales linearly with the 
avidin concentration. This is easily understood from the linearity of 
the diffusion process, described by Fick’s law, delivering the 
molecules to the surface: an increase in concentration renders the 





Figure 6-8: Simulated surface concentration of avidin cs,Av onto the 





Figure 6-9: Simulated bulk avidin concentration profile in the case 
of specific adsorption onto the particle surface at t = 1 s for (a) kads 
= 103 m3 mol-1 s-1 and (b) kads = 10




Figure 6-10: Adsorption rate of avidin molecules onto the particle 
as a function of the avidin concentration at the inlet cAv,0 at time     
t = 1 s. For all values of the adsorption rate constant the 




With the numerical simulations, the kinetics of the specific 
adsorption process was identified. Depending on the value of the 
adsorption rate constant the process is either solely transport-limited 
(in the case of large kads) or partly reaction limited (for kads of the order 
of 103 m3 mol-1 s-1). As was discussed, a purely advection-limited 
regime is characterized by a steep transition at the point of saturation, 
while a reaction-limited process shows a much smoother transition. 
Applying this to the measurements presented in Figure 6-7 one can 
conclude that the observed avidin adsorption is mainly advection 
limited: the increase in mobility is mostly linear and the transition 
towards the plateau is rather steep. Moreover, when looking at the cAv,0 
=6 µmol/m3 solution, the time scale at which saturation occurs (120 s) 
is very close to the time scale retrieved from the numerical 
simulations for large kads (100 s). This further supports the premise 
that the adsorption process is advection limited. 
Furthermore, the best-fit linear approximations to the data during 
which adsorption occurs, are given as solid lines in this figure. It is 
seen that these lines do not coincide exactly at t = 0 s. This is because 
the fitting of the experimental data at low concentrations                             
( 3Av 3 mol mc   ) is done only after 200 s. When looking at the 
control experiment at which the particle is transported towards the 
same avidin-free buffer, one sees that during these initial 200 s the 
mobility decreases slightly. This can be due to the presence of 
chromium ions in the buffer solution due to electrode disintegration. 
These ions have typically a high valency and therefore could influence 
the electrokinetics of the particle. 
It is clear from the figure that the adsorption rate, which is 
proportional to the slope of these lines, is dependent on the avidin 
concentration of the final buffer solution. This makes the property a 
good parameter to establish the avidin concentration in a solution. In 
Figure 6-11, the change of the mobility in time is plotted as a function 
of the avidin concentration. Note the log-log-scale used in this graph. 
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Also present on this graph are two lines to indicate the power law 
governing the concentration dependence of the adsorption rate. It is 
seen that for concentrations below 1 µmol/m3, the adsorption rate 
increases linearly with the concentration of avidin in the solution. 
This is what is expected in an advection-limited system, as was already 
discussed with Figure 6-10. At concentrations above 1 µmol/m3, 
however, the adsorption rate increases quadratically with an 
increasing concentration, which is not expected on the basis of 
species transport. This anomalous quadratic dependence is presently 
unexplained. Considering the fitting parameters given in Table 6-1, it 
is possible to relate the rate of mobility change to an influx of avidin 
molecules. This has been added as a second scale on Figure 6-11. For 
concentrations below 1 µmol/m3, the measured adsorption rates are a 
factor two lower lower than the rate calculated in Figure 6-10 at high 
kads. The most striking difference between these two graphs is, again, 
the appearance of the quadratic behavior in the measured adsorption 
rate. Besides this, a good correspondence between the numerical 
simulations and the measurements exists. 
The limit of detection of a concentration measurement is determined 
by the standard error on the estimate of the adsorption rate obtained 
from the linear fit, i.e. 
t
  . This error is calculated as a diagonal 















with N the number of data points,   
  the variance on the time steps 
and   
 given by equation (3.20). For a measurement time of 10 
minutes at the applied field strength, this standard error calculated to 
be 6.1×10-14  m2 V-1 s-2. Assuming a linear concentration dependence of 
the adsorption rate, the theoretical limit of detection is established at 
approximately 0.03 mol/m3 or 2 ng/ml. This value is comparable with 










Figure 6-11: The change in mobility retrieved from the linear fits 
presented in Figure 6-7. The axis on the right provides a 
conversion to avidin flux towards the particle, based on the 
parameters given in Table 6-1. The red solid lines are guides to the 
eye to reveal the power dependence of the adsorption rate to the 
avidin concentration. For concentrations below 1 µmol/m3, a 
linear dependence emerges, which is expected in the case of 
advection-limited adsorption. The quadratic dependence at 




6.3.5 Non-specific binding 
a. Experimental results 
When performing the same adsorption experiments at higher avidin 
concentrations (from 30 µmol/m3 to 1600 µmol/m3), non-specific 
adsorption can be observed. A total of ten different mixtures were 
considered and the time-dependent mobility measurements of five of 
these mixtures are presented in Figure 6-12. Again, the origin of the 
time axis corresponds approximately with the time at which the 
particle crosses the boundary between the avidin-free and avidin-rich 
medium. Immediately after this crossing, i.e. during the first few 
seconds presented in the graph, the mobility shows a steep increase. 
This is the specific adsorption of avidin discussed in the previous 
subsection which takes place much faster than in Figure 6-7 because 
of the considerably higher concentrations of avidin. After this initial 
increase due to specific adsorptions, the mobility of the particle 
increases further at a longer time scale. After some time, the mobility 
approaches a constant value. This constant value is observable at the 
time scales presented in the graph for concentrations above               
100 µmol/m3. It is clear that the precise value of this constant mobility 
depends on the concentration of avidin in the solution. This is what is 
expected from the steady-state adsorption model presented in section 
6.2.4: the non-specific adsorption follows a Langmuir isotherm 
describing the balance between adsorption and desorption in 
equilibrium. The amount of avidin bound to the particle depends on 
the concentration of the buffer solution around the particle, 
explaining the concentration dependence of the steady-state mobility 
observed in Figure 6-12. 
To further support this Langmuir adsorption model, a desorption 
experiment is performed in which the mobility of a biotinylated 
particle changes when it moves from an avidin-rich medium to a 
buffer without avidin. The concentration of avidin in the initial 
medium is taken such that all specific and non-specific sites are 







Figure 6-12: Non-specific binding is observed when the 
biotinylated particle enters a medium with a sufficiently high 
concentration of avidin. The aforementioned specific binding at 
these concentrations happens on a time scale of a few seconds, 
which is barely visible in the graph. The time-dependence of the 
mobility change is fitted as an exponential (solid lines), indicating 









Figure 6-13: Desorption of non-specifically bound avidin occurs 
when transferring the biotinylated particle from an avidin-rich to 
an avidin-free medium. Again, an exponential time-dependence is 
fitted (solid line). The steady-state value, indicated by the dashed 
line, agrees with the mobility of a particle containing only 
specifically bound avidin. 
 
measured change in mobility, observed when the particle enters the 
avidin-free buffer, is depicted in Figure 6-13. The graph presents the 
mobility recorded for the first 4500 s after the particle crosses the 
boundary between the two liquids. Additionally, the mobility of the 
same particle is measured at 8300 s for about 100 s. The mobility in 
between these two times was not recorded. The decrease in 
electrophoretic mobility of the particle is explained by desorption of 
non-specifically bound avidin.  
Furthermore, it is possible to quantify the reaction rates that govern 
the non-specific adsorption. Note, firstly, that the adsorption process 
as a function of time cannot be described by a linear approximation. 
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This means the advection-limited regime is not valid to describe the 
adsorption kinetics as is the case with specific adsorption. Rather, the 
process is reaction limited. The reaction expressed by (6.3) is 
governed by a forward (adsorption) reaction rate constant and a 
reverse (desorption) reaction rate constant, kads (unit: 
3 1 1m  mol  s  ) 
and kdes (unit: 
1s ) respectively. They describe the reaction kinetics 
happening at the surface of the particle [159]: 







    . (6.11) 
Again, the notation NS is used to indicate the fraction of non-specific 
binding sites on the particle to which an avidin molecule is bound. 
Note that, since a reaction-limited regime is presumed, the avidin 
concentration at the surface of the particle is taken the same as the 
bulk concentration. This differential equation is solved as 





k c k t
Kc

       
   
. (6.12) 
Here ads desK k k constitutes the equilibrium constant that governs 
the Langmuir isotherm. Indeed, the steady-state value of the number 
of bound non-specific sites is given by this isotherm. 
The desorption rate constant is retrieved by fitting an exponential 
function to the measured mobility in Figure 6-13. To achieve a good 
fit, it was necessary to ignore the first 600 data points. The 
discrepancy between the fit and the data at these points may indicate 
a second, less important and faster, desorption process takes place. 
Possible origins of this faster desorption could be a second layer of 
adsorbed avidin molecules present on top of the avidin layer bound to 
the surface. In any case, since the discrepancy with the fit is small, no 
further attention is given to it. From the fit, the desorption rate 
constant kdes is established at (1.77±0.02)×10
-4 s-1. The fit also 
establishes a steady-state value for the mobility (-12.3×10-9 m2 V-1 s-1), 
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indicated by a dashed line in Figure 6-13) which corresponds well with 
the value of the mobility at which only specific binding sites are 
occupied. Similar exponential fits can be obtained for the adsorption 
experiments. They are presented as solid lines in Figure 6-12. The fit 
values for kadscAv + kdes as a function of the avidin concentration are 
plotted in Figure 6-14, together with a linear fit to these data points 
which has an R-squared value of 0.9421. Note the log-log-scale of this 
figure. kads is determined at 52±5 m
3 mol-1 s-1 and kdes is fitted as 
(1.7±2.7) )×10-3 s-1. Note that this last parameter is not well estimated 
based on the adsorption experiments but is well characterized from 
the fit in the desorption experiment. From this the equilibrium 
constant of the reaction is calculated to be 282×103 m3 mol-1. This 
value differs from the equilibrium constant presented in Table 6-1, 
possibly because, as previously discussed, the model explaining the 
affinity experiments does not take into account avidin adsorption 
onto the microfluidic walls. 
b. Comparison with numerical modeling 
Since the values for kads and kdes come directly from the 
measurements, numerical simulations are only necessary to verify the 
condition of a reaction-limited regime, i.e. that no significant avidin 
concentration gradient is present around the particle. Indeed, in the 
concentration regimes considered in Figure 6-12, the calculations 
confirm that the concentration of avidin at the particle surface never 








Figure 6-14: The time constant of the exponential fits presented in 
Figure 6-12 is a linear function of the avidin concentration. The 
adsorption and desorption rate constants are parameters of for 
this linear fit, presented as the solid line. Note the log-log scale 





I have performed biosensing experiments in which OTE of a 
biotinylated particle was used to determine the concentration of 
avidin in a buffer solution. Two types of mobility measurements were 
discussed. From the steady-state mobility measurements an 
adsorption model was retrieved. This model describes the avidin 
adsorption to result from two distinct mechanisms: specific 
adsorption is dominant at low avidin concentrations (below 0.6 
µmol/m3) and involves the binding of avidin molecules to the biotin 
receptors on the particle surface. At higher concentrations of avidin 
also non-specific binding occurs which is governed by a Langmuir 
isotherm. The non-specificity is supported by the fact that the same 
Langmuir isoterm is observed with non-functionalized particles. 
Time-dependent mobility measurements together with numerical 
modeling unraveled the binding kinetics of the adsorption process. 
The specific adsorption of avidin is advection-limited. The adsorption 
rate shows a linear dependence on the avidin concentration at 
concentrations below 1 µmol/m3, which is expected in an advection-
limited regime. However, an anomalous quadratic dependence is 
observed at higher avidin concentrations. The theoretical limit of 
detection of the experimental system is 0.03 µmol/m3 (2 ng/ml). 
Similar adsorption experiments at higher avidin concentrations 
revealed the reaction kinetics of non-specific adsorption. This 
mechanism is reaction-limited and governed by an adsorption and 
desorption rate. The values for these parameters are 
3 1 152 5 m  mol  s  and   4 11.77 0.02 10  s   , respectively. Overall, a 
good quantitative agreement was found between the numerical 
simulations and the measurements, aside for the occurrence of a 
quadratic concentration dependence of the specific adsorption rate. 
The avidin-biotin system is considered a model system for a 
receptor/ligand binding and these experiments give an indication of 
the feasibility of optical trapping electrophoresis as a label-free 
 156 
 
detection technique for proteins. Future work could be directed 
towards investigating other biochemical systems by changing the 















Chapter 7  
Conclusions and 
perspectives  





This dissertation has explored the possibility of using optical trapping 
electrophoresis (OTE) as a label-free biosensor. The method uses the 
electrophoretic mobility of an optically trapped functionalized 
particle as a measure for the concentration of a target analyte in the 
suspension. To achieve reproducible results with this method, I have 
introduced two calibration procedures. Firstly, I have shown that 
heating effects taking place during an experiment can be monitored 
by analyzing the Brownian motion of the optically trapped particle. 
This has allowed to assess Joule heating resulting from the electric 
field, which was shown to cause a significant temperature increase 
(i.e. several K) in the used microfluidic device at salt concentrations 
exceeding 15 g/l and applied RMS-voltages higher than 20 V. The 
accuracy and precision of this measurement method were established 
at 15% and 0.9 K, respectively. Furthermore it was demonstrated that 
transient heating processes can be monitored with this technique, 
albeit with a limited time resolution. Also heating due to laser 
absorption has been explored in a similar manner and was shown to 
be negligible even at maximal beam power. 
I have also devised a calibration method to compensate for the 
influence of electroosmotic flow (EOF) on the mobility measurement 
when performing OTE. It was shown that from this calibration a map 
of the EOF inside the microfluidic device is obtained. From the 
calibration procedure the -potential of the microfluidic wall 
emerges, which makes that, in general, the procedure can be 
employed to monitor the electrical properties of microfluidic walls. 
This has been demonstrated in an experiment in which the influence 
of the salt concentration on the electrical surface properties was 
evaluated. This experiment showed a quantitative agreement with 
theoretical predictions. 
Finally, I have performed biosensing experiments that monitor the 
adsorption of avidin onto biotinylated particles. From steady-state 
mobility measurements of these particles in mixtures containing 
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various amounts of avidin I have constructed an adsorption model. 
Two adsorption mechanisms were identified: specific adsorption only 
occurs with the biotinylated particles and is dominant at relatively low 
avidin concentrations (< 0.6 µmol/m3) and is caused by the binding of 
avidin to the biotin sites present on the particle. Non-specific 
adsorption is observed with both bare and biotinylated particles at 
comparably high avidin concentrations (> 1 µmol/m3) and is shown to 
be governed by a Langmuir isotherm. This proposed model describes 
the electrophoretic mobility of these particles accurately over four 
orders of magnitude of the avidin concentration. Furthermore, time-
dependent measurements were undertaken by transferring a particle 
from one buffer solution to another solution containing a different 
avidin concentration. Together with the numerical modeling of the 
experiment, these measurements have allowed me to unravel the 
reaction kinetics behind the two adsorption processes. Specific 
adsorption has proven to occur fast and to be advection-limited, while 
non-specific adsorption is reaction limited and happens on a much 
longer time scale. Analysis of these time dependencies has allowed 
me to establish the limit of detection in the used measurement 






The experiments performed for this thesis show that specific 
detection of a target analyte is indeed possible with OTE. However, 
this research has merely shown the possibility of the technique for 
these biosensing applications. The road towards useful and practical 
biosensors based on OTE is still a long one.  
Future research directions should, in my opinion, be focused on two 
distinct fields. Firstly an application should be found in which OTE 
can prove its merits over other existing techniques. While the avidin-
biotin system, characterized in this dissertation, is a model system 
often used to inspect new biosensing technologies, its practical 
relevance is limited. Moreover, other sensing technologies achieve 
similar benchmarks regarding limit-of-detection and sensitivity as 
this system. I would advocate testing the technology on a biologically 
more relevant system, which does not necessarily show the high 
binding affinity the avidin-biotin system offers. In selecting this 
system one should consider one of the advantages of the OTE 
technique: it can measure small molecules, as long as they are 
sufficiently charged. For example optical methods typically rely on the 
overlap of a light mode with the molecule. The signal retrieved from 
these biosensors directly scales with the volume of the analyte, which 
typically imposes a limit in terms of minimal molecular weight of 
these molecules. The detection of small biomolecules is not trivial 
with the current available methods, and OTE could offer new 
capabilities in that field. 
As a second focus, the technological advancement of the 
measurement system should be considered. Currently, the OTE 
experiments rely on an exhaustive optical setup that needs to be 
regularly realigned during the course of an experiment. Also, 
calibration procedures for e.g. electroosmosis are required to obtain 
reliable quantitative measurements. This makes that OTE in its 
present form is far from a practical biosensor, both in construction 
and operation. On-chip integration could resolve the demanding 
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optical calibration and particle manipulation. However advances on 
on-chip optical tweezers are rather scarce. This makes that the 
practical realization of these integrated tweezers is still a long way 
ahead and could be considered as a research topic on its own. Finally, 
problems encountered as a result of electroosmosis could be 
eliminated by applying surface passivation, e.g. a silanization 
procedure, to remove surface charge from the microfluidic walls. 
Together with this, adsorption of ionic species from the sample onto 
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