Dynamical coupling and negative differential resistance from
  interactions across the molecule-electrode interface in molecular junctions by Dubi, Yonatan
ar
X
iv
:1
30
9.
27
51
v1
  [
co
nd
-m
at.
me
s-h
all
]  
11
 Se
p 2
01
3
Dynamical coupling and negative differential resistance from interactions across the
molecule-electrode interface in molecular junctions
Yonatan Dubi∗
Department of Chemistry and the Ilze-Katz Institute for Nano-Scale Science and Technology,
Ben-Gurion University of the Negev, Beer-Sheva 84105, Israel
(Dated: September 22, 2018)
Negative differential resistance - a decrease in current with increasing bias voltage - is a counter-
intuitive effect that is observed in various molecular junctions. Here, we present a novel mechanism
that may be responsible for such an effect, based on strong Coulomb interaction between electrons
in the molecule and electrons on the atoms closest to the molecule. The Coulomb interaction
induces electron-hole binding across the molecule-electrode interface, resulting in a renormalized
and enhanced molecule-electrode coupling. Using a self-consistent non-equilibrium Green’s function
approach, we show that the effective coupling is non-monotonic in bias voltage, leading to negative
differential resistance. The model is in accord with recent experimental observations that showed
a correlation between the negative differential resistance and the coupling strength. We provide
detailed suggestions for experimental tests which may help to shed light on the origin of the negative
differential resistance. Finally, we demonstrate that the interface Coulomb interaction affects not
only the I-V curves but also the thermoelectric properties of molecular junctions.
I. INTRODUCTION
Single-molecule junctions offer a rich variety of ef-
fects, including switching, rectification, photo-activity
and thermoelectricity1–4. Especially intriguing - due to
its counter-intuitive nature - is the negative differen-
tial resistance (NDR) effect: When a molecular junc-
tion is placed under a voltage bias, the current is typ-
ically a monotonically increasing function of bias (result-
ing in the usual positive differential resistance). How-
ever, in certain situations, the current decreases with in-
creasing bias, resulting in the so-called NDR. This effect
has been observed in a large variety of metal-molecule-
metal junctions, including organic and metallo-organic
molecules and even DNA junctions5–12. The origin of
the NDR, being unclear, has spurred a large number of
theoretical studies. The main sources for NDR discussed
in the literature are voltage-dependent electron-phonon
interactions13–15 and a potential-drop-induced shifting of
the molecular orbitals16–23. In addition, recent stud-
ies indicate that NDR may originate from image-charge
effects24,25 and a change in the effective coupling between
the molecular levels and the electrodes26,27.
In a recent experiment5, the transport properties of
a molecular junction composed of a symmetric metallo-
oranic molecule between two gold electrodes were studied
in parallel to force measurements on the molecular junc-
tion, which determine the effective coupling strength be-
tween the molecule and the electrodes28. The authors
found that NDR appears only for junctions with inter-
mediate coupling, at a relatively low bias of ∼ 0.64 eV,
which is much smaller than the HOMO-LUMO gap; yet
some features in the local density of states (LDOS) seem
to appear at these energies. A major finding described
in Ref.5 was that the peak current is correlated with a
maximum in the molecule-electrode coupling.
Here we suggest a novel mechanism for the NDR,
which is in line with the above experimental findings.
The mechanism that we suggest relies on the assump-
tion that the Coulomb interactions between electrons on
the molecule and electrons on the electrode (residing on
the atoms connected to the molecule) are significant and
are not screened out by the free electrons in the elec-
trode. Theoretical simulations indicate that when molec-
ular junctions are formed, atoms from the electrode may
extend towards the molecule29–31, thereby reducing the
screening in the bridging atoms. The effect of such in-
terface Coulomb interactions has recently been studied
theoretically, showing both that the magnitude of these
interactions can be large (a few electron volts) and that
they strongly affect the molecular orbitals32, via the for-
mation of image charges. The importance of consider-
ing image charges in calculating I-V characteristics was
pointed out in Ref. 33.
The model we consider and the mechanism we pro-
pose are depicted in Fig. 1. The system under con-
sideration is composed of a single molecular level, say
the lowest unoccupied molecular level (LUMO), coupled
to the electronic states in the electrode. We consider
Coulomb interactions both on the molecular level (lead-
ing to the well-known Coulomb blockade34) and between
the molecular level and the electrons on the atom con-
nected to the molecular bridge (bridging atom). When
an electron hops from the bridging atom to the LUMO, a
hole is left behind. Due to the Coulomb interactions, the
electron on the LUMO and hole are correlated, and this
correlation renormalizes the hopping matrix element be-
tween the LUMO and the bridging atom, thereby increas-
ing the coupling between the molecule and the electrode
(as we explicitly show in what follows). In the presence
of a bias voltage, the rate of electron hopping between
the electrode and the LUMO changes, which induces a
bias-dependent normalization of the coupling. When the
bias reaches the LUMO energy level, the current is max-
imal and thus the renormalization is maximal, and as
the resonance is passed, the effective coupling is reduced
2and (self-consistently) the current is reduced, resulting
in NDR.
II. MODEL AND EFFECTIVE COUPLING
The starting point is the typical Hamiltonian for a
molecular junction2,4,34:
H = HL +HR +HM +HT +HI
HL,R =
∑
kσ
ǫkc
†
kσ,L/Rckσ,L/R
HM = ǫ0
∑
σ
d†σdσ + U0d
†
↑d↑d
†
↓d↓
HT = −t
∑
σ
(
c†σ,Ldσ + c
†
σ,Rdσ + h.c.
)
HI = U1 (nˆLnˆd + nˆRnˆd) (1)
where c†k,L/R creates an electron with momentum k and
spin σ at the left/right electrode, and d†σ creates an elec-
tron with spin σ at the LUMO. The first three terms
are a typical description of transport through molecu-
lar junctions, with metallic electrodes, molecular orbital
energy ǫ0, and tunneling matrix element −t connecting
the molecule and the electrodes. The tunneling from the
electrodes to the molecule occurs through the left and
right bridging atoms, defined by the electron creation
operators c†σ,L, c
†
σ,R for the left and right electrodes, as
depicted in Fig. 1. The interaction term with U0 de-
scribes the molecular charging energy and leads to the
Coulomb blockade.
FIG. 1: Schematic representation of the molecular junction
under consideration. When an electron hops from the bridg-
ing site to the LUMO, a hole is left behind. Due to the in-
terface Coulomb interaction, the electron on the LUMO and
the hole on the bridging site are attracted, forming a bound
exciton. This process renormalizes and enhances the tunnel-
ing matrix element between the bridging site and the LUMO,
thereby affecting the current through the junction.
The last term in the Hamiltonian describes the
Coulomb interaction between the electron on the
molecule and an electron in the bridging site, where
U1 the interaction strength and nˆL =
∑
σ c
†
σ,Lcσ,L and
nˆd =
∑
σ d
†
σdσ are the electron number operators on the
molecule and the bridging site, respectively. In Ref.35,
such an interaction term was considered, and its effect
on the molecular level renormalization was studied using
various theoretical approaches theoretical in equilibrium
conditions.
To study the effect of the interface Coulomb interaction
described inHI , we introduce a mean-field decoupling for
the interaction term
c†L,σcL,σd
†
σdσ ≈ −〈c
†
L,σdσ〉d
†
σcL,σ − 〈d
†
σcL,σ〉c
†
L,σdσ (2)
where for the sake of clarity, we discuss the interac-
tion with the left electrode and later generalize the ex-
pressions to include the right electrode.This decoupling
scheme renormalizes the tunneling Hamiltonian into
HT = −t˜
∑
σ
(
c†σ,Ldσ + c
†
σ,Rdσ + h.c.
)
, (3)
introducing effective tunneling matrix elements t˜L,d =
t+ τL,d, t˜d,L = t+ τd,L where τL,d = U1〈c
†
L,σdσ〉, τd,L =
U1〈d
†
σcL,σ〉.
Before proceeding, several remarks are in order. First,
note that we use the term ”renormalization” to describe
an interaction-induced change in the coupling, even if the
interaction is treated on the mean-field level. Second, we
point out that the interaction term can also be decoupled
diagonally, resulting in a shift of the local energy levels in
the molecule due to the density in the bridging site and
vice versa. While this term may be (and probably is)
finite and important, we choose here to ignore it so as to
isolate the effect of the tunneling renormalization and its
bias dependence. Such a separation between the different
mechanisms cannot be introduced cannot be introduced
in, e.g. first principle calculations27, where only the wave
functions (or more accurately the Kohn-Sham orbitals)
and the total current are calculated, and the mechanism
for NDR needs to be inferred from them.
Third, we note that while a decoupling of HI to spin-
flip processes is formally possible, it is evident that the
self-consistent solution for such processes results in van-
ishing terms, i.e., the Coulomb interaction cannot induce
spin-flip-tunneling process. Finally, we point out the sim-
ilarity between the decoupling scheme of Eq. 2 and that
of exciton interactions in bilayer systems36. Indeed, the
process we describe above can be envisioned as a forma-
tion of a bound exciton at the molecule-electrode inter-
face, with U1 being the exciton binding energy. In Ref.
36
the interplay between exciton tunneling and binding was
demonstrated, in similarity with the results presented in
this study.
To evaluate the tunneling matrix elements, we
use the non-equilibrium Green’s function formalism
and write 〈c†L,σdσ〉 = −i
∫
dω
2πG
<
Ld,σ(ω), 〈d
†
σcL,σ〉 =
−i
∫
dω
2πG
<
dL,σ(ω), where G
< are the equal times lesser
Green’s functions34. The Green’s function may be evalu-
ated via the Dyson equations for the Keldysh functions37,
and the full details of the derivation are provided in the
appendix. The final result of the calculation is a set
3of self-consistent equations for the tunneling matrix el-
ements, the effective level broadening, and the Green’s
function of the electrons in the molecule,
grσ(ω) =
ω − ǫ0 − U0(1− nσ¯)
(ω − ǫ0)(ω − ǫ0 − U0)
(4a)
Grσ(ω) =
(
grσ(ω)
−1 − iΓ
)−1
(4b)
Γ = ρ0t˜
2 , t˜ = t+ τ (4c)
τ =
1
2
U1t˜ρ0
∫
W
dω(fL(ω) + fR(ω))
∑
σ
ℜGrσ(ω) .
(4d)
Here grσ(ω) is the Green’s function in the molecule
without the electrodes, which is obtained from the equa-
tions of motion method38,39 and captures the Coulomb
blockade. Grσ is the retarded Green’s function of elec-
trons in the molecule, ρ0 is the DOS at the bridging
site, fL,R =
1
1+exp
(
ω−µL,R
TL,R
) are the Fermi distributions in
the left/right electrodes (with the corresponding chemi-
cal potentials and temperatures, which may be different),
W is the electrode band width, and Γ is the level broaden-
ing due to the electrodes (taken in the wide-band limit34),
renormalized by the affective tunneling matrix elements
t˜ = t+τ . In what follows the bare chemical potentials are
set as the zero of energy, and the right chemical poten-
tial is shifted be the bias voltage V . The self-consistent
procedure is then the following: starting from an initial
value for the parameters Γ and τ , the Green’s function
grσ(ω) and G
r
σ are calculated using Eq. (4a-4b). From the
Green’s function, τ and Γ are calculated using Eq. (4c-
4d). Once they are obtained, the Green’s functions are
re-calculated with the new value of Γ. The process is
then repeated until self-consistency is achieved, i.e. un-
til the changes in the Green’s functions and Γ between
successive iterations are smaller than some numerical tol-
erance.
From Eq. (4a-4d), one can see that even at zero bias the
tunneling element is renormalized, since even at zero bias
there is hybridization between the LUMO and the elec-
trode states. In addition, note that in the absence of tun-
neling (i.e., t = 0) the self-consistent τ always vanishes,
i.e., the Coulomb interaction cannot induce tunneling but
can only enhance it (this is the reason for the vanishing
of the spin-flip terms). Once the the Green’s functions
are obtained, the current can be calculated via34,37 (as-
suming symmetric electrodes)
I =
e
h
∫
W
dω(fL(ω)− fR(ø))Tr[ΓG
r
σ(ω)ΓG
a
σ(ω)] . (5)
III. RESULTS
For the numerical calculation, we chose numerical val-
ues for the different parameters that are representative
of molecular junctions, but we stress that we are aiming
at a qualitative demonstration of the NDR rather than
a quantitative fit to experiments. We used ǫ0 = 0.55
eV for the LUMO, t ≈ 0.3 eV for the tunneling ele-
ment, ρ0 = 0.1 eV
−1 for the DOS (resulting in level
broadening of Γ ∼ 10 meV), W = 8 for the bandwidth
and T = 300 K for the temperature. The chemical po-
tentials were set as the zero energy, and the right elec-
trode Fermi distribution was shifted by the bias voltage
V or a temperature difference ∆T . The Coulomb ener-
gies were extracted from an Ohno parametrization of the
electrostatic interaction24, where the Coulomb interac-
tion term depends on the distance between two electrons
as U(r) = 14.4/
√
(14.4/U0)2 + r2 (with r in Angstroms).
A typical value U0 = 11.26 eV and a distance of 5 A˚ from
the molecule to the bridging site yield a typical U1 = 2.6
eV which, if not screened, is a rather strong interaction.
We point that the onsite Coulomb interaction term U0 is
not especially important for the mechanism of NDR we
suggest here, yet we keep U0 finite to agree with param-
eters presented in previous literature.24
In Fig. 2, the I-V curves are plotted for different val-
ues of the interface Coulomb term U1 = 0, 0.4, 0.8, ...2.8
eV, demonstrating explicitly the effect of the interface
Coulomb interaction. With increasing interaction, the
current develops a pronounced peak near the LUMO res-
onance and then decreases, resulting in NDR. In the inset
of Fig. 2, a blow-up of the current at low bias is plotted,
showing that the interface interaction U1 increases the
current not only near the LUMO (resulting in NDR),
but also in the linear response regime, due to the hy-
bridization between the LUMO and the electrode states,
even in the absence of current. For the parameters used
here, this process results in a fourfold increase in the con-
ductance. This implies that in molecular junctions with
atomic-scale roughness, conductance may increase due to
reduced screening of interactions in the electrodes (this
seems to be in line with recent measurements40).
FIG. 2: I-V curves for the molecular junction for different
values of the interface Coulomb interaction, U1 = 0, 0.4, ..., 2.8
eV (see text for other numerical parameters). As U1 increases,
the current develops a peak near the LUMO resonance and
NDR. Inset: Blow-up of current at low bias, demonstrating
an increase in the conductance with increasing U1.
For a qualitative comparison with the experiment in
4Ref.5, Fig. 3 shows both the I-V curve (blue solid line)
and the effective coupling Γ (red solid line) as a func-
tion of bias voltage, with U1 = 2.6 eV. One can see that
the effective Γ is strongly bias dependent, with a max-
imal change where the bias reaches the LUMO energy
(indicated by a dashed line). The inset shows the ex-
perimental results, where the I-V curve (blue) and the
force constant (red), which is proportional to the cou-
pling, are presented (adapted from Ref.5). The dashed
line in the inset indicates the maximum of the force, and
the qualitative resemblance between the theoretical and
the experimental curves is evident.
V
FIG. 3: Current (blue) and effective coupling Γ (red) as a
function of the bias voltage for the interface Coulomb inter-
action U1 = 2.6eV. The coupling constant is maximal at the
LUMO resonance, followed by a peek in the current. In the
inset the experimental data of Ref.5 is shown, presenting the
current (blue) and force constant (red). The dashed lines
show the position of the maximum coupling, demonstrating
the agreement between theory and experiment.
So it seems that one could explain the NDR in terms
of an inhomogeneous dependence of the effective coupling
on the bias voltage. but what is the origin of this inho-
mogeneity? To answer this, we look carefully at the ex-
pression for τ in Eq. (4d), and investigate its integrand,
Iτ (ω) = (fL(ω) + fR(ω))
∑
σ
ℜGrσ(ω) . (6)
For the sake of simplicity we look at the integrand Iτ (ω)
for a non-interacting molecule, where the Green’s func-
tion has the simple form Gr = 1ω−ǫ0−iΓ , where ǫ0 is
the molecular level and Γ is the level broadening (spin-
dependence was omitted). In Fig. 4(a) we plot the two
parts of Iτ (ω), i.e. fL(ω) + fR(ω) and ℜG
rω as a func-
tion of ω for ǫ0 = 0.2, Γ = 0.1 eV (at room temperature)
and bias voltage V = 0.2 eV, i.e. at the resonance. The
most obvious feature is that ℜGrω changes sign as ω
crosses ǫ0. This can be understood as the fact that hole-
like excitations (ω < ǫ0) having a positive contribution
to the bound exciton amplitude, and electron-like exci-
tations have a negative contribution to the amplitude of
the bound exciton. In Fig. 4(b) the integrand Iτ (ω) is
plotted for different bias voltages, V = 0, 0.1, 0.2, 0.3 eV.
As long as V < ǫ0 only hole-like excitations are excited
by fL(ω)+ fR(ω) and the integrand in positive, reaching
a maximum when V = ǫ0 (dashed line). Once V crosses
ǫ0 there are negative contributions coming from the elec-
tron excitations, which reduce the integral, resulting in a
decrease in τ .
FIG. 4: (a) The parts fL(ω) + fR(ω) (blue line) and ℜG
rω
(purple line) composing the integrand Iτ (ω) (Eq. 6), for a
non-interacting example (see text). ℜGrω changes sign as the
molecular level is crossed. (b)Iτ (ω) for different bias voltages
V = 0, 0.1, 0.2, 0.3. As long as V < ǫ0, Iτ (ω) is mostly pos-
itive, and reaches maximal area when V = ǫ0 (dashed line),
after which it develops a negative part, resulting in a decrease
in τ .
To analyze in greater detail how the NDR depends on
the structure of the molecular junction, we study the de-
pendence of the peak-to-valley ratio (PVR), which is the
ratio between the maximal current and the minimal cur-
rent (but for increased bias, as implied by the NDR).
Specifically, we look at the PVR as a function of the
distance r between the molecule and the bridging site.
This distance affects both the interface Coulomb inter-
action U1 (via the Ohno parametrization) and the bare
tunneling element t, which decreases exponentially with
the distance as t ≈ t0e
−βr41 (here we take β = 0.85 A˚,
but changing this parameter has only a quantitative ef-
fect on the results presented below). These two effects
- the decrease in the interface Coulomb energy and the
reduction of the tunneling element - compete with each
other in determining the magnitude of the NDR, since
the smaller the bare tunneling matrix element, the larger
the relative effect of the interface Coulomb interaction.
In Fig. 5 the PVR vs. r is plotted, and a well-defined
maximum is observed, demonstrating this competition.
Note that for short distances the PVR tends to unity,
implying that the NDR vanishes, and the same is true
for large r. This relationship may explain the experimen-
tal observation5 that only some junctions exhibit NDR,
which is correlated with their conductance (and hence
with their molecule-interface geometry and the values of
the bare coupling and the interface Coulomb interaction).
Fig. 5 predicts that within a specific molecular junction,
the PVR can be reduced or increased by squeezing or
stretching the junction respectively, which is well within
current experimental reach5,28.
Another experimental test which may help differenti-
ating between possible origins for the NDR is the tem-
perature dependence of the current (and resulting PVR).
The results of Ref.5 show a molecular junction with PVR
5of ∼ 1.5, similar to that of Fig. 5. In Ref. 9 it was
shown that molecular junctions that exhibit PV R ∼ 1.5
at room temperature can have either similar or very high
(∼ 1000)) PVR at low temperatures, depending on the
structure of the molecular junction. Thus, the differ-
ent mechanisms that give rise to NDR may be differenti-
ated from one another by their temperature dependence.
Within the calculation presented here, temperature ap-
pear explicitly only via the Fermi functions, yet due to
the coupling renormalization, the level broadening Γ also
depends on temperature. In the inset of Fig. 5, we plot
the I-V curves for the same parameters as in Fig. 3 for
temperatures T = 60, 180, ..., 300 K. As may be seen, the
NDR depends very weakly on temperature. This sug-
gests that in situations in which the NDR is determined
by a change in the coupling (as opposed to a shift in the
transmission resonances) there will not be a substantial
difference in the PVR between low and high tempera-
tures.
FIG. 5: Peak-to-valley ratio (PVR) as a function of the
molecule-electrode distance r, which affects both the interface
interaction U1 and the bare tunneling elements t (see text).
The strong dependence of the PVR on r can be tested experi-
mentally, and is in accord with the experimental findings. In-
set: I-V curves for different temperatures T = 60, 120, ..., 300
K, demonstrating a very weak dependence of the current on
the temperature. This weak dependence can also serve as a
test for the origin of the NDR.
The coupling between the molecular levels and the elec-
trode levels is essential not only for the I-V characteristics
of molecular junctions but also for the thermal transport
and the thermo-electricity in molecular junctions, which
have been central research themes in recent years2,42–47.
The dynamical coupling renormalization mechanism, de-
scribed here to address the NDR in molecular junctions,
may play a role in determining, for example, the ther-
moelectric conversion properties of such junctions. To
demonstrate this, we study the response of the molecular
junction to a constant temperature difference ∆T = 50
K (obtained by keeping TL at room temperature and in-
creasing TR by ∆T ). When a temperature difference is
present, a current Isc starts flowing through the junc-
tion. Applying a bias voltage gradually reduces the cur-
rent until at a voltage Voc, the current vanishes. At
both vanishing current or zero bias, the power output
of the junction vanishes, and in between the power out-
put reaches a maximum, and that point is considered the
preferable working point for thermoelectric junctions48.
Since the junction is strongly out of equilibrium at max-
imum power (as opposed to the linear response regime),
it is expected that there will be a large renormalization
of the coupling, which will affect the maximal power.
In Fig. 6 the power output P = I × V of the junction
with the parameters of Fig. 3 at a constant tempera-
ture difference of ∆T = 50 K is plotted as a function of
the voltage bias, for two values of the interface Coulomb
interaction U = 0 eV (dashed line) and U = 2.6 eV
(solid line). We find that while Voc is unchanged (as
expected), the maximal power depends strongly on the
interface Coulomb interaction, which increases it by a
factor of three.
FIG. 6: Power output vs. bias voltage of the molecular
junction in the presence of a constant temperature gradient
∆T = 50 K, for U1 = 2.6 eV (blue solid line) and U1 = 0 eV
(dashed red line).
IV. SUMMARY AND CONCLUSION
To summarize, we suggested that the Coulomb interac-
tion across the molecule-electrode interface induces a dy-
namical, bias-dependent renormalization of the molecule-
electrode coupling. The origin of the change in the cou-
pling is the binding of electrons in the molecule and holes
in the electrode atoms closest to the molecule. The effec-
tive coupling has a maximum when the bias reaches the
LUMO energy level, resulting in an inhomogeneous I-V
curve and a negative differential resistance. The theoret-
ical features, including the relation between the coupling
inhomogeneity and the NDR and changes in the PVR
are in accord with recent experimental findings. We sug-
gested various experiments to test the origin of the NDR
and predicted their outcome. Finally, we demonstrated
that the mechanism we suggest affects other transport
properties, such as thermoelectric conversion power out-
put.
6We conclude by noting that most current theories
of transport through molecular junctions use a method
combining density functional theory (DFT) and non-
equilibrium Green’s functions, where the electrodes are
treated as non-interacting far from the molecule itself.
The self-consistent correction to the coupling that was
introduce here, (4a-4d), can in principle be inserted into
these calculations with parameters calculated within the
DFT scheme. This provides a correction to transport cal-
culations of molecular junctions that may prove impor-
tant in evaluating transport properties from first princi-
ples.
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Appendix A: Derivation of the equation for τ
In this appendix we provide the details of the calcula-
tion leading to the self-consistent equations Eq. (3) in the
main text. The starting point is the typical Hamiltonian
for a molecular junction2,4,34
H = HL +HR +HM +HT +HI
HL,R =
∑
kσ
ǫkc
†
kσ,L/Rckσ,L/R
HM = ǫ0
∑
σ
d†σdσ + U0d
†
↑d↑d
†
↓d↓
HT = −t˜
∑
σ
(
c†σ,Ldσ + c
†
σ,Rdσ + h.c.
)
(A1)
where c†k,L/R creates an electron with momentum k and
spin σ at the left/right electrode, d†σ creates an electron
with spin σ at the LUMO (and ck,L/R and dσ annihi-
late the same). The first three terms are a typical de-
scription of transport through molecular junctions, with
metallic electrodes, molecular orbital energy ǫ0, and tun-
neling matrix element −t connecting the molecule and
the electrodes. This Hamiltonian is already the mean-
field version of the interaction Hamiltonian, where the
interaction was decoupled into the the effective tunnel-
ing t˜ = t+τ , where τ is defined as the correlation function
τL,d = U1〈c
†
L,σdσ〉, τd,L = U1〈d
†
σcL,σ〉 (we will show that
the subscripts can be discarded).
To proceed we write the correlation functions in term
of the equal-time Keldysh lesser Green’s functions
〈c†L,σdσ〉 =
−i
2π
∫
dωG<Ld,σ(ω)
〈d†σcL,σ〉 =
−i
2π
∫
dωG<dL,σ(ω) . (A2)
For these Green’s functions, since the electrodes are
non-interacting, one can write the Dyson’s equations (we
omit the spin subscript and explicit ω dependence)
G<Ld = −t
∑
k
(g<k G
t − gt¯kG
<)
G<Ld = −t
∑
k
(gtkG
< − g<k G
t¯) (A3)
Where g and G are the Green’s function for the elec-
trodes and the molecular electrons respectively, and t
and t¯ are the time-ordered and anti-time-ordered Keldysh
functions. Since G<Ld = −(G
<
dL)
∗ and noting the an-
alytic properties of the keldysh functions (which guar-
antees that the real part will vanish), one can study
τ = 1
2
(τL,d + τd,L). Thus we use
G<Ld +G
<
dL = −t
∑
k
(
g<k (G
t −Gt¯) +G<(gt − gt¯)
)
.
(A4)
The Keldysh functions obey the relation Gt−Gt¯ = Gr+
Ga, and similarly for g. For the electrodes we use the
wide-band approximation, which sums up to the relation∑
k g
r,a
k = ±iΓ, and so
G<Ld +G
<
dL = −t
∑
k
g<k (G
t −Gt¯) . (A5)
The lesser function for the leads obeys
∑
k g
<
k =
−2πiρ0fL(ω), which gives finally
G<Ld +G
<
dL = −4πitρ0fL(ω)ℜG
r . (A6)
Going back to the definition of the correlation functions
we have
1
2
(〈c†L,σdσ〉+〈d
†
σcL,σ〉) = −i×(−2πitρ0
∫
dω
2π
fL(ω)ℜG
r(ω)
(A7)
which gives the final equation for τ (averaging over left
and right electrodes) ,
τ = −
1
2
U1tρ0
∫
dω(fL(ω) + fR(ωℜG
r(ω) . (A8)
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