ABSTRACT The current existing data in online music service platforms are heterogeneous, extensive, and disorganized. Finding an effective method to use these data in recommending appropriate music to users during a short-term session is a significant challenge. Another serious problem is that most of the data, in reality, obey the long-tailed distribution, which consequently leads to traditional music recommendation systems recommending a lot of popular music that users do not like on a specific occasion. To solve these problems, we propose a heterogeneous knowledge-based attentive neural network model for shortterm music recommendations. First, we collect three types of data for modeling entities in user-music interaction network, i.e., graphic, textual, and visual data, and then embed them into high-dimensional spaces using the TransR, distributed memory version of paragraph vector, and variational autoencoder methods, respectively. The concatenation of these embedding results is an abstract representation of the entity. Based on this, a recurrent neural network with an attention mechanism is built, which is capable of obtaining users' preferences in the current session and consequently making recommendations. The experimental results show that our proposed approach outperforms the current state-of-the-art short-term music recommendation systems on one real-world dataset. In addition, it can also recommend more relatively unpopular songs compared with classic models.
I. INTRODUCTION
Currently, with the increasing popularity of online music streaming service platforms (MSSP) (e.g., Last.fm and Spotify), users can select from thousands of songs to listen to whenever they want and from wherever they are. On MSSP, there is massive data storing information such as songs, albums, singers, and their categories. At the same time, during the interaction between users and music platforms, a large amount of behavioral data is recorded, such as songs previously listened to, created or collected playlists, and marked favorites. As a result, there are many heterogeneous data on MSSP that are constantly increasing, which leads to huge challenges for music service in terms of describing user preferences and conducting song recommendations. Traditional music recommendation systems generally try to make long-term portraits and recommendations by using collaborative filtering (CF), content-based, or hybrid-based methods [1] - [10] .
However, some psychology and sociology research on music shows that users' demands during a specific period are usually affected by their temporary context status [11] - [14] . For example, although people have their user preferences, the songs they listen to when they are happy and when they are down may be completely different. There is already some research focusing on the context-aware music recommender systems (CAMRSs), which are used for finding contextual patterns to better meet users' short-term needs. Existing CAMRSs have explored many types of context information, such as time [15] , geographical location [16] , weather [17] , and mixed contexts [18] . The methods of these studies and many similar studies use probabilistic models, CF methods, or a combination of the two models [19] - [25] .
In recent years, with the rapid development of deep learning, neural network models have been increasingly used in recommendation systems. The session-based recommendation is actually the same as the short-term music recommendation. Currently, the recurrent neural network (RNN) model with an attention mechanism provides the best solution [26] . The basic flow of the method is as follows: first, each item in the sequence is encoded by using a one-hot method and then input to an embedding layer for distributed representation of item information. Afterwards, an excellent model that uses a neural network with an attention mechanism can be obtained by learning and optimization. However, in real life, especially in industrialized datasets, the number of containing items is extremely large and usually exceeds 10 6 . These data are subject to a long-tailed distribution. Coding with one-hot representation is obviously inefficient and time-consuming. Furthermore, such sparse data will lead to a lack of robustness and poor performance of the model. Nonetheless, ignoring most low-frequency items tends to result in a decrease in recommendation performance. Finding a way to balance these two issues is a very challenging but significant question. In this paper, we first use a large number of heterogeneous data to vectorize users and songs into dimensions of approximately 10 2 . Then, embedding results are input into the RNN model to be optimized instead of one-hot representation, which greatly reduces the training complexity, and the results show that better performance has been achieved.
The main contributions of this article are as follows. 1) A music dataset is collected, which contains users' and songs' meta information (including textual descriptions and visual image data), graphic data (including associated artists, albums, playlists, tags, etc.), and interaction information between users and songs. Most of the data in our dataset is not available in previous datasets. 2) Multidimensional heterogeneous data are used to completely model users and songs, including user behavior data, song-related data, image data and text data. Thus, we can map entities to a highdimensional space with dimensions of approximately 10 2 . The experimental results show that this embedding method is very effective. 3) For the first time, the heterogeneous knowledge-based attentive neural network (HK-ANN) model is proposed and applied to music recommendation, which improves the input data and finally obtains state-of-the-art results. In addition, our model can also recommends unpopular music to a specific user.
II. RELATED WORK A. TRADITIONAL MUSIC RECOMMENDATIONS
In recent years, with the gradual intensification of information and popularity of mobile devices, online music platforms have become indispensable in people's daily lives. It has become increasingly important to recommend the appropriate songs to users from a large number of songs. The traditional music recommendation model is usually applied to collaborative filtering (CF), content-based, or hybrid methods. Mcfee et al. [1] proposed a method for optimizing content-based similarity by learning from a sample of collaborative filter data, which used a variation on the typical bag-of-words approach for audio feature extraction. Dieleman and Schrauwen [2] processed sound information through the convolutional network to solve the cold start problem of the CF model. Wang and Wang [3] first used the deep belief network and probability graph model to learn audio information and make recommendations. Based on this, a hybrid model was used to automatically integrate the learned features and CF models. Chen et al. [4] performed sequence vectorization learning through a potential Markov embedding method. Aizenberg et al. [5] constructed a probabilistic CF recommendation model through music station playlists. Chang et al. [6] proposed a recommendation system based on personalized stress relief. In addition, some heterogeneous data was added to complete the information. Wang et al. [7] constructed heterogeneous networks between users, songs, and song metadata. Then they calculated similarity scores according to the weight of direct or indirect connections between nodes in the network to train the song's vector. Similarly, features were automatically extracted by building a network of relationships between entities, such as users and songs, and then recommendations were made in [8] and [9] . Chen et al. [10] added social factors to music recommendations. They linked the song-related ontology to form graphical data and calculated the similarity by using some transformations of graph theory. In general, the focus of these studies is shifting from single factor to making full use of large amounts of heterogeneous data and relational networks. However, these models are all designed to portray the user's overall preferences.
B. SHORT-TERM RECOMMENDATIONS AND THEIR APPLICATIONS
Verbert et al. [27] noted the importance of short-term recommendations. Similarity, Zhou et al. [28] reported two key observations, diversity and local activation, in the clickthrough rate (CTR) prediction scenario, which means that users are interested in different kinds of items, but only a part of users' historical behavior contributes to each click. Wang et al. [19] , [20] first embedded songs using an ingenious method similar to word2vec [29] , [30] . The user as a whole was represented as the mean of all song vectors of the user, and the context vector was expressed as the mean value of the song vector in the current context. The final recommendation result was determined by the total value of the sum of the dot product between the target song vector and these two vectors. Gupta et al. [21] decomposed a session into multiple subsessions and proposed a subsession based recommendation system by using songs' tags. Jin et al. [22] proposed a vectorization model to measure user portrait and context information. Users, songs, and context tags were vectorized using the Markov chain, and recommendations were made based on distance. Wang et al. [23] collected short-term information about users from mobile devices and constructed a probabilistic model to integrate short-term information and song content, which was used to make recommendations to meet the daily needs of users. Li and Liu [24] made recommendations through user behavior analysis and user sentiment extraction. Cheng and Shen [25] facilitated effective social music recommendations by considering users' location-related contexts as well as global music popularity trends.
Currently, the best performing methods for dealing with session-based recommendation problems are deep networks based on RNN [26] , [31] . Hidasi et al. [26] applied RNN to session-based recommendations for the first time and designed special training and evaluation methods as well as ranking loss for this task. Tan et al. [32] used the gated recurrent unit (GRU) [33] and proposed two techniques, data enhancement and metering of input data transformations, to optimize the model. Adding item attribute information (such as text and image) into the RNN framework and associating several model frameworks with fused item attributes was explored by Hidasi et al. [34] . Bogina and Kuflik [35] considered the total time the user spends on the item in a temporary session. The longer the user interacts with items, the stronger the user's preference for it is in this session. They used two GRU encoders with an attention mechanism to model the overall preference as well as the main purpose from user behavior data. Then they integrated the two vector results together and calculated similarity with the candidate item vector through bilinear mode. The final score was calculated using the softmax layer. Quadrana et al. [36] proposed a hierarchical RNN model that describes the user's personal preference changes in the session and makes user personalized session recommendations. The user's historical information reflects the user's interests and is considered in the recommendation of the next session. In summary, the current use of RNN has made some progress in shortterm recommendations, but its shortcomings that it only uses homogenous data, and one-hot representation is utilized as the input to the network, are still distinct. These problems make it unsuitable in the real world. As far as we know, our experiment is the first to apply an RNN model with an attention mechanism that uses many heterogeneous data for embedding to conduct short-term music recommendations.
III. METHODOLOGY
In this section, we introduce our proposed HK-ANN model to integrate a large number of heterogeneous data in online music service providers, including entity metadata, user behavior data and song related information. On this basis, we use the short-term feedback information of users and introduce recommendation methods to meet the short-term needs of users. In general, the entire process can be divided into entity embedding and short-term music recommendation. The overall architecture of our model is shown in Figure 1 .
A. ENTITY EMBEDDING
There is a large amount of heterogeneous data in online music service platforms. Inspired by Zhang et al. [37] , according to different categories, it can be roughly divided into graphic data, textual data, and visual data. The concatenation of these three data's embedding results represents the entity's embedding. Due to differences in data structures, we use different methods to process these data separately.
1) GRAPHIC EMBEDDING
Online music platforms have a large number of entities, which are interconnected to each other to form a very large graphic structure, such as the relationship between songs and albums, songs and singers, as well as playlists and songs. In addition, in the process of listening to songs, users will generate considerable interactive data by creating or collecting playlists and by marking songs they like. It is difficult to extract considerable useful information for graphic data using the traditional embedding method. Inspired by the idea of the knowledge graph, we use the TransR [38] method to vectorize the entities and relationships in the graph structure. TransR is the state-of-the-art approach for embedding heterogeneous networks. The general methods build entity and relation embeddings by regarding a relation as a translation from a head entity to a tail entity, which means these models simply put both entities and relations within the same semantic space. However, in reality, this is obviously unreasonable. TransR maps the entity and relationship of the model to a distinct space, i.e., entity space and multiple relation space and performs the translation in the corresponding relation space.
A simple illustration of TransR is shown in part (a) of Figure 1 . For each relational triple (h, r, t), entity embeddings are set as h, t ∈ R k to represent the head entity and the tail entity, respectively, and relation embedding is set as r ∈ R d . Entities in the entity space are first projected into the relation space as h r and t r with operation M r ∈ R k×d , and then let h r + r ≈ t r . The relation-specific projection can make head and tail entities that actually hold the relation close and distant from those that do not hold the relation [38] .
The projected vectors of entities are defined as:
The corresponding score function is defined as follows:
By minimizing the score function above, we can obtain the vector representation of entities and relationships in the network at an abstract level. To increase generalization performance, some restrictions to embedding h, r, t and mapping matrices are needed, so we have ||h|| 2 1, ||r|| 2 1, 
2) TEXTUAL EMBEDDING
In the music platform, there are many text description data, such as user self-description text and lyric content text, which have a significant impact on entity modeling. In this subsection, we investigate how to use a distributed memory model called the distributed memory version of paragraph vector (PV-DM) [39] to obtain the text information representation of an entity from text data. Similar to word2vec's idea [29] , [30] , PV-DM predicts the probability of the next word in a context through the average or concatenation of paragraph vector and word vectors. As shown in part (b) of Figure 1 , every paragraph is mapped to a unique vector, represented by a column in matrix D and every word is also mapped to a unique vector, represented by a column in matrix W . Specifically, suppose that there are N paragraphs in the corpus, M words in the vocabulary, and we want to determine paragraph vectors such that each paragraph is mapped into p dimensions and each word is mapped to q dimensions, then the model has the total of N × p + M × q parameters (excluding the softmax parameters). More formally, given a sequence of training words w 1 , w 2 , w 3 , . . . , w T and a paragraph d i , the objective of the word vector model is to maximize the average log probability:
The prediction task is typically performed via a multiclass classifier, such as softmax. Here, we have:
Each of y i is an unnormalized log-probability for each output word i, computed as:
where U and b are the softmax parameters. h is constructed by concatenating or averaging the word vectors extracted from W and the paragraph vector extracted from D.
3) VISUAL EMBEDDING
In this subsection, we use an unsupervised deep learning approach, termed variational autoencoder (VAE) [40] , [41] , to extract the abstract representation of image information in multidimensional space. Unlike the usual stacked convolutional autoencoders (SCAE) [42] , in addition to using the convolution in the process of encoding and deconvolution in decoding, VAE first generates a mean vector and a standard deviation vector when representing intermediate variables. Then, based on the trade-off of the Gaussian distribution between the two vectors, a new loss function is generated after adding the accuracy of generating the image. After a period of training, we can obtain a latent high-level feature representation with Gaussian constraint. The overall structure of the VAE is shown in part (c) in Figure 1 . We use cross-entropy (x ent ) to measure the difference between the original image (x) and the generated image (x). The smaller x ent is, the closer x is tox.
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In addition, the encoder output mean (µ) and variance (σ 2 ) need to be constrained. Normally, the KL divergence is used to calculate the similarity between the two distributions.
The total score function is:
B. SHORT-TERM MUSIC RECOMMENDATION
In the encoder and decoder stages, RNN is used to obtain the information in the sequence. In this paper, we use a bidirectional GRU as the basic unit. GRU gates essentially learn when and by how much to update the hidden state of the unit. The activation of the GRU is a linear interpolation between the previous activation h t−1 and the candidate activationĥ t :
where the update gate z t is given by:
while the candidate activation functionĥ t is computed as:
and finally the reset gate r t is given by:
The overall architecture of short-term music recommendations is shown on the right half of Figure 1 . The bottom level's input (input1 in Figure 1 ) is the user's short-term sequence of listening songs which is represented by embedding results by using the method in the previous subsection. We utilize bidirectional GRU as the basic component of RNN in the music recommendation process. To capture the user's different preference degree in the short term, an item-level attention mechanism is adopted, which allows the decoder to dynamically select and linearly combine different parts of the input sequence like processing in machine translation [43] . This is shown as follows:
α tj h j (13) where α tj models the matching degree between the j-th hidden state and the target at position t. All values of α show the relative importance of the item in the current input sequence and determine which one should be emphasized or ignored when making recommendations. It is computed as:
where the function s specifically computes the similarity between the final hidden state h t and the representation of the previous item h j . σ is an activate function such as sigmoid function, A is a transfer matrix for h t , and B plays the same role for h j . Through the encoder with the attention mechanism, different items are assigned adaptive weights to represent the user's main purpose for the current session. In the decoding scheme, the representation of the current attention, the candidate items, and the representation in the current user are integrated as input to the network (input2 in Figure 1 are representations of candidate items and the current user). Through the bidirectional RNN and feedforward layers, the score of each candidate item is calculated. Finally, all scores are normalized through the softmax layer. Our model can be trained by using a standard mini-batch gradient descent on the cross-entropy loss:
where q is the prediction probability distribution and p is the actual distribution.
IV. EXPERIMENT AND RESULT

A. DATASET
The dataset of this paper is collected from NetEase Cloud Music, 1 which is one of the most popular music streaming platforms in China. As of Nov. 2017, NetEase Cloud Music has over 400 million users, 10 million songs, and the number of playlists that users created has increased to 400 million. 2 A large amount of complete heterogeneous data can be obtained on this platform, including entities, relationships and metadata. As shown in Table 1 , there are 6 types of entities and 8 types of relationships in the structured graph dataset. In the class of U -like S, considering the difference in the degree of liking a song, we divide this relationship into four subclasses according to the frequency of listening to songs. The dataset contains anomalous entities and relationships. The relationship between the entities can be seen more vividly in Figure 2 , in which the number on the arrow corresponds to the number of the relation in Table 1 . The number of songs was 10 7 and we found that they also obey the long-tailed distribution as shown in Figure 3 . We first sort the songs from large to small according to the number of users who tag them as favorites. Curve A fits the cumulative proportion of users as the number of songs increases. Curve B is the probability density curve of curve A. From these two curves we can see that a small part of the popular music can meet the needs of most people, which is completely consistent with the long-tailed distribution.
User entities have their own set of avatars and selfdescription text. Each song also has a cover image for its corresponding album and lyrics text. These images and text data are stored and processed using the methods used in the previous section. The dataset is available online, 3 and it can be downloaded for free.
B. BASELINE METHODS
We compare the proposed HK-ANN model with two traditional methods and two of the latest methods for short-term 3 https://pan.baidu.com/s/1FwI6J0M8wA2DK-zMsYFqQw music recommendations.
• ItemKNN: ItemKNN [44] is a traditional and popular collaborative filtering algorithm. The similarity between songs is measured by their cooccurrence frequency in the user's listening list.
• FMPC: Factorized personalized Markov chains (FPMC) [45] is a state-of-the-art hybrid model on the next-basket recommendation, which subsumes both a common Markov chain and the normal matrix factorization model. Instead of using the same transition matrix for all users, this method uses an individual transition matrix for each user, which results in a transition cube.
• MEM: The music embedding model (MEM) [19] first learns music pieces' embeddings by using music listening records and corresponding metadata. Then it infers and models users' global and contextual preferences for music from their listening records with the learned embeddings. Finally, it recommends appropriate music pieces according to the target user's preferences in order to satisfy her/his short-term requirements.
• FGMSI: A factor graphic model based on social influence (FGMSI) [10] exploits social influence in making music recommendations. It first constructs a heterogeneous social network and then calculates the meta path-based similarity. Finally, some specific features are extracted from the network and used for recommendations.
C. EVALUATION METRICS AND EXPERIMENTAL SETUP
The recommendation system is designed to recommend a list of potentially partial items to users. Its performance metrics measure the similarity between the recommendation results and the actual list. In this paper, four metrics are used to measure the recommendation performance of the model for the top-N recommendation problem.
• Recall@N: We set Recall@N as the primary metric, which represents the probability that an item a user likes is recommended. It is defined as the ratio between songs in the recommendation list and all songs that the user truly likes.
• MRR@N: Recall only measures whether the real item appears in the recommended list, but there is no factor to consider the rank, therefore we need to use other metrics. Mean reciprocal rank (MRR) is the average of reciprocal ranks of the desired items. The reciprocal rank is set to zero if the rank is larger than N or if the item is not in the recommended list.
• NDCG@N: Normalized discounted cumulative gain (NDCG) also measures the quality of the ranking list, which adds a position decay factor when calculating the cumulative gain. The calculation method is as follows: where r(i) represents the rank for item i in the true list and IDCG represents the DCG value in an ideal sorted state.
• Novelty@N: All of the above indicators only measure the similarity between the recommendation result and the true state, but it is worth noting that the popular items are usually given the higher priority in recommendation systems. For this reason, we used an unpopular metric named Novelty, which demonstrates the degree of an item being unknown to the user and an item being different from what the user has seen before [46] . Its' calculation approach is as follows:
where p(i) is the fraction of users who are related to item i. The proposed HK-ANN model uses 300-dimensional embeddings for songs and users by default. These embeddings are concatenated by 100-dimensional graphic embedding, textual embedding, and visual embedding. For the recurrent layers, we use GRU as it was found in [26] that they outperformed the long short-term memory (LSTM) [47] units. There are two GRU layers with 128 hidden units in encoder and decoder procedures. A dropout layer with 50% is added behind each GRU layer to increase the generalization and robustness of the model. When making a decoder, 100 candidate songs are input into the network and pass through bidirectional RNN layers, and there are two feedforward layers containing 512 and 256 hidden units. Optimization is performed using Adam [48] with the initial learning rate set to 0.001 and the mini-batch size fixed at 256. The model is defined and trained in Keras on a GeForce GTX 1080Ti GPU. The source code of our experiment is available online. 4 4 https://github.com/mistaken2/musicRec
D. EMBEDDING RESULT
To verify the effect of the embedding method, we chose all songs of some famous singers to visualize the vectorized representation of the song using the t-SNE method [49] , which can map high-dimensional data to a low-dimensional space and then visualize it. We chose the songs of nine singers who are currently very popular around the world, including four Chinese singers (Jay Chou, JJ Lin, Fish Leong, and Stefanie Sun) and five foreign singers (Taylor Swift, Carly Rae Jepsen, Adele Adkins, Alan Walker, and Justin Bieber). The result is shown in Figure 4 .
We can see that the songs of different singers are generally mapped to different positions in two-dimensional space. When comparing the overall distance between the songs of each singer, it can be seen that the Chinese singers are closer to each other than to the other singers. As for the Chinese female singers, the distance between Fish Leong and Stefanie Sun's songs is especially close as shown by the red and green dots in the figure. In reality, their songs and lyrics styles are similar to each other and their songs all tend to be youthful, positive and pure. As opposed to Chinese singers, the points of other singers' songs are scattered around the graph and the distance between them is generally large. This is due to the relatively large differences in their songs. All in all, songs can be mapped to high-dimensional vector spaces by using our embedding method. In this space, songs of the same artist are coherent, and different artist's songs are separated, which is exactly the embedding effect we want.
E. RESULT ANALYSIS
In this section, we will show the performance values of our model and compare them with the baseline models. In addition, we will explore the impact of different features on model performance.
1) COMPARISON WITH BASELINES
We performed experiments on the dataset using the four baselines mentioned above as well as the model we proposed. The comparison of the results is shown in Figure 5 and Table 2 .
As seen from the figure, the model we proposed achieved the best results in all four indicators. In the recall metric, the traditional ItemKNN and FMPC have the worst performance. They only achieved approximately 22% on the top-20 recommendations. This is because these two classic models only construct the user's overall portrait and do not consider their short-term factors. MEM and FGMSI achieved some improvement on their basis, especially the latter, which reached 35.62% and 40.21% on the top-20, respectively. The results of the MRR and NDCG indicators are similar to those of Recall, which indicates that the comparison results of each model do not change much, even if the ranking factor is added to the recommendation metric. However, in the Novelty indicator, it can be clearly seen that the four baselines are very poor. This is due to the long-tailed distribution of the songs. These models generally recommend popular songs to users to maintain accuracy. The HK-ANN model achieved a very large improvement compared to other models. This shows that our model recommends more unpopular songs to users with high accuracy. Another phenomenon is that as the number of recommendations increases, all indicators decline, which can be normally observed in most recommendation systems.
2) EFFECTS OF EMBEDDING DIMENSION
In our embedding process, there are three features in total, including graphic features, textual features and visual features. In order to explore the effect of the embedding dimension of different features on the recommended performance, we conducted this experiment. When the embedding dimension of a feature to be explored changes from 0 to 250, the dimensions of the other two features are set to a constant of 100. The experimental results are shown in Figure 6 .
As the embedding dimension of a feature increases, the performance of the model increases and gradually stabilizes. When the dimension is less than 100, the change in the dimension corresponds to a greater impact on performance. These two phenomena show that as the dimension increases, the effect of embedding becomes increasingly better, and this trend gradually decreases. If we set an embedding dimension to 0, which means removing this feature, we can see that the performance of the model is greatly reduced. This indicates that each feature has a significant impact on recommendation results and cannot be ignored. Among the three indicators of Recall, MRR and NDCG, we can see that the change of graphic embedding has the greatest impact, and that the effect of visual embedding is the smallest. This means that the information in graphic embedding is the most significant for the recommendation, and the information contained in visual VOLUME 6, 2018 FIGURE 6. Effects of embedding dimension. embedding is the least important. However, for the Novelty indicator, textual embedding plays the most important role, which shows that using textual information can increase the Novelty of the model recommendation results more remarkably compared to the other two features.
3) EMBEDDING IMPACT
We conduct an experiment to explore the impact of embedding on recommendation performance. Since there are 1,406,493 songs in our dataset, we cannot treat it directly as a collection without any processing. We use the approach commonly used in natural language processing (NLP) to process the word set as well as in the recommendation system to handle the item set. That is, take a subset that contains songs that most frequently listened to. The size of the collection varies from 10,000 to 100,000. The comparison between these models and our proposed HK-ANN model is shown in Table 3 . In addition to the four evaluation metrics mentioned above, we also measure the time of each epoch in the training process.
We can see that as the length of the subset increases, the four performance indicators begin to slowly increase, which is accompanied by a rapid increase in training time. In the process of varying from 50,000 to 100,000, the Recall@20, MRR@20 and NDCG@20 of the model do not rise significantly, but the Novelty@20 and #Time are greatly improved. This indicates that as the size of the subset increases, the model not only recommends popular songs to users, but its time consumption becomes unacceptable. In contrast, our proposed method has a comprehensive advantage over the four performance metrics. The most important thing is that its time consumption is extraordinarily small, which is crucial for current online recommendation systems. For these reasons, it is expected to be widely used in largescale industrial data.
V. CONCLUSION AND FUTURE WORK
A large amount of heterogeneous data on the Internet currently poses a great challenge for music recommendation systems, and effectively using these data becomes extremely important. This paper proposes an HK-ANN model to use heterogeneous data for embedding to conduct short-term music recommendations. First, we use TransR, PV-DM and VAE to embed graphics data, textual data and visual data respectively. The concatenation of these embedding results is a high-dimensional representation of the entity, which contains most of the heterogeneous information on online music platforms. Then, we propose an RNN model with an attention mechanism to obtain short-term preferences for the user listening to songs. The results show that our model has a better recommendation effect than the current mainstream music recommendation model. More importantly, since the actual data mostly obey the long-tailed distribution, the general recommendation system will mostly recommend popular items to users. Our model overcomes this shortcoming and can recommend songs that are relatively unpopular while also satisfying users' preferences.
Based on our experiments, there may be three directions that can be further explored in the future. First, we can use more data to describe the overall and short-term portrait of users, such as their opinions on social media and their comments on songs or singers. This information can improve the integrity of heterogeneous data and may have some positive influence on the improvement of short-term recommendation systems. Second, based on some existing research on the fusion of heterogeneous data, we will explore a variety of fusion methods and validate them through different datasets from multiple application scenarios. Third, we can apply this model to other areas, such as online education resource recommendations [50] , [51] . We can model portraits of students, teachers and educational resources in the same way. According to students' current learning status, they are recommended to the corresponding resources or teachers. Teachers are also recommended to some students for learning from them. It is very practical and can help to make full use of educational resources, which is of great significance to online education. 
