We prove the existence and uniqueness for SDEs with random and irregular coefficients through solving a backward stochastic Kolmogorov equation and using a modified Zvonkin's type transformation.
Introduction
Let (Ω, F , P) be a complete probability space, {W t } t∈[0,1] be a d-dimensional Brownian motion on it. Assume F is generalized by W and F t = σ{W s : s ∈ [0, t]}. P is the progressive σ-algebra of [0, 1] × Ω and B is the collection of Borel sets of R n . Consider following SDE in R n :
where σ : R n × [0, 1] × Ω → R n ⊗ R d , b : R n × [0, 1] × Ω → R n are B × P-measurable. This paper mainly study the well-posedness of (1.1) when a := 1 2 σσ t is uniformly elliptic and b is non-Lipschitz in x. If σ, b are deterministic, diffusions with singular drifts have been studied from various points of view and under various assumptions. Let us briefly review some works in this direction. When b is bounded measurable, Veretennikov [16] proved the strong existence and uniqueness of solutions for SDE (1.1). In [10] , by using Girsanov's transformation and L q t L p x -theory of parabolic equations, Krylov and Röckner showed that if σ = I, b ∈ L q t L p x for some p, q 2 satisfying n p + 2 q < 1, then (1.1) admits a unique strong solution. After that, a lot of works appeared to study many nice properties of the solution to (1.1) with singular coefficients. Among all, we mention that the Hölder continuity of the stochastic flow was proved by Fedrizzi and Flandoli in [4] , provided that b satisfies the same condition in [10] . When b is bounded measurable, Menoukeu et al. [13] showed the weak differentiability of the stochastic flow and the Malliavin differentiability of X t with respect to the sample ω. In the multiplicative noise case, assuming b satisfies the Prodi-Serrin's type condition as in [10] , well-posedness of (1.1) was established by Zhang in [18] and the above regularities with respect to the initial data and sample point were also shown in [19] and [17] . Moreover, when b ∈ L q t L p x for some p, q ∈ [2, ∞) with n p + 2 q < 2, under an extra integrability assumption on (divb) − , in [20, 21] , Zhang and the author of present work studied the martingale problem and stochastic Lagrangian flow associated to (1.1).
On the other hand, diffusions with singular drifts were widely used in many physical and mathematical problems. For instance, in the remarkable paper [6] , Flandoli, Gubinelli and Priola studied the following linear stochastic transport equation(see also in [5] ):
where b : R n × [0, 1] → R n is deterministic. Using the stochastic flow of the corresponding SDE(or stochastic characteristics), they proved the existence and uniqueness for the above equation in L ∞ -setting provided that the drift b is α-Hölder continuous uniform in t and the divergence of b satisfies some integrability condition. And the solution u t (x) can be written as ϕ(X −1 t (x)), where X −1 t (x) is the inverse stochastic flow associated with (1.1). Unfortunately, as mentioned in [5] , things become very different when the coefficient b is random, the stochastic characteristics corresponding to (1.2) may not uniquely exist even when x → b t (x, ω) is α-Hölder uniformly in (t, ω). Here is a typical and simple example:
Denote Y t := X t − W t , then Y t satisfies the following random ODE:
One can verify that y 1 t ≡ 0 and y 2 t = t 2 4 are two solutions of above ODE, which implies X 1 t = W t , x 2 t = t 2 4 + W t are two F t -adapted solutions to equation
The above example show that, when the drift coefficient b is random, even though the noise is nondegenerate, the uniform Hölder regularity assumption on b t (·, ω) is not enough to ensure the well-posedness of (1.1). On the other hand, when b and σ are progressive measurable, Krylov in [8] proved the strong existence and uniqueness for (1.1), provided that σ and b satisfy some Lipschitz type conditions. However, to our best knowledge, so far there are few results about the well-posedness of (1.1) when the random coefficient b is irregular with respect to the spatial variable. This paper attempts to make some progress in this direction.
With a little abuse of nations, we denote L p (Ω) = L p (Ω, F , P; R m ) for some m ∈ N + below. Our main result is Theorem 1.1. Let α ∈ (0, 1), p > n/α, Λ > 1, ∆ := (s, t) ∈ [0, 1] 2 : 0 s t 1 and D be the Malliavin derivative operator. Assume σ, b are B × P measurable, then equation (1.1) admits a unique solution if σ and b satisfy the following assumptions: (i) for almost surely ω ∈ Ω, σ(ω) and b(ω) are bounded continuous, and for all x, y ∈ R n , t ∈ [0, 1],
(ii) for almost surely ω ∈ Ω and all (x, t) ∈ R n × [0, 1],
Before going on, let us give an example of b satisfying our conditions in Theorem 1.1.
where h is an adapted process satisfying
Notice that
By Burkholder-Davis-Gundy's inequality
which implies that b satisfies our conditions in (i) and (iii) in Theorem 1.1.
Our approach of studying the well-posedness of (1.1) is using a modified Zvonkin transformation. This kind of trick was first proposed in [22] . In order to explain our main idea, let us give a brief introduction to Zovnkin's idea. Denote
When a and b are deterministic, a, b ∈ L ∞ t C α x and a is uniformly elliptic, by the Schauder theory, the following backward equation 
x ) < ∞, still one can solve the backward equation:
pointwisely and by Schauder's estimate ess sup
is a non-adapted process, so one cannot apply the Itô-Wentzell's formula as in the deterministic case. A very natural way to overcome this difficulty is to consider the function u t := E(w t |F t ) instead of w t . And formally, u t satisfies the following backward stochastic Kolmogorov's equation(see Lemma 3.1):
Indeed, a more general class of semi-linear equations including (1.5) were already studied by Du, Qiu and Tang [2] in L p -spaces and also by Tang and Wei [15] in Hölder spaces. However, under the assumptions of their papers, one can only expect the function v in some C α (or L p ) space, which is far from enough to apply the Itô-Wentzell's formula(see Lemma 5.6) . Recently, in [3] , Duboscq and Réveillac studied the stochastic regularization effects of diffusions with random drift coefficients on random functions. After adding some Malliavin differentiability conditions on b and f , they extend the boundedness of time average of a deterministic function f depending on a diffusion process X with deterministic drift coefficient b to random mappings f and b by investigate the backward stochastic Kolmogorov equation (1.5)(a ≡ I) in some L p -type space. Inspired by [3] and [22] , in this paper we will prove a C 2+α type estimate(Theorem 3.4) for (u, v), provided that the coefficients satisfy some Malliavin differentiability conditions. We believe this kind of result is also meaningful in itself. After getting a C 2+α -regularity estimate for (u, v), we use a modified Zvonkins type transformation mentioned above to show the well-posedness of (1.1). We believe our results have the potential to be applied to stochastic transport equations with random coefficients-we plan to pursue this in future.
This paper is organized as follows: In Section 2, we investigate a random Banachvalued non-adapted Kolmogorov equation and prove its well-posedness in some Hölder type spaces. In Section 3, we study the solvability of backward stochastic Kolmogorov equation (1.5) in some C 2+α space. Our main result was proved in Section 4. A Itô-Wenzell's type formula and some technique lemmas used in our main proofs were presented in our Appendix.
Schauder Estimates for Random Banach-valued PDEs
In this section, we give a self-contain proof of Schauder type estimate for random Banchvalued parabolic PDEs by using Littlewood-Paley decomposition.
Let T ∈ (0, 1], D be a domain in R n , D T = D × [0, T ] and B be a real Banach space. For any α ∈ (0, 1) and strongly continuous function g : D → B, we define
For k ∈ N, denote
Here and below, all the derivatives of an B-valued function are defined with respect to the spatial variable in the strong sense, namely, ∇g is the unique map from R n to L(R n ; B) such that lim |h|→0 |g(
If there is no confusion on the time parameter T and underlying Banach space B , we simply write C β and C β x,t instead of C β (R n ; B) and C β,0
x,t (Q T ; B), respectively. 2.1. Littlewood-Paley decomposition. Let S (R n ) be the Schwartz space of all rapidly decreasing complex valued functions on R n , and S ′ (R n ) be the dual space of S (R n )(tempered distribution space). Given f ∈ S (R n ), the Fourier transform and inverse transform of f defined by
Let χ : R n → [0, 1] be a smooth radial function with
It is easy to see that ϕ 0 and supp ϕ ⊂ B 3/2 \ B 1/2 and formally
In particular, if |j − j ′ | 2, then .
(1) (Bernstein's inequality) For any k = 0, 1, 2, · · · , there is a constant C = C(n, k) > 0 such that for all j = −1, 0, 1, · · · ,
(2) For any α ∈ (0, 1), there is a constant C = C(α, n) > 1 such that
When B = R the proof of above lemma can be found in [1] , we present its Banach-valued version in appendix.
2.2.
A basic apriori estimate. Suppose (Ω, F , P) is a complete probability space, H is a real Hilbert spaces and B = L p (Ω, F , P; H) for some p 2. Let a ij , b i , c be real-valued measurable functions on Q × Ω and
We should first give the precise definition of solutions to the above equation.
is a twice strongly differentiable function from R n to B;
(2) For each x ∈ R n , the process w(·, x) is absolutely continuous from [0, T ] to B satisfying
In order to study the solvability of (2.4), we need the following
measurable and there are constants α ∈ (0, 1) and Λ > 1 such that for almost surely ω ∈ Ω,
and
Our main result in this section is
5)
where C only depends on n, p, α, Λ.
Like the proof for the classic Schauder estimate, we fist consider the case when a t (x, ω) = a t (ω) and b = c = 0. Let
Then w is the unique function in C 2+α
x,t satisfying
Moreover,
7)
where C only depends on n, α, p, Λ.
Proof. We first prove the map w defined above satisfies (2.7) by using Littlewood-Paley decompositions. For any g ∈ L 1 (R n ; B) + L ∞ (R n ; B), by Minkowski's inequality, we have
t,s * h j (y)| dy.
(2.8)
(2.9)
By the elementary inequality:
So we complete our proof for (2.7). By basic calculations, one can verify that w satisfies (2.6). Nest we show that w defined above is the unique solution to (2.4) 
For any k > n/p, N > 1 and ε ∈ (0, 1), by Sobolev embedding and Hölder's inequality,
By Kolmogorov's criterion, we obtain that for almost surely ω ∈ Ω and all ε ∈ (0, 1), 
Proof of Theorem 2.3. By Lemma 2.4 and the method of continuity. We only need to prove the aprior estimate (2.5). Assume w ∈ C 2+α
x,t is a solution to (2.4) .
(2.10)
Combine Lemma 2.4 and equation (2.10), we obtain that for any δ > 0,
By choosing δ ∈ (0, 1) sufficiently small such that Cδ α 1/2, we obtain
Using interpolation, we get
By choosing ε small such that εC δ 1/2, we get
(2.12)
One the other hand, by Hölder's inequality,
Combining (2.12) and (2.13), we obtain
x,t ). Combining the above two inequalities and letting r → 0, we get
By choosing T sufficiently small such that CT 1/2, we get 
(2.15)
Schauder estimate for Backward SPDE
Recall that W t is a d-dimensional Brownian motion on a complete probability space (Ω, F , P), F t = σ{W s : s t} and F = F 1 . For any t ∈ [0, 1], X ∈ F , we denote E t X := E(X|F t ). Throughout this section, we always assume T ∈ (0, 1], H is a real Hilbert space, B = L p (Ω; H) for some p 2 and H = L 2 ([0, 1]; R d ). And with a little abuse of notation, L p (Ω) = L p (Ω; R m ) for some m ∈ N + , which can be changed in different places. 
where C only depends on n, d, p, α, Λ.
Proof. Let w be the solution of (2.4). Define u t (x) = E t w t (x). By Theorem 2.3 and Lemma 5.3, u C 2+α
m · (x) is a F t -martingale. By Theorem 2.3, (3.1) and Lemma 5.3, one can see that m ∈ C α
x,t . Thanks to martingale representation, there is an F t -adapted process v · (x) such that
Hence, we obtain
By (3.1) and Burkholder-Davis-Gundy inequality, we have
which implies v C α (R n ;L p (Ω;H)) C f C α x,t . So we complete our proof.
As we mentioned in the introduction, the Zovnkin's type transform is an effective way to prove the well-posedeness of SDEs with singular coefficients. However, the C α -regularity of v in the spatial variable is not enough to apply this trick. So we need to get better regularity estimate for v under some mild conditions. We start with some definitions and lemmas. Let S b be the set of random variables of the form
We define the operator D on S b with values in the set of H-valued random variables, by Obviously, for each s ∈ [0, 1], the map [0, 1] ∋ t → y t,s ∈ L 2 (Ω) is absolutely continuous. By our assumptionˆ1
i.e.ẏ : [0, 1] → D 1,2 is Bochner integrable. Since D is a continuous operator from D 1,2 to L 2 (Ω), we get For any F ∈ F and h ∈ H, denote
The next lemma is taken from [12] , which gives a characterization of the space D 1,p in terms of differentiability properties. 
). Under Assumption 1 and 2, the following BSPDE
Moreover, we have
x,t (Q T ; L q (Ω)) be the solution to (2.4) . We first show that for each (x, t), w t (x) is Malliavin differentiable, and Dw satisfies following L p (Ω; H)-valued equation: (3.6) where G r = Df r + (∂ ij w r Da ij r + ∂ i w i r Db i r + w r · Dc r ). Consider the following L p (Ω; H)valued PDE,
(3.7)
By our assumptions and Theorem 2.3,
so Hölder's inequality yields,
Due to Theorem 2.3(H = H), there is a unique solution Dw ∈ C 2+α,0
x,t (Q T ; L p (Ω; H)) to (3.7). Thus, for any h ∈ H, D h w t := Dw t , h satisfies
On the other hand, by the definition of
(3.10)
Notice that for any F ∈ D 1,p and h ∈ H,
By Girsanov theorem
where we use the following fact in the last inequality:
Thus, sup
.
Similarly, for any q ′′ ∈ (1, 2p) ,
x,t (Q T ;L q ′′ (Ω))
C.
Choose q ′ = p and q ′′ = pq q−p ∈ (p, 2p). Notice that w C 2+α,0
x,t (Q T ;L q (Ω)) CΛ f , Hölder's inequality yields sup ε∈(0,1)
Notice that τ εh a, τ εh b, τ εh c satisfy (H 1 ) and (H 2 ), by (3.10), (3.12) and Theorem 2.3, we get sup ε∈(0,1)
And estimates (3.9) and (3.13) yield sup ε∈(0,1)
By (3.14) , for each R > 0, we have
Due to our assumptions and (3.15),
C|h| H Λ f /R.
So by Theorem 2.3, for any α ′ ∈ (0, α),
−→ 0. By (3.11) and the continuity of Df : Q T → L 2p (Ω; H), one can verify that the map
is equivalent continuous. So by Arzela-Ascoli theorem, for any sequence ε n → 0(n → ∞), it has a subsequence ε n k → 0(k → ∞) such that for all R > 0, (0, α) ). Similarly, we have F εn k ,2 χ R → 0 and
x,t = 0. So by (3.16) , for any R 0 > 0,
. Again by Lemma 3.3, for each (x, t) ∈ Q T , we have w t (x) ∈ D 1,p and Dw t (x) = Dw t (x) ∈ C 2+α,0
x,t (Q T ; L p (Ω; H)). (3.6) follows by the definition of Dw.
Step 2. For any (s, t) ∈ ∆ T , let w s t (x) be the solution to the following equation
where g s r := (D s a ij r )∂ ij w r + (D s b i r )∂ i w r + (D s c r )w r + D s f r . By Hölder's inequality,
Step 3. Next, we prove that w s t (x) constructed in Step 2 is a version of D s w t (x). Let
Then, one can see that w ϕ satisfies
On the other hand, notice that Dw is the unique solution to (3.6), we have So w ϕ = ϕ, Dw , which implies s → w s is a version of Dw.
Step 4. Define u t (x) = E t w t (x). Theorem 2.3 and Lemma 5.3 yield
Thanks to Lemma 3.2, for each (x, t) ∈ Q T ,
where W s,t (x) = D s w 0 (x) +´t 0 D sẇr (x)dr for all (x, t) ∈ Q T and s ∈ [0, T ] a.e.. Since
we get
Notice u T (x) = 0, we have
Combining the above two equations, we obtain
Let v s (x) = w s s (x), then the above equation implies (u t , v t ) = (E t w t , E t w t t ) is a solution to (3.5) . Moreover, v C 2+α
So we complete our proof.
Let ̺ ∈ C ∞ c (R n ) satisfying´̺ = 1, and ̺ m (x) := m n ̺(mx). 
x,t → 0 (n → ∞).
SDEs with random singular coefficients
In this section, we give the proof for our main result.
Proof of Theorem 1.1. We first point out that it is enough to prove the well-posedness of (1.1) for t ∈ [0, T /2], where T is a universal constant depending only on n, α, Λ, p. Pathwise uniqueness: Assume X t is a solution to (1.1). We prove the uniqueness by Zovnkin's type transformation. With a little abuse of notation, we denote C β
By our assumptions and Theorem 3.4, (4.1) has an F t -adapted solution (u t , v t ) and
u C 2+α 
Interpolation inequality and above estimate yield
where C T → 0 as T → 0. Next, we fix T = T (n, α, Λ, p) > 0 such that
so for almost surely ω ∈ Ω, φ t (·, ω) is a stochastic C 2+α -differential homeomorphism from R n to R n . By the definition of φ,
Next we prove that φ, g, v and X are regular enough to apply the Itô-Wenzell formula.
Since v C 2+α
Notice that p > n/α, so for any β ∈ (n/p, α) and N > 0, by Garsia-Rademich-Rumsey's inequality,
Combining this and the fact that sup
Moreover, one can also prove sup t∈[0,T ]
By BDG inequality, for each k = 0, 1, 2
which together with (4.2) imply
By definition,
Thanks to Lemma 5.2, for any β ∈ (n/p, α),
By the similar procedure of proving (4.4), we have
On the other hand,
where For all x, y ∈ B N/2 and t ∈ [0, σ N,k ], we have
Similarly, for any x ∈ B N/2 and t ∈ [0, τ N,k ],
By our Theorem 3.4, Corollary 3.5 and the similar procedure of proving (4.4), we have
Thus,
Let τ = σ N,k in (4.7), then by (4.8),
By Gronwall's inequality and (4.10), we get
Combining the above estimates, we get
By (4.9), lim
we obtain that there is a continuous process {X t } t∈[0,T /2] such that X m → X in the sense of ucp. Thus,
And it is also easy to verifŷ
So the limit point X of X m is a solution to (1.1).
Appendix
In this section, we give some Lemmas used in the previous sections.
Proof of Lemma 2.1. For any j = 0, 1, 2, · · · , we have´R n h j (z)dz = ϕ j (0) = 0, so
Let k → ∞ and then ε → 0, we obtain that for each f ∈ C b (R n ; B) and x ∈ R n , f (x) = j −1 ∆ j f (x). Thus, for any K > 0,
For any |x − y| < 1, by choosing K = − log 2 (|x − y|), we obtain
The inverse map of a continuous homeomorphism f : R n → R n is denoted by f −1 .
(1) If for each a ∈ S, F (a, ·) ∈ C(R n ; R n ) and X is another measurable map from (S; S) to (R n ; B). Then the map a → F (a, X(a)) is measurable from (S; S) to (R n ; B). 
If F : (S × R n ; S × B) → (R n ; B) and for each a ∈ S, F (a, ·) ∈ H L , then the map
And for any X ∈ S, we can choose X n → X and each X n is a simple function. By the continuity of F (a, ·), we have F (a, X n (a) → F (a, X(a)), which implies a → F (a, X(a)) ∈ S.
(2). Define
It is easy to verify that H L is a metric space equipped with metric d. For any f ∈ H L and ε > 0, by the continuity of x → F (a, x), we get Roughly speaking, the above lemma show that if (a, x) → F (a, x) is measurable then (a, x) → F −1 (a, ·)(x) is also measurable.
The following interpolation lemma was used several times in our paper.
Lemma 5.2. Let 0 γ 0 < γ 1 < γ 2 with γ 1 / ∈ N and θ := (γ 2 − γ 1 )/(γ 2 − γ 0 ) ∈ (0, 1), Q T = R n × [0, T ] and B be a Banach space. Then there is a constant C > 0, such that for all f ∈ C γ 2
x,t with ∂ t f ∈ C γ 0 x,t ,
Proof. First of all, for any t ∈ [0, 1], we have
For any 0 t 0 < t 1 T , β ∈ (0, θ) and q > 1/θ, by Garsia-Rademich-Rumsey's inequality, we have
which gives (5.1). 
Thus, where ξ l are some random variables between X t l and X t l+1 . It is standard to show that
For I n 21 , we rewrite it as
= : I n 211 + I n 212 . Like before,
And again by (5.7),
= : I n 2121 + I n 2122 . By our assumption (c) and Hölder inequality,
|t l+1 − t l | α 1 +α 2 n −α 1 −α 2 +1 → 0, (k → ∞). Combine all the above calculations, we obtain (5.8).
It is standard to show

