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Abstract
This paper assesses the determinants of market impact costs of institutional equity
trades, using unique data from the world’s second largest pension fund. We allow the
impact of trade characteristics and market conditions on trading costs to depend on
the level of trading costs itself and establish significant differences in the responses of
cheaper and more expensive trades. We explain the distinct responses from differences in
information content and demand for liquidity between trades with high and low trading
costs. Finally, to illustrate the practical relevance of the approach, we use our method to
forecast future trading costs.
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1 Introduction
The existence of substantial price effects has important consequences for institutional in-
vestors, since these price effects may lead to trading costs (‘market impact costs’). Market
impact costs occur when price effects cause execution prices to be less favorable than bench-
mark prices. A stock with a high gross return might yield with a relatively low net return
when trading costs are high. Similarly, a stock with a low gross return might yield a relatively
high net return when transactions costs are low. Stated differently, trading costs affect the
net return on an investment. Consequently, they also influence the optimal portfolio holdings
of institutional investors.
There exists a vast literature on institutional trading costs and their determinants; see
Keim and Madhavan (1998) for a survey. Most studies related to this topic focus on the
determinants of expected costs. However, institutional investors will be mainly interested in
avoiding extreme cases of market impact costs. Therefore, it will generally be of more relevance
to them to know what factors cause market impact costs to be high.
The literature on market microstructure provides another, more theoretical motivation
for distinguishing expensive trades from cheaper ones. Market impact costs are defined as the
sum of temporary price impact caused by transient liquidity or demand and supply effects
and permanent price impact coming from the information contained in the trade. Hence,
more expensive trades are relatively informative or squeeze liquidity, whereas cheaper trades
convey relatively little information or do not require much liquidity. Trades that contain much
information are likely to respond differently to changes in relevant trade characteristics and
market conditions market than uninformative ones. Analogously, we expect that trades that
demand only little liquidity respond in a different manner than trades that put much pressure
on liquidity. Therefore, the relation between market impact costs and its determinants is
likely to vary over the range from cheap to expensive trades. Hence, to accurately capture
this relation, we need a flexible approach that allows the impact of trade characteristics and
market conditions on trading costs to vary over the range from cheaper to more expensive
trades.
This paper uses various trade, exchange, and stock specific characteristics to explain mar-
ket impact costs of institutional equity trades. In contrast to all previous literature in this
area, we explicitly distinguish between cheaper and more expensive trades and allow the im-
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pact of trade characteristics and market conditions on trading costs to depend on the level
of trading costs itself. For this purpose we use quantile regression rather than the usual re-
gression approach to assess the determinants of market impact costs. Whereas the classical
regression model assumes that trade characteristics and market conditions affect any trade
(cheap or expensive) in the same way, quantile regression allows the influence of a determinant
to depend on the level of trading costs itself. This makes quantile regression a particularly
suitable method for the current analysis.
This paper also addresses the issue of forecasting future market impact costs, since, in
practice, a major motive for estimating market impact models is their use for prediction
purposes. Forecasts of market impact costs can be used to screen trades and to filter out
expensive ones before actual trading takes place. We evaluate the quality of the quantile
regression model for market impact costs in terms of its forecasting performance.
The data used in this paper are based on all world-wide equity trades done by the second
largest pension fund in the world (the ‘Algemeen Burgerlijk Pensioenfonds’ (ABP)), during
the first quarter of 2002. This unique data set includes a vast collection of trade, exchange,
and stock specific characteristics corresponding to each trade (see Bikker, Spierdijk and Van
der Sluis (2005)).
We show that cheap and expensive trades respond significantly differently to changes in
relevant trade characteristics and market conditions, resulting in several interesting economic
insights. Since market impact costs reflect the price movements of a stock during trade exe-
cution, forecasting these costs is as difficult as predicting stock returns. Therefore, we take a
different view and focus on prediction of the distribution of market impact costs conditional
on relevant trade characteristics and market conditions. We find that quantile regression −
not applied before in this field − succeeds quite well in forecasting this distribution and
outperforms forecasts generated by more traditional approaches.
This paper is organized as follows. Section 2 provides a brief review of the definitions of
the variables and the data used in this paper. Section 3 presents and explains the quantile
regression approach. The estimation results are the subject of Section 4, which leads us to
Section 5 that provides some economic explanations for the relations established in Section 4.
Moving forward to Section 6, we discuss several ways in which the quantile regression model
can be used to form expectations about future market impact costs on a stock. Subsequently,
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we assess the forecast quality of the quantile regression model. Finally, Section 7 summarizes
and concludes.
2 Data and definitions
The data are from ABP, which is the largest Dutch pension fund and the second largest pen-
sion fund in the world. It has about 2.6 million clients and an invested capital of approximately
170 billion euro, corresponding to one third of total Dutch pension fund assets. The unique
data set contains detailed information on all 3,721 worldwide equity trades of ten different
funds at ABP during the first quarter of 2002, with a total transaction value of 5.7 billion
euro. The trades in this period consisted of transactions for risk control and rebalancing of
index trackers, as well as informed ones for active management. Of all trades, 1,962 were buys
and 1,759 were sells executed in Europe, the United States, Canada, and Japan. The equity
portfolios in the sample had a value of 20 billion euro and constituted approximately 28% of
the total invested capital.
For each transaction the data provide the execution price and the price of the stock just
before the trade was passed to the broker. Moreover, the data also tell when the trade was
submitted to the broker and when it was executed. Additionally, the data include detailed
information on several trade, exchange, and stock specific characteristics including the invest-
ment style of the fund, the timing of each trade, and the trading venue. For more details on
the data, we refer to Bikker, Spierdijk and Van der Sluis (2005).
Definition of market impact costs
In order to measure market impact costs of ABP trades, a benchmark price has to be chosen.
The literature provides many suggestions for this. A commonly used same-day benchmark is
the volume-weighted average price calculated over all transactions in the stock on the trade
day. With a pre-execution benchmark the opening price on the same day or the closing price
on the previous day is used. Finally, with a post-execution benchmark the closing price of the
trading day or the opening price on the next day is taken as reference price, ensuring that
the temporary price impact has disappeared form the benchmark (for a discussion of these
approaches, see Collins and Fabozzi (1991) and Chan and Lakonishok (1995)). This paper
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opts for the pre-execution benchmark, in line with e.g. Wagner and Edwards (1993). More
precisely, we take as the benchmark the price at the moment that the order was passed to
the broker and correct the price effects for market-wide price movements during the trade, as
do Chan and Lakonishok (1995, 1997). The MSCI World Industry Group Indices are used as
a proxy for these market movements. Thus, for a buy transaction in stock i at time t market
impact costs (CitB) are measured as
CBit = log(P
exe
it /P
pt
it )︸ ︷︷ ︸− log(M
exe
it /M
pt
it )︸ ︷︷ ︸, (1)
price impact market wide price movements
where P exeit and P
pt
it denote the execution and pre-trade price of stock i at time t, respectively.
M exeit and M
pt
it denote the value of the MSCI industry group index corresponding to stock i
at the time of the execution of the trade and at the pre-trade time, respectively. In a similar
way, the market impact of sells is defined as
CSit = log(P
pt
it /P
exe
it )− log(Mptit /M exeit ). (2)
For both buys and sells, positive market impact implies that a trade has been executed against
a price worse than at the moment of trade initiation.
Determinants of market impact costs
Table 1 provides a full list of potential determinants of market impact costs and their abbre-
viations. Regarding stock specific characteristics, we distinguish average daily trading volume
(abbreviated as ‘adv’), execution price (‘exprice’), market capitalization (‘marketcap’), vol-
atility (‘volatility’), individual momentum (‘momentumperc’), and value and growth stocks
(‘growthdum’, ’valuedum’), and sector dummies (‘consumdiscrdum’ which stands for Con-
sumer Discretionary sector etc.). Market capitalization is computed as the value of all shares
outstanding (in billions of euro), using the amount of shares outstanding three months prior
to the trade to avoid the look-ahead bias. Volatility is computed over the last thirty trading
days prior to the trade and expressed in %. Individual momentum is computed as the volume
weighted average daily return on a stock over the last five trading days prior to the trade and
is given in %. Roughly speaking, momentum indicates whether there is a buying or a selling
trend for a particular stock. A binary variable distinguishes between value and growth stocks
on the basis of its membership of the MSCI Value and Growth Index (growthdum’).
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As trade specific characteristics we consider trade size as percentage of average daily
trading volume measured over a period of thirty days (‘tradesize’). Moreover, three different
trade types exist: agency, single and principal trades (respectively, 2,178, 111, and 1,439
observations). These types are identified by a dummy which takes the first two related types
together (‘agencysingledum’). A principal trade is a transaction between the investor and the
broker, in which case the broker buys or sells stocks from or to the investor at a predetermined
price. Hence, the risk is transferred to the broker. The broker takes on the other side of the
trade and tries to execute the trade in the open market. A so-called agency trade is a trade
between the investor and a counter party, for which the broker acts solely as an intermediary.
Thus, an agency trade involves two clients of the brokerage firm, one of them being the
investor. Single trades apply to difficult trades that are traded separately, not necessarily
with packages of other stocks. In case of single and agency trades the risk resides with ABP.
The broker represents the client (ABP) and must act in the client’s best interest.
The data also provide information on various exchange specific characteristics. In the first
quarter of 2002, ABP traded on 24 stock exchanges, each identified by a dummy variable
(‘NYSEdum’, etc.). The data enable us to distinguish several variables that apply to the
institutional features of the exchanges on which ABP executed its trades. We distinguish (1)
pure order-driven markets with a public electronic Limit Order Book, such as the Helsinki
Stock Exchange (‘LOBdum’), (2) markets with a public limit order book and designated
dealers providing liquidity, such as the Euronext (‘dealerdum’), (3) markets with a traditional
floor trading system (Frankfurt and the NYSE; ’floordum’), and (4) hybrid markets with
continuous dealer presence and an optional order book (Nasdaq; ’hybriddum’). Moreover, a
dummy variable indicates whether a limit order market has an upstairs facility, where brokers
and dealers can negotiate (‘upstairsdum’). Finally, we consider the market capitalization of
all domestic stocks in each country (in billions of euro) and interpret this variable as a proxy
for stock market liquidity (‘mcapdom’).
Furthermore, the data set also contains information on the timing of trades. In particular,
trade duration (‘tradedur’) is provided and defined as the time (in hours) elapsed between
the moment that the trade was passed to the broker and the actual moment it was executed.
Trade duration can be interpreted as a proxy for the degree of immediacy of a trade, where
immediacy refers to the urgency of a trade as determined by the broker. Trades that are
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executed quickly are generally more urgent than trades that take longer to finalize. More-
over, dummy variables indicate whether a trade was passed to the broker before or at the
opening of the market (‘preopendum’), in the morning but after the opening of the market
(‘morningdum’), or in the afternoon (‘middaydum’). Another set of dummies distinguishes
trades executed on the different days of the week (‘Mondaydum’, ’Tuesdaydum’ etc.). The
data also contain dummy variables that indicate whether a trade took place at the beginning
of the month or later (‘earlymonthdum’) and in which month of the year (‘Januarydum’,
’Februarydum’, ’Marchdum’). Finally, the data also include information on the investment
style of each of the funds under consideration. A dummy variable indicates whether a trade
has been executed by a quantitative or fundamental fund (‘quantdum’). In the period under
consideration there were ten internal funds in ABP’s equity group, apart from the externally
managed funds. The three quantitative funds had their focus on a 1− 6 month horizon using
models in the spirit of the expected return model of Haugen and Baker (1996).
For a more detailed treatment of the variables listed above, we refer to Bikker, Spierdijk,
and Van der Sluis (2005).
Sample properties of market impact costs
Table 2 reports sample means, standard deviations, medians and quantiles of market impact
costs for buys and sells. The sample statistics are provided on a principal-weighted basis, as
well as unweighted. The principal-weighted statistics are obtained by weighting each observa-
tion by the euro value of the trade, so that larger trades contribute more to, for instance, the
average market impact than smaller ones. Average market impact costs of buys equal 19.6
basis points (bp) and those of sells 29.7 bp (see Bikker, Spierdijk, and Van der Sluis (2005) for
comparisons to other studies and more details). The last column presents unweighted market
impact costs. The large quantiles at the right-hand-side of the distribution are the trades that
really count from an economic point of view. These are the trades that play an important
role in cost management and take a central position in this paper. They cause the spread of
market impact cost around the mean or median to be substantial. Table 2 shows that, besides
market impact losses, there are also many trades which actually result in profits instead of
losses.
For buys the unweighted average market impact costs are of the same magnitude as the
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weighted ones, but for sells we observe a much lower value (even slightly negative). Appar-
ently, many small sell trades are profitable. This effect is probably due to idiosyncratic price
movements in the underlying stocks, not fully corrected by the market-wide price movements.
Additionally, Table 2 shows that the unweighted quantiles are of considerably smaller magni-
tude than the weighted ones, which implies that there are a few large trades with high market
impact costs that determine the major part of the weighted average.
3 Quantile regression
The method of quantile regression was introduced in the literature by Koenker and Bassett
(1978). Many applications followed, resulting in a vast literature on this subject. An excellent
survey is given by Buchinsky (1998). Furthermore, Koenker and Hallock (2001) provide many
practical suggestions. In this section we briefly review the main properties of quantile regres-
sion and explain how it differs from the classical regression models. To clarify the exposition,
this section focuses on market impact costs as the dependent variable and trade characteristics
as the covariates. However, they can be replaced by any other variables if desired.
Unlike ordinary regression, the quantile regression approach allows the impact of trade
characteristics and market conditions on trading costs to depend on the level of trading costs
itself. That is, in the quantile regression model the estimated impact of a determinant on
market impact costs will depend on the degree of expensiveness of the trade. Consequently,
quantile regression does not yield a single estimate, but a set of estimates covering the entire
range from cheap to expensive trades. Hence, within the quantile regression approach the
impact of a determinant on the trading costs of cheaper trades can be different from the
influence on the costs of a more expensive trade.
We will now make this more precise. Given market impact costs (C) and its determinants
(contained in the vector X of dimension k + 1), the classical regression model (alternatively
referred to as the ‘location’ model) is formulated as
C = X ′α+ σε, IE(ε | X) = 0, IE(ε2 | X) = 1, (3)
with α a vector of coefficients of dimension k + 1 and σ > 0. The classical regression model
is restrictive, since it only allows covariates to affect the conditional mean (that is, the term
X ′α) of the trading costs. This implies that a change in the determinants merely ‘shifts’ the
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conditional distribution of the dependent variable C (see Figure 1 (a)). The more flexible
heteroskedastic regression model (also called the ‘location-scale’ model) is written as
C = X ′α+ (X ′γ)ε, IE(ε | X) = 0, IE(ε2 | X) = 1. (4)
Hence, in the location-scale model the variance of the error terms depends on the covariates X
through the vector of coefficients γ. This means that the covariates additionally influence the
conditional variance of the dependent variable, thus stretching (larger variance) or squeezing
(smaller variance) the distribution of trading costs; see Figure 1 (b). However, since we expect
that market impact costs will be affected by its determinants in more complex ways, the
usual regression models are too restrictive. Therefore, we consider the more flexible quantile
regression approach.
We say that market impact costs are at the τth (0 < τ < 1) quantile if they are higher than
the proportion τ and lower than the proportion 1−τ of market impact costs. See Figure 1 (c),
in which the point y = 1.96 indicates the 97.5% quantile of the standard normal distribution.
More formally, the τth quantile of trading costs C is defined as
QC(τ) = infy{c : FC(c) ≥ τ}, (5)
where FC(c) = IP(C ≤ c) denotes the distribution function of C. Definition (5) states that
the τth quantile is equal to the smallest value c for which FC(c) is at least equal to τ . Since
we observe response variables (market impact costs) in combination with covariates, we are
actually interested in conditional quantiles rather than unconditional ones. For instance, we
might want to know what the trading costs will be given a particular trade size and a certain
level of stock price volatility. The τth conditional quantile of C given X = x is defined in a
very similar way:
QC(τ | x) = infc{c : FC|X(c | x) ≥ τ}, (6)
where FC|X(c | x) = IP(C ≤ c | X = x) denotes the conditional distribution function of C
given X = x. Just as the classical linear regression models are based on the assumption that
the conditional expectation of the dependent variable C given the covariates X is equal to
X ′α, the quantile regression model assumes that the τth conditional quantile of C given the
covariates X equals X ′βτ ; that is, we can formulate the quantile regression model in a similar
manner as the usual regression model:
C = X ′βτ + ε, Qε(τ | X) = 0. (7)
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Hence, in the quantile regression model the τth conditional quantile is given by
QC(τ | X) = X ′βτ . (8)
In specification (7), the partial derivative of C with respect to one of the regressors (say Xj)
equals βj and represents the change in the τth conditional quantile due to a (ceteris paribus)
one-unit change in Xj .
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We now turn to the relation between the quantile regression and the traditional regression
models.2 Assuming that the regression model contains an intercept, we write X ′ = [1 Z ′],
α = (α0, α1), γ = (γ0, γ1), and βτ = (βτ,0, βτ,1). Applying definition (6) to the conditional
quantiles in the classical linear regression model, we find that the conditional quantiles are
given by
QC(τ | X) = X ′α+ σF−1ε (τ) = α0 + Z ′α1 + σF−1ε (τ), (9)
where Fǫ denotes the distribution function of ε. Similarly, we find, in the location-scale model,
QC(τ | X) = X ′α+X ′γF−1ǫ (τ) = α0 + Z ′α1 + (γ0 + Z ′γ1)F−1ǫ (τ). (10)
Thus, the location model imposes certain restrictions on the coefficients of the conditional
quantiles in equation (8), namely
βτ,0 = α0 + σF
−1
ε (τ); βτ,1 = α1, (11)
whereas the location-scale model imposes
βτ,0 = α0 + γ0F
−1
ǫ (τ); βτ,1 = α1 + γ1F
−1
ǫ (τ). (12)
At this point we observe a crucial difference between the classical and the quantile regression
model: in the former the covariates affect all quantiles in a similar way, whereas in the latter
model the impact of the covariates on the τth quantile depends on τ . Although the location-
scale model allows the impact of the covariates to vary over the quantiles as well, it remains
more restrictive than the quantile regression model as it imposes certain restrictions on βτ .
1Of course, if Xj changes, also the conditional quantile corresponding to the observation is likely to change.
2We notice that it would be clearly wrong to approximate the quantile regression model by dividing the
dependent variable into subsets according to its unconditional distribution and by subsequently applying least
squares to these subsets. The example of Hallock, Madalozzo, and Reck (2003) demonstrates that truncation
of the dependent variable can lead to erroneous conclusions, due to the selection bias of Heckman (1979).
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We illustrate this in Figure 1 (d), which displays the coefficient βτ,1 in expression (12) as a
function of τ . Here we have taken α0 = 0.2 and α1 = 0.3 and assumed that the residuals in
the location-scale model in equation (4) have a standard normal distribution.
Besides its flexibility, another advantage of quantile regression is its relative robustness
to outliers in the dependent variable, which are abundantly present in the data used in this
paper (see Koenker and Hallock (2001)). For more details about inference in the quantile
regression model, we refer to Appendix A.
4 Estimation and testing
Using Roger Koenker’s Quantreg package for R (version 3.82), the quantile regression process
is estimated over the range from cheap to expensive trades using the Barrodale and Roberts
algorithm (see Appendix A). Standard errors are obtained from Powell (1986)’s kernel esti-
mator for the covariance matrix (see Appendix A for more details). In line with the literature,
separate models are estimated for buy and sell trades.
Initially, a full model is estimated for both buys and sells, containing all explanatory
variables described in Section 2 and summarized in Table 1. The corresponding estimation
results suggest that the coefficients of several (mostly dummy) variables are not significant at
any range of quantiles and can be left out. To test this in a formal way, a Wald test is used to
conduct a model selection procedure from general to specific (see Appendix A). As expected,
the Wald test indeed shows that the coefficients of several variables are jointly insignificant.
These variables are deleted from the initial model to obtain a more parsimonious specification.
The coefficients of the variables included in the final model specification are displayed as
a function of τ in Figures 2 and 3 for buys and in Figures 4 and 5 for sells. These figures
do not only display the values of the estimated coefficient over the entire range of quantiles
(solid curve), but also depict 95% confidence bounds (light-shaded area). Additionally, OLS-
coefficients (solid black line) and corresponding 95% confidence interval (dashed black lines)
obtained from the classical linear regression model are plotted to facilitate visual comparison
of quantile regression with the traditional regression approach. Figures 2-5 suggest that the
relationship between market impact costs and its determinants strongly varies over the range
from cheap to expensive trades. Most quantile regression estimates lie at some point outside
the confidence intervals of the classical regression model, which shows that the classical re-
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gression model is not flexible enough to capture the distribution of the trading costs over the
full range from cheap to expensive trades.
To make this conclusion more formal the quantile regression process is tested against the
classical and heteroskedastic regression models using the Khmaladze test proposed by Koenker
and Xiao (2002). Since the test results are easily understood without precise knowledge of the
technical aspects of the test, we refer to Appendix A for more details on this approach. We
test the location and the location-scale model against the quantile regression model, which
basically reduces to testing the restrictions given in equations (11) and (12). The test results
are displayed in Table 3.3 The null hypothesis of the classical regression model (heteroskedastic
regression model) is rejected when the joint test statistic exceeds the joint critical level. The
results show that the location and location-scale models are strongly rejected in favor of the
quantile regression model. For sells, the location model is rejected much more strongly than
the location-scale model, whereas the differences between the two models are much smaller
in case of buys. To assess which explanatory variables contribute most to the rejection of the
traditional regression models, we also report marginal test statistics corresponding to the two
aforementioned null hypotheses. The coefficient of a variable is of a significantly different form
than in the classical regression model (heteroskedastic regression model) when the marginal
test statistic exceeds the marginal critical level. However, as noted by Koenker and Xiao
(2002), the dependence of the covariates makes it formally impossible to interpret the marginal
statistics. Hence, they should only be interpreted as informal ‘tests’. In both the location and
the location-scale model, several variables have Khmaladze-statistics exceeding the critical
levels. For buys, the individual test statistics exceed the critical values more often in the
location model than in the location-scale model, whereas the opposite result is established
for sells. Together, these results underline that the location and location-scale model do not
accurately capture the behavior of momentum. As an alternative to the Khmaladze test, we
also conduct a variant of the Wald test proposed by Koenker and Basset (1982).4 This test
can be used to test the location model against the quantile regression process. For both buys
3The truncation interval T used in the test (see Koenker and Xiao (2002)) is set equal to T = [0.25, 0.75],
the default option in the ‘khmaladze.test’ function of the Quantreg package. The Khmaladze transformation
is carried out over the interval T . Since this transformation might show extreme behavior in the tails, T is
taken not too wide.
4This test is implemented in the Quantreg package.
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and sells, this test rejects the location model in favor of quantile regression at any reasonable
significance level and thus confirms the results of the Khmaladze test.
To get some idea of the goodness-of-fit of the quantile regression process, the so-called
pseudo R2 corresponding to the quantile regression models for buys and sells are displayed
in Figures 6 (a) and 6 (b) as a function of τ . The pseudo R2 is the natural extension of the
usual R2 in the classical regression model to the quantile regression approach, but we refer
to Appendix A for a more precise definition of this goodness-of-fit measure. Interestingly, the
pseudo R2’s displayed as a function of τ have the shape of a parabola. For buys, the minimum
of about 0.10 is attained at the 0.4th quantile. For sells, the lowest value equals 0.14 and is
reached around the 0.5th quantile. For both buys and sells the pseudo R2 arrives at its highest
value of approximately 0.35 when τ reaches the limits of the interval (0, 1). Hence, the best
fit is obtained for the most extreme quantiles. In the usual regression model (with the same
explanatory variables as considered for the quantile regression process), the R2 equals 0.19
for buys and 0.24 for sells.
5 Interpretation of the results
This section provides some economic explanations for the results obtained with the quantile
regressions as depicted in Figures (2)-(5).
Momentum
Momentum is usually positively related to market impact costs of buys and negatively to
those of sells. When momentum is high, there is a buying trend. Since many people want to
buy a stock in such a situation, the liquidity premium has to be higher to persuade enough
people to sell their stocks. This results in more expensive buy trades. Similarly, a selling trend
implies higher market impact costs for sells.
The quantile regressions provide some additional insights. Indeed, the impact of momen-
tum on market impact costs is significantly positive for buys and negative for sells. However,
the influence on market impact costs varies substantially over the range from cheap to expen-
sive trades. Momentum has a relatively strong positive effect on the lower and upper 1/10 of
the cost distribution of buys, whereas the rest of the distribution is affected less strongly (U-
shaped form). The impact on trading costs of a one-unit increase in momentum can be more
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than 30 bp in the upper and the lower tails, whereas in the middle of the distribution it is less
than 10 bp. Hence, although the entire distribution is affected by an increase in momentum,
the lower and upper tail are influenced most. The U-shaped form of the quantile plot shows
that, in periods of high momentum, buy trades will face less extremely high values of market
impact costs but more extremely low ones. For sells, momentum has a very strong negative
impact on the upper and lower tail of the cost distribution (inversely U-shaped form). The
negative effect is strongest in the upper tail. The decrease in market impact costs caused by a
one-unit increase of momentum is around 10 bp in the middle of the distribution of sells, but
can amount to as much as 15 bp in the lower tail and 35 bp in the upper tail. The inversely
U-shaped form of the quantile plot implies that, in periods of low momentum, sell trades will
cause more extremely high values of trading costs, but less extremely low values.
Very different results are obtained in the classical regression model. The traditional ap-
proach substantially overestimates the impact of momentum on buy trades and considerably
underestimates its influence of sell trades, probably because of the disproportionately large
influence of extreme observations in the left and right tail.
Volatility
Stock-specific price volatility strongly affects market impact costs, which can be seen from
the narrow confidence bound around its coefficient for both buys and sells. Although volatility
does not significantly influence the middle part of the cost distribution, it strongly affects the
lower and the upper tail. For both buys and sells, an increase in volatility leads to lower costs
in the lower 3/10 of the cost distribution and to higher costs in the upper 2/5. Moreover, the
highest and lowest quantiles in these areas of the cost distribution are affected most strongly
by volatility. For buys (sells), the effect of a one-unit increase in volatility can amount to as
much as −70 (−100) bp in the lower tail and to more than 60 (70) bp in the upper tail.
The results can be explained by the observation that more volatile stocks experience
stronger idiosyncratic price fluctuations, causing greater dispersion in market impact costs.
Since volatility exerts only a scale effect on the costs distribution, the location model is not
able to pick up this effect.
Trade size
The literature usually establishes a positive relation between market impact costs and
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trade size. Since a higher trading volume reflects a higher degree of trade difficulty (see Keim
and Madhavan (1997)), the liquidity costs of larger trades are also higher. As a consequence,
larger trades have higher temporary price impact. Moreover, according to Easley and O’Hara
(1987) large trades convey more information, increasing the adverse selection costs for the
liquidity provider. This causes the persistent price impact of a trade to depend positively on
the size of the trade. Together, these effects result in a positive relation between trade size
and trading costs. Since the size of a trade reflects the extent to which traders disagree about
the stock’s value (see, for instance, Jones, Kaul, and Lipson (1994)), the variance of market
impact costs also increases with trade size.
The results of the quantile regressions show that the impact of relative trade size on
market impact costs is positive and fairly constant over the range from cheap to expensive
trades. The coefficients of the quantile regression estimates lie within the confidence intervals
of the classical regression model, only in case of sells there is an exception in the upper tail.
Hence, trade size seems to exert mainly a location effect on the conditional cost distribution.
Agency/single and principal trades
The type of broker intermediation strongly affects market impact costs, which is underlined
by the narrow confidence bound around its coefficient in both the model for buys and sells.
Although the type of broker intermediation does not significantly influence the lower 1/10 of
the cost distribution for buys, it does affect the remaining part: agency/single buy trades face
higher costs than principal trades in the upper 9/10 of the costs the distribution. The difference
in market impact costs between agency/single and principal buy trades is only slightly above
0 bp in the lower tail and can amount as much as 160 bp in the upper tail. What we see
here is the so-called ‘reputation effect’. Brokerage firms are interested in maintaining their
reputation capital. Therefore, the visibility of their price impacts and the importance of the
broker-client relationships prevents them from cream-skimming their clients. Thus, the price
impact of agency and single trades is typically higher than that of principal trades (see Smith,
Turnbull, and White (2001)).
For sells we find similar effects. Agency/single sell trades face lower costs in the lower tail
and higher costs in the upper tail of the distribution. Moreover, the negative effect in the
lower tail is more pronounced than the positive influence in the upper tail. Agency/single sell
trades can be almost 130 bp cheaper in the lower tail and up to 105 bp more expensive in
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the upper tail. The 0.5 − 0.7th quantiles of the trading costs of principal and agency/single
trades are not significantly different.
Principal buy and sell trades face relatively high market impact costs in the lower tails. In
executing an expensive trade, the investor can benefit from the broker’s expertise to reduce
market impact costs. When the broker acts as a principal for such a trade, he will be eager to
maintain his reputation. This results in relatively low market impact costs for the investor.
Obviously, the broker needs to make profit in some way. He will use the easy trades to
compensate for the losses he makes on more difficult ones. As a consequence, the investor
faces relatively high market impact costs on cheaper trades for which the broker acts as a
principal.
Figures (2) and (4) show that the classical regression model is unable to capture the subtle
relation between market impact costs and the type of broker intermediation.
Quantitative and fundamental funds
Chan and Lakonishok (1993, 1995) and Keim and Madhavan (1997) explain the higher
market impact costs of quantitative funds by noticing that quantitative funds trade with
more urgency than fundamental funds and are willing to pay the price for higher immediacy,
resulting in higher market impact costs.
Surprisingly, buys executed by quantitative funds face lower trading costs in the lower 4/5
of the cost distribution. The difference in market impact costs between buys done by funda-
mental and quantitative funds can be more than 175 bp in the lower tail of the distribution. In
the upper tail there is no significant effect. The negative effect is not what we would expect,
but is also established in the classical regression model. For sells the results are more in line
with expectations: sell trades by quantitative funds carry higher market impact costs in the
upper tail than similar sells done by fundamental funds. The difference in trading costs in the
upper tail may run to almost 120 bp. There are no significant differences in the lower 1/5 of
the cost distribution of sells.
Trade timing and trading venue
The impact of the timing of trades on trading costs varies substantially over the range
from cheap to expensive trades. For instance, buy trades initiated before or at the opening
of the market and in the morning face significantly higher trading costs. This effect is much
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stronger in the upper than in the lower tail of the distribution. The difference between a
buy passed to the broker during the pre-opening period and one passed to the broker in the
afternoon ranges from 85 bp in the lower tail to more than 300 bp in the upper tail. Similarly,
the cost difference between the morning and the afternoon varies from 120 bp in the lower
quantiles to 280 bp in the higher quantiles. The observation that the time of the day affects
the costs of trading is in line with Foster and Viswanathan (1993) and McInish and Wood
(1992), who establish strong intraday patterns in adverse selection costs and bid-ask spreads,
respectively.
Also the impact of the trading venue on market impact costs shows considerable variation
over the range of quantiles. For example, sells executed on the NYSE face higher market
impact costs in the lower 9/10 of the cost distribution. The cost difference between a sell
executed on the NYSE and a similar one on another exchange ranges from 140 bp in the
lower tail to 20 bp in the upper tail.
We conclude that, for many determinants of market impact cost, there exists strong differ-
ences in impact between easy and difficult trades, often in line with the theoretical arguments,
underlining the relevance of the quantile regression approach.
6 Forecasting future market impact costs
This section focuses on forecasting future market impact costs, assuming that the investor
is interested in identifying expensive trades before actual trading takes place. We calculate
several quantitative forecasting performance measures to determine the extent to which we are
able to forecast these costs. Furthermore, we discuss an alternative way to form expectations
about future market impact costs and we suggest how these expectations can be incorporated
into the stock selection process.
Since in-sample forecasts usually give a too optimistic impression of the forecasting power
of a model, we compare the forecasting ability of the model not only in-sample, but also for
an out-of-sample period. First, we divide the data sample into an in-sample part (70%, say
days t = 1, . . . , n) and an out-of-sample part (30%, say days t = n+ 1, . . . , n+m). Next, we
estimate the model using only the in-sample data. Then forecasts are made for day t = n+1.
In the subsequent steps we add one observation at a time and use an expanding window
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estimator to re-estimate the model using all data available up to day t and obtain forecasts
for one period ahead, i.e. day t+ 1. We do this step-wise for each day t = n + 1, . . . , n+m.
In all, this approach yields m out-of-sample and n in-sample forecasts.
Forecasting numeric values of market impact costs
The most simple way of forecasting future market impact costs is to take the conditional
expected market impact costs as numeric forecast of future market impact costs. Hence, we
estimate α from the regression model C = X ′α + ε by means of ordinary least squares and
take X ′αˆ as a forecast of market impact costs. We take the regressors X selected in the final
model specification of Section 4.5 Later we will see that this simple approach does not suffice
and that better alternatives are needed.
Figures 7 (a)-(b) display realized and forecasted market impact costs for buys and sells
during the out-of sample period. The dispersion between realized and forecasted trading costs
is largest when these costs take extreme values. The forecasts are more accurate when market
impact costs are moderate. However, at this point we emphasize that the extreme cases of
trading costs are most relevant from the perspective of cost management. Although the scale
of the forecasts (light-colored points) is different from the realized trading costs (dark-colored
points), the direction of the forecasts seems to follow the direction of the realized trading costs
quite well. However, the quality of the predictions is difficult to judge visually. Therefore,
Table 4 displays various error measures and other quantities that relate to the quality of the
forecasts. Appendix B briefly describes each of the error measures used, so we confine ourselves
here to some points of interpretation. Theil’s U and the mean absolute relative error are scale-
independent measures for the forecast error and should be as close to zero as possible. The
mean squared error is another measure for the prediction error, but it depends on the scale
of the data. We also report its decomposition into bias, variance, and covariance percentages
which sum up to 100%. The bias percentage tells how far the mean of the forecast is from
the mean of the actual series, whereas the variance percentage measures the variation of the
forecast relative to the variation of the actual costs. The covariance percentage measures the
remaining unsystematic forecasting errors. Ideally, the bias and variance proportions should be
5Although the final set of regressors for buys contains trade duration, we exclude this variable from the set
of regressors since trade duration is not known upfront.
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small so that most of the discrepancy between forecasted and realized market impact costs is
idiosyncratic. The two hit ratios (with the extension ‘+’ and ‘-’) count the number of forecasts
that have a positive (negative) sign when true market impact costs are also positive (negative)
and are expressed as a percentage of the number of trades with positive (negative) trading
costs. Note that the ‘naive’ hit ratios (equal to the actual percentage of trades with positive
respectively negative market impact costs) are also displayed in Table 4 and in some cases
outperform the hit ratio of the regression forecasts. Finally, Table 4 reports the correlation
between the forecasted and realized trading costs, which should be close to one in the case of
accurate forecasts.
The results show that, as expected, the performance of the forecasts is generally better
in-sample than out-of-sample. For both in-sample and out-of-sample forecasts, the bias pro-
portion is low. By contrast, the variance proportion is quite high, although lower than the
covariance part. The correlation between forecasted and realized trading costs shows whether
the model indeed forecasts higher trading costs for stocks that actually do face high costs.
Both in-sample and out-of-sample, the correlation is significantly positive, reflecting a positive
(but limited) relation between forecasted and realized trading costs.
An investor can use the numeric forecasts in several ways. It can decide to give close
monitoring to trades that are expected to face too high trading costs or it might even decide
to cancel such trades. However, the results demonstrate that it is difficult to obtain accurate
forecasts of market impact costs, in particular for trades with extremely low or high trading
costs. Since market impact costs reflect the price movements of a stock during trade execution,
the difficulty of forecasting these costs does not come as a surprise.
Forecasting the distribution of market impact costs
This subsection presents a better alternative and focuses on forecasting the distribution of
market, rather than its exact future value. Since any distribution is completely determined by
its quantiles, we forecast the conditional distribution of market impact costs via its quantiles
obtained from the quantile regression process. A forecast of the (upper tail of the) conditional
distribution of future market impact costs can play a useful role in managing trading costs.
For instance, when the 95% conditional quantile of a trade exceeds a certain critical level, the
investor might decide to monitor the trade closely during execution or to cancel it. Another
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way to use the forecasts of conditional quantiles is for the construction of prediction intervals.
For example, a 90% prediction interval is a range of values in which future market impact
costs fall with 90% probability. Instead of forecasting a single value, we can use prediction
intervals to forecast a range of values in which trading costs are likely to fall.
Figures 7 (a)-(b) do not only display realized and forecasted market impact costs for buys
and sells during the out-of sample period, but also depict 90% prediction intervals. These
figures include 90% prediction intervals based on the 5% and 95% conditional quantiles that
were obtained from the quantile regression model. The prediction intervals in Figures 7 (a)-
(b) are asymmetric and quite broad, which is no surprise given the large dispersion in market
impact costs. Moreover, in 95.8% respectively 92.2% the trading costs of the buys and sells
in the out-of-sample period fall within the 90% prediction interval. Hence, at first sight the
coverage of the prediction interval during the out-of-sample period is quite accurate, but we
need a formal statistical test to confirm this.
There are several ways to evaluate the quality of conditional quantile forecasts in a formal
way. We opt for an approach that is often used in Value-at-Risk (VaR) analysis. Therefore, at
this point, we emphasize the relation between forecasting market impact costs and forecasting
VaR. Instead of predicting extreme price decreases such as in VaR-analysis, we wish to predict
extreme cases of market impact costs. Because of this close connection, techniques developed
to evaluate the quality of VaR forecasts can also be used in the current setting. Hence, we
assess the quality of the forecasted quantiles by calculating the fraction of ‘exceptions’ to
see how close it is to τ , which yields a binomial experiment with success rate equal to τ .
Following Kupiec (1995) and Christoffersen (1998), we do a formal likelihood ratio (LR) test
per quantile to determine whether the fraction of exceptions is significantly different from τ .
Formally, for a given value of τ0 we test the null hypothesis H1 : τ = τ0 against the alternative
hypothesis H1 : τ 6= τ0. Define6 the exception indicator as
Ii =
{ 1 if Ci < QˆCi(τ0 | Xi);
0 if Ci ≥ QˆCi(τ0 | Xi).
(13)
Let z =
∑m
i=1 Ii be the total number of exceptions in the out-of-sample period. The LR test
of correct unconditional coverage has the form
LRuc = 2{log(τˆ z(1− τˆ)m−z)− log(τ z0 (1− τ0)m−z)}, (14)
6Clearly Ii depends on τ0, but we omit any subscripts for simplicity of notation.
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where τˆ = z/m. The LR statistic is asymptotically χ2 distributed with one degree of freedom.
The above LR test is a test for unconditional coverage of the VaR estimates, since it is simply
based on the total number of exceptions over the entire out-of-sample period. We test the
null hypothesis of correct unconditional coverage for several values of τ0. The upper panel of
Table 5 (with the caption ‘QR’) reports the outcomes of the LR tests, both in-sample and out-
of-sample. It is no surprise that the in-sample forecasts have virtually perfect unconditional
coverage, as this is inherent in the quantile regression model. Therefore, the out-of-sample
forecasts are more interesting. Although the null hypothesis of correct unconditional coverage
is rejected for a few lower quantiles, the quantile regression model does a good job at the
higher and more relevant quantiles of the distribution. Hence, rather than relying on relatively
inaccurate numeric forecasts, the use of forecasted conditional quantiles seems a better way
to screen trades and to filter out expensive ones.
We can also use the classical regression model to forecast the distribution of market impact
costs. For completeness’ sake, we test for correct coverage in the linear regression model with
empirical error term distribution;7 see the lower panel of Table 5 (with the caption ‘LM’).
Again it is no surprise that the in-sample forecasts exhibit exact unconditional coverage, since
this is inherent in the empirical error term distribution. The out-of-sample forecasts confirm
that the traditional regression model has less accurate coverage than the quantile regression
model. The linear model with normal error terms yields even worse results, but to save space
we do not report these results. The results confirm the earlier finding that the linear regression
model is rejected in favor of the more general quantile regression model.8
7The empirical distribution is based on the (in-sample) observed model residuals and assigns equal proba-
bility mass to each observed value.
8Alternatively, we could compare the quantile regression model to the heteroskedastic regression model
(see equation (9)). However, at some points this model produces negative values of the conditional standard
deviation. This is not a surprise, since the model does not restrict the conditional standard deviation to
be positive. Instead, it is more practical to work with a different specification for the conditional variance,
for instance exp(X ′γ)′ or (X ′γ)2. However, our investigations show that such a specification performs very
similar to the homoskedastic regression model. Therefore, we apply the most simple specification, being the
homoskedastic regression model.
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7 Conclusions
The existence of substantial price effects has important consequences for the trading strategies
of institutional investors. Assessment of the determinants of expensive trades is of great
value to the management of transactions costs. Because of the different natures of cheap and
expensive trades, this paper has used quantile regression to assess the determinants of market
impact costs. Quantile regression is an alternative for the classical regression model and allows
the impact of trade characteristics and market conditions on trading costs to depend on the
level of trading costs itself.
Using a unique and extended data set of one of the world’s largest pension fund (ABP,
the largest pension fund of the Netherlands), the quantile regression approach shows that
the impact of trade characteristics and market conditions varies strongly over the range from
cheap to expensive trades. Comparison to the classical regression model confirms that the
traditional approach does not accurately capture the impact of determinants on the lower
and upper tails of the cost distribution.
In practice a major motive for estimating models for market impact costs is their use for
prediction purposes and the possibility to screen trades and to filter out expensive ones before
actual trading takes place. Trades that are likely to be expensive require close monitoring
during execution or might not be executed at all. As accurate forecasting of the trading costs
on a stock is difficult, we have taken a different view and put the focus on prediction of the
distribution of market impact costs conditional on relevant trade characteristics and market
conditions. We have shown that the quantile regression approach succeeds well in forecasting
this distribution.
The results show that quantile regression model is a useful tool to explain and to forecast
market impact costs. Moreover, it can play an important role in reducing trading costs and in
improving the trading strategies of institutional investors. Clearly, the use of any model-based
forecasts in the trading process should always be combined with human judgement.
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Appendix A Quantile Regression
This appendix on quantile regression briefly addresses some issues that are relevant to this
paper.
A.1 Estimation
Before we turn to the estimation of the quantile regression model, we briefly address the
estimation of unconditional quantiles to see the analogy. For any 0 < τ < 1, we define
a piecewise linear ‘check function’ ρτ (u) = u(τ − I1(u < 0)). It is a well-known fact that
minimization of IE(ρτ (C − ξ)) with respect to ξ yields the τth quantile of C. Moreover, given
observations C1, . . . , Cn, the τth sample quantile is obtained by minimizing
n∑
i=1
ρτ (Ci − ξ) (A.1)
with respect to ξ.
Estimation of unconditional quantiles is easily extended to conditional ones. Consider the
quantile regression model
C = X ′βτ + ε, QC(τ | X) = 0. (A.2)
Given a sample (X1, C1), . . . , (Xn, Cn) of response variables Ci and k + 1-dimensional co-
variates Xi, the classical linear regression model can be estimated by minimizing the sum of
squared residuals; i.e. by solving the minimization problem
αˆ = argminα
n∑
i=1
(Ci −X ′iα)2. (A.3)
Similarly, the coefficient βτ in the quantile regression model is obtained as
βˆτ = argminβ
n∑
i=1
ρτ (Ci −X ′iβ), (A.4)
where ρτ (u) = u(τ − I1(u < 0)) represents the piecewise linear ‘check function’. The most
appealing case is median regression (corresponding to τ = 0.5), which reduces (A.4) to mini-
mizing the sum of absolute deviations:
βˆ0.5 = argminβ
n∑
i=1
|Ci −X ′iβ|. (A.5)
The resulting median estimator is often called the least absolute deviations (‘LAD’) esti-
mator. The quantile regression problem (A.4) can be formulated as a linear programming
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problem and the simplex method can be employed to solve it. For problems up to several
thousands of observations and a limited number of covariates, quantile regression estimates
can be efficiently obtained using the Barrodale and Roberts algorithm that is described in
detail by Koenker and d’Orey (1987, 1994). For larger problems it is more effective to use the
Frisch-Newton interior point method (see Portnoy and Koenker (1997)).
A.2 Asymptotic distribution
Consider a range of quantile regressions, say
C = X ′βτi + ε, QC(τi | X) = 0 [i = 1, . . . , p]. (A.6)
Since there are no cross-restrictions imposed upon the coefficients βi of the quantile regres-
sion process, no simultaneous estimation is necessary. Hence, it is sufficient to estimate the
coefficients of the quantile regression process separately for each τi. It has been shown that
quantile regression coefficients have some appealing asymptotic properties; see e.g. Koenker
and Bassett (1978) and Powell (1984). Here we mention the result stated in Buchinsky (1998).9
Under certain conditions, the joint asymptotic distribution of the quantile regression coeffi-
cients τ = (τ ′1, . . . , τ
′
p)
′ in the quantile regression process (A.6) satisfies
√
n(βˆτ − βτ ) d→ N (0,Λτ ), (A.7)
where Λτ = (Λτj,k)j,k=1,...,p and
Λτjk = (min(τj , τk)− τjτk)IE(fετj (0|X)XX ′)−1E(XX ′)IE(fετk (0|X)XX ′)−1. (A.8)
Here fετj (0 | X) represents the conditional density of ετj given the covariates X.
A.3 Estimation of the covariance matrix
The covariance matrix Λτ in equation (A.8) can be estimated in several ways. If it is assumed
that ετj is independent of the covariates, then fετj (0 | X) reduces to fετj (0). In this case,
(A.8) simplifies to
Λτ = Ωτ ⊗ IE(XX ′)−1, (A.9)
9In Buchinsky (1998) the asymptotic results of Powell (1984) on median regression are extended to quantile
regression.
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where
Ωτjk =
min(τj , τk)− τjτk
fετj (0)fετk (0)
. (A.10)
An excellent overview of the various methods to estimate the covariance matrix Λτ is given
in Buchinsky (1998). He discusses order statistic, bootstrap, and kernel estimators. In the
current paper the kernel method (initially proposed by Powell (1986)) is used to estimate the
covariance matrix. An advantage of this method is that it does not rely on the independence
assumption.10
A.4 Hypothesis testing
Several tests are available to test hypotheses on the coefficients in the quantile regression
model. See, for instance, Koenker and Machado (1999) and Buchinsky (1998). Here we con-
sider the Wald test proposed by Koenker and Portnoy (1999). Consider the quantile regression
process given in (A.6) and let τ = (τ ′1, . . . , τ
′
p)
′. It is assumed that the ℓ linearly independent
constraints on the components of τ can be formulated as
H0 : Hτ = r. (A.11)
Here H is a matrix with ℓ rows and (k+1)× p columns and r represents a vector with length
ℓ. The Wald-statistic has the usual form
W = (Hˆτˆ − r)′(HˆΛˆτ Hˆ ′)−1(Hˆτˆ − r), (A.12)
and is asymptotically χ2 distributed with ℓ degrees of freedom under the hull hypothesis.
In Section 3 it has been demonstrated that the location and location-scale models are
special cases of the quantile regression model that arise when certain parametric restrictions
are imposed on the coefficients of the quantile regression process. It was shown that the null
hypothesis that the location model is true can be formulated in terms of the parameters of
the quantile regression process:
H0 : βτ,0 = α0 + σF
−1
ε (τ); βτ,1 = α1. (A.13)
Similarly, the null hypothesis that the heteroskedastic regression model is true reads as
H0 : βτ,0 = α0 + γ0F
−1
η (τ); βτ,1 = α1 + γ1F
−1
η (τ). (A.14)
10The kernel method is also implemented in the Quantreg package.
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At first sight it might seem appropriate to use the aforementioned Wald test to test hypotheses
(A.13) and (A.14). However, testing the linear regression model against the quantile regression
model involves the problem that the coefficients under consideration are left unspecified.
Hence, they need to be estimated, which requires a more advanced statistical test, for instance
the Khmaladze test proposed by Koenker and Xiao (2001). This test is essentially based on
Khmaladze (1981) and therefore called the Khmaladze test. Since this test requires quite some
theory, we do not discuss it any further at this point. Instead, we refer to Koenker and Xiao
(2001) for a complete treatment of this test.
A.5 Goodness-of-fit
In the classical regression model the R2 is a widely used goodness-of-fit measure. In the
quantile regression model a similar statistic can be constructed, which is called the pseudo
R2. This is a special case of the more general goodness-of-fit statistic proposed by Koenker
and Machado (1999). For any quantile 0 < τ < 1, the pseudo R2 is defined as
pseudo R2τ = 1−
minβ1,β2
∑n
i=1 ρτ (Ci − β1 − Z ′iβ2)
minβ1
∑n
i=1 ρτ (Ci − β1)
. (A.15)
Hence, for a specific quantile, the pseudo R2 measures the success of the quantile regression
model relative to the unconditional quantile in terms of an asymmetrically weighted sum of
absolute residuals. By contrast, the ordinary R2 in the classical regression model assesses the
goodness-of-fit of a model in terms of residual variance:
R2 = 1− minβ1,β2
∑n
i=1(Ci − β1 − Z ′iβ2)2
minβ1
∑n
i=1(Ci − β1)2
. (A.16)
Like the ordinary R2, the pseudo R2 also lies between 0 and 1. Note that the pseudo R2 is a
local goodness-of-fit measure for a particular quantile, whereas the R2 in a regression model
provides a global indication of goodness of fit.
Appendix B Forecast error measure
Given a sample of observations C1, . . . , Cn and corresponding forecasts Cˆ1, . . . , Cˆn, the mean
absolute relative error (MARE) is defined as
MARE =
1
n
n∑
i=1
∣∣∣ Cˆi − Ci
Ci
∣∣∣. (B.17)
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Furthermore, the mean squared error (MSE) is calculated as
MSE =
1
n
n∑
i=1
(Cˆi − Ci)2. (B.18)
The bias, variance, and covariance proportions of the MSE are given by
BP =
(Cˆ − C)2∑n
i=1(Cˆi − Ci)2/n
, V P =
(s
Cˆ
− sC)2∑n
i=1(Cˆi − Ci)2/n
, CP =
2(1− ρ)s
Cˆ
sC∑n
i=1(Cˆi − Ci)2/n
,
where C, Cˆ, sy, syˆ are the sample means and variances of C1, . . . , Cn and Cˆ1, . . . , Cˆn, respec-
tively. The correlation between the series of observed values and forecasts is denoted by ρ.
Finally, Theil’s U is obtained as
U =
1
n
n∑
i=1
(Cˆi − Ci)2
C2i
. (B.19)
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Determinants of market impact costs
momentumperc 5-day volume-weighted average return (in %)
volatility logarithm of 30-day individual volatility (in %)
tradesize square root of trade size relative to 30-day average daily volume (in %)
marketcap logarithm of market capitalization 3 months prior to trade (in billion euro)
agencysingledum 0/1 variable for agency/single (1) or principal (0) trades
growthdum 0/1 variable for growth stocks
valuedum 0/1 variable for value stocks
quantdum 0/1 variable for trades done by quantitative or fundamental
preopendum 0/1 variable for trades sent to broker during pre-opening of the market
morningdum 0/1 variable for trades sent to broker during in the morning (after pre-opening)
middaydum 0/1 variable for trades sent to broker during in the afternoon
Mondaydum 0/1 variable for trades executed on Monday
Tuesdaydum 0/1 variable for trades executed on Tuesday
Wednesdaydum 0/1 variable for trades executed on Wednesday
Thursdaydum 0/1 variable for trades executed on Thursday
Fridaydum 0/1 variable for trades executed on Friday
earlymonthdum 0/1 variable for trades executed at the beginning of the month
Januarydum 0/1 variable for trades executed in January
Februarydum 0/1 variable for trades executed in Febuary
Marchdum 0/1 variable for trades executed in March
tradedur logarithm of the time elapsed between the moment that trade was passed
to the broker and trade execution
NYSEdum 0/1 variable for trades executed on NYSE
Nasdaqdum 0/1 variable for trades executed on Nasdaq
Torontodum 0/1 variable for trades executed on Toronto Stock Exchange
consumerdiscrdum 0/1 variable for stock in consumer discretionary sector
consumerstdum 0/1 variable for stock in consumer staples sector
energydum 0/1 variable for stock in consumer energy sector
finservdum 0/1 variable for stock in financial services sector
healthdum 0/1 variable for stock in health sector
ITdum 0/1 variable for stock in IT sector
materdum 0/1 variable for stock in materials sector
telecomdum 0/1 variable for stock in telecommunications sector
utilitiesdum 0/1 variable for stock in utilities sector
industrydum 0/1 variable for stock in industry sector
upstairsdum 0/1 variable for trade executed on exchange with upstairs market
dealerdum 0/1 variable for trade executed on exchange with dealer market
LOBdum 0/1 variable for trade executed on exchange with electronic limit order book
floordum 0/1 variable for trade executed on exchange with trading floor
hybriddum 0/1 variable for trade executed on exchange with hybrid market (LOB+dealers)
mcapdom logarithm of domestic market capitalization of the exchange on which the stock
was traded (in billion euro)
Table 1: Potential determinants of market impact costs and their explanations
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BUYS SELLS
MIC MIC MIC MIC
(weighted) (unweighted) (weighted) (unweighted)
mean 19.6 16.5 29.7 -0.5
st.dev. mean 5.7 119.5 6.5 144.2
median 0.2 7.9 0.0 2.2
0.5% quantile -942.7 -391.5 -950.7 -487.6
5% quantile -133.1 -163.0 -157.3 -245.5
95% quantile 241.6 201.9 357.5 210.7
99.5% quantile 1329.5 501.6 1426.2 557.3
Table 2: Sample statistics of market impact costs (in bp)
This table presents both principal-weighted and unweighted market impact costs (MIC)
statistics. The weighted statistics are obtained by weighting each observation by the euro
value of the trade, so that larger trades contribute more to, for instance, the average market
impact than smaller ones.
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BUYS SELLS
N=1,962 N=1,759
k=17 k=16
joint effect marginal effects joint effect marginal effects
test statistic test statistic test statistic test statistic test statistic test statistic
location 122.8∗ (location) (location-scale) location 255.6∗ (location) (location-scale)
location-scale 62.4∗ momentumperc 2.08∗∗ 1.52 location-scale 201.3∗ momentumperc 1.833∗∗∗ 0.92
volatility 1.86∗∗∗ 0.49 volatility 3.43∗ 1.62
critical values tradesize 1.35 0.85 critical values tradesize 0.73 1.21
(joint) (joint)
1% 17.59 marketcap 1.62 0.91 1% 16.81 marketcap 1.25 1.60
5% 15.95 agencysingledum 2.05∗∗ 0.45 5% 15.09 agencysingledum 1.29 1.70∗∗∗
10% 15.06 quantdum 0.33 0.38 10% 14.26 quantdum 1.21 0.84
preopendum 1.76∗∗∗ 1.97∗∗ preopendum 2.05∗∗ 1.68∗∗∗
morningdum 0.89 1.48 morningdum 1.60 1.69∗∗∗
critical values Wednesdaydum 1.02 1.87∗∗∗ critical values Wednesdaydum 0.88 1.29
(marginal) (marginal)
1% 2.420 Thursdaydum 0.46 0.52 1% 2.420 Thursdaydum 1.33 1.09
5% 1.923 Fridaydum 1.03 1.29 5% 1.923 Fridaydum 0.99 1.55
10% 1.664 earlymonthdum 0.89 0.54 10% 1.664 earlymonthdum 0.44 1.25
Febdum 0.78 0.89 Febdum 1.35 1.71∗∗∗
tradedur 0.78 1.14 NYSEdum 0.42 1.31
NYSEdum 1.19 1.30 Nasdaqdum 0.90 0.76
Nasdaqdum 1.27 1.42 Torontodum 1.91∗∗∗ 1.81∗∗∗
Torontodum 1.30 0.49
Table 3: : Outcomes of Khmaladze tests: quantile regression process versus location and location-scale models
This table displays the results of the Khmaladze test to test the location and location-scale model against the quantile regression
process. The values of the marginal and joint test statistics are provided, as well as corresponding critical values for different
significance levels. Here n refers to the number of observations in the sample and k to the number of covariates. The null hypothesis
of the classical regression model (heteroskedastic regression model) is rejected when the joint test statistic exceeds the joint critical
level. Similarly, the coefficient of a variable is of a significantly different form than in the classical regression model (heteroskedastic
regression model) when the marginal test statistic exceeds the marginal critical level. Values with stars indicate rejection of the null
hypothesis at either a 1% (∗), 5% (∗∗), or 10% (∗∗∗) level.
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BUYS SELLS
in-sample out-of-sample in-sample out-of-sample
Theil’s U 0.9 1.0 0.9 1.1
mean absolute percentage error 4.2 15.0 3.3 4.3
mean squared error 12859 9480 17172 15089
bias part (in %) 0.0 4.6 0.0 24.1
variance part (in %) 38.9 19.4 32.3 30.4
covariance part (in %) 61.2 76.3 67.8 45.7
hit ratio + (in %) 75.8 78.2 67.6 13.2
hit ratio − (in %) 55.2 39.4 66.1 93.0
naive hit ratio + (in %) 59.2 47.3 49.5 59.1
naive hit ratio − (in %) 40.8 52.7 50.5 40.9
correlation to realized costs 0.4 0.2 0.5 0.2
Table 4: Quality measures for in-sample and out-of-sample forecasts
Tables 4 displays several quality measures for the in-sample and out-of-sample forecasts of
market impact costs based on the OLS-estimator.
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BUYS SELLS
QR
in-sample out-of-sample in-sample out-of-sample
τ0 τˆ0 LRuc τˆ0 LRuc τˆ0 LRuc τˆ0 LRuc
(%) (%) (%) (%) (%) (%)
50 50.0 0.0 27.4 42.2 50.0 0.0 36.0 13.3
55 55.5 0.0 27.4 62.3 54.8 0.0 46.6 4.7
60 59.7 0.0 33.0 58.7 59.8 0.0 52.6 3.8
65 64.9 0.0 51.0 16.4 64.5 0.0 55.4 6.5
70 69.7 0.0 70.9 0.1 70.3 0.0 67.9 0.4
75 75.3 0.0 81.0 4.0 74.5 0.0 72.3 0.6
80 79.6 0.0 86.4 5.6 80.3 0.0 81.1 0.1
85 84.5 0.1 89.3 3.1 85.5 0.1 89.1 2.4
90 90.4 0.1 92.3 1.3 89.5 0.2 92.2 1.0
95 95.2 0.0 97.2 2.3 94.4 0.4 96.1 0.5
LM
50 50.0 0.0 59.1 6.6 50.0 0.0 25.1 43.4
55 55.0 0.0 67.8 13.6 55.0 0.0 28.5 48.2
60 60.0 0.0 72.6 13.9 60.0 0.0 32.4 52.1
65 65.0 0.0 77.5 14.6 65.0 0.0 39.6 44.6
70 70.0 0.0 83.2 18.2 70.0 0.0 45.3 43.9
75 75.0 0.0 87.1 17.8 75.0 0.0 50.8 45.4
80 80.0 0.0 89.9 14.4 80.0 0.0 60.1 34.7
85 85.0 0.0 92.6 10.6 85.0 0.0 68.4 29.1
90 89.9 0.0 95.4 7.9 89.9 0.0 80.3 14.1
95 95.0 0.0 97.2 2.3 95.0 0.0 89.9 7.2
Table 5: Outcomes of likelihood ratio test for unconditional coverage
This table displays the outcomes of the likelihood ratio test for unconditional coverage for
the in-sample and the out-of-sample period. A test statistic LRuc in boldface indicates
rejection of the null hypothesis H0 = τ0 at a 5% level. The outcomes of the likelihood ratio
test are given for both the quantile regression model (‘QR’) and the linear model with
empirical error term distribution (‘LM’).
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Figure 1: Quantile regression: some explanations
Figure (a) shows how a change in the conditional mean (µx) could possibly affect the
conditional density f(y | x), Figure (b) demonstrates how a change in the conditional
variance (σx) could influence the conditional density, and Figure (c) depicts the 97.5%
quantile of the standard normal distribution (the point y = 1.96). Finally, to illustrate the
heteroskedastic regression model with normal errors, Figure (d) plots the coefficient βτ,1 (see
expression (12)) as a function of τ . Here we have taken α0 = 0.2 and α1 = 0.3 and assumed
that the residuals in the location-scale model in equation (4) have a standard normal
distribution.
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Figure 2: Estimated quantile regression coefficients with confidence bounds (buys)
Figures 2-5 display the impact of the trade characteristics on the distribution of the market
impact costs as a function of the quantile (solid curve) and 95% confidence bounds
(light-shaded area). The estimation results are based on the Barrodale and Roberts
algorithm implemented in the Roger Koenker’s Quantreg package for R. Additionally,
OLS-coefficients (solid black line) and corresponding 95% confidence bounds (dashed black
lines) obtained from the classical linear regression model are plotted to facilitate visual
comparison of the quantile regression with the traditional regression approach.
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Figure 3: Estimated quantile regression coefficients with confidence bounds (buys, continued)
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Figure 4: Estimated quantile regression coefficients with confidence bounds (sells)
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Figure 5: Estimated quantile regression coefficients with confidence bounds (sells, continued)
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(a) Pseudo R2 (buys)
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(b) Pseudo R2 (sells)
Figure 6: Pseudo R2 in quantile regression model as a function of τ for buys (a) and sells (b)
This figure displays the pseudo R2 as a function of the corresponding quantile. See
Appendix A for a definition of the pseudo R2. In the usual regression model the R2 equal
0.19 for buys and 0.24 for sells.
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(a) Buys out−of−sample: forecasts
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(b) Buys out−of−sample: prediction interval
0 100 200 300 400
−
60
0
−
40
0
−
20
0
0
20
0
40
0
60
0
observations
m
a
rk
et
 im
pa
ct
 c
os
ts
(c) Sells out−of−sample: forecasts
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(d) Sells out−of−sample: prediction interval
Figure 7: Forecasted and realized market impact costs
Figures (a) and (c) display forecasted (light-colored points) and realized (dark-colored
points) market impact costs for buys and sells during the out-of-sample period. The
forecasts are based on the classical regression model. The light-colored points in Figures (b)
and (d) depict the upper and lower bounds of the 90% prediction interval obtained from the
quantile regression model, the dark-colored points represent realized market impact costs.
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