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WEAKLY CLOSED GRAPHS AND F-PURITY OF
BINOMIAL EDGE IDEALS
KAZUNORI MATSUDA
Abstract. Herzog-Hibi-Hreindo´ttir-Kahle-Rauh introduced the class of closed
graph and they proved that the binomial edge ideal J(G) of a graph G has qua-
dratic Gro¨bner bases if G is closed. In this paper, we introduce the class of weakly
closed graph as a generalization of the closed graph and prove that the quotient
ring S/J(G) is F -pure if G is weakly closed. This fact is a generalization of
Ohtani’s theorem.
Introduction
Let G be a simple (i.e. G has no loops and multiple edges) graph on the vertex set
V (G) = [n] = {1, 2, . . . , n} with the edge set E(G). Let S = K[x1, . . . , xn, y1, . . . , yn]
be the polynomial ring over a field K.
The following binomial ideal JG of S
JG := ([i, j] = xiyj − xjyi | {i, j} ∈ E(G) with i < j)
is called the binomial edge ideal ofG. This was introduced by Herzog-Hibi-Hreindo´ttir-
Kahle-Rauh [25] and Ohtani [33] independently. The binomial edge ideal has been
studied multilaterally by many researchers, e.g:
• Cohen-Macaulayness ([3], [17], [25], [28], [35], [37], [38], [44]),
• betti number and regularity ([2], [4], [12], [15], [20], [27], [29], [32], [39], [41],
[42], [45]),
• Koszulness ([16], [18], [30]),
• Gro¨bner bases ([1], [10], [25], [33]),
• generalizations of the binomial edge ideal ([6], [19], [36], [40]),
etc.
The notion of closed graph, introduced by Herzog et al. ([25, p.319]), appears in
many of studies of binomial edge ideals. A simple graphG is closed with respect to the
given labeling of the vertices if the condition is satisfied: for all {i, j}, {k, l} ∈ E(G)
with i < j and k < l, one has {j, l} ∈ E(G) if i = k, and {i, k} ∈ E(G) if j = l.
A simple graph G is closed if there exists a labeling such that it is closed. Crupi-
Rinaldo proved that JG has a quadratic Gro¨bner basis if and only if G is closed
([10, Theorem 3.4]). In addition, graph-theoretic properties of closed graphs are
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also studied (e.g. [7], [8], [9], [11]) and Sharifan-Javanbakht introduced the notion
of m-closed graph as a generalization of closed graph ([43, Definition 5]).
In this paper, we introduce the notion of weakly closed graph as a generalization
of closed graph, and we prove that the quotient ring S/JG is F -pure if G is weakly
closed.
Let us explain the organization of this paper.
In Section 1, we define the weakly closed graph and discuss the difference between
the closed graph and the weakly closed graph. We also state some classes of graphs
related to the weakly closed graph.
In Section 2, we state the definition of F -purity and prove that S/JG is F -pure if
G is weakly closed.
In Section 3, we classify all connected weakly closed graphs with 5 and 6 vertices
by using Harary’s classification of connected graph [24].
About terminologies for the graph theory, see [13].
1. Weakly closed graph
Let G be a simple graph on the vertex set V (G) = [n] with the edge set E(G).
Definition 1.1. G is said to be weakly closed if there exists a labeling of the vertices
which satisfies the following condition: for all integers 1 ≤ i < j < k ≤ n, if
{i, k} ∈ E(G) then {i, j} ∈ E(G) or {j, k} ∈ E(G).
Example 1.2. The following graph G is weakly closed:
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From the following proposition, we can see that the weakly closed graph is a
generalization of the closed graph.
Proposition 1.3. (See [11, Proposition 4.8]) Let G be a graph. Then the following
conditions are equivalent:
(1) G is closed.
(2) There exists a labeling of the vertices which satisfies the following condition: for
all integers 1 ≤ i < j < k ≤ n, if {i, k} ∈ E(G) then {i, j} ∈ E(G) and
{j, k} ∈ E(G).
Proof. (1)⇒ (2): Take a closed labeling and assume that {i, k} ∈ E(G). Since G is
closed, one has {i, i+1}, {i+1, i+2}, . . . , {k−1, k} ∈ E(G) by [25, Proposition 1.4].
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Then we have that {i, k − 1}, {i, k − 2}, . . . , {i, i + 2} ∈ E(G) by the definition of
closedness. Similarly, we also have that {i+1, k}, {i+ 2, k}, . . . , {k− 2, k} ∈ E(G).
(2) ⇒ (1): Assume that i < j < k. If {i, j}, {i, k} ∈ E(G), then {j, k} ∈ E(G)
by assumption. Similarly, if {i, k}, {j, k} ∈ E(G), then {i, j} ∈ E(G). Therefore G
is closed. 
Here we give some remarks about the difference between closed graphs and weakly
closed graphs.
Proposition 1.4. Let G be a connected graph. Then
(1) [25, Proposition 1.4] If G is closed, then {i, i+1} ∈ E(G) for all 1 ≤ i ≤ n− 1.
(2) If G is weakly closed, then {i, i+ 1} ∈ E(G) for some 1 ≤ i ≤ n− 1.
Proof. (2) : Assume that G is weakly closed and {i, i + 1} 6∈ E(G) for all 1 ≤ i ≤
n − 1. Since {1, 2}, {2, 3} 6∈ E(G), we have {1, 3} 6∈ E(G). Hence {1, 4} 6∈ E(G)
from {3, 4} 6∈ E(G). By repeating this argument, we have {1, 2}, {1, 3}, . . . , {1, n} 6∈
E(G), but this is a contradiction since G is connected. Therefore we have the desired
conclusion. 
We call the following graphs claw and bigclaw respectively.
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Proposition 1.5. Let G be a graph. Then
(1) [25, Proposition 1.2] If G is closed, then G is claw-free and chordal.
(2) If G is weakly closed, then G is bigclaw-free and every cycle of length 5 or more
in G has a chord.
Proof. (2) : It is enough to show that the bigclaw and the chordless cycle Cn of
length n ≥ 5 are not weakly closed.
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First, we show that the bigclaw is not weakly closed. Assume that the bigclaw G
is weakly closed under the above labeling and V (G) = {v1, . . . , v7} = {1, . . . , 7}. If
1 ∈ {v1, v2}, then {v1, v2} = {1, 2} or {v1, v2} = {1, 3}.
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Case 1: Assume that {v1, v2} = {1, 2}. Then 3 ≤ v7 ≤ 5.
• v7 = 3⇒ 7 6∈ {v4, v6}. We may assume that v3 = 7. Then v4 = 6, but this is
a contradiction since 3 < v5 < 6, {3, 6} ∈ E(G) but {3, v5}, {v5, 6} 6∈ E(G).
• v7 = 4⇒ 3 ∈ {v4, v6}. We may assume that v4 = 3. Then v3 = 5, but this is
a contradiction since 4 < 5 < v6, {4, v6} ∈ E(G) but {4, 5}, {5, v6} 6∈ E(G).
• v7 = 5 ⇒ 3, 4 ∈ {v4, v6}. We may assume that v4 = 3 and v6 = 4. Then
v3 ≥ 6, but this is a contradiction since 3 < 4 < v3, {3, v3} ∈ E(G) but
{3, 4}, {4, v3} 6∈ E(G).
Case 2 : Assume that {v1, v2} = {1, 3}. Then v7 = 2, hence 7 6∈ {v4, v6}. We
may assume that v3 = 7. Then v4 = 6, but this is a contradiction since 2 < v5 < 6,
{2, 6} ∈ E(G) but {2, v5}, {v5, 6} 6∈ E(G).
From the above argument, we have 1 6∈ {v1, v2}. Similarly, we also have 1 6∈
{v3, v4, v5, v6}. Hence v7 = 1. Then 7 6∈ {v2, v4, v6}. We may assume that v1 = 7.
Then v2 = 6, but this is a contradiction since 1 < v3 < 6, {1, 6} ∈ E(G) but
{1, v3}, {v3, 6} 6∈ E(G). Therefore the bigclaw is not weakly closed.
Next, we show that the chordless cycle Cn of length n ≥ 5 is not weakly closed.
Assume that Cn is weakly closed and V (Cn) = {v1, . . . , vn} = {1, . . . , n}, E(Cn) =
{{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {v1, vn}}.
We may assume that v1 = 1. Then v2 < vn−1 since {1, v2} ∈ E(G) but {1, vn−1},
{v2, vn−1} 6∈ E(G). Similarly, we have vn < v3 since {1, vn} ∈ E(G) but {1, v3},
{v3, vn} 6∈ E(G). Moreover, we also have v2 < vn since {vn−1, vn} ∈ E(G) but
{v2, vn−1}, {v2, vn} 6∈ E(G). Hence v2 < vn < v3, but this is a contradiction since
{v2, v3} ∈ E(G) but {v2, vn}, {v3, vn} 6∈ E(G). Therefore we have that Cn is not
weakly closed. 
Corollary 1.6. Let T be a tree. Then
(1) [25, Corollary 1.3] T is closed if and only if T is a path graph.
(2) T is weakly closed if and only if T is a caterpillar, i.e. a tree for which removing
the leaves and incident edges produces a path graph.
Proof. (2) : Let T be a weakly closed tree. Then T is bigclaw-free by Proposition
1.5(2). Hence T is a caterpillar. Conversely, it is easy to see that a caterpillar is
weakly closed. 
Next, we introduce some classes of graphs related to the closed and weakly closed
graph.
Definition 1.7. (1) Let P = ([n], <P ) be a partially ordered set. The graph G(P )
of P is a graph on the vertex set [n] and {i, j} ∈ E(G(P )) with i < j if and only
if i <P j. A graph G is comparability if there exists a partially ordered set P
such that G = G(P ).
(2) A graph G is complete multipartite if there exists a partition V (G) = V1⊔· · ·⊔Vr
such that {u, v} 6∈ E(G) if and only if u, v ∈ Vi for some 1 ≤ i ≤ r.
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(3) A graph G is an interval graph if there exists a set of real intervals {Iv | v ∈
V (G)} such that Iu ∩ Iv 6= ∅ if and only if {u, v} ∈ E(G).
(4) A graph G is a proper interval graph if there exists a set of real intervals {Iv |
v ∈ V (G)} which satisfies that Iu 6⊂ Iv and Iv 6⊂ Iu if u 6= v such that Iu∩Iv 6= ∅
if and only if {u, v} ∈ E(G).
(5) Let ω(G) be the clique number of G (i.e. the size of a maximal clique of G)
and χ(G) the chromatic number (cf. [13, p.117]) of G. A graph G is perfect if
ω(H) = χ(H) for all induced subgraph H of G.
Remark 1.8. Here we introduce equivalent conditions about graphs appeared in
Definition 1.7.
(1) Forbidden induced subgraphs of comparability graphs are known (cf. [31, p.13]).
(2) A graph G is complete multipartite if and only if G is P 3-free, where P3 is the
path graph with |V (P3)| = 3.
(3) A graph G is an interval graph if and only if G is chordal and G is comparability
([22, Theorem 2]).
(4) A graph G is a proper interval graph if and only if G is claw-free and interval.
(5) A graph G is perfect if and only of both G and G are (C2n+3, n ≥ 1)-free (strong
perfect graph theorem, [5]).
Crupi-Rinaldo proved that a graph G is closed if and only if G is a proper interval
graph ([11, Theorem 2.4]). Cox-Erskine introduced the notion of narrow graph and
they proved that a connected graph G is closed if and only if G is chordal, claw-free
and narrow ([7, theorem 1.4]).
Theorem 1.9. Let G be a graph. Then the following assertions are equivalent:
(1) G is weakly closed.
(2) G is co-comparability, i.e. its complement graph G is comparability.
Proof. (1)⇒ (2) : We define the following binary relation <P on [n]:
i <P j ⇐⇒ {i, j} 6∈ E(G) and i < j.
Then P = ([n], <P ) is a partially ordered set and one has G = G(P ). In fact,
we assume that i <P j and j <P k. Then {i, j}, {j, k} 6∈ E(G) and i < j < k.
Since G is weakly closed, we have {i, k} 6∈ E(G). Hence i <P k. Thus <P satisfies
transitivity.
(2)⇒ (1) : Assume that G is comparability. Then there exists a partially ordered
set P = ([n], <P ) such that
i <P j ⇐⇒ {i, j} ∈ E(G) and i < j.
Assume that 1 ≤ i < j < k ≤ n and {i, k} ∈ E(G). If {i, j}, {j, k} 6∈ E(G),
then i <P j and j <P k. Hence we have i <P k, but this is a contradiction since
{i, k} 6∈ E(G). Therefore G is weakly closed. 
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Corollary 1.10. Complete multipartite graphs are weakly closed.
Proof. Let G be a complete multipartite graph. Then G is a union of complete
graph, hence comparability. Thus G is weakly closed by Theorem 1.9. 
Corollary 1.11. Interval graphs are weakly closed.
Proof. As seen in Remark 1.8 (3), an interval graph G is chordal and G is compa-
rability. Hence interval graphs are weakly closed by Theorem 1.9. 
Corollary 1.12. Weakly closed graphs are perfect.
Proof. Let G be a comparability graph. Then G is perfect by the Dilworth’s theorem
[14]. Hence weakly closed graphs are perfect by Theorem 1.9. 
2. F -purity of binomial edge ideals
Let K be a perfect field of characteristic p > 0 and S = K[x1, . . . , xn, y1, . . . , yn]
the polynomial ring over K. In this section, we prove that S/JG is F -pure if G is
weakly closed.
First, let us set up notations. Let R be a reduced Noetherian ring of characteristic
p > 0 and F : R → R (x 7→ xp) the Frobenius map. For a non-negative integer
e, eR is the ring R viewed as an R-module via the e-times iterated Frobenius map
F e : R→ R (x 7→ xp
e
). Now we can identify F e : R→ eR with the natural inclusion
R →֒ R1/p
e
. We say that R is F-finite if R1/p is a finitely generated R-module.
Definition 2.1. ([26]) Let R be an F -finite reduced Noetherian ring of characteristic
p > 0. Then R is said to be F-pure if the Frobenius map is pure, equivalently, the
natural inclusion R →֒ R1/p (x 7→ (xp)1/p) is pure.
It is known that determinantal rings and Stanley-Reisner rings are F -pure. Since
S/JG is reduced ([25, Corollary 2.2]), the following question is natural:
Question 2.2. When is S/JG F-pure ?
In [34], Ohtani proved that S/JG is F -pure if G is complete multipartite. More-
over, it is easy to show that F -purity of S/JG holds for all closed graphs by using
Ohtani’s technique.
In this section, we prove the following theorem:
Theorem 2.3. If G is weakly closed, then S/JG is F -pure.
Since complete multipartite graphs are weakly closed by Corollary 1.10, this is a
generalization of Ohtani’s result.
Before proving this theorem, we prepare some lemmas. The first lemma is the
graded version of Fedder’s criterion.
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Lemma 2.4. ([21]) Let K be a perfect field of characteristic p > 0 and R =
K[x1, . . . , xn] the polynomial ring over K. Let m = (x1, . . . , xn) be the irrelevant
maximal ideal of R and let I ⊂ m be a homogeneous ideal of R. Then R/I is F -pure
if I [p] : I 6⊂ m[p], where J [p] = (xp | x ∈ J) for an ideal J ⊂ S.
For an integer sequence v1, . . . , vn with {v1, . . . , vn} = {1, . . . , n}, we put
Yv1(v1, v2, . . . , vn)Xvn := (Yv1 [v1, v2][v2, v3] · · · [vn−1, vn]Xvn)
p−1.
The second lemma is
Lemma 2.5. ([34, Formula 1, 2]) If {a, b} ∈ E(G), then
Yv1(v1, . . . , c, a, b, d, . . . , vn)Xvn ≡ Yv1(v1, . . . , c, b, a, d, . . . , vn)Xvn,
Ya(a, b, c, . . . , vn)Xvn ≡ Yb(b, a, c, . . . , vn)Xvn ,
Yv1(v1, . . . , c, a, b)Xb ≡ Yv1(v1, . . . , c, b, a)Xa
modulo J
[p]
G .
Proof of Theorem 2.3. Assume that G is weakly closed. By Lemma 2.4, it is enough
to show that Y1(1, . . . , n)Xn ∈ (J
[p]
G : JG) \m
[p].
First, we show that Y1(1, . . . , n)Xn 6∈ m
[p]. Let > be the lexicographic order on S
with x1 > · · ·xn > y1 > · · · > yn. Then in<(Y1(1, . . . , n)Xn) = (x1 · · ·xny1 · · · yn)
p−1 6∈
m
[p]. Hence we have Y1(1, . . . , n)Xn 6∈ m
[p].
Next, we show that Y1(1, . . . , n)Xn ∈ J
[p]
G : JG. Then it is enough to show that
Y1(1, . . . , n)Xn · [i, j] ∈ J
[p]
G for all {i, j} ∈ E(G).
Assume that {i, k} ∈ E(G). If k − i = 1, then it is trivial that Y1(1, . . . , n)Xn ·
[i, k] ∈ J
[p]
G .
Assume that k − i ≥ 2. Now we define
A := {j | i < j < k, {j, k} ∈ E(G)},
B := {j | i < j < k, {j, k} 6∈ E(G)}.
Since G is weakly closed, we have that for any s ∈ A and for any t ∈ B, {s, t} ∈ E(G)
if s < t. Hence, by using Lemma 2.5 repeatedly, we have
Y1(1, . . . , n)Xn ≡ Y1(1, . . . , i− 1, i, w1, . . . , wb, k, v1, . . . , va, k + 1, . . . , n)Xn
modulo J
[p]
G , where
A = {v1, . . . , va} with v1 < · · · < va,
B = {w1, . . . , wb} with w1 < · · · < wb.
7
Moreover, {i, w1}, . . . , {i, wb} ∈ E(G) since {i, k} ∈ E(G) and {w1, k}, . . . , {wb, k} 6∈
E(G). Hence, by using Lemma 2.5 again, we have
Y1(1, . . . , i− 1, i, w1, . . . , wb, k, v1, . . . , va, k + 1, . . . , n)Xn
∼= Y1(1, . . . , i− 1, w1, . . . , wb, i, k, v1, . . . , va, k + 1, . . . , n)Xn
= (Y1[1, 2] · · · [i− 2, i− 1][i− 1, w1][w1, w2] · · · [wb−1, wb][wb, i]
× [i, k][k, v1][v1, v2] · · · [va−1, va][va, k + 1][k + 1, k + 2] · · · [n− 1, n]Xn)
p−1
modulo J
[p]
G . Therefore we have that Y1(1, . . . , n)Xn ∈ J
[p]
G : JG. 
Corollary 2.6. We use the same notation us above. If G is complete multipartite,
then S/JG is F -pure.
In the case of non-weakly closed graph, the F -purity of S/JG is quite mysterious.
Example 2.7. By using Macaulay2 [23], we can check that S/JC5 is not F -pure if
p = 2, but is F -pure if p = 3, 5, 7. Moreover, we can also check that S/JC6 is not
F -pure if p = 2, 3, 5.
Conjecture 2.8. Assume that the characteristic of the base field is p = 2. Then
S/JG is F -pure if and only if G is weakly closed.
Conjecture 2.9. Let G be a graph. Then S/JG is F -pure for all sufficiently large
p > 0.
3. Classification of connected weakly closed graphs
As the end of this paper, we classify all connected weakly closed graphs with 5
and 6 vertices by using Harary’s classification of connected graph [24].
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Connected graphs with 5 vertices (21 items)
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Connected graphs with 6 vertices (112 items)
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Weakly closed
Complete multipartite
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