




















Time Optimal Unitary Operations
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Extending our previous work on time optimal quantum state evolution, we formulate a variational
principle for the time optimal unitary operation, which has direct relevance to quantum computation.
We demonstrate our method with three examples, i.e. the swap of qubits, the quantum Fourier
transform and the entangler gate, by choosing a two-qubit anisotropic Heisenberg model.
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Time optimal quantum computation is attracting a
growing attention [1, 2, 3] besides the more conventional
concept of optimality in terms of gate complexity, i.e. the
number of elementary gates used in a quantum circuit
[4]. The minimization of physical time to achieve a given
unitary transformation is relevant for the design of fast
elementary gates. It also provides a physical ground to
describe the complexity of quantum algorithms, whereas
gate complexity should be regarded as a more abstract
concept in which physics is implicit. Works relevant to
the former subject can be found, e.g., in Refs. [1] and
[2], which discuss the time optimal generation of unitary
operations for a small number of qubits using a Cartan
decomposition scheme and assuming that one-qubit op-
erations can be performed arbitrarily fast. An adiabatic
solution to the optimal control problem in holonomic
quantum computation was given in Ref. [5], while the
geometry of the projective unitary group was exploited
in Ref. [3] to derive tight upper bounds on the time
complexity of certain quantum gates. Nielsen et al. [6]
proposed a criterion for optimal quantum computation in
terms of a certain geometry in Hamiltonian space, and
showed in Ref. [7] that the quantum gate complexity is
related to optimal control cost problems. The authors of
Ref. [8] suggested a geometrical method for the efficient
synthesis of the controlled-not gate between two qubits
with a special Hamiltonian.
Recently, the authors discussed the quantum brachis-
tochrone for state evolution [9], i.e. the problem of find-
ing the time optimal evolution and the optimal Hamil-
tonian of a quantum system for given initial and final
states. It was formulated as an action principle for the
quantum state in the complex projective space endowed
with the Fubini-Study metric, and the Hamiltonian sub-
ject to certain constraints. We obtained the time optimal
state evolution and the optimal Hamiltonian by solving
the Euler-Lagrange equations. In this paper we extend





framework for finding the time optimal realization of a
given unitary operation. Roughly speaking, we replace
the projective space representing quantum state vectors
with the space of unitary operators. While the optimal-
ity in the previous work depends on the initial state, it
does not in the present case so that it is more directly
relevant to subroutines in quantum computation, where
the input may be unknown.
Let us consider the problem of evolving a unitary op-
erator U(t) with Hamiltonian H(t) and of achieving a
target unitary operation Uf . There must be some con-
straints for H(t), otherwise one would be able to realize
Uf in an arbitrarily short time simply by rescaling the
Hamiltonian [9]. Thus at least the ‘magnitude’ of the
Hamiltonian must be bounded, and physically this corre-
sponds to the fact that one can afford only a finite energy
in the experiment. Besides the normalization constraint,
the available Hamiltonians may be subject also to other
constraints, which can represent either experimental re-
quirements (e.g., the specifications of the apparatus in
use) or theoretical conditions (e.g., allowing no opera-
tions involving three or more qubits).
We consider the following action for the dynamical
variables U(t) and H(t),
S(U,H,Λ, λj) :=
∫











〈HU, (1− PU )(HU)〉 , (2)






where 〈A,B〉 := TrA†B and PU (A) := 1N Tr(AU †)U .
The Hermitian operator Λ(t) and the scalars λj(t) are
Lagrange multipliers. The Lagrangian term LT gives the




, where v is the
velocity of the particle, in the classical brachistochrone.
The metric ds2
U
= 〈dU, (1−PU )(dU)〉 is analogous to the
Fubini-Study metric ds2
F S
= 〈dψ|(1 − |ψ〉〈ψ|)|dψ〉 for the
quantum state |ψ〉 and is invariant under left and right
2global SU(N) multiplications. The variation of LS by Λ









where T is the time ordered product. This is similar
to the case of the quantum brachistochrone for quantum
states [9]. The variation of LC by λj leads to the con-
straints for H ,
fj(H) = 0. (6)
It is natural to assume that the constraint functions
fj(H) actually depend only on the traceless part of H ,
i.e. H˜ := (1 − P1)(H) = H − (TrH)1/N . In this case,
the action S is invariant under the U(1) gauge transfor-
mation U 7→ eiθU, H 7→ H − dθ
dt
, Λ 7→ Λ, λj 7→ λj ,
where θ is a real function. In the following we will con-
sider the time optimal evolution of operators belonging
to the group U (N)/U (1) ≃ SU (N). We note here that,
when the Hamiltonian is time independent, the unitary
operator actually evolves along a geodesic with respect to
the metric ds2
U










= 0, the same equation as
derived from the variation by U of the arclength dsU .
Let us now derive the other equations of motion. Be-
fore taking variations, it is convenient to rewrite LT , us-






U †, (1− P1)(dUdt U †)〉
〈H, (1 − P1)(H)〉 . (7)
The variation of S by H , upon using (5), gives
Λ = F − H˜
Tr H˜2
, (8)





Let us now take the variation of S by U . Noting that,
for any A, TrAδ(U˙U †) = Tr(A˙ + [A, U˙U †])UδU † up to
a total time derivative, we obtain, with the help of (5),
idΛ
dt






. Finally, eliminating Λ from





= [H,F ], or F (t) = U(t)F (0)U †(t). (10)
This, together with the Schro¨dinger equation (5) and
the constraints (6), is our fundamental equation [10]. It
seems universal, as it holds also in the case of time opti-
mal evolution of pure [9] and mixed [11] quantum states.
Given a target operation Uf , the optimal time dura-
tion T , the optimal H and the Lagrange multipliers are
determined by the condition that, modulo a global U(1)
phase χ ∈ R,
U(T ) = eiχ Uf . (11)
To solve (10) one should first choose a gauge, and the
most natural choice is to take H˜ = H . Then, from (10),
together with the constraints (6), one obtains H and,
using (5), one finally gets U . If we assume that the nor-
malization condition for H has the form
f(H) := 1
2
(TrH2 −Nω2) = 0, (12)
where ω is a constant, then the constraint part of the
Lagrangian can be rewritten as
LC = λf(H) + L
′
C , (13)
where λ is a Lagrange multiplier and L′C is the sum of
the other constraints. Then, from (9) we obtain
F = λH + F ′, (14)





In many problems in quantum computation or quan-
tum control, the constraints, except the normalization of




λj Tr gjH, (15)
where gj ∈ su(N), and λj(t) are Lagrange multipliers.
Then, from (14) one gets F ′ =
∑
j λjgj. Due to (6), F
′
and H orthogonal,
TrHF ′ = 0. (16)
It is also easy to show that λ in (14) is a constant, and
it can be chosen equal to one by a simple rescaling of F .
Let us consider as a specific model a physical system
which consists of two qubits represented by two spins
interacting via controllable, anisotropic couplings Jk(t)
(k = x, y, z) and subject to local, controllable magnetic
fields Bi(t) (i = 1, 2) restricted to the z-direction. In
other words, we choose the following two-qubit Heisen-
berg Hamiltonian,
H := −Jkσ1kσ2k +B1σ1z +B2σ2z , (17)
where σ1k := σk ⊗ 1, σ2k := 1 ⊗ σk and σk are the Pauli
operators. In the standard computational basis (which
we adopt from here on), the Hamiltonian (17) is block
diagonal, i.e.
H =
−Jz+B+ 0 0 −J−0 Jz+B− −J+ 00 −J+ Jz−B− 0
−J− 0 0 −Jz−B+
 , (18)
where we have introduced B±(t) := B1(t) ± B2(t) and
J±(t) := Jx(t) ± Jy(t). The choice (17) for the physical

















3where λij(t), ξi(t) and ηi(t) are Lagrange multipliers.











We can thus solve the quantum brachistochrone equa-
tion (10) using (14), (17) and (19). After some elemen-
tary algebra (by comparing the coefficients of orthogonal
generators of SU(4) on both sides of (10)), we find that
the Lagrange multipliers λxy and λyx and the coupling
Jz are constants. Furthermore, equations for the control
variables B± and J± decouple from those for the other
variables and we obtain,
B±(t) = B0± cos 2(γ±t+ ψ±), (21)
J±(t) = ∓B0∓ sin 2(γ∓t+ ψ∓), (22)
where B0±, ψ± and γ± := λxy±λyx are constants. Equa-
tions (21) and (22) are enough to solve for the opti-
mal H(t) and U(t). In particular, thanks to the block-
diagonal form (18) of the Hamiltonian, our task to solve
the Schro¨dinger equation (5) is much simplified and we
finally get the optimal unitary evolution operator as
U(t) =

eiJzt(α0+ + iαz+) 0 0 e
iJzt(αy+ + iαx+)
0 e−iJzt(α0− + iαz−) e−iJzt(αy− + iαx−) 0
0 e−iJzt(−αy− + iαx−) e−iJzt(α0− − iαz−) 0
eiJzt(−αy+ + iαx+) 0 0 eiJzt(α0+ − iαz+)
 , (23)
where we have chosen U(0) = 1 and we have introduced




αx±(t) := ±B0±Ω± sinΩ±t sin(γ±t+ 2ψ±),
αy±(t) := ±(sin γ±t cosΩ±t− γ±Ω± cos γ±t sinΩ±t),
αz±(t) := −B0±Ω± sinΩ±t cos(γ±t+ 2ψ±), (24)
with α20± + α
2





The next step is to find out the coefficients Jz , α0±(T )
and α±(T ) (i.e. the constants B0±, γ± and ψ±), the
time duration T and the global phase χ which realize the
target (11). We now demonstrate this explicitly by a few
simple but interesting examples.
The swap gate: Let us assume that our target is the
swap gate
Uswap :=
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 , (25)
which exchanges the states of qubits 1 and 2. Solv-
ing (11) by comparison of the matrix elements of (23)
and (25) and using (24), we obtain the following set
of parameters: B0+ = γ− = 0, B0−T = pi2 (1 + 2p),
JzT = −pi4 [1 − 2(p + q) − 4(m − n)], 2ψ− = pi2 (1 + 2q),
and χ = −pi
4
[1− 2(p+ q) + 4(m+ n)], where m,n, p and
q are arbitrary integers and T is still to be determined.
The zero values of B0+ and γ−, together with (21) and
(22), imply that B± and J± are constants and therefore,
via (18), that the optimal Hamiltonian is time indepen-
dent. The time optimal duration Tswap can then be found







tions are p = 0 and q = −2(m−n) (or q = −2(m−n)+1),





H = (−1)q ω√
3
 1 0 0 00 −1 2 00 2 −1 0
0 0 0 1
 . (26)
The ‘qft’ gate: Suppose now that we want to realize
the slightly modified target operation
U‘qft’ :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 i
 . (27)
This gate is important as it is essentially equivalent
to performing a quantum Fourier transform (qft) over
two qubits, i.e. Uqft = W1U‘qft’W1, where W1 is the







⊗ 1 (for the explicit definition of the qft
see [4]). The qft is at the core of many quantum algo-
rithms, such as the celebrated Shor’s algorithm [12] for
factoring integers. If we can assume that the Hadamard
transform takes negligible time, our methods generate
the time optimal Hamiltonian to obtain the target Uqft.
An analysis similar to that for the swap gate gives the










3 0 0 0
0 −1 4 0
0 4 −1 0
0 0 0 −1
 . (28)
4The entangler gate: As a last example, we want to find
the optimal way to generate the entangler gate
Uent :=
 cosϕ 0 0 sinϕ0 1 0 00 0 1 0
− sinϕ 0 0 cosϕ
 , (29)
where we choose the angle ϕ ∈ [0, 2pi]. This gate, upon
acting on the initial state |00〉, produces the ϕ-dependent
entangled state cosϕ|00〉 − sinϕ|11〉. For example, when
ϕ = 3pi/4, pi/4, this allows reaching the maximally entan-
gled Bell states |Φ±〉 := (|00〉±|11〉)/√2. As usual, com-







 − cosµ(t) 0 0 sinµ(t)0 0 0 00 0 0 0
sinµ(t) 0 0 cosµ(t)
 , (30)
where µ(t) := 2(γ+t+ψ+), γ+(x)= ω(x−1)/
√
x(1 − x/2)
and x := ϕ/pi (see figure 1).
FIG. 1: Curves for the unitary evolutions (23) of the entangler










, with projections on the α+
planes. Geodesics from the origin would be straight lines.
To summarize, we have studied the problem of find-
ing the time optimal evolution of a unitary operator in
SU(N) and the corresponding time optimal Hamiltonian
within the context of a variational principle. This is a
natural extension of our previous analysis of the time op-
timal evolution of quantum states in the projective space,
and it may be of greater relevance for quantum compu-
tation, whereas the task of finding the best quantum al-
gorithm achieving a certain final answer can be mapped
to the problem of finding the best sequence of unitary
operations with respect to some cost function (time) sub-
ject to certain physical or theoretical constraints. In
particular, we explicitly found the optimal Hamiltonian
and the optimal duration for three important examples
of quantum gates acting on two qubits. The optimal
Hamiltonians realizing the swap and qft gates are time
independent and, therefore, the corresponding optimal
unitary operators follow geodesic curves on the SU(4)
manifold endowed with the metric ds2
U
. This is not the
case for the entangler gate, and as one may expect for
the case of generic gates, where the optimal Hamiltonian
is time dependent and the time evolution of the corre-
sponding unitary operator is not geodesic. We should
caution the reader that, in order to make the variational
principle well defined, the action (1) should be actually
expressed as an integration over a parameter with fixed
initial and final values. Since this does not affect our
results, we have omitted these details for simplicity. Fur-
thermore, we note that, instead of (2), any function of
iU˙U † and H which becomes constant upon using the
Schro¨dinger equation would produce the same quantum
brachistochrone equation (10). In this sense, the choice
of the metric in (2) is not essential for our formulation.
Finally, as for further developments, we do not see any
major obstacle in generalizing our models to the case of
a higher number of qubits.
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