The potential function of the optimistic limit of the colored Jones polynomial and the construction of the solution of the hyperbolicity equations were defined in the authors' previous articles. In this article, we define the Reidemeister transformations of the potential function and the solution by the changes of them under the Reidemeister moves of the link diagram and show the explicit formulas. These two formulas enable us to see the changes of the complex volume formula under the Reidemeister moves. As an application, we can simply specify the discrete faithful representation of the link group by showing a link diagram and one geometric solution.
Introduction

Overview
One of the fundamental theorem of knot theory is the Reidemeister theorem, which states two links are equivalent if and only if their diagrams are related by finite steps of the Reidemeister moves. Therefore, one of the most natural method to obtain a knot invariant is to define a value from a knot diagram and show that the value is invariant under the Reidemeister moves. However, some invariants cannot be defined in this way, especially the ones defined from the hyperbolic structure of the link. This is because, the hyperbolicity equations 1 and their solutions do not change locally under the Reidemeister moves. Especially, when a solution of certain hyperbolicity equations is given, we cannot see how the equations and the solution change under the Reidemeister moves. This is one of the major obstructions to develop a combinatorial approach to the hyperbolic invariants of links.
On the other hand, the optimistic limit method was first introduced at [9] . Although this method was not defined rigorously, the resulting value was optimistically expected to be the actual limit of certain quantum invariants. The rigorous definition of the optimistic limit of the Kashaev invariant was proposed at [13] and the resulting value was proved to be the complex volume of the knot. Although this definition is rigorous and general enough, they requires some unnatural assumptions on the diagram and several technical difficulties. Therefore it was modified to more combinatorial version at [4] . The optimistic limit used in this article is the one defined at [5] and the main results are based on [2] .
In our definition, the triangulation is naturally defined from the link diagram and its hyperbolicity equations, whose solutions determine the boundary-parabolic representations 2 of the link group, are the partial derivatives exp(w k ∂W ∂w k ) = 1 (k = 1, . . . , n) of certain potential function W (w 1 , . . . , w n ). Note that this potential function is combinatorially defined from the link diagram, so it changes naturally under the Reidemeister moves. Then the optimistic limit is defined by the evaluation of the potential function (with slight modification) at certain solution of the hyperbolicity equations. (Explicit definition is the equation (4) .)
Let P be the conjugation quandle consisting of the parabolic elements of PSL(2, C) proposed at [6] . The shadow-coloring of P is a way of assigning elements of P to arcs and regions of the link diagram. The elements on arcs are naturally determined from ρ and the ones on the regions are from certain rules. According to [6] and [2] , we can construct the developing map of a given boundary-parabolic representation ρ : π 1 (L) → PSL(2, C) directly from the shadow-coloring. (The explicit construction is in Figure 11 . Note that this construction is based on [11] and [14] .)
This construction of the solution has two major advantages. At first, if a boundaryparabolic representation ρ is given, then we can always construct the solution corresponding to ρ for any link diagram. (This was the main theorem of [2] .) In other words, for the hyperbolicity equations of our triangulation, we can always guarantee the existence of a geometric solution, 3 which is an assumption in many other texts. Furthermore, the constructed solution changes locally under the Reidemeister moves on the link diagram D. Note that the variables w 1 , . . . , w n of the hyperbolicity equations are assinged to regions of the diagram. Many results of the optimistic limit and other concepts used in this article are scattered in the authors' previous articles. Referring all of them might be quite confusing for readers, so we added many known results here, especially in Sections 2-3, and sometimes we reprove the known results to clarify the discussion.
Reidemeister transformations
To describe the exact definition of the Reidemeister transformation, we have to define the potential function first. Consider a link diagram 4 D of a link L and assign complex variables w 1 , . . . , w n to regions of D. Then we define the potential function of a crossing j as in Figure  1 .
In the definition above, Li 2 (z) := − z 0 log(1−t) t dt is the dilogarithm function. Although it is a multi-valued function depending on the choice of the branches of log t and log(1 − t), the final formula in (4) does not depend on choice of the branches. (See Lemma 2.1's of [4] and [3] ).
The potential function of D is defined by
and we modify it to
− log Also, we define the set of equations
Then I becomes the set of the hyperbolicity equations of the five-term triangulation defined in Section 2. (See Proposition 2.1.) Consider a boundary-parabolic representation ρ : π 1 (L) → PSL(2, C). Then, using the shadow-coloring of P induced by ρ, we can construct the solution w (0) = (w
1 , . . . , w
n ) of I satisfying ρ w (0) = ρ up to conjugation, where ρ w (0) is the representation induced by the five-term triangulation together with the solution w (0) . (The detail is in Section 3. See Proposition 3.4. We will also show that any solution of I can be constructed by this method in Appendix A.) Furthermore, the solution satisfies
where vol(ρ) and cs(ρ) are the hyperbolic volume and the Chern-Simons invariant of ρ, respectively, which were defined in [10] and [14] . We call vol(ρ)+i cs(ρ) the (hyperbolic) complex volume of ρ and define the optimistic limit of the colored Jones polynomial by W 0 (w (0) ). The oriented Reidemeister moves defined in [12] are in Figure 2 . We define the potential functions V R1 , V R1 , V R 2 , V R2 , V R3 and V R3 of Figure 2 as follows:
Note that V R1 is the potential function of the diagram obtained after applying R1 move in Figure 2 
Note that, when applying R2 (or R2 ) move in (5) (or (7) Remark that the Reidemeister transformations of the potential function is nothing but the changes of the potential function defined in (1) under the corresponding Reidemeister moves. 
a , and
For the second Reidemeister moves, we put T R2 (W ) (or T R2 (W )) be the potential function in (5) (or (7)). Then e is uniquely determined by the equation
and
Note that the equation (9) can be expressed explicitly by using the parameters around the region of w b . (Explicit expression of (9) is in Lemma 5.3.)
For the third Reidemeister moves,
where
g is uniquely determined by the equation 
where T (W ) 0 is the modification of the potential function T (W ) by (2).
Proof. This follows from Lemma 4.2, Lemma 4.3, Lemma 4.4 and Proposition 3.4.
Note that when some orientations of the strings in Figure 2 are reversed, the Reidemeister transformations of the solutions can be defined by the exactly same formula. (It will be proved in Section 5.) If we change the potential function according to the changes of the orientation, then Theorem 1.4 still works. Therefore, it defines the un-oriented Reidemeister transformations 6 of the solutions. We will discuss and prove the un-oriented ones in Section 5. Also, the mirror images of the Reidemeister moves will be discussed in Section 5.
As an example of the Reidemeister transformations, we will show the changes of the geometric solution of a diagram D of the figure-eight knot to its mirror image D in Section 6.
In this section, we describe the five-term triangulation of S 3 \(L ∪ {two points}). Many parts of explanation come from [3] .
We place an octahedron A j B j C j D j E j F j on each crossing j of the link diagram as in Figure  3 so that the vertices A j and C j lie on the over-bridge and the vertices B j and D j on the under-bridge of the diagram, respectively. Then we twist the octahedron by gluing edges B j F j to D j F j and A j E j to C j E j , respectively. The edges A j B j , B j C j , C j D j and D j A j are called horizontal edges and we sometimes express these edges in the diagram as arcs around the crossing in the left-hand side of Figure 3 . 
(c) Figure 4 : Three gluing patterns Note that this gluing process identifies vertices {A j , C j } to one point, denoted by −∞, and {B j , D j } to another point, denoted by ∞, and finally {E j , F j } to the other points, denoted by P k where k = 1, . . . , s and s is the number of the components of the link L. The regular neighborhoods of −∞ and ∞ are 3-balls and that of ∪ s k=1 P k is cone over the tori of the link L. Therefore, if we remove the vertices P 1 , . . . , P s from the octahedra, then we obtain a decomposition of S 3 \L, denoted by T . On the other hand, if we remove all the vertices of the octahedra, the result becomes an ideal decomposition of S 3 \(L ∪ {±∞}). We call the latter the octahedral decomposition and denote it by T .
To obtain an ideal triangulation from T , we divide each octahedron
We call the result the five-term triangulation of S 3 \(L ∪ {±∞}). Note that if we assign the shape parameter u ∈ C\{0, 1} to an edge of an ideal hyperbolic tetrahedron, then the other edges are also parametrized by u, u := in Figure 6 (b) are the shape parameters of the tetrahedron A j B j C j D j assigned to the edges B j D j and A j C j . Also note that the assignment of shape parameters here does not depend on the orientations of the link diagram. To obtain the boundary parabolic representation ρ :
, we require two conditions on the ideal triangulation of S 3 \(L ∪ {±∞}); the product of shape parameters on any edge in the triangulation becomes one, and the holonomies induced by meridian and longitude of the boundary torus act as non-trivial translations on the torus cusps.
Note that these conditions are all expressed as equations of shape parameters. The former equations are called (Thurston's) gluing equations, the latter is called completeness condition, and the whole set of these equations are called the hyperbolicity equations. Using Yoshida's construction in Section 4.5 of [8] , an essential solution w (0) of the hyperbolicity equations determines a representation
Proposition 2.1 (Proposition 1.1 of [3] ). The set I defined in (3) is the set of the hyperbolicity equations of the five-term triangulation, where the shape parameters are assigned as in Figure 6 .
The proof of this proposition is quite complicate and technical, so we refer [3] and [5] . The following lemma was stated and used in [3] without proof because it is almost trivial. To avoid confusion, we add the proof here. 
n ) of I is always non-trivial.
Proof. At first, note that we assumed any component of the link diagram contains the gluing pattern in Figure 4 
n ) of I induces a boundary-parabolic representation ρ w (0) . We will make a special solution w (0) from the given representation ρ in the next section, which satisfies ρ w (0) = ρ up to conjugation.
Construction of the solution 3.1 Reviews on shadow-coloring
This section is a summary of definitions and properties we need. For complete descriptions, see Section 2 of [1] . (All definitions and Lemma 3.1 originally came from [6] .)
Let P be the set of parabolic elements of PSL(2, C) = Isom + (H 3 ). We identify C 2 \{0}/± with P by
and define operation * by
where this operation is actually induced by the conjugation as follows:
The inverse operation * −1 is expressed by
and (P, * ) becomes a conjugation quandle. Here, quandle implies, for any a, b, c ∈ P, the map * b : a → a * b is bijective and
hold. Conjugation quandle implies the operation * is defined by the conjugation. We define the Hopf map h :
Note that the image is the fixed point of the Möbius transformation f (z) =
. For an oriented link diagram D of L and a given boundary-parabolic representation ρ, we assign arc-colors a 1 , . . . , a r ∈ P to arcs of D so that each a k is the image of the meridian around the arc under the representation ρ. Note that, in Figure 8 , we have
We also assign region-colors s 1 , . . . , s n ∈ P to regions of D satisfying the rule in Figure  9 . Note that, if an arc-coloring is given, then a choice of one region-color determines all the other region-colors. . Consider the arc-coloring induced by the boundary-parabolic representation ρ : π 1 (L) → PSL(2, C). Then, for any triple (a k , s, s * a k ) of an arc-color a k and its surrounding region-colors s, s * a k as in Figure 9 , there exists a region-coloring satisfying
Proof. For the given arc-colors a 1 , . . . , a r , we choose region-colors s 1 , . . . , s n so that
This is always possible because, each h(s k ) is written as h(s k ) = M k (h(s 1 )) by a Möbius transformation M k , which only depends on the arc-colors a 1 , . . . , a r . If we choose h(s 1 ) ∈ CP 1 away from the finite set
we have h(s k ) / ∈ {h(a 1 ), . . . , h(a r )} for all k. Now consider Figure 9 and assume h(s * a k ) = h(s). Then we obtain
where a k :
of a k = α k β k . Then (15) implies h(s) is the fixed point of a k , which means h(a k ) = h(s) and this contradicts (14) .
We remark that Lemma 3.1 holds for any choice of h(s 1 ) ∈ CP 1 with only finitely many exceptions. Therefore, if we want to find a region-coloring explicitly, we first choose h(s 1 ) / ∈ {h(a 1 ), . . . , h(a r )} and then decide h(s 2 ), . . . , h(s n ) using
If this choice does not satisfy Lemma 3.1, then we change h(s 1 ) and do the same process again. This process is very easy and it ends in finite steps. If proper h(s 1 ) is chosen, then we can easily extend the value h(s 1 ) to a region-color s 1 and find the proper region-coloring {s 1 , . . . , s n }. This observation implies the following corollary. The arc-coloring induced by ρ together with the region-coloring satisfying Lemma 3.1 is called the shadow-coloring induced by ρ. We choose an element p ∈ P so that
The geometric shape of the five-term triangulation in Section 2 will be determined by the shadow-coloring induced by ρ and p in the next section. From now on, we fix the representatives of shadow-colors in C 2 \{0}. As mentioned in [1] , the representatives of some arc-colors may satisfy (13) up to sign, in other words, a m = ±(a l * a k ). However, the representatives of the region-colors are uniquely determined due to the fact s * (±a) = s * a for any region-color s and any arc-color a.
For a = α 1 α 2 and
Then the determinant satisfies det(a * c, b * c) = det(a, b) for any a, b, c ∈ C 2 \{0}. Furthermore, for v 0 , . . . , v 3 ∈ C 2 \{0}, the cross-ratio can be expressed using the determinant by
(For the proofs, see Section 2 of [1] .)
Geometric shape of the five-term triangulation
Note that the five-term triangulation was already defined in Section 2. Consider the crossings in Figure 10 with the shadow-colorings induced by ρ, and let w a , . . . , w d be the variables assigned to regions of D. We place tetrahedra at each crossings of D and assign coordinates of them as in Figure 11 so as to make them hyperbolic ideal tetrahedra in the upper-space model of the hyperbolic 3-space H 3 .
Proposition 3.3 (Proposition 2.3 of [2]
). All the tetrahedra in Figure 11 are non-degenerate.
According to Section 2 of [7] and the proof of Theorem 5 of [6] , the five-term triangulation defined by Figure 11 induces the given representation 7 ρ : π 1 (L) → PSL(2, C) and the shape parameters of this triangulation satisfy the gluing equations of all edges. (The face-pairing maps are the isomorphisms induced by the Möbius transformations of a 1 , . . . , a r ∈ PSL(2, C). Note that this construction is based on the construction method developed at [11] and [14] .) Furthermore, the representation ρ is boundary-parabolic, which implies the shape-parameters satisfy the hyperbolicity equations of the five-term triangulation.
Formula of the solution w (0)
Consider the crossings in Figure 10 and the tetrahedra in Figure 11 . For the positive crossing, we assign shape parameters to the edges as follows: 
On the other hand, for the negative crossing, we assign shape parameters to the edges as follows:
Note that these assignments coincide with the one defined in Figure 6 . 
Then, w n ) is an essential solution of the hyperbolicity equations in I of (3). Furthermore, the solution satisfies ρ w (0) = ρ up to conjugation and
Proof. The first property w (0) k = 0 is trivial from the definition of p in (18). From the discussion below Proposition 3.3, the shape parameters of the five-term triangulation defined by Figure 11 satisfy the hyperbolicity equations and the fundamental domain induces the boundary-parabolic representation ρ.
On the other hand, direct calculation shows the values w
k defined in (19) determines the same shape parameter of the five-term triangulation defined by Figure 11 . Specifically, for the first two cases of the positive crossing, the shape parameters assigned to edges (h(a k ), h(s * a k )) and (h(a k ), h((s * a l ) * a k )) are the cross-ratios
, respectively, and all the other cases can be verified by the same way. From Proposition 2.1, we conclude that
n ) is an essential solution of I. Finally, the identity (20) was already proved in Theorem 1.2 of [3] .
In Appendix A, we will show that any essential solution of I can be constructed by certain shadow-coloring.
Reidemeister transformations on the solution
In this section, we show how the solution w (0) of I defined in Proposition 3.4 changes under the Reidemeister moves. We assume all the region-colorings in this and later sections satisfy Corollary 3.2 so that the original and the transformed solutions are both essential.
At first, we introduce very simple, but useful lemma. Recall that, according to Proposition 2.1, the set I defined in (3) is the set of the hyperbolicity equations. The following lemma shows the hyperbolicity equations do not change under the change of the orientation. 
Proof. It is easily verified by direct calculation. For example,
Reidemeister 1st move
Consider the Reidemeister 1st moves in Figure 13 . Let α ∈ P be the arc-color, s, s * α, (s * α) * α ∈ P be the region-colors and w a , w b , w c be the variables of the potential function. Then, by (19), 
a . Proof. Using the identification (12), let
Then s * α = sA ∈ P and (s * α) * α = sA 2 ∈ P holds by the definition of the operation * . Furthermore, by the Cayley-Hamilton theorem, the matrix A satisfies
where I is the 2 × 2 identity matrix. Using these, we obtain
Reidemeister 2nd moves
Consider the Reidemeister 2nd moves in Figure 14 . Let α, β, α * β ∈ P be the arc-colors, s, s * α, s * β, (s * α) * β ∈ P be the region-colors and w a , . . . , w e be the variables of the potential function. Then, by (19),
e = det(p, s) for the case of R2 move in Figure 14 (a), and
for the case of R2 move in Figure 14 
Reidemeister 3rd move
Consider the Reidemeister 3rd move in Figure 15 . Let α, β, γ, β * γ, (α * β) * γ = (α * γ) * (β * γ) ∈ P be the arc-colors, s, s * α, s * β, s * γ, (s * α) * β, (s * α) * γ, (s * β) * γ, ((s * α) * β) * γ ∈ P be the region-colors and w a , . . . , w g , w h be the variables of the potential function. Then, by (19), 
Proof. Using the identification (12), let α ↔ A, β ↔ B, γ ↔ C,
Also, put p = p 1 p 2 and s = s 1 s 2 .
Then direct calculation shows the following identity:
(Although this identity looks very elementary, the authors cannot find any other proof except the direct calculation.) Applying (22) to this identity proves the lemma.
Orientation change and the mirror image
The proofs of the relations of solutions in Lemma 4.2-4.4 needed orientation of the link diagram. However, we can show that the same relations still hold for any choice of orientations and for the mirror images. (Exact statements will appear below.) These results are very useful when we consider the actual examples because they reduce the number of the Reidemeister moves. and s * −1 (±ia k ) = s * a k . Therefore we define the local orientation change as in Figure 16 . Note that the arc-color of the reversed orientated arc changes to ±ia k , but the region-colors are still well-defined. Therefore, the invariance of the region-colors shows the invariance of the solution under the local orientation change. 
and, for Figure 17(c) , the values satisfy
Proof. By applying the local orientation change whenever it is necessary, we can assign the local orientation of Figure 2 to the un-oriented diagrams in Figure 17 . Then, from the oriented Reidemeister transformations, we obtain the relations (23) and (24). The solution of the hyperbolicity equations is invariant under the local orientation change, so the relations are independent with the choice of the orientations.
r1'
As a result of Proposition 5.2, we define the un-oriented Reidemeister 1st and 3rd transformations of solutions by the same formulas of the oriented version in Definition 1.3. On the other hand, the formula of the oriented Reidemeister 2nd move in Definition 1.3 needed an explicit potential function, which depends on the orientation. However, we can formulate the Reidemeister 2nd move without orientations using the following lemma. At first, we define the weight of the corner as in Figure 18 . 
where j is over all the crossings adjacent to the region R.
Proof. The proof can be easily obtained by direct calculations. In the case of Figure 1(a) ,
and the case of Figure 1 (b) can be obtained from Lemma 4.1. The main equation is obtained by
where j is over all the crossings adjacent to the region R. (Note that if j is not adjacent to the region R, then w k 
and if we apply it from the right to the left, then w By putting p = 2 1 , we obtain Note that the above example was already appeared in Section 3.1. of [2] . From Theorem 1.4, we can easily specify the discrete faithful representation by Figure 22 together with the solution (25). (The explicit construction of the representation can be done by applying Yoshida's construction of [8] to the five-term triangulation defined in Figure 6 .) Now we will apply (un-oriented) Reidemeister moves to the solution in (25). Consider the changes of the figure-eight knot diagrams in Figure 23 .
Note that Figure 23 
A Shadow-coloring induced by a solution
In [2] and this article, we always start from a given boundary-parabolic representation ρ : π 1 (L) → PSL(2, C) and construct a solution (w n ) of the hyperbolicity equations I using (19). In other words, for any representation ρ, we can always construct a solution that induces ρ. Therefore natural question arises that whether any essential solution of I can be constructed by the formula (19) of certain shadow-coloring. This question is important because, if it is true, then any essential solution of I is governed by the Reidemeister transformations. Furthermore, we can characterize the solutions of I by the choices of certain shadow-coloring. 
