The concept of Receding Horizon Control (RHC) is introduced into Genetic Algorithm (GA) in this paper to solve the problem of Arrival Scheduling and Sequencing (ASS) at a busy hub airport. A GA based method is proposed for solving the dynamic ASS problem, and the focus is put on the methodology of integrating the RHC strategy into the GA for real-time implementations in a dynamic environment of air traffic control (ATC). Receding horizon and terminal penalty are investigated in depth as two key techniques of this novel RHC based GA. Simulation results show that the new method proposed in this paper is effective and efficient to solve the ASS problem in a dynamic environment.
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Introduction

Arrival sequencing and scheduling (ASS) is one of the standard problems in Air
Traffic Control (ATC). Simply speaking, ASS is the function of generating efficient landing sequences and landing times for arrivals at the airport so that the safety separation between arrival aircraft is guaranteed, the available capacity at the airport is efficiently used and airborne delays are significantly reduced. [1] A simple way to perform ASS is to schedule arrival aircraft in a first-come-first-served (FCFS) order based on a predicted landing time (PLT) at the runway. Although FCFS scheduling establishes a fair order based on predicted landing time, it ignores other useful information which can be used to efficiently make use of the capacity of the airport, reduce airborne delays and/or improve the service to airlines. For example, "delay exchange" is introduced into the ASS problem in [2] , and in [3] , individual airline priorities among in-coming flights are taken into account and the concept of "priority scheduling" is then defined.
The most widely accepted concept in the practices of ASS is "position shifting" [4] - [11] , which is based on two facts: First, safety regulations state that any two coaltitudinal aircraft must maintain a "minimum horizontal separation", which is a function of the types and of the relative positions of the two aircraft; Second, the "landing speed" of a type of aircraft is generally different from that of another type of aircraft. As a consequence of the variability of the above parameters, the Landing Time Interval (LTI), which is the minimum permissible time interval between two successive landings, is a variable quantity. These differences in separation are mandatory and recognized by ATC regulations. For the sake of simplicity, like [10] , aircraft waiting to land are classified into a relatively small number of distinct categories, according to speed, capacity, weight and other technical characteristics. Table 1 shows the minimum LTIs relative to main categories of commercial aircraft.
In particular, 4 categories are considered: category number 1 identifies Boeing 747
(B747), category number 2 corresponds to Boeing 727 (B727), category number 3
identifies Boeing 707 (B707) and finally category number 4 corresponds to Mc Donnel Douglas DC9 (DC9). It is evident that the LTIs in Table 1 are asymmetric. For example, a minimum LTI of 200 seconds is required for a B727 to follow a B747, while a minimum LTI of only 72 seconds needs to be satisfied for the same pair of aircraft in reverse order. By taking advantage of the asymmetries of the LTIs, in other words, by shifting positions of aircraft in an FCFS landing sequence, it is possible to reduce delays and to improve the capacity of the airport. This paper focuses on the problem of "position shifting" based ASS.
Many efforts have been made to study the problem of "position shifting" based ASS in the past decades, for example, the ASS problem is modeled as a Traveling Salesman Problem (TSP) and dynamic programming algorithms are developed, e.g., see [7] , [8] , [10] and [11] . The above papers mainly focus on developing effective static algorithms. Although the dynamic case is also discussed in [7] , [8] and [10] , the proposed dynamic algorithms are simple extensions of the associated main static results by introducing some constraints. In the real world of ATC, ASS is always carried out in a dynamic environment. Therefore, modeling and developing algorithms directly based on the dynamic feature of the ASS problem could bring advantages.
In this paper, we propose a Receding Horizon Control (RHC) based Genetic Algorithm (GA) for solving the position-shifting based ASS problem in a dynamic ATC environment. As is well known, GA is a large-scale parallel stochastic searching and optimizing algorithm, and it is effective for solving NP-complete problems such as the ASS problem ( [17] and [18] ). The conventional way to apply GA to the dynamic case of the ASS problem is to simply use a GA to repeat optimizing the entire arrival flow during the rest of the operating day. Since a huge number of aircraft arrive at a busy airport every day, the GA used conventionally can hardly meet the need of real-time properties in practice. On the other hand, in a dynamic ATC environment, there is inevitably unreliable information in the predicted arrival flow. For example, some flights may be canceled while some unanticipated aircraft may ask for emergency landing. The conventional way of taking all aircraft into account can not necessarily result in actually optimal or even sub-optimal solutions.
To overcome these drawbacks of a conventional GA, we introduce the concept of RHC to GA for the ASS problem. Simply speaking, RHC is an N-step-ahead online optimization strategy. At each time interval, based on current available information, RHC optimizes the particular problem for the next N intervals in the near future, but only the part of solution corresponding to current interval is implemented. At the next interval, RHC repeats the similar optimizing procedure for another N intervals in the near further based on updated information. Clearly, since not all arrival aircraft are considered in the optimization process of each time interval, the RHC strategy can effectively improve the real-time properties of GA and reduce the influence of unreliable information. However, the introduction of RHC could also make the new GA short-sighted. To guarantee the solution quality of RHC based GA, some techniques which are widely used by RHC algorithms in control engineering are applied in this paper. One of them is the terminal penalty technique.
The remainder of this paper is organized as follows. The basic idea of RHC is briefly explained in Section 2, and then the novel RHC based GA for the ASS problem is proposed in Section 3. Section 4 reports some interesting simulation results. The paper ends with some conclusions in Section 5.
The basic idea of RHC
Receding horizon control has proved to be a very effective online optimization strategy in the area of control engineering, and is very successful when compared with other control strategies. [12] It is easy for RHC to handle complex dynamic systems with various constraints. It also naturally exhibits promising robust performance against uncertainties since the online updated information can be sufficiently used to improve the decision. Within this framework, decisions are made by looking ahead for N steps in terms of a given cost/criterion, and only the decision for the first step is actually implemented. Then the implementation result is checked, and a new decision is made by taking into account of updated information and looking ahead for another N steps. RHC has now been widely accepted in the area of control engineering.
Recently, attention has been paid to applications of RHC to areas like management and operations research. For example, theoretical research work on how to apply MPC (model predictive control, another name for RHC) to a certain class of discreteevent systems was presented in [13] and [14] , and many practical implementations of RHC in the area of commercial planning and marketing were reported in [15] .
However, as mentioned in [16] , the research work on applying RHC to areas other than control engineering is just beginning.
The basic idea of RHC for dynamical optimization problems is illustrated by the flow chart given in Figure 1 . Figure 2 compares the RHC strategy with some other conventional optimization strategies in an intuitive way. It is evident that the offline optimization strategy, as shown in Figure 2 .(a), is not suitable for dynamic optimization processes. However, most algorithms in literature on the ASS problem are mainly tested by using offline strategy, so-called static version, e.g., see [7] , [8] and [10] . The one-step-ahead adjustment strategy in Figure 2 .(b) is often used in the real practice of ASS, due to its simplicity. One-step-ahead adjustment can be considered a special case of RHC, i.e., the length of receding horizon is N=1. This special RHC is always criticized for being short-sighted. Those dynamic versions of algorithms for the ASS problem in literature follows the conventional dynamic optimization strategy shown in Figure 2 .(c). This strategy often suffers from heavy online computational burden, and its performance is relatively too sensitive to disturbances and/or uncertainties included in the current information. Figure 2 . (d) illustrates that the RHC strategy is the best natural trade-off.
Figure 1. The flow chart of RHC
Determine parameters for RHC algorithm, e.g., set time interval and choose N (i.e., the receding horizon is N time intervals long). Let k=0.
At the kth time interval, measure the current system states and collect the environment information in the period from the kth time interval to the (k+N)th time interval.
Based on the current system states and environment information, make decisions for the period from the kth time interval to the (k+N)th time interval.
Only carry out the decision for the kth time interval, and discard the rest decisions for the period from the (k+1)th time interval to the (k+N)th time interval. Let k=k+1.
Is k the end point of the dynamic optimization problem? No
Assess the performance of RHC algorithm.
Yes (a). Offline optimization:
Optimize arrival flow for the entire operating day based on the predicted information before the operating day and generate a static optimal solution.
Start of operating day End of operating day (b). One-step-ahead adjustment: Make adjustment only for the current time interval based on the latest updated information and the static solution of the offline optimization.
Start of operating day End of operating day Current time k k+1
(c). Conventional dynamic optimization: Optimize arrival flow over the period from the current time k to the end of the operating day, and then execute the optimal solution over the period from k to k+1. At time k+1, repeat the same procedure based on new information. And so no.
Start of operating day End of operating day
(d). Receding Horizon Control (RHC):
Optimize arrival flow over the predictive horizon (from the current time k to time k+N ), and then execute the optimal sub-solution over the period from k to k+1. At time k+1, repeat the same procedure based on new information. And so no.
…
Current time k k+1 k+N
Figure 2. Some optimization strategies
However, how to integrate the RHC strategy into GA to develop an effective and practicable method to solve the ASS problem in a dynamic ATC environment requires much more than simply to use whatever kind of GA as the online optimizer in the RHC. To make them work in harmony, in the first place, the GA based online optimizer should be designed from a dynamic point of view, more precisely speaking, from an RHC point of view. Therefore, unlike other literature, we do not have a socalled static version of algorithms in this paper, but directly present our RHC based GA for solving the ASS problem in a dynamic ATC environment. As will be explained in depth later, some techniques, particularly terminal penalty, used by the RHC in control engineering are adopted to design the online GA based optimizer.
RHC based GA for the ASS problem
Formulation of the ASS problem
A number of aircraft are supposed to land at the same runway of an airport during an operating day. Assume the number of the aircraft of concern is N AC , and the operating day is T range -minute long. N AC and T range can be used to estimate the degree of congestion at the runway of the airport. For the ith aircraft AC(i) in the original sequence, , there is a Predicted Landing Time (PLT) at the runway,
Based on this set of PLTs, i.e., t PLT (i),
landing sequence can be directly worked out with respect to safety regulations. As mentioned in Section 1, the safety separation, i.e., minimum LTI, between a pair of successive aircraft, is a function of the type and of the relative positions of the two aircraft. The asymmetries of the LTIs in Table 1 
The goal of ASS is usually to minimize T delay . T length is sometimes also adopted as the index for optimization. The index T delay emphasizes the operating cost of airlines, while the index T length focuses on the capacity of the airport. In many cases, a minimum T delay occurs simultaneously along with a minimum T length . However, this does not mean they are equivalent to each other. Due to the space limit, proposed RHC based GA proposed in this paper will be described only based on the index T delay .
Figure 3. FCFS landing sequence and position shifting
AC (4) 
RHC based GA
The methodology of designing our RHC based GA follows the common practice of GA:-design the structure of chromosomes, choose fitness function, define genetic operators, and introduce some necessary heuristic rule. In addition for each step, we need to take an extra factor into account: how to integrate the concept of RHC.
The structure of chromosomes
In the RHC strategy, generally, not all aircraft in the current arrival flow will be included in the online optimization process at each time interval. Only those aircraft whose PLTs are within the receding horizon will be taken into account. 
Aircraft whose PLTs are within the receding horizon Aircraft outside the receding horizon Each chromosome defines a possible landing sequence over the receding horizon.
Based on the landing order determined by the chromosome and the LTIs listed in 
Fitness function
After the airborne delay of a possible landing sequence is calculated according to (3) , the fitness of the associated chromosome can be simply defined as max max
where T max denotes the maximum airborne delay in a certain generation of chromosomes. However, due to the concept of RHC, the possible landing sequence probably does not include all aircraft in the original sequence. The implementation of this possible landing sequence will obviously have a certain influence on the scheduling and sequencing of those aircraft outside the current receding horizon.
Neither Eq. (3) nor Eq. (4) does anything to assess this influence. This could end up with a short-sighted algorithm.
In our RHC based GA, the idea of using terminal penalty in the RHC of control engineering is borrowed to defined a novel fitness function as
where 0 α ≥ is a weighting coefficient, K is the discrete-time index corresponding to the end of operating day,
is the number of those aircraft whose ALTs are within the receding horizon, and denotes the maximum in a certain generation of chromosomes.
The second term on the right side of Eq. (5) is the terminal penalty, which assesses the influence of the current landing sequence on those aircraft outside the receding horizon. From Eq. (5), it can be seen that the terminal penalty is a function in terms of the average delay and the density of those aircraft whose PLTs are within the receding horizon, and the number and the density of those aircraft which are outside the receding horizon after the current run of the online optimization routine. A larger average delay usually means less aircraft will be cleared during the current time interval, and therefore more aircraft will be left for future optimization processes.
, the number of those aircraft whose ALTs are within the receding horizon, is probably different from , the number of those aircraft whose PLTs are within the receding horizon, particularly at a busy airport. Basically, a smaller
means more aircraft are delayed for future scheduling and sequencing. If more aircraft are left for future optimization, or if the density of such aircraft, i.e.
, is larger than the density of those aircraft whose PLTs are within the receding horizon, i.e. , the quality of the current solution determined by the chromosome will have a stronger negative influence on the future. 
Genetic operators
Basically, there are two kinds genetic operators in GA: crossover and mutation.
As pointed out in [19] , there has long been a strong debate about the usefulness of crossover, and the general agreement today is that the answer is problem-dependent.
In the ASS problem, each aircraft can appear only once in a chromosome. When information is exchanged between two chromosomes during crossover, an additional checking process has to apply to make sure that no aircraft appears more than once in any offspring chromosome. Actually, if more than 3 genes are exchanged randomly between two chromosomes, the offspring chromosomes are very likely invalid. If only two genes are exchanged, then the effect of crossover will be quite similar to that of mutation. Therefore, with the structure of chromosomes given in Section 3.2.1, it is difficult to define an effective crossover operator. In our RHC based GA for the ASS Problem, we only adopt mutation operation, which is illustrated by Figure 5. 
Heuristic rules for setting algorithm parameters
To improve the solution quality as well as to increase the converging speed of GA, special problem-orient heuristic rules are always introduced for setting algorithm parameters in various practices of GA. The following are some heuristic rules proposed for our RHC based GA to resolve the position-shifting based ASS problem.
• Mutation can increase the variety of chromosomes and therefore improve the solution quality of GA. However, if mutation is more often than necessary, besides the increase of computational burden, the solution quality could degrade since good chromosomes are likely to be destroyed. To achieve a good trade-off, we employ self-adjusting mutation probability. Assuming the basic mutation probability is P b =0.3, the actual probability P a for mutating between gene i and gene j (j>i) is calculated in steps as follows.
(a). Firstly, set P a =P b .
(b). If AC(a i |k) and AC(a j |k) belong to the same category, set P a =0 and the calculation of mutation probability for these two genes is over.
(c). Otherwise, if the LTI between AC(a i |k) and AC(a j |k) is larger than the LTI
between AC(a j |k) and AC(a i |k), let P a = P a +0.2.
(d). Adjust P a according to the difference between t PLT (a i |k) and t PLT (a j |k)
(e). Adjust P a according to |a i -a j | 3 0.1min(1, )
The physical meaning in Eq. (7) and Eq. (8) is obvious: the closer two aircraft are to each other, the more likely they should change positions. 
From Eq. (9) and Eq. (10), one can see that more aircraft are included in the online optimization process, more chromosomes and more generations are needed to guarantee the solution quality. The parameters in Eq. (9) and Eq. (10) are chosen and tested through extensive simulation. In the case of M AC (k) 30, they result in satisfactory solution quality and tolerable computational burden. 
Flow chart of the RHC based GA
With the above technical preparations, our RHC based GA for the ASS problem can be eventually developed by simply following the framework of common RHC algorithms, as illustrated by the flow chart in Figure 6 .
The successful design of the RHC based GA partially depends on a proper choice of the length of receding horizon, N. If N is too small, most useful information could be missed out, and therefore, the RHC algorithm could be short-sighted and exhibit poor performance. On the other hand, if N is too large, the computational burden will become very heavy, and in addition, much more unreliable information in the future is used and could degrade the solution quality of the algorithm.
To assess whether a RHC based GA is properly designed as well as to fairly compare the new algorithm with other relevant literature, the last step in flow chart sums up the actual airborne delay occurring in the entire operating day.
According to the nature of ASS problem at the concerned airport, set time interval and choose N for the RHC based GA. Let k=0.
At the kth time interval, predict the arrival flow in the rest of the operating day, and filter out those aircraft within the receding horizon. If k>0, record the ALT of the last aircraft cleared in the (k-1)th time interval.
Simulation results
To fully investigate the performance of the RHC based GA proposed in this paper, which is hereafter denoted as RHC_GA, we compare it with two other algorithms based on conventional dynamic optimization (CDO) strategy: a conventional GA, denoted as CDO_GA, and the algorithm reported in [10] , denoted as CDO_TSP. The algorithm in [10] is developed by modeling the ASS problem as a traveling salesman problem (TSP). Since the CDO_GA is based on the conventional dynamic optimization strategy, its chromosomes are usually longer than those in the RHC_GA, its fitness function is defined by Eq. (3) and (4), and wherever it is applicable, used in the RHC_GA should be replaced by . All following simulation is conducted with a Pentium II (300MHz) based PC.
To illustrate how these three algorithms work, Table 2 gives the results of a realistic large scale problem with 30 aircraft. The data of the original arrival flow is borrowed directly from [10] . In order to compare with the data given in [10] , no disturbances/uncertainties are considered at this stage. In Table 2 , in the first three columns we list the aircraft serial number in the original sequence, categories and PLTs; in the second three columns, the actual sequence of landing aircraft, with their categories and ALTs, issued by the CDO_TSP; in the third three columns, the actual sequence of landing aircraft, with their categories and ALTs, issued by the CDO_GA; in the last three columns, actual the sequence of landing aircraft, with their categories and ALTs, issued by the RHC_GA with a receding horizon of 4 steps long. In the simulation, the operating interval T OI is set as 5 minutes. In Table 2 , the landing sequence generated by the RHC_GA is better than that of the CDO_GA, and similar to that of the CDO_TSP. However, due to the nature of GA (a stochastic optimization method), no general conclusion regarding the performance of these three algorithms can be made from just Table 2 , until more simulation studies are conducted.
In [10] , besides the original arrival flow used in Table 2 , there are another two original arrival flows: an uncongested case and a congested case. We also apply the CDO_GA and the RHC_GA to them. To distinguish from the case in Table 2 , we consider the case in Table 2 as a normal case. In either of these three cases, the total number of aircraft is 30, but they have different degrees of congestion. The detailed data of the original arrival flows can be found in [10] . We then introduce 20% uncertainties (the PLTs of 20% of the aircraft are not correct) into these three original arrival flows to simulate a dynamic ATC environment. In each case, the uncertainties are generated randomly for 50 times, and the data of uncertainties are saved in 50 files. For the CDO_GA and RHC_GA, 10 simulation runs with the same data of uncertainties saved in each of 50 files are conducted. In total, simulation is conducted for 500 times in each case. Since the CDO_TSP is not a stochastic optimization method (refer to [10] ), only one simulation run is conducted with the data in each of 50 files, and therefore in total 50 simulation runs are conducted in each case. Due to limited space, we only list some key data of our simulation results in Table 3 . From the data in Table 3 , one can see that, regarding the average delay of each aircraft, the solution quality of the CDO_GA is the worst, while the RHC_GA achieves even better performance than the CDO_TSP. Although the CDO_GA and the CDO_TSP consider all aircraft in the original arrival flow, clearly they do not achieve the global optimal solution. There are two reasons for this. Firstly, because they both belong to the family of generate-and-test methods (for more details about CDO_TSP, see [10] ), the quality of either CDO_GA or CDO_TSP is sensitive to the size of the solution space. Secondly, there are uncertainties in the predicted arrival flows. For the RHC_GA, the size of solution space for each online optimization routine is mainly determined by the length of receding horizon. By choosing a proper receding horizon, it is relatively easier to maintain the solution quality over the receding horizon at a certain level as well as to reduce the influence of uncertainties. By the nature of the ASS problem, small delay at each step usually results in a small total delay in the operating day. Therefore, the RHC_GA achieves the best performance. Although the CDO_TSP is much more effective than the CDO_GA, from the relevant data in Table   3 (e.g., the landing orders for aircraft [15] [16] [17] , one can see that the CDO_TSP sometimes makes unnecessary position-shiftings, which also explains why the RHC_GA is better even than the CDO_TSP.
As for computational burden, thanks to the receding horizon strategy, the average computational time by an online optimization routine under the RHC_GA is the least. Table 3 , one can image the advantages of the RHC_GA against either CDO_GA or CDO_TSP regarding computational efficiency when the operating day becomes 8 hours long or even longer. Table 4 shows the influence of the length of receding horizon on the performance and the computational burden of the RHC_GA. From the data in Table 4 , one can see that, in general, as N increases, the performance of the RHC_GA improves at first, and then degrades when N is too large. This is understandable. Due to the natures of the GA optimizer and of the ASS problem, the performance should degrade with the length of receding horizon. But a too short receding horizon could result in shortsighted performance, e.g., when N=1. Clearly, in this simulation, the receding horizon should be within 2 to 4 to achieve the best performance. Online computational burden is no doubt increasing as N goes up. 
Conclusions
Airports, especially busy hub airports, prove to be the bottlenecks in the air traffic control system. How to carry out arrival scheduling and sequencing effectively and efficiently is one of main concerns in improving the safety, capacity and efficiency of airports. This paper proposes a novel Receding Horizon Control (RHC) based Genetic Algorithm (GA) to help solve the problem of Arrival Scheduling and Sequencing (ASS) in a dynamic environment. The emphasis is put on the methodology of how to integrate the RHC strategy into GA, and special attention is paid to receding horizon and terminal penalty. The potential advantages of the proposed RHC based GA for the ASS problem, with regard to airborne delay and computational burden, are investigated. In general, it is found that for the ASS problem, the RHC based GA achieves much better performance than a pure GA, while requiring much less computational time.
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