We study the existence and uniqueness of positive solutions for a class of singular m-point boundary value problems of second order differential equations on a measure chain. A sharper sufficient condition for the existence and uniqueness of 
Introduction
In this paper, we present the existence of positive solutions for the following second order singular -point boundary value problem on a measure chain:
ΔΔ ( ) + ( ) ( , ( )) = 0, 0 < < ,
where 0 < < , = 1, . . . , − 2, 0 < 1 < 2 < ⋅ ⋅ ⋅ < −2 < are constants and 0 < ∑
−2 =1
< , ≥ 3. We assume that 0 < < +∞ belong to T. We use (0, ) to denote (0, ) ∩ T, and similar notations are used for other intervals. The function : (0, ) → [0, +∞) is rdcontinuous, : (0, ) × (0, +∞) → [0, +∞) is continuous, and ( , ) may be singular at = 0 and = , = 0. Observe that when T = or T = , the problem (1)- (2) reduces to boundary value problems of ordinary differential equations or difference equations.
The existence of positive solutions for boundary value problem on a measure chain has been paid more attentions by many researchers. Related problems on measure chains can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Recently, by making use of the Krasnosel'skii fixed point theorem, Goodrich [1] studied the existence of at least one positive solution for the following boundary value problem:
ΔΔ ( ) + ( , ( )) = 0, ∈ ( , 2 ( )) ,
where the nonlocal boundary condition : C rd ([ , 2 ( )] T , R) → [0, +∞) is continuous.
Sun and Li [5] gave the existence results of the following three-point boundary value problem on time scale T: 
By employing the Krasnosel'skii fixed point theorem, Hao et al. [2] discussed the existence of positive solutions of the following boundary value problem on a time scale:
Inspired and motivated greatly by the work of [1, 2, 5-9], we establish the existence and uniqueness of positive solution for singular -point boundary value problem (1)- (2) . By constructing lower and upper solutions and using the maximal theorem, we not only obtain a sharper sufficient condition for the existence and uniqueness of rd [0, ] positive solution, but also prove a sufficient condition for the existence of We state some basic notions connected to time scales, which can be found in [9] . Definition 1. Let T be a time scale. For ∈ T, the forward jump operator : T → T is defined by
and one defines the backward jump operator : T → T by
Definition 2. One says that is right-scattered if ( ) > , and one says that is left-scattered if ( ) < . Points are said to be isolated if they are both right-scattered and left-scattered.
Definition 3.
One says that is right-dense if < sup T and ( ) = , and one says that is left-dense if > inf T and ( ) = . Points are said to be dense if they are both rightdense and left-dense. One defines the graininess function :
For convenience, one lists the following conditions which will be referred to later:
< , > 3, and 0 < ∑ 
Preliminaries and Lemmas
Similarly, ( ) ∈ 
One says ( ( ), ( )) is a couple of lower and upper solutions of the problem (1)- (2), if there exist a lower solution ( ) and an upper solution ( ) of the problem (1)-(2) such that
Lemma 6 (maximal principle). Suppose that (H 1 ) is satisfied. In addition, assume that 0 Proof. For all ∈ , let
then 1 ≥ 0, 2 ≥ 0, and ( ) ≥ 0, ∈ (0, ). Integrating (14) from 0 to , we obtain
Again integrating (16) from 0 to and exchanging integral sequence, we get
From (17) and boundary condition (15), we obtain
where
> 0 and
Consequently, from (18) and the definition of ( , ), we see that
We will use the Banach space ( , ‖ ⋅ ‖) equipped with the
there exists a real number ,
where ( ) = ( , ). Then is a positive cone of . Define the nonlinear operator as follows:
which for notational simplicity will be written as
where ∈ (0, ) with 0 < 1 < ⋅ ⋅ ⋅ < −2 < and
It is easy to see that
It is clear that the existence of a positive solution of (1)- (2) is equivalent to the existence of a nontrivial fixed point of in .
Lemma 7. Suppose that (H 1 )-(H 3 ) hold. Then
⊂ , and is a decreasing operator.
Proof. It is obvious that ( ) ∈ , so is not empty:
For all ( ) ∈ , by the definition of , there exists a real number , such that ( ) ≥ ( ), ∈ [0, ]. From (H 3 ), we know that
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From the definition of ( , ) and (23), we find
On the other hand, for all ∈ , by making use of (25), we obtain
Therefore is well defined on , and ∈ for all ∈ . So ⊂ . For all 1 , 2 ∈ with 1 < 2 , from (H 2 ), we see that
Therefore, ( 1 )( ) ≥ ( 2 )( ) and hence is a decreasing operator.
Lemma 8. Suppose that (H 1 )-(H 3 ) hold. Then for any ∈ , the problem (1)-(2) has an upper solution and a lower solution , and ( ( ), ( )) is a couple of lower and upper solution of the problem (1)-(2).
Proof. For all ∈ , we know that
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By simple computation, we obtain
Let
Obviously ( ), ( ) are well defined, and
Since ⊂ , then for any ( ) ∈ , we see that ( )( ) ∈ . Thus there exists positive real number , such that ( )( ) ≥ ( ). From (35) and (36), we know that
where 1 = min{1, }. Therefore , ∈ . Thus ( )( ) and ( )( ) are well defined, and
Since is a nonincreasing operator, from (35), we know that
From (34) and the above discussion, we know that
Equation (33) implies ( )( ) and ( )( ) satisfy conditions (2) . From (38) and (40), we know that
is a couple of lower and upper solution of the problem (1)- (2), and , ∈ . Therefore
Consequently Define auxiliary function ( , ) and operator as follows:
Main Results
Obviously, we see that ( , ) : (0, ) × (0, +∞) → [0, +∞) is continuous. Consider the following second order differential equation -point singular boundary value problem:
It is well known that the existence of a positive solution of problem (46) is equivalent to the existence of a nontrivial fixed point of in . Now we prove that is a completely continuous operator. From ( ) ∈ , there exists a positive real number 1 such that ( ) ≥ 1 ( ), for all ∈ [0, ]. Combining (H 2 )∼(H 3 ) with (44) and (42), we know that
is definitely a finite real number. Denote
Let constant > 0, for all ∈ = { ∈ : ‖ ‖ ≤ }. Thus, we obtain
Consequently, ( ) is uniformly bounded. Now we prove that is compact. Let ⊂ be a bounded set. Then there exists 1 > 0 such that ‖ ‖ ≤ 1 , for all ∈ . It is easy to prove that ( ) is a bounded set in . Since 
. (52) Thus, from (51) and (52), for all 1 , 2 ∈ B such that | 1 − 2 | < , we obtain
which implies is continuous on . Consequently is a completely continuous operator. From Schauder fixed point theorem [7] on time scale, we know that has at least one positive fixed point ∈ rd [0, ] ∩ 1 rd (0, ) in , and ( ) satisfies = . Thus ( ) satisfies the following differential equation -point boundary value problem:
7 Now we will prove that ( ) ≤ ( ) ≤ ( ), for all ∈ [0, ]. First, we will prove that ( ) ≤ ( ), for all ∈ [0, ]. In fact, if not, then there exists * ∈ (0, ) such that
Then ( ) < ( ), for all ∈ ( , ). Thus from (44), we see that ( , ( )) = ( , ( )). Combining (43) with (44), we get
In view of the above discussion and (54), we have
For above , , ( ), there are two cases:
If (1) holds, then ( ) > 0, for all ∈ [ , ] which contradicts (55).
If (2) holds, from ( ) > 0, we know that = 0,
. From ( ) = 0 it follows that ( * ) ≤ 0, which contradicts (55).
Thus we have ( ) ≥ ( ).
Similarly, we can verify that ( ) ≤ ( ). Consequently ( ) is a positive solution of the problem (1)-(2). (2), and 1 ( ) ̸ = 2 ( ). Without loss of generality, we assume that
and ( ) = 2 ( ) − 1 ( ) for all ∈ [0, ]. It is easy to see that there are two cases for above , ,
Case (i). From
ΔΔ ( ) > 0 and ( ) = ( ) = 0, we obtain ( ) ≤ 0, ∈ [ , ], which contradicts 2 ( * ) > 1 ( * ).
Case (ii)
. From ( ) > 0, we know that = 0, Δ ( * ) = 0. 
Then, the problem (1)- (2) 
Proof. By making use of Lemma 8, we know that the problem (1)- (2) has a couple of lower and upper solution. Applying Theorem 9 we see that the problem (1)- (2) 
On the other hand,
where = min ∈[0, ] ( , ) ∫ 0 ( ) ( , ( ))Δ . Therefore, from (62) and (63), we see that (60) holds. 
Then the following problem Remark 15. Without the cavity of ( , ) and other stronger conditions imposed on ( , ), only ( , ) nonincreasing with respect to , we obtain new results. The main results hold even if the problem is nonsingular.
Examples
In this section, we will present two examples to illustrate the main result in this paper. 
Then, the four-point boundary value problem (65) has at least one positive solution.
Note that ( ) = 1, for ∈ (0, 1), ( , ) = 1/ 3 √ (1 − ) is nonincreasing in , and ( , ) is singular at = 0 and = 1. 
Thus, the existence of a positive solution follows from Theorem 9.
