We proposed a new formula for the Z2 invariant for topological insulators, which remains valid without translational invariance. Our formula is a local expression, in the sense that the contributions mainly come from quantities near a point. Using almost commute matrices, we proposed a method to approximate this invariant with local information. The validity of the formula and the approximation method is proved.
We proposed a new formula for the Z2 invariant for topological insulators, which remains valid without translational invariance. Our formula is a local expression, in the sense that the contributions mainly come from quantities near a point. Using almost commute matrices, we proposed a method to approximate this invariant with local information. The validity of the formula and the approximation method is proved.
I. INTRODUCTION
One of the most important progresses of condensed matter physics in recent years is the realization of many topological phases of matter beyond the LandauGinzburg paradigm. While the general classification of topological phases is still in progress, the classification for gapped non-interacting fermions is well-established [1] [2] [3] [4] and shows beautiful connections to K-theory and symmetric spaces. According to the action of several discrete symmetries, systems are classified into 10 classes. In each class, systems are labeled by a topological invariant valued in Z or Z 2 . The pattern appearing for various dimensions can be naturally explained by the Bott periodicity [5, 6] and can be arranged into a periodic table.
A topological insulator, first proposed by Kane and Mele in Ref. 7 , is a nontrivial system in 2D with timereversal symmetry which squared to −1 (AII class in the Altland-Zirnbauer classification [1] ). It is characterized by the gapless helical edge modes protected by the timereversal-symmetry [8] , and the band-crossing in the language of topological band theory. The topological invariant in this case is a Z 2 number which we call Kane-Mele invariant.
For systems with translational invariance, one can get analytical formulas for the topological invariants by working in momentum space and considering essentially some vector bundles (with symmetries) [2] [3] [4] over the Brillouin zone. For example, see Refs. 7, 9-13 for various formulas for the Z 2 Kane-Mele invariant.
While the classification is believed to be robust against disorder [3, 14, 15] , analytical formulas are more difficult to find. Nevertheless, one can still get useful results from noncommutative geometry/topology considerations [16] [17] [18] [19] , which may manifest itself as a (Fredholm, mod 2 Fredholm, Bott, etc) index [20] [21] [22] [23] [24] [25] 1 ; or from physical considerations such as scattering theory [26] . A nice example is the following formula [27] for two-dimensional Chern insulators (class A):
j∈A k∈B l∈C (P jk P kl P lj − P jl P lk P kj ), (1) 1 some of them are abstract definitions and do not tell us how to calculate them efficiently.
where P is the orthogonal projection operator onto filled bands, or equivalently the ground state correlation matrix. {A, B, C} is a partition of the plane into 3 parts, as in Fig. 1(b) . This formula reveals the local nature of the Chern number: assuming P ij decays fast enough as |i − j|→ ∞, then v(P ) can be well approximated by only summing over j, k, l near the intersection point. For example, truncate the plane with a circle as in Fig. 1 (c), then the same summation (with A, B, and C now finite) provides a good estimation. In this paper, we propose a new formula for the Z 2 invariant for topological insulators in two dimensions, which remains valid with disorder. Importantly, our approach is purely topological, in the sense that we discard many geometrical information/choices such as distances and angles [see Eq. (16)]. Moreover, we only requires a mobility gap instead of a spectral gap. Similar to Eq. (1), the input of our formula is the projection P . Also similar to Eq. (1), our formula is essentially a local expression, in the sense that the contribution mainly comes from quantities near a point. As a result, one can expect to calculate it with sufficient precision by a truncation near that point. This paper is organized as follows. In Sec. II, we explain the physics intuition and give a physical derivation of our formula. In Sec. III, we formally state our formula and show that it is well-defined. In Sec. IV, based on the theory of almost commuting matrices, we introduce a method to numerically calculate the invariant from a finite-size system. We present some numerical results in Sec. V. In Sec. VI, we investigate the properties of our arXiv:1905.12649v2 [cond-mat.mes-hall] 2 Jun 2019 formula and sketch the proof of our main proposition. To keep the paper more accessible, some technical details are gathered into the appendix A.
II. INTUITION-FLUX INSERTION AND TOPOLOGICAL INVARIANT
In this section, we put Chern insulator/topological insulator on a punctured plane and insert fluxes at the origin, see Fig. 1(a) . We will explain how the physics of flux insertion is related to topological invariant. This section aims to explain our intuition and provide a physical derivation of our formula, hence some statements here may not very rigorous. We will establish our results carefully in the following sections.
Recall the simple case-Chern insulators, which can be realized in integer anomalous quantum hall systems. In this case, we have the well-known Thouless charge pump [28] : when a flux unit is adiabatically inserted, it induces an annular electric field, which in turn produces a radial electric current due to the Hall effect. As a result, electrons are pushed away from (or close to, depending on the sign of the current) the origin for "one unit". In Fig. 2 we draw the band structure for boundary states (near the puncture). Diagrammatically, when a flux unit is inserted, every occupied state moves towards top right to a lower level.
Band for boundary states of a Chern insulator.
• means filled, • means empty. After a unit flux insertion, every filled state moves towards top right to the next level. In this process, the label ki is tight to the electron, not the level.
The new many-body state is not the ground state, because there is an filled state above the Fermi level. Compare to the ground states, we can see that the new ground state has one less electron (k 0 electron in Fig. 2 ) than the old one (note that we are doing ∞ − ∞, see comments below). The difference of number of electrons in ground states is exactly the Chern number. This is the idea behind Ref. 20: Chern number = Ind(P, P ),
where P/P is the projection operator onto filled states before/after the flux insertion, Ind is the relative index for a pair of projections, which intuitively counts the difference of their ranks (dimension of eigenvalue 1 subspace, number of filled levels in physics). Since the rank is just Tr(P ) and Tr(P ), one may expect
This formula is indeed correct if Tr(P − P ) is welldefined-if (P − P ) is trace class [29] . This is not the case for nontrivial Chern insulator though: Ind(P, P ) is still well-defined [20] but one need more complicated formula to evaluate it, which is essentially Eq. (1).
Now we turn to topological insulators. In this case, we adiabatically insert a 1/2-flux quanta. As shown in Fig. 3 , what happens is: energies for left-movers increase, while energies for right-movers decrease. If we assume (without loss of generality) the Fermi level is right below an empty state, the ground state after the flux insertion will have one more electron than before. We want to count the number of extra electrons to determine the Kane-Mele invariant ν KM (mod 2).
Band for boundary states of a topological insulator. After a half flux insertion, we get one more state under the Fermi level, which is geometrically near the vertex (flux).
To do this, we first count the number of electrons in a finite disk with radius r (the system is still on an infinite plane, we are just draw a virtual circle do define a disk). Due to time reversal symmetry, topological insulator have zero total Hall conductance, so the number of electrons inside the disk remains unchanged under adiabatic flux insertion. However, there is a vertex state (k R 0 in Fig. 3 ) that is left empty, so in the new ground state the number of electrons in disk is increased by 1:
where means ground state expectation value (note again that ground states before and after the flux insertion are different).
Since P is the projection onto filled states, H 0 = 1−P can be regarded as a spectral-flattened Hamiltonian (filled=0, empty=1). Denote H 1 2 to be the Hamiltonian after flux-insertion, consider Q = 1−H 1 2 and correspond-ing projection matrix Q, see Sec. III for details. We have
Here N r is the number of electrons in disk r, P r , Q r is the truncation of P, Q (Q r means (Q) r : spectral flatten before truncation). The last equation is because P and Q have the same diagonal elements (see Sec. III) and they are finite matrices.
Thus, we expect (6)
One may want to apply the same idea to Chern insulator. This will just lead to 0 = 0. Indeed, we still have ∆ #electrons in a (large) disk = lim r→∞ Tr(Q r − Q r ).
(7)
However, there will always be an electron go into (or out of) the disk adiabatically, which compensates the lost (or extra) state, so ∆ #electrons in disk in the l.h.s is always 0 in this case. This can also be seen from the (large) gauge equivalence between the two systems before and after a unit flux insertion. For the r.h.s, since Q = P in this case is already a projection, Q = Q, so the r.h.s is 0. The difference between topological insulators and Chern insulators is: in the former case the number of electrons go through the boundary r is 0 in average (because of zero Hall conductance), while in the latter it is always 1 (or −1)
III. FORMULA FOR INFINITE SYSTEM
In this section, we will carefully define the quantities in our main formula Eq. (6) and show its well-definedness.
The input of our formula will be the single-body projection operator P , which is related to the spectrumflattened Hamiltonian H 0 = 1 − P . For gapped states, P decays at least exponentially [30] :
According to the Peierls substitution [31] , if we insert a 1/2-flux at a vertex, the new (single-body) Hamiltonian can be written as
where
Here s x,y are phases such that for any loop l = (x 1 , x 2 , · · · , x n = x 1 ), we have
s xi,xi+1 = −1, if the vertex is in the loop 1, otherwise .
(10) These phases can be chosen as follows: we divide the plane into 3 regions, as in Fig. 1(b) .
Let n x,y to be the number intersections of the straight line segment (x, y) with 3 boundaries l 1 , l 2 , l 3 , set
We call this gauge "insert half fluxes along the boundaries". While P is a projection, Q no longer is. Actually, we have
where means sum under constraint
Since matrix elements of P decays exponentially, V is mainly supported around the vertex (hence the notation V ) due to the constraint. To be specific, we have:
where r = max{|x|, |y|}.
Proof. Let's calculate V x,y :
(13) From geometry, it's obvious that |x − z|+|z − y|> r if s xyz = −1, so the summation can be controlled by
(This is a pretty crude estimation but is enough.)
In the following, we will refer call property as "exponential decay property" (EDP). Intuitively, Q 2 − Q satisfies EDP means the deviation of Q from a projection mainly comes from states near the vertex point. If we spectral flatten Q to Q (for eigenvalues λ ≤ 1 2 , convert it to 0, otherwise convert it to 1), we anticipate that Q − Q is mainly supported near the vertex. Actually Q − Q also obeys EDP, but we don't need this result. We only need the following:
Proof. |x −x|≤ 2|x 2 − x| for ∀x ∈ R, so |Q − Q|≤ 2|Q 2 − Q|= 2|V | as an operator (note that they commute). Since V obeys EDP, V must be trace class (see the corollary after lemma 2 in appendix A 1), so is Q − Q.
Therefore, it's legal to define a "trace over vertex states" as
Note that in the definition of Q we can arbitrarily choose the chemical potential µ ∈ (0, 1), so the Tr v (Q) should be naturally understood as mod 1. In the case of topological insulator, Q has time reversal symmetry, every states is Kramers paired, so Tr v (Q) can be naturally understood as mod 2. We will see in the following that it is Tr v (Q) mod 2 (instead of Tr v (Q) itself for a fixed "chemical potential") that has good properties. Also note that Q is not trace class in general, so we cannot define Tr v (Q) as Tr(Q) mod 2.
According to the above analysis, this expression is welldefined and the contributions mainly comes from states near the vertex-it is a local expression. Interestingly, this local expression turns out to be independent of the flux-insertion point we choose-it only depends on the state itself. Moreover, it's an integer and is topologically invariant. Our main proposition is as follows:
The derivation of our proposition is in Sec. VI and the appendix. Before going on, we give three comments on our formula.
1. There is another construction of Q, closely related to the one given by Eq. (10):
where AB means P AB , a block in the original matrix P . If we consider a circle with many sites on it, it still gives us a total phase −1. In this case,
where ACB means P AC P CB , etc. It is still concentrated near the vertex (satisfies EDP), as long as the partition is good 2 . So we can follow the same procedure to define a new Tr v (Q).
The Q defined here is not unitary equivalent to the one in Eq. (10)-they have different spectra in general. However, in Sec. VI we will show that Tr v (Q) defined from them are equal (mod 2). We call the Q in Eq. (16) the topological one, denoted by Q t , because its definition doesn't depends on the geometric information such as "straight line segments".
The Q in Eq. (10) will be called the geometric one, denoted by Q g . It has the advantage of gauge invariance and many quantities (like spec(Q)) defined from it are manifestly independent of the partition.
For systems in the DIII class (TRS
where TRS is time-reversal-symmetry and PHS is particle-hole symmetry), our formula can be simplified.
Indeed, since the original system has PHS:
where (2P −1) is the spectral-flattened Hamiltonian with spetrum={±1}. K ph is an onsite action, and commute with the operation from P to Q, so the same equation holds for Q. Therefore the spectra of Q is symmetric with respect to 1/2:
Now, for a spectrum q such that q = 1 2 , the Kramers degeneracy and PHS provides us a fourfold {q, q, 1 − q, 1 − q}, which contributes 0 to Tr v (Q) (mod 2). So
. (20) 3. The input P is the correlation matrix for an infinite system. If we start with a finite system, say a topological insulator on the sphere, then our formula always gives 0.
Mathematically, this is because both Tr(Q) and Tr(Q) = Tr(P ) are even due to time reversal symmetry. Physically, it is because when inserting a flux at some point, it is unavoidable to insert another flux at somewhere else for a closed geometry, then our formula counts the vertex states at both points. To get the right invariant, we need to "isolate" the physics at one vertex.
IV. APPROXIMATION FROM FINITE SYSTEM
Although the input of our formula is an infinitedimensional operator P , our formula is a trace of vertex states, which should only depends on the physics near the origin. Let's truncate the plane with a circle r, see Fig. 1 (c). Denote P N and Q N to be the truncation of P and Q, where N is the number of sites inside the circle, N ∼ r 2 . We expect that one can approximate the invariant with data near the origin, i.e. with matrix elements of P N or equivalently Q N .
However, a naive limit lim N →∞ Tr(Q N −Q N ) is wrong: it will give lim Tr(P N ) (mod 2) since Tr(Q N ) is even. This is because Q N = (Q) N . Physically, Q N and Q do have similar "vertex states". However, unlike Q, Q N also includes boundary contributions (see Eq. (22)), which need to be excluded.
We claim that we can use the following algorithm to approximate our invariant.
• Construct a matrix V N by
V N will be almost commuted with Q N and it will tell us whether a state is near the vertex or the boundary.
• Find approximations Q N , V N for Q N , V N so that they indeed commute 3 .
• Simultaneously diagonalize Q N and V N to get pairs of eigenvalues (q , v ). Sum over all the eigenvalues q such that v = 0.
The summation will converge to Tr v (Q) as N → ∞.
In the following we explain the algorithm in detail. First of all, we have:
Here, V N is supported near the center, while W N is supported near the boundary. This means the deviation of Q N to a projection happens both near the vertex and the boundary.
We can also work in the topological construction of Q. In this case,
In both constructions, Q N , V N , W N should almost commute, and V N , W N are almost orthogonal, since they are mainly supported in different regions ("almost" means relevant expressions approach 0 as N → ∞).
where the norm · is the L 2 norm (maximal singular value), ∼ p(r)e −r where p(r) is a polynomial of r.
(2) There exist Hermitian matrices Q N , V N , W N as approximations of Q N , V N , W N in the sense that
Here ρ can be chosen as F ( ) 1/10 (independent of N ) where the function F (x) grows slower than any power of x.
Proof. (1) Straight forward calculation.
(2) It's easy to check ||Q N || and ||V N || are finite, independent of N (one way to do this is to prove it for the topological construction Q in Eq. (16) and use the relationship between two constructions as in Property VI.2). According to Lin's theorem [32] 
Moreover [33] , we can choose δ = E(1/ )
1/5 where the function E(x) grows slower than any power of x, independent of N .
Define
This means for each pair of eigenvalues (v N , w N ), at least one of it should be smaller than √ δ. We manually make these eigenvalues to be 0, while fixing v N + w N .
The new V N and W N would be strictly orthogonal, and still commute with Q N , and still obeys
Having Q N , V N , W N exactly commute, and V N , W N exactly orthogonal, we use them to distinguish vertex contributions and boundary contributions. We simultaneously diagonalize them and get triples (q , v , w ). Different contributions are then identified as follows (the reason for this identification is evident), see 
The proof is in appendix A 2. 
V. NUMERICAL RESULTS
For our numerical results we use the BHZ model [34] on a square lattice with Rashba coupling and scalar/valley disorder:
Here there are four degrees of freedom per site, with τ and σ acting on valley and spin space respectively.
In Fig. 4 These plots show the eigenvalues (q , v ) of the matrices Q N and V N respectively (q is along the x-axis and v is along y-axis). Recall that we have (q ) 2 − q = v + w and v w ≈ 0, hence points (q , v ) either lives on the parabola y = x 2 −x (if v = 0) or along the x-axis (if v = 0). According to our analysis, points along the x-axis represent boundary states; points near (0, 0) and (1, 0) represent bulk states; all other points on the parabola corresponds to vertex states. As a comparison, Fig. 4(c) shows the trivial region where there are (mostly) only have bulk states. The goal of the numerical procedure outlined in the previous section is to isolate the vertex states which lives near the intersection of A, B, and C.
As the model Eq. (30) (without disorder) is particlehole symmetric, the resulting eigenvalues are reflection symmetric (q → 1 − q ). Disorder only breaks this symmetry very weakly. To break this mirror symmetry, We 
where λ 1 , . . . , λ 8 are the Gell-Mann matrices acting on valley space. We retain the Rashba term with r = 0.1, and disorder (for the 3 valleys independently) sampled from [−0.4, 0.4]. The spectrum (q , v ) is shown in Fig. 4(d) , with ν evaluating to 1.02 indicating a QSH phase.
In Fig. 5 , we plot the result of our formula Eq. (29) . We see that the system is in the QSH phase for the bulk of −2 m 2. As the Hamiltonian H 0 + H R is gapless (Dirac-like) at m = 0, we expect a small sliver of metallic phase near m ≈ 0 from disorder. (In general, the metallic phase is stable in the AII class, hence we do not expect direct transition between the QSH and trivial phases.) We see that as the system size increases (so that it is large compared with the correlation length ξ), the invariant approaches 0 or 1 to the gapped phases.
VI. PROPERTY AND PROOF
In this section, we will investigate the property of Tr v (Q) and derive our main proposition step by step. This is because different partitions correspond to different gauge choices in the Pierls substitution. Indeed, fix a reference point * , define u x = s * ,x /s * ,x where s, s are the phases for two partitions. Since s * ,x s x,y s y, * = s * xy = s * ,x s x,y s y, * , we have:
Thus Q = U QU † and they have the same spectra.
Property VI.2. Tr v (Q t ) defined from topological Q (for good partitions) and Tr v (Q g ) defined from geometric Q are equal (mod 2).
Proof. We calculate Q t − Q g and find that
−2P x,y , x, y belong to different regions and (x, y) intersects 2 boundaries 0, otherwise .
(33) From geometry we can see if |x|> r, then the first condition is satisfied only if |y − x|> O(r) where r = max{|x|, |y|}. So Q t −Q g satisfies a EDP: |(Q t −Q g ) x,y |< C 1 e −C2r and thus is trace class. Therefore,
0, since they always have the same diagonal elements (note that we need trace class condition for the first equation evolving limit [29] ).
) is also trace class.
Due to time reversal symmetry, (34) where Ind(·, ·) is the index for a pair of projections [20] . So we have (35) Tr
Now we insert two 1/2-fluxes at different positions far away from each other. We divide the plane into 4 regions, as in Fig. 6 . Again, we "insert half fluxes along the boundaries" and write the Hamiltonian as
where s x,y are defined similar to Eq. (11) by the new partition. We have:
(37)
Here V i (i = 1, 2) is the "vertex" term for two junctions respectively. As in Sec. III, V i (i = 1, 2) satisfies EDP for vertex i and S −S is trace class, so Tr v (S) is well-defined. 1 and 2) . We will show that it is "equal" to insert a unit flux at the middle (point 0).
As dist(1, 2) → ∞, we have V 1 V 2 = V 2 V 1 → 0. In the limiting case where V 1 V 2 = V 2 V 1 = 0 exactly, one can simultaneously diagonalize them and at least one eigenvalue for a common eigenstate should be 0. This means each "vertex state" of S (those states with S = 0, 1) is located at junction 1 or 2. Moreover, define Q 1 as the matrix corresponding to a 1/2-flux insertion at point 1 with partition A + B + CD, Q 2 corresponding to the insertion at point 2 with partition AB + C + D, then the effect of S for a state near junction i will be close to the effect of Q i , so one anticipates that
In the case where dist(1, 2) is large but not infinity, some vertex states of S may come from the coupling of two vertex states at different fluxes. However, it's not difficult to convince that Eq.(38) still holds. The physics here is similar to that for the two-states systems: due to the weak but nonzero coupling (off diagonal elements), the eigenstates will be approximately
Here, we cannot say a vertex states of R is located at one of the fluxes. However, the summation of eigenvalues for |φ± is still equal to that for |1 and |2 .
Property VI.3 (additivity)
. Under technical assumptions, as the distance between two fluxes goes to infinity, the vertex spectrum of S "decouples":
The proof is in appendix A 1.
Property VI.4. Tr v (S) = 0 mod 2. This is an exact equation, no matter whether dist(1, 2) is large or not.
The idea is, if one looks from a large distance, inserting two 1/2-fluxes is approximately equivalent to insert a 1-flux, which is (singularly) gauge equivalent to 0-flux, so that no vertex states appear in the spectrum at all.
Proof. We works in the AB gauge, where the vector potential of a flux satisfies
We still use S to denote the Hamiltonian in this gauge. Denote T to be the Hamiltonian for the case of inserting 1-flux at the center of two half-fluxes. S and T should be close outside the center. We will prove that S − T is trace class in appendix A 3. Then, similar to the proof of property 1.2,
since they have the same diagonal elements. S − T = (S − S) + (S − T ) is also trace class, so
due to time reversal symmetry. Therefore,
Property VI.5. Tr v (Q) is an integer (mod 2) independent of the position of the flux.
Proof. For every pair of points 1 and 2, we have
Due to Properties VI.3 and VI.4, it can be arbitrarily close to 0 (mod 2) as dist(1, 3) and dist(2, 3) goes to infinity. So we must have
Plug this into Eq.(40) and use again property VI. 4 , we obtain that Tr
This property already shows that Tr v (Q) is an Z 2 invariant for topological insulators which only depends on the state itself. The only natural identification is the Kane-Mele invariant.
Property VI.6. Tr v (Q) is equal to the Kane-Mele invariant.
Proof. Denote our invariant as ν. For two gapped timereversal-symmetric system A and B, we stack them (without hopping/interaction) and denote the new system A⊕B. Obviously ν(A⊕B) = ν(A)+ν(B). From the classification of topological insulator [1] [2] [3] for AII class, the Kane-Mele invariant ν KM is the only invariant with this property. It follows that
where k = 0 or k = 1. To prove k = 1, it's enough to verify the existence of one system with ν = 1. To this end, consider a translational invariant system in the DIII class with nontrivial Z 2 invariant. In this case, according to Eq. (20), we have ν = #{Kramers pairs at 1 2
The last equation can be obtained by considering the band structure, due to translational invariance: A Kramers pair at 1/2 correspond to the a band crossing.
VII. CONCLUSION
In this paper, we propose a formula Eq. (15) for the Z 2 invariant for topological insulators in 2D, which remains valid with disorder. The intuition behind our formula is flux-insertion-induced spectral flow, which manifest itself as the difference of numbers of electrons in the ground states. The formula works by taking the single-body projection matrix P (or ground state correlation function) as the input, performing a Peierls substitution (either geometrical or topological), and then take the "trace over vertex states". Our formula is a local expression, in the sense that the contribution mainly comes from quantities near an arbitrarily but fixed point. The validity of this formula is proved indirectly, by showing its properties (gauge invariance, addictivity, integrality, etc). All properties are physically explained and mathematically proved.
Due to the local property of our formula, it can be well approximated with partial knowledge of the projection matrix. In this case, we construct "vertex matrix" and "boundary matrix" which almost commute. Using an interesting parabola, the vertex contributions are separated out. The validity of this algorithm is proved and verified numerically.
Similar ideas may be used in the case of other symmetries and other dimensions. For example, for class A in 2D (Chern insulator), an infinitesimal flux insertion will reproduce Eq. (1). It would be interesting to work out other cases to see if one can get (and prove) a new formula. last but not least, the idea may also be extended to some interacting cases. It would be interesting to explore such generalizations.
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Appendix A: More technicalities in the proof
Proof of additivity
In this section, we will prove PropertyVI.3 in Sec. VI. The proof is a little bit technical, but the physics idea is simple: vertex states of S comes from those of Q 1 and Q 2 .
Lemma 1 (almost orthogonal vectors). Now we have
Proof. Let A = (A i,j ) = ((u i , u j )) to be the Gram matrix of {u i }. Denote λ 1 , · · · , λ N the eigenvalues of A.
Solving this inequality, we find N < 2d − 1.
Lemma 2 (an estimation of the eigenvalue distribution). Assume a Hermitian matrix A satisfying the exponential decay property (EDP) |A i,j |< C 1 p(t)e −C2t where t = max{|i|, |j|}, p(t) is a monic (leading coefficient=1) polynomial. The number of eigenvalues outside (− , ) is bounded by O(
), where α = 2 + deg p.
Proof. For an unit eigenvector x: Ax = ax, |a|> , we separate x into two parts x = y ⊕ z according to whether the label is inside or outside a circle: y i = 0 if |i|> r, z i = 0 if |i|< r. The radius r will be determined later (depend on ).
We claim that z < δ
. Indeed, ay ⊕ az = Ax, ||x||= 1. According to the Cauchy inequality we have
(A2) Here (means inequality up to constant) can be verified by doing integral. Denote the number of eigenvalues larger than to be N : Ax n = a n x n , n = 1, · · · , N . Without loss of generality, we can assume they are orthogonal, so
Now we have N unit vectors u n =
whose inner products with each other are less than σ def = δ 2 1−δ 2 . We choose r large enough so that
According to lemma 1, N < 2d = O(r 2 ). We can solve Eq. (A4) to estimate r (thus N ). Roughly, set
α , where α = 2+deg p. The exact solution can be expressed using the Lambert W function [35] . Here we only need the asymptotic expansion. Denote β = C1 C α 2 , take logarithm, we have the following iteration:
Thus, it's enough to choose r = O(
As a corollary, it follows that
which converges to 0 as → 0. Therefore any EDP operator is trace class. Proof. Denote B = A − λ, then Bx < x . Without loss of generality, assume x = 1. Let's diagonalize B, so that B = diag{b 1 , · · · , b n }. Then we have
So we must have |bi|≥2 |x i | 2 < Go back to the original proposition. We want to find a correspondence between vertex eigenvalues of S and those of Q 1 and Q 2 . To make the notation simple, in the following e −r means C 1 p(r)e −C2 r and C 1 , C 2 can change. For each vertex state x of Q 1 : Q 1 x = qx, x = 1 (q = 0, 1), separate x as x = y + z with respect to the disk B(1, r). As in Eq.(A2), we still have z < e −r |q 2 −q| . It's not difficult to show that
According to lemma 3, S has an eigenvalue in (q − 2δ, q + 2δ). The same argument also applies to Q 2 . Thus, for each vertex eigenvalue q of Q 1 , Q 2 , we get an eigenvalue of S in a neighbourhood of q.
. As r → ∞, we will adjust accordingly so that δ is still small enough such that spectral gaps outside U are always greater than δ. Then we can describe the spectra structure of Q 1 , Q 2 in Fig. 7 . The shaded windows have width∼ δ and are of three types. For type 1 and 2, we already get the correspondence. For type 3, we claim the dimension of the subspace X corresponding to eigenvalues (of S) in such window is at least 4. Indeed, denote x 1 , x 2 the eigenstates of Q 1 , x 3 , x 4 the the eigenstates of Q 2 , then |(x i , x j )|< δ. Moreover, each eigenstate of S with s ∈ U is generated in this way. Indeed, assume Sx = sx, x = 1 (s = 0, 1), then
is a decomposition of x. At least one of V i x should be larger than |s 2 − s|/2, say V 1 x. Note that V i x and (S − s)V i x are mainly supported near vertex i, and
both terms must be small:
Therefore,
According to lemma 3, Q 1 has an eigenvalue in (s − 2δ , s + 2δ ). Therefore, s must be near (within ∼ δ) a window, and an argument similar to (A9) shows that x cannot be a new eigenstate. Due to this correspondence, the last term in the decomposition
is bounded by δ ln 2 1 and goes to 0 as r → ∞. The second and third term can be bounded due to Eq. (A6), since Q i − Q i obeys EDP with the same C 1 and C 2 . For the first term, S 2 − S also obeys EDP (with respect to the central point 0), however with a new constant C 1 ∼ C 1 e r . This is because (see Eq. (37)) the EDP of V i is with respect to vertex i, so the decay property of S 2 − S with respect to vertex 0 need to be estimated by e − dist(x,0) < e r e − dist(x,1) . Luckily, similar to Eq. (A6), we still have age. In order for δ < ln , it's enough to set > Ω(e −C r ), which is exponentially smaller than 1 r 2 for large r. Even if we consider the fluctuation of the spectral gaps and even if the level statistics is Possionian (so that no level repulsion), the probability for this to be true is 1 from the following estimation: In this section, we prove Proposition IV.2. The technique used will be similar to the above section. We need to compare vertex eigenvalues of Q and Q N . Recall that Q N − Q N ≤ ρ 2 , V N − W N < ρ, V N − W N < ρ where ρ ∼ e −Cr . Temporarily fix , and only consider eigenvalues outside U def = (− , ) ∪ (1 − , 1 + ). For any α / ∈ U , |α 2 − α|> /2. For (Q − q)x = 0, q / ∈ U , we separate it as x = y + z with respect to circle r/2, again z < 
So Q has an eigenvalue in (a − 2δ, a + 2δ). Now we choose r according to the same technical assumption above, so that there is a correspondence outside region U for ∀ . Then similarly we have (A21) The last term is bounded by δ ln 2 1 which goes to 0 as → 0. The first term also goes to 0 since Q − Q is trace class. The second term is bounded by #{q } . Obviously #{q } < dim Q N ∼ r 2 , so this term also converges to 0 since = o( 1 r 2 ).
Proof that S − T is trace class
In this section, we prove the claim used in Property VI. 4 .
The first step is to figure out the decay behaviour of the matrix elements of S − T . According to the Peierls substitution [31] ,
A·dr , T ij = P ij e 
where A and A are the vector potential for the two flux configurations. See Fig. 8 (a) (all angles here are directed), we have:
(S − T ) x,y ∼ P x,y e i(θ1+θ2) (e i(2θ−θ1−θ2) − 1).
From geometry, 2θ − θ 1 − θ 2 = (α 1 − α 2 ) − (α 5 − α 6 ).
