R A P I D S
• SpTRSV is used in conjunction with Sparse LU to affect preconditioning in linear solvers
One-sided Communication-based Distributed-memory SpTRSV
• Created a round-trip ping-pong benchmark and ran on 16 KNL nodes • foMPI one-sided outperforms Cray twosided (highly optimized) MPI and Cray one-sided MPI by 3x and 8x respectively. We implement and evaluate one-sided communication-based, distributedmemory Sparse Triangular Solvers (SpTRSV) and construct a critical path performance model in order to assess our observed performance relative to machine capabilities.
• Assess observed performance relative to machine capabilities • Drive future code optimization • Predict performance on future machines/architectures
