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In this paper, we study the long-time behavior of solutions to the generalized Korteweg–
de Vries–Burgers equation of the form
ut + uxxx +
(
g(u)
)
x + γ u − νuxx = f (t), where ν  0, γ > 0.
We prove the existence of pullback attractors Aν in H1(R) for this equation in both cases
ν = 0 and ν > 0. Moreover, the upper semicontinuity of the pullback attractors at ν = 0 is
also investigated.
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1. Introduction
In this paper, we consider the following non-autonomous equation{
ut + uxxx +
(
g(u)
)
x + γ u − νuxx = f (x, t), x ∈ R, t > τ,
u|t=τ = uτ ,
(1.1)
where ν  0, γ > 0, and the nonlinearity g satisﬁes some conditions speciﬁed in assumption (H2) below. This equation is a
generalization of the Korteweg–de Vries–Burgers (KdV–Burgers for short) equation. A typical example of g(u) is g(u) = uk
for k = 2,3,4. Therefore, Eq. (1.1) contains some important equations in Mathematical Physics. For example, if ν > 0, then
we get the classical KdV–Burgers equation when k = 2 and the modiﬁed KdV–Burgers equation when k = 3. In the case
ν = 0 and g(u) = u2, we get the well-known weakly damped KdV equation. The existence and regularity of global attractors
for the semigroup associated to the last equation has been studied extensively in the past years (see e.g. [9–11,16,19]).
The KdV–Burgers equation has been derived as an asymptotic model for the propagation of weakly nonlinear dispersive
long waves in some physical contexts when dissipative effects occur, such as waves in an elastic tube, ion-sound waves
damped by ion–neutron collisions, waves in a tube ﬁlled with viscous ﬂuid, ﬂow of the ﬂuid containing gas bubbles, turbu-
lence, or crystal lattice theory (see [18,20]), and more recently as a model for propagation of tsunamis (see [8]). Existence
of the attractor for the KdV–Burgers equation in the periodic case was studied in [15,17]. In a series of recent papers [5–7],
the authors proved the existence of global attractors for the generalized KdV equation and the generalized KdV–Burgers
equation. It is noticed that all of the above works studied the equation in the autonomous case, that is the case when the
external force f is independent of time t . However, these models seem to be better described if the external force f de-
pends on time t , and to the best of our knowledge, the existence of attractors for these equations in this case has not been
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the theory of pullback attractors that has been developed recently and shown to be very useful in the understanding of the
dynamics of non-autonomous dynamical systems because it allows us to consider a larger class of non-autonomous forces
than the theory of uniform attractors does.
The aim of this paper is to study the existence and upper semicontinuity of pullback attractors for problem (1.1) by
allowing the external force g to be unbounded and dependent on time t . To do this, we shall make the following assump-
tions:
(H1) uτ ∈ H1(R);
(H2) g ∈ C2+Lipschitz(R,R) satisﬁes
∀r > 0 ∃c′ = c′(r) ∀|s| r ∣∣g′(s)∣∣ c′|s|, (1.2)
∀r > 0 ∃c′′ = c′′(r) ∀|s| r ∣∣g′′(s)∣∣ c′′, (1.3)
and there exists p ∈ [3,6) such that
∃C ′ > 0 ∀s ∈ R ∣∣g′′(s)∣∣ C ′′|s|p−3, (1.4)
and ∃C > 0 ∀u, v ∈ R
ug(u) − vg(v) 2(G(u) − G(v))+ C |u − v|(|u|p−1 + |v|p−1), (1.5)
where G(s) = ∫ s0 g(τ )dτ ;
(H3) f ∈ C1(R; H1(R)) satisﬁes∥∥ f (t)∥∥H1(R)  Meσ |t|, ∀t ∈ R, (1.6)
where M and σ <min{ γ (6−p)2(p+2) , γ4 , γp } are positive constants, and
lim
k→+∞
t∫
−∞
eσ s
∫
|x|k
∣∣ f (s)∣∣2 dxds = 0. (1.7)
As we know, there are some essential diﬃculties when studying problem (1.1). First, because of the weak dissipativeness
of (1.1), if the initial datum uτ belongs to H1(R), then the solution u(t) with initial datum u(τ ) = uτ is always in H1(R)
and has no higher regularity, which is similar to hyperbolic equations. Second, since the domain R for problem (1.1) is
unbounded, so Sobolev embeddings are no longer compact. These introduce a major obstacle for examining the pullback
asymptotic compactness of solutions, and therefore in establishing the existence of pullback attractors for the generalized
KdV–Burgers equations.
In this paper we try to overcome these diﬃculties by combining the method of tail-estimates introduced by Wang
in [22] and the energy equation method introduced by Ball in [2] to prove the pullback asymptotic compactness of the
corresponding process. This combining with the existence of a family of pullback absorbing sets for the process in H1(R)
leads to the existence of a pullback attractor Aν , ν  0. Then, we study the continuous dependence on ν of solutions to
problem (1.1) as ν → 0+ . Hence using an abstract result derived recently by Carvalho et al. [3] and techniques similar to
ones used in [1], we prove the upper semicontinuity of pullback attractors Aν in L2(R) at ν = 0.
Compared with the autonomous case in [5–7], there are some differences. First, the notions of the semigroups and
global attractors in [5, 6, 7] are replaced with the evolutionary processes and pullback attractors. Therefore, all the machin-
ery needed to study the evolutionary processes and the pullback attractors is used to support this extension. In particular,
we have to make necessary changes so that the method of tail-estimates and the energy equation method work in our case.
Second, in [7] the authors compared the global attractors of the generalized KdV–Burgers equation and of the correspond-
ing regularized parabolic equation, but in this paper we compare the pullback attractors of the generalized KdV–Burgers
equation (i.e. when ν > 0) and of the generalized KdV equation (i.e. when ν = 0). To do this, we ﬁrst have to show that the
solution of the generalized KdV–Burgers equation converges to the one of the generalized KdV equation as the parameter
ν → 0+ . As far as we know, these results are even new in the autonomous case.
It is noticed that the existence and upper semicontinuity of pullback attractors in L2(R) for KdV–Burgers equation can
also be treated with the approach in this paper but is much more involved, requires Bourgain-space techniques and will be
presented separately.
The rest of the paper is organized as follows. In Sections 2, for convenience of the reader, we recall some results about the
theory of pullback attractors and the existence of weak solutions to problem (1.1). The existence of pullback attractors Aν
for the process associated to problem (1.1) is proved in Section 3 for the generalized KdV equation (i.e. in the case ν = 0)
and in Section 4 for the generalized KdV–Burgers equation (i.e. in the case ν > 0). In the last section, we show the upper
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pullback attractor of the generalized KdV equation as ν → 0, in the sense of the Hausdorff semi-distance.
Throughout this paper, we will denote | · |2 and (·,·) the norm and the scalar product in L2(R), respectively.
2. Preliminaries
2.1. Pullback attractors
Let X be a Banach space with the norm ‖ · ‖ and be a subspace of a Banach space Y . Denote by B(X) the set of all
bounded subsets of X . For A, B ⊂ X , the Hausdorff semi-distance between A and B is deﬁned by
distX (A, B) = sup
x∈A
inf
y∈B ‖x− y‖.
Let {U (t, τ ): t  τ , τ ∈ R} be a process in X , i.e., U (t, τ ) : X → X such that U (τ , τ ) = Id and U (t, s)U (s, τ ) = U (t, τ ) for all
t  s τ , τ ∈ R.
Deﬁnition 2.1. The process {U (t, τ )} is said to be pullback asymptotically compact in Y if for any t ∈ R, any D ∈ B(X), any
sequence τn → −∞, and any sequence {xn} ⊂ D , the sequence {U (t, τn)xn} is relatively compact in Y .
Deﬁnition 2.2. A family A= {A(t): t ∈ R} ⊂ B(X) is said to be a pullback attractor in Y for the process {U (t, τ )} if
(1) A(t) is compact in Y , for all t ∈R;
(2) A is invariant, i.e.,
U (t, τ )A(τ ) = A(t), for all t  τ ;
(3) A is pullback attracting in Y , i.e.,
lim
τ→−∞distY
(
U (t, τ )D, A(t)
)= 0, for all D ∈ B(X), and all t ∈ R;
(4) if {C(t): t ∈R} is another family of closed pullback attracting sets in Y , then A(t) ⊂ C(t), for all t ∈R.
Theorem 2.1. (See [13].) Let {U (t, τ )} be a process satisfying the following conditions:
(i) {U (t, τ )} is continuous or weak continuous;
(ii) there exists a family of pullback absorbing sets B = {B(t): t ∈ R} ⊂ Y in Y , i.e., for any t ∈ R, any D ∈ B(X), there is τ0 =
τ0(D, t) t such that⋃
ττ0
U (t, τ )D ⊂ B(t);
(iii) {U (t, τ )} is pullback asymptotically compact in Y .
Then {U (t, τ )} has a unique pullback attractorA= {A(t): t ∈ R} in Y , and
A(t) =
⋂
st
⋃
τs
U (t, τ )B(τ )Y ,
where AY denotes the closure of A with respect to the norm topology in Y .
We now recall an abstract result in [3] about the upper semicontinuity of pullback attractors.
Deﬁnition 2.3. (See [3].) Let {Uν(t, τ ): ν ∈ [0,1]} be a family of evolution processes in a Banach space X with corresponding
pullback attractors {Aν(·): ν ∈ [0,1]}. For any bounded interval I ⊂ R, we say that {Aν(·)} is upper semicontinuous in Y at
ν = 0 for t ∈ I if
lim
ν→0 supt∈I
distY
(
Aν(t), A0(t)
)= 0.
Theorem 2.2. (See [3].) Let {Uν(t, τ ): ν ∈ [0,1]} be a family of processes with corresponding pullback attractors {Aν(·): ν ∈ [0,1]}.
Then for any bounded interval I ⊂ R, {Uν(t, τ ): ν ∈ [0,1]} is upper semicontinuous in Y at 0 for t ∈ I if for each t ∈ R, for each
compact subset K of X and each T > 0, the following conditions hold:
(i) supτ∈[t−T ,t] supx∈K ‖Uν(t, τ )x− U0(t, τ )x‖Y → 0 as ν → 0,
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⋃
ν∈[0,1]
⋃
tt0 Aν(t) is bounded in Y for given t0 ,
(iii)
⋃
0<ν1 Aν(t) is compact in Y for each t ∈ R.
2.2. Existence of a unique weak solution
The existence of a weak solution to problem (1.1) was proved in [7,21] by a parabolic regularization technique. For
convenience of the reader, we recall some main points here.
We consider the regularized equation{
ut + uxxxx + uxxx +
(
g
(
u
))
x + γ u − νuxx = f (t),
u
∣∣
t=τ = uτ .
(2.1)
Eq. (2.1) can be rewritten as{
ut + Au = F
(
t,u
)
,
u(τ ) = uτ ,
(2.2)
where Aφ = φxxxx + φxxx − νφxx + γ φ and F (t, φ) = −(g(φ))x + f (t).
It is known (see [5]) that for any  > 0, the operator A considered with the domain D(A) = H4(R) is sectorial in L2(R).
On the other hand, from hypotheses (H2) and (H3) one can see that the nonlinearity F (t, ·) : D(A1/2) = H2(R) → L2(R) is
Lipschitz continuous on bounded sets. Now using the theory of semilinear abstract parabolic equations in [4,12], we obtain
the following:
Theorem 2.3. (See [7,21].) Assume that hypotheses (1.2)–(1.4) are fulﬁlled. Then for any uτ ∈ H2(R) given, there exists a unique local
solution u for (2.1) such that
u ∈ C([τ , T ); H2(R))∩ C((τ , T ); H4(R)),
where T − τ means the “life time” of that local solution.
A priori estimates in the following lemma allow us to extend the local solution globally in time.
Lemma 2.4. (See [7,21].) For any t ∈ R, there exists τ0  t such that for any  > 0, the solution u of (2.1) with initial datum uτ
satisﬁes∥∥u(t)∥∥2H2(R)  R(t,uτ ) as τ  τ0. (2.3)
Let 1, 2 > 0, and u1 ,u2 be two solutions of (2.1) (with  = i respectively). The authors in [7] got the following
estimate∥∥u1 − u2∥∥2L2(R)  C |1 − 2|, (2.4)
where the constant C is independent of 1, 2. This gives us the uniqueness of the solution.
To obtain the existence of solutions in the phase space H1(R), we need an addition lemma.
Lemma 2.5. (See [7].) Let ui (i = 1,2) be two solutions of (2.1) corresponding to initial data uτ i ∈ H2(R). Then the following estimate
holds: ∥∥u1(t) − u2(t)∥∥2H1(R)  C(T ,‖uτ i‖H1(R))‖uτ1 − uτ2‖2H1(R). (2.5)
We are now ready to extend the solution to the phase space H1(R). We start with the deﬁnition of weak solution.
Deﬁnition 2.4. (See [7].) Let uτ ∈ H1(R). A function u is called a weak solution of problem (1.1) corresponding to initial
datum uτ if it satisﬁes the following conditions:
(i) for any T > τ , u ∈ C([τ , T ]; H1(R)) with u(τ ) = uτ ;
(ii) there exists a sequence of regular initial datum uτm ∈ H2(R), m = 1,2, . . . , such that uτm → uτ in H1(R) and
um → u in C
([τ , T ]; H1(R)), (2.6)
where um are the solutions of problem (2.1) (stated in Theorem 2.3);
(iii) u(t) satisﬁes the ﬁrst equation in (1.1) in H−2(R) with the time derivative in the scalar distribution sense on (τ , T ).
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H1(R)) for any T > 0. This implies that we can construct a process U (t, τ ) associated to problem (1.1) in H1(R). Moreover, U (t, τ ) is
continuous if ν > 0 and weak continuous if ν = 0.
3. Existence of pullback attractors in the case ν = 0
When ν = 0, we get from (1.1) the generalized damped KdV equation
ut + uxxx +
(
g(u)
)
x + γ u = f (t). (3.1)
Denote by U (t, τ ) : H1(R) → H1(R) the process associated to Eq. (3.1), where U (t, τ )uτ is the solution of (3.1) at time t
with initial datum uτ at time τ .
Proposition 3.1. The process {U (t, τ )} associated to Eq. (3.1) has a family of pullback absorbing sets {B(t): t ∈ R} in H1(R).
Proof. Let D be a bounded set in H1(R), and denote u(t) = U (t, τ )uτ for uτ ∈ D . Multiplying (3.1) by u in L2(R) then using
the Cauchy inequality, we get
1
2
d
dt
∣∣u(t)∣∣22 + γ ∣∣u(t)∣∣22 = ( f (t),u(t)) ∣∣ f (t)∣∣2∣∣u(t)∣∣2  12γ
∣∣ f (t)∣∣22 + γ2
∣∣u(t)∣∣22, (3.2)
and therefore,
d
dt
∣∣u(t)∣∣22 + γ ∣∣u(t)∣∣22  1γ
∣∣ f (t)∣∣22. (3.3)
Thus,
∣∣u(t)∣∣22  e−γ (t−τ )|uτ |22 + e−γ tγ
t∫
τ
eγ s
∣∣ f (s)∣∣22 ds. (3.4)
Denote
R1(t) = 1+ e
−γ t
γ
t∫
−∞
eγ s
∣∣ f (s)∣∣22 ds, (3.5)
then from (3.4) there exists τ0 = τ0(t, D) such that∣∣U (t, τ )uτ ∣∣22  R1(t), ∀τ  τ0, ∀uτ ∈ D. (3.6)
For estimate of u(t) in H1(R), we multiply (3.1) by −uxx − g(u) in L2(R) to get
−(ut,uxx + g(u))+ ((uxx + g(u))x,−uxx − g(u))+ γ (u,−uxx − g(u))= ( f (t),−uxx − g(u)). (3.7)
Neglecting vanishing components, we obtain
1
2
d
dt
∫
R
(
(ux)
2 − 2G(u))dx+ γ ∫
R
(
(ux)
2 − ug(u))dx = ∫
R
f (t)xux dx−
∫
R
f (t)g(u)dx. (3.8)
Using (1.4), Cauchy’s and Young’s inequalities, we have
1
2
d
dt
∫
R
(
(ux)
2 − 2G(u))dx+ γ ∫
R
(
(ux)
2 − ug(u))dx
 γ
4
|ux|22 +
1
γ
∣∣ f (t)x∣∣22 + C(‖u‖pLp(R) + ∥∥ f (t)∥∥pLp(R)).
Denoting L(u) = ∫
R
((ux)2 − 2G(u))dx and using assumptions (1.4), (1.5), after some computations we get
1
2
d
dt
L(u) + 3
4
γ L(u) C0‖u‖pLp(R) +
1
γ
∣∣ f (t)x∣∣22 + C∥∥ f (t)∥∥pLp(R). (3.9)
Now we need to estimate ‖u‖pp through L(u) and |u|2. Thanks to the Nirenberg–Gagliardo inequalityL (R) 2
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with θ = p−22p and assumption (1.4), we obtain
‖u‖pLp(R)  cp
(|ux|22 + |u|22) p−24 |u| p+222
 cp
(
L(u) + 2
∫
R
G(u)dx+ |u|22
) p−2
4
|u|
p+2
2
2
 cp
(
L(u) + C‖u‖pLp(R) + C |u|22
) p−2
4 |u|
p+2
2
2
 γ
8C0
L(u) + 1
2
‖u‖pLp(R) + C |u|22 + C |u|
2(p+2)
6−p
2 , (3.11)
since p−24 < 1 and by Young’s inequality. Thus
C0‖u‖pLp(R) 
γ
4
L(u) + C(|u|22 + |u| 2(p+2)6−p2 ). (3.12)
Combining (3.9) and (3.12), we obtain
d
dt
L
(
u(t)
)+ γ L(u(t)) C(∣∣u(t)∣∣22 + ∣∣u(t)∣∣ 2(p+2)6−p2 )+ C∥∥ f (t)∥∥2H1(R) + C∥∥ f (t)∥∥pH1(R)
 C
(
1+ ∣∣u(t)∣∣ 2(p+2)6−p2 + ∥∥ f (t)∥∥pH1(R)). (3.13)
By the Gronwall inequality, we get
L
(
u(t)
)
 e−γ (t−τ )L(uτ ) + Ce−γ t
t∫
τ
eγ s ds + Ce−γ t
t∫
τ
eγ s
∣∣u(s)∣∣ 2(p+2)6−p2 ds
+ Ce−γ t
t∫
τ
eγ s
∥∥ f (s)∥∥pH1(R) ds. (3.14)
Using assumption (1.6) and inequality (3.4), we see that
t∫
−∞
eγ s
∣∣u(s)∣∣ 2(p+2)6−p2 ds < +∞, (3.15)
and
t∫
−∞
eγ s
∥∥ f (s)∥∥pH1(R) ds < +∞. (3.16)
On the other hand, we have
L(uτ ) =
∫
R
(
(uτ )
2
x − 2G(uτ )
)
dx

∫
R
(uτ )
2
x dx+ 2C ′
∫
R
|uτ |p dx
 ‖uτ ‖2H1(R) + 2C ′‖uτ ‖pLp(R)
 const
(‖uτ ‖H1(R)),
since H1(R) ⊂ Lp(R) continuously. Taking into account that uτ ∈ D is bounded, we get
limsup e−γ (t−τ )L(uτ ) = 0. (3.17)
τ→−∞
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L
(
U (t, τ )uτ
)
 R2(t), ∀τ  τ1, ∀uτ ∈ D, (3.18)
where
R2(t) = C
(
1+ e−γ t
t∫
−∞
eγ s
∣∣u(s)∣∣ 2(p+2)6−p2 ds + e−γ t
t∫
−∞
eγ s
∥∥ f (s)∥∥pH1(R) ds
)
.
Finally, we estimate the norm of U (t, τ )uτ in H1(R). Let τ min{τ0, τ1} and uτ ∈ D , we have∥∥U (t, τ )uτ∥∥2H1(R) = ∥∥u(t)∥∥2H1(R)
= ∣∣u(t)∣∣22 + ∣∣(u(t))x∣∣22
= ∣∣u(t)∣∣22 + L(u(t))+ 2
∫
R
G
(
u(t)
)
dx

∣∣u(t)∣∣22 + L(u(t))+ 2C ′
∫
R
(∣∣u(t)∣∣p + ∣∣u(t)∣∣3)dx
 C
∣∣u(t)∣∣22 + L(u(t))+ C∥∥u(t)∥∥pLp(R) (use (3.12))
 C R1(t) + L
(
u(t)
)+ C(L(u(t))+ ∣∣u(t)∣∣22 + ∣∣u(t)∣∣ 2(p+2)6−p2 )
 C
(
R1(t) +
(
R1(t)
) p+2
6−p + R2(t)
)
. (3.19)
Hence there exists a family of pullback absorbing sets {B(t): t ∈ R} in H1(R) for {U (t, τ )}. 
Now, we state the main result of this section.
Theorem 3.2. The process {U (t, τ )} associated to Eq. (3.1) possesses a pullback attractorA= {A(t): t ∈ R} in H1(R).
Proof. By Proposition 3.1, we only need to check the pullback asymptotic compactness of {U (t, τ )} in H1(R). To do this, we
ﬁrst verify that {U (t, τ )} is pullback asymptotically compact in L2(R). Fix t ∈ R and let τn → −∞, {uτn } be a sequence such
that uτn ∈ B(τn). We will show that{
U (t, τn)uτn
}
is precompact in L2(R). (3.20)
Because {B(t)} is the pullback absorbing set for {U (t, τ )} and because τn → −∞, for any k ∈N, there exists nk such that
U (t − k, τn)uτn ⊂ B(t − k), ∀n nk.
By a diagonal procedure we can obtain a decreasing subsequence denoted again by {τn}, and a sequence {wk} ⊂ L2(R) such
that for all k 0, wk ∈ B(t − k), and
U (t − k, τn)uτn ⇀ wk in L2(R). (3.21)
Denoting limwL2 the weak limit in L
2(R), using the weak continuity of {U (t, τ )}, we can see that
w0 = lim
wL2
U (t, τn)uτn = lim
wL2
U (t, t − k)U (t − k, τn)uτn
= U (t, t − k) lim
wL2
U (t − k, τn)uτn = U (t, t − k)wk, for all k 0. (3.22)
By (3.2) we know that
∣∣U (t, τ )uτ ∣∣22 = e−2γ (t−τ )|uτ |22 + e−2γ t
t∫
τ
e2γ s
(
f (s),u(s)
)
ds. (3.23)
Then, for all k 0, we have
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= e−2γ k∣∣U (t − k, τn)uτn ∣∣22 + e−2γ t
t∫
t−k
e2γ s
(
f (s),U (s − k, τn)uτn
)
ds
 e−2γ kR1(t − k) + e−2γ t
t∫
t−k
e2γ s
(
f (s),U (s − k, τn)uτn
)
ds, (3.24)
for suﬃciently large n. On the other hand,
|w0|22 =
∣∣U (t, t − k)wk∣∣22 = e−2γ k|wk|22 + e−2γ t
t∫
t−k
e2γ s
(
f (s),wk
)
ds. (3.25)
From (3.24) and (3.25), we get
limsup
n→∞
∣∣U (t, τn)uτn ∣∣22  |w0|22 + e−2γ kR1(t − k) − e−2γ |wk|22
+ e−2γ t
t∫
t−k
e2γ s
(
f (s),U (s − k, τn)uτn − wk
)
ds. (3.26)
Using wk ∈ B(t − k) and the deﬁnition of R1(t − k), we see that
e−2γ kR1(t − k) → 0 and e−2γ |wk|22 → 0 as k → ∞. (3.27)
Moreover, we have U (s − k, τn)uτn ⇀ wk in L2(R), then
t∫
t−k
e2γ s
(
f (s),U (s − k, τn)uτn − wk
)
ds → 0 as k → ∞. (3.28)
Combining (3.26)–(3.28), we obtain
limsup
n→∞
∣∣U (t, τn)uτn ∣∣22  |w0|22.
Taking into account this with (3.21), we see that
U (t, τn)uτn → w0 in L2(R). (3.29)
Now we turn to the strong convergence in H1(R). Using (3.8) and denoting L(u(t)) = ∫
R
((U (t, t − τ )uτ )2x − 2G(U (t, t −
τ )uτ ))dx, we get
1
2
d
dt
L
(
u(t)
)+ γ L(u(t))= ( f (t)x, (U (t, τ )uτ )x)− ( f (t), g(U (t, τ )uτ ))
+ γ
∫
R
(
U (t, τ )uτ g
(
U (t, τ )uτ
)− 2G(U (t, τ )uτ ))dx. (3.30)
Now applying (3.30) to U (t, τn)uτ = U (t, t−k)U (t−k, τn)uτ and wk = U (t, t−k)w0, then subtracting the equalities obtained
and using the Gronwall inequality we can see that
L
(
U (t, τn)uτn
)− L(w0)
= e−2γ kL(U (t − k, τn)uτn)− e−2γ kL(wk)
+ 2e−2γ t
t∫
t−k
e2γ s
((
f (s)
)
x,
(
U (s, τn)uτn
)
x −
(
U (s, s − k)wk
)
x
)
ds
− 2e−2γ t
t∫
e2γ s
(
f (s), g
(
U (s, τn)uτn
)− g(U (s, s − k)wk))ds
t−k
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t∫
t−k
e2γ s
(∫
R
(
U (s, τn)uτn g
(
U (s, τn)uτn
)− w0g(w0)
− 2(G(U (s, τn)uτn)− G(w0))dx)
)
ds
= I1 − I2 + I3 − I4 + I5. (3.31)
Some standard computations give us the zero decay of Ii → 0, i = 1, . . . ,5 as n → ∞ and k → +∞. This shows the pullback
asymptotic compactness of U (t, τ ) in H1(R). Combining this with the existence of a family of pullback absorbing sets {B(t)}
in H1(R) obtained in Proposition 3.1, we see that {U (t, τ )} possesses a pullback attractor in H1(R). 
4. Existence of pullback attractors in the case ν > 0
Denote by Uν(t, τ ) the process associated to the following generalized KdV–Burgers equation
ut + uxxx +
(
g(u)
)
x + γ u − νuxx = f (t). (4.1)
Proposition 4.1. The process {Uν(t, τ )} associated to Eq. (4.1) has a family of pullback absorbing sets {Bν(t): t ∈R} in H1(R).
Proof. Multiplying (4.1) by u then integrating over R, then using the Cauchy inequality we get
1
2
d
dt
|u|22 + γ |u|22 + ν
∫
R
|ux|2dx =
(
f (t),u
)
 γ
2
|u|22 +
1
2γ
∣∣ f (t)∣∣22. (4.2)
Thus,
d
dt
(
eγ t
∣∣u(t)∣∣22)+ 2νeγ t∣∣ux(t)∣∣22 = eγ tγ
∣∣ f (t)∣∣22. (4.3)
From (4.3) we obtain, for any τ  s t − 1,
eγ s
∣∣u(s)∣∣22  eγ τ |uτ |22 + 1γ
s∫
τ
eγ r
∣∣ f (r)∣∣22 dr, (4.4)
and
2ν
s+1∫
s
eγ r
∣∣ux(r)∣∣22 dr  eγ s∣∣u(s)∣∣22 + 1γ
s+1∫
s
eγ r
∣∣ f (r)∣∣22 dr
 eγ τ |uτ |22 +
1
γ
s∫
τ
eγ r
∣∣ f (r)∣∣22 dr + 1γ
s+1∫
s
eγ r
∣∣ f (r)∣∣22 dr
 eγ τ |uτ |22 +
2
γ
t∫
τ
eγ r
∣∣ f (r)∣∣22 dr. (4.5)
On the other hand, taking the inner product of (4.1) with −uxx in L2(R) we see that
1
2
d
dt
|ux|22 + γ |ux|22 + ν
∫
R
|uxx|2 dx =
((
g(u)
)
x,uxx
)+ ( f (t),−uxx). (4.6)
Using interpolation inequalities, (1.4) and the fact that 3 p < 6, we have∣∣∣∣
∫
R
(
g(u)
)
xuxx dx
∣∣∣∣ C
∣∣∣∣
∫
R
up−2uxuxx dx
∣∣∣∣
 C
∣∣∣∣
∫
R
up−3u3x dx
∣∣∣∣
 C |u|
2(2+p)
6−p
2 +
ν |uxx|22. (4.7)4
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d
dt
eγ t |ux|22 +
ν
2
eγ t |uxx|22  Ceγ t |u|
2(2+p)
6−p
2 + Ceγ t
∣∣ f (t)∣∣22. (4.8)
From (4.5) and (4.8), applying the uniform Gronwall inequality, we obtain
∣∣ux(t)∣∣22  C
(
e−γ (t−τ )|uτ |22 + e−γ t
t∫
−∞
eγ s
∣∣u(s)∣∣ 2(2+p)6−p2 ds + e−γ t
t∫
−∞
eγ s
∣∣ f (s)∣∣22 ds
)
. (4.9)
Finally, from (4.4) and (4.9), we get the desired result. 
Next, we get some tail estimates.
Lemma 4.2. For any t ∈ R, any bounded set B ⊂ H1(R), and any  > 0, there exist K > 0 and τ0 = τ0(t, B, ) such that∫
|x|K
∣∣Uν(t, τ )uτ ∣∣2 dx , ∀τ  τ0, ∀uτ ∈ B. (4.10)
Proof. Let θ be a smooth function satisfying 0 θ(s) 1 for s 0, and
θ(s) = 0 for 0 s 1, θ(s) = 1 for s 2.
Then there exists a constant C such that |θ ′(s)| C for s  0. Taking the inner product of (4.1) with θ( |x|2
k2
)u in L2(R), we
get
1
2
d
dt
∫
R
θ
( |x|2
k2
)
|u|2 dx+
∫
R
θ
( |x|2
k2
)
uuxxx dx+
∫
R
θ
( |x|2
k2
)
u
(
g(u)
)
x dx
+ γ
∫
R
θ
( |x|2
k2
)
u2 dx− ν
∫
R
θ
( |x|2
k2
)
uuxx dx =
∫
R
θ
( |x|2
k2
)
f (t)u dx. (4.11)
We have∣∣∣∣
∫
R
θ
( |x|2
k2
)
uuxxx dx
∣∣∣∣=
∣∣∣∣
∫
R
(
2|x|
k2
θ ′
( |x|2
k2
)
u + θ
( |x|2
k2
)
ux
)
uxx dx
∣∣∣∣
 C
k
∫
R
|u||uxx|dx+
∣∣∣∣
∫
R
θ ′
( |x|2
k2
)
|ux|2 dx
∣∣∣∣
 C
k
(|u|22 + |ux|22 + |uxx|22), (4.12)∣∣∣∣
∫
R
θ
( |x|2
k2
)
u
(
g(u)
)
x dx
∣∣∣∣=
∣∣∣∣
∫
R
(
2|x|
k2
θ ′
( |x|2
k2
)
u + θ
( |x|2
k2
)
ux
)
g(u)dx
∣∣∣∣

∣∣∣∣
∫
R
2|x|
k2
θ ′
( |x|2
k2
)
ug(u)dx
∣∣∣∣+
∣∣∣∣
∫
R
2|x|
k2
θ ′
( |x|2
k2
)
G(u)dx
∣∣∣∣
 C
k
∫
R
|u|p dx, (4.13)
and
−ν
∫
R
θ
( |x|2
k2
)
uuxx dx = ν
∫
R
θ
( |x|2
k2
)
|ux|2 dx+
∫
R
2|x|
k2
θ ′
( |x|2
k2
)
uux dx. (4.14)
Combining (4.11)–(4.14) and using the Cauchy inequality, we get
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∫
R
θ
( |x|2
k2
)
|u|2 dx+ γ
∫
R
θ
( |x|2
k2
)
|u|2 dx
 C
k
(|u|22 + |ux|22 + |uxx|22 + ‖u‖pLp(R))+ 1γ
∫
|x|√2k
∣∣ f (t)∣∣2 dx. (4.15)
By the Gronwall inequality, we obtain
∫
R
θ
( |x|2
k2
)
|u|2 dx e−γ (t−τ )|uτ |22 +
C
k
e−γ t
t∫
τ
eγ s
(∣∣u(s)∣∣22 + ∣∣(u(s))x∣∣22 + ∣∣(u(s))xx∣∣22)ds
+ C
k
e−γ t
t∫
τ
eγ s
∥∥u(s)∥∥pLp(R) ds + e−γ tγ
t∫
τ
eγ s
∫
|x|√2k
∣∣ f (s)∣∣2 dxds. (4.16)
From the estimates of |u|22, |ux|22 and |uxx|22, taking into account (1.7) we see that there exist K > 0 and τ0 such that∫
|x|K
∣∣Uν(t, τ )uτ ∣∣2 dx , ∀τ  τ0, ∀uτ ∈ B.  (4.17)
In what follows we need the following lemma.
Lemma 4.3. (See [14].) Given two Banach spaces V and H. Let V ⊂ H continuously, with the dual V ∗ . Suppose that {un} is bounded
in L∞(τ , T ; V ),
ess sup
t∈[τ ,T ]
∥∥un(t)∥∥V  C, (4.18)
and that un ⇀ u in L2(τ , T ; V ), and moreover u ∈ C0([τ , T ]; H). Then
sup
t∈[τ ,T ]
∥∥u(t)∥∥V  C . (4.19)
Theorem 4.4. The process {Uν(t, τ )} associated to (4.1) has a pullback attractorAν = {Aν(t): t ∈R} in H1(R).
Proof. By Proposition 4.1, {Uν(t, τ )} has a family of pullback absorbing sets in H1(R), so to get the existence of a pullback
attractor, we need verify the pullback asymptotic compactness of {Uν(t, τ )} in H1(R).
First, using Lemma 4.2 and the fact that H1([−K , K ]) ↪→ L2([−K , K ]) compactly for all K > 0, we see that{
Uν(t, τ )
}
is pullback asymptotically compact in L2(R). (4.20)
Next, we consider the regularized equation of (4.1){
ut + uxxxx + uxxx +
(
g
(
u
))
x + γ u − νuxx = f (t),
u|τ = uτ ∈ H2(R).
(4.21)
By results in [7], we can claim that{
u
}
∈(0,1] is bounded in L
∞((−∞, t]; H2(R)),
and
u ⇀ u in L2
(
(−∞, t]; H2(R)) as  → 0.
Combining with u ∈ C0((−∞, t]; H1(R)) ⊂ C0((−∞, t]; L2(R)) and Lemma 4.3 we see that
sup
s∈(−∞,t]
∥∥u(s)∥∥H2(R)  const. (4.22)
Now, let {xn} be a bounded sequence in H1(R), and let {τn} be a sequence such that τn → −∞. By (4.20), we can assume
that {Uν(t, τn)xn} is a Cauchy sequence in L2(R). Denoting un(t) = Uν(t, τn)xn and using the interpolation inequality, we get
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∫
R
(∣∣(um(t))x − (un(t))x∣∣2 + (um(t) − un(t))2)dx

∥∥um(t) − un(t)∥∥H2(R)∣∣um(t) − un(t)∣∣2 + ∣∣um(t) − un(t)∣∣22. (4.23)
By (4.22) and the fact that {Uν(t, τ )} is a Cauchy sequence in L2(R), we conclude that {Uν(t, τn)xn} is a Cauchy sequence
in H1(R). This completes the proof. 
5. The upper semicontinuity of pullback attractors {Aν} at ν = 0
In this section, we will prove the upper semicontinuity in L2(R) of the family of pullback attractors {Aν}ν0 at ν = 0,
that is,
lim
ν→0distL2(R)
(
Aν(t), A(t)
)= 0, ∀t ∈ R. (5.1)
Lemma 5.1. For each t ∈ R, for each compact subset K of H1(R) and each T > 0, we have∣∣Uν(t, τ )uτ − U (t, τ )uτ ∣∣22  Cν, ∀τ ∈ [t − T , t], ∀uτ ∈ K , (5.2)
where the constant C is independent of τ and uτ .
Proof. Denote u(t) = Uν(t, τ )uτ and v(t) = U (t, τ )uτ . Besides, denote by u(t) and v(t) the solutions of (2.1) in the cases
ν > 0 and ν = 0, respectively, with initial datum uτ . We have∣∣u(t) − v(t)∣∣22  ∣∣u(t) − u(t)∣∣22 + ∣∣u(t) − v(t)∣∣22 + ∣∣v(t) − v(t)∣∣22. (5.3)
Put w(t) = u(t) − v(t), we have
wt + wxxxx + wxxx +
(
g
(
u
)− g(v))x + γ w − νuxx = 0. (5.4)
Taking the inner product of (5.4) with w in L2(R), we get
1
2
d
dt
|w|22 + |wxx|22 +
((
g
(
u
)− g(v))x,w)+ γ |w|22 + ν
∫
R
ux wx dx = 0, (5.5)
thus
1
2
d
dt
|w|22 −
((
g
(
u
)− g(v))x,w)− ν
∫
R
ux wx dx

(
g
(
u
)− g(v),wx)+ ν
∫
R
∣∣ux ∣∣|wx|dx
 1
2
∫
R
∣∣g′′(θu + (1− θ)v)∣∣∣∣θux + (1− θ)vx ∣∣w2 dx+ ν
∫
R
∣∣ux ∣∣|wx|dx. (5.6)
Integrating from τ to t we see that
∣∣w(t)∣∣22 
t∫
τ
∫
R
∣∣g′′(θu + (1− θ)v)∣∣(∣∣ux ∣∣+ ∣∣v∣∣x)(w(s))2 dxds + 2ν
t∫
τ
∫
R
∣∣ux (s)∣∣∣∣wx(s)∣∣dxds

t∫
τ
(∥∥θu + (1− θ)v∥∥p−3L∞(R)(∥∥ux∥∥L∞(R) + ∥∥vx∥∥L∞(R)))∣∣w(s)∣∣22 dxds
+ 2ν
t∫
τ
∥∥ux (s)∥∥L∞(R)∥∥wx(s)∥∥L1(R) ds. (5.7)
Using interpolation inequalities and the fact that u, v ∈ C([t − T , t]; H2(R)), we conclude from (5.7) that
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t∫
τ
∣∣w(s)∣∣22 ds
+ 2νC(∥∥u∥∥C([t−T ,t];H2(R)),∥∥v∥∥C([t−T ,t];H2(R)))
 C0
t∫
τ
∣∣w(s)∣∣22 ds + C1ν, (5.8)
where C0,C1 depend on ‖u‖C([t−T ,t];H2(R)) and ‖v‖C([t−T ,t];H2(R)) . By the Gronwall inequality, we obtain∣∣w(t)∣∣22  C1ν exp(C0(t − τ )) C1ν exp(C0T ). (5.9)
Now combining (5.9) and (5.3), we get∣∣Uν(t, τ )uτ − U (t, τ )uτ ∣∣22  ∣∣u(t) − u(t)∣∣22 + ∣∣v(t) − v(t)∣∣22 + C1 exp(C0T )ν, for all  > 0. (5.10)
Let  → 0 and keep in mind that u → u and v → v in C([t, t − T ]; H1(R)), we get∣∣Uν(t, τ )uτ − U (t, τ )uτ ∣∣22  C1 exp(C0T )ν.  (5.11)
Theorem 5.2. If f satisﬁes an additional condition
limsup
t→−∞
t∫
−∞
e−σ (t−s)
∥∥ f (s)∥∥2 ds < +∞, (5.12)
then, for any bounded interval I ⊂ R, the family of pullback attractors {Aν(·): ν ∈ [0,1]} is upper semicontinuous in L2(R) at 0 for
any t ∈ I , that is,
lim
ν→0 supt∈I
distL2(R)
(
Aν(t), A(t)
)= 0. (5.13)
Proof. We will verify the conditions (i)–(iii) in Theorem 2.2. First, condition (i) follows directly from Lemma 5.1.
From (4.4) and (4.8) we can prove the existence of a family of pullback absorbing sets B0(·) = B(r0(·)) in H1(R) for
Uν(t, τ ), which is independent of ν . By the deﬁnition of pullback absorbing sets, for any t ∈ R, there exists τ0 = τ0(t) t
such that⋃
ττ0
Uν(t, τ )B0(τ ) ⊂ B0(t) = B
(
r0(t)
)
. (5.14)
By Theorem 2.1, we see that
Aν(t) =
⋂
st
⋃
τs
Uν(t, τ )B0(τ ). (5.15)
From (5.14) and (5.15), we get
Aν(t) ⊂ B
(
r0(t)
)
. (5.16)
Now, for given t0 ∈R, we can write⋃
ν∈[0,1]
⋃
tt0
Aν(t) ⊂
⋃
tt0
B
(
r0(t)
)
. (5.17)
We have
r0(t) = C
(
1+ e−σ t
t∫
−∞
eσ s
∥∥ f (s)∥∥2 ds
)
= C
(
1+
t∫
−∞
e−σ (t−s)
∥∥ f (s)∥∥2 ds
)
, (5.18)
thus limsupt→−∞ r0(t) < +∞, since (5.12). Hence, from (5.17) we have
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ν∈[0,1]
⋃
tt0
Aν(t) is bounded in L
2(R) for given t0,
i.e., the condition (ii) of Theorem 2.2 is satisﬁed.
We remain to show that
⋃
0<ν1 Aν(t) is compact in L
2(R) for each t ∈R. We will prove that, for any η > 0, there exist
ﬁnite balls with radius less than η cover
⋃
0<ν1 Aν(t). By the invariance of Aν , for any u ∈ Aν(t), and any τ ∈ R, there
is a v ∈ Aν(τ ) satisfying u = Uν(t, τ )v , where Uν(t, τ ) is the process associated to problem (4.1). Similarly to Lemma 4.2,
since v ∈ Aν(τ ), we can get k > 0, which is independent of u, such that∫
|x|√k
|u|2 dx η
4
, ∀u ∈
⋃
ν∈(0,1]
Aν(t). (5.19)
Thus, there exists K such that
‖u‖L2(R\[−K ,K ]) 
η
4
, ∀u ∈
⋃
ν∈(0,1]
Aν(t). (5.20)
On the other hand, from (5.17), we know that there is a constant C > 0 satisfying
‖u‖H1([−K ,K ])  C, ∀u ∈
⋃
ν∈(0,1]
Aν(t).
Since H1([−K , K ]) ↪→ L2([−K , K ]) compactly, ⋃ν∈(0,1] Aν(t) is precompact in L2([−K , K ]), hence there is a ﬁnite covering
in L2([−K , K ]) of balls of radius less than η4 . Combining this with (5.20), we conclude that
⋃
ν∈(0,1] Aν(t) is precompact in
L2(R). This completes the proof. 
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