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Abstract. Online social media have been playing an important role of creating and
diffusing information to many users. It means the users can get cognitive influence
to the other users. Thus, it is important to understand how the information can be
diffused by interactions among users through online social media. In this paper, we
design a social media monitoring system (called “TweetPulse”) which can analyze
and show meaningful diffusion patterns (DP) among the users. Particularly, Tweet-
Pulse focuses on visualizing information diffusion in Twitter, given a certain time
duration. Also, this work has investigated the relationships 1) between DP and
event detecting, 2) between DP and emotional words, and 3) between DP and the
number of followers of the users. Thereby, to understand the continuous patterns
of the information diffusion, we propose two different types of analytic methods,
which are 1) macroscopic approach and 2) microscopic approach. For evaluating
the proposed method, we have collected and preprocessed the dataset during about
4 months (14 March 2012 to 12 July 2012). As a conclusion, TweetPulse has helped
users to easily understand DP from a large scale dataset streaming through Twitter.
Keywords: Information visualization, diffusion patterns, marketing strategies,
Twitter
1 INTRODUCTION
Online social media (e.g., MySpace, Twitter, and Facebook) have been regarded as
an important channel where information can be efficiently diffused to other users.
This information diffusion can be accelerated (in opposite, decelerated), according
to a number of situations. For example, the information about tsunami and earth-
quakes has been significantly distributed to the people in the certain areas. Thus,
information diffusion is an important social phenomenon that we have to recognize
and understand.
These social networking systems have supported collaborative tagging service
and RSS-based technologies for users, and also they have become the factors which
give important influences on diffusing the information through online social sys-
tem [1, 2, 20]. For example, in Twitter, retweet (in short, RT) function has the effect
of another information diffusion which is related to own opinion; also, hash tagging
can attract more attention for creating and pulling attention from others [3, 4].
In fact, we have already received a lot of information from traditional media, e.g.,
television or radio. However, with the advent of new communication technology and
internet development, users are able to collect new information more easily. Unlike
the existing one-sided mass media, the current social media can support users to
generate information and share with each other more widely [5, 21, 22].
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Users can communicate with friends via online social network services like Twit-
ter and Facebook. Moreover, they can exchange various opinions with strangers,
and receive news from celebrity [6]. It is no longer a surprising social process that
social network services bring news quicker than the traditional media. Actually, the
subway in Seoul had been stopped on the rush time because of accident. The people
who were in the subway uploaded the news on SNS and these tweets were RT to
other users; this prevented rush time delays. There are ever more people who are
contacting on SNS with the commuting time.
1.1 Backgrounds on Online Social Networking Services
Social networking service (SNS) is an efficient tool for sharing tremendous amount
of information and disseminating information quickly [7]. In particular, Twitter
can only represent one-side social relationships (called following and follower), while
other online social networking services can represent two-side social relationships.
In order to establish online relationships, it does not require the consent of the op-
ponents. It means that social relationships in Twitter can be formed more easily
than in other SNS. Next, Twitter supplies Twitter API to access a variety of infor-
mation, and developers can easily implement third party applications by collecting
from Twitter. Also, Twitter can supply re-transmission feature of the tweets, called
retweet (RT). If a user creates a tweet, it will be delivered to the followers of the
user, and the followers who received tweet can also retweet the same tweets to their
followers for various purposes. In this case, the tweet can deliver the information like
word-of-mouth process (from one user to his/her followers, and again, from his/her
followers to their followers). Because there is no limit of the number of retweeting,
more and more people can get the tweet. In terms of usability, it is convenient to
retweet to their followers by clicking a button one time for rapid information diffu-
sion on Twitter [8, 9, 10]. Thus, in this study, we study online information diffusion
on Twitter by finding the pattern of the spread of information from Twitter and
also the causes of this pattern. For this purpose, we have developed a software sys-
tem (called TweetPulse) to show the relationships of diffusion of information with
emotional language on Twitter.
1.2 Outline of This Paper
The outline of this paper is as follows. In Section 2, we introduce the related
work of SNS diffusion and trend, and describe the information diffusion on the SNS.
Section 3 discusses TweetPulse and its diffusion speed and diffusion convergence rate.
Section 4 addresses the detecting events, and how long is the diffusion continued. In
Section 5, we present the simulation to show the impact of events in the information
diffusion and what information is propagated speedily. Finally, the conclusion of
this work is given in Section 6.
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2 RELATED WORK
2.1 Information Diffusion and Trend Analysis with SNS
SNS is a service to support users to build a human network on the web. As society
advances, it is urged to express personal information and feelings grows stronger.
Thus, the way of building social relationships changed to make friends on the Inter-
net and websites like SNS is able to develop. Now more and more users use SNS to
support new information. Because the SNS’s information speed is very high, concise,
and accurate, it is very advantageous for people in modern society [11, 12]. Unlike
the traditional media’s one-sided nature the SNS is based on a variety of digital me-
dia and thus it enables the contents, consumption and production by the user; thus,
it opens a new chapter of society and culture. SNS can provide the opportunity for
the formation of new connections through a variety of ways to communicate, various
discussions on social issues on SNS, and leads the citizens to a diversity of social par-
ticipation. SNS has characteristics such as speed, personality, information openness
and easiness and can be classified into eight types depending on the capability of
providing, such as profile-based, business-based, blog-based, vertical, collaborative,
communication-centric, topic based, and micro blogging [13, 18, 23].
2.2 Information Diffusion on the SNS
Just a few years ago, we find the information necessary for academic or business
on portal site. However, we are able to quickly and easily share various kinds
of information created in real time through SNS with several members who form
communities [16, 14]. With SNS explosive diffusion, information sharing activity
among SNS users is increasing [15]. With the development of the SNS, the website
shows changes of information diffusion on the SNS. Especially it has become popular,
as shown in Figure 1 which shows politician interest index, the preference, keyword
changes like TrueStory.
Also, the Pulse-K is a social media monitoring and analysis service developed by
Conan technology. As shown in Figure 2, Pulse-K1 provides media and emotional
on the strip real-time which keywords to monitor, and users are able to see how to
change the reaction of the people on those keywords.
Figure 3 shows a social search tool which can provide original search results
from Twitter and Blog; it also can check the maximum diffusion message. Social
metrics insight2 provides crisis management and issues detected by services through
sensitivity word analysis to help companies. SNS such as Twitter or Blog help also
companies to communicate with consumers to promote new products.
1 http://www.pulsek.com/
2 http://insight.some.co.kr/
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Figure 1. Snapshot of diffusion of politicians related keywords in True Story
3 MODELING SOCIAL PULSE
The information can be collected from Twitter diffusion. The aggregated informa-
tion can be visualized on the chart so that users can easily understand the diffusion
patterns (increasing or decreasing) on TweetPulse. Once a set of information of
each user is projected from Twitter, it can be easily interpreted as a discrete sig-
nal which is a sequence of events over time. More importantly, we can set a time
Figure 2. Snapshot of Pulse-K services
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Figure 3. Snapshot of social metrics insight
window (of size δ), since we need to understand how the information is diffused in
Twitter [17, 19].
Assume that t ∈ T , a TweetPulse is composed of two parts; a time window
wτt = [τt, τt + δ], and a pitch (a height of the pulse). Especially, the pitch can be
explained as either the number of users who have applied the same information or
the number of information. Thus, it can be formalized by
Pt = {〈wτt , πτt〉|τt ∈ τ} (1)
where πτt is the pitch of a time window and can be computed by
πτt =
∣∣∣{rk|ui × tj × rk × τtj ∈ Fτ , tj = t, τtj ∈ [τt, τt + δ]}∣∣∣ (2)
where ui ∈ U and rk ∈ R. More interesting work is to find relationships between
given particular information. For example, if two tags are supported by more re-
sources at the same time, we determine two sets of information have greater corre-
lation than others.
3.1 Diffusion Speed
We can comprehend the speed of information diffusion, i.e., how quickly a tweet is
propagated to other users in certain time duration. Since a tweet t has been firstly
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used at τ 0t , we can measure the pitch of the TweetPulse πτt . Given a tweet t and its






where δ indicates a size of the time window.
The speed simply indicates the maximum diffusion power of the corresponding
tweet. We can measure the speed, when the TweetPulse of the tag shows the highest
pitch. In other words, if we can construct a cumulative curve of the TweetPulse, we
can easily find the speed at the steepest slope.
3.2 Convergence Rate of Diffusion
We can also measure the convergence rate of the propagated tweet, i.e., how quickly
the tweet is spread to most of users. Given a tag t and its TweetPulse Pt, the
convergence rate of its propagation can be measured by a temporal duration
Ct = |τΩt − τ 0t | (4)
where τΩt is the time ending the TweetPulse (i.e., πτΩt = 0). It means that after τ
Ω
t ,
there is no meaningful TweetPulse. Similar to the diffusion speed, convergence rate
is also an important indicator for measuring diffusion power.
4 DETECTING AND ANALYZING EVENTS
4.1 Event Detection
If at any time a large rate of diffusion is shown on the chart, maybe this is due to
any key causes (social issues or events), and we will call it events detecting. Figure 4
is a graph showing the comparison of TweetPulse for change of counts searched by
two keywords (Politicians) from 12 April 2012 to 29 April 2012.
We can see in some time-zones that diffusion speed is faster than in other time-
zones for each keyword, and we are able to surmise at the time-zones which showed
the highest diffusion speed that the time-zones had some social issue or events.
On 12 April 2012, relationship with a certain politician “P1” has social issue with
tweets, e.g., “tweet1”, and the tweet has influenced diffusion speed of the keyword
of P1. On 29 April 2012, the social event which “tweet2” has influenced the diffusion
speed of the keyword of another politician “P2”. As this views a big diffusion speed
at the time-zones, it will probably have events detecting about the keyword.
Also, in Figure 5, there is a time-zone when the diffusion speed is maximum on
12 April 2012. It means at that time there were some events relationships with the
keyword of ‘movie1’.
Thus, Figure 6 shows the snapshot before the time-zone when the tweet was
propagated at maximum diffusion speed. An actress appears in movie “M1” and
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Figure 4. Detecting events on TweetPulse by politicians
writes “tweet3” on the Twitter. This tweet includes the keyword of “M1”, and the
users who follow the actress RT this message, so on 12 April 2012 the keyword of
“M1” has propagated fast.
4.2 Continuous Time of the Information Diffusion
Figure 7 shows highest diffusion speed in some time-zones. At 9 AM on 16 April,
there is a high diffusion speed compared with other time-zones of keyword “P2”
related to a certain politician. Also, at 11 AM on 21 April, a keyword of another
politician “P3” has a higher diffusion speed than other time-zones.
In this paper, we have also studied diffusion continuance time when an event
has happened to one keyword. According to how long a tweet has been retweeted,
we can check it using two types of analytics:
1. macroscopic and
2. microscopic analytic methods.
4.2.1 Macroscopic Analytic Method
First we can check it on the monitor of events detecting on TweetPulse. We can
call it macroscopic analytic method. For example, in Figure 7, we can see that
“Ahn” keyword at the time-zone of 16 April 2012 (9 AM) has an event detected,
also “Kim” keywords have event detected at 21 April 2012 (1 AM) and the diffusion
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Figure 5. Detecting events on TweetPulse by movie title
Figure 6. DB data of “M1”
phenomenon lasts for 3 to 5 days; but maybe there are other events at the same
time. For example, one event happened on 21 April 2012, and it just continued for
a day, and another event happened on the next day.
4.2.2 Microscopic Analytic Method
To discover how long the diffusion phenomenon holds details, we have to use the
microscopic analytic method. By help of this method, we will check the continuance
time of the information diffusion. Thus, we can see it on Tweet cumulative analysis
program. There will be many tweets related with a keyword to be uploaded every
day. We study the emergence of some important events, so we just select the ones
with over 80 tweets propagated.
As shown in Figure 8, on 16 April, the important event which has caused sig-
nificant diffusion is “tweet4”. Compared in Figure 8, we cannot see the “tweet4” for
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Figure 7. Detecting events on TweetPulse by politicians
another two days except the 16th. However, we can see the tweet whose “tweet4”
lasted for 3 days.
Next we want to compare the tweets of “Kim”. As shown in Figure 9, on 21 April,
the important event which caused tweet diffusion is “tweet5”. Figure 9 shows that
“tweet5” has lasted for 2 days, and on 23 April, the tweet “comment” has been
diffused more quickly than other tweets. It means not only one event happened,
but also several events happened together. Also, most of the events have been just
diffused during 1 to 2 days, while only a few events have lasted for 3 to 5 days.
5 EXPERIMENTATION
5.1 System Architecture
To understand the TweetPulse, the simulation system is made up of two software
modules:
1. data collection function and
2. analysis tool for understanding diffusion phenomenon.
The analysis tool for understanding diffusion phenomenon is also composed of two
parts; the first one is Tweet counter analysis program and the second is Tweet
cumulative analysis program.
As shown in Figure 10, the data collecting program divides the table for each
keyword to collect data in the database by Tweet API. Tweet counter analysis
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Figure 8. Tweet cumulative analysis of “Ahn” on a) 16 April, b) 17 April, and c) 18 April
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Figure 9. Tweet cumulative analysis of “Kim” on a) 21 April, b) 22 April, and c) 23 April
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Figure 10. System architecture
program shows the tweet counter on the time during which the tweet information
was collected in the database. Tweet cumulative analysis program shows the tweet
information which was collected in the database by accumulating during one day.
5.2 Data Collection
For experimentation, we have targeted 8 politicians and 16 movie titles for collecting
datasets and the keywords. In this study, we have collected data during 4 months
(14 March 2012 to 12 July 2012). Thus, we have collected about 4 000 000 tweets.
With this, we have constructed a vast database, and were able to search for 4 months
data to cover the flaw which search tweet just for 7 days in Twitter.
5.3 Experimental Environment
In this paper, we have collected data for 4 months (14 March 2012 to 12 July 2012).
We have developed a monitoring program, as shown in Figure 11.
This system is developed by using C# and MS-SQL. It can save the tweets
which were searched using 8 keywords at special interval simultaneously. The most
superior point in this system is that it can be run and collect data in PC without
using the web page. The advantages of this program are in the ability to speculate
what event has happened at the time-zones when a large diffusion speed is shown.
Also, we can guess at the time-zone when there is a large diffusion speed that some
events happened. More importantly, tweet cumulative analysis program is a monitor
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Figure 11. Snapshot on GUI of Tweet collection software
program made to study the relationship of diffusion phenomena and perceptual
language of tweets. The program is also used for microscopic analysis continuance
time of the information diffusion.
Data cleansing such as de-duplication is an important issue for understanding
information diffusion patterns. But, in these systems, the meaning of the diffusion
of information is not accurate. Tweet search on 100 tweets per second is used in
the data collecting program. Every 1 second returns 100 tweets, thus there will
be collect duplication. Due to this problem, the process of duplication removal is
necessary. Given a data which want to save t, the data can be formalized by
t = 〈RT,U, T, S, sURL〉. (5)
As shown in the Figure 12, before saving the data in DB which collect 100 data
every 1 second to check user, upload-time, and tweet in DB, when (U1 = U2)∧(S1 =
S2)∧(T1 = T2), in other words t1 = t2, it means the data is already saved in database,
so it can be dropped. In opposite, if t1 6= t2, the data will be saved in DB.
Figure 13 is a chart which cumulates tweets for more than 30 days. The tweets
which view significant diffusion speed include emotional words. The tweets which
include emotional words diffused faster and more abundantly.
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Figure 12. System architecture of the duplication removal process
Figure 13. Tweet cumulative analysis program
6 CONCLUDING REMARKS AND FUTURE WORK
In this paper, we designed and implemented a model which can analyze the diffusion
of information efficiently by finding the TweetPulse, and showed the rate of diffusion
using visual interface. First of all, the relationship between information diffusion
and some events keyword were analyzed, and then the number of followers of the
user who write a tweet and its effect on information diffusion. In our next researches,
we shall try to find what feelings are added when a tweet is diffused.
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