Abstract. We prove a rigidity theorem for fiber bunched matrix-valued Hölder cocycles over hyperbolic homeomorphisms. More precisely, we show that two such cocycles are cohomologous if and only if they have conjugated periodic data.
Introduction
Given a hyperbolic map f : M → M and two G-valued Hölder cocycles A and B where G is a metric group, we are interested in giving necessary and sufficient conditions under which A and B are cohomologous, i.e. there exists a G-valued Hölder map P such that A(x) = P (f (x))B(x)P (x)
for all x ∈ M . This problem was initiated by Livšic in his seminal papers [7] and [8] (see also [6] ) where he proves that when G has a bi-invariant metric, A is cohomologous to Id i.e. A is a coboundary, if and only if A(f n−1 (p)) . . . A(f (p))A(p) = Id for all p ∈ M such that f n (p) = p where Id is the identity element of G. An important recent development was the extension, by Kalinin [4] , of the Livšic theorem for matrix-valued cocycles.
With this in mind, it is natural to ask whether two Hölder cocycles A and B satisfying A n (p) = B n (p) for all p ∈ M such that f n (p) = p are cohomologous. It is easy to see that this problem reduces to the previous one (i.e. where B = Id) when G is abelian, but in general it is not possible to do such a reduction.
In the present paper we prove that the answer is affirmative, for G = GL(d, R) whenever A and B satisfy a natural fiber bunching condition. The latter is used to construct invariant holonomies, a notion we borrow from Bonatti, Gómez-Mont, Viana [2, 12] and which plays an important part in our arguments.
A partial case of our result, requiring a strong bounded distortion condition, is contained in the paper of Schmidt [11] . A similar result was also obtained by Parry [9] assuming the group G admits a bi-invariant metric.
We also point out that the methods we develop in this paper can be extended to cocycles on other groups. This is carried out in a different paper which is currently in preparation.
After this work had been presented at the 29th Brazilian Mathematical Colloquium [3] we learned that similar results were obtained, independently, by Sadovskaya [10] .
Definitions and Statements
Let (M, d) be a compact metric space, f : M → M a continuous map and x ∈ M . We define the stable set of x with relation to f as
and the stable set of size ε > 0 as W
Moreover, if f is invertible we can define the unstable set of x and the unstable set of size ε > 0 just replacing f n by f −n in the above definitions.
Definition 1.
We say that a homeomorphism f : M → M is uniformly hyperbolic (or just hyperbolic) if there are constants C 1 , λ, ε and τ bigger than zero such that Any Anosov diffeomorphism on a compact Riemannian manifold is a hyperbolic homeomorphism. Another interesting class of examples are shifts: let f : M → M be the shift map on M = X Z where (X, d X ) is a compact metric space and the metric d on M is given by
Alternatively, we say that the sequence {A n } n∈Z is a cocycle over f generated by A where
Throughout A denotes the operator norm of a matrix A, that is, A = sup{ Av ; v = 1}.
Let us consider f : M → M a hyperbolic homeomorphism on a compact metric space (M, d) and A : M → GL(d, R) a α-Hölder continuous map which by this we mean that there exists
α for all x, y ∈ M . We say that A satisfies the fiber bunching condition if there exists C 3 > 0 and θ > 0 with θ < λ · α such that
for all x ∈ M and n ≥ 0. We will also use the notion of transitivity: we say that a map f : 
for all x ∈ M if and only if there exist a α-Hölder continuous map
In what follows, for simplicity of the presentation, we will assume α = 1; the general case is entirely analogous.
Building Invariant Holonomies
In this section we introduce the main tool used in our proof: invariant holonomies. The existence and main properties of these objects are given by the following proposition which comes from [12] : Proposition 1. There exists a constant C 4 > 0 such that, given x ∈ M and y, z ∈ W s (x) the limit
exists and satisfies
It also holds an analogous result for H We will prove only the assertions about H s,A yz since the others are similar and in order to do that we will need the following lemma:
ε (x) and x ∈ M . Proof : Note that, since we are assuming A to be Lipschitz, there exists some
and similarly for
where
). Now, using the fiber bunching condition on the last term we get the result.
Proof of the Proposition 1 : By taking forward iterates we can assume that y, z ∈ W s ε (x). For each n ∈ N we have that
is bounded by
Now, using the Lipschitz continuity of A, the contraction property of f on W s ε (x) and the previous lemma we get that there exist a constant
Since θ − λ < 0, this proves that the sequence is Cauchy and the limit H
as we want.
Let us fix a constant C 4 > 0 such that the above Lemma works with this constant for H
yz and every (admissible) choice of y and z.
Constructing the conjugacy
Now, with the tool built in the last section in hands, namely, invariant holonomies, we are in position to prove our theorem.
We will prove only one implication since the other one is clear. First of all we note that we can assume without loss of generality that Q is the identity, i.e. that A n (p) = B n (p) for all p ∈ M such that f n (p) = p. This can be done since we can reduce the previous case to this one just by considering the new cocyclẽ B(x) = Q(f (x))B(x)Q(x) −1 . Assume initially that f has a fixed point, i.e. there exists x ∈ M such that f (x) = x and denote W (
. It is well known that, in this case, f is topologically mixing, i.e. given any non-empty open sets U, V ⊆ M there exists
Note that P satisfies
Indeed,
i.e.
which proves the assertion. To prove it we have used that f (x) = x, the hypothesis on the periodic points and Proposition 1.
Our objective now will be to prove that P is Lipschitz, so that we can extend it to M = W (x). These will be based on a functional identity that we are going to state in Lemma 3. For the proof we will need the following classical fact:
The proof is entirely analogous to the case when the hyperbolic homeomorphism f is, actually, an Anosov diffeomorphism. See for example, [6] p.269, Corollary 6.4.17.
yx for all y ∈ W (x). Proof: Fix y ∈ W (x) and δ > 0, C 5 > 0 and ε 0 > 0 such that Anosov Closing Lemma holds. We begin by noticing that, as y ∈ W (x) there exist C 6 > 0 and n 0 ∈ N such that for all n ≥ n 0 we have
This follows easily from the fact that, as
and that in W s ε (x) and W u ε (x) we have exponential convergence to x. Let n 1 ≥ n 0 be such that for all n ≥ n 1 we have that d(f n (y), f −n (y)) < ε 0 . So, for all n ≥ n 1 there exists a periodic point p n ∈ M with f 2n (p n ) = p n and such that
for all j = 0, 1, . . . , 2n. Now, using the hypothesis on the periodic points and that
which can be rewritten as
or equivalently as
Noticing that
Now we claim that there exist a constant C 7 > 0, independent of n and p n , such that (A n (y))
Consequently, by (1) and the fact that θ − λ < 0 we get that
goes to zero when n goes to infinity. Observing that
we obtain that P (y) = H as we want. So, to complete the proof it remains to prove our claim. We will only show that there exists C 7 > 0, independent of n and p n , such that
The other part is analogous. First of all we note that
which by the cocycle property is equal to
. By the property of the norm this is less or equal than
Now, using that, since A is Lipschitz, there exist a constant
and that there exist
for j = 0, 1, . . . , 2n then
for all j = 0, 1, . . . , n, which proof is similar to the proof of Lemma 1, we get that the last expression is less or equal than
that by the choice of p n is less or equal than
Analogously we can prove that
Note now that
≤ C 10 diam(M ) + 1, independent of n and p n where C 11 = 2(C 10 diam(M ) + 1). Consequently, using that A n (x) = B n (x) and that
where C 12 = C 3 C 6 C 11 e θn0 . Now, as (A n (y)) −1 A n (x) converges to H s,A xy when n goes to infinity and (B n (x))
Therefore, considering C 7 = N 2 C 12 we get that
which proves our claim and consequently the Lemma.
Lemma 4. P is Lipschitz on W (x).
Proof: Let ε and τ > 0 be given by the definition of hyperbolic homeomorphism. Take y, z ∈ W (x) and assume initially that z ∈ W s ε (y). Then, 
whenever y, z ∈ W (x) and z ∈ W s ε (y). Using Lemma 3 and proceeding in the same way we get that, if y, z ∈ W (x) and z ∈ W u ε (y) then
Therefore, as w ∈ W s ε (y) and w ∈ W u ε (z) it follows by the previous comments that
Then, using that P (w) ≤ C 13 P (y) where C 13 = 2C 4 (C 4 ε + 1) + 1 does not depend on y and there exists C 14 > 0 such that d(y, w) + d(w, z) ≤ C 14 d(y, z) where this constant does not depend on y, w or z since
where C 15 = 2C 4 (C 4 ε + 1)C 13 C 14 > 0 does not depend neither on y nor z.
Let us consider now {y 1 , y 2 , . . . , y k } ⊂ W (x) such that M ⊆ ∪ k j=1 B(y j , τ ) where B(y j , τ ) is the ball of radius τ and centred on y j and
Note that there exists such y j 's since W (x) is dense in M and M is compact. So, given y ∈ W (x) there exist j ∈ {1, 2, . . . , k} such that y ∈ B(y j , τ ). By the previous considerations we get that
and consequently P (y) ≤ 2C 16 . Thus, given y, z ∈ W (x) with d(y, z) < τ it follows that
and consequently P is Lipschitz as we want.
Concluding the proof of the main result
Let us assume initially that f is topologically mixing. If f has a fixed point, by Lemma 4 we know that P is Lipschitz and thus we can extend it to W (x) = M . Such extension P is also Lipschitz and satisfies A(y) = P (f (y))B(y)P (y) −1 for all y ∈ W (x) = M since P satisfies it on W (x). Thus, P is a Lipschitz map satisfying the desired identity. For the general case, let x ∈ M be a periodic point and n 0 its period. Consider now the new cocyclesÃ,B :
It is easy to see thatÃ andB satisfy the fiber bunching condition (over F ), are Lipschitz and F (x) = x. Thus, applying the previous result to this case we get that there exists a Lipschitz continuous map P :
for all y ∈ M . Rewriting this in terms of the original cocycles we get that there exists a Lipschitz continuous map P :
for all y ∈ M . Now, in order to complete the proof, let us prove a couple of lemmas: 
Proof: One implication is trivial. Let us prove the other one. Assume that there exist P : M → GL(R, d) Lipschitz and m, n ∈ N relatively primes such that
for all y ∈ M . As m and n are relatively primes there exist k, l ∈ Z such that 1 = mk + nl. Then,
for all y ∈ M proving the lemma. for all y ∈ M .
Proof:
} ⊂ M be a subset of distinct periodic points such that the periods n i of p i and n j of p j are relatively primes for all i = j and
j=1 n j . The existence of such periodic points is ensured by the hypothesis on f , namely, hyperbolicity and the topological mixing property. Given j ∈ {1, 2, . . . , d
2 + 1} consider P pj : M → GL(R, d) the solution of
for all z ∈ M given by the procedure described above and fix y ∈ M such that its orbit under f N is dense in M which exists since f is topologically mixing. Then, as the dimension of
}, which we will assume without loss of generality to be p d 2 +1 , and c j ∈ R, j = 1, 2, . . . , d
Note that this equality holds, a priori, just for this fixed y. Now, let l be a multiple of n 1 , n 2 , . . . , n d 2 and n := n d 2 +1 (period of p). Then,
which completes the proof of this lemma since m and n are relative primes and
for all z ∈ M as we want. Thus, combining this two lemmas we complete the proof of the Theorem 1 in the case when f is topologically mixing. Assume now that f is transitive. By the Spectral Decomposition Theorem [see Theorem 3 of [1] ] there exist two-by-two disjoint compact sets Ω 1 , Ω 2 , . . . , Ω k such that M = Ω 1 ∪ Ω 2 ∪ . . . ∪ Ω k , f (Ω i ) = Ω i+1 for i = 1, . . . , k − 1 and f (Ω k ) = Ω 1 and such that f k | Ωi : Ω i → Ω i is topologically mixing for i = 1, . . . , k. Let us consider f k | Ω1 : Ω 1 → Ω 1 and A k , B k : Ω 1 → GL(d, R) as usual given by A k (x) = A(f k−1 (x)) . . . A(x) and B k (x) = B(f k−1 (x)) . . . B(x). Thus, applying the previous results we get that there exists P 1 : Ω 1 → GL(d, R), a Lipschitz continuous map, such that
Define P : M → GL(d, R) by P (f j (x)) = A j (x)P 1 (x)B j (x) −1 for x ∈ Ω 1 and j = 0, 1, . . . , k − 1.
Such P is well defined and Lipschitz continuous and it satisfies
A(y) = P (f (y))B(y)P (y)
for all y ∈ M . Indeed, given x ∈ Ω 1 and j ∈ {0, 1, . . . , k − 2}
as we want. If j = k − 1 we have that
which completes the proof of the Theorem. 
