In recent years there has been an increasing interest in studying the propagation of polarized light in randomly scattering media. This paper presents a novel approach for cell and tissue imaging by using full Stokes imaging and for its improved diagnostics by using artificial neural networks (ANNs). Phantom experiments have been conducted using a prototyped Stokes polarization imaging device. Several types of phantoms, consisting of polystyrene latex spheres in various diameters, were prepared to simulate different conditions of epidermal layer of skin. Several sets of four images that contain not only the intensity, but also the polarization information were taken for analysis. Wavelet transforms are first applied to the Stokes components for initial feature analysis and extraction. Artificial neural networks (ANNs) are then used to extract diagnostic features for improved classification and prediction. The experimental results show that the classification performance using Stokes images is significantly improved over that using the intensity image only.
INTRODUCTION
With recent improvements in optical components, the acquisition of polarized images has become easier and more cost effective. Particularly, polarization imaging can reveal important optical properties of the imaged sample in addition to those revealed by a simple intensity imaging method. The fact that the polarization state of the light contains useful information has been shown in many literatures, for example, in [1] , [2] and [3] . Rahmann and Canterakis describe how the polarization state of light can be used for the reconstruction of specular surfaces to determine the shape of 3-D objects [1] . They use the fact that light reflected by dielectrics and metals becomes partially linearly polarized and that the direction of polarization depends on the orientation of the reflecting surface. Demos and Alfano demonstrate a technique based on polarization imaging that allows for optical imaging of the surface as well as structures beneath the surface [2] . This paper presents a new approach to improve classification of cells or tissues through the application of Stokes imaging techniques and artificial neural networks [4, 5] . Measuring the polarization of backscattered light provides insight into the optical properties of the cell or tissue and could improve the classification of different types of tissue. The polarization state of light can be represented by Jones vectors or by Stokes vectors [4] . In particular, Stokes vectors can represent fully polarized light as well as partially or un-polarized light and are therfore the natural choice for the representation of polarized image information. The images, taken from the backscattered light of the samples, are represented as two dimensional arrays of Stokes vectors. The Stokes vector, one for each pixel location, fully describes the polarization state of the light at this particular spatial position. Further, a broadband light source coupled with a tunable optical bandpass filter allows for the illumination and collection of images at different optical wavelengths. 
USB
Artificial neural networks (ANNs) have been introduced to classify different types of cells or tissues. In particular, multilayer perceptrons (MLPs) are used to extract polarization signatures of the cells or tissues, through which a nonlinear decision boundary can be determined to classify the cells or tissues [5] . To further improve the classification performance, we have also included a feature extraction step using wavelet transforms to derive a joint space and frequency representation of the Stokes images [6] . In order to compare the classification performance of Stokes imaging techniques with conventional imaging techniques, we have constructed three realistic phantoms using different sizes of polybeans to simulate the epidermal layer of skin. The classification performances, one with full Stokes vector information and one using intensity information only, are estimated with a cross validation method (i.e., 3-fold cross validation) to demonstrate the superior performance of the proposed polarization imaging system. The paper is organized as follows. In Section 2, we will describe the polarization imaging system in principle. Specifically, we will describe the design of polarization image device and its image analysis algorithms for classification. In Section 3, we will present a detailed report of preliminary experimental results using phantom studies, especially on the results of using either single-or multi-spectral polarization information. Finally, in Section 4 we will conclude this paper with some future research directions.
METHODS
In this section, we will describe the design of the polarization system in details. First, the polarization imaging device is designed to acquire a full representation of polarization information. Specifically, a sequential acquisition procedure is proposed to acquire four intensity images with different polarization properties. Four Stokes images are then computed from the four intensity images to give a full description of polarization states. A sophisticated image analysis algorithm is also proposed for classification, where wavelet transforms are used to extract polarization features and artificial neural networks are then trained for binary classification.
Polarization Imaging Device
A detailed diagram of the polarization imaging device is shown in Figure 1 , where the device consists of two aluminum cylindrical tubes for the illuminator and detector, respectively. A 150 Watt tungsten-halogen lamp is used as the light source providing a strong intensity over a broad spectrum ranging from ultra violet (UV) (330nm) to the near infrared (NIR) (2µm). An optical fiber bundle guides the light to the illuminator consisting of a collimator, a 0° aligned polarizer, and a filter. The tunable optical band-pass filter allows us to select the desired illumination wavelength for imaging, from visible light to NIR. The detector consists of an optical objective lens with an infinite focal length, a followed by two OptoCeramic (OC) electro-optic phase retarders between them, with their axes aligned at 45° and 22.5°, respectively, a 0° aligned linear polarizer, and a digital camera. Two phase retarders are controlled independently by a computer through a two-channel driver, and a D/A module with USB interface. The detector is mounted onto an adjustable station with angle rotation. A three dimensional adjustable platform is used to hold the phantoms and other testing samples. Hence, the system is flexible enough to exam the sample with variable incident and collection angles. In order to acquire the polarization information, i.e., the Stokes images, four intensity images (I 0 -I 3 ) are needed and taken sequentially, with two phase retarders (i.e., P1 and P2) controlled by a sequence of voltages as shown in Figure 2 . I 0 is taken with 0 volt applied to both P1 and P2. I 1 is taken with the half-wave voltage V π applied to P1 and 0 volt applied to P2. I 2 is taken with V π is applied to both P1 and P2. I 3 is taken with a quarter-wave voltage V π/2 applied to P1 and V π applied to P2. The four Stokes vector images S 0 -S 3 can be calculated from the intensity images as follows:
( ) Figure 3 shows the diagram of image analysis algorithms, where wavelet transforms (WTs) are applied to further extract polarization features and an artificial neural network (ANN) is trained to classify the patterns based on the features. Below we will briefly describe the principle of the WTs and ANN and their performance evaluation based on cross validation.
Image Analysis Algorithm

Wavelet transform for feature extraction
Wavelet transform has been introduced to analyze polarization features by providing the space and frequency information simultaneously, hence giving a space-frequency representation of the signal [6] . The definition of the continuous wavelet transform for a 1-D signal f(x) can be described as: Figure 4 shows the waveform of Daubechies D4 function [6] . By scaling and shifting the wavelet function ( ) x ϕ , we can construct a family of analyzing functions
to obtain a space-frequency representation of the original signal. In this project, we will apply wavelet transforms to polarization images to extract detailed features or signatures for classification of objects with different polarization properties.
Using the Haar (or Daubechies D4) functions as the basis for the transform, the image is decomposed into four separate bands (see Figure 5 ). The LL 1 band contains a scaled down, low resolution version of the original image and the remaining three bands LH 1 , HL 1 , and HH 1 contain the detail information, i.e. horizontal, vertical and diagonal orientation features encountered in the original image. The process of the wavelet transform can be repeated by transforming the LL 1 band into a send level representation: four subbands denoted as LL 2, LH 2 , HL 2 , and HH 2 . This process, illustrated in Figure 5 , is also called pyramid decomposition [7] . 
Artificial neural networks for classification
The type of ANN used for classification of two classes is a multilayer perceptrons (MLP) network with hidden layers (see Figure 4) . MLPs have been successfully applied to solve a variety of nonlinear classification problems [5] . In our experiments, we use three-layer perceptrons where the computation nodes (neurons) in the hidden layer enable the network to further extract meaningful features from the input patterns for better nonlinear classification. The connectivity weights are trained in a supervised manner using the error back propagation algorithm [5] .
One of the drawbacks of neural networks is that they don't perform well when the number of inputs is too large (the so-called curse-of-dimensionality phenomenon) [8] . To estimate the generalizable performance of our classification scheme, cross validation is used to calculate classification error rates (CERs) of the MLP. The input blocks are randomly divided into two sets, one set is used for training and the other is used for cross validation. This random division of blocks into two sets was repeated 10 times and the neural networks are retrained and tested. The mean classification error rate (CER) and its standard deviation are then computed to evaluate the classification performance. In practice, we performed either Leave-One-Out (LOO) test (i.e., holding out one block for testing) or 3-fold cross validation (i.e., holding out 1/3 of the blocks for testing) to estimate the classification error rates.
Experimental Results
In this section, we will report our preliminary results of using polarization imaging and artificial neural networks for improved diagnostics. First, the polarization imaging device has been developed using two electrically tunable retarders for acquiring polarization images. Second, different types of phantoms were built to simulate the epidermal layer of the skins for testing the performance of the proposed system. Third, image analysis algorithms have been developed to extract polarization features and classify the phantoms. The performance of classification accuracy was evaluated by cross validation, and the improvement of performance was demonstrated by comparing the performance of the system using polarization information over that without using polarization information.
Polarization Imaging System
Figures 6 shows a photograph of the actual imaging device consisting of the illuminator and detector tubes and the adjustable platform used to hold the testing samples. The key component, electrically tunable retarder, which enables high speed operation of the Stokes polarization imaging system, is based on BATi's newly breakthrough electro-optical ceramic material which features high electro-optic effect, high operation speed, ruggedness, and ease of fabrication [9] . As described in Section 2, a sequential image acquisition scheme is implemented to acquire four intensity images with different polarization properties. From our experience, we know that the accuracy of Stokes polarization images is mostly determined by setting accuracy of retardation on the phase retarders. Therefore, a careful phase retarder characterization and calibration procedure is developed to minimize the errors between measured and desired (or targeting) phases. In our experiments, the error is less than 0.035 rad, which is good enough for the proposed application.
Phantom Preparation and Data Acquisition
The polystyrene phantoms were used to simulate the epidermal layer of a skin. Three phantom samples, Phantom-42, Phanom-74, and Phantom-99 were prepared which consisted of different polystyrene latex spheres with mean diameters of 42µm, 74µm, and 99µm, respectively. For all of 42µm, 74µm, and 99µm spheres, distilled water was added to adjust the reduced scattering coefficient, µ' s , to match the scattering of skin. India ink was also added to the latex phantoms to make the absorption coefficient, µ a , to match that of the epidermis. The optical properties of the polystyrene phantoms were set such that µ' s = 2.0/mm and µ a = 2.46/mm. An Intralipid solid phantom was used to simulate the dermal layer of a skin. The Intralipid solid phantom was made from agar (a stiffening agent), distilled water, India ink, and 20% Intralipid. The optical properties of this phantom were adjusted such that µ' s = 2.0/mm and µ a = 0.03/mm. The optical properties of the polystyrene phantom and Intralipid solid phantom approximated the scattering and absorption of the epidermal and dermal layer of the skin in the range of 550nm~950nm, respectively. For each samples consisting different diameter polystyrene spheres, a diameter of 3cm cup of Intralipid solid phantom was placed below the incident light. To simulate a thin layer of skin, a small volume of polystyrene phantom was placed onto the center of the solid phantom. This drop spread out in a uniform circle with a diameter that could be easily measured using a Vernier caliper. Knowing the original volume and the area covered by the spheres allowed us to calculate the approximate polystyrene thickness. After waiting a few seconds for the drop area to become stable, polarization images were taken. Here, the thickness was controlled between 50µm and 170µm, which is comparable to the thickness of the epidermal layer of the skin which can very from 70µm to 150µm for thin skin. With Phantom-42, Phantom-74, and Phantom-99, different illumination wavelength at 550nm, 650nm, and 950nm were chosen, which are from visible to near IR. Figure 7 shows the four intensity images I 0 -I 3 of Phantom-42 and Phantom-99 collected with the polarization imaging device. These two sets of images were acquired with an incident angle of 22.5º and a collection angle of 45.0º. The wavelength of the incident light was 550nm.
Figures 8 shows the Stokes vector images of Phantom-42 and Phantom-99, respectively, obtained from the intensity images by applying Equation (1) . The S 0 component image reflects the overall intensity (polarized and un-polarized components combined). The component images S 1 , S 2 , and S 3 contain intensity differences as defined in Equation (1) and can contain positive as well as negative values.
Classification Results
With the polarization images acquired using three phantoms (Phantom-42, Phanom-74, and Phantom-99), we have conducted a series of experiments to study characteristics of the polarization system, e.g., the incident/collection angle, image quality and its impact on classification of phantoms. In this section, we will mainly report the classification results on Phantom-42 and Phantom-99, using either single wavelength or with multiple wavelengths of polarization information. The Stokes images were first processed by multiscale wavelet transforms to extract the discriminatory features for classification. The features were then fed to train a three-layer MLP to discriminate two phantoms. To estimate the generalizable classification performance, we used 3-fold cross validation to compute the mean and standard deviation of the classification error rate. The performance of using polarization information (i.e., using S 0 -S 3 ) has been compared to that without using polarization information (i.e., using S 0 only). Form these results we have observed that a significant improvement can be gained by using the polarization information.
Polarization imaging study (Phantom-42 vs. Phantom-99)
The results presented in this section show the classification performance on polarized phantom images taken at incident wavelengths of 650nm, 850nm, and 950nm, respectively. The network was trained and tested only on images acquired with the same wavelength. In each wavelength category a total of six images (three for each phantom type) were used. All phantoms were illuminated at an incident angle of 22.5°. The collection angles used were 22.5º, 45.0º, and 67.5º. In order to use 3-fold cross validation for estimating the network's classification performance, every image was subdivided into 64 by 64 pixel wide blocks. These blocks were randomly divided into a training set (2/3 of the total number of blocks) and a test set (1/3 of the total number of blocks). From each of these blocks a total number of 81 overlapping windows, 32 by 32 pixels wide, were extracted as inputs to the classification system. The process of dividing the blocks into training and test sets was repeated 10 times to train and test the network. The resulting classification errors were used to calculate the mean classification error and its standard deviation. Tables 1-2 and Figures 9-10 show the results for the wavelengths of 650nm and 950nm, respectively.
The classification error rates in the case of the images acquired at 650nm show an improvement of the classification performance from 18% using intensity only to 11% using Stokes vector images. The error rates in both cases are not dependent on the number of hidden neurons. While the error rate for the training set decreases when more hidden neurons are added (Figure 9 ), the testing error remains constant over a wide range. The standard deviation of the classification error rate is about 2.5%, which is relatively low. In the second case, the incident light wavelength of 950nm, the classification performance of the Stokes vector images is significantly better than that obtained by using intensity images only. As shown in Table 2 , the classification error rate is about 25% when using the intensity information only. When the polarization information is used in addition to the intensity information, the classification error rate decreases to about 16%. Figure 10 also shows that the classification error rate is not dependent of the number of hidden neurons either. 
Multispectral polarization imaging study (Phantom-42 vs. Phantom-74)
The following results show the classification performance on the two phantoms (i.e., Phantom-42 and Phantom-74) using multispectral polarization information. While the results in Section 3.3.1 show the classification performance of the system when trained and tested at a single wavelength, the results in this section show the results when images taken at different wavelengths are combined to train the neural network for classification. Specifically, the images used in this section were taken at the wavelengths of 550nm, 650nm, and 950nm, respectively. As described in the previous section, 3-fold cross validation was used to estimate the MLP's classification performance. Again, each image was subdivided into 64 by 64 pixel wide blocks. These blocks were randomly divided into a training set and a test set. From each of these blocks a total number of 81 overlapping windows, 32 by 32 pixels wide, were extracted as inputs to the classification system. The process of dividing the blocks into training and validation set was repeated 10 times. The network was retrained and the classification performance was estimated using the test set. The mean classification error (from cross-validation) and its standard deviation are shown in Table 3 where the number of hidden neurons varies from 1 to 10. As we can see, the classification error rate decreases when additional hidden neurons are added to the neural network. This is the case for using the intensity image (S 0 ) only as well as for using four Stokes images (S 0 -S 3 ). The network performs significantly better when trained on the Stokes images (7.2% error rate with S 0 -S 3 ) than that using intensity image only (24.7% error rate with S 0 only). Figure 11 shows the mean classification errors for the training and test sets with respect to the number hidden nods in the neural network. It can be clearly seen that an increase of the number of hidden neurons improves the classification performance. It is our initial observation that the classification problem appears to be more complex when images taken at different wavelengths are combined, thus requiring more hidden neurons to extract polarization information for better classification.
CONCLUSION
In this paper we have presented a polarization imaging device to acquire a complete set of Stokes vector images for improved diagnostics. An image analysis subsystem has also been developed to classify different types of phantoms based on the 2-D discrete wavelet transform (2D-DWT) and multilayer perceptrons (MLPs). When trained and tested with the complete set of Stokes images (i.e., S 0 -S 3 ), the classification performance is significantly improved compared to that with intensity image only (i.e., S 0 ). The results have confirmed that the polarization state contains important information that can be used to classify two different types of phantoms. While the results are encouraging and this study shows the potential of this imaging device, further study is needed. Future work may include more realistic phantom studies and biological cell/tissue studies for validation. Some optimization procedure for ANNs (such as the optimized MLP in [10] ) shall be explored to avoid the local minima problem existed in nonlinear classification problem. As also shown in our preliminary result in Section 3, the use of multispectral polarized images is another possible path to improve the classification performance.
