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Abstract
New Lie symmetry classification of the known class of reaction–diffusion–convection equations is presented. The classification
method is based on combining the standard group classification method and the form-preserving transformation approach.
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1. Introduction
In this paper we deal with the well-known class of the non-linear reaction–diffusion–convection (RDC) equations
ut =
[
A(u)ux
]
x
+B(u)ux +C(u), (1)
where u = u(t, x) is an unknown function and A(u) = 0, B(u) and C(u) are arbitrary differentiable functions. Here-
inafter the t and x subscripts to functions denote differentiation with respect to these variables. Class of Eqs. (1)
generalizes a great number of the known non-linear second-order equations describing various processes in biol-
ogy [1,2], ecology [3], physics [4] and chemistry [5].
Equations of the form (1) have been very widely studied by means of the numerical, qualitative and asymptotic
analysis and there is a vast literature on these topics. Here we restrict ourselves on generalization of the known results
and the exhibition of new results obtained by application of the classical Lie method and its modern generalizations.
We remind the reader that S. Lie [6] was the first to calculate the maximal invariance algebra of the linear heat
equation
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i.e., (1) in the case A = 1,B = C = 0.
In the case B = C = 0, the known non-linear heat equation
ut =
[
A(u)ux
]
x
(3)
is obtained from (1). Lie symmetries of Eq. (3) were completely described by Ovsiannikov in [7,22]. It should be
stressed that this paper is the remarkable work because the first time the problem of Lie symmetry classification was
completely solved for a class of non-linear partial differential equations.
Several papers were devoted to extension of Ovsiannikov’s result on other equations of the form (1) [8–14]. The
papers [8] and [13,14] contain the complete description of Lie symmetries for (1) with B = 0 and B = 0, respectively,
so that the results obtained here will be compared with those from [8] and [13,14].
First of all, we stress that Ovsiannikov’s method of Lie symmetry classification is based on the classical Lie scheme
and a set of equivalence transformations of the given differential equation. The formal application of this method to
equations containing several arbitrary functions (Eq. (1) contains three arbitrary functions) leads to a large number of
equations admitting different Lie algebras of invariance. Our approach of Lie symmetry classification of differential
equations is based on the classical Lie scheme and on finding and then making systematical use of the sets of local
transformations that reduce any differential equation with a Lie algebra of invariance to one given in the relevant
list. This approach has earlier been applied also for reaction–diffusion systems [15–18] and diffusion–convection
systems [19]. In the particular case, it was found that there are only 10 non-equivalent reaction–diffusion systems
with variable diffusivities admitting non-trivial Lie symmetries [17], moreover this result has been extended on the
multidimensional reaction–diffusion systems [18].
Recently, we paid our attention to the notion of form-preserving point transformations introduced in [20]. These
transformations present the most general form of local substitutions, which can map any equation from a given class
to another one belonging to the same class. Form-preserving transformations contain as particular cases the known
equivalence transformations [21] used in Ovsiannikov’s method of group (Lie symmetry) classification and discrete
point transformations, which are not obtainable by the classical Lie method [6,22].
It the case of Eq. (1) one can essentially extend the Ovsiannikov group classification method and its modifica-
tion mentioned above, because all local substitutions found in [8] and [13,14] are nothing else but form-preserving
transformations for the class of Eqs. (1). Taking this into account, the main objective of this paper is to construct
the complete list of so-called canonical RDC equations with non-trivial Lie symmetry algebras by combining the
standard method of group classification and the form-preserving transformation search. As a consequence, new group
classification of the RDC equation (1) is obtained.
It should be noted that form-preserving transformations were applied to derive the complete Lie symmetry clas-
sification of classes of diffusion–convection and reaction–diffusion equations with variable (with respect to the
independent variable x) coefficients in the recent papers [10,23].
The paper is organized as follows. In Section 2, we show that there are nine subclasses of (1) containing thirty
equations, which are non-equivalent with respect to the equivalence transformations and admit non-trivial Lie sym-
metry algebras. In Section 3, we prove a theorem that presents all possible form-preserving transformations for (1)
in the explicit form. Using these transformations we further reduce the list of RDC equations with non-trivial Lie
symmetry algebras obtained in Section 2 to the list of canonical equations containing fifteen equations. Finally, the
main results of the paper are summarized and discussed in Section 4.
2. The classical group classification of the RDC equation (1)
The method of group classification of differential equations suggested by Ovsiannikov [22] is based on the clas-
sical Lie method and a set of equivalence transformations of a given equation. Here we present the subsequent and
rigorous application of this method to Eq. (1). In contrary to the paper [13], we do not assume any constraint on the
function B(u).
First of all, we find the group of equivalence transformations using the well-known procedure [21].
Theorem 1. The group of equivalence transformations of the RDC equation (1) is generated by the infinitesimal
operator
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where the coefficients are given by the formulae
ξ0 = κ0t + d0, ξ1 = κ1x + gt + d1, η = κ2u+ d2,
ζ 1 = (2κ1 − κ0)A, ζ 2 = (κ1 − κ0)B − g, ζ 3 = (κ2 − κ0)C, (5)
and κ0, κ1, κ2, g, d0, d1, and d2 are arbitrary constants.
Thus we obtain the set of equivalence transformations
t → κ0t + d0, x → κ1x + gt + d1, u → κ2u+ d2, (6)
preserving the form and Lie invariance algebra (up to equivalent representations) of any fixed equation from the
class (1). These transformations will be further applied to unite the RDC equations with the same Lie symmetry.
Obviously, Eq. (1) with any fixed triplet of the functions A,B and C is invariant under the Lie algebra generated
by the operators of time and space translations. Hereinafter, following the paper [13], this Lie algebra is called the
trivial Lie algebra. We are interested to define structures of all those equations, which admit a non-trivial algebra of
invariance, i.e. three- and higher-dimensional Lie algebra.
Theorem 2. If an equation of the form (1) admits a non-trivial Lie algebra, then it belongs to one of nine subclasses
listed in the second column of Table 1.
Proof. It was established in [13, Eqs. (2.6)–(2.9)] that any RDC of the form (1) is invariant with respect to the
infinitesimal operator
X = ξ0∂t + ξ1∂x + η∂u, (7)
generating maximal algebra of invariance (MAI) of (1), if and only if its coefficients ξ0 = ξ0(t, x,u), ξ1 = ξ1(t, x,u),
and η = η(t, x,u) satisfy the determining equations
ξ0x = ξ0u = ξ1u = ηuu = 0; (8)
ηA˙ = (2ξ1x − ξ0t )A,
ηB˙ = (ξ1x − ξ0t )B − 2ηxA˙+ (ξ1xx − 2ηxu)A− ξ1t ,
ηC˙ = (ηu − ξ0t )C − ηxxA− ηxB + ηt , (9)
where the dot above the functions A,B and C and the lower subscript u to all other functions denote differentiation
with respect to u.
Since the general solution of (8) has the form
ξ0 = ξ0(t), ξ1 = ξ1(t, x), η = α(t, x)u+ β(t, x), (10)
where ξ0(t), ξ1(t, x),α(t, x) and β(t, x) are arbitrary smooth functions, system (9) takes the form
(αu+ β)A˙ = (2ξ1x − ξ0t )A,
(αu+ β)B˙ = (ξ1x − ξ0t )B − 2(αxu+ βx)A˙+ (ξ1xx − 2αx)A− ξ1t ,
(αu+ β)C˙ = (α − ξ0t )C − (αxxu+ βxx)A− (αxu+ βx)B + αtu+ βt . (11)
Obviously system (11) with arbitrary functions A,B,C has the general solution
ξ0 = d0, ξ1 = d1, α = β = 0, (12)
where d0 and d1 are arbitrary constants. Operator (7) with coefficients (12) generates the trivial Lie algebra of (1).
However, we are interested in the cases when the solution of system (11) leads to a non-trivial Lie algebra.
Since the functions ξ0, ξ1, α and β do not depend on the variable u, one can obtain each solution (A,B,C) of (11)
from the system of ordinary differential equations
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No. Initial equations Equivalence
transformations
Simplified equations
1 ut = [A(u)ux ]x + λ1ux τ = t, wτ = [A(w)wy ]y
y = x + λ1t,
w = u
2 ut = λ0(ekuux)x + (λ1 + λ2emu)ux + λ3e(2m−k)u τ = λ0t, wτ = (ekwwy)y + λ˜2emwwy + λ˜3e(2m−k)w
y = x + λ1t,
w = u
3 ut = λ0(ekuux)x + (λ1 + λ2u)ux + λ3e−ku τ = λ0t, wτ = (ekwwy)y + λ˜2wwy + λ˜3e−kw
y = x + λ1t,
w = u
4 ut = λ0(ekuux)x + (λ1 + λ2e
k
2 u + λ3eku)ux τ = λ0t, wτ = (ekwwy)y + (λ˜2e
k
2 w + λ˜3ekw)wy
+ λ4 + λ5e
k
2 u + λ6eku y = x + λ1t, + λ˜4 + λ˜5e
k
2 w + λ˜6ekw
w = u
5 ut = λ0uxx + (λ1 + λ2u)ux + λ3 + λ4u, τ = λ0t, wτ = wyy + λ˜2wwy + λ˜4w
λ4 = 0 y = x + λ1λ4−λ2λ3λ4 t,
w = u+ λ3λ4
6 ut = λ0[(u+ θ)kux ]x + [λ1 + λ2(u+ θ)m]ux τ = λ0t, wτ = (wkwy)y + λ˜2wmwy + λ˜3w2m−k+1
+ λ3(u+ θ)2m−k+1 y = x + λ1t,
w = u+ θ
7 ut = λ0[(u+ θ)kux ]x + [λ1 + λ2(u+ θ)
k
2 + λ3(u+ θ)k]ux τ = λ0t, wτ = (wkwy)y + (λ˜2w
k
2 + λ˜3wk)wy
+ [λ4 + λ5(u+ θ)
k
2 + λ6(u+ θ)k](u+ θ) y = x + λ1t, + (λ˜4 + λ˜5w
k
2 + λ˜6wk)w
w = u+ θ
8 ut = λ0[(u+ θ)kux ]x + [λ1 + λ2 ln(u+ θ)]ux τ = λ0t, wτ = (wkwy)y + λ˜2 lnwwy + λ˜3w−k+1
+ λ3(u+ θ)−k+1 y = x + λ1t,
w = u+ θ
9 ut = λ0uxx + [λ1 + λ2 ln(u+ θ)]ux τ = λ0t, wτ = wyy + λ˜2 lnwwy
+ [λ3 + λ4 ln(u+ θ)+ λ5 ln2(u+ θ)](u+ θ) y = x + λ1t, + (λ˜3 + λ˜4 lnw + λ˜5 ln2 w)w
w = u+ θ
(k1u+ k2)A˙ = k3A,
(k1u+ k2)B˙ = k4B + 2(k5u+ k6)A˙+ k7A+ k8,
(k1u+ k2)C˙ = (k1 − k3 + 2k4)C + (k9u+ k10)A+ (k5u+ k6)B + k11u+ k12. (13)
The relation between systems (13) and (11) is given by the formulas
α = k1ϕ, β = k2ϕ, 2ξ1x − ξ0t = k3ϕ, ξ1x − ξ0t = k4ϕ, −αx = k5ϕ,
−βx = k6ϕ, ξ1xx − 2αx = k7ϕ, −ξ1t = k8ϕ, −αxx = k9ϕ,
−βxx = k10ϕ, αt = k11ϕ, βt = k12ϕ, (14)
where ϕ = ϕ(t, x) is a non-zero smooth function and ki , i = 1, . . . ,12, are arbitrary (at the moment) constants. It
should be stressed that an arbitrary solution of (13) does not lead automatically to the RDC equation and the relevant
Lie symmetry. In fact, one needs to substitute this solution into (11), solve the system obtained with respect to the
functions ξ0, ξ1, α and β , and construct the infinitesimal operator (7) in an explicit form.
To construct all possible solutions of (13) we analyze this system along the zero and non-zero values of the con-
stants k1, k2 and k3. It means that it is necessary to consider eight cases (some of them can be combined) and we
present four of them in details.
Consider the simplest case (i) k1 = 0, k2 = 0, k3 = 0. Taking into account (14), system (13) is reduced to the form
k4B + k8 = 0, k4C = 0,
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ξ1x B + ξ1t = 0, ξ0t C = 0. (15)
One easily sees that a non-trivial Lie algebra occurs only under the condition ξ0t = 0 otherwise the general solution
of (15) has the form (12). The condition ξ0t = 0 immediately gives B(U) = λ1 ∈ R and C(U) = 0. The relevant RDC
equation is listed in case 1 of Table 1.
Case (ii) k1 = k2 = 0, k3 = 0 immediately leads to the condition A(U) = 0 and it contradicts to the assumption
that (1) is the second-order equation.
In case (iii) k1 = 0, k2 = 0, k3 = 0 conditions (14) lead to α = 0 and k5 = k9 = k11 = 0 and system (13) takes the
form
A˙ = kA,
B˙ = mB +m1
(
2A˙− k
2
A
)
+m2,
C˙ = (2m− k)C +m3A+m1B +m4, (16)
where
k = k3
k2
= 0, m = k4
k2
, m1 = k6
k2
, m2 = k8
k2
, m3 = k10
k2
, m4 = k12
k2
(17)
are arbitrary constants at the moment. Using (14) and (17), one easily arrives at the system
2ξ1x − ξ0t = kβ, (18)
ξ1x − ξ0t = mβ, (19)
ξ1t = m2β, (20)
βt = m4β, −βx = m1β, −βxx = m3β (21)
to find the functions ξ0, ξ1, α and β .
First of all we want to find compatibility constraints of system (18)–(21). Eqs. (18) and (19) give
(2m− k)ξ1x = (m− k)ξ0t
what leads to the constraint
(2m− k)ξ1xx = 0. (22)
On the other hand, differentiating (19) with respect to x and taking into account (22) one obtains the constraint
(2m− k)mβx = 0. (23)
Differentiating (18) and (19) with respect to t and (20) with respect to x and using (23), we find the compatibility
constraint
m(2m− k)(m− k)βt = 0. (24)
The compatibility constraint (24) leads to four different subcases that can be considered step by step.
Consider the first subcase m = 0; k2 ; k. Solving (23) and (24) we immediately obtain β = constant = 0 and then
the conditions m1 = m3 = m4 = 0 follow from Eqs. (21). Thus, the general solution of (16) has the form
A = λ0eku, B = λ1 + λ2emu, C = λ3e(2m−k)u,
where λ0 = 0, λ1 = −m2/m, λ2 and λ3 are arbitrary constants. So, the relevant RDC equation takes the form
ut = λ0(ekuux)x + (λ1 + λ2emu)ux + λ3e(2m−k)u, k = 0,
and it is listed in case 2 of Table 1. This equation admits a non-trivial Lie algebra, because β = 0.
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m4 = 0 and β = 0. However, the general solution of (16) has the form
A = λ0eku, B = λ1 + λ2u, C = λ3e−ku,
where λ0 = 0, λ1, λ2 = m2 and λ3 are arbitrary constants. The relevant RDC equation with a non-trivial Lie algebra
is listed in case 3 of Table 1.
In the third subcase m = k2 = 0, constraints (22)–(24) are automatically fulfilled and any non-vanish solution of (21)
generates a non-trivial Lie algebra. The general solution of (16) with m = k2 = 0 is given by the formula
A = λ0eku, B = λ1 + λ2e k2 u + λ3eku, C = λ4 + λ5e k2 u + λ6eku, (25)
where λ1 = − 2m2k , λ3 = 3m1λ0, λ5 = 2m1λ2k , λ6 =
2m21λ0
k
, and λ0 = 0, λ2, λ4 are arbitrary constants. The relevant
RDC equation is listed in case 4 of Table 1.
In the fourth subcase m = k = 0, constraint (23) leads to the condition m1 = m3 = 0. However, the general solu-
tion (16) with these coefficients is obtainable from (25) setting λ2 = λ5 = 0.
Thus, analysis of case (iii) is now completed.
Consider case (iv) k1 = 0, k2 = 0, k3 = 0. In this case α = 0, 2ξ1x − ξ0t = 0, k5 = k9 = k11 = 0 (see (14)), so that
system (13) takes the form
A˙ = 0,
B˙ = mB +m1,
C˙ = 2mC +m4A+m2B +m3, (26)
where
m = k4
k2
, m1 = k8
k2
, m2 = k6
k2
, m3 = k12
k2
, m4 = k10
k2
. (27)
Excluding the function ϕ from formulas (14) and taking into account (27), one obtains
α = 0, 2ξ1x − ξ0t = 0, (28)
−ξ0t = 2mβ, −ξ1t = m1β, (29)
βt = m3β, −βx = m2β, −βxx = m4β. (30)
Obviously we should consider separately subcases m = 0 and m = 0.
Assuming m = 0, the differential consequences of Eqs. (29) lead to the conditions
βx = βt = 0. (31)
Thus, we obtain m2 = m3 = m4 = 0 from (30), otherwise β = 0 and the trivial Lie algebra is obtained. The general
solution of (26) with m2 = m3 = m4 = 0 has the form
A = λ0, B = λ1 + λ2emu, C = λ3e2mu,
where λ1 = −m1m . The relevant RDC equation
ut = λ0uxx +
(
λ1 + λ2emu
)
ux + λ3e2mu
can be united with one arising in case 2 of Table 1 at k = 0.
Assuming m = 0, one easily notes that m1βx = 0. If βx = 0, then m2 = m4 = 0 (see (30)) and the general solution
of (26) has the form
A = λ0, B = λ1 + λ2u, C = λ3 + λ4u,
where λ2 = m1 and λ4 = m3. The relevant RDC equation is listed in case 5 of Table 1.
If m1 = 0, then the linear equation is obtained which is a particular case of that arising in case 5 of Table 1. Thus,
analysis of case (iv) is now completed.
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Table 1).
The proof is now completed. 
Now we can apply the set of equivalence transformations (6) for simplifying the equations listed in the second
column of Table 1. The relevant transformations that remove the parameters λ0 and λ1 from these equations can be
easily determined and are presented in the third column of Table 1 while the equations obtained are shown in the last
column. Now we note that each RDC equation listed in the last column contains at least one parameter less than one
listed in the second column of Table 1.
Remark 1. The constants λ˜i , i = 2, . . . ,6, depend on λi , i = 1, . . . ,6, which are arbitrary constants, therefore we may
suppose that all parameters arising in the last column are arbitrary constants. However many of them can be further
reduced to the fixed value +1 or −1 by using equivalence transformations (6) with g = d2 = 0 and correctly-specified
values of the parameters κi , i = 0,1,2. This procedure for each equation is rather trivial and we omit it here.
Remark 2. Table 1 is important for a wide range of those researches who is dealing with a RDC equation with the
specified non-linearities and looking for possibilities to construct particular solutions using Lie machinery. The first
step is to find the equation under question among those listed in the second column. Lie machinery can be successfully
applied only for such equations.
Hereinafter we deal only with equations arising in the last column of Table 1 and use the old variables t, x and u
for simplicity. To get the standard group classification of the RDC equation (1) now we need to find all possible Lie
symmetries of each of those nine equations. It should be noted that only the first equation among those contains an
arbitrary function A. However, it is the well-known non-linear heat equation and its group classification has been
done by Ovsiannikov in [7]. Other eight equations contain no any arbitrary functions hence their Lie symmetries can
be found by straightforward calculations using system (11). At the present time it is rather simple tasks and we omit
here this routine. Finally, 30 different equations of the form (1) and their maximal algebras of invariance (MAI) were
found. To complete the classical group classification of (1) we must apply all possible equivalence transformations (6)
with g = d2 = 0 (we remind the reader that formulas (6) with g = 0 or d2 = 0 have been already applied) for reducing
coefficients of the equations obtained to the fixed values ±1 or 0. It should be noted that this process is often called
dimensional analysis (see, e.g., [25]). It turns out that many (but not all!) coefficients λi , i = 1,2, . . . , of the RDC
equations, admitting non-trivial Lie symmetry algebras, are reducible to the fixed values ±1 or 0 by those equivalence
transformations. The equations obtained and their MAI are listed in Table 2. Among them there are three linear
equations (cases 1–3 of Table 2), which admit infinite-dimensional Lie algebras of invariance. Note all non-linear
equations were earlier found and they arise in explicit form either in [8] or in [13,14]. However, here all those equations
were simultaneously found step by step and presented together for the first time.
Thus we can formulate the theorem.
Theorem 3. All possible maximal algebras of invariance of the RDC equation (1) for any fixed function triplet
(A,B,C) are presented in Table 2. Any other equation of the form (1) with non-trivial Lie symmetry is reduced
by an equivalence transformation of the form (6) to one of those given in Table 2.
Remark 3. In Table 2, the following designations are introduced:
Z2 = t∂t + x∂x − t∂x + ∂u,
Z1 = k(t∂t + x∂x)− t∂x + u∂u,
Y = e 14 t− 12 xu∂u,
X2 = e− 13 x
(
∂x − 23∂u
)
,
X1 = e− k3k+4 x
(
∂x − 2 u∂u
)
,3k + 4
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No. RDC equations MAI Constraints
1 ut = uxx 〈∂t , ∂x ,G, I,D,Π,Q∞1 〉
2 ut = uxx ± 1 〈∂t , ∂x ,G± 12 tx∂u, I ∓ t∂u,D ± 2t∂u,Π ± 14 t (x21 + 6t)∂u,Q∞1 〉
3 ut = uxx ± u 〈∂t , ∂x ,G, I,D ± 2tu∂u,Π ± t2u∂u,Q∞2 〉
4 ut = uxx + uux 〈∂t , ∂x ,G0,D − I,Π0〉
5 ut = uxx + uux ± 1 〈∂t , ∂x ,G0,D − I ∓ 32 t (t∂x − 2∂u),Π0 ∓ t
2
2 (t∂x − 3∂u)〉
6 ut = (u−
4
3 ux)x 〈∂t , ∂x ,D,D1,K〉 k = − 43
7 ut = (u−
4
3 ux)x ± u−
1
3 〈∂t , ∂x ,D3,K1,K2〉 k = − 43
8 ut = (u−
4
3 ux)x ± (u+ u−
1
3 ) 〈∂t , ∂x , T1,K1,K2〉 k = − 43
9 ut = uxx ± u lnu 〈∂t , ∂x ,G, e±t u∂u〉
10 ut = (ukux)x 〈∂t , ∂x ,D,D1〉 k = 0,− 43
11 ut = (ukux)x ± u 〈∂t , ∂x , T1,D1〉 k = 0,− 43
12 ut = (ukux)x + ukux + 2(k+2)
(3k+4)2 u
k+1 〈∂t , ∂x ,D3,X1〉 k = 0,− 43
13 ut = (ukux)x + ukux + (±1 + 2(k+2)
(3k+4)2 u
k)u 〈∂t , ∂x , T1,X1〉 k = 0,− 43
14 ut = (euux)x 〈∂t , ∂x ,D,D2〉
15 ut = (euux)x ± 1 〈∂t , ∂x , T2,D2〉
16 ut = (euux)x + euux + 29 eu 〈∂t , ∂x ,D4,X2〉
17 ut = (euux)x + euux ± 1 + 29 eu 〈∂t , ∂x , T2,X2〉
18 ut = [A(u)ux ]x 〈∂t , ∂x ,D〉
19 ut = uxx + uux ± u 〈∂t , ∂x ,G1〉
20 ut = uxx + lnuux + λ7u 〈∂t , ∂x ,G1〉
21 ut = uxx + lnuux + λ5u lnu 〈∂t , ∂x ,G2〉 λ5 = 0
22 ut = uxx + lnuux + ( 14 ln2 u+ λ7)u 〈∂t , ∂x ,Y 〉
23 ut = (ukux)x + λ7umux + λ8u2m−k+1 〈∂t , ∂x , (k − 2m)D +D1〉 λ27 + λ28 = 0
k2 +m2 = 0
24 ut = (ukux)x + λ7ukux + (±1 + λ8uk)u 〈∂t , ∂x , T1〉 k = 0
25 ut = (ukux)x + (λ7u
k
2 + uk)ux 〈∂t , ∂x ,X1〉 k = 0,− 43
+ (λ8 + 2λ73k+4u
k
2 + 2(k+2)
(3k+4)2 u
k)u
26 ut = (ukux)x + lnuux + λ7u−k+1 〈∂t , ∂x ,Z1〉 k = 0
27 ut = (ekuux)x + λ7emuux + λ8e(2m−k)u 〈∂t , ∂x , (k − 2m)D +D2〉 λ27 + λ28 = 0
k = 0;1
k2 +m2 = 0
28 ut = (euux)x + λ7euux ± 1 + λ8eu 〈∂t , ∂x , T2〉 λ8 = 29λ27
29 ut = (euux)x + (λ7e
1
2 u + eu)ux 〈∂t , ∂x ,X2〉 λ27 + λ28 = 0
+ λ8 + 2λ73 e
1
2 u + 29 eu
30 ut = (euux)x + uux + λ7e−u 〈∂t , ∂x ,Z2〉
T2 = e∓t (∂t ± ∂u),
T1 = e∓kt (∂t ± u∂u),
G2 = eλ5t (∂x − λ5u∂u),
G1 = e±t (∂x ∓ ∂u),
G = e±t
(
∂x ∓ 12xu∂u
)
,
Ka = ϕa(x)∂x − ϕ˙au∂u, a = 1,2,
G0 = t∂x − ∂u,
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G = t∂x − 12xu∂u,
I = u∂u,
D = 2t∂t + x∂x,
D4 = t∂t − ∂u,
D3 = kt∂t − u∂u,
D2 = x∂x + 2∂u,
D1 = kx∂x + 2u∂u,
Π0 = t2∂t + tx∂x − (x + tu)∂u,
Π = t2∂t + tx∂x − 12
(
x2
2
+ t
)
u∂u,
K = x2∂x − 3xu∂u,
Q∞a = βa(t, x)∂u, a = 1,2,
where ϕ1(x) and ϕ2(x) form a fundamental system of solutions for the ODE ϕ¨ = ±ϕ, while β1(t, x) and β2(t, x) are
arbitrary solutions of the linear heat equations β1t = β1xx and β2t = β2xx ± β2, respectively.
3. The group classification of the RDC equation (1) using form-preserving transformations
In this section we shall demonstrate the efficiency of using form-preserving transformations [20] for further reduc-
tion and simplification of RDC equations arising in Table 2. It will be shown that there are only 15 RDC equations
with non-trivial Lie symmetry which cannot be reduced one to another by any local substitution. So new group classi-
fication of the RDC equation (1) will be obtained. To our best knowledge it is one of the first attempts to combine the
standard group classification method and finding form-preserving transformations with aim to construct some canon-
ical list of RDC equations admitting non-trivial Lie symmetry algebras. Of course, many particular form-preserving
transformations were earlier used for similar purposes (see, the relevant substitutions in [8,13,14,24]), however, here
we construct a full set of form-preserving transformations for (1) and then step by step apply them to construct the
canonical list of RDC equations.
Theorem 4. An arbitrary RDC equation of the form (1) can be reduced to another equation of the same form
wτ =
[
F(w)wy
]
y
+G(w)wy +H(w) (32)
by the local transformation
τ = a(t, x,u), y = b(t, x,u), w = c(t, x,u) (33)
with the correctly-specified smooth functions a, b and c if and only if these functions are of the form
a = a(t), b = b(t, x), c = α(t, x)u+ β(t, x), (34)
and the following equalities take place:
b2xA(u) = atF (αu+ β), (35)
−2bxαx
α
d
du
(
uA(u)
)− 2bxβx
α
A˙(u)+ bxxA(u)+ bxB(u) = atG(αu+ β)+ bt , (36)
α2x
α
d
du
(
u2A(u)
)+ 2αxβx
α
d
du
(
uA(u)
)+ β2x
α
A˙(u)− (αxxu+ βxx)A(u)
− (αxu+ βx)B(u)+ αC(u)+ αtu+ βt = atH(αu+ β) (37)
provided
atbxα = 0. (38)
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non-vanishing:
J (t, x,u) =
∣∣∣∣∣∣
at ax au
bt bx bu
ct cx cu
∣∣∣∣∣∣ = 0. (39)
Having transformation (34) one can express the derivatives of the function u by the well-known formulas
ut = − wτat +wybt − ct
wτ au +wybu − cu , ux = −
wτax +wybx − cx
wτau +wybu − cu ,
uxx = −wττ (ax + auux)
2 + 2wτy(ax + auux)(bx + buux)+wyy(bx + buux)2
wτau +wybu − cu
− wτ (axx + 2axuux + auuu
2
x)+wy(bxx + 2bxuux + buuu2x)− (cxx + 2cxuux + cuuu2x)
wτau +wybu − cu . (40)
Substituting (40) into (1) one arrives at a rather cumbersome expression. Let us assume (33) is a form-preserving
transformation. So the expression obtained must be reduced to an equation of the form (32). In the particular case,
the coefficient next to the second-order derivative wττ must vanish and the coefficients next to the derivatives uxx
and wyy be equal, hence one obtains the system
ax + auux = 0,
(bx + buux)2A(u) = atF (w). (41)
Since the functions A(u) and F(w) do not depend on any derivatives, system (41) immediately leads to the conditions
ax = au = bu = 0, (42)
b2xA(u) = atF (w). (43)
Note (43) is exactly Eq. (35) arising in theorem. Taking into account (42), we can now simplify the condition (39) to
the form (38).
Substituting (42)–(43) into formulas (40), we establish that those can be essentially simplified:
ut = wτat +wybt − ct
cu
, ux = wybx − cx
cu
,
uxx = wyyb
2
x +wybxx − cxx
cu
− 2cxu
c2u
(wybx − cx)− cuu
c3u
(wybx − cx)2. (44)
Now we substitute (44) into (1) and obtain the equation
wτat +wybt − ct = A(u)
[
wyyb
2
x +wybxx − cxx − 2
cxu
c2u
(wybx − cx)− cuu
c3u
(wybx − cx)2
]
+ A˙(u) 1
cu
(wybx − cx)2 +B(u)(wybx − cx)+C(u)cu, (45)
which must coincide with (32). Taking into account (43), one can easily check that (45) is reduced to (32) if and only
if
−A(u)cuu
c3u
b2x + A˙(u)
b2x
cu
= at dF (w)
dw
, (46)
−bt +A(u)
(
bxx − 2cxu
cu
bx
)
− 2A˙(u)bxcx
cu
+B(u)bx = atG(w), (47)
ct −A(u)
(
cxx − 2cxu cx
)
+ A˙(u)c
2
x −B(u)cx +C(u)cu = atH(w). (48)cu cu
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obtained into (46), one arrives at bxcuu = 0. It gives
cuu = 0 (49)
because of condition (38).
Thus, integrating (42) and (49), we obtain the form-preserving transformations (34). Substituting finally w =
α(t, x)u + β(t, x) into (46)–(48) one sees that (46) is nothing else but a differential consequence of (43) while (47)
and (48) are equivalent to (36) and (37), respectively.
The proof is now completed. 
Remark 4. Nevertheless the class of Eqs. (1) is a particular case of one arising in [20, Theorems 4.2a and 4.2b],
our theorem cannot be obtained formally as a simple corollary of those theorems. Of course, one may substitute the
right-hand sides of (1) and (32) into condition (4.3) of [20] and try to derive conditions (35)–(37), however, this is
rather a long way.
Let us apply Theorem 4 to identify those equations from Table 2 which can be mapped one to another by a form-
preserving transformation and present the results obtained in the form of Table 3.
First of all, we stress that two equations can be locally equivalent only under condition that their MAI have the
same dimensionality or are infinite-dimensional. Obviously the second and the third linear heat equations from Table 2
can be mapped to the first one. The relevant form-preserving transformations are presented in Table 3 (cases 1 and 2).
Consider the equations from Table 2, which admit five-dimensional MAI. The fifth equation from Table 2 is mapped
to the Burgers equation by the rather non-trivial transformation (case 3 of Table 3). This transformation was earlier
found in [13]. Note one was missed in [26] where all semi-linear parabolic equations have been constructed that are
reducible to the Burgers equation by local substitutions.
The 7th and 8th equations from Table 2 are mapped to the 6th one by the relevant form-preserving transformations
(cases 4 and 5 of Table 3). These transformations were earlier found in [8]. However the non-linear heat equation
ut = (u− 43 ux)x cannot be reduced to the Burgers equation because the theorem condition (35) is not valid. In fact this
condition says that the diffusivities in locally equivalent RDC equations must be the same functions (up to constant
coefficients). Thus, there are only two RDC equation of the form (1), which are invariant under five-dimensional MAI.
There are 9 equations admitting four-dimensional MAI (cases 9–17 of Table 2). Let us show that only three among
them are not locally equivalent. Obviously, the equations listed in cases 9, 10 and 14 cannot be mapped one to another
because condition (35) is not valid. However other equations (see cases 11–13 and 15–17) are reduced to those listed
in cases 10 and 14.
Indeed, equations 11–13 from Table 2 can be written as
ut =
(
ukux
)
x
+ λ3ukux +
(
λ4 + 2(k + 2)
(3k + 4)2 λ
2
3u
k
)
u, k = 0,−4
3
. (50)
Let us construct a form-preserving transformation reducing (50) to the equation
wτ =
(
wkwy
)
y
, k = 0,−3
4
. (51)
Condition (35) takes the form
b2xu
k = at (αu+ β)k
so that
β = 0, b2x = atαk. (52)
Conditions (36) and (37) take the forms
bt = 0, bxx +
(
λ3 − 2(k + 1)αx
α
)
bx = 0, (53)
and
1374 R. Cherniha et al. / J. Math. Anal. Appl. 342 (2008) 1363–1379Table 3
No. RDC equation Form-preserving transformation Canonical form of RDC equation
1 ut = uxx ± 1 τ = t, wτ = wyy
y = x,
w = u∓ t
2 ut = uxx ± u τ = t, wτ = wyy
y = x,
w = ue±t
3 ut = uxx + uux ± 1 τ = t, wτ = wyy +wwy
y = x ± 12 t2,
w = u∓ t
4 ut = (u−
4
3 ux)x ± u−
1
3 τ = t, y = ϕ(x), wτ = (w−
4
3 wy)y
w = ψ3(x)u,
ψ¨ = ± 13ψ , ϕ˙ = ψ−2
5 ut = (u−
4
3 ux)x ± (u+ u−
1
3 ) τ = ∓ 34 e∓
4
3 t , wτ = (w−
4
3 wy)y
y = ϕ(x),
w = ue∓tψ3(x),
ψ¨ = ± 13ψ , ϕ˙ = ψ−2
6 ut = (ukux)x ± u, k = 0 τ = ± e±ktk , wτ = (wkwy)y
y = x,
w = ue∓t
7 ut = (ukux)x + ukux + 2(k+2)
(3k+4)2 u
k+1, τ = t, y = eθxθ , wτ = (wkwy)y
k = 0;− 43 w = ue
2θ
k
x
,
θ = k3k+4
8 ut = (ukux)x + ukux + (±1 + 2(k+2)
(3k+4)2 u
k)u, τ = ± e±kt
k
, y = eθxθ , wτ = (wkwy)y
k = 0;− 43 w = ue∓t+
2θ
k
x
,
θ = k3k+4
9 ut = (euux)x ± 1 τ = ±e±t , wτ = (ewwy)y
y = x,
w = u∓ t
10 ut = (euux)x + euux + 29 eu τ = t, wτ = (ewwy)y
y = 3e 13 x,
w = u+ 23x
11 ut = (euux)x + euux ± 1 + 29 eu τ = ±e±t , wτ = (ewwy)y
y = 3e 13 x,
w = u∓ t + 23 x
12 ut = (ukux)x + λ7ukux + (±1 + λ8uk)u, τ = ± e±ktk , wτ = (wkwy)y + λ˜7wkwy + λ˜8wk+1
k = 0 y = x,
w = ue∓t
13 ut = (ukux)x + (λ7u
k
2 + uk)ux τ = t, y = eθxθ , wτ = (wkwy)y + λ˜7w
k
2 wy + λ˜8w
+ (λ8 + 2λ7(3k+4) u
k
2 + 2(k+2)
(3k+4)2 u
k)u, w = ue 2θk x ,
k = 0,− 43 θ = k3k+4
14 ut = (euux)x + λ7euux ± 1 + λ8eu, τ = ±e±t , wτ = (ewwy)y + λ˜7ewwy + λ˜8ew
λ8 = 29λ27 y = x,
w = u∓ t
15 ut = (euux)x + (λ7e
1
2 u + eu)ux + λ8 + 2λ73 e
1
2 u + 29 eu, τ = t, wτ = (ewwy)y + λ˜7e
1
2 wwy + λ˜8
λ27 + λ28 = 0 y = 3e
1
3 x,
w = u+ 23x
16 ut = uxx + lnuux + λ7u τ = t, wτ = wyy + lnwwy
y = x + λ72 t2,
w = e−λ7t u
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k + 2 = α
2
x +
2λ23
(3k + 4)2 α
2. (54)
Eqs. (54) are compatible and have the solution
α = e−λ4t+ 2λ33k+4 x. (55)
Substituting (55) into (52) and (53) one obtains
b2x = ate−kλ4t+
2kλ3
3k+4 x, bxx − kλ33k + 4bx = 0. (56)
Solutions of system (56) depend on the values λ3 and λ4. There are three different cases, which correspond to the
equations 11–13 from Table 2 and those lead to the relevant form-preserving transformations:
τ = ±e
±kt
k
, y = e
θx
θ
, w = ue∓t+ 2θk x, θ = k
3k + 4 (57)
if λ3 = 1 and λ4 = ±1;
τ = t, y = e
θx
θ
, w = ue 2θk x, θ = k
3k + 4 (58)
if λ3 = 1 and λ4 = 0;
τ = e
±kt
±k , y = x, w = ue
∓t (59)
if λ3 = 0 and λ4 = ±1. These transformations and equations are listed in cases 6–8 of Table 3.
Similarly, equations 15–17 from Table 2 can be written as
ut =
(
euux
)
x
+ λ3euux + λ4 + 29λ
2
3e
u, (60)
which is reduced to the equation
wτ =
(
ewwy
)
y
. (61)
In this case condition (35) takes the form
b2xe
u = ateαu+β. (62)
Since the functions a, b,α and β do not depend on the variable u and atbx = 0 (see condition (38)) we immediately
arrive at
α = 1, b2x = ateβ. (63)
So conditions (36) and (37) are reduced to the forms
(−2bxβx + bxx + λ3bx)eu = bt , (64)
and (
−βxx + β2x − λ3βx +
2
9
λ23
)
eu + λ4 + βt = 0, (65)
respectively. Splitting (64) and (65) with respect to eu we arrive at the overdetermined system
bt = 0, bxx + (λ3 − 2βx)bx = 0, (66)
βt = −λ4, βxx − β2x + λ3βx −
2
9
λ23 = 0. (67)
Eqs. (67) have, for example, the solution
β = −λ4t + 2λ3x. (68)3
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b2x = ate−λ4t+
2
3 λ3x, (69)
bt = 0, bxx − λ33 bx = 0 (70)
to find the functions a and b. Solutions of this system also depend on the values λ3 and λ4. There are three different
cases, which correspond to equations 15–17 from Table 2 and those lead to the relevant form-preserving transforma-
tions. They are listed in cases 9–11 of Table 3.
Finally, we analyze 13 equations admitting three-dimensional MAI (cases 18–30 of Table 2). Using Theorem 4
in the quite similar way, we have found that four of them are reduced to other by the relevant for form-preserving
transformations listed in Table 3 (cases 12–15). Moreover, the equation listed in case 20 of Table 2 can be slightly
simplified by a non-trivial transformation (case 16 in Table 3). Thus we obtain only 9 equations admitting three-
dimensional MAI. The last step is to show that those nine equations are not reducible one to another. Applying
condition (35) from Theorem 4 one sees that the equation listed in case 18 of Table 2 cannot be reduced to any other
equation.
Consider the next four equations from Table 2 (cases 19–22), which have the same diffusivity. Taking any two
equations from this group, we see that condition (35) can be satisfied if b2x = at . Let us show that condition (36) of
Theorem 4 cannot be satisfied if one wants to reduce the equation listed in case 19 to any other equation from this
group. Taking into account the structure of the equations listed in cases 20–22, it is easily seen that condition (36)
takes the same form for all of them
−2bxαx
α
+ bxx + bxu = at ln(αu+ β)+ bt . (71)
In expression (71) two terms only depend on u what leads to the constraint bx = at = 0 and this contradicts to
condition (38).
Consider the equation listed in case 20 and assume that there is a form-preserving transformation, which reduces
this equation to
wτ = wyy + lnwwy + λ5w lnw, λ5 = 0. (72)
In this case conditions (35) and (36) take the form
b2x = at , (73)
−2bxαx
α
+ bxx + bx lnu = at ln(αu+ β)+ bt . (74)
Eq. (74) immediately leads to the constraint bx = at . Thus (73) takes the form
at = bx = 1 (75)
and then condition (37) from Theorem 4 can be easily reduced to the overdetermined system
2
α2x
α
− αxx + λ7α + αt = λ5α lnα, αx = −λ5α (76)
to find the function α. System (76) is compatible only under the condition λ5 = 0 what contradicts to the constraint
in (72). Hence the equation listed in case 20 of the Table 2 is not locally equivalent to equation 21 from this table.
Simultaneously, one sees that this equation can be reduced to (72) with λ5 = 0 and it is exactly case 16 in Table 3.
In quite similar way one proves that the equation listed in case 22 is not reducible neither to equation 20 nor
to 21 of Table 2. We also omit the similar analysis of equations with power and exponential diffusivities equations
(cases 23–30 in Table 2), which leads to the form-preserving transformations and the relevant equivalent equations
listed in cases 12–15 of Table 3.
Finally, we exclude 15 locally equivalent equations from Table 2 using Table 3 and formulate the main theorem.
Theorem 5. All possible RDC equations of the form (1) admitting non-trivial Lie symmetries are reduced to one of the
15 canonical RDC equations given in the second column of Table 4 by the relevant form-preserving transformations
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No. RDC equations MAI Constraints
1 ut = uxx 〈∂t , ∂x ,G = t∂x − 12 xu∂u, I = u∂u, D = 2t∂t + x∂x, β1t = β1xx
Π = t2∂t + tx∂x − 12 ( x
2
2 + t)u∂u, Q∞1 = β1(t, x)∂u〉
2 ut = uxx + uux 〈∂t , ∂x ,G0 = t∂x − ∂u, D − u∂u,Π0 = t2∂t + tx∂x − (x + tu)∂u〉
3 ut = (u−
4
3 ux)x 〈∂t , ∂x ,D,D1 = kx∂x + 2u∂u, K = x2∂x − 3xu∂u〉 k = − 43
4 ut = (ukux)x 〈∂t , ∂x ,D,D1〉 k = 0;− 43
5 ut = (euux)x 〈∂t , ∂x ,D,D2 = x∂x + 2∂u〉
6 ut = uxx ± u lnu 〈∂t , ∂x ,G = e±t (∂x ∓ 12xu∂u), e±t u∂u〉
7 ut = (A(u)ux)x 〈∂t , ∂x ,D〉 A(u) = uk; eu
8 ut = (ukux)x + æumux + ru2m−k+1 〈∂t , ∂x , (k − 2m)D +D1〉 æ2 + r2 = 0,
k2 +m2 = 0
9 ut = (ekuux)x + æemuux + re(2m−k)u 〈∂t , ∂x , (k − 2m)D +D2〉 æ2 + r2 = 0, k = 0;1
k2 +m2 = 0
10 ut = uxx + lnuux 〈∂t , ∂x ,G1 = t∂x − u∂u〉
11 ut = (ukux)x + lnuux + r1u1−k 〈∂t , ∂x ,Z1 = k(t∂t + x∂x)− t∂x + u∂u〉 k = 0
12 ut = (euux)x + uux + r1e−u 〈∂t , ∂x ,Z2 = t∂t + x∂x − t∂x + ∂u〉
13 ut = uxx + lnuux + r1u lnu 〈∂t , ∂x ,G2 = er1t (∂x − r1u∂u)〉
14 ut = uxx + uux ± u 〈∂t , ∂x ,G1 = e±t (∂x ∓ ∂u)〉
15 ut = uxx + lnuux + u( 14 ln2 u+ r1) 〈∂t , ∂x ,Y = e
1
4 t− 12 xu∂u〉
of the form (34). The relevant maximal algebras of invariance of canonical RDC equations are presented in the third
column of Table 4.
Remark 5. In Table 4, r1 is an arbitrary constant, while the pair (æ, r) = (0,±1) (no convection term) otherwise
æ = 1 and r is an arbitrary constant.
As an example we consider the equation
ut = (uux)x + λuux + u(1 − u) (77)
that is a natural generalization of the equation
ut = uxx + λuux + u(1 − u), (78)
which was extensively studied by Murray [1,2]. On the other hand, (77) is nothing else but the porous-Fisher equa-
tion [2,27] with the Burgers convective term λuux . Note that the Murray equation (78) admits only trivial Lie algebra,
its Q-conditional symmetry was established in [13] and several exact solutions were recently found in [28]. Eq. (77)
admits three-dimensional Lie algebra (see case 24 in Table 2) and is reduced to the equation (see case 12 in Table 3)
wτ = (wwx)x + λwwx −w2 (79)
by the transformation
τ = et , w = ue−t . (80)
Eq. (79) is mapped to its canonical form (see case 8 in Table 4)
Uτ = (UUy)y +UUy − 1
λ2
U2 (81)
by the equivalence transformation
U = λ2w, y = λx. (82)
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essentially different reductions of this equation to ordinary differential equations (ODEs). The first one is to use the
operator X1 = ∂τ +α∂y,α ∈R that generates the plane wave ansatz U = φ(ω),ω = y −ατ reducing (81) to the ODE
(φφω)ω + φφω − 1
λ2
φ2 + αφ = 0. (83)
Obviously this ODE with α = 0 is integrable and its general solution can be mapped (see formulae (80) and (82)) to
the particular solution of (77)
u = exp
(
t − λ
4
x
)√
c1 exp
(√
λ2 + 8
2
x
)
+ c2 exp
(−√λ2 + 8
2
x
)
, (84)
where c1 and c2 are arbitrary constants.
The second reduction is obtained via application of the operator
X2 = τ∂τ −U∂U + α∂x, α ∈R,
that produces the ansatz U = τ−1φ(ω), ω = y − α log τ . This ansatz reduces (81) to the ODE
(φφω)ω + φφω + αφω − 1
λ2
φ2 + φ = 0. (85)
Unfortunately, ODE (85) is not integrable and we found only a particular solution of the form φ(ω) = exp(−ω/α)
with the specified α. This solution produces two particular solutions of (77), which are nothing else but (84) with
either c1 = 0 or c2 = 0.
4. Conclusions
In this paper, new group classification of the RDC equation (1) has been derived by combining of the classical
method of group classification and the form-preserving transformation approach. In consequence a list of canonical
RDC equations admitting non-trivial Lie symmetry algebras has been constructed. This list contains 15 equations and
cannot be shortened by any local substitution. The standard group classification of the RDC equation (1) (up to the set
of equivalence transformations (6)) has been also obtained. The relevant list contains 30 equations, which are invariant
with respect to the non-trivial Lie symmetry algebras (see Table 2). We have proved that exactly 15 equations among
them are reduced to other equations listed in Table 2 by the form-preserving transformations. These equations and
transformations are presented in Table 3. It should be noted that those form-preserving transformations were derived
earlier in [8] (the case B(U) = 0) and [13,14] (the case B(U) = 0), however, for the first time we have shown here
how all such transformations can be constructed step by step using Theorem 4. Moreover, one can conclude that any
RDC equation (1) admitting non-trivial Lie symmetry algebra must be mapped to one of the equations listed in Table 4
by an equivalence transformation (6) and/or a form-preserving transformation listed in Table 3.
It should be stressed that the standard method of Lie symmetry classification of differential equations suggested by
Ovsiannikov [22] is based on the classical Lie scheme and a set of equivalence transformations of a given equation.
The formal application of this method to the class of Eqs. (1) leads to the thirty RDC equations admitting three-,
four-, five- and infinite-dimensional Lie algebras. New approach for Lie symmetry classification of RDC equation (1)
suggested here is based on the classical Lie scheme and on finding and then making essential use of form-preserving
transformations [20]. This approach allows to reduce essentially the number of the equations admitting non-trivial
Lie algebras of invariance. Note that only a subset of form-preserving transformations can be successfully used for
such Lie symmetry classification. On the other hand, the form-preserving transformations allow to construct also
discrete point transformation, which admit many evolution equations (see [20] and references therein) and which are
not obtainable by using the classical Lie method.
It can be noted that both Lie symmetry classification methods can lead to the same result for some simple classes
of differential equations. The nice example is the non-linear heat equation (3). One easily notes, that Table 4 (see
cases 3–5 and 7) contains all the cases derived in [7,22], i.e., they are not reducible one to another by any form-
preserving transformation. In other words, there is enough to find only the group of equivalence transformations
for the non-linear heat equation (3) and the complete Lie symmetry classification can be derived by direct applying
R. Cherniha et al. / J. Math. Anal. Appl. 342 (2008) 1363–1379 1379the classical Lie method. However, the RDC equation (3) is not this case because Ovsiannikov’s method of Lie
symmetry classification leads to 30 different equations (see Table 2) while the approach used here reduces this list up
to 15 equations (see Table 4).
In an implicit form this approach was applied for Lie symmetry classification of reaction–diffusion systems in the
recent papers [17,18]. It was proved that there are only 10 non-equivalent reaction–diffusion systems with variable
diffusivities admitting non-trivial Lie symmetries and this list cannot be shortened.
Finally, we note an open problem: Is it possible to derive similar lists of canonical equations admitting non-trivial
Lie symmetry algebras for the more general classes of equations than (1), including multi-component systems ? We
are going to return to this problem in a forthcoming paper.
Acknowledgment
The authors are grateful to the unknown referee for the useful critical comments.
References
[1] J.D. Murray, Nonlinear Differential Equation Models in Biology, Clarendon Press, Oxford, 1977.
[2] J.D. Murray, Mathematical Biology, vols. I, II, Springer, New York, 2003.
[3] A. Okubo, S.A. Levin, Diffusion and Ecological Problems. Modern Perspectives, Springer, New York, 2001.
[4] W.F. Ames, Nonlinear Partial Differential Equations in Engineering, Academic Press, New York, 1972.
[5] R. Aris, The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts, I, II, Clarendon Press, Oxford, 1975.
[6] S. Lie, Über Integration durch bestimente Integrale von einer Klasse lineare partiellen Differentialgleichungen, Arch. Math. (Leipzig) 6 (1881)
328–368.
[7] L.V. Ovsiannikov, Group relations of the equation of non-linear heat conductivity, Dokl. Akad. Nauk SSSR 125 (1959) 492–495.
[8] V.A. Dorodnitsyn, On invariant solutions of non-linear heat conduction with a source, USSR Comput. Math. Math. Phys. 22 (1982) 115–122.
[9] A. Oron, P. Rosenau, Some symmetries of the nonlinear heat and wave equations, Phys. Lett. A 118 (1986) 172–176.
[10] R. Ropovych, N. Ivanova, New results on group classification of nonlinear diffusion–convection equations, J. Phys. A 37 (2004) 7547–7565.
[11] V. Baikov, R. Gazizov, N. Ibragimov, V. Kovalev, Water redistribution in irrigated soil profiles: Invariant solutions of the governing equation,
Nonlinear Dynam. 13 (1997) 395–409.
[12] M.I. Serov, R.M. Cherniha, Lie symmetry and exact solutions of nonlinear equations with convection term, Ukrainian Math. J. 49 (1997)
1262–1270.
[13] R. Cherniha, M.I. Serov, Symmetries, Ansätze and exact solutions of nonlinear second-order evolution equations with convection term,
European J. Appl. Math. 9 (1998) 527–542.
[14] R. Cherniha, M.I. Serov, Symmetries, Ansätze and exact solutions of nonlinear second-order evolution equations with convection terms, II,
European J. Appl. Math. 17 (2006) 597–605.
[15] R. Cherniha, J.R. King, Lie symmetries of nonlinear multidimensional reaction–diffusion systems: I, J. Phys. A 33 (2000) 267–282, 7839–
7841.
[16] R. Cherniha, J.R. King, Lie symmetries of nonlinear multidimensional reaction–diffusion systems: II, J. Phys. A 36 (2003) 405–425.
[17] R. Cherniha, J.R. King, Nonlinear reaction–diffusion systems with variable diffusivities: Lie symmetries, Ansätze and exact solutions, J. Math.
Anal. Appl. 308 (2005) 11–35.
[18] R. Cherniha, J.R. King, Lie symmetries and conservation laws of nonlinear multidimensional reaction–diffusion systems with variable diffu-
sivities, IMA J. Appl. Math. 71 (2006) 391–408.
[19] R. Cherniha, M.I. Serov, Nonlinear systems of the Burgers-type equations: Lie and Q-conditional symmetries, Ansätze and solutions, J. Math.
Anal. Appl. 282 (2003) 305–328.
[20] J.G. Kingston, C. Sophocleous, On form-preserving point transformations of partial differential equations, J. Phys. A 31 (1998) 1597–1619.
[21] I.S. Akhatov, R.K. Gazizov, N.H. Ibragimov, Nonlocal symmetries. Heuristic approach, J. Sov. Math. 55 (1991) 1401–1450.
[22] L.V. Ovsiannikov, The Group Analysis of Differential Equations, Nauka, Moscow, 1978.
[23] O.O. Vaneeva, A.G. Johnpillai, R.O. Popovych, C. Sophocleous, Enhanced group analysis and conservation laws of variable coefficient
reaction–diffusion equations with power nonlinearities, J. Math. Anal. Appl. 330 (2007) 1363–1386.
[24] J.R. King, Exact polynomial solutions to some nonlinear diffusion equations, Phys. D 64 (1993) 35–65.
[25] G.I. Barenblatt, Scaling, Self-Similarity and Intermediate Asymptotics: Dimensional Analysis and Intermediate Asymptotics, Cambridge
Texts Appl. Math., vol. 14, Cambridge Univ. Press, Cambridge, 1996.
[26] U. Niederer, Schrödinger invariant generalised heat equation, Helv. Phys. Acta 51 (1978) 220–239.
[27] W.I. Newman, Some exact solutions to a nonlinear diffusion problem in population genetics and combustion, J. Theoret. Biol. 85 (1980)
325–334.
[28] R. Cherniha, New Q-conditional symmetries and exact solutions of some reaction–diffusion–convection equations arising in mathematical
biology, J. Math. Anal. Appl. 326 (2007) 783–799.
