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V prŧmyslových a energetických zařízeních je vyuţíváno provozních data 
k řízení provozu a jeho optimalizaci. Data poskytnuté měřením, jsou ale zatíţeny 
chybami plynoucími z nejistoty měření (nepřesnosti měřících přístrojŧ).  Vyrovnáním 
dat (data reconciliation) obdrţíme přesnější hodnoty, které nám poskytnou moţnost 
lepší optimalizace a dosaţení vyšších ekonomických ziskŧ. 
Cílem této bakalářské práce bylo seznámení se s problematikou vyrovnávání dat 
měření a detekcí chyb v měření. Tato práce je rozdělena do dvou částí. První část je 
teoretická, popisuje chyby měření, metody řešení pro vyrovnání dat a statistické testy 
pro detekci hrubých chyb. Druhá část je praktická ukázka vyrovnávání dat na dvou 
modelových příkladech, u kterých jsou prezentovány výsledky vyrovnávání a celé 
řešení i s postupem se nacházejí v příloze. 
 
ABSTRACT 
Operational data are used for control and optimization of a process in industrial 
and energy plants are used. Data provided from measurement are affected by errors 
arising from uncertainty of measurement (imprecision of measuring instruments). Data 
reconciliation provides us more precise variables which give us the opportunity to better 
optimize and achieve higher economic gains. 
            The objective of this bachelor's thesis was to study the issue of data 
reconciliation of measurement and gross error detection in measurement variables. This 
work is divided into two parts. The first part is theoretical, describing measurement 
errors, solution methods for data reconciliation and statistical tests for gross error 
detection. The second part is a practical demonstration of data reconciliation on two 
examples. The results of reconciliation and the solution procedure are included. 
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Pro řízení a optimalizaci prŧmyslových a energetických provozŧ je zapotřebí 
získání informací o jejich aktuálním stavu. S tím se mŧţeme setkat například při 
kontinuálních výrobních procesech v chemii, při zpracování ropy v rafineriích či 
v energetice. Tyto informace získáváme přímým měřením provozních veličin, 
popřípadě výpočtem přímo neměřených veličin. V praxi se nejčastěji měří fyzikální 
veličiny, které mŧţeme rozdělit na termické a hydraulické veličiny (tlaky, teploty, 
prŧtoky), elektrické veličiny (proudy, napětí, frekvence) a další veličiny, podle 
charakteru provozu (např. neutronový tok). Všechny tyto měřené veličiny (data) jsou 
zatíţené chybami. A to malými náhodnými chybami, které doprovázejí kaţdé měření a 
jsou výsledkem metrologických vlastností snímačŧ (jejich konečnou přesností), a 
popřípadě velkými systematickými (případná nezkalibrovanost měřícího přístroje) a 
hrubými chybami. 
 Vyrovnávání dat (data reconciliation) se zabývá úpravou naměřených dat, tak 
aby exaktně odpovídala přírodním zákonŧm, coţ přináší s sebou i jejich zpřesnění. Pro 
vyrovnávání dat je zapotřebí nadbytečných (redundantních) měření, které nebudou 
obsahovat hrubé či systematické chyby (systematické chyby mŧţeme také povaţovat za 
hrubé chyby). Proto ověřujeme, zda naměřená data neobsahují hrubé chyby – tento 
proces se nazývá detekce hrubých chyb. Zjistíme li, ţe měření je zatíţeno hrubou 
chybou, musíme jej z dalšího zpracování vyřadit, protoţe by zkreslilo ostatní hodnoty 
při vyrovnávání a dosaţené výsledky by neodpovídaly skutečnosti. Při spojení detekce a 
eliminace hrubých chyb a vyrovnávání dat pak mluvíme o validaci dat (jejich 
zkvalitnění). 
 Metodika vyrovnávání dat byla vyvinuta jiţ před více neţ 200 lety a její vyuţití 
bylo nejprve v exaktních vědách jako astronomie a geodézie (kartografii). Na jejím 
objevu se nezávisle podíleli Gauss, Legendre a Andrain. Například při vytváření map 
musí být součet vnitřních úhlŧ trojúhelníku roven 180 (Obr. 1). 
 
Obr. 0.1 Součet vnitřních úhlŧ trojúhelníku je roven 180. 
První prŧmyslové aplikace vyrovnání dat se objevily začátkem šedesátých let 20. století 
při zpracování ropy a rozšířily se rychle do dalších prŧmyslových aplikací. 
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1. CHYBY MĚŘENÍ 
 
Při jakémkoliv měření téměř vţdy získáme veličiny zatíţené chybou. Tyto chyby 
mohou mít charakter čistě náhodných chyb, kterých se nikdy nezbavíme, nebo to 
mohou být chyby systematické, které mohou být vhodnou korekcí naměřených hodnot 
odstraněny, anebo jde o hrubé chyby, které musejí být z následujícího zpracování 
vyřazeny. 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 90-98, [1]) a také v publikaci S. Narasimhana, C. Jordacheho (Narasimhan, 
Jordache, 2000, s. 32-37, [2]). 
 
1.1. Základní pojmy a klasifikace chyb 
Absolutní chyba měření  je definována vztahem 
  (1.1)  
kde   je naměřená hodnota a  je hodnota skutečná. 
Pro posouzení správnosti výsledkŧ je vhodná tzv. relativní (poměrná) chyba e: 
  (1.2)  
kterou často vyjadřujeme v procentech 
  (1.3)  
V běţných provozech se nesetkáme s měřením jedné veličiny, ale obecně se 
jedná o  měřených veličinách (např. prŧtokŧ, teplot). Tyto veličiny mohou mít spojitý 
charakter (tlaky, teploty), nebo diskrétní (stanovené koncentrace z odebraných vzorkŧ). 
Podle charakteru se chyby dělí na náhodné, systematické a hrubé. 
 
1.1.1. Čistě náhodné chyby 
Čistě náhodnou chybou je taková chyba, která při stejných podmínkách měření 
mŧţe nabývat rŧzné velikosti a rŧzného znaménka. Hodnoty náhodné chyby oscilují 
kolem nuly. Mŧţeme ji popsat pomocí statistických vlastností náhodných veličin. Její 
střední hodnota je nulová 
  (1.4)  
a její rozptyl je 
  (1.5)  
kde  je směrodatná odchylka chyby měření. Čím je směrodatná odchylka menší, tím je 
měření přesnější a je vyšší pravděpodobnost, ţe náhodná chyba bude blízko nule. 
 Jednotlivě nemají ţádné zákonitosti a jsou navzájem nezávislé. Jednotlivé 
hodnoty jsou nepředvídatelné a nezdŧvodnitelné. Jsou typickým příkladem náhodných 
veličin. Pokud obsahují náhodnou chybu měření dvou odlišných veličin 1 a 2, a jsou na 
sobě navzájem nezávislá, pak mají nulovou korelaci 
  (1.6)  
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Statistická nezávislost chyb a jejich nekorelovanost jsou totoţné pouze pro chyby, které 
odpovídají normálnímu rozdělením. 
 Dalším posouzení nezávislosti náhodných chyb je stupeň asociace mezi chybami 
 a , který nazýváme koeficientem korelace 
  (1.7)  
 Vzhledem k tomu, ţe náhodné chyby mají nulovou střední hodnotu, je střední 
hodnota přímo měřené veličiny rovna hodnotě skutečné veličiny 
  (1.8)  
 
1.1.2. Korelované náhodné chyby 
Tento pojem si vysvětlíme na příkladu. Budeme předpokládat, ţe chyby měření 
dvou veličin jsou tvořeny součtem většího počtu nekorelovaných náhodných chyb. 
Jestliţe se ţádná elementární chyba nepodílí na vznik celkových chyb měření najednou 
u obou veličin, pak jsou i celkové chyby měření nekorelované. Avšak v opačném 
případě se elementární chyby uplatňující při měření obou veličin najednou zpŧsobují, ţe 
výsledné chyby jsou jiţ korelované. 
 Nechť například chyby měření veličin A a B jsou dány součtem elementárních 




Kovariance chyby  a  je pak 
  (1.10)  
Po roznásobení a úpravě 
  (1.11)  
Protoţe elementární chyby jsou nekorelované, tak poslední tři střední hodnoty v rovnici 
jsou tedy nulové. Kovariance chyby  a  je tedy u tohoto případu rovna rozptylu 
chyby , která se projevovala u obou celkových chyb současně. 
S pojmem prostorová korelovanost chyb se setkáme u přímo měřených veličin 
výjimečně. Bývá zpŧsobena závislostí jednotlivých měřících okruhŧ. Setkáme se s ní 
například u analytického stanovení v dŧsledku odběru vzorku neodpovídajícího sloţení 
hlavní větvi, pokud při odběru plynu v odběrové větvi nějaká ze sloţek zkondenzuje 
(změřené koncentrace ostatních sloţek budou všechny vyšší oproti skutečnosti). 
Další pojmem je časová korelovanost chyby, která je velmi častým jevem. 
Vzhledem k setrvačnosti, kterou je zapotřebí předpokládat, příčiny chyb (které mají 
fyzikální základ) po určitou dobu přetrvávají. Z toho plyne, ţe záleţí jen tedy na délce 
časového intervalu mezi dvěma měřeními, jestli chyby měření budou ve dvou po sobě 
jdoucích časových okamţicích závislé, nebo téměř nezávislé. Mŧţe se jednat o časově 
proměnné chyby měřících přístrojŧ, či chyby plynoucí z kolísání technologických 
proměnných.  
 U korelovaných chyb jde o závislost stochastickou, tj. o závislost platnou mezi 
velkými soubory chyb. Jednotlivé chyby jsou stále náhodné a nepředpověditelné. 
Málokdy se setkáme s deterministickou závislostí chyb ve smyslu závislosti vektorŧ 
v lineární algebře. V takových případech mŧţeme jednu nebo více chyb vyjádřit 
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exaktně jako funkci chyb ostatních. Pŧvodním jevem deterministických závislých chyb 
je, ţe jejich kovarianční matice je singulární. U tohoto případu se jedná o přechod od 
chyb náhodných k chybám systematickým. 
 
1.1.3. Systematické chyby 
Systematické chyby jsou takové, jejichţ hodnoty jsou v čase konstantní nebo 
mají deterministický prŧběh. Například jde o chybu zpŧsobenou nedokonale seřízeným 
měřícím přístrojem (konstantní chyba), chybu lineárně závislou na čase v dŧsledku 
posunu nuly měřícího přístroje s časem (drift), chybu s periodickým prŧběhem 
v dŧsledku denního prŧběhu venkovní teploty apod. 
Systematické chyby mŧţeme dělit podle jejich zdrojŧ: 
 Chyby přístrojŧ – všechna zařízení mají určitou konečnou hranici přesnosti 
 Chyby chemikálií – všechny chemikálie obsahují určitá malá mnoţství nečistot 
 Chyby metod – zpŧsobené např. určitou rozpustností sraţenin 
 Chyby subjektivní – zpŧsobené např. špatným odečtením spotřeby na byretě 
Systematické chybě je zapotřebí se vyvarovat pečlivou kalibrací měřících 
přístrojŧ, pouţitím standardŧ. 
 
1.1.4. Hrubé chyby 
Hrubou chybou je ojediněle velká chyba, jeţ vznikla v dŧsledku nepozornosti, 
poruchy měřícího přístroje, chybného výpočtu, nepředvídatelné události apod. Svou 
velikostí se vymyká z řady ostatních chyb. Její vznik jakoţto realizace náhodné chyby 
by byl velmi nepravděpodobný. Neodstraníme li její příčinu vzniku, opakuje se a vzniká 
hrubá systematická chyba. 
Náhodné a systematické chyby jsou neoddělitelnou součástí naměřených hodnot 
a jimi zatíţená měření vyuţíváme při formulaci výsledkŧ měření, ale u měření zatíţené 
hrubou chybou je nutno toto měření z dalších zpracování vyloučit, protoţe by ovlivnili 
výsledky vyrovnávání dat a řešení, které bychom obdrţeli, by neodpovídalo skutečnosti. 
Významnou úlohu při získání správných výsledkŧ má analýza naměřených dat 
z hlediska nalezení měření zatíţených hrubou chybami a jejich vyloučení. 
Hrubé chyby mŧţeme dělit na dva hlavní typy. Jedny se vztahují k výkonu 
měřícího přístroje a zahrnují zkreslení měření, drift (posun vztaţné nuly s časem), 
nezkalibrovanost a totální selhání (poruchu) přístroje. Drift a nezkalibrovanost se řadí 
také do systematických chyb. Druhé se vztahují k vyjádřenému modelu a jsou to 
nevysvětlitelné (neočekávané) ztráty hmoty (materiálu) a energie v dŧsledku úniku 
z výrobního zařízení a nepřesnosti modelu v dŧsledku nepřesně zadaných parametrŧ (i 




2. ZPRACOVÁNÍ NAMĚŘENÝCH DAT 
Mnoţství naměřených dat bývá při měření rozsáhlejších souborŧ značné (běţně 
dosahuje řádŧ desítek tisíc). Zpracování těchto rozsáhlých souborŧ dat spočívá 
v zhušťování informace nacházející se v datech z měření. Na Obr. 2.1 mŧţeme vidět 
názornou ukázku toku dat při jejich zpracování. 
 




2.1. Předběžné zpracování dat 
Neţ přistoupíme k samotnému vyrovnávání dat, provedeme jejich předběţné 
zpracování. Pod tímto pojmem si mŧţeme představit těchto pár základních úkonŧ: 
 Předběţné posouzení dat a jejich úprava do vhodného formátu pro další 
zpracování. 
Posuzujeme data, zda nevznikla chyba při jejich sběru, tj. správné přiřazení hodnot 
k veličině (např. abychom neměli u teplot hodnoty tlakŧ). Upravením do vhodného 
formátu je myšleno případné převedení např. z textového formátu (*.txt) do 
poţadovaného formátu pro další řešení – dokument programu Excel (*.xlsx). 
 Výpočet základních statistických charakteristik naměřených dat. 
Vypočteme základní statistické charakteristiky, jako jsou například aritmetický prŧměr, 
rozptyl. Máme-li k větší objem naměřených dat, je moţno také vypočítat hustotu 
pravděpodobnost kolísání hodnot příslušných veličin. 
 Posouzení z hlediska stacionárnosti případně výpočet autokorelační funkce. 
Při dostatečně dlouhém měření lze posuzovat statistické vlastnosti časových řad, např. 
prŧběh kolísání technologických proměnných (deterministické – periodické, 
aperiodické, přechodové; náhodné – stacionární, nestacionární). Autokorelační funkce 
je definována jako souvislost mezi hodnotami náhodného procesu v rŧzných 
okamţicích, pro stacionární proces definována jako střední hodnota 
  (2.1)  
kde  je časový posun. 
 Zjištění zda data neobsahují hrubé chyby. 
Hrubé chyby nám negativně ovlivňují výsledky, proto se je snaţíme detekovat a 
eliminovat (vyřadit příslušné měření zatíţené hrubou chybou ze souboru měření). 
 Korekce naměřených hodnot. 
Korekci provádíme u naměřených dat, abychom eliminovali co nejvíce systematické 
chyby měření. Většinou jde o korekci odchylek mezi podmínkami, při kterých měření 
probíhá a (normálními) podmínkami měření, které udává výrobce měřícího přístroje 
(vztaţné podmínky). 
 
2.2. Základní rozdělení 
V této kapitole budou uvedeny základní rozdělení řešené problematiky dle 
rŧzných kritérií. 
 
2.2.1. Rozdělení řešených systémů 
Systémy mŧţeme dělit dle obsahujících veličin (jen měřené nebo i neměřené) či 
obsahu hrubé chyby (není obsaţena nebo je přítomna v měření). 
 
Systémy se všemi veličinami měřenými 
 Nejjednodušší řešenou problematikou, která mŧţe během vyrovnávání dat 
nastat, je vyrovnávání prŧtokŧ v určitém systému. Nejprve budeme uvaţovat, ţe jsou 
všechny prŧtoky přímo měřeny. Měřené prŧtoky jsou zatíţené neznámou náhodnou 
chybou. Díky tomu nejsou hmotové (materiálové) vstupy a výstupy v kaţdé procesní 
jednotce ale také v celém systému rovny. Cílem vyrovnávání je provést drobné opravy 
měřených veličin tak, aby byli v souladu s hmotovou bilancí. Vyrovnané hodnoty 
měření se označují jako odhady a měly by být přesnější neţ naměřené hodnoty. Toho se 
hojně vyuţívá v prŧmyslu, například při přesném určování prŧtokŧ vody či páry 




Systémy s neměřenými veličinami 
 V předchozím případě jsme uvaţovali, ţe všechny veličiny jsou měřené. 
Obvykle tomu tak ale není a měří se pouze určitý počet. Přítomnost neměřených veličin 
komplikuje řešení a přináší nové pojmy, jako jsou pozorovatelnost (které neměřené 
veličiny mŧţeme odhadnout) a zda měřené veličiny mohou být vyrovnány. Touto 
otázkou se budeme zabývat později. 
 
Systémy zatížené hrubou chybou 
 V případech uvedených výše jsme neuvaţovali, ţe by měřené veličiny byly 
zatíţené hrubou chybou či zkreslením. Ale pokud budou měření zatíţená hrubou 
chybou, vyrovnáváním sice sníţíme chyby měření, ale kvŧli přítomnosti hrubé chyby 
budou výsledky zkresleny a nebudou odpovídat realitě. Proto je zapotřebí provádět 
detekci hrubých chyb a následné vyřazení měření hrubou chybou zatíţená, abychom 
obdrţeli správné řešení blíţící se realitě. Detekce hrubých chyb v měření spojená 
s vyrovnáváním dat se nazývá validací dat. 
 
2.2.2. Rozdělení dle druhu vyrovnávání 
V této podkapitole si uvedeme, jak mŧţeme dělit jednotlivé vyrovnávání dat a 
také si je stručně popíšeme. 
 
Vyrovnávání dat v lineárním ustáleném stavu (LinearStedy-State Data 
Reconciliation) 
 Ustáleným stavem je myšleno, ţe u měřených hodnot zaznamenáváme pouze 
drobné kolísání v okolí nominálních hodnot v dŧsledku náhodných chyb nebo drobných 
regulačních zásahŧ. Děje, které se odehrávají v řešeném systému (např. tepelný 
výměník) lze nahradit lineárním modelem, který jej přesně popisuje.  
 Předpokládejme, ţe u myšleného tepelného výměníku budeme měřit prŧtoky a 
střední teploty všech proudŧ. Tak, ţe máme více měření, neţ jsou potřeba pro provedení 
optimalizace. Je moţné zanedbat nějaké měření a pouţít pouze měření vstupních 
prŧtokŧ a vstupních středních teplot všech proudŧ pro určení optimálních rozdělení 
surových proudŧ. Nicméně protoţe všechna měření obsahují náhodnou chybu, při 
optimalizaci pouţitím takovýchto měření nezískáme nezbytně předpovídané zisky, které 
z nich plynou. 
 Právě proto pouţíváme vyrovnávání dat a detekci hrubých chyb, abychom 
získali přesnější data odpovídající realitě vyrovnáním všech proudŧ (nadbytečných 
měření), případně zjistili přítomnost hrubých chyb, které musí být vyřazeny, protoţe 
zkreslují vyrovnaná data. 
 
Vyrovnávání dat ustáleného stavu v bilineárních systémech (Stedy-State Data 
ReconciliationforBilinear Systems) 
 V chemickém zařízení, procesní proudy obsahují několik druhŧ látek nebo 
chemických prvkŧ. Krom prŧtokŧ jsou také měřeny sloţení některých proudŧ. Ani 
celková hmotová bilance, ani látkové bilance nejsou obecně spojeny měřeními. Proto je 
nezbytné vyrovnání obou měřených prŧtoku a sloţení současně. 
 Vztahy (rovnice) pro vyrovnávání dat jsou lineární, pokud budeme uvaţovat 
pouze celkové hmotové bilance. Nicméně, vyrovnávání obou, jak prŧtokŧ, tak sloţení 
současně obdrţíme vztahy, které jsou nelineární. Mohli bychom vyuţít nelineární 
vyrovnávání dat, nebo řešit tento problém vyuţitím vícesloţkového vyrovnávání dat, 
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které je účinnější díky vyuţití faktu, ţe nelinearita ve vztazích je nanejvýše součinem 
dvou veličin (prŧtoku a sloţení nebo prŧtoku a teploty). 
 Bilineární vyrovnávání dat je vyuţívána k řešení problémŧ obsahující tuto 
specifickou formu vztahu. Dŧvody pro vyvinutí této speciální metody pro řešení 
bilineárního vyrovnávání dat jsou, ţe vyuţití tohoto řešení je více efektivní v porovnání 
s řešením problému nelineárním vyrovnáváním dat, a také, ţe podstatný rozsah 
prŧmyslových vyuţití vyrovnávání dat je pro vícesloţkové systémy. Typickým 
příkladem je destilační kolona. 
 
Vyrovnávání dat nelineárního ustáleného stavu (NonlinearStedy-State Data 
Reconciliation) 
 Vztahy zachovávání ustáleného stavu, které vyuţíváme pro popsání většiny 
chemických procesŧ, jsou nelineární ve skutečnosti. Pokud se zajímáme pouze o 
vyrovnání celkové hmotové bilance takového procesu, pak je lineární vyrovnávání dat 
(popsané výše) postačující. 
 Nicméně pokud budeme chtít vzít v úvahu vztahy pro termodynamickou 
rovnováhu a celkovou korelaci termodynamických a fyzikálních vlastností, pak budeme 
muset pouţít řešení nelineárního vyrovnávání dat. 
 Vztahy pro řešení nelineárního vyrovnávání dat mohou obsahovat rovnostní 
vztahy (hmotové bilance, energetické bilance, rovnováţné vztahy a vlastnosti korelací) 
a nerovnostní vztahy (omezení, uskutečnitelné termodynamické vztahy). Nelineární 
řešení vyrovnávání dat, které obsahuje pouze rovnostní vztahy, mŧţe být řešeno pomocí 
iterační metody zaloţené na úspěšné linearizaci a analytickém řešení lineárního 
vyrovnávání dat. 
 
Vyrovnávání dat v dynamických systémech (Data Reconciliation in Dynamic 
Systems) 
 V ustálených systémech se provádí měření čas od času, např. kaţdých pár hodin. 
Tím pádem vyrovnávání dat v ustáleném stavu a následná simulace nebo online 
optimalizace (s vypočítáním optimálních hodnot) se tedy provádí po několika hodinách. 
 Pokud ale uvaţujeme pouţití jako je regulační řízení, které vyţaduje přesné 
odhady procesních veličin častěji, pak musí být odebrání vzorkŧ měření kaţdou chvíli. 
V těchto případech vyuţíváme dynamické vyrovnávání dat. 
 Charakteristikami dynamického stavu jsou změna skutečné hodnoty procesní 
veličin s časem, a tedy měření těchto veličin jsou také funkcí času, pokud se bavíme o 
extrémním případu, kde zanedbáváme chyby měření, a dále vlivem neustálé změny 
vstupŧ, akumulací uvnitř procesní jednotky dochází také k nepřetrţité změně a musí to 
být vzato v potaz. 
 
 Všechny tyto moţné případy vyrovnávání jsou pro přehlednost a rychlou 
orientaci názorně zobrazeny na Obr. 2.2, a u řešené problematiky vyrovnávání dat 





Obr. 2.2 Názorné rozdělení řešení problematiky vyrovnávání dat 
 
2.2.3. Rozdělení modelů 
Modely, které vyuţíváme při řešení, mŧţeme rozdělit na dva základní druhy. 
 
Model chyb 
 V modelu chyb budeme uvaţovat pouze chyby náhodné. Ty jsou 
charakterizované střední hodnotou, kterou mají rovnou nule a rozptylem či odmocninou 
rozptylu, coţ je směrodatná odchylka. Náhodné chyby mají normálové rozdělení 








Matematické modely lze rozdělit dle více hledisek. Mŧţeme je klasifikovat dle 
jejich charakteru na modely empirické (statistické) a mechanické (zaloţené na pouţití 
přírodních zákonŧ, předpokládáme určitý mechanizmus změn), nebo dle toho, jak moc 
vystihují a popisují realitu, a to na modely přibliţné (aproximativní) a modely přesné 
(exaktní). Modely exaktní jsou pak někdy nazývány jako přírodní zákony. Při nesouladu 
exaktně platného modelu s naměřenými daty hledáme chyby v datech nebo 
v podmínkách, za kterých jsme exaktně platný model aplikovali. Právě konfrontace 
naměřených dat a exaktně platným matematickým modelem nazýváme vyrovnávání dat 
či validací dat (kdyţ k vyrovnání přidáme ještě detekci hrubých chyb). U většiny 
případŧ vyuţíváme bilance hmoty, energie a případně modely fázové rovnováhy mezi 
vodou a vodní párou či bilanci dalších veličin. 
Při řešení vyuţívám technologické schéma výrobního procesu, kterým proudí 
materiál a přeměňuje se energie, členíme na jednotky - uzly spojené proudy hmoty a 
energie. Klasickým uzlem jsou aparáty (turbíny, ohřívače) a jejich části. Spojení či 
rozdělení potrubních větví nahrazujeme uzly z dŧvodu bilancování. Bilance jednoho 
uzlu je základem většiny matematických modelŧ. Příklad bilančního uzlu je uveden na 
Obr. 2.4. 
 
Obr. 2.4 Příklad bilančního uzlu 
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Proudy dělíme na hmotové a energetické. Příklad hmotového proudu je napájecí voda 
nebo pára (typické pro energetické provozy). Energetické proudy reprezentují čistý 
přenos energie bez hmotového nosiče a kupříkladu to mohou být ztráty tepla do okolí 
zářením (radiací) a vedením (kondukcí), tepelné toky ve výměnících tepla (mezi 
trubkovou a plášťovou stranou), práce na hřídeli vykonaná turbínou nebo práce 
dodávaná do čerpadel motory, elektrický výkon. U hmotové bilance lze prŧtoky 
v mnoha případech přímo měřit, na rozdíl od energetických tokŧ, u nich je to spíše 
výjimka. 
 Pro kaţdý uzel mŧţeme napsat bilanční rovnice pro hmotu, energii či další 
veličiny. Obecně tuto rovnici mŧţeme zapsat jako 
  (2.2)  
Zdrojem či úbytkem bilancované veličiny v systému rozumíme vnik či zánik 
chemických komponent v dŧsledku chemických reakcí. Akumulací chápeme jako nárŧst 
bilancované veličiny v uzlu – například změna mnoţství hmoty v zásobníku (mŧţe být i 
záporná). Pro veličiny, u nichţ platí zákon zachování (hlavně hmoty a energie) 
uvaţujeme zdroje a úbytky za nulové. Procesy v ustáleném (stacionárním) stavu mají 
akumulaci zanedbatelnou, předpokládáme, ţe je tudíţ nulová. Pro ustálený proces se 
bilanční rovnice pro hmotu a energie zjednoduší na tvar 
  (2.3)  
 
Matematický model může využívat tyto bilance: 
 Popis bilancí lze nalézt v publikaci F. Madroně (Madron, 1987, s. 54-58, [1]), 
ale i v dalších publikacích jako F.Madron, V. Vaverka, M. Hošťálek (Madron, Vaverka, 
Hošťálek, 2005, s. 4-8, [3]). 
 
Hmotová bilance 
Hmotová bilance je nejspíše nejrozšířenější bilancí. Zajímá li nás pouze celková 
hmota proudu a jeho chemické sloţení zanedbáváme, hovoříme o jednosloţkové 
bilanci. Rozlišujeme li v proudu dvě či více látek (komponent), jejich bilancování 
mŧţeme provést separátně a jedná se o bilanci vícesloţkovou. Bilanci hmoty pro jeden 
uzel ve stacionárním stavu mŧţeme zapsat jako 
  (2.4)  
tj. součet vstupních prŧtokŧ (i, in) je roven součtu výstupních prŧtokŧ (i, out),  je 
prŧtok v proudu i. 
 
Látková bilance 
 Prvně budeme předpokládat zachování jednotlivých látek v bilančním 
uzlu. Bude li v systému  chemických látek, platí pro kaţdý uzel  bilančních rovnic 
  (2.5)  
kde  je hmotový tok -té látky v -tém uzlu proudu spojeném s uzlem. 
V praxi se setkáváme s látkovými toky  vyjádřenými skrz celkový tok  a 
hmotový zlomek -té látky v -tém proudu . 
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  (2.6)  
Za předpokladu bilancování všech látek přítomných ve směsi, musí platit mezi 
hmotovými zlomky v kaţdém proudu tzv. normalizační rovnice 
  (2.7)  
 
Látková bilance s chemickými reakcemi 
Pokud jsou ale přítomny chemické reakce, zákon zachování jednotlivých látek 
jiţ neplatí. Vícesloţková bilance uzlu v stacionárním stavu pak má tvar 
  (2.8)  
Teď uvaţujme, ţe v bilančním uzlu (reaktoru) probíhá R chemických reakcí. 
Stechiometrii těchto reakcí lze vyjádřit pomocí matice stechiometrických koeficientŧ , 
jejíţ prvky  představují stechiometrické koeficienty -té látky v -té rovnici (vstupní 
látky reakce mají stechiometrické koeficienty kladné, produkty záporné). 
  (2.9)  
kde  je -tá látka. 
Hodnoty stechiometrických koeficientŧ závisí na pouţitých jednotkách pro bilancování. 
V chemii se vyuţívají kilomoly (kmol), v technické praxi např. kilogramy. 
Zdroj pro -tou látku v rovnici (2.8) lze vyjádřit vztahem 
  (2.10)  
kde  je tzv. rozsah -té chemické reakce, udávající kolikrát v určitém časovém 
intervalu reakce v reaktoru proběhla. 
 
Bilance energie 
 Proudy dělíme na hmotové a energetické, jak jiţ bylo dříve zmíněno. Energie 
náleţící hmotovým proudŧm se skládá z více členŧ. 
  (2.11)  
kde  je vnitřní energie,  tlaková energie,  kinetická energie,  potenciální 
energie gravitačního pole. 
 Součet vnitřní a tlakové energie lze nahradit stavovou veličinou entalpií 
(značenou ). 
  (2.12)  
Bilance energie pro daný uzel ve stacionárním stavu pak obecně mŧţeme zapsat jako 
  (2.13)  




2.3. Základní varianty při výpočtech přímo měřených a přímo 
neměřených dat 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 138-141, [1]). 
Z měření máme k dispozici předběţně zpracovaná data, které zahrnují 
vypočítání základních statistických charakteristik (prŧměry, rozptyly), posouzení 
získaných časových řad (zda jde o stacionární děj či nikoliv) a posouzení z hlediska 
přítomnosti hrubých chyb. Ty obsahují buď odhady středních hodnot v proměnných 
časových úsecích, jde-li o měření ve stacionárním nebo kvazistacionárním stavu, a nebo 
integrální hodnoty veličin charakterizující vstupy a výstupy, akumulaci atd. mluvíme-li 
od měření v neustáleném stavu. 
 Dále předpokládejme, ţe je znám matematický model, který reprezentuje 
soustava lineárně nezávislých rovnic, v níţ jsou obsaţeny veličiny přímo měřené, přímo 
neměřené a předem přesně známé konstanty. 
  (2.14)  
kde 
 je vektor přímo měřených veličin 
 je vektor přímo neměřených veličin 
 je vektor konstant (předem známé) 
 a  jsou matice konstant (předem známé) 
 V této kapitole bude pouţito dále toto označení: 
 počet přímo měřených veličin (vektor x) 
 počet přímo neměřených veličin (vektor y) 
 počet rovnic matematického modelu 
Zda lze všechny přímo neměřené veličiny stanovit na základě přímo naměřených 
veličin, odhadnout je s konečným rozptylem, rozhoduje hodnost matice . Nutnou a 
postačující podmínkou stanovitelnosti vektoru y je platnost rovnice , tj.  musí 
mít plnou hodnost. Kdyby platilo, ţe , tak by alespoň některé z neměřených 
veličin byli nestanovitelné. Dále se omezíme pouze na případy, kdy vektoru  je 
identifikovatelný. 
Jestliţe počet rovnic matematického modelu je roven počtu přímo neměřených 
veličin, tj. , neměřené veličiny lze jednoznačné určit (dopočítat) přímým 
řešením soustavy (3.1) vzhledem k vektoru  -  hovoříme pak o přímém výpočtu 
neměřených veličin. Pokud je počet rovnic větší neţ počet neměřených veličin, tj. 
, soustava rovnic je s naměřenými hodnotami přeurčena a obvykle ji 
nelze přímo řešit vzhledem k vektoru . Odhad vektoru  se nazývá tzv. vyrovnáváním 
(neměřené veličiny se opraví tak, ţe vznikne řešitelná soustava rovnic). 
Během vyrovnávání se hodnoty všech (v případě přítomnosti pouze 
opravitelných veličin) nebo některých (kdyţ jsou přítomny i neopravitelné veličiny) 
přímo měřených veličin opraví, vyrovnají. Opravitelné jsou ty veličiny, které při jejich 
vyloučení z měřených do neměřených veličin, mŧţeme dopočítat (odhadnout), jsou tedy 
nadbytečné (redundantní). Veličiny, které mají opravy vţdy nulové, jsou 
neopravitelnými veličinami (právě určenými). Během vyrovnávání dojde ke zvýšení 
přesnosti odhadŧ. 
. 
Tato klasifikace veličin mŧţe být někdy jen formální, protoţe při procesu 
zpracovávání dat se mŧţe nastat situace, ţe odhadnutelná veličina má tak malou 
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přesnost (má velký rozptyl hodnot), ţe z praktického hlediska je neodhadnutelná. Stejně 
tak opravy některé opravitelné veličiny mohou být z praktického hlediska zanedbatelné. 
Názorná ukázka klasifikace veličin je na Obr.2.5. 
 
Obr. 2.5 Rozdělení veličin 
Definice redundance: 
Měřená veličina je redundantní, pokud mŧţe být dopočítaná z ostatních měřených 
veličin. 
Definice pozorovatelnosti: 
Neměřená veličina je pozorovatelná, pokud ji mŧţeme dopočítat z měřených veličin. 
 Ukáţeme si případy moţných veličin na příkladě z Obr. 2.6. 
 
Obr. 2.6 Názorný příklad druhŧ veličin 
Všechny měřené veličiny (1, 2, 3) kolem prvního uzlu jsou měřené a jedná se tedy o 
nadbytečné veličiny (redundantní, opravitelné). Při vyloučení jedné měřené veličiny 
z měření ji mŧţeme dopočítat z ostatních. Měření jsou zatíţena chybou (nesplňují 
exaktně matematický model – součet vstupŧ se nerovná přesně součtu výstupŧ), proto 
tyto veličiny vyrovnáme. Neměřené veličiny 5 a 6 jsou neodhadnutelné (nestanovitelné, 
nepozorovatelné), nemáme dostatečné informace o dění uvnitř uzlu, abychom je mohli 
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stanovit. Měřená veličina 4 je právě určená a je tedy neopravitelná. Poslední neměřená 
veličina 7 je odhadnutelná, mŧţeme ji přímo dopočítat z měřené veličiny 4. 
Teorie měření, stejně tak jako matematická statistika vychází z existence 
mnoţiny veličin, přičemţ informaci o některých z nich získáváme (odhadujeme) 
přímým měřením. Přímo neměřené veličiny nazýváme parametry modelŧ, a buď jsou 
fyzikální povahy, nebo jde o tzv. statistické parametry charakterizující vlastnosti 
náhodných veličin (např. rozptyl, střední hodnota). Samotné zjištění parametrŧ na 
základě naměřených dat se nazývá odhad parametrŧ. Parametry, které mŧţeme 
z naměřených dat odhadnout (s konečným rozptylem), nazýváme odhadnutelné, na 
rozdíl od parametrŧ neodhadnutelných. Odhadem označujeme také zjištění veličin 
přímým měřením ale i v procesu vyrovnávání nadbytečných měření. Odhad 
nadbytečných přímých měření je tzv. vyrovnávání. 
O chybách v této kapitole budeme předpokládat, ţe budou realizacemi 
náhodných veličin s nulovou střední hodnotou 
  (2.15)  
a regulární kovarianční matici  pro jejíţ prvky platí 
  (2.16)  
Předpoklad o regularitě matici  lze akceptovat ve většině případŧ (mezi chybami 
neexistuje exaktně platná lineárně deterministická závislost). 
 Dalším předpokladem je, ţe matici  známe, nebo ţe je známá alespoň matice 
vah  jí úměrná podle vztahu 
  (2.17)  
kde σ2 je neznámý koeficient. U matice W se jedná nejčastěji o případ známých poměrŧ 
přesností jednotlivých měření. 
 Je patrné, ţe převrácené hodnoty čtvercŧ směrodatných odchylek (rozptylŧ), tzv. 
váhy, nám zaručují, ţe přesnější hodnoty budou opravovány méně, neţ ty méně přesné 
(významná vlastnost této metody). 
  (2.18)  
 Jsou-li chyby měření nekorelovány (jedná se o nejčastější případ při zpracování 
dat), matice  je diagonální s rozptyly chyb měření na diagonále. Jsou-li všechna 
měření stejně přesná a chyby měření jsou nekorelované, matici  je jednotková. 
Budeme uvaţovat dle zákonu rozdělení náhodných chyb, ţe chyby mají I-rozměrné 
normální rozdělení . 
 Vţdy budeme uvaţovat dvě varianty a to, buď je známá kovarianční matice  
nebo jí úměrná matice  dle rovnice (2.17). V posledním případě bude téţ uveden 
odhad neznámého parametru σ2. Matice  odhadneme podle vztahu 
  (2.19)  
Bude pouţito jednotné označení:  jako horní index pro naměřené hodnoty:  
      nad symbolem pro skutečné hodnoty:  




2.4. Výpočet přímo neměřených veličin 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 141-143, [1]). 
V následující kapitole budeme rozebírat případ, kde soustava rovnic 
matematického modelu je právě postačující pro výpočet přímo neměřených veličin. To 
znamená, ţe v obecném lineárním modelu (2.14) je počet přímo neměřených veličin 
roven počtu rovnic a současně hodnosti matice , tj. . Model (2.14) 
upravíme do tvaru 
  (2.20)  
Jelikoţ matice  je čtvercová a regulární, získáme řešení násobením rovnice (2.20) 
maticí  zleva 
  (2.21)  
Přičemţ vektor  je přesně znám, potom pro chyby přímo neměřených veličin platí 
  (2.22)  
kde je  vektor chyb přímo měřených veličin. Jde o šíření chyb při výpočtu lineárních 
funkcí a pro kovariační matici přímo neměřených veličin platí 
  (2.23)  
Vztah (2.23) udává bodový odhad přímo neměřených veličin. Za předpokladu, ţe chyby 
 mají normální rozdělení, mají chyby  normální rozdělení  a mŧţeme 
zkonstruovat intervalové odhady pro skutečné hodnoty přímo neměřené veličiny. 
Intervaly spolehlivosti, v nichţ se s pravděpodobností  nacházejí skutečné 
hodnoty , jsou 
  (2.24)  
kde  je procentní kvantil normálního rozdělení a . 
 Pro jednotlivé sloţky  platí intervaly (2.24), neplatí ale pro celý vektor . Je-li 
 regulární, mŧţeme sestrojit elipsoid spolehlivosti pro jeho skutečný vektor , jehoţ 
rovnice je 
  (2.25)  
kde  je procentní kvantil rozdělení  s  stupni volnosti. Je-li 
v rovnici (2.25) místo = znaménko <, pak se uvnitř tohoto elipsoidu nachází skutečný 
vektor  s pravděpodobností . 
 
2.5. Vyrovnání nadbytečných měření 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 143-145, [1]). 
Vyrovnáváním nadbytečných měření myslíme jejich opravu tak, aby vyhovovala 
matematickému modelu měřeného objektu. Význam vyrovnávání nadbytečných měření 




Zaprvé vyrovnáváním dat mŧţeme vyuţít veškerou informaci, které máme 
k dispozici. Za předpokladu, ţe bychom nadbytečná měření z dalšího zpracování 
vyloučili a tím se omezili na přímé výpočty neměřených veličin zmiňované v předchozí 
kapitole, informaci obsaţenou v nadbytečných datech bychom tímto ztratili. 
Vyrovnáváním nadbytečných dat dosáhneme jejich zpřesnění, které mŧţeme pozorovat 
na zmenšení rozptylu vyrovnané veličiny oproti naměřené veličině. 
 Zadruhé, ještě významnější výhoda zpracování nadbytečných dat je v tom, ţe 
nadbytečná data jsou v dŧsledku přítomnosti chyb měření v rozporu s předpokládaným 
matematickým modelem měřeného objektu (naměřené hodnoty nesplňují exaktně 
rovnice matematického modelu). K posouzení, zda matematický model měřeného 
objektu a předpokládaný model chyb si odpovídají, nám poslouţí podrobný rozbor 
tohoto rozporu, tj. zda tento rozpor mezi naměřenými hodnotami a matematickým 
modelem lze odŧvodnit v rámci předpokládaných chyb měření. 
Vyrovnávání nadbytečných měření znamená nalezení opravených hodnot 
naměřených veličin, popřípadě současný výpočet přímo neměřených veličin, jsou-li 
přítomny. Opravené hodnoty  jsou definovány vztahem 
  (2.26)  
kde prvky vektoru  (tzv. opravy) mají následující vlastnosti: 
 rovnice matematického modelu jsou s opravenými hodnotami exaktně splněny 
 opravené hodnoty se od hodnot naměřených liší „co nejméně", tj. velikost oprav 
je určitým zpŧsobem minimální. 
K nalezení vyrovnaných hodnot se v praxi pouţívají vesměs dva principy – metoda 
nejmenších čtvercŧ a princip maximální věrohodnosti. Za předpokladu, ţe chyby mají 
normální rozdělení se středními hodnotami rovny nule, si jsou oba principy ve svých 
dŧsledcích ekvivalentní. 
 Kritérium minimalizace oprav je kvadratická forma : 
  (2.27)  
kde  je kovarianční matice chyb přímo měřených veličin. Opravy, u kterých nabývá  
minima ( ), přičemţ matematické rovnice jsou exaktně splněny s takto opravenými 
hodnotami, jsou řešením úlohy o vyrovnávání nadbytečných dat měření (tzv. zobecněná 
metoda nejmenších čtvercŧ). Jedná se tedy o minimalizaci kvadratické funkce (2.27), 
kde proměnné musí vyhovovat rovnicím matematického modelu. 
 Pro další řešení budeme předpokládat, ţe všechny neměřené veličiny jsou 
odhadnutelné a alespoň některé měřené veličiny jsou nadbytečné. 
 
2.6. Vyrovnání přímo měřených veličin se systémem podmínek 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 145-146, [1]), ale i v dalších publikacích (např. [2]). 
V této kapitole máme za úkol odhadnout vektor , jehoţ hodnoty 
mŧţeme sice přímo měřit, musí však splňovat  podmínek. Neměřené veličiny se zde 
nevyskytují a obecný lineární model (2.14) má tedy v tomto případě tvar 
  (2.28)  
Pro hodnost matice  nechť platí . Pokud by matice  neměla 




Za uvedených předpokladŧ pro opravy  platí vztah 
  (2.29)  
kde  má normální rozdělení  a  má hodnost  (je 
singulární - singulární matice je taková čtvercová matice, jejíţ determinant je roven 
nule, tj. ). 
 Hodnota  vypočtená z rovnice (2.27) za předpokládaného normálního 
rozdělení chyb má Pearsonovo rozdělení (chí-kvadrát rozdělení)  s  stupni 
volnosti.  
Vektor vyrovnaných hodnot  je po dosazení oprav  do rovnice (2.26) 
  (2.30)  
kde  je jednotková matice. Vektor  vypočtený z této rovnice je nestranným odhadem 
skutečné hodnoty . Jeho prvky jsou realizacemi náhodných veličin s normálním 
rozdělením , kde 
  (2.31)  
má hodnost , tj. je singulární. Mŧţeme zkonstruovat intervaly spolehlivosti, 
které pokrývají skutečné hodnoty, tj. vektor , se zvolenou pravděpodobností. Pro 
intervaly platí 
  (2.32)  
kde  pokrývá skutečné hodnoty  s pravděpodobností . 
 Do tohoto okamţiku jsme předpokládali, ţe známe kovarianční matici . Ale 
pokud známe pouze matici  z rovnice (2.17) a neznáme hodnotu , budeme 
postupovat takto:  odhadneme dle rovnice 
  (2.33)  
Dále odhad kovarianční matice  je dán rovnicí (2.19). Pokud dosadíme  do rovnice 
(2.30) místo   získáváme tímto odhad kovarianční matice vyrovnaných (opravených) 
veličin . Na diagonále matice  se nachází rozptyly vyrovnaných veličin a pomocí 
nich mŧţeme konstruovat intervaly spolehlivosti pro jednotlivé prvky vektoru . Platí, 
ţe interval 
  (2.34)  
kde  a  je procentní kvantil Studentova rozdělení t s 
 stupni volnosti, pokrývá skutečnou hodnotu  s pravděpodobností . 
 
2.7. Odhad přímo neměřených veličin z nadbytečných veličin 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 1987, s. 
150-154, [1]). 
Za úkol máme odhadnout vektor veličin , který se neměří přímo. Ten však 




  (2.35)  
Jedná se o zvláštní případ obecného lineárního modelu (2.14), kde vektor a je nulový a 
matice  je záporná jednotková. Předpokládáme, ţe počet přímo měřených veličin je 
roven počtu rovnic matematického modelu, tj. , dále hodnost matice  je rovna 
počtu přímo neměřených veličin a zároveň menší neţ počet přímo měřených veličin, tj. 
. Pokud by ale platilo, ţe hodnost matice  je menší neţ počet přímo 
neměřených veličin, tj. , vektor y by byl neodhadnutelný. A v případě, ţe počet 
přímo měřených veličin je roven počtu přímo neměřených veličin, tj. , jednalo by 
se o případ přímého výpočtu neměřených veličin probraný dříve. 
 U této úlohy je cílem zpracování dat odhad hodnot přímo neměřených veličin  
a vyrovnání naměřených veličin . Budeme uvaţovat dva případy. U prvního případu 
budeme předpokládat, ţe kovarianční matice chyb měření  je známá a v druhém 
případě kovarianční matice chyb měření  nebude známá, ale bude známá matice  
z rovnice (2.17). 
 Je li kovarianční matice měřených veličin  známá, mŧţeme přistoupit 
k vypočítání odhadu přímo neměřených veličin  pomocí řešení soustavy tzv. 
normálních rovnic 
  (2.36)  
po úpravě mŧţeme rovnici zapsat ve tvaru 
  (2.37)  
přičemţ  má normální rozdělení , kde regulární matici získáme z rovnice 
  (2.38)  
 Jako další krok mŧţe být zkonstruován interval spolehlivosti pro jednotlivé 
prvky vektoru . Tyto intervaly 
  (2.39)  
kde , pokrývají skutečné hodnoty  s pravděpodobností . 
 Elipsoid spolehlivosti popsaný rovnicí 
  (2.40)  
pokrývá skutečný vektor  s pravděpodobností . 
 Vektor vyrovnaných měřených veličin  obdrţíme dosazením vektoru 
odhadnutých (vyrovnaných) neměřených veličin  do rovnice 
  (2.41)  
tento vektor vyrovnaných měřených veličin  má normální rozdělení  se 
singulární maticí 
  (2.42)  
Vektor oprav zjevně vyplývá z dříve uvedeného vztahu, rovnice (2.26), . 
Hodnota kvadratické formy kritéria minimalizace oprav , definovaná rovnicí 
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(2.27), má za předpokladu normálního rozdělení chyb Pearsonovo rozdělení (chí-
kvadrát rozdělení) náhodných veličin  s  stupni volnosti. 
 Není li známá kovarianční matice chyb měření , ale je známá matice , 
z rovnice (2.17), výpočty vektorŧ odhadŧ přímo neměřených veličin  resp. přímo 
měřených veličin  provedeme podle uvedených rovnic (2.37) resp. (2.41), přičemţ 
místo kovarianční matice chyb měření  dosadíme matici . 
  (2.43)  
resp. 
  (2.44)  
 
Odhad neznámého koeficientu  provedeme dle vztahu 
  (2.45)  
Dále odhad kovarianční matice vektoru neměřených veličin   je definován 
  (2.46)  
 Pro jednotlivé prvky skutečných hodnot  vektoru neměřených veličin  
sestavíme intervaly spolehlivosti 
  (2.47)  
kde . Intervaly spolehlivosti pokrývají skutečné hodnoty  
s pravděpodobností . 
 Elipsoid spolehlivosti, který pokrývá vektor neměřených skutečných hodnot  
s pravděpodobností , popisuje rovnice 
  (2.48)  
kde  je 100 procentní kvantil s Fisherovo-Snedecorovým 
rozdělením (F rozdělení) s  a  stupni volnosti. 
V této chvíli přistoupíme k určení intervalŧ a oblastí spolehlivosti pro 
odhadovanou (vyrovnanou) přímo měřenou veličinu . Dostaneme se k nim při řešení 
obecnějšího problému. Předpokládejme, ţe vektor  má rozměry  a je lineární 
transformací vektoru : 
  (2.49)  
kde  je známá matice o rozměrech . Vektor  nazýváme parametrickou funkcí. 
 Odhadem neboli vyrovnáním vektoru  je vektor , který je definován vztahem 
  (2.50)  
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 je nestranný (nevychýlený) odhad , to znamená, ţe, střední hodnota statistiky, 
v tomto případě vektoru , je rovna odhadu , tj. E( . 
Kovarianční matice  odhadu vektoru  je 
  (2.51)  
Pokud ale neznáme kovarianční matici měření , nýbrţ je známá matice  a 
odhad koeficientu  z rovnice (2.17), kovarianční matici  odhadujeme dle rovnice 
  (2.52)  
Stejně tak odhadujeme parametrickou funkci  dle rovnice (2.50), kam místo  
dosadíme  
  (2.53)  
Intervaly spolehlivosti pokrývající skutečné hodnoty  s pravděpodobností 
 vypadají takto 
  (2.54)  
kde , za předpokladu, ţe známe kovarianční matici  resp. 
  (2.55)  
kde  , kdyţ neznáme kovarianční matici , ale je známá pouze matice . 
 Při sestavení elipsoidu spolehlivosti se zaměříme pouze na případ, kdy matice  
či její odhad je regulární. Nutnou podmínkou pro regulárnost matice  je platnost 
. To znamená, ţe počet prvkŧ vektoru  mŧţe být maximálně roven počtu 
parametrŧ  a k tomu musí mít  plnou hodnost. 
 Je-li kovarianční matice parametrické funkce regulární, pak elipsoidy 
spolehlivosti pokrývají skutečné hodnoty  s pravděpodobností  a jsou 
definovány rovnicemi 
  (2.56)  
platící v případě, kdy předem známe  a 
  (2.57)  
v případě předem pouze známé matice . 
 
2.8. Obecný lineární model 
Následující matematický aparát lze nalézt v publikaci F. Madroně (Madron, 
1987, s. 160-162, [1]). 
Doposud zmíněné dva typy matematických modelŧ (Vyrovnání přímo měřených 
veličin se systémem podmínek a Odhad přímo neměřených veličin z nadbytečných 
veličin), které nám dovolí řešení praktických problémŧ, jsou ale nedostačující pro 
29 
 
všechny případy, s nimiţ se mŧţeme setkat. Pro tyto případy je dŧleţitým zobecněním 
právě obecný lineární model 
  (2.58)  
Kdybychom jej zjednodušili, obdrţeli bychom jiţ dříve zmíněné matematické modely. 
 Dále předpokládejme, ţe všechny neměřené veličiny jsou odhadnutelné, tj. 
, a ţe alespoň některé neměřené veličiny jsou nadbytečné, tj. . 
Počet přímo měřených veličin (vektor ) je větší neţ rozdíl počtu rovnic matematického 
modelu a počtu přímo neměřených veličin (vektor ) a tento rozdíl je větší neţ nula, tj. 
. Matice jsou zřejmě typu , . 
 Odhady  a  skutečných vektorŧ (hodnot přímo měřených i neměřených)  a  
získáme řešením soustavy rovnic 
  (2.59)  
  (2.60)  
  (2.61)  
zde  představuje vektor Lagrangeových multiplikátorŧ. 
 Nejprve se vyřeší rovnice (2.59) vzhledem ke  a  
  (2.62)  
Řešení pak je 
  (2.63)  
  (2.64)  
  (2.65)  
  (2.66)  
odhad  je náhodný vektor s rozdělením , kde 
  (2.67)  
Hodnost matice  je rovna nanejvýš . Jestliţe kromě výše uvedených podmínek 
v 2. odstavci této podkapitoly platí taká , hodnost matice  je rovna právě 
 a matice je regulární. 
 Interval pokrývající skutečné hodnoty  s pravděpodobností  je 
definován 
  (2.68)  
kde . 
 Pro regulární matici  lze sestrojit elipsoid spolehlivosti 
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  (2.69)  
pokrývající vektor skutečných hodnost pravděpodobností . 
 Vektor oprav  daný výše zmíněnou rovnicí (2.65) má normální rozdělení 
, ve kterém je singulární matice dána vztahem . Hodnota 
kritéria minimalizace oprav  definovaná rovnicí (2.27) má za předpokladu 
normálního rozdělení chyb Pearsonovo rozdělení (chí-kvadrát rozdělení) náhodných 
veličin  s  stupni volnosti. 
 Vektor vyrovnaných hodnot , který je daný rovnicí (2.66), má normální 
rozdělení , kde singulární matici určíme dle vztahu 
  (2.70)  
její hodnost je . 
 Intervaly spolehlivosti pokrývající skutečné hodnoty  s pravděpodobností 
 jsou 
  (2.71)  
kde . 
 Za předpokladu, ţe neznáme kovarianční matici chyb , ale známe pouze 
matici , zde uvedeme výsledky pro častý případ, kdy platí . Odhady 
vektoru přímo měřených veličin  a vektoru přímo neměřených veličin  vypočteme dle 
vztahŧ (2.64, 2.66), ale místo kovarianční matice  dosadíme matici . Odhad 
neznámého koeficientu  z (2.17) provedeme dle vztahu 
  (2.72)  
Kovarianční matici chyb přímo měřených veličin  odhadneme dle (2.19). Odhady 
kovariačních matic vektorŧ přímo měřených veličin  a přímo neměřených veličin  
jsou 
  (2.73)  
  (2.74)  
Intervaly spolehlivosti pro jednotlivé prvky ( ) vektoru neměřených veličin  jsou 
  (2.75)  
kde  . 
Elipsoid spolehlivosti má rovnici 
  (2.76)  
Intervaly spolehlivosti pro jednotlivé prvky ( ) vektoru neměřených veličin  jsou 
  (2.77)  
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kde . Oblasti spolehlivosti pro vztahy (2.75) aţ (2.77) jsou přitom pro 
koeficient spolehlivosti . 
 
 Na Obr. 2.7 je názorně ukázáno, co při metodě vyrovnávání dat potřebujeme 
jako vstupní hodnoty do výpočtu, a co po vyrovnání obdrţíme. 
 
Obr. 2.7 Schematická ukázka vyrovnávání dat. 
 
 
2.9. Detekce hrubých chyb 
Následující matematický aparát lze nalézt v publikaci S. Narasimhana, C. 
Jordacheho (Narasimhan, Jordache, 2000, s. 174-207, [2]). 
Platnost výsledkŧ odhadŧ vypočítaných pomocí algoritmu k vyrovnávání dat 
spočívá na předpokladu, ţe rozpor mezi skutečnými hodnotami a hodnotami 
naměřenými je zpŧsoben šumem měření a předpokládanou nejistotou. Přítomnost 
nezjištěných hrubých chyb poruší tento předpoklad a představuje zkreslení, které se 
promítne do výsledných odhadŧ. Hrubou chybou měření rozumíme chybu větší neţ je 
nejistota měření. Typická hrubá chyba zahrnuje nezkalibrovanost či selhání měřícího 
přístroje nebo únik provozní kapaliny. 
 
2.9.1. Základní statistické testy pro detekci hrubých chyb 
Hrubá chyba významně ovlivňuje přesnost jakékoliv prŧmyslové aplikace 
vyuţívající procesní data. Stejně jako u vyrovnávání dat, detekce hrubých chyb (Gross 
Error Detection - GED) mŧţe být provedena, pouze kdyţ je znám model procesu, 
dostupnost procesního modelu pŧsobí jako zpětná kontrola měření. 
Existují tři kroky v zpracování hrubých chyb: 
 zjištění hrubých chyb, jsou li přítomny 
 identifikace zdrojŧ těchto chyb (v měření (např. porouchaný senzor) nebo 
v procesech (např. úniky)) a 
 kompenzace / odstranění těchto chyb 
Pokud je přítomna hrubá chyba v naměřených hodnotách, rovnice měření 
  (2.78)  
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kde  je vektor naměřených hodnot,  je vektor skutečných hodnot,  je vektor 
náhodných chyb, se změní na 
  (2.79)  
kde  je vektor hrubé chyby. 
Vztah pro rezidua , 
  (2.80)  
je nezbytný pro detekci hrubých chyb (GED). Pro obecnější vyuţití má vektor reziduí 
tvar  
  (2.81)  
kde  je lineární matice koeficientŧ měřených veličin a  je vektor předem známých 
konstant. Ale ve většině případŧ pro lineární prŧtoky je vektor  nulový, nicméně 
mŧţou být i případy veličin kde je předem přesně znám. Pokud má vektor náhodných 
chyb  normální rozdělení s kovarianční maticí rozptylŧ , pak vektor  následuje 
vícerozměrné normální rozdělení s nulovou střední hodnotou a kovarianční matice 
rozptylŧ  je dána vztahem 
  (2.82)  
Mŧţeme psát, ţe . Kdyţ hrubé chyby nejsou přítomny, očekávaná hodnota 
těchto reziduí  je rovna nule, oproti opačnému případu, kdyby hrubá chyby byla 
přítomna. Z tohoto dŧvodu mŧţe být hypotéza GED formulována 
  (2.83)  
kde  je nulová hypotéza, ţe v měření se nenachází ţádná hrubá chyba a naproti tomu 
 je alternativní hypotéza o tom, ţe v procesu (systému) dochází k únikŧm nebo je 
přítomna chyby v měření. 
 
Global Test (GT) 
 Global test vyuţívá pro posouzení přítomnosti hrubé chyby v měření testovací 
statistiku danou vztahem 
  (2.84)  
Tato statistika má Pearsonovo rozdělení (chí-kvadrát rozdělení)  s  stupni 
volnosti, kde  je hodnost matice  ( ). Pokud je testovací kritérium zvoleno 
, kde  je kritická hodnota  rozdělení zvolená na hladině významnosti , 
pak nulová hypotéza  je zamítnuta a hrubá chyby je detekována pokud .  
 
Constraint nebo Nodal Test (NT) 
 Vektor reziduí  mŧţe být také vyuţit k odvození testu statistik, statistika pro 
kaţdý –tý vztah bude dána 




nebo psané kolektivně (najednou) 
  (2.86)  
kde  je diagonální matice, jejíţ diagonální prvky jsou . Constraint nebo Nodal 
Test pouţívá testovací statistiku  pro zjištění přítomnost hrubé chyby. Statistiky  
mají normované normální rozdělení . Nulovou hypotézu  zamítneme, pokud 
nějaká ze statistik  překročí testovací kritérium , kde  je kritická hodnota 
normovaného normálního rozdělení zvolená na hladině významnosti  (pro 
oboustranný test), a hrubý chyba bude detekována. 
Tato metoda předpokládá, ţe rovnice (vztahy) budou lineární a také, ţe všechny 
veličiny musí být měřené. Proto neměřené veličiny musí být z rovnic vyjmuty. 
 
Measurement Test (MT) 
Tento statistický test je zaloţen na úpravě rozloţení, u kterého jsou první 
procesní data vyrovnána. Poté jsou vyrovnaná data prozkoumány, jestli neobsahuje 
měření hrubou chybu. U této metody mŧţou být i do modelu zařízení zahrnuty i 
neměřené veličiny. 
 Vektor oprav měření  je dán vztahem 
  (2.87)  
kde  je vektor naměřených hodnot a  je vektor vyrovnaných hodnot. Vyuţitím 
tohoto řešení mŧţe být vektor oprav měření zapsán také jako 
  (2.88)  
jenţ má (vícerozměrné) normální rozdělení , kde 
  (2.89)  





známý jako measurement test statistics mající normované normální rozdělení . 
Nulovou hypotézu  zamítneme, pokud nějaká ze statistik  překročí testovací 
kritérium , kde  je kritická hodnota normovaného normálního rozdělení zvolená na 
hladině významnosti  (pro oboustranný test), a hrubý chyba bude detekována. 
 Pro nediagonální kovarianční matici , vektor s maximální silou pro detekci 
hrubé chyby obdrţíme úpravou vektoru  maticí , jenţ nám dá 
  (2.91)  
Poté  má také normální rozdělení s nulovou střední hodnotou a kavarianční maticí 
  (2.92)  
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a má normované normální rozdělení . Zamítnutí nulové hypotézy či její 
nezamítnutí probíhá stejně, jako u prvního MT uvedeného výše. 
 
Generalized Likelihood Ratio (GLR) Test 
 Za zmínku stojí ještě tento poslední test na zjištění hrubých chyb v procesech v 
ustáleném stavu a tím je generalized likelihood ratio (GLR) test zaloţený na principu 
maximálního pravděpodobnostního poměru uţívaném ve statistice. Na rozdíl od 
ostatních testŧ, formulace tohoto testu model procesu, ve kterém je zahrnuta hrubá 
chyba, také známý jako model hrubé chyby. Tento test dokáţe identifikovat rozdílné 
typy hrubé chyby zpŧsobené zkreslením měření nebo únikem látky ze systému. 
 
2.9.2. Metody pro identifikaci jedné hrubé chyby 
Poté co zjistíme, zda je hrubá chyba přítomna, přistupujeme k dalšímu bodu 
detekce hrubých chyb a to k určení typu a zdroje hrubé chyby, která byla zjištěna 
testem. 
 Existuje několik metod pro určení zdroje hrubých chyb, například identifying a 
single gross error by principal component test – zde identifikovaná hrubá chyba 
v měření je ta, která odpovídá hlavnímu přispěvovateli k maximální hlavní sloţce 
převyšující testovací kritériu. V této práci se budeme zabývat pouze jednou a to serial 
elimination strategy for identifying a single gross error. 
 
Serial Elimination Strategy for Identifying a Single Gross Error 
 Pokud budeme pouţívat global test pro detekci přítomnosti hrubých chyb, 
budeme muset pouţít poměrně sloţitější strategii pro identifikaci měření zatíţené 
hrubou chybou. Takovéto proceduře se říká the serial elimination procedure (postupné 
vyřazování či eliminace měřených veličin). 
 Při serial elimination procedure je kaţdé měření (například měření určitého 
proudu) postupně jedno po druhém vyřazováno a pokaţdé se přepočítá global test. Po 
provedení global testu vyřazené měření navrátíme zpět a pokračujeme postupně dále. 
Vyřazováním jednotlivých měření děláme z měřených veličin neměřené. Proto při 
global testu statistiky musí být přepočítán redukovaný vztah pro rezidua. 
 Díky vzrŧstu počtu neměřených veličin, objektivní hodnota funkce ( , u 
měření dochází k nejmenším opravám) a také statistika global testu se sníţí. Hrubá 
chyba bude identifikována v tom měření, při jehoţ vyřazení se nejvíce sníţila hodnota 
objektivní funkce. Jinak řečeno, při zařazení měřené veličiny zatíţené hrubou chybou 
mezi neměřené, jiţ hrubá chyba nebude detekována a tato veličina bude moţným 
zdrojem hrubých chyb. I kdyţ je tato metoda nazývána serial elimination (postupné 




3. ŘEŠENÉ MODELOVÉ PŘÍKLADY 
V této kapitole jsou uvedeny dva názorné příklady, jejichţ zadání je převzato 
z publikace F. Madroně (Madron, 1987, s. 146-151, [1]). 
 Tyto příklady budou v této kapitole názorně řešeny pomocí programu Maple 14. 
Budou zde uvedeny všechny dŧleţité výsledky s komentáři a s odkazy na předchozí 
kapitolu. Celé řešení se nachází v příloze. 
 V prvním příkladě bude řešena problematika vyrovnávání dat se známou 
kovarianční maticí rozptylŧ měřených veličin . Ve druhém příkladě bude řešena 
stejná problematika, ale za podmínky, ţe kovarianční maticí rozptylŧ měřených veličin 
 neznáme. Místo toho budeme znát matici vah měřených veličin . 
 
3.1. Vyrovnávání jednosložkové látkové bilance (  je známá) 
Zadání: Mazut je čerpán z výroby mazutu do dvou zásobníkŧ, A a B (proudy 1 
a 2). Ze zásobníkŧ je mazut čerpán dále do směšovače (proudy 3 a 4). Ze zásobníku B je 
kromě toho mazut čerpán do provozního souboru zpracování sazové vody (proud 5). Ze 
směšovače je mazut veden do provozního souboru zplyňování mazutu (proudy 6 aţ 10). 
Akumulace v zásobnících budeme brát jako fiktivní proudy 11 a 12. Prŧtoky všech 
proudŧ jsou měřeny. Úkolem je naměřené hodnoty vyrovnat tak, aby vyhovovaly 
bilančním rovnicím kolem jednotlivých uzlŧ. Poněvadţ hustota mazutu je konstantní, 
bilanci lze sestavit v objemových jednotkách (integrály prŧtoku a akumulace). 
 
3.1 Schéma měření prŧtoku mazutu 
Mezi měřenými veličinami lze zapsat tři nezávislé bilanční rovnice: 
 kolem zásobníku A:  
 kolem zásobníku B:  
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 kolem směšovače:  
Tyto rovnice jsou naším matematickým modelem řešené problematiky. Počet rovnic 
matematického modelu je tedy . 






Hodnoty naměřené v 96hodinovém bilančním období (vektor ) jsou 
 
 
U proudŧ 1 aţ 10 (  aţ  ) jde o integrály objemových prŧtokŧ jednotlivých 
proudŧ v celém časovém období, hodnoty  a  jsou akumulace, tj. rozdíly objemŧ 
na konci a na začátku bilančního období. 
Nejprve se zjistí směrodatné odchylky jednotlivých měření. Prŧtoky proudŧ 1 aţ 
4 a 6 aţ 10 byly měřeny oválovými prŧtokoměry, pro něţ je směrodatná odchylka rovna 
0,5% z naměřené hodnoty. 
Proud 5 byl měřen clonou se směrodatnou odchylkou rovnou 1% z naměřené hodnoty. 
U akumulací je směrodatná odchylka zjištění přírŧstku objemu v zásobnících rovna 
4,2 m
2
 u zásobníku A, a 2,1 m2 u zásobníku B. 
Chyby měření jsou nekorelované, takţe kovarianční matice  je diagonální se 
čtverci směrodatných odchylek na diagonále. 
Vytvoříme si tedy vektor udávající nám přesnosti měření pro následný výpočet 
směrodatných odchylek měřených proudŧ 1 aţ 10. 
 
Vypočteme směrodatné odchylky náleţící jednotlivým proudŧm (1 aţ 10) a přidáme 





 Nyní si vytvoříme kovarianční matici rozptylŧ měřených veličin, která je 
definovaná rovnicí (2.17). Chyby jsou nekorelovány a matice vah W je v našem případě 
jednotkovou maticí (proto ji nemusíme brát v potaz). Jak jiţ bylo zmíněno, kovarianční 
matice  je diagonální se čtverci směrodatných odchylek na diagonále. V našem 
případě jsme si vytvořili vektor  odpovídající rozptylŧm (čtvercŧm směrodatných 
odchylek) a ten jsme vynesli na diagonálu kovarianční matice měřených veličin . 
 
 
Opravené hodnoty  jsou definovány vztahem (2.26) 
 
kde prvky vektoru  (tzv. opravy) mají následující vlastnosti: 
 rovnice matematického modelu jsou s opravenými hodnotami exaktně splněny 
 opravené hodnoty se od hodnot naměřených liší ,,co nejméně", tj. velikost oprav je 
určitým zpŧsobem minimální. 
Minimalizace kvadratické funkce (2.27), při které proměnné exaktně splňují 
matematický model, je: 
 
 
Za uvedených předpokladŧ pro vektor opravy  platí vztah (2.29). Dosazením ,  a 
 do rovnice (2.29) obdrţíme vektor oprav  a následným dosazením do rovnice (2.30) 
obdrţíme vyrovnané hodnoty : 
 




Vytvoříme si jednotkovou matici  pro následující výpočet dle rovnice (2.30) 
 
 
Výpočet pro vyrovnání naměřených hodnot  (2.30): 
 
 
Vektor  vypočtený z rovnice (2.30) je nestranným odhadem skutečné hodnoty . 
Jeho prvky jsou realizacemi náhodných veličin s normálním rozdělením , kde 
kovarianční matice vyrovnaných hodnot  je definovaný vztahem (2.31). 
 
 
Z dŧvodu větší přehlednosti bude kovarianční matice vyrovnaných hodnot  uvedena 
v tabulce 1. 
Tabulka 1 Odhad kovarianční matice vyrovnaných měření 
97,36 -13,45 84,36 -16,18 2,03 13,23 13,20 13,51 13,91 14,33 13,00 0,69 
-13,45 34,48 -14,10 24,17 7,68 1,95 1,95 2,00 2,06 2,12 0,64 2,63 
84,36 -14,10 88,38 -16,95 2,13 13,86 13,83 14,16 14,57 15,02 -4,02 0,73 
-16,18 24,17 -16,95 29,07 -3,65 2,35 2,35 2,40 2,47 2,55 0,77 -1,25 
2,03 7,68 2,13 -3,65 11,73 -0,30 -0,29 -0,30 -0,31 -0,32 -0,10 -0,40 
13,23 1,95 13,86 2,35 -0,30 24,19 -1,92 -1,96 -2,02 -2,08 -0,63 -0,10 
13,20 1,95 13,83 2,35 -0,29 -1,92 24,15 -1,96 -2,02 -2,08 -0,63 -0,10 
13,51 2,00 14,16 2,40 -0,30 -1,96 -1,96 24,67 -2,06 -2,13 -0,64 -0,10 
13,91 2,06 14,57 2,47 -0,31 -2,02 -2,02 -2,06 25,33 -2,19 -0,66 -0,11 
14,33 2,12 15,02 2,55 -0,32 -2,08 -2,08 -2,13 -2,19 26,04 -0,68 -0,11 
13,00 0,64 -4,02 0,77 -0,10 -0,63 -0,63 -0,64 -0,66 -0,68 17,02 -0,03 
0,69 2,63 0,73 -1,25 -0,40 -0,10 -0,10 -0,10 -0,11 -0,11 -0,03 4,27 
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má hodnost (L-K), tj. je singulární. 
Intervaly spolehlivosti dle vztahu (2.32) jsou: 
 
kde  pokrývá skutečné hodnoty  s pravděpodobností . 
 Směrodatné odchylky vyrovnaných hodnot určíme z kovarianční matice 














Opravitelnost mŧţeme vyjádřit podělením směrodatných odchylek, které mají 
vyrovnané hodnoty a které měli naměřené hodnoty. Tento podíl bude vţdy menší neţ 1, 














Jak je patrné z výsledkŧ opravitelnosti, došlo k zpřesnění u všech měřených veličin, ale 
u proudŧ 1 a 3 je opravitelnost největší, protoţe tyto hodnoty mají největší směrodatné 
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odchylky (jsou nejméně přesné). 
Všechny zásadní vypočítané hodnoty jsou uvedeny v tabulce 2. 
 
Tabulka 2 
i        
1 3849 19,245 370,37 14,83726 3863,837 9,86720 0,5127 
2 1848 9,24 85,3776 -14,5155 1833,484 5,87232 0,6355 
3 3825 19,125 365,7656 -9,45607 3815,544 9,40089 0,4915 
4 1362 6,81 46,3761 8,543553 1370,544 5,39170 0,7917 
5 359 3,59 12,8881 2,191175 361,1912 3,42467 0,9539 
6 1022 5,11 26,1121 -0,371 1021,629 4,91839 0,9625 
7 1021 5,105 26,06103 -0,37027 1020,63 4,91396 0,9626 
8 1033 5,165 26,67723 -0,37903 1032,621 4,96705 0,9617 
9 1048 5,24 27,4576 -0,39011 1047,61 5,03318 0,9605 
10 1064 5,32 28,3024 -0,40212 1063,598 5,10343 0,9593 
11 49 4,2 17,64 -0,70667 48,29333 4,12562 0,9823 




3.2. Vyrovnávání koncentrací v proudech spojených s chemickým 
reaktorem (  není známá) 
Zadání: Uvaţujme prŧtočný reaktor (Obr. 2.8) na chloraci metanu. Do reaktoru 
vstupuje , , ,  a . Na výstupu z reaktoru jsou kromě 
uvedených látek přítomny navíc  a , jejichţ koncentrace na vstupu je téměř 
nulová. 
 
Obr. 3.2 Reaktor na chloraci metanu. 
V ustáleném stavu jsou měřeny koncentrace (molární zlomky) látek na vstupu a 
výstupu z reaktoru, celkem je tedy měřeno dvanáct veličin. Při chloračních reakcích je 
zachované látkové mnoţství, a molární prŧtoky na vstupu a na výstupu jsou proto 
stejné. Kromě toho platí zákon zachování pro tři chemické prvky: C(1), H(2) a Cl(3). 
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Našim úkolem je naměřené hodnoty koncentrací vyrovnat, přičemţ po vyrovnaných 
hodnotách poţadujeme, aby 
 vyhovovaly zákonu zachování chemických prvkŧ, 
 součet molárních zlomkŧ na vstupu a na výstupu byl roven 1 dle vztahu (2.7). 
Vytvořme vektor měřených veličin tak, ţe prvních pět prvkŧ budou tvořit molární 
zlomky látek 1 aţ 5 na vstupu do reaktoru, dalších sedm prvkŧ pak koncentraci látek 6 
aţ 12 na výstupu. 
Zákon zachování prvkŧ mŧţeme zapsat ve tvaru 
 
Absolutní hodnoty koeficientŧ  jsou rovny počtu atomŧ i-tého prvku v chemickém 
vzorci látky j-té měřené koncentrace. Znaménka prvkŧ  jsou kladná pro  
(vstupující proud) a záporná pro  (vystupující proud). 




Soustavu rovnic všech zde výše zmíněných rovnic mŧţeme schematicky zapsat ve tvaru 
(dle rovnice (2.28)) 
 




A vektor konstant (předem známých)  (5x1) zapíšeme 
 
 
Při podrobnějším zkoumání zjistíme, ţe matice  nemá plnou hodnost, ale má 
hodnost pouze . Vyloučíme proto podmínku , která je lineárně 
závislá na předchozích rovnicích.  
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Vektor konstant  bude zapsán 
 
 
Potud k matematickému modelu, který má tvar . O chybách 
měření předpokládáme, ţe jsou nekorelované a jejich směrodatné odchylky jsou přímo 
úměrné naměřené hodnotě (koncentrace jsou tedy měřeny se stejnou relativní přesností). 
Kovarianční matici chyb měřených veličin pak mŧţeme zapsat ve tvaru dle rovnice 
(2.17). 
 
Matice  je diagonální se čtverci naměřených hodnot na diagonále: 
 
Nyní mŧţeme přistoupit k vlastnímu vyrovnávání. 
Zapíšeme naměřené hodnoty koncentrací vektor  
 
 
Nyní si vytvoříme matici vah měřených veličin W. Pomocí vektoru , kterému 
přiřadíme druhé mocniny naměřených hodnot, vytvoříme diagonální matici vah W. 
 




Vyrovnání provedeme podle vztahŧ (2.29) a (2.30), kam za kovarianční matici 
 dosadíme matici vah W. 
Výpočet vektoru oprav  dle rovnice (2.29), kam za kovarianční matici  
dosadili matici vah W. 
 
 
Vytvoříme si jednotkovou matici  pro následující výpočet dle rovnice (2.30) 
 
 
Výpočet vektoru vyrovnaných hodnot  dle rovnice (2.30), kam za kovarianční 





Pro posouzení přesnosti vyrovnaných hodnot dosadíme vektor  do vztahu 
(2.33) 
 
a získáme odhad konstanty úměrnosti 
Pozn. * = 2; tj.  
 
Odhad konstanty úměrnosti : 
 
Po dosazení  do  získáme odhad kovarianční matice měření . 
 
 
Odmocniny diagonálních prvkŧ matice , které představují odhad 















Kovarianční matice vyrovnaných hodnot  se odhadne dosazením  do rovnice (2.31)  
 místo . 
 
Z dŧvodu větší přehlednosti bude kovarianční matice vyrovnaných hodnot  uvedena 
v tabulce 3. 
 
Tabulka 3 Odhad kovarianční matice vyrovnaných měření 
2,3E-07 1,6E-07 -3,8E-07 -4,0E-09 -1,4E-09 8,5E-09 -1,8E-08 -1,7E-07 -1,2E-07 7,6E-08 2,2E-07 1,0E-09 
1,6E-07 5,8E-07 -7,3E-07 -1,8E-09 6,4E-11 -8,0E-09 1,6E-08 1,4E-07 -2,2E-07 -8,7E-08 1,6E-07 -1,1E-09 
-3,8E-07 -7,3E-07 1,1E-06 -5,0E-10 -1,1E-10 -4,7E-10 1,8E-09 3,0E-08 3,4E-07 1,1E-08 -3,8E-07 5,7E-11 
-4,0E-09 -1,8E-09 -5,0E-10 6,3E-09 -1,1E-12 1,8E-12 5,3E-12 1,9E-10 3,6E-09 1,8E-10 -4,0E-09 1,5E-12 
-1,4E-09 6,4E-11 -1,1E-10 -1,1E-12 1,5E-09 1,4E-12 3,2E-13 5,3E-11 1,3E-09 7,3E-11 -1,4E-09 6,4E-13 
8,5E-09 -8,0E-09 -4,7E-10 1,8E-12 1,4E-12 2,5E-08 3,6E-12 -2,6E-10 -7,7E-09 -4,6E-10 -1,7E-08 -4,1E-12 
-1,8E-08 1,6E-08 1,8E-09 5,3E-12 3,2E-13 3,6E-12 2,6E-08 -8,5E-10 -7,3E-09 -1,2E-10 -1,8E-08 1,8E-13 
-1,7E-07 1,4E-07 3,0E-08 1,9E-10 5,3E-11 -2,6E-10 -8,5E-10 4,7E-07 -2,9E-07 -1,2E-08 -1,7E-07 -9,0E-11 
-1,2E-07 -2,2E-07 3,4E-07 3,6E-09 1,3E-09 -7,7E-09 -7,3E-09 -2,9E-07 7,0E-07 -2,9E-07 -1,1E-07 -2,4E-09 
7,6E-08 -8,7E-08 1,1E-08 1,8E-10 7,3E-11 -4,6E-10 -1,2E-10 -1,2E-08 -2,9E-07 2,3E-07 7,6E-08 -1,4E-10 
2,2E-07 1,6E-07 -3,8E-07 -4,0E-09 -1,4E-09 -1,7E-08 -1,8E-08 -1,7E-07 -1,1E-07 7,6E-08 2,4E-07 1,0E-09 
1,0E-09 -1,1E-09 5,7E-11 1,5E-12 6,4E-13 -4,1E-12 1,8E-13 -9,0E-11 -2,4E-09 -1,4E-10 1,0E-09 1,6E-09 
Odmocněné diagonální prvky matice  (označené jako ) reprezentují odhady 
směrodatných odchylek vyrovnaných veličin. 

















 Opravitelnost měřených veličin nám ukáţe, které veličiny jsou opravitelné a do 
jaké míry jsme je schopni zpřesnit. Opravitelnost je definována jako podíl odhadŧ 
směrodatných odchylek vyrovnaných  a přímo měřených veličin . 
Pozn.   a  
Do prvního vektoru  si přiřadíme směrodatné odchylky přímo měřených veličin 
. Do druhého vektoru  si přiřadíme směrodatné odchylky vyrovnaných 
veličin . A tyto vektory podělíme, jak je uvedeno výše.  
Vektor směrodatných odchylek přímo měřených veličin : 
 





Vypočítaný vektor opravitelnosti: 
 
V posledním výpočtu je opravitelnost měřených veličin, tj. podíl odhadŧ směrodatných 
odchylek vyrovnaných a přímo měřených veličin. Je zde vidět, ţe všechny veličiny jsou 
opravitelné, ale pouze u čtyř z nich - měření 1, 2, 9 a 11, je opravitelnost významná. 





       
1 0,621 0,385641 -0,00853 0,612467 6,35E-03 4,77E-04 0,075048 
2 0,269 0,072361 -0,00066 0,268335 2,75E-03 7,61E-04 0,276621 
3 0,108 0,011664 -0,00031 0,107691 1,11E-03 1,06E-03 0,954697 
4 0,00775 0,00006006 -2,6E-06 0,007747 7,93E-05 7,93E-05 0,999703 
5 0,00376 0,00001414 -8,6E-07 0,003759 3,85E-05 3,85E-05 0,999861 
6 0,0155 0,00024025 6,86E-06 0,015507 1,59E-04 1,59E-04 0,999438 
7 0,0157 0,00024649 3,85E-06 0,015704 1,61E-04 1,60E-04 0,998816 
8 0,0683 0,00466489 0,000154 0,068454 6,99E-04 6,85E-04 0,980436 
9 0,248 0,06150400 0,003087 0,251087 2,54E-03 8,39E-04 0,330497 
10 0,0482 0,00232324 0,000157 0,048357 4,93E-04 4,77E-04 0,966769 
11 0,593 0,351649 0,00396 0,59696 6,07E-03 4,85E-04 0,079998 





 Tato práce se věnovala problematice vyrovnání dat a detekci hrubých chyb v 
měření. První kapitoly uvádí potřebný teoretický základ, v poslední kapitole jsou 
praktické ukázky uţití na modelových příkladech. 
Hlavními výhodami vyrovnávání dat jsou: 
 vyrovnaná data jsou v souladu s přírodními zákony a jsou věrohodnější 
  vyrovnaná data jsou přesnější neţ data naměřená, to je patrné při porovnání 
směrodatných odchylek vyrovnaných a naměřených veličin 
 
 detekce a eliminace hrubých chyb – nalezení hrubé chyby má v konečném 
dŧsledku za následek sníţení provozních nákladŧ či nalezení poruch na zařízení 
(např. netěsnosti) 
 dopočítané (neměřených) veličin (jako například tepelný výkon parního 
generátoru) jsou odhady s minimálním rozptylem 
 vyrovnávání dat je základem pro optimalizaci. Díky přesnějším vyrovnaným 
datŧm jsme schopni přiblíţit se více optimálnímu vyuţití zařízení 
 nejistoty výsledkŧ – vyrovnávání dat nám také dá informace o nejistotě jak 
vyrovnaných veličin, tak i pozorovaných přímo neměřených veličin. Díky tomu 
mŧţeme posuzovat celkovou kvalitu výsledkŧ a porovnávat výsledky rŧzných 
provozních testŧ. 
Na uvedených modelových příkladech jsme si předvedli, jak mŧţeme dosáhnout 
přesnějších dat pomocí vyrovnávání. Uvedené výsledky odpovídají více reálným 
prŧběhŧm ve sledované aplikaci a jejich uţitím při optimalizaci je moţné dosáhnout 
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SEZNAM POUŽITÝCH VELIČIN A SYMBOLŮ 
SYMBOL VELIČINA JEDNOTKA 
 Vektor konstant [-] 
 Matice koeficientŧ u měřených veličin [-] 
 Transponovaná matice [-] 
 Inverzní matice [-] 
 Matice stechiometrických koeficientŧ nebo 
matice koeficientŧ u neměřených veličin 
[-] 
 Vektor s maximální silou pro detekci hrubé chyby 
(Measurement test) 
[-] 
 Rozptyl naměřených hodnot [-] 
 Relativní chyba měření [-] nebo [%] 
 Energie proudu [J] 
 Střední hodnota naměřených hodnot [-] 
 Kinetická energie [J] 
 Potenciální energie [J] 
 100 procentní kvantil s Fisherovo-Snedecorovým 
rozdělením (F rozdělení) s  a  stupni volnosti. 
[-] 
 Kovarianční matice rozptylŧpřímo měřených veličin [-] 
 Odhad kovarianční matice rozptylŧ přímo měřených veličin [-] 
 Odhad kovarianční matice rozptylŧ přímo neměřených 
veličin 
[-] 
  [-] 
 Vektor skutečných hodnot parametrické funkce [-] 
 Vektor odhadnutých hodnot parametrické funkce [-] 
 Hodnost matice  [-] 
 Entalpie [-] 
 Nulová hypotéza [-] 
 Alternativní hypotéza [-] 
 Jednotková matice [-] 
 Počet přímo měřených veličin [-] 
 Počet přímo neměřených veličin [-] 
 Počet rovnic matematického modelu [-] 
 Hmota [kg] 
 Normální rozdělení se střední hodnotou  a rozptylem  [-] 
 Normované normální rozdělení [-] 
 Tlaková energie [J] 
 Tepelný tok [J] 
 Kritérium minimalizace oprav [-] 
 Vektor reziduí [-] 
 Autokorelační funkce [-] 
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 K-tá látka [-] 
 Čas [s] 
 procentní kvantil Studentova rozdělení [-] 
 procentní kvantil normálního rozdělení [-] 
 Vnitřní energie [J] 
 Vektor oprav [-] 
 Kovarianční matice rozptylŧ [-] 
 Mechanická práce [J] 
 Matice vah [-] 
 Vektor přímo měřených veličin [-] 
 Vektor naměřených hodnot  [-] 
 Vektor skutečných přímo měřených hodnot [-] 
 Vektor vyrovnaných (odhadnutých) přímo měřených hodnot [-] 
 Hmotový zlomek [-] 
 Rozsah r-té chemické látky [-] 
 Vektor přímo neměřených veličin [-] 
 Vektor skutečných přímo neměřených veličin [-] 
 Vektor odhadŧ přímo neměřených veličin [-] 
 Measurement test statistics [-] 
 Maximum power measurement test [-] 
 Testovací statistiku (ConstraintčiNodal Test) [-] 
 Hladina významnosti [-] 
 Vektor hrubých chyb [-] 
 Testovací statistiku (Global test) [-] 
 Absolutní chyba měření [-] 
 vektor chyb přímo měřených veličin [-] 
 vektor chyb přímo neměřených odhadovaných veličin [-] 
 Vektor Lagrangeových multiplikátorŧ [-] 
 Směrodatná odchylka [-] 
 Rozptyl [-] 
 Odhad rozptylu [-] 
 Časový posun [s] 
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