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Abstract
FlashCam is a camera proposed for the medium-sized telescopes of the Cherenkov Telescope Array (CTA). We compare camera
trigger rates obtained from measurements with the camera prototype in the laboratory and Monte-Carlo simulations, when scanning
the parameter space of the fully-digital trigger logic and the intensity of a continuous light source mimicking the night sky back-
ground (NSB) during on-site operation. The comparisons of the measured data results to the Monte-Carlo simulations are used to
verify the FlashCam trigger logic and the expected trigger performance.
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1. Introduction
FlashCam [1] implements a fully-digital trigger processing
and readout based on FADCs and FPGAs. The signals of the
1758 photomultiplier tubes (PMTs) are sampled continuously
at a rate of 250 MS/s, and upon a trigger decision the digitised
waveforms are sent via Ethernet to the data-acquisition server.
The trigger firmware logic has also been implemented in a soft-
ware framework, which, when applied to the read-out traces,
computes the same trigger signals as the camera electronics.
This allows a bit-exact confirmation of the digital processing
chain and an emulation of the trigger over the full range of trig-
ger parameters using measured or simulated input data.
The influence of Poissonian fluctuations of the night sky
background illumination and the properties of the PMTs on the
camera trigger rates have been investigated using Monte-Carlo
simulations. We also show comparisons of these simulations
with camera trigger rates derived from measured data, taken
with the fully equipped prototype in the laboratory, by simulat-
ing continuous background light using an LED.
1.1. Fully-digital topological trigger forming
The FlashCam trigger logic is realised as a digital sum trig-
ger, which is sensitive to local coincidences in time O(ns)
and space. The camera electronics computes the full trigger
chain continuously on the digitised samples. The first stage is
a channel-wise differentiating filter. These differentiated sig-
nals are then scaled down because of bandwidth limitations and
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clipped to a maximum value. The clipping also prevents trig-
gering on large single-pixel signals such as PMT-afterpulses.
In the last stage, a sample-wise summation of the clipped
signals over 9 neighbouring pixels is carried out each time-step
for each of the 588 predefined, overlapping pixel patches, en-
suring a homogeneous and seamless coverage over the camera
plane. A camera readout is triggered if one of these patch sums
exceeds a predefined threshold.
2. Monte-Carlo simulations vs Measurements
Monte-Carlo simulations of the camera have been produced
using the sim_telarray simulation package [2] resulting in full-
trace simulations of 1 s of digitisation of all camera pixels
per simulation configuration. The simulations were produced
for two camera configurations (7- and 8-dynode PMTs), dif-
fering in their afterpulsing probability distributions and their
pulse shapes, and with two NSB intensities each (300 MHz and
1.2 GHz). These intensities represent the lower and upper end
of the NSB conditions on site.
The camera prototype, equipped with an even mixture of 7-
and 8-dynode PMTs 12-pixel modules, was used to take ran-
domly triggered data, while being illuminated with an LED,
reading out events with a trace length of 3900 samples (15.6
µs), until also 1 s of digitised data was accumulated. Both types
of dataset were fed into the FlashCam trigger emulation frame-
work to calculate the final camera trigger rates. The camera
trigger rates computed by this framework have been compared
to camera trigger rate measurements with the camera prototype
and shown to match within the statistical uncertainties.
The comparison of camera trigger rates produced with mea-
sured and simulated input datasets at 300 MHz NSB is shown
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Figure 1: Comparison of camera trigger rates from measured camera input data
(with both 7- and 8- dynode PMTs) and Monte-Carlo simulations (7- or 8-
dynode PMTs). The shaded regions are bordered by the results of the simu-
lation, while the solid lines show the results from measured input data. The
simulated NSB is 300 MHz of p.e./pixel.
in Figure 1. The coloured regions show the Monte-Carlo simu-
lations for the two camera configurations, while the solid lines
show the camera trigger rates obtained from measurements with
the prototype. The camera trigger rates for three separate set-
tings of pixel clipping levels are coloured in red, orange and
blue. The region of interest is at the planned nominal opera-
tion rate O(10 kHz), with a very good match for clipping levels
of 16 or 45 p.e, while the largest difference in threshold is for
a clipping level of 8 p.e. This is due to the slightly conser-
vative single photoelectron resolution used in the simulations.
Nevertheless, this difference is less than 5% in trigger threshold
for trigger rates >500 Hz for all clipping levels. The relative
trigger rate between 7- and 8-dynode simulations changes be-
tween low (8 p.e.) and high (45 p.e.) clipping levels, which
can be explained by a higher afterpulsing probability (1.2 · 10−4
for pulses > 4 p.e.) of the 7-dynode PMTs compared to the 8-
dynode PMTs (1.0 · 10−4 for pulses > 4 p.e.). In contrast the
rise time of the 7-dynode pulses is shorter than the 8-dynode
rise time (5.6 ns versus 6.1 ns), reducing the coincidence time
of NSB photoelectrons.
The comparisons at 1.2 GHz NSB are presented in Figure 2.
The simulations show a very good agreement with the measure-
ments over the full range of trigger thresholds. There is a small
overall shift towards higher thresholds of the simulations com-
pared to the rates from measured input data due to the single
p.e. resolution used in the simulations. The better match at low
clippings (8 p.e.) compared to the 300 MHz case is due to pho-
toelectron pile-up, as the expected number of photo electrons is
higher with an NSB of 1.2 GHz (4.8 p.e. / pixel / sample).
The differences in camera trigger rates from all measure-
ments (more pronounced in the 46 p.e. clipping levels) stem
from atmospheric muons interacting with the plexiglass win-
dow or individual PMTs producing large signals.
30 40 50 60 70 80 90 100
Trigger threshold / p.e.
100
101
102
103
104
105
106
107
108
Ca
m
er
a 
tri
gg
er
 ra
te
 / 
Hz
Clipping
 8 p.e. 7-dyn. MC
16 p.e. 7-dyn. MC
45 p.e. 7-dyn. MC
 8 p.e. 8-dyn. MC
16 p.e. 8-dyn. MC
45 p.e. 8-dyn. MC
 8 p.e. Measured
16 p.e. Measured
46 p.e. Measured
Figure 2: Comparison of camera trigger rates derived from measured camera
input data (with both 7- and 8- dynode PMTs) and Monte-Carlo simulations (7-
or 8-dynode PMTs). The simulated NSB is 1.2 GHz of p.e./pixel
3. Conclusion
The results presented here show a very good agreement of the
Monte-Carlo simulations and the camera trigger rates obtained
from measured data in the laboratory. This also indicates that
the Monte-Carlo input parameters describe the camera electron-
ics and the PMT characteristics well. Additionally, the two dif-
ferent simulated setups demonstrate the minor systematic dif-
ferences at the 5% level due to PMT parameter variation over
the range of expected NSB levels.
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