ABSTRACT
INTRODUCTION
Distributed mobile sensing platforms such as uninhabited air vehicles (UAVs), underwater vehicles (UUVs), and ground vehicles (UGVs) can collect information over wide and inaccessible areas. Computing, sensing and communication technology have developed to the point where autonomous mobile sensors can be built and networked using mostly off the shelf components, but the development of robust and efficient collaborative motion control algorithms for collecting desired information is an ongoing area of research.
The contribution of this paper is a receding horizon control formulation for a team of sensors to cooperatively search for and track a target. This formulation incorporates probabilistic sensor and target motion models and sensor motion constraints and explicitly optimizes the quality of the estimate. An upper bound on the coupling between sensors is derived which can be efficiently calculated by one sensor without a full model of the other.
The simplest interpretation of the mobile sensing problem is to treat it as a sensor delivery task. The result is a multi-vehicle routing problem [1] , which can be extended to include ideas such as heterogeneous sensors and prioritized tasks. A flight-tested example of this type of UAV sensing system has been implemented by the authors and will provide a platform for future testing [2] .
Greater autonomy is provided when a mission is described in terms of the desired information to be collected, without requiring that a location be known a priori. Applications such as search, mapping and target tracking using teams of mobile sensors require motion control to optimize the acquisition of useful observations. Control and estimation cannot be considered independently as in classical methods such as linear quadratic Gaussian control because the availability of observations depends on the sensor motion.
Traditionally, search techniques attempt to maximize the probability of detecting a target [3] and target tracking is often accomplished by commanding a feasible sensor trajectory defined relative to the estimated target position [4] . Searching and tracking are rarely addressed in the same framework in spite of the fact that the transition between the two is often unclear. For targets with uncertain motion and sensors with constrained motion and narrow field of view, the target may be observed intermittently, suggesting the need for a single control formulation based explicitly on the quality of the target state estimate.
Existing methods for combined search and track are often ad-hoc. Webb and Furukawa define a search and track problem using probability of detection as a value function and a consistent sensor model that includes the possibility of not detecting the target [5] . However, probability of detection does not capture the idea that some observations are more informative than others. For example, a bearing-only sensor must observe the target from more than one angle in order to fully localize it.
Much of the previous work on information-theoretic control has been based on "information surfing" or receding horizon optimization of information gain over a single step [6] [7] [8] [9] . However, receding horizon optimization with multiple-step lookahead has the potential to produce far better solutions by accounting for sensor motion constraints and delayed payoff, although it comes at a high cost of computation. In previous solutions with a longer optimization horizon, either the target state is assumed constant or closed form estimation such as a Kalman filter provides multiple-step prediction [10] . The paper will be organized as follows. First the sensor motion control problem is formulated as a minimization of the expected estimate entropy. Selection of entropy as a cost function gives the problem a useful structure which is suited to decentralization. Methods for predicting the entropy resulting from a sequence of future observations are derived. An example is developed based on UAVs mounted with bearing-only sensors, and finally contributions and future work are discussed.
THE ESTIMATION PROBLEM
The goal in any estimation problem is to reduce the uncertainty of the the estimate of a target state x. Conditional entropy is a measure of the uncertainty when the estimate is conditioned on a set of observations. To predict the conditional entropy that will result from future observations, we take the expectation over the values of those observations. Thus, the expected uncertainty of the estimate after making observations z is represented by the expected conditional entropy H(P(x|z)). It should be noted that in this formulation, x and z are both random variables whose values are unknown, although z will eventually be observed.
(1)
It will be useful to write the entropy of x conditioned on z in terms of mutual information, I(x; z). Equation (2) defines the mutual information of two random variables in terms of the expected reduction in uncertainty of one variable after observing the other.
Although the goal of the estimation task is to minimize uncertainty over the duration of the task, a cost function cannot generally be evaluated over such an indeterminant duration except under limiting assumptions. Therefore the infinite horizon minimization is reduced to a finite horizon problem in Eqn. (3) by defining the cost J as the sum of the expected conditional entropy from the current time k up to horizon time k + N. At each time k, an optimal control sequence u k:k+N is computed and only the first control u k is applied. This receding horizon optimization does not guarantee optimality over the infinite horizon, but is a generally accepted method [11] .
A team of M sensors generates a set of simultaneous observations z 1 k , . . . , z M k at each time k. Equation (4) shows how the conditional entropy of x given the set of simultaneous observations breaks down into mutual information and unconditional entropy terms.
Equation (5) shows how the expected conditional entropy (4) decomposes into a constant C, individual agent terms J j and a coupled term J c . The coupled term includes the joint entropy of the team's full set of measurements.
The coupling term represents the redundancy of the information gain between sensors. A control selected to optimize only the individual costs (neglecting J c ) could result in wasted effort from all sensors but one if all measurements after the first provide the same information.
STRUCTURE OF INFORMATION-THEORETIC COST FUNCTION
The team goal is to choose the set of individual controls {u j } to minimize the cost J. A stationary point of J is characterized by the gradient condition ∇J = 0 where the gradient is taken with respect to the set of control variables. If the stationary point also satisfies the second derivative condition, ∇ 2 J 0, then it is a local minimum. Gradient-based minimization methods incrementally improve a solution by moving it away from the gradient direction and terminate when a stationary point is achieved. The body of literature on these methods is extensive [12] .
Gradient-based optimal control in distributed systems requires that various components of the control be calculated on separate processors, often under communication constraints. With structure of the cost function given by Eqn. (5), the terms J j (u j ) each depend on only the individual control component, but the coupling term J c (u 1 , . . . , u M ) depends on the control decisions of all agents. Therefore the gradient condition breaks down into gradients with respect to each agent's control as follows.
Decentralized implementation of gradient-based optimization is an active area of research that is outside the scope of this paper [13] . In general, information from each processor is required to calculate a single gradient step in the optimization, leading to high communication requirements. Mathews et. al. discuss the effect of communication frequency, delays, and degree of coupling [14] in this type of problem. Although decentralized gradient descent will converge to a team local minimum (under conditions such as convexity and continuity), it requires a full round of communication in order to calculate each gradient step, and many steps may be required to achieve the a stationary point with the desired tolerance. This communication rate may not be achievable for mobile sensing applications due to limited bandwidth and connectivity. The coupling between individual agents' effects on the cost governs the necessary degree of cooperation. For example, if two sensors i and j measure features of the environment which are fully independent, the observations z i and z j are uncorrelated, and so are the agents' contributions to the cost, resulting in Eqn. (7) . In this case, each agent can calculate the gradient of the cost with respect to its own control without knowledge of the control of the other agent.
An agent can choose a decentralized optimization strategy for cooperation by estimating the degree of its coupling with other agents. The coupling term J c (u 1 , . . . , u M ) depends on the joint probability of all of the agents' observations, P(z 1 , . . . , z M ). Calculation of the full joint distribution is generally intractable, and does not provide direct insight into the degree of coupling between sets of agents.
For a single agent q to evaluate the team coupling, it is useful to decompose J c (u 1 , . . . , u M ) from Eqn. (5) into terms due to z q and terms due to the observations from all other agents, z ∼q ≡ {z 1 , . . . , z q−1 , z q+1 , . . . , z M }. This is shown in Eqn. (8) .
Agent q can further decompose the team coupling by approximating I(z j ; z ∼ j ) by pairs of agents as in Eqn. (9) . This corresponds to assuming that no more than two sensors observe the "same" information, and may over or under estimate J c in the presence of three-way (or greater) coupling.
Equation (9) allows agent q to approximate the total team coupling in terms of its coupling with each other agent individually.
CALCULATION OF PREDICTIVE INFORMATION-THEORETIC COST FUNCTION
Receding horizon optimization based on an informationtheoretic cost function as proposed in the previous sections requires the capability to estimate the entropy of the estimate distribution conditioned on observations which have not yet occurred. For single step lookahead, the conditional entropy after one observation can be estimated in two steps. First, the current estimate is convolved with the motion model to produce a predicted estimate. Then, the mutual information of the future observation and the predicted estimate is calculated from Eqn. 2. The expected conditional entropy is equal to the entropy of the predicted estimate minus the mutual information. Unfortunately, this method does not extend to greater than one step lookahead because the effect of a general probabilistic motion model can only be calculated for a particular distribution and there is not a convenient method to average over the future observations.
Receding horizon control with multiple step lookahead requires estimation of the information gain due to a series of observations. Even for a single sensor, this calculation becomes difficult in the presence of target motion except in the linear Gaussian case. Local estimation of the effect of a series of observations from a set of distributed sensors requires a variety of approximate methods depending on the degree of coupling between observations.
In spite of the high cost of computation, multiple step receding horizon control has the potential to provide high payoff for UAV applications by allowing the UAV to plan motion on a scale at least sufficient to model its turn radius. In scenarios with obstacles, the motion planning horizon must be sufficient for the UAV to execute an avoidance maneuver [15] . Figure 1 compares two different planning horizons for a bearing-only sensor observing a slowly moving target. The trajectory calculated using a receding horizon control with horizon length N = 4 observes the target from widely varying orientations, whereas the single-step optimal planner produces a more direct trajectory.
It is well known that differently oriented observations from a bearing-only sensor are more useful than parallel observations, so the control with longer horizon will be more beneficial for localization. Figure 2 illustrates this idea by showing the combined effect of two likelihood functions shown in contour: one case (A) where the measurements are nearly parallel, and another case (B) where they are not. The dark shaded area represents the combination of the two likelihood functions, and the case B reduces to a smaller area. Figures 1 and 2 reflect the same scenario described in the tracking application and simulations section.
Individual information gain
Recall that the team cost in Eqn. (3) is equal to the expected estimate entropy, summed at each time from the present up to the receding horizon. The cost is broken down into individual components which can be calculated with information from a single sensor, and a coupling term which depends on all sensors. The individual cost component for an agent j is repeated from Eqn. (5) .
For estimation of a constant state, such as localization of a stationary feature, representation of expected entropy simplifies 
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because the distribution of x changes only due to observations,
leading to the following result.
Thus, multi-step optimization for estimation of a constant state can be performed based only on calculations of information gain at the time of individual measurements (I(x i ; z i )) and the redundancy of the measurements (I(z i ; z j ) ).
When the target state evolves, the cost calculation is an expectation over the sequence of future observations and cannot be written only in terms of mutual information because the target motion model must be included. N |z 1 , . . . , z N ) N |z 1 , . . . , z N ) )dz 1 . . . dz N (14) In most cases, the effect of target motion on the estimate P(x) can only be determined by convolving the motion model with the previous estimate. This means that in the presence of non-linear target motion or non-Gaussian distributions, a closed form expression for the conditional entropy such as Eqn. (13) cannot be obtained.
H(P(x
The joint distribution P(z 1 , . . . , z N ) depends on the effect of the process model at each step as in Eqn. (15) , and so can only be approximated by simulation for the general non-linear non-Gaussian case. For a scalar sensor discretized to m possible outputs, the size of the joint distribution is m N . Even for a binary sensor, calculation of the joint distribution is not likely to be feasible in real time due to the complexity of calculating the probability of a single sequence of observations. Therefore the expectation in Eqn. (14) is approximated by sampling from P(z 1 , . . . , z N ).
With a method to calculate J j (u j ), an individually optimal solution u j * = arg min J j (u j ) can be calculated using a gradientbased method. Unless J j (u j ) is a convex function of u j , the gradient-based method will converge to a local optimum, and so will be sensitive to the initial condition of the algorithm. Figure 3 shows two trajectories for a bearing-only sensor which are optimal solutions to Eqn. (3), and one suboptimal solution that exists "between" them in the control space. This example shows that the proposed cost function is not convex.
To encourage the optimization to converge to a desirable local minimum, an initial condition can be generated by a proportional heading rate control which steers the sensor toward the most likely target location. This is motivated by the intuition that observing the target will be more informative than not observing it, and sensors are generally more informative at close range.
Estimation of pairwise coupling
In addition to the information gain due to each individual sensor, the information-theoretic cost depends on the coupling between the set of observations. Recall that any agent q can approximate its coupling with the rest of the team using Eqn. (10), repeated below. 
The mutual information between two simultaneous observations depends on the underlying state estimate, requiring an integral over the state space as well as the observations as shown in Eqn. (18). An upper bound for I(z i , z j ) that does not require integration over the state space is desirable because the state space is generally much larger than the pairwise observation space, and the integral can not generally be evaluated analytically.
Due to the difficulty of calculating mutual information directly from Eqn. (18), an upper bound will be derived that does not require the joint distribution P(z i ; z j ). It is useful to note that most sensors have a limited range, and the degree of coupling between the observations from two sensors is strongly related to the degree to which their observed areas, or footprints, overlap. If the target is not in the footprint R j of sensor j, the observation will be z j = / 0, or "no observation" (assuming no false detections). The observation z j from a scalar sensor is thus in the set R / 0 j where / 0 j is defined as the lack of an observation from sensor j. This type of sensor model which includes the possibility of not detecting the target provides a single estimation model (and therefore cost function) for searching and tracking applications. The probability density function of z must still integrate to one, but the integral includes the value z = / 0. Therefore the integral over over values of z ∈ R must equal the probability of detection, or 1 − P(z = / 0). For example, consider a range measurement with Gaussian noise, given by Eqn. (19). Range is measured from the sensor position s to the target position x, with additive Gaussian noise with variance σ. This model can easily be extended to include a probability of missed or false detection as well. The range and probabilities of missed or false detections form the detection model of the sensor.
In the case where both sensors have limited ranges which do not overlap (R i ∩ R j = / 0), I(z i ; z j ) simplifies to Eqn. (20) and depends only on the target state estimate and the detection models of each sensor.
An upper bound for I(z 1 ; z 2 ) is derived in Eqn. (21) from the definition by lower bounding the entropy of z 2 conditioned on z 1 . The lower bound on conditional entropy can be derived intuitively from a "most informative, limited range" model of sensor one. The most that sensor one can reduce the entropy of P(z 2 ) is if z 1 provides "perfect information" within the limits of its range. Perfect information implies that z 1 is an accurate measurement of x with no uncertainty, if x ∈ R 1 .
Under the "most informative, limited range" model of sensor one given in Eqn. (22), z 1 = x when the target position x is in range of sensor one. If x ∈ R 1 − R 2 then the target is outside the footprint of sensor two but inside the footprint of sensor one, and z 2 = / 0 2 (no uncertainty). If x ∈ R 1 ∩ R 2 then z 1 = x and z 2 will be distributed about x according to the model of sensor two. If z 1 = / 0 1 the target is known to be outside of R 1 and P(z 2 |z 1 ) is equal to P(z 2 |x / ∈ R 1 ).
An expected conditional entropy for the most informative sensor is calculated based on these three possible outcomes and given by Eqn. (23). The mutual information of z 2 with the most informative sensor model for z 1 will be referred to as the "most informative upper bound" of I(z 1 ; z 2 ), orÎ(z 1 ; z 2 ). Sensor two can calculateÎ(z 1 ; z 2 ) knowing only R 1 rather than the full model of sensor one. Similarly, sensor one can calculate a most informative upper bound based on R 2 . Even in heterogeneous teams, sensors can upper bound their coupling by communicating sensing regions rather than full sensor models. In general, the value ofÎ(z 1 ; z 2 ) will depend on which sensor is approximated using the most informative model and which sensor is modeled more completely.
Figures 4 and 5 compare the most informative upper bound to I(z 1 ; z 2 ) for two different distributions P(x). In both cases, x, z 1 and z 2 are scalar, with Gaussian sensor noise (P(z i |x) ∼ N (z i ; x, σ)). The target state x is uniformly distributed in Fig. 4 and Gaussian distributed in Fig. 5 .
TRACKING APPLICATION AND SIMULATIONS
The algorithms developed in the preceding sections are applied to an example of two fixed-wing UAVs carrying bearingonly sensors. Monocular vision can be considered a bearingonly sensor in the absence of additional information (such as target size) used to estimate range. A single target is detected and tracked, but the UAV motion constraints prevent it from being continuously observed. 
Process and sensor models
The fixed wing UAV motion is represented by a constant altitude, constant airspeed (V ), bounded turn rate kinematic model: Eqn. (24). A roll angle φ is modeled from the turn rateψ based on the coordinated turn model in Eqn. (25). This model is commonly used for high-level control with the assumption of an autopilot to provide stability and the desired turn rate [16] . The target motion is modeled as a Gaussian random walk with variance 10 meters, and the simulation time step is one second. 
The bearing-only sensor model corresponds to a fixed camera mounted below the UAV. Its limited view angle and the UAV's altitude and roll angle define a sensor footprint at ground level, which is represented by the sensor region R j in previous sections. The observation is modeled as Eqn. (26). It is Gaussian distributed about θ if the target is within R j and will not be observed (z = / 0) otherwise. Simulation parameters for the UAV and sensor are given in Table 1 .
Recursive Bayesian filtering
No assumptions have been made at the point regarding the method used to estimate the target state P(x). For problems that can be accurately represented using linear Gaussian models, the various forms of the Kalman Filter provide efficient estimation and greatly reduce the computation and communication requirements of the algorithms discussed earlier. However, many interesting problems are intrinsically unsuited to this method. For example, the prior distribution of P(x) for a search problem with little prior information will be approximately uniform, and as the search progresses, it may become multi-modal and cannot be usefully represented as Gaussian. A target motion model that is spatially constrained, such as an urban search confined to a street grid, also results in distributions that cannot be approximated as Gaussian.
Recursive Bayesian filtering allows general prior, motion and sensor models, and reduces to the Kalman Filter for the linear Gaussian case. For a series of observations z 1 , . . . , z k of state x, Bayes rule gives a method to incorporate the final observation z k , as in Eqn. (27) . 
(28) Recursive Bayesian estimation can be decentralized through the exchange of sensor likelihood functions. The observations of the two sensors at time k are independent conditioned on P(x k ) and so the joint likelihood function is simply the product of the individual sensor likelihoods.
Preliminary simulation results Two bearing-only sensors are simulated tracking a target under individual control and cooperatively estimating its position. Both UAVs maintain identical estimates of the current target position by fusing their observations. Due to the fixed wing flight dynamics, the sensors cannot maintain the slowly moving target in view, and must observe it periodically by circling back to its expected position as shown by the sensor and target trajectories in Fig. 6 .
At each time step, the cost function from Eqn. 3 is calculated for N = 3: the estimate entropy is predicted three steps into . The mutual information of the two sensors' observations is estimated using the "most informative limited range" upper bound. Therefore the cooperative prediction is expected to overestimate the entropy when both sensors observe the target. Figures 7 and 8 show the individually and cooperatively predicted costs from each sensor compared to the actual value from the simulation in figure 6 . Averaged over both sensors, the mean square error for the cooperative prediction is 5.44 and the for the individual prediction is 6.99. These correspond to 9.7 percent rms error in the cooperative cost prediction and 11 percent rms error in the individual cost prediction. Although the sensor coupling is overestimated as expected, the cooperative cost prediction is slightly more accurate than the individual one. This improvement will likely be increased with future implementation of a sensor coupling calculation that fully incorporates both sensor models.
These simulation results show that the receding horizon cost function can be calculated based on multiple step predictions of the estimate entropy, in a decentralized manner. The cooperative cost predictions required only communication of planned control and the resulting sensor footprints, rather than system-wide exchange of full sensor models. 
CONCLUSIONS AND FUTURE WORK
The contributions of this work are the formulation of cooperative search and track as a receding horizon optimal control problem that fully incorporates probabilistic sensor and target motion models. Searching and tracking behaviors should arise from a single control framework because the transition between the two may not be well-defined for problems with limited sensor range and motion constraints. An information-theoretic cost function is developed to represent a general estimation task for a team of agents, and the structure of the cost function is used to upper bound the coupling between agents. This upper bound determines the required accuracy of the coupling calculation used in optimization.
Future work will begin with implementation of an estimate of the sensor coupling which makes use of the full sensors models, for use when a subset of the observations are tightly coupled. A variety of decentralized optimization methods will be investigated, including both sequential (greedy) and fully cooperative algorithms. The maximum inter-agent coupling may also determine which method is most appropriate. Further simulations including more structured target motion models may show more varied performance and will further display the importance of a combined search and track control goal.
