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Virtual Topologies for Massively Parallel Computations: A Case Study
Karim A Jahed
ABSTRACT
In their essence, recursive search tree algorithms are nothing but mere enumeration of
the solution space. Most of the time is spent generating new search tree nodes with
very little computation performed at each tree node. Massively parallel computations
that are based on such algorithms often suffer from a large communication overhead
due to the exponential growth in the number of tasks generated at each search-tree
level. Cores would spend computation time generating and exchanging tasks rather
than traversing the search tree. This communication overhead will only increase as
we scale-up the computation, up to the point where adding new cores negatively af-
fects the computational time. To address this issue, we propose virtual topologies: an
architecture-oblivious communication graph imposed on top of the physical network
to limit and manage core-to-core communication. Using the Cluster Editing problem
as a case study, we show that managed cooperation, coupled with an efficient task
generation and load balancing strategy, is capable of dramatically reducing the com-
munication overhead and improving the computational throughput.
Keywords: Parallel Computation, Virtual Topology, Cluster Editing, Load Balancing,
Graph Representation.
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Chapter One
Introduction
Parallel computing, or high performance computing, is defined as the use of multiple
compute units simultaneously to solve a complex computational problem. Nowadays,
even low-end laptops and smartphones are equipped with multicore processors: a num-
ber of processing units within one processor capable of running instructions simulta-
neously. The need for multicore processors began after the clock speed of single core
processors reached a threshold value after which the heat dissipation problem becomes
a limiting factor. Thus, manufacturers began equipping their processors with multiple
cores rather than increasing the clock speed of a single core.
In high performance computing, each core is considered a processing unit capable of
running a program simultaneously with other cores. We will interchangeably use the
term core and process when refering to a single processing unit capable of running
a series of instructions serially. High performance computing typically involves sys-
tems with a very large number of cores. The cores do not have to be part of a single
multiprocessor. We have in fact, three layers of core arrangements:
1. Cores belonging to the same processor.
2. Cores belonging to different processors on the same compute node.
3. Cores residing on different compute nodes that are inter-connected via a network
medium.
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Our main target hardware architectures are high performance compute cluster sys-
tems (distributed-memory parallel architectures). A compute cluster is a large net-
work of interconnected compute nodes each composed of one or more multiprocessors.
Each multiprocessor houses a number of computing cores. An example architecture is
shown in figure 1. In figure 1, ten multi-core compute nodes are distributed across three
sub-clusters. In addition, each cluster has one management node and nodes within the
same sub-cluster are connected to each other via a high-speed Infiniband switch. The
management nodes are connected via an Ethernet switch to a login node (frontend) and
a data store (network file storage).
All compute nodes are attached to a single network file storage. Parallel computation
in these type of systems is made possible through message passing software such MPI
(Message Passing Interface). A job is typically scheduled on the login node and exe-
cuted simultaneously on a number of cores, possibly pertaining to different compute
nodes. All cores have access to the same data through the network file storage and
collaborate by exchanging messages and data over the network via message passing.
The above example architecture brings out one important issue: compute clusters are
often heterogeneous, both in network capabilities and CPU power. Some compute
nodes have a much higher number of cores than others. Cores residing on the same
compute node can communicate with a much higher throughput and lower latency
than cores belonging to compute nodes in different sub-clusters and even lower than
cores belonging to nodes on the same sub-cluster. Even within a single compute node,
cores belonging to the same multiprocessor have a substantially lower communication
overhead than cores belonging to two different multiprocessors.
Designing architecture-aware parallel computational model can have an extremely pos-
itive impact on the computational throughput. However, this comes at the great cost of
scalability and portability. The model will need to be modified whenever the underly-
ing hardware changes. One of our goal in this thesis is to design a parallel computa-
tional framework for search-tree algorithms that is completely oblivious to the under-
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Figure 1: An example compute cluster architecture.
lying hardware and network topology. The only assumption our framework makes is
that any pair of cores can communicate over some network medium.
Amdahl’s law defined below gives the expected improvement in a system performance
when N processors are involved in a computation that is P% parallel and S% serial.
speedup=
1
P
N +S
The above law implies that speedup doubles for each core introduced into the compu-
tation if 100% of the computation is parallel. Unfortunately, this optimal case scenario
is far from real. Amdahl’s law ignores the overhead that usually accompanies a parallel
computation:
1. Startup time: the time required to initiate the parallel computation.
2. Synchronization time: the time spent synchronizing the state of different cores.
3. Communication time: the time spent exchanging messages and data between
cores.
4. Termination time: the time required to terminate the computation.
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With no doubt, the largest overhead in a typical parallel computation is the one entailed
from core-to-core communication. Network communication almost always implies
overhead. Latency, or the time required for a message to travel from source destination
through the network, is known as the largest limiting factor of parallel computation.
Non-embarrassingly parallel computations, where the computation cannot be trivially
divided among processes, requires constant cooperation between processing units. The
computation is typically broken down into smaller units called tasks. Using some
distributed load balancing schema, cores can generate and assign sub-tasks to other
free, IDLE cores. Beside tasks, other messages may be exchanged between cores to
keep track of the computation progress, IDLE cores, etc. . . .
High performance computing targets problems that are "too hard" to be solved sequen-
tially by a single processing unit. Such problems, can be found nearly in all scientific,
engineering, and industrial domains and ranges from data mining to missile guidance
systems. Hardness, typically, could be inherited from three different causes:
1. The problem targets a real-world application that is too complex to be modeled
by a single processor. These problems are typically simulation problems such as
climate change predication and rush hour traffic modeling.
2. The data is too big to fit into a single computer’s memory. Using distributed-
memory parallel computing, the data could be divided across several compute
nodes.
3. The problem does not have an efficient algorithm that could be executed in a
reasonable amount of time on a single processor. In this case, a parallel algorithm
could be designed to make use of multiple cores in hope of reducing the running
time.
In this thesis we are mainly targeting the third category. These problems, known as
N P-Hard, most likely do not admit a polynomial time algorithm. Fortunately, all
N P-Hard problems can be solved via exhaustive search (enumeration of all the
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solution space). Unfortunately, exhaustive search algorithms often have an expo-
nential running time. Although more efficient, clever algorithms could still be de-
vised for some of those problems, their complexity will remain exponential as long as
P 6=N P .
Previous attempts at parallel search-tree optimization in the literature include the work
of Abu-Khzam et al. [1] [2] [3]. Their work primarily focuses on parallel search-tree
decomposition and decentralized load-balancing schema. To our knowledge, no work
in the literature directly tackles the communication overhead imposed by the large
neighborhood of processing units in massive parallel environments.
We present a parallel framework designed specifically for search-tree algorithm using
Cluster Editing as a case study. We show how the communication overhead negatively
affects the scalability of parallel search-tree algorithms due to the exponential number
of sub-tasks generated. To remedy this problem, we impose a virtual communica-
tion graph, or virtual topology, on top of the physical network to manage and control
core-to-core communication. Finally, we evaluate the efficiency of our framework and
compare the performance of the proposed virtual topologies.
The rest of thesis is organized as follows. Chapter II introduces our case study prob-
lem, Cluster Editing. Chapter III presents the different components of our parallel
framework. In chapter IV we focus on the communication problem and present virtual
topologies as a solution. Chapter V presents our testbed implementation and experi-
mental results. We conclude this thesis in chapter VI.
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Chapter Two
Cluster Editing
Cluster Editing, also known as correlation clustering, ultimately aims at partitioning
data points into groups (clusters) based on their similarity. The need for correlation
clustering arose from the fact that existing clustering algorithms such as k-mean, k-
center, and k-clustering, to name a few, all requires previous knowledge of the number
of clusters, k. In contract, Cluster Editing only require knowledge of the similarity
between objects. In other words, for each pair of objects, Cluster Editing requires only
one information: whether they are similar or not. Figure 2 shows an example of data
clustering. Points with the same color are assigned to the same cluster.
Typically, the data is represented using a graph where each data point is a vertex in the
graph and an edge connects two vertices if their corresponding data points are believed
Figure 2: An example of data clustering
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to show similarity. Cluster Editing aims at maximizing the similarity between mem-
bers of the same cluster and minimizing the similarity between two objects belonging
to different clusters. The intuition is that nodes that shares a large number of common
neighbors should belong to the same cluster as they ought to be highly similar. Like-
wise, a node that does not share many common neighbors with other members of the
cluster is very likely to be an outlier and should be removed from the cluster. Figure 3
shows an example instance.
a b
c d
e
f
g
⇓
a b
c d
e
f
g
Figure 3: An example Cluster Editing instance. The optimal solution is to delete edges
(e,d) and (b, f ) and to add edge (a,d)
2.1 Graph Notations
Throughout this thesis, we adopt common graph theoretic notations and terminologies.
Specifically, let G = (V,E) be a simple undirected graph with vertex set V and edge
set E. We denote by n= |V | the number of vertices in G and by m= |E| the number of
edges. (u,v) denotes the edge joining the two vertices u and v. if (u,v)∈ E, u and v are
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said to be adjacent. We denote by NG(v) the neighborhood of vertex v, i.e. the set of
all vertices adjacent to v. The degree of a vertex v, degG(v), is defined as the number
of edges incident to v and it is equivalent to |NG(v)| in simple loop-less graphs.
A path in G is an ordered list of distinct vertices (v1,v2, ...,v j−1,v j) ∈ V such that
(vi,vi−1) ∈ E for all 2≤ i≤ j. A path on j vertices is denoted by Pj. A graph G is said
to be connected if a path exists between any two pair of vertices in G.
A complete graph, or a clique, is a connected graph where every pair of vertices in G
are adjacent. We denote a clique on j vertices by K j. A graph G is a cluster graph if
every connected component of G is a complete graph.
2.2 Applications
The Cluster Editing problem, has been extensively studied in the literature due to its
substantial importance in computational biology and machine learning applications.
In fact, the problem was originally introduced in the context of computational biology
[4] for its use in clustering gene expressions. Measuring gene expression levels un-
der a variety of conditions plays a crucial role in understanding biological processes.
One key element in gene expression analysis is the detection of groups of genes that
manifest the same expression pattern under different conditions. Concurrently, Clus-
ter Editing was also introduced separately under the umbrella of machine learning for
similarity-based documents clustering [5].
The set S⊂V ×V is called the Cluster Editing set if G′ = (V,E4S) is a cluster graph.
Here, S encodes all the edge modification operations needed to transform G into a
disjoint union of cliques. In its optimization version, the Cluster Editing problem asks
for a Cluster Editing set of minimum cardinality.
The problem has been solved heuristically numerous times in the context of computa-
tional biology [4] [6]. However, exact solutions are highly desirable in practical bio-
logical applications such as clustering protein sequences [7]. Unfortunately, Krˇivánek
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and Morávek showed that the broad category of hierarchical clustering problems are
N P-Hard via reduction from the 3-dimensional matching problem [8]. [9] gives a
2.5 constant factor approximation for Cluster Editing. However, [10] showed that the
problem isAPX -Hard and as such, it does not admit a polynomial time approxima-
tion scheme (PTAS).
2.3 Parametrized Complexity
In many real settings, the absolute minimum is of little importance. Rather, a certain
number of acceptable edge editing operations is predetermined. Thus, in this thesis we
consider the following parametrized version of Cluster Editing (CE): given a simple
undirected graph G and a parameter k, is it possible to transform G into a disjoint union
of cliques (cluster graph) using at most k edge deletion or insertion?
While solvingN P-Hard problems in efficient time is highly unlikely, it turns out that
the introduction of some extra parameters to the problem might render the problem
tractable when the parameters are fixed. A Fixed-Parameter tractable (FPT) problem
with a parameter k is a problem that is solvable in time that is exponential only with
respect to its fixed parameter k and polynomial with respect to the input size. More
formally, a problem is FPT if it has an algorithm with running time inO( f (k)nc)where
c is a constant and f is an arbitrary function of k.
Moreover, a problem is FPT if and only if it has a kernelization algorithm. A ker-
nelization algorithm for a parametrized problem L is a preprocessing procedure that
transforms a problem instance I with parameter k into an instance I′ with parameter
k′ such that the size of I′ is bounded by some function f (k) and I′ is a yes-instance if
and only if I is a yes-instance. The function f is the size of the kernel and is typically
referred to, simply, as the "kernel".
The flagship problem of parametrized complexity is probably the well known parametrized
Vertex Cover (VC) problem. In this problem, given a graph G = (V,E) and a param-
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eter k, we are asked to find a set of vertices S such as |S| ≤ k and every edge in E is
incident to at least one vertex in S. The following kernlization algorithm gives a 2k2
kernel for VC: since an optimal vertex cover cannot exceed k vertices, any vertex v
with degG(v)> k must belong to S. This is true, since by not adding v to the cover we
are obliged to add all degG(v) vertices to |S| in order to cover all the edges incident
on v. Since a set of k vertices with degree less than or equal to k can cover at most k2
edges, at most k2 edges remain in any yes-instance of VC after exhaustively applying
the above reduction rule. Hence, since each edge has at most two vertices, 2k2 vertices
remains in the graph.
The Cluster Editing problem has been extensively studied in the parametrized com-
plexity race. Cai proved that the general problem of transforming a graph G into a
graph G′ with a certain hereditary property using at most a fixed number of edge dele-
tions, edge additions, and vertex deletions is FPT if the target hereditary property have
a forbidden set characterization. A property P of a graph G is hereditary if L holds
for every induced subgraph of G. L has a forbidden set characterization if there exist a
finite set of graphs F where L holds for any graph G if and only if G does not contain
any member of F as an induced subgraph.
Since a cluster-graph is equivalent to a P3-free graph, the above results implies a
O∗(3k) fixed parameterized algorithm for Cluster Editing where the forbidden set con-
sists of a P3. As shown in figure 4, this simple algorithm tries to resolve each P3
(u,v,w) in the graph by either deleting (u,v), deleting (v,w) or adding (u,w). Via case
analysis, [11] improved on this result to obtain a O∗(2.27k) algorithm which they later
improved to O∗(1.92k). Böcker et al. gave a O∗(1.82k) algorithm by transforming
the problem to its weighted counterpart [12], and later improved it all the way to the
currently best known fixed-parameter algorithm having a running time in O∗(1.62k)
[13] [14].
Moreover, the authors in [15] showed that Cluster Editing has a kernel of size 2k2+ k.
Fellows gave a linear kernel with at most 24k vertices and conjectured that a kernel
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wvu
⇒ ⇒⇒
wvu u v wwvu
Figure 4: O∗(3k) algorithm: branching on P3s
with atmost 6k vertices exists [16]. The conjecture was later proved with a 4k kernel
[17]. [18] gives the currently best known kernel with at most 2k vertices.
2.4 A Branch and Reduce Algorithm
The Cluster Edit problem falls into a broad category of optimization problems that re-
quires transforming an input graph G into a target graph G′ that satisfies certain prop-
erty L through a series of graph editing operations. The editing operations includes,
for example, vertex/edge deletions and/or insertions. An optimum solution is usually
a solution with the least edit cost, i.e. a solution that requires the least number of oper-
ations. These problems, like many others whose solution is basically a sub-instance of
the input, can be solved via the branch-and-reduce (a.k.a branch-and-bound) paradigm.
A typical B&B algorithm for a graph editing problem proceeds by generating, at each
branching step, a number of alternative, "smaller" instances (branches) using one or
more editing operations. The algorithm then continues by recursively branching on
each of the generated instances, making additional modifications at each search node,
until the target property L is satisfied.
Algorithm Serial-CE (1) shows a simple,O∗(3k), branching algorithm for Cluster Edit-
ing. At each branching step, the algorithm tries to resolve one conflict triple (u,v,w)
via three different alternative choices: deleting edge (u,v), deleting edge (v,w), or
adding edge (u,w). Whenever the algorithm resolves a conflict triple by deleting ei-
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ther edge (u,v) or edge (v,w), the deleted edge must be labeled as a forbidden edge to
avoid re-adding the edge in descendant search-tree nodes. Similarly, in case the con-
flict was resolved by adding edge (u,w), then (u,w) should be marked as permanent.
A forbidden edge is an edge that may not exist (may not be added) while a permanent
edge is an edge that cannot be deleted. Imposing those constraints on the edges of a
resolved conflict triple is necessary to avoid unnecessary branching.
Each of the three choices that are made at each branching step in algorithm 1 generates
a new search node with a "simpler" instance of the problem. The algorithm proceeds
by recursing over these instances until an instance with no induced P3 is generated.
The algorithm will eventually produce a branching tree similar to the one shown in
figure 5. We label each search node using the notation Nd,p where d is the depth of the
node in the tree and p is the position of the node in the left-to-right order at depth d.
N2,4N2,3N2,2N2,1N2,0 N2,5 N2,6 N2,7 N2,8
N1,0 N1,1 N1,2
N0,0
delete(u0,v0) delete(v0,w0) add(u0,w0)
...
Figure 5: Example search tree for algorithm 1
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Algorithm 1 Serial-CE
Input: A graph G= (V,E) and a parameter k.
Output: A set S of edges such as |S|< k and G′ = (V,E4S) is a cluster graph.
if Is-Cluster-Graph(G) then
return true
end if
if k <= 0 then
return false
end if
(u,v,w)← Find-Triple(G)
if !Is-Permanent(G, u, v) then
G0← Delete-Edge(G, u, v)
Make-Forbidden(G0, u, v)
if Serial-CE(G0, k−1) then
S← (u,v)∪S
return true
end if
end if
if !Is-Permanent(G, v, w) then
G1← Delete-Edge(G, v, w)
Make-Forbidden(G1, v, w)
if Serial-CE(G1, k−1) then
S← (v,w)∪S
return true
end if
end if
if !Is-Forbidden(G, u, w) then
G2← Add-Edge(G, u, w)
Make-Permanent(G2, u, w)
if Serial-CE(G2, k−1) then
S← (u,w)∪S
return true
end if
end if
return false
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Chapter Three
Parallel Framework
In this chapter, we introduce our parallel framework. We will address the four essential
components of any parallel algorithm:
Task Encoding What constitute a single task? How do we represent it?
Initialization How do we begin the computation? What task is initially assigned to
which core?
Dynamic Load Balancing How are tasks created and exchanged? How do we make
sure that all cores have equal task loads?
Termination Detection When does the computation terminate? How do we propagate
termination across all cores?
3.1 Task Encoding
In figure 5 of chapter II, each search-tree node is a discrete, smaller instance of the
original problem. In algorithm 1, each search tree node deals with a subgraph of the
original input graph. Let I = (G,k) be the instance of a node at depth d. Then its
children nodes at depth d+1 are solving a smaller instance I′ = (G′,k′) where G′ has
one less conflict triple than G and k′ = k− 1. Therefore, we can easily think of each
search tree node as a task that can be processed by some standalone core.
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When dealing with network-based compute systems, one of the most important fac-
tor is to minimize the amount of data transfer between cores. This is specially true
for heterogeneous compute clusters where the bandwidth and latency can vary greatly
between two different pairs of cores. Since in a distributed environment tasks are ex-
changed between compute cores, and since a task in a parallel search-tree algorithm is
equivalent to an instance of the problem, the amount of data transfer can quickly be-
come a bottleneck for the computation. Cores will be spending too much computation
time exchanging tasks rather than traversing the search tree.
In the Cluster Edit example, an instance is basically a tuple containing a graph G and a
parameter k. Two very well known data structures to encode a given graph G= (V,E)
is the adjacency matrix and the adjacency list representations. In the adjacency matrix
representation, a graph with n = |V | nodes is modeled using an n×n matrix AM. An
entry in the matrix AM[i][ j] is set to 1 if node i and j are adjacent, ie. (i, j) ∈ E, 0
otherwise. Obviously the adjacency matrix representation has a space of complexity
ofΘ(n2). An adjacency list (AL) is a more compact representation that requiresΘ(|E|)
of storage. The AL is typically implemented using an n cell array of linked lists where
each list contains the neighbors of a single vertex in the graph. Figure 6 shows an
example of both data structures.
Using the adjacency matrix or adjacency list to represent the graph will require us to
transmit at least Θ(n2) or Θ(|E|) of data over the network for each task request. Given
the size of the target instances and the high frequency of task requests in our model, the
absurdly large size of each task will surely congest the network and negatively impact
the performance.
This problem calls for task-encoding schema that do not require transmitting the entire
instance over the network. In [19], Abu-Khzam et al. suggested the use of indexed
search trees to overcome this problem. In their approach, each node in the search
tree is given a special index that can be used by some receiving core to re-create the
subproblem instance at that node. All what the core needs is the original problem
15
0 1
2 3
4
5
6
0 1 2 3 4 5 6
0 0 1 1 0 0 0 0
1 1 0 1 1 0 1 0
2 1 1 0 1 0 0 0
3 0 1 1 0 1 0 0
4 0 0 0 1 1 1 0
5 0 1 0 0 1 0 1
6 0 0 0 0 1 1 0
0
1
2
3
4
5
6
1 2
0 2 3 5
0 1 3
1 2 4
3 5 6
1 4 6
4 5
Figure 6: An example Adjacency Matrix and Adjacency List
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instance that is already available to each core. Figure 7 shows an example indexed tree
for algorithm 1.
N2,4
111
N2,3
110
N2,2
102
N2,1
101
N2,0
100
N2,5
112
N2,6
120
N2,7
121
N2,8
122
N1,0
10
N1,1
11
N1,2
12
N0,0
1
...
Figure 7: Example indexed search tree for algorithm 1
The index of a node Nd,p in the tree, IDX(Nd,p), is defined as follows: let IDX(N0,0 =
1, then
IDX(Nd,p) = IDX(Nd−1,p)||p
where || is the appending operator. It is easy to see that IDX(Nd,p) encodes the unique
path from the root of the tree to node Nd,p. In other words, IDX(Nd,p) encodes the
unique sequence of branching decisions that lead to node Nd,p. Since the height of the
search tree is at most k, the indexing approach reduces the amount of data needed to
communicate a single task from Θ(|E|) in the best case to O(k) in the worst case.
It is important to note that the indexing approach works if and only if the branching
is always performed in the same order. For Cluster Editing, this imposes two require-
ments. First, we must make sure that our algorithm always resolves conflict triples in
the same order. To be more precise, no matter how many time we run our algorithm,
there is a precise and specific order in which the algorithm will pick conflict triples (in
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the Find-Triple function of algorithm 1). The second requirement is that we must al-
ways branch in a specific order. For instance, to resolve a given conflict triple (u,v,w),
we should always try deleting (u,v) first, then try deleting (v,w) and finally try adding
(u,w).
Given that the two assumptions above hold, a core that receives an index IDX(Nd,p) for
a search-tree node Nd,p can easily transform the original input instance to the subprob-
lem at node Nd,p. The Convert-Index procedure shown (Algorithm 2) takes as input
the original input graph G and the parameter k and returns an edited subgraph G′ and
parameter k′ by iteratively applying the edge editing operations as encoded in IDX1.
Once done, the receiving core can then begin branching on the new subproblem.
Algorithm 2 Convert-Index
Input: The original graph G= (V,E), parameter k, and the search node index IDX1
Output: A subgraph of G, G′ = (V,E ′) and a parameter k′ such as k′ < k
for i← 1 to k do
if IDX1[i] ==−1 then
break
end if
(u,v,w)← Find-Triple(G)
if IDX1[i] == 0 then
G← Delete-Edge(G, u, v)
Make-Forbidden(G, u, v)
end if
if IDX1[i] == 1 then
G← Delete-Edge(G, v, w)
Make-Forbidden(G, v, w)
end if
if IDX1[i] == 2 then
G← Add-Edge(G, u, w)
Make-Permanent(G, u, w)
end if
k← k−1
end for
return G,k
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3.2 Initialization
One traditional centralized approach for initializing the computation is for some root
core c0 to start exploring the search tree from the root of tree N0,0 and gradually, other
cores will start requesting tasks from c0 to begin their computation (through some
distributed load balancing scheme). While the simplicity and automatic nature of this
approach are rather appealing, too much overhead is placed on one core. Core c0 will
have to generate and send tasks to all other cores in the system. Clearly, this is not an
approach that can scale to thousands of cores.
Other approaches attempt to organize the cores in some topology to alleviate the load
on the main core (a topic that will be discussed in greater detail in chapter IV). One
popular approach is to use a binary tree topology. In a binary tree topology, each core
ci where i 6= 0 is assigned a parent core c j where j = (i− 1)/2. In this model, c0
will start the computation and a core ci will request the initial task from its parent c j.
Eventually, all cores will receive their initial task. However, this propagation of initial
tasks delay adds a rather avoidable overhead to the computation. Cores at the leaf of
the tree will only receive their initial task after log2(|C|) steps, where C is the set of
all cores. Moreover, such approaches require synchronization between cores, as a core
ci may not request a task from its parent c j before c j receives its initial task from its
parent.
Optimally, we would like all cores to start their branching immediately. Our fully dis-
tributed computation initialization scheme does not require any cooperation between
cores. Let s= |C| be the number of cores available, then each core will independently
compute d, the smallest depth of the search tree at which at least s nodes (ie. tasks) are
available. A core with rank r is then assigned the search-tree node Nd,r, ie. the rth node
at depth d. Using d and its rank, a core can next build the index of its assigned task
IDX(Nd,r) using the procedure Translate-Index (Algorithm 3). A core can then call the
Convert-Index function described earlier to convert the task index into the search-node
instance.
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Algorithm 3 Translate-Index
Input: The depth d and the core rank r
Output: The index of the search-tree node Nd,r
IDX ← φ
pos= r
while d > 0 do
IDX ← pos%3 || IDX
pos← pos/3
d← d−1
end while
return 1 || IDX
The only problem with the above approach is when the number of nodes at depth d
is not strictly equal to s. In this case, we choose the level of the search tree with at
least s cores available. Remaining cores will remain IDLE until they later on request
a task from their neighbors through the load balancing scheme described in the next
section. To further lower the delay until IDLE processes receive their task, we dis-
tribute the initial s tasks on carefully selected cores depending on the topology of the
communication graph.
3.3 Dynamic Load Balancing
Our initial task assignment strategy allows a core to independently figure out a unique
search tree-node from which it can begin branching. However, the strategy does not
guarantee that the assigned task will have the same load. This is since branches in the
tree may vary in depth. This means that some cores may finish their tasks earlier than
other cores and as such they become IDLE. When a core becomes IDLE, it is allowed
to request a task from some other core in the system. From which core that task is
requested is the main subject of chapter IV. In this section we are interested in the task
generation process itself.
In a centralized load balancing scheme, one core is designated as master while other
core serves as workers. The master’s sole purpose is to generate and serve tasks to
workers. However, a centralized load balancing approach is not scalable as the master
20
core will quickly become a bottleneck when thousands of cores are involved in the
computation. In a fully distributed load balancing scheme, all cores serve both the role
of a master and the role of a worker. In other words, every core is allowed to generate
and distribute tasks to other cores. Decentralized load balancing schema are a perfect
match for search-tree branching algorithms. This is true since each core has as a main
task a whole subtree of the main search-tree. A core is free to assign any subtree under
his main task to a different core. This property abolishes the communication overhead
required to make sure that a given task is only allocated to one core.
One requirement to ensure good load balancing and to reduce the overall communi-
cation overhead is to make sure to always assign the heaviest available task to a re-
questing core. If the task is big enough, then that core is less likely to ask for a new
task any time soon. Weighting the task has always been a challenge for decentralized
load balancing scheme as it requires the prediction of a task complexity. Fortunately,
in the case of search-tree algorithms, a good indicator of a task’s weight is its depth in
the tree. Nodes at smaller depth are likely to be heavier (farther from the leaves) than
nodes at a larger depth.
One added bonus of indexed search trees is the implicit load balancing they provide.
Using the index of its current search node, a core can easily extract the index of the
heaviest task in its subtree and assign it to a requesting core. For that, each core must
keep track of three pieces of information:
current_idx is a vector that always contains the index of the current search-tree node
the branching algorithm is considering. current_idx can be built and maintained
while branching by setting current_idx[d] = p whenever the algorithm visits
search-tree node Nd,p. Another way to think of current_idx is that, at any time,
current_idx[d] always contains the position of the last search-tree node visited
at depth d. In Cluster Editing an entry in current_idx[d] must belong to 0,1,2
since we have three choices to make at each branching step.
dm is the depth of the main task. Whenever a core ci begins branching with search-tree
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node Nd,p as a main task, ci sets dm = d.
tdelegated is the number of tasks delegated to other cores that are direct children of
the core’s main task. In other words, tdelegated always contains the number of
search-tree nodes delegated to other cores as a main task. Note that tdelegated is
initialized to 0 whenever dm changes.
Since the branching algorithm will never visit a search-tree node at a depth less than
the depth of the main task, the first part of current_idx, current_idx[0 : dm] is im-
mutable and does not change until the main task changes. The first part is always
initialized to the index of the main task before branching. Therefore if Nd,p the main
task, current_idx[0 : dm] is always equal to IDX(Nd,p) and as such, it encodes the
unique path from the root of the search tree to the main task Nd,p.
To see how we may extract the heaviest task, consider the search tree shown in figure
7. Assume core C0 has as a main task the subtree rooted at N1,1 and it is currently
exploring search-tree node N3,12. Then C0 has dm = 1, current_idx = [1,1,0,1], and
tdelegated = 0. The heaviest task in this case is node N2,4 with index IDX(N2,4) = 111.
As mentioned earlier, the first slice of current_idx, current_idx[0 : dm] = [1,1] encodes
the path from the root of the search tree to the root of C0’s main task, N1,1. This first
part of the array is immutable and does not change as long as N1,1 remains C0’s main
task. The second part of the array is updated while branching, whenever the algorithm
visits a new node. For instance, in this example, when the algorithm later on backtracks
from node N3,12 and branch on node N3,13, current_idx will be updated to [1,1,0,2].
Note that the heaviest task is alway a child of the core’s main task. Therefore to extract
the heaviest task (Algorithm 4), we only need to find the first unvisited and unassigned
node at depth dm+ 1. This is easy since current_idx[dm+ 1] keeps track of the last
visited node at depth dm+1 and tdelegated keeps track of the number of delegated tasks
at depth dm+1. The heaviest task is then simply the unique path from the root to the
main task current_idx[0 : dm] plus the position of the first available node at depth dm+1
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Figure 8: An example of extracting the heaviest task
(current_idx[dm+1]+ tdelegated+1). In the example of figure 8, the depth of the main
task dm is 1, therefore the first part of the heavy task index is current_idx[0 : 1] = 11.
We append to that current_idx[dm+1] = 0+ tassigned = 0+1 which is equal to 1. The
complete index is then 111.
There are two pitfalls to the algorithm above however. First of all, whenever current_idx[dm+
1]+tassigned+1 exceeds 2 (in the case of Cluster Editing), we have to advance the depth
of the main task by incrementing dm. This is since all the tasks at depth dm+ 1 have
been already visited or assigned. In the example of figure 8, if a core c j requests a
task, ci assigns it the search-tree node with index 112 (N2,5). Then, dm is incremented,
tdelegated is set to 0, and N2,3 becomes ci’s main task. This leads us to the second point,
we must make sure that the ci’s branching algorithm does not visit any search-tree node
at depth < dm. This is since all the nodes at depth less than dm has already been as-
signed to other cores. Algorithm 5 shows all the modification needed to the sequential
branching algorithm.
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Algorithm 4 Extract-Heaviest-Task
Input: The depth of the main task dm, the number of delegated tasks tdelegated , and
the current_idx
Output: The index of the heaviest task
if dm ≥ k then
return NULL
end if
IDX ← φ
for i← 0 to dm do
IDX ← IDX || current_idx[i]
end for
IDX ← IDX || current_idx[dm+1]+ tdelegated + 1
tdelegated ← tdelegated+1
if current_idx[dm+1]+ tdelegated ≥ 2 then
dm← dm+1
tdelegated ← 0
end if
return IDX
3.4 Termination
We can distinguish between two types of termination: positive termination and nega-
tive termination. Positive termination occurs when a "Yes" answer was found by some
core. In our case, positive termination occurs whenever a core successfully finds a
series of edge editing operations that lead to a cluster graph. In this case the instance
is solved and all cores must terminate their computation. On the other hand, negative
termination occurs when the search tree is depleted and no solution is found. The dif-
ference is that in positive termination some cores would still be able to generate and
assign tasks while in negative termination, all the tasks were already processed.
Termination detection is for a core to be able to autonomously detect that the computa-
tion has terminated (be it positively or negatively) in order to terminate its own process.
A classical strategy for termination detection is for a core to keep track of the status of
each other core. The status is typically either IDLE (waiting for task) or busy (already
processing a task). A core can safely terminate in this case whenever all cores become
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Algorithm 5 Serial-CE2
Input: A graph G= (V,E), parameter k, depth d, and position p.
Output: A set S of edges such as |S|< k and G′ = (V,E4S) is a cluster graph.
if d < dm then
return false
end if
if d == dm+1 then
if tdelegated >= p then
return false
end if
end if
current_idx[d]← p
if Is-Cluster-Graph(G) then
return true
end if
if k <= 0 then
return false
end if
if !Is-Permanent(G, u, v) then
(u,v,w)← Find-Triple(G)
G0← Delete-Edge(G, u, v)
Make-Forbidden(G0, u, v)
if Serial-CE2(G0, k−1, d+1, 0) then
S← (u,v)∪S
return true
end if
end if
if !Is-Permanent(G, v, w) then
G1← Delete-Edge(G, v, w)
Make-Forbidden(G1, v, w)
if Serial-CE2(G1, k−1, d+1, 1) then
S← (v,w)∪S
return true
end if
end if
if !Is-Forbidden(G, u, w) then
G2← Add-Edge(G, u, w)
Make-Permanent(G2, u, w)
if Serial-CE(G2, k−1, d+1, 2) then
S← (u,w)∪S
return true
end if
end if
return false
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IDLE. This binary strategy, however, highly depends on broadcast messages and as-
sumes a fully connected topology. Whenever a core receives/finishes a task, it has to
send a broadcast message informing all other cores. Since in an computation involving
thousand of cores many cores can change status very frequently, the network would
be flooded with broadcast messages that would degrade the computational throughput.
Although broadcast algorithm are becoming more and more efficient, they are consid-
ered the worst collective operation in high performance communication (at least in the
OpenMPI implementation [20]). In this section, we present the d-termination strategy
that ensures that all cores are terminated within d rounds, where d is the diameter of
the communication graph, without using collective broadcast messages that involve all
cores.
We assign to each core a termination index t. A core set t to 0 whenever it begins
branching on a given task and 1 whenever it finishes processing a given task (ie. when-
ever the cores become IDLE). Each core keeps track of its own termination index, and
the termination index of each of its neighbors. When a core changes it termination
index, it immediately notifies its neighboring cores in the communication graph. An
IDLE core will always sets its own termination index to one plus the minimum ter-
mination index of its neighbor. A core can safely terminate whenever its termination
index becomes d where d is the diameter of the communication graph.
Note that a core can become t-terminated if and only if all its neighbors in the com-
munication graph are at least t − 1-terminated. This is because a core always picks
the minimum termination index of its neighbors and adds one to it. A core can safely
terminate when its termination index reaches d, the diameter of the communication
graph. To see this consider a line graph with n cores labeled [c0,c1,c2,c3, ...,cn]. In
this case the diameter of the graph is equal to n since the maximum short path is that
from c0 to cn and it is of length n. if the termination index of d reaches n, it means
that the termination index of cn−1 is n− 1. This implies that the termination index of
all cores is greater than 1 and thus all cores are IDLE. The computation can safely be
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terminated at that point.
For immediate positive termination, a core simply sets its termination index to d an
broadcast a negative termination index. When a core receives a negative termination
index, it immediately forwards it to its neighbors and terminates.
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Chapter Four
Virtual Topologies
Topology in the context of network and parallel computing has long been associated
with the physical arrangement of the computing and networking hardware. A physical
topology defines the interconnection network of the processes in a computing system.
In other words, it determines over what network path each pair of processes may com-
municate. The properties of a given topology determines the communication overhead
between processors. Defining a single, clear physical topology for a computing cluster
is too restrictive. The physical model may not be compatible with a large number of
algorithms that require different cores arrangement. However, nowadays, most com-
pute clusters follow a hybrid and dynamic physical topology where a number of simple
topologies are combined to form the overall physical system. In this thesis, our topol-
ogy is virtual. For us, the underlying hardware can follow any physical arrangement
as long as there exists a communication path between each pair of processing units in
a system.
In parallel algorithm design, even those deemed embarrassingly parallel, there are al-
ways decisions to be made that dictate inter-process communication. For instance,
consider the simplest example of summing an array of integers. Which core(s) should
read the data into the array? How is the data partitioned and distributed to processes?
Should one process read the data and broadcast it to all other processes involved in
the computation? Will this process be responsible for gathering the data at the end
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of computation to build the final result? This lead us to the realization that almost all
parallel algorithms impose some kind of a communication graph that determines how
processes cooperate with each other. This communication graph is virtual and it is im-
posed solely by the definition of process-to-process communication in the algorithm.
One of the main goals of this work is to raise the issue that the topology of the commu-
nication graph have a great impact on the performance of parallel algorithms. In this
chapter, we introduce a number of virtual topologies along with their properties that
make them suitable for large scale parallel algorithms.
4.1 The Communication Graph
A virtual topology is best represented using a communication graph G= (V,E) where
V is the set of all processes in the computation and E the set of links between processes.
If (ci,c j)∈E then core ci and c j are adjacent and can directly communicate throughout
the computation. Cores that are not adjacent in G can still communicate but their
messages must be routed through a number of intermediates cores.
By analyzing the properties of the communication graph, important insights could be
derived regarding the communication cost in the proposed topology. The two most
important properties of a communication graph are its maximum degree ∆(G) and its
diameter d(G).
The degree of a vertex v, degG(v) is the number of nodes adjacent to v. The maximum
degree is defined as ∆(G) = max{degG(v)} for all vertices v ∈ V . The maximum
degree indicates, in the worst case, the size of each process neighborhood. In a regular
topology, all processes have a neighborhood of equal cardinality. Optimally, we would
like a process neighborhood to be as small as possible. Having a small neighborhood
reduces the communication overhead of collective message passing operations such as
broadcasting.
The diameter of a graph G, d(G) is defined as the longest shortest path in G. The
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diameter indicates, in the worst case, how many edges must a message traverse before
it reaches its destination. To reduce communication cost, we would like the diameter
to be as small as possible.
Unfortunately, there is a trade off between the degree and diameter. A high vertex de-
gree indicates a lower diameter and vice-versa. Therefore, it is not possible to design a
topology that minimizes both the maximum degree and diameter of the communication
graph.
The communication cost is not only a function of the communication graph’s diameter.
An efficient routing protocol is necessary to ensure efficient message delivery. A pro-
cess must be able to autonomously determine the shortest path to a certain destination
through the properties of the communication graph.
4.2 The Clique Topology
In a fully connected topology or clique topology (figure 9), every pair of vertices are
adjacent. This topology is almost equivalent to an unrestricted inter-process commu-
nication network where no virtual topology is imposed.
c0 c1
c2 c3
Figure 9: An example of a clique topology.
A clique topology suffers from the least message propagation delay since it has a di-
ameter d = 1. However, this comes at the cost of high-cardinality neighborhood given
that the vertex degree is equal to n− 1. To see why this is a problem, consider the
search tree in figure 5 of chapter II. Each node in the search tree is solving a subprob-
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lem of the original problem. Each subproblem is a complete and discrete instance that
can be solved independently. This implies that each and every search-tree node is a
task in a parallel environment that can be assigned and solved by a core. Therefore,
an exponential search tree implies an exponential number of tasks in the system. In
a distributed load balancing system, every core can generate and assign tasks to other
cores. Therefore, an IDLE core would typically request a task from its neighborhood.
If the neighborhood is large, the network could be easily flooded with the frequent
task-request messages exchanged with a large neighborhood, not to mention the time
wasted probing each neighbor for a task.
A more severe problem is that of collective operations such as broadcast messages.
Processes will have to periodically exchange messages with all other processes in the
computation. Those messages could be, for instance, to inform other processes of a
core’s status change (IDLE, busy) or to update other cores on the status of the com-
putation (when a new best solution is found, for instance, in optimization problems).
In a clique topology, each broadcast operation involves all cores in the system. When
even a small fraction of cores in a massive parallel system broadcast messages follow-
ing a clique topology, the computation throughput will quickly degrade as the network
becomes more and more congested.
One major benefit of fully-connected topologies is that they do not require any routing
since every pair of vertices are connected via a direct edge.
4.3 The Ring Topology
A fully connected topology has a very small constant diameter (1) but each vertex
suffers from a maximum-sized neighborhood (n− 1). In a ring topology, shown in
figure 10, the opposite is true. A ring topology, also known as cycle topology, has the
worst possible diameter equal to n/2. However, each vertex in a ring topology has a
constant sized neighborhood equal to 2. As such, the ring topology should suffer from
a large message propagation delay but with a small task requests overhead.
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c0 c1
c2 c3
Figure 10: An example of a ring topology
The routing algorithm in a ring topology is pretty straight forward. For an incoming
message, a core ci only need to check the rank of the destination core. If the rank
is smaller than i, the message is forwarded to core ci−1, otherwise the message is
forwarded to core ci+1.
4.4 The Hypercube Topology
The hypercube topology offers a prefect balance between the maximum vertex degree
and the diameter. A d-dimensions hypercube, or d-cube, has 2d nodes and a diameter
d. A 0-cube is a single vertex while a 1-cube is an edge with two incident vertices. The
vertices in a hypercube are labeled using their binary representation. A d-cube can be
constructed recursively by replicating a d−1 cube and adding an edge between every
two pair of vertices that differs by exactly one bit in their binary representation. Figure
11 shows the recursive construction of 3-dimensions hypercube.
Each vertex in a hypercube with n vertices is connected to log2(n) nodes, one in each
dimension. Routing in hypercubes can be performed very efficiently. Whenever ci
receives a message destined to c j, ci only needs to XOR the binary representation of i
and j and then flips the 1′s in the XOR result to determine the next node. For instance
to send a message from core 2 to core 7, we first need to XOR the binary representation
of 2= 010 and 7= 111 to obtain E = 101. Core 2 can then either forward the message
to core 3 = 011 or 6 = 110.
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000 001
⇓
000 001
010 011
⇓
000 001
010 011
100 101
110 111
Figure 11: Constructing a 3-cube recursively
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Chapter Five
Experimental Analysis
To evaluate the performance of our parallel framework we implemented our parallel
framework using the three different topologies presented in chapter IV. The algo-
rithms were implemented in C using OpenMPI, a Message Passing Interface (MPI)
implementation. We ran a number of experiments to measure the running time, the
communication overhead and the performance of various parts of our framework. In
this chapter, we begin by presenting a brief overview of the implementation strategy
then we present our testbed and experimental results.
5.1 Implementation
We use the adjacency matrix data structure to represent the input graph. This is justified
since Cluster-Editing instances are dense by nature. Moreover, an adjacency matrix
allows us to perform all the edge editing operations in constant time. We set AM[u][v] =
1 if vertices u and v are adjacent, 0 otherwise. To label an edge as permanent we
simply set AM[u][v] = 2. Likewise, to mark an edge as forbidden we set AM[u][v] = 3.
Therefore in our data structure, u and v are adjacent if and only if AM[u][v] = 1 or
AM[u][v] = 2. Unfortunately, the adjacency matrix entails an O(n3), overhead to find
a conflict triple.
All processes begin reading the input graph into the adjacency matrix simultaneously.
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Each process then determines its neighboring processes in the communication graph
(virtual topology) using its rank and the total number of processes in the computation.
Each process must then calculates the level l of the search tree node where at least s
nodes are available. If a process has rank r such as r < s, the process begins branching
on search tree node Nl,r. This is done by first extracting the index of Nl,r using the
Convert-IDX procedure (2)). Next the operations encoded in the index are applied
on a copy of the input graph. Finally, each core may begin sequential branching its
translated graph.
Processes with rank greater than s will enter a loop that terminates only when a global
termination_index reaches the diameter of the communication graph. Periodically,
an IDLE process will request a task from one of its neighbors in the communication
graph. At the receiving end, a thread is always listening for incoming requests. When
a task request arrives, the process uses the algorithm in 4 to extract the index of its
heaviest subtask and then send it to the requesting process. When received, a process
can translate the index and start branching immediately on the new task.
Each process keeps track of the termination_index of its neighbors and only requests
tasks from non-IDLE processes (processes with termination_index = 0). Whenever a
process starts branching on some tasks, it sets its termination_index to 0. When the
branching is done, the process sets its termination_index to 1 if the branching did not
lead to a solution or to diameter if a solution was found. As soon as a process changes
its termination_index it notifies all of his neighbors. An IDLE process listens for
those messages and always maintains its termination_index by setting it to one plus
the minimum termination_index of its neighbors. The process terminates whenever
the termination_index reaches the diameter.
5.2 Testbed
In the absence of publicly available data sets for Cluster Editing, we generated syn-
thetic data to evaluate our framework as follows: given the number of vertices n and
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the parameter k, pick a random number x such as 0 < x < n. The first x vertices are
then assigned to one cluster and an edge is added between every two pair of them.
This procedure will produce a cluster graph when applied iteratively. Next, k pair of
vertices u and v are picked and edge (u,v) is either added if it does not exist, or deleted
if it already exists.
We ran our experiments on a cluster composed of 16 compute nodes each equipped
with 8 Intel Xeon E5-2670 cores clocked at 2.5GHz. Therefore, we can run our exper-
iments on a maximum of 128 cores. Each node is equipped with 30GB of RAM and
160GB of SSD storage. All nodes are interconnected via a high-speed 10GB Ethernet
network.
5.3 Preliminary Results
We have generated 10 random Cluster-Editing instances each having 50 vertices and,
on average, 567 edges. Since the data is synthetic, we already know the optimal value
of k. In our case k was equal to 30. However, we vary the input k of our algorithm to
force a worst-case NO-instance (by setting k = 29), a relaxed NO-instance (k = 25),
an optimal YES-instance (k = 30), and a relaxed YES-instance (k = 35). To set a
benchmark running time, we fed these four instance to the sequential Cluster-Editing
algorithm (Algorithm 1). We show the running time in table 1.
We compare three different parallel communication topologies against the benchmark
while varying the number of cores. The topologies are: the fully-connected (clique)
topology, the ring topology, and the hypercube topology. The results are shown in
tables 2, 3, and 4.
The results for k= 30 and k= 35 are not very conclusive. For instance, for k= 35, the
running time of the hypercube topology jumped from a mere 7 minutes on 128 cores
to a surprising 58 minutes on 64 cores and only to 66 minutes on 32 cores. Similarly
for the clique topology on k = 30, results on 64 cores seems much better than when
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K Running Time
20 23s
25 13m 38s
29 2h 32m
30 5m 47s
35 4h 13m
Table 1: Sequential running time
K C Running Time
20 32 2.29s
20 64 1.26s
20 128 <1s
25 32 1m 9s
25 64 29.47s
25 128 16.48s
29 32 5m 29s
29 64 3m 47s
29 128 2m 31s
30 32 1m 12s
30 64 31.11s
30 128 14.44s
35 32 66m 13s
35 64 58m 18s
35 128 7m 58s
Table 2: The running time using the
Hypercube topology for various values
of k using 32, 64, and 128 cores
using 128 cores. This mainly due to the fact that with k = 30 or k = 35 the instance is
a YES-instance and therefore a solution may exist anywhere in the search tree. Fewer
cores may happen to branch in a specific way that leads them to a solution faster than
a larger number of cores. To truly evaluate the performance of our topologies, we
must look at NO-instances that visit the entire search tree irrespective of the number
of cores.
As expected, all topologies performed better than the sequential algorithm. The Hy-
percube topologies seems to offer the best scalability as the running time constantly
decreased when increasing the number of cores for k= 25 and K = 29. The ring topol-
ogy showed similar behavior but could not supersede the scalability of the hypercube
topology. This is probably due to the very small neighborhood of each core and thus
task-propagation delay imposed by the ring’s large diameter.
The fully-connected clique topology showed the worst performance. The clique topol-
ogy often performed better with 64 cores than with 128 cores. This lack of scalability
is primarily caused by the overhead entailed from communication exchanged with a
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K C Running Time
20 32 5.97s
20 64 6.55s
20 128 6.56s
25 32 36.3s
25 64 1m 50s
25 128 5m 31s
29 32 9m 57s
29 64 10m 21s
29 128 12m 3s
30 32 10m 21s
30 64 7m
30 128 19m 40s
35 32 1h 58m
35 64 2h 3m
35 128 19m 40s
Table 3: The running time using an un-
restricted topology for various values
of k using 32, 64, and 128 cores
K C Running Time
20 32 4.42s
20 64 4.43s
20 128 2.39s
25 32 1m 32s
25 64 1m 20s
25 128 49.0s
29 32 8m 53s
29 64 9m 21s
29 128 6m 45s
30 32 1m 15s
30 64 1m 41s
30 128 53.12s
35 32 1h 27m
35 64 1h 9m
35 128 2h 33m
Table 4: The running time using the
Ring topology for various values of k
using 32, 64, and 128 cores
large neighborhood. More specifically, the frequent task-requests will quickly con-
gest the network. To verify that, we measure the average amount of task requests and
the average number of tasks successfully received and processed by each core. The
plot in figure 12 shows the humongous number of task requests made per core in a
fully-connected topology compared to the hypercube topology and ring topology. This
re-emphasizes the need for virtual topologies to control the size of a core’s neighbor-
hood.
32 64 128
0
0.5
1
1.5
2
·104
Cores
Hypercube
Clique
Ring
32 64 128
100
150
200
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300
350
400
450
Cores
Hypercube
Clique
Ring
Figure 12: The average number of task requests (left) and tasks received (right) per
core for k = 25
38
Chapter Six
Concluding Remarks
In this thesis, we presented a scalable parallel framework for search-tree algorithms
targeting thousands of cores. Our framework is a combination of an efficient task en-
coding approach, a minimal-overhead distributed load balancing scheme, and a novel
methodology to control core-to-core communication. We showed how a large neigh-
borhood in the communication graph of a massive parallel computation can negatively
impact the computation throughput, and proposed virtual topologies as a solution. We
evaluated three topologies that exhibit different properties. Testbed implementation
and experimental results showed that the Hypercube topology offers the best balance
between the size of the neighborhood and diameter of the communication graph.
Future work includes re-evaluating the proposed topologies on a much larger number
of cores to draw conclusive evidence on the impact of large-degree communication
graphs.
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