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1 – Introduction: scope of the thesis 
From the second half of the twentieth century to the present, the 
technological evolution has strongly influenced the development of 
modern society in many aspects, from the change in the way of doing 
business to those socio-economic aspects, improving the ease of 
access to services offered and the ability to automate various 
operations through all economic sectors. 
Technological progress has brought into the market, and therefore to 
all individuals who have access to the market, a number of devices 
that have enabled us to meet most of the needs of both consumers and 
entrepreneurs. Examples of devices that have deeply influenced the 
technological evolution can be: computers, mobile phones, World 
Wide Web, the birth of computing devices, data collection and many 
others. All of them have in common the fundamental characteristic of 
collecting information in the form of data, which is the base of the 
“modern era”. 
The data collection process has always existed: i.e. Egyptians used to 
make the population census, abacus was introduced by the Sumerian 
to track the accounts of one or more trades and so on. Throughout the 
centuries, populations have introduced new ways of collecting data; 
the big difference between the ancient times and today is mainly due 
to the available technology. The modern technology allows us to 
gather and collect large amount of information and transform it into 
data; this data is used by companies to understand better market 
scenarios in which they operate, to figure out the needs of the 
consumers and meet their demand in order to achieve a competitive 
advantage in the market. To fulfill this request, managers and 
companies, must use high processing capacity tools which involve a 
long term view, big investments both in technologies and management 
changing and high employees’ skills. Today, when it comes to these 
activities and scenario, the recurring theme is “big data”. 
To get to big data one must first understands what has been the 
evolution of the process analysis, designed to transform data into 
information that can be used by company management to support the 
decision-making process. This evolution is mainly identified by two 
systems: Business Intelligence and Business Analytics. These two 
systems have been fundamentals for the evolution of technology, 
management and business of the last twenty years. They have led 
companies to review the way they operate, basing decisions on data; 
data that might be collected in numerous quantity. The changing was 
possible by having the possibility to use the most advanced 
information technologies, that allowed companies to increase 
significantly the amount of data collected. The main difference 
between the Business Intelligence and Business Analytics  systems 
and big data lies in the fact that the first ones analyze consolidated 
figures of the past, to get information and make predictions of the 
future. the second one, instead, bases its analysis on past data to 
project them into a future with greater accuracy, identifying trends and 
advising consumers on which products they might be interested in. 
The difference is embodied in the questions to which these systems try 
to answer: 
- The BI / BA systems answer to "why" something happens and only 
afterwards to “what” they should do in order to achieve the goal; 
- The big data systems answer to the question "what" will happen and 
only afterwards to "why" something had happened, but only if 
required. 
The change is mainly based on the approach used to observe and 
analyze data. 
The importance of these tools is already established in the market. 
The goal of this study is to collect, define and analyze the 
developments undertaken over a three year period of the most used 
tools by the companies, and to highlight that now all the actors of the 
market should seek to data analysis as a first resource for managerial 
and operational decisions. 
 
 
 
 
 
 
 
2 – Data and Data Warehouse: overview on the informatics 
technologies  
 
2.1 Introduction 
The goal of this chapter is to give an overview of all the instruments, 
variables and definition that are at the base of the construction of a 
Business Intelligence tool. 
The steps that will be taken to achieve this goal are: 
- First, will be analyzed the definition of “data”; giving a brief on the 
origin of this word and some definition that will help the reader to 
familiarize with the informatics environment. 
- Second, will be analyzed the main characteristics of data: such as 
attributes, type of data sets and the data quality process together with a 
brief on the data mining process. 
- Finally it will be analyzed the topic of Data Warehouse, that is the 
main informatics tool used nowadays for the business intelligence 
systems. 
After having analyzed the basis of a data warehouse, the work will 
focus its attention the definition, architecture, and source integration 
of a general data warehouse.  
To fully understand the main object of this work, it is important to 
remember that no technical studies will be presented. However, 
specific information on data and data warehouse are fundamental to 
define the informatics surrounding around business tools applications. 
 
 
 
 
 
 
 
 
 
 
2.1 General definition of “Data 
The goal of this paragraph is to introduce the reader to new concepts 
related to the informatics environment.  
Definitions of data, from a generic to technical, will be pointed out, 
thus the reader will be able to familiarize with some of the principal 
and base concepts. 
The word Data comes from the Latin language. Precisely, it is the 
plural of the word "datum". Datum can be defined as  
- "…a single piece of information, as a fact, statistic or code. It is an 
item of data".
1
 
Items may be equal, similar or completely different, but all of them 
compose a data.  
Since the origin of this word is Latin, it is easy to understand how 
long this word/expression has lived in the human beings’ mind, 
thoughts, thinking and languages. There is no doubt that during this 
long period it has changed meanings, application, usage and 
relevance. 
Based on a different perspective, several definitions of “data” can be 
found on internet. 
Specifically, the Oxford dictionary defines the concept of “data” as  
- …"Facts and statistics collected together for reference or analysis2". 
Oxford’s definition puts together several words with different 
meanings and properties. From the definition, it is possible to 
underline these main words:  
- Facts: «information used as evidence or as a part of a report » 
- Statistics: «facts or piece of data obtained from a study of large 
quantity of numerical data» 
- Reference or analysis: Once collected, data need to be used to run 
specific analysis. Such analyses are driven by algorithms specifically 
built to reach users’ purposes. Users, to better understand and analyze 
data, usually use reports. Reports are structured images/pictures that 
                                                          
1
 Definition of datum from: 
<<http://dictionary.reference.com/browse/datum>> 
2
 : 
http://www.oxforddictionaries.com/definition/english/data?searchDictCode
=all 
contain information. The structure is usually decided by the user, to 
better fulfill his needs. 
Afterwards, the Oxford dictionary gives another definition closer to 
the informatics environment:  
<< The quantities, characters or symbols on which operations are 
performed by a computer, which may be stored and transmitted in the 
form of electrical signals and recorded on magnetic, optical or 
mechanical recording media >>. 
3
 
The business dictionary online points out two main bdefinition:  
1) <<Information in raw or unorganized form (such as alphabets, 
numbers, or symbols) that refer to, or represent, conditions, ideas, 
or objects. Data is limitless and present everywhere in the universe. 
See also information and knowledge >>; 
2) << Computers: Symbols or signals that are input, stored, and 
processed by a computer, for output as usable information>>. 
Such definitions point out specific properties of data and highlight 
specific informatics matter or simple word.  
From these definitions it is possible to highlight that data can be 
quantitative or qualitative, depend on which are the purposes and 
needs of the user. 
To represent data it is possible to use symbols or numbers, if 
quantitative. Every data possess some characteristics that can be 
unique or not. 
Data are stored in specifics warehouses, where it is possible to query 
them in order to obtain several information. 
 
However, this is not the place where all these differences have to be 
analyzed.  
These definitions are important for us to understand better the base of 
the informatics meanings and the environment on which this study is 
set. 
 
                                                          
3
 : 
http://www.oxforddictionaries.com/definition/english/data?searchDictCode
=all 
2.2 General characteristics of data 
The goal of this paragraph is to introduce the process of data mining. 
The data mining process is the basis of a tool for business intelligence. 
This process varies depending on the characteristics of data used. For 
this reason, as a second step, will be analysed the main type of data 
and how they can be measured. Finally it will be described the data 
quality process, where data is gathered and elaborated. The last step is 
fundamental if the purpose is to obtain an efficient tool, because data 
stored are not duplicated and variables such as velocity, reliability and 
capacity are reduced at the lowest level. 
 
2.2.1 Introduction to Data Mining Process 
A data mining process can be defined as: 
"The process of analyzing data from different perspectives and 
summarizing it into useful information - information that can be used 
to increase revenue, cuts costs, or both. Data mining software is one 
of a number of analytical tools for analyzing data. It allows users to 
analyze data from many different dimensions or angles, categorize it, 
and summarize the relationships identified. Technically, data mining 
is the process of finding correlations or patterns among dozens of 
fields in large relational databases". 
4
 
As stated in the definition above, data mining process is built up to 
maximize profits, improving internal processes and reducing costs. All 
these activities are fundamental for every company, because they 
allow them to succeed or survive in a market. 
Users able to run different analysis on data, looking into them from 
different perspective, are also able to add value to the company. The 
value can be seen from different perspectives such as better decisions 
based on more accurate data, finding hidden opportunities, increase 
the rapidity of the process’ decision and more. 
Build a data mining process is complex, but high value can be 
extracted from it. 
 
                                                          
4
 
http://www.anderson.ucla.edu/faculty/jason.frand/teacher/technologies/p
alace/datamining.htm 
 2.2.2 Type of Data 
Data are usually stored and recorded in a dataset.  
A dataset is “…a computer file having a record organization”.5 It can 
be viewed as a collection of raw data that are ready to be used from a 
generic user. 
Raw data can be viewed also as a collection of data object. A data 
object can be referred to record, point, vector, pattern, event and more. 
In turn, data object are described by a number of attributes that 
capture the basic characteristics of an object, such as the mass of a 
physical object or the time at which an event occurred. Other names 
for an attribute are variable, characteristic, field, feature or 
dimension.  
2.2.2.1 Attributes and Measurements 
To describe data, it is fundamental to understand which attribute can 
be related and entrusted into data, this means that the environment 
around the data have to be properly set. To fully explain such aspects, 
answers to several clarifying questions are proposed. 
“What is an attribute?” «An attribute is a property or characteristic 
of an object that may vary, either from one object to another or from 
one time to another >>.  
Attributes are mainly defined as property and characteristic. If we 
considered the etymology of these two words, it is possible to state 
that they are not numbers or symbols. However, to discuss and 
analyze the characteristic of objects, usually numbers or symbols are 
assigned to them. Eye colors varies from person to person while the 
temperature of an object liquid can vary from time to time. Colors, as 
temperature are symbolic attribute used to define the specific object; 
but those attributes are limited. 
To define attributes with a better visualization, symbols and numbers 
are assigned. If they are assigned, it means that also a measurement 
scale has to be defined for them, otherwise errors or misunderstanding 
will come out while a user is analyzing a collection of data. 
 
 
                                                          
5
 IBM definition 
 “What is a measurement scale?” 
<< A measurement scale is a rule (function) that associates a 
numerical or symbolic value with an attribute of an object >>. 
The process of measurement is the application of a measurement scale 
to associate a value with a particular attribute of a specific object. It 
seems a bit abstract but it is more concrete and tangible than it 
appears. Image when a person steps on a bathroom scale to determine 
his weight, or when he tries to classify someone as a male or female, 
or when he counts objects in a room.  
In all these cases, the “physical value” of an attribute of an object is 
mapped to a numerical or symbolic value that differ and vary. 
 
2.2.2.2 Type of an attribute 
Properties of an attribute may not be the same as the properties of the 
values used to measure it. In other words, the values used to represent 
an attribute may have properties that are not properties of the attribute 
itself, and vice versa.  
An example will help the reader in understanding this statement. 
The example takes in consideration two attributes that an employee 
might have: 
- “Age” (years) 
 - “ID Number”. 
Both of these attributes can be represented as integers
6
.  
However, while it is reasonable to talk about the average age of an 
employee, it makes no sense to talk about the average employee ID. 
Indeed, the only aspect of employees that it is interesting to capture 
with the ID attribute is that they are distinct (each ID number is 
unique and identify a specific employee). Consequently, the only valid 
operation for employee IDs is to test whether they are equal. There is 
no hint of this limitation, however, when integers are used to represent 
the employee ID attribute. For the age attribute, the properties of the 
integers used to represent age are very much the properties of the 
                                                          
6
 Integers are numbers with no fractional part. They can be both negative 
and positive. Example: -1200, -45, 0, 3, 10 etc. 
attribute. Even so, the correspondence is not complete since, for 
example, ages have maximum while integers do not. 
The type of an attribute should tell us what properties of the attribute 
are reflected in the values used to measure it. Knowing the type of an 
attribute is important because it tells us which properties of the 
measured values are consistent with the underlying properties of the 
attribute, and therefore, it allows us to avoid foolish actions, such as 
computing the average employee ID. Note that it is common to refer 
to the type of an attribute as the type of a measurement scale. 
 
2.2.2.3 The different types of attribute 
A simple way to categorize the types of an attribute is to identify the 
properties of numbers that correspond to properties of the attribute. It 
is possible to define four types of attributes: 
1- Qualitative 
a. Nominal 
b. Ordinal 
2- Quantitative 
a. Interval 
b. Ratio 
 
 
Figure 1 Different Types of Attributes 
 
The two main categories are identified by:  
1) Categorical (qualitative): most of the time these attributes lack with 
the properties of numbers. 
2) Numerical (quantitative): are usually represented by numbers and of 
course, they have most of their properties. 
It is also possible to distinguish attributes by the number of values 
they can take: 
- Discrete: has a finite or countably infinite set of values. Binary7 
attributes are a special case of discrete attributes and they usually 
assume only two values like: true/false, yes/no. 
- Continuous: these attributes usually have values or real numbers. 
Examples can be weight, height or temperature. 
 
2.2.2.4 Type of data sets 
There are many types of data sets that can be used for different kind of 
analysis. 
                                                          
7
 Binary numbers are an informatics scheme used to write numbers. In this 
scheme, there are only two possible values for each digit: 0 and 1. 
Depending on the digit’s place, it takes a different value. The table below 
shows how the binary scheme counts till ten: 
 
Using the sequences create by the two values, it is possible to have strings 
without limits. 
These schemes are especially used in the electronics environment, where 
codes are created by using simple transmissions as yes/no or true/false. So 
it is possible to create very long and difficult codes with a simple and 
comprehensive logic.  
It is possible to group them in different ways, always looking at the 
numbers of the results that the user wants to achieve and, afterwards, 
report in the reports. 
A part of the different ways of grouping data, there are three 
significant characteristics that a data may have: 
1) Dimensionality: number of attributes that the objects in the data set 
possess. Data with a small number of dimensions tend to be 
qualitatively different than moderate or high-dimensional data 
2) Sparsity: for some data sets, such as those with asymmetric features, 
most attributes of an object have values of 0; in many cases, fewer 
than 1% of the entries are non-zero. In practical terms, sparsity is an 
advantage because usually only the non-zero values need to be stored 
3) Resolution: it is frequently possible to obtain data at different levels 
of resolution, and often the properties of the data are different at 
different resolutions. 
It is important to understand the differences between the points 1, 2 
and 3 because when a data warehouse has to build up, it is requested 
to use algorithms within it that analyzes the data uploaded or added 
into it. 
The logic of the algorithm will be written following the needs of the 
users and the type and characteristic of data that have to uploaded; in 
order to obtain reports that are in compliance with the user 
expectations. 
The intention of this study is to give an overview for each area and 
subject treated.  
In this case, the intention is give examples of one of the most common 
types of data sets, to allow the user to better understand in which type 
of environment data warehouse are built and set up. 
 
1) Record Data 
Much data mining work assumes that the data set is a collection of 
records (data objects ), each of which consists of a fixed set of data 
fields ( attribute ). The table below shows an example of what is 
defined as a data collection for a record data: 
 Figure 2 Type of Data Sets - Record Data 
 
Transaction or Market Basket Data is a special type of record data, 
where each record (transactions) involves a set of items. An example 
can be a grocery store where the set of products purchased by the 
customer during one shopping trip constitute a transaction, while the 
individual products that are purchased are the items. The table below 
shows: 
 
Figure 3 Type of Data Sets – Record Data - Transaction Data 
It is called market basket data because the items in each record are the 
products in a person’s market basket.  
The Matrix Data. If the all data objects, in a collection of data, have 
the same fixed set of numeric attributes, then they can be thought as 
points (vectors) in a multidimensional space, where each dimension 
represents a distinct attribute describing the object.  
A set of such data objects can be explained as an m by n matrix, where 
there are m rows, one for each object, and n column, one for each 
attribute. This kind of matrix is a variation of record data, but because 
it consists of numeric attributes, standard matrix operation can be 
applied to transform and manipulate data. Below there is an example 
of a data matrix table: 
 
Figure 4 Type of Data Sets – Record Data - Data Matrix 
The last possibilities of data matrix is called  Sparse Data Matrix. It is 
a special case of a data matrix. Into it, the attributes are of the same 
type and are asymmetric; usually only non-zero values are important. 
 
2) Graph-Based Data  
A graph can sometimes be a convenient and powerful representation 
for data. We consider two specific cases:  
1) Data with relationship among objects 
Usually these relationships convey important information. In such 
cases, data are often represented as a graph.  
In particular, data objects are mapped to nodes of the graph, while the 
relationships among objects are captured by the links between objects 
and link properties, such as direction and weight.  
An example of this type of data are the web pages on internet, which 
contains both text and link to other pages.  
2) Data with objects that are graph 
If objects have structure, they may also have sub-objects that have 
relationships. In this case they are usually represented as graphs.  
For example, the structure of chemical compounds can be represented 
by a graph, where the nodes area atoms and the links between nodes 
are chemical bonds.  
The figure below shows an example of how graph-based data can be 
represented: 
 
Figure 5 Type of Data Sets – Graphs-Based Data 
 
3) Ordered Data 
Ordering data are usually considered when the attributes have a 
relationship order time and space. 
These data can be grouped and represented in: 
1) Sequential Data 
Sequential data, or temporal data, can be thought as an extension of 
record data, where each record has a time associated with it.  
As an example of this group data, consider a retail transaction data set 
that also stores the time at which the transaction took place.  
This time information can be really important because makes possible 
to find patterns such as “candy sales peak before Halloween”. A time 
can be easily associated with an attribute. 
The table below shows an example of this cross reference between 
time and attribute of data: 
 Figure 6 Type of Data Sets – Ordered Data – Sequential Transaction 
Data 
In the first table, each row corresponds to the item purchased at a 
particular time by each customer. In the bottom table, instead, we have 
displayed the same information but each row corresponds to a 
particular customer.  
 
2) Sequence Data 
Sequence data consists of a data set that is a sequence of individual 
entities, such as a sequence of words letter. 
This type of data can be associated, for its similarity, to the grouping 
of sequential data, but instead of time stamps, there are positons in an 
ordered sequence. 
An example that can represent this data set consists in the genetic 
information of plants and animals that are represented in the form of 
sequences of nucleotides that are known as genes. 
In the picture below is represented an example of sequence data: 
 Figure 7 Type of Data Sets - Ordered Data - Sequence Data 
 
3) Time Series Data 
Times series data is a special type of sequential data in which each 
record is a time series; a series of measurements taken over time.  
Image as an example, a financial data set that might contain objects 
that are time series of the daily prices of various stocks.   
When users are working with temporal data, it is important to consider 
temporal autocorrelation, if two measurement are close in time then 
the value of these measurements are often very similar. 
 
4) Spatial Data 
It can be that some objects have spatial attributes, such as position or 
areas, as well as other types of attributes.  
An example of spatial data can be the “weather”. This type of data is 
made up by different type of data such as: rainfall, temperature, 
pressure and so on.  
These data are collected for a variety of geographical location (see 
figure below). 
 Figure 8 Type of Data Sets - Ordered Data - Spatial Data 
An important aspect of spatial data is spatial autocorrelation: objects 
that are physically close, tend to be similar in other ways as well.  
For example, two points on the Earth that are close to each other 
usually have the similar values for temperature and rainfall. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.4 Data Quality 
2.4.1 “Top 10” data attributes 
As explained before, usually, users are able to collect as many data as 
they want. Nowadays raw data can be grouped, collected and stored 
without problems; but it is important to already have in mind which 
will be the usage of these data and how much they will be reliable to 
the eyes of the users. An important issue related to data is quality. 
Quality is important for every process that a company undertakes.  
An example can be a production company; quality of raw materials, 
quality of workers, and quality of the equipment are fundamental for 
the production of goods, that add value to the customers. 
Which are the main characteristics of data quality? 
Researchers have defined a “Data Quality Management Model”. 
This model is important both for informatics and managers because 
defines the main characteristics that a data must have.  
Those characteristics let the technicians able to construct a consistent 
model and, on the other hand, the managers to own reports with data 
that can outline the situation of the company in order to take better 
decisions. 
The figure below can represent the model for data quality 
management: 
 Figure 9 Data Quality Management Model
8
 
As shown in the figure 9, four are the main step that made the 
processes. 
They can be listed in: 
a) Application  the purpose for which data are collected; 
b) Collection  the processes by which data elements are accumulated; 
c) Warehousing  processes and systems used to archive data and data 
journals; 
d) Analysis  the process of translating data into information utilized 
for an application. 
Every characteristics of Data Quality can be associated to all of these 
four points. 
Below are explained all the ten main characteristics of Data Quality 
that can be redirected to the four main step of the process of the data 
quality management. 
1. Data Accessibility 
Data items should be easily obtainable and legal to collect.  
a) The application and legal/financial process, and other boundaries 
determine which data to collect. It is important to ensure that data 
collected are legal for the application; 
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b) When the instruments for the data collection are developed, it is 
important to explore the methods to access needed data and ensure 
that the best, least costly method is selected; 
a. Technology and hardware influence accessibility. Fundamental to 
establish data ownership and guidelines for who may access data 
and/or systems. Moreover data should be put together into an 
inventory to facilitate access; 
c) Access to complete current data will better ensure accurate analysis, 
otherwise results and conclusions may be inaccurate or inappropriate. 
 
2. Data Accuracy 
Data are the correct values and have to  valid. 
a) Determine the application’s purpose, the aim for collecting the data 
element facilitate accuracy; 
b) Ensuring accuracy involves appropriate education and training and 
timely and appropriate communication of data definitions to those 
who collect data; 
c)  To warehouse data, appropriate edits should be in place to ensure 
accuracy. Exceptions or error reports should be generated and 
corrections should be made; 
d) To analyze data with precision and accuracy, ensure that the 
algorithms, formulas and translation systems are correct; check also if 
each record or entry within the database is correct. 
 
3. Data Consistency 
The value of the data has to be reliable and the same across 
applications. 
a) Data are consistent when the value of the data is the same across 
applications and systems: 
b) The use of data definitions, extensive training, standardized data 
collection and integrated/interfaced systems facilitate consistency; 
c) Warehousing employs edits or conversion tables to ensure 
consistency. To optimize the consistency it is fundamental to 
coordinate them with data definition changes or data definition 
differences across systems; 
d) Analyze data under reproducible circumstances by using standard 
formulas, scientific equations, and variance calculation. Everything 
has to be the same: it is important to ensure that comparisons are made 
between the same type of data: “apples to apples”. 
 
4. Data Comprehensiveness  
All required data items are included. It is important to ensure that the 
entire scope of the data is collected and prepare the correlated 
documents for the users. 
a) Clarify how data will be used and identify end-users to ensure that 
complete data are collected for the application. Would be better to 
include also a problem statement and cost-benefit/impact study when 
collected data increased in numbers; 
b) Cost-effective comprehensive data collection may be achieved via 
interface or download from other automated systems. Data definition 
and data precision influence comprehensive data collection; 
c) Warehousing for this characteristic of data includes managing 
relationships of data owners, data collectors and data end-users to 
ensure that all are aware of the available data in the inventory and 
accessible systems. This process helps in reducing redundant data 
collection; 
d) Ensure that all pertinent data affecting the application are analyzed 
together. 
 
5. Data Currency 
The data should be up-to-date. A datum value is up-to-date if it is 
current for a specific point in time. It is outdated if it was current at 
some preceding time, but incorrect in a later time. 
a) The appropriateness or value of an application changes over time; 
b) Data definitions change or are modified over time. Every changing 
and/or modifications should be documented so that current and future 
users know what data mean. These changes should be also 
communicated in a timely manner to those collecting data and to the 
end-users; 
c) To be sure that current data are available, warehousing involves 
continually updating systems, tables and databases. Also here the 
dates of warehousing events should be documented; 
d) The availability of current data influences the analysis of data 
 
6. Data Definition 
A clear definition should be provided so that current and future data 
users will know what data mean. Each data element should have clear 
meaning and acceptable values. 
a) The application’s purpose, the questions to be answered or the aim for 
collecting the data element must be clarified to ensure appropriate and 
complete data definitions; 
b) Data definition should be clear, concise so they can facilitate data 
collection; 
c) Warehousing includes archiving documentation and data. 
Consequently, data ownership documentation and definitions should 
be maintained over time together with purposes for collecting data, 
collection policies, information management policies; 
d) For better and appropriate analysis, display data needs to reflect the 
purpose for which the data were collected. Usually this is defined by 
the application and should also show the appropriate comparisons, 
relationships and linkages. 
 
7. Data Granularity 
Granularity stand for level of detail, this means that attributes and 
values of data should be defined at the correct level of detail. 
a) A single application require varying levels of detail or granularity; 
b) Collect data at the appropriate level of detail or granularity means also 
defined until which decimal point, for example, the data have to be 
recorded; 
c) Warehouse data at the appropriate level of detail or granularity; 
d) Appropriate analysis reflects the level of detail or granularity of the 
data collected. 
 
8. Data Precision 
Data values should be just large enough to support the application 
process. 
a) The application’s purpose, the question to be answered or the aim for 
collecting data element must clarified to ensure data precision; 
b) To collect data precise enough the applications we have to define 
acceptable values or value ranges for each data item. 
 9. Data Relevancy 
Data should be meaningful to the performance of the process or 
application for which they are collected. 
a) Clarify the purposes and the aim for collecting data to ensure relevant 
data; 
b) To ensure relevancy, complete a pilot of the data collection instrument 
to validate its use; would be better to run a parallel test, completing 
the new or revised instrument and the current process simultaneously. 
Pay attention to communicate the results to those that collect data and 
to end-users. 
c) An appropriate retention should be established to ensure availability 
of relevant data. Relevancy is defined by the application; 
d) For appropriate and direct analysis, display data to reflect the purpose 
for which the data were collected. This is defined by the application. 
 
10. Data Timeliness 
Timeliness is determined by how the data are being used and their 
context. 
a) Timeliness is determined by the application; 
b) Timely data collection is a function of the process and collection 
instrument; 
c) Warehousing ensures that data are available per information 
management policy and retention schedules; 
d) Timely data analysis allows for the imitation of action to avoid 
adverse influences. For some applications timely may be seconds, for 
others may be years. 
Using the same logic, users should also to the processes and results of 
a data collection for data mining process and the reliability of the 
report that will be shown and use for our business purposes. 
Preventing data quality problems, usually, is not an operation of data 
mining.  
Data mining mainly focuses on two activities: 
1) Detection and correction of data quality problems; 
2) Use of algorithms that can tolerate poor data quality. 
The intention of this study is not to analyze these two problems, but 
both are fundamental for the development of the thesis. For this 
reason, in the next pages a quick explanation will be given in order to 
let the readers be more familiar with the following topics. 
 
1.1“Detection and correction of data quality problems” 
This process is called Data Cleansing. 
Data Cleaning, also called data cleansing or scrubbing, deals with the 
detecting and removing errors and inconsistencies from data in order 
to improve the quality of data.  
Data quality problems are present in single data collections, such as 
files and databases; for example due to misspellings during data entry, 
missing information or other invalid data.  
When users own several data, data sources need to be integrated; for 
example in data warehouses, federated database systems or global 
web-based information systems, the need of data cleaning, for having 
homogeneous and consistent data increase significantly.  
This is because the sources often contain redundant data in different 
representations. In order to provide access to accurate and consistent 
data, consolidation of different data representations and elimination of 
duplicate become necessary.
9
 
The process of data cleansing is not so easy and might require time. 
Data cleansing is especially required when the purpose is to integrate 
heterogeneous data source. This operation is used a lot especially with 
schema-related data transformations. In data warehouses, data 
cleaning is a major part of the so-called ETL
10
 process.
11
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 ETL stands for: “Extract, Transform and Load”. It is a process in data 
warehousing responsible for pulling data out of the source systems and 
placing it into a data warehouse. ETL involves this following tasks: 
Extracting the data from source systems (SAP,ERP, etc.); data from different 
source systems is converted into one consolidated data warehouse format 
which is ready for transformation processing. 
Transforming the data involves the following tasks: 
- Applying business rules; 
- Cleaning ( e.g. mapping Null to “0”); 
- Filtering; 
- Splitting a column into a multiple columns and vice versa; 
1.2“Usage of algorithms that can tolerate poor data quality” 
It is almost impossible to have data that are 100% compliant with the 
purposes requested of the users.  
The process of data cleansing cannot be perfect and most of the time 
data have contain errors. The toleration of the errors has to be taken in 
consideration both by the users and the developer of the architecture 
solution. Usually algorithms are built in order to accept errors and in 
case missing data.  
The toleration level has to be decided to fulfill the needs either of the 
architecture constructed, either the needs of the users. 
If this is the case, the users will be aware of the consistency of the data 
into the reports and decisions will be taken consciously.   
These schemes are very important and, theoretically, exist more than 
one mathematical procedure that can be used. As said before, the 
purpose of this study is not to go through the details of the topic of  
how algorithm can be constructed, but to give to the readers an idea of 
what is at the basis of the construction of a business intelligence tool. 
 
2.4.1 Data Collection 
As said before it is unrealistic to expect that data will be perfect in 
their properties, attributes and all the other characteristics. 
Different problems might appear due to human errors, limitations of 
measuring devices or flaws in the data collection process. Values of 
the data or even the entire data objects may be missing.  
Now the study will analyze some aspects of data quality that are 
related to data measurement and collection. 
The first aspect that has to be taken into consideration is the definition 
of measurement error. A measurement error refers “…to any problem 
                                                                                                                             
- Joining together data from multiple sources (e.g. lookup, merge 
etc.);Transposing rows and columns; 
- Applying any kind of simple or complex data validation. 
- Loading the data into a data warehouse or data repository other 
reporting applications. 
Extract from: http://datawarehouse4u.info/ETL-process.html 
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resulting from the measurement process
12”. A common problem is 
that the value recorded differs from the true value to some extent. For 
continuous attributes, the numerical difference of the measured and 
true value is called “error”.  
The term data collection error, refers to errors such as omitting data 
objects or attribute values or inappropriately including a data object.  
A typical error is keyboard error; when data are entered manually by 
the users often it is possible to have mistakes. Depending on the 
structure of the architecture or the type of mistake done by the user, 
the ETL process might fail. 
Here below will be shown some of the main problems that usually 
involve measurement errors: 
1) Noise 
Noise is the random component of a measurement error. It may 
involve the distortion of a value or the addition of spurious objects. 
Typical demonstration can be shown like in the image below: 
 
 
Figure 10 Data Quality - Type of Errors - Noise 
 
From the figure above is possible to see how different is a time series 
with a disturb (noise) and without. 
Usually the term “noise”, as was seen so far, is used in connection 
with data that have a spatial or a temporal component.  
The elimination of noises in data mining is complex and usually 
algorithms are used for the correction 
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2) Precision, Bias and Accuracy 
In statistics the quality of the measurement process and the resulting 
data are measured by precision and bias.  
The definition of these two measures are: 
- Precision: “the closeness of repeated measurements (of the same 
quantity) to one another;
13
 
- Bias: “a systematic variation of measurements from the quantity 
being measured”.14 
Precision is often measured by the standard deviation
15
 of a set of 
values, while bias is measured by taking the difference between the 
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  << Standard Deviation >> in probability distribution, population or 
multiset is a measure of the spread of its values. Its own symbol is the letter 
σ (sigma) and it is defined as the square root of the variance. Usually it used 
with a large number of data, numbers because when the quantity is big the 
measurements of the same quantity on the same subject will not be the 
same. This may be for two reasons: natural variation in the subject, variation 
in the measurement process or both. For example, table 1 shows four 
measurements of lung function in each of 20 schoolchildren.  
 
The first child shows typical variation, having peak expiratory flow rates of 
190, 220, 200 and 200 l/min. let us suppose that the child has a “true” 
average value over all possible measurements. The standard deviation of 
repeated measurements on the same subject enables us to measure the size 
of the measurement error. We shall assume that this standard deviation is 
the same for all subjects. The main exception is when the measurement 
error depend on the size of the measurement.  The common standard 
deviation is also known as the within-subject standard deviation.>>  
…  <<the analysis of variance method is the better approach in practice, as it 
deals automatically with the case of subjects having different numbers of 
mean of the set of values and the known value of the quantity being 
measured.  
Bias can only be determined for objects whose measured quantity is 
known by means external to the current situation. 
However, it is common to use the more general term, accuracy, to 
refer to the degree of measurement error in data. 
- The closeness of measurements to the true value of the quantity 
being measured 
Accuracy depends on the first two dimension seen before: precision 
and bias. 
If an analyst does not understand the accuracy of the data and its 
result, he might run the risk of committing serious data blunders. 
For this reason, when an analyst is doing his work, is important to 
pinpoint and underline something that is having an anomalous 
position in the chart, table or scheme. 
These points are defined as outliers.  
An outlier is an observation that lies an abnormal distance from other 
values in a random sample from a population.  
Outliers are: 
1- Data objects that, somehow, have characteristic that are different from 
most of the other data objects in the data set that we are studying; 
2- Values of an attribute that are unusual with respect to the typical 
values for that attribute. 
Outliers should be carefully investigated. 
                                                                                                                             
observation. An easy way to this is graphically, by plotting the individual 
subject’s standard deviations against their means (see figure below). 
 
 
Outliers might be considered as errors, but this doesn’t allow the user 
to delete them without even studying its characteristic, attribute and so 
on. Sometimes they contain valuable information about the process 
under investigation or the data gathering process
16
. 
The best practice to undertake is that before considering the possible 
elimination of those points from the data, would be better to try to 
understand why they are appearing and whether it is likely similar 
values will continue to appear.  
Example: in fraud and network intrusion detection, the goal is to find 
unusual objects or events from among a large number of normal ones. 
However is known that often, outliers are bad data points. A value can 
be wrong, but also could happen that a value is missing.  
As seen so far, an object is composed by several and different 
attributes. 
It can be that one or more of them are missing for the object. The 
reasons of these failures can be several: the information was not 
collected; some attributes were not applicable to all objects etc. Is 
better, during the analysis to consider them in. 
Which is the best way to manage missing values?  
Are there some strategies that users might use/follow for dealing with 
missing values?  
Let us see which one are the better strategies that we can use with 
those missing values: 
1) Eliminate data objects or attributes 
An easy way, and also quick way, is to eliminate all the objects that 
have missing values. However as was said before for the outliers, also 
for the missing values is not the best action to take because even a 
partially specified data object contains some information that can be 
useful; imagine this scenario if you take in consideration to eliminate 
all of them, a reliable analysis can be difficult, or even worst, 
impossible. It is always better to study which one can be eliminated 
and which one is better maintain the database. 
 
2) Estimate missing values 
This path can be taken only if articles are similar between themselves. 
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Image a data set that has many similar data point.  
In this situation, the attribute values of the points closest to the point 
with the missing value are often used to estimate the missing values. 
 
3) Ignore the missing values during analysis 
It is not difficult to set the data process and let it ignore the values that 
are missing for the calculation; but again with the other options it is 
always better to analyze them before and only afterwards decide, for 
whatever reason, to no take into account one or more values. Choices 
must be taken being aware of which may be the results. 
Into the data set, in addition to the missing data, it is possible to find 
also data that might be inconsistent and duplicate; how do the users 
deal with them?  
The process is the same as the one for outliers. Before to do any 
action, it is always better to study the specific data, understand where 
they come from and then decide if is better to keep into the calculation 
or delete from it.  
The risk is always to delete one or more attributes that can be useful 
for the purpose of the analysis. 
 
2.4.2 Issues with “Data Quality” application 
After the overall view that was described in the previous pages, now 
the readers should asked themselves when the quality of data is 
considered high. 
Usually is stated that: “data is of high quality if it is suitable for its 
intended use”17. This statement is easy to understand but at the same 
time is also too generic.  Few general issues may be interesting to 
understand, especially when a data is suitable for an industry, 
business, process and so on. 
- Timeliness: some data start to age as soon as they have collected. An 
example can be a study of web browsing patterns; if the data is out of 
date, then so are the models and patterns that are based on it; 
- Relevance: the available data must contain the necessary information 
for the application; 
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- Knowledge about the data: data set have to be followed by a 
documentation that describes different aspects of the data itself. The 
quality of this documentation can aid or hinder  he analysis that will 
follow.  
 
2.4.3 Data Processes  
In the previous paragraph was explained why it is not easy to find 
general attributes that identify a data as a one with high quality.  
The usage that will be done by the users always change the 
environment around the data, and consequently the importance of each 
attribute or data. Before we tried to make some general comments and 
analysis of the attributes. 
The question that now should come up to the readers’ mind is:  
Is there any general process that a company/industry might follow in 
order to have a data set with good quality? The answer to this question 
is “yes”, and later on will be shown some of the processes that let a 
data be more suitable for a data mining.  
These processes are literally named as “data preprocessing”.  
This area contains different strategies and techniques that are 
interrelated. This thesis will not focus its attention on every technique 
and it will not describe and analyze the all statistics processes that are 
behind these techniques. it will pointed out just a few techniques, in 
order to give to the readers an idea of how a preprocess could be. 
Some of them are: 
- Aggregation 
- Sampling 
- Dimensionality reduction 
- Feature subset creation 
- Discretization and binarization 
- Variable transformation 
In this work, only the first three techniques will be described: 
 
Aggregation 
Aggregation refers to combining two or more attributes (or objects) 
into a single attribute (or object). The process of aggregation is 
something that we do in our daily life. It is useful because gives us the 
possibility to see less objects without losing them, because they will 
be inside the group. 
As seen before, the attributes firstly were separated in quantitative and 
qualitative. 
The first ones, like price, usually are aggregated by taking a sum or an 
average. The second ones, like item, usually are aggregated following 
the main characteristics ( i.e.: in a data set that contains data objects 
recording the daily sales of products in various store locations for 
different days can be summarized as the set of all the items that were 
sold at that location)
18
. 
There are several reasons for aggregation: 
- First of all a smaller data set requires less memory and processing 
time and, hence, aggregation permits the use of more expensive data 
mining algorithms.  
- Second, aggregation can act as a change of scope or scale by 
providing a high-level of the data instead of a low-level view. 
However, aggregation does not have only advantages: one 
disadvantages that aggregation can bring is the potential loss of 
interesting details.  
Just few things were pointed out, but is easy to understand how 
complicated is the process of analyzing data / attributes, especially 
because users always have to know before what they want to achieve 
with that particular operation and then process the data. 
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Above we can see an extract of the example that we have done in this page. 
From this point of view aggregation is “the process of eliminating 
attributes”, such as the type  of item, or reducing the number of values for a 
particular attribute. This type of aggregation is commonly used in Online 
Analytical Processing ( OLAP ). 
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1.2 Sampling 
Sampling is the process of understanding characteristics of data or 
models based on a subset of the original data. It is used extensively in 
all aspects of data exploration and mining, especially for analyzing 
data objects. Which are the advantages of this process? These 
advantages are mainly two: 
1- Obtaining the entire set of “data of interest” is too expensive or time 
consuming 
2- Obtaining the entire set of data may not be necessary and a waste of 
resources 
The key principal for effective sampling is to use a sample of all the 
entire set of data. If th sample used is representative of the data set, the 
results obtained can be considered consistent. A sample is 
representative if it has approximately the same property (of interest) as 
the original set of data. 
What does it mean? 
As said above a sample is a process that select a subset of 
individuals/data from within a statistical population to estimate 
characteristics of the whole population. It is important to observe that 
this process allow the user to extract a particular data considering and 
selecting one or more specific characteristic of the population that will 
be analyzed. 
Sampling is a statistical process, due to that, the representativeness of 
any kind of sample will vary following the specific characteristics of 
the population. Let us try to use a sampling scheme that guarantees a 
high probability of getting a representative sample.  
Are there any consequences for this decision? 
The answer is yes because we will have to choose certain sample 
techniques and sample size that of course vary with the changing of 
the “population” studied. 
 
1.2.1 Sampling Techniques 
 Simple Random Sampling 
With this method of sampling, everyone that is inside the target 
population has an equal probability (chance) of being selected. 
There are two variations on random sampling: 
- Sampling without replacement: each item that is selected is removed 
from the set of all objects that together constitute the population (i.e. 
can be picked more than one time) 
- Sampling with replacement: objects are not removed from the 
population as they are selected for the sample 
These two methods produce almost the same result, if the samples are 
small compared to the data size. It is different if the data size is big, 
because if we use the method without replacement we will have 
always the same probability, on the other hand the probability will 
change within every extraction. 
 
1.2.2 Stratified Sampling 
It is called stratified because is a method that takes in consideration a 
target population, that has to be studied, that is already divided in 
groups of objects or “strata”. Each stratum will be analyzed as an 
independent sub-population. 
How do user can create a stratified sample? 
To create an effective stratified sample, the user has to undertake 
seven steps that are
19
: 
1) Defining the population20 
                                                          
19
 This process made with seven steps is taken by: 
http://dissertation.laerd.com/stratified-random-sampling.php 
20
 Follow here the process with an example: imagine that we want to study 
the career goals of students of University. Let us take as a number of 
students 10.000, divided in female and male students; this means that they 
will be our population. Let us proceed with examples related to the steps: 
1) Our population is 10.000 students, we can say that our sample frame is 
all 10.000 and we will define our population as N; 
2) We have said before that we are interested in female and male 
students. We choose gender as the stratification (could have also been 
the type of subjects that they are studying etc.); 
3) We should identify all the students, this means to make a list of all the 
students with their specific characteristic as students (this step might a 
disadvantage in our example); 
4) We assign a consecutive number from 1 to NK to each of the student in 
each stratum. We will end up with two lists: one detailing all male 
students and one detailing all female students; 
5) We choose a sample size determined by our budget that is 100 
students; 
6) To determine our proportion let us imagine that 60% of the total 
students are male and the others female. In our case, with the sample 
size of 100 students; 60 of them will be male and 40 of them female. 
This step has to goal to define the target population that we will study 
after. 
2) Choose the relevant stratification 
This is an important and delicate step, because with this stratification 
we will define our strata, that after will be analyzed by our system. 
3) List the population 
4) List the population according to the chosen stratification 
In this step we will assign each member of the population to one 
group/stratum; the assignment must be one, this means that each 
member has only one strata assigned. 
5) Choose your sample size 
The number of size can be expressed with an n. Our size can be 
influenced by the budget, employer resources, material resources and 
so on. 
6) Calculate a proportionate stratification 
7) Use a simple a simple random or systematic sample to select your 
sample 
Why should users use sampling? 
In using this statistical method there are several advantages that help 
the users in studying the target population; on the other hand there are 
also some disadvantages.  
 Advantages: the first advantage that we can have is that dividing the 
target population into distinct, independent strata can enable 
researchers and users to draw inferences about specific subgroups that 
may be lost in a more generalized random sampling; a better coverage 
of the population is reached. 
The second one is that this method can lead to more efficient 
statistical estimates. Using this method will achieve greater precision 
than a simple random sample, provided that the strata has been chosen 
so that members of the same stratum are similar as possible in term of 
                                                                                                                             
7) Now with our sample size selected we  still have to select these 
students from our two lists (see step 4). Fir this last step we can use a 
simple random sampling or a systematic random sampling. 
Example from: http://dissertation.laerd.com/stratified-random-
sampling.php 
characteristics of interest. The greater the differences between the 
strata, the greater the gain in precision
21
. 
Third, this method improves the representation of particular strata 
(groups) within the population, as well as ensuring that these strata are 
not over-represented. Consequently, this help the researcher to 
compare strata, as well as make more inferences that are valid from 
the sample to the population.
22
 
 Disadvantages: first, it is hard to have a complete list of the 
population; previously in the example we have seen that obtaining all 
data for all the population was hard. 
Second can be difficult identify real strata for a perfect study; was not 
in the case that we have seen before but imagine to consider other 
characteristic of a student as the subjects, marks, average of the marks 
etc., it is easy to understand that everything will be more difficult. The 
homogeneity of the groups are important for this method. 
Third, it is difficult to avoid human bias (potential bias) in our sample. 
We will have to try to ensure that an adequate proportion of our 
sample takes part in the research. This may require re-contacting non-
respondents (i.e. budget, general resources), can be very time 
consuming, or reaching out new respondents.
23
 
1.2.3 Progressive Sampling 
The proper sample size in a study can be difficult to determine, so 
adaptive or progressive sampling schemes are used sometimes. These 
approaches start with a small sample, and then increase the sample 
size until a sample of sufficient size has been obtained. While this 
technique eliminates the need to determine the correct sample size 
initially, it requires that there be a way to evaluate the sample to judge 
if it is large enough. 
An example can be done with a predictive model that uses a 
progressive sampling. Although the accuracy of predictive models 
increases as the sample size increases, at some point the increase in 
accuracy levels off. Users want to stop increasing the sample at this 
leveling-off point. By keeping track of the changing in accuracy of the 
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model as we take progressively larger samples, and by taking other 
samples close to the size of the current one, we can get an estimate as 
to how close we are to this leveling-off point, and thus, sto sampling.
24
 
 
Dimensionality Reduction 
In statistics, this is the process <<of reducing the number of random 
variables under consideration>>. 
It is easy to understand that a system that studies an environment can 
be made with big number of variables. As seen before in the example 
of stratified sampling method that group variables is important but 
also difficult. 
As an example, consider a set of time series consisting of the daily 
closing price of various stocks over a period of 20 years. In this case, 
the attributes, which are the prices on specific days are number in 
thousands. 
Benefits can be different in dimensionality reduction
25
. Many data 
mining algorithms work better if the dimensionality (i.e. number of 
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 The term dimensionality reduction is often reserved for those techniques 
that reduce the dimensionality of a data set by creating new attributes that 
are a combination of the old attributes. This procedure is know as “feature 
subset selection”. (<<Introduction to Data Mining >>; Pang-Ning Tan, 
Michael Steinbach, Vipin Kumar) 
Feature subset selection might seem an obsolete approach because we 
would lose information, but that is not true in the case of redundant and 
irrelevant features when they are present. It easy to understand that is not 
as simple as it seems to identify and select those subset that may be 
important for our study and analysis; in this step is really important the 
knowledge that the user brings into the construction of the data warehouse 
in order to identify those subsets that can be grouped for different reasons. 
Here below we have a picture extracted from the book <<the Introduction 
to Data Mining >>, that explains the procedure to undertake in case of a 
subset features: 
attributes in the data) is lower. This is possible due to the fact that this 
method can eliminate irrelevant features and reduce noise and partly 
because of the curse of dimensionality.
26
  
Moreover, the reduction can lead to a more understandable model just 
because the variables included in the model are fewer that leads also 
to an easier representation and visualization into a report, because the 
variables that have to be shown are not a lot. 
Dimensionality reduction is led by the user ant its knowledge, because 
the user is the one that Is running the business, and for this reason is 
the only the is able to analyze in a proper way subsets, identify their 
attributes and in case decides how to group them using a specific 
common attributes. 
 
1.4 Conclusion on data mining 
Data mining Is an huge and complex process that takes into account a 
lot of consideration from different perspective, especially statistics 
and mathematics. For the purposes of this thesis, there is no need to go 
deeper in every single step that can be undertaken talking about 
statistics, algorithms and so on. Instead, was important to underline 
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 The curse of dimensionality refers to the phenomenon that many types of 
data analysis become significantly harder as the dimensionality of the data 
increases. Specifically, as the dimensionality increases, the data becomes 
increasingly sparse in the space that it occupies. If we talk about 
classification this can mean that there are not enough data objects to allow 
the creation of a model, which reliably assigns a class to all possible objects. 
When we make the clustering, where definition of density and the distance 
between points become less meaningful. The result is that many clustering 
and classification algorithms have trouble with high-dimensional data, that 
can reduce classification accuracy and poor quality clusters. 
some basics that represent the base of the construction of a data 
warehouse that contain millions of records. 
Every time that a team steps into the data mining processes has to face 
thousands of choices that will create the perfect environment for that 
specific study, tool, analysis and so on.  
Readers have to take in mind that all the business intelligence tools are 
built following processes that take in consideration all these variables 
because the goal  of the vendors is to give to the customers something 
that will help them in analyzing internal data, that will lead them 
afterwards in better decision  for the business itself.  
 
2.2 Data Warehouse 
In our previous paragraphs we have talked about data mining as a 
process that help in analysing data from different perspectives and 
summarizing it into useful information , usually using reports built on 
specific requests of the user, to improve internal business decisions. 
In some parts of the previous paragraphs, it was also briefly analysed 
data warehouse and database.  
What is a database? Why do users need them for a business 
intelligence tool?  
In the next paragraph the thesis will try to answer to those two main 
questions, and others, highlighting those fundamental information that 
will help the reader to understand better where exactly all the 
knowledge will be set for the free usage of the companies. 
 
2.1.1 What is a Data Warehouse? 
Before to go deeper into the analysis of the business intelligence tools, 
the user must understand the terminology of what is at the basis of 
these tools. The first step that will be undertake is to analyse the two 
words that compose Data Warehouse. 
It is not important to dig into the meaning of data because it was fully 
explained before; but it is important to dig into the meaning of 
warehouse.  
This understanding, at the first step will be easier, just because this 
word is known into the literature since a long time.  
“Warehouse” is: 
<< A large building where raw materials or manufactured goods may 
be stored prior to their distribution for sale
27
>>. 
This common meaning was always used and still use when we talk 
about companies. This reference and meaning is not at all far away 
from the informatics point of view; using a some imagination we can 
easily understand that a data warehouse is the place where records 
(raw materials and goods) are stored prior to their analyses and to 
their usage from the users (distribution for sale).  
Essentially this is the place where all the records are stored, all the 
mathematical logics are created and stored and where all the 
procedures are run for the purposes of the internal business, and 
shown into the reports (sales). 
It is possible to assume and state that a data warehouse is:  
<< ..a collection of technologies aimed at enabling the knowledge 
worker (executive, manager, analyst) to make better decisions>>
28
. 
With a data warehouse well defined and constructed it is expected to 
have the right information in the right place at the right time with the 
right cost in order to support the right decisions that the business has 
to undertake to increaser its value. 
From the 90’s data, warehousing has become an important strategy to 
integrate heterogeneous information sources in organizations and to 
enable online analytic processing (OLAP) that slowly integrated the 
online transaction processing (OLTP) functionalities
29
.  
The thesis will explain better later what these two processes are and 
all the machines, procedures and more that are related to them and 
important for the purposes of this thesis. 
Vendors have agreed during the time that data warehouse can’t be a 
off-the-shelf products
30
 but must be designed, optimized and 
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 With the phrase “integrating functionalities”, we want to state that OLTP 
slowly began part of OLAP processes. OLPA processes take part in the data 
warehouse environment, but to let it work in a proper way we often need to 
integrate OLTP processes into the data warehouse, in order to upload 
information into the warehouse and let it work with the powerful 
functionalities that it has compared to a normal database. 
30
 With the statement off-the-shelf products we define those goods, in our 
case software and services products, that the consumer can purchase 
directly from commercial marketplace as store, retailer and so on. 
customized with great attention to the customer actual and future 
situation. 
 
2.1.2 Data Warehouse Components 
Researcher have studied in the last decade all the characteristics of a 
data warehouse, and most of them agreed that a data warehouse 
architecture can be formally understood and seen as “layers of 
materialized views on top of each other”.  
Technicians and common users talk about layers because a data 
warehouse exhibits various layers of data in which data from one layer 
are derived from data of the lower layer. Usually the layers that can be 
found in a data warehouse are: 
1- Data Sources 
Data sources is usually defined as operational databases that belongs 
to the lowest layer. This layer contains structured or unstructured data 
stored into open databases, either into files. Data sources can be part 
and belong either to the environmental company either to an external 
company. 
2- Global Data Warehouse 
This is the central layer of the architecture that concerns in “collection 
of integrated, non-volatile, subject-oriented databases designed to 
support the DSS (Decision Support System) function, where each unit 
of data is relevant to some moment in time, it contains atomic data 
and lightly summarized data”.31  Usually into this warehouse are kept 
historical record of data. 
3- Local Warehouses 
This last layer contains highly aggregated data derived from the global 
warehouse, directly intended to support activities such as 
informational processing, management decisions, long-term decisions, 
historical analysis and trend analysis. 
Local warehouse can be different such as data marts
32
, OLAP 
databases. Global warehouses and data marts mainly differ for: 
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 << A data store which stores a subset or aggregation of the data of the 
data warehouse. A data mart can be seen as a small local data warehouse 
1- Global Warehouses results from a complex process of integration, 
extraction and transformation. Moreover, data inside global 
warehouses are detailed, voluminous and lightly aggregated 
2- Data Marts result from an extraction/aggregation process starting 
from the global warehouses and, data into them are usually highly 
aggregated and less voluminous due to the specific use that internal 
areas have. 
The figure below shows a generic architecture of a data warehouse, 
where it is possible to find: 
- Data sources: from where the information come from 
- Warehouse: the space where all the information are stored 
- Data Marts: built for specific analysis. 
- Users: the beneficiary of the whole process  
 
 
Figure 11 Data Warehouse - Example of a generi architecture 
 
 
2.1.3 Uploading/extracting Data into/out of the Data Warehouses 
In the last decade, the market changed and nowadays we have more 
competitors into it. One of the main issue/problem that they have to 
face with is related to data and how upload or extract them into/out of 
the data warehouse built.  
                                                                                                                             
that contains specific information coming directly from the main data 
warehouse. Different data mart can be built for different purposes. 
Getting data into the data warehouse is a crucial and important step, 
because afterwards those data are used to run different type of 
analysis. To do that there are specific programs that load data of the 
information sources into the data warehouses. 
Some programs, that may differs in technologies and names, are used 
to load, transform, clean and update data from the sources to the data 
warehouse. On the other hand there programs, named mediators that 
integrate the data into the data warehouse by mitigating and resolving 
inconsistencies between different sources. All these tools usually try 
to support tasks that are mainly known as: 
- Extraction  accessing different databases 
- Cleaning  finding and resolving inconsistencies in the source data 
- Transformation  between different data formats, languages etc 
- Loading  load data into the data warehouse 
- Analysing  detecting invalid/unexpected values 
- High speed data transfer  crucial for very large data warehouses 
- Check data quality  completeness of data33 
All these steps are fundamental for uploading data into the data 
warehouse, but after have uploaded data the user must be able to 
analyse it.  
How do we extract the data that are interesting for the analysis that the 
user wants to run? 
OLAP systems are the specialist in analysing a large volume of data 
using queries that would cross several relations and would require 
multiple join and aggregation operations. Typical operations of OLAP 
systems are: 
- Roll-up  increasing the level of aggregation 
- Drill-down  decreasing the level of aggregation 
- Slice and dice  selection and projection  
- Pivot  reorienting the multidimensional view 
There are also other operations that have increased their importance 
through the time due to the market changes. They are represented by: 
- Report and query tools 
- Geographic information systems 
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- Data mining 
- Decision support systems 
- Statistics 
In the third and fourth chapter, will be described how vendors (i.e. 
software companies that sell products to analyse and store data) have 
reacted to the market changes and the types of software that they are 
selling to the consumers in order to fulfil their needs. 
None of these is more important than the others. Researchers have 
seen that each vendor is specialized with one or more of these 
operations especially due to their history and to the sector of business 
where it was, or still is, placed. If each sectors has its own 
characteristics, it is easy to assume that vendors placed in different 
markets/sectors have developed different software. 
OLAP systems applications gives to the users the opportunity to use a 
multidimensional view of the data that is given by multidimensional 
database systems and relational OLAP servers. It is easy to understand 
that the databases that has to be used for these kind of analysis must 
be a high-performance system, which fulfils the requirement for very 
complex and voluminous queries. 
Two  kind of DBMS ( Data Base Management Systems) can be listed 
tthat are usually used for data warehousing: 
1) Super-relational database system 
They are labelled as “super” due to their higher capacity for storing 
different formats, higher speed of relational operations and include 
specialized indexing schemes. Top provide fast response time to 
OLAP applications the data can be organized in two schemas: 
- Star 
Star schema is probably the simplest and most used structure used for 
the database. It tries so “simplifies the logical model by organizing 
data more efficiently for analytical processing”34.  
In order to simplify the logical model it uses fact tables
35
. Specifically 
the star schema uses one central fact table and different dimension 
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 : << Fundamentals of Data Warehouse>>; Matthias Jarke, Maurizio 
Lenzerini, Yannis Vassiliou, Panos Vassiliadis defines fact tables as: “the 
tables. The main measures that interesting for the database and the 
analysis that the user wants to run into it, are stored in the fact table; 
then for every single measure of the multidimensional data model 
there exists a specific dimension table. The taller table stores all the 
information about that specific dimension.  
The picture below is a generic and simple representation of how a star 
schema can be: 
 
Figure 12 Database Structure - Star Schema 
The fact table contains all the main measures that are then present in 
all the dimension tables.  Usually in the star schema, there is only one 
level of dimension and all the attributes are put into the dimension 
table. Often this brings to redundancy in data. To avoid this problem 
the snowflake schema can be designed. 
- Snowflake 
Redundancy and waste of storage might be the real issues when a star 
schema is used and can be useful to create a snowflake schema. 
It is usually represented by centralized fact tables which are connected 
to multiple dimension tables. The connection between the fact table 
                                                                                                                             
central table in a star/snowflake schema which contains the measures of 
interest””. 
and the other dimension tables is done by normalizing the dimension 
tables of the star schema.  
Into the snowflake schema the user has the possibility to add more 
level of dimension and better structured all the attributes, relating each 
of them to a specific dimension table that afterwards is redirect to the 
main dimension table.  
The picture below can easily point out how a snowflake schema can 
be: 
 
 
Figure 13 Database Structure - Snowflake Schema 
 
Usually, it is stated that a snowflake schema is a “series of star 
schema, where each point of the star (i.e. dimension table) explodes 
into more points”. Therefore, we can create more levels of dimension 
with attribute into them; attributes can be easier organized and 
consequently we improve the managing of data, avoiding the 
redundancy. 
2) Multidimensional database systems (MDBMS) 
A multidimensional database systems support directly the way in 
which OLAP users visualize and work with the data
36
.  
As the name suggests this database is composed by several dimension 
(i.e.: multidimensional), so data are stored into n-dimensional cubes, 
where each dimension is built up for a specific user that will run 
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specific queries. As a consequence on how the database is built there 
is no need for sing join operations to answer queries.  
It is easy to understand that queries run in these databases are faster 
and more efficient but, on the other hand, when the user wants to 
restructure the architecture is much more complicated compared to a 
RDBMS. 
These databases are mostly used to implement the existing databases 
architecture especially as a database for data retailer: “...it gets its data 
from a relational data warehouse and offers it to the OLAP 
applications” ( << Fundamentals of Data warehouse >>). 
 
 
 
3. Business Intelligence 
The business have changed a lot in the last fifty years, especially due 
to all the informatics discoveries made by the researchers all over the 
world.  
Through all this time fabrics has increased production of goods per 
day, velocity of production, accuracy of production, have reduced 
waste of good and many others factors that can be more or less 
relevant depending on the sector where the corporations are placed.  
All  the changes that have took place were always related to one main 
variable: time. Time has probably begun the main key factor that 
allows corporations to achieve a competitive role in the market where 
they are placed. Time can be related to several areas, phases, decisions 
of the single corporations; but four the purpose of this study time has 
to be considered relevant for one single moment of the corporation life 
cycle: decisions maiking.. 
Undertake several decisions is not simple. The process of making 
decisions has always been the most crucial one, due to the fact that 
one decision can affect one or more areas and thus all the business. 
Nowadays time, in the business’ world, can be associated to a piece of 
diamond: undertake decision  in the fastest way with the lowest level 
of uncertainty can lead companies to take an advantage in the market.  
The advantage achieved by the company has to be maintained through 
the time with innovations that can be spread through all the business’ 
areas. Innovations are mostly represented by new technologies that 
help employees in their job. Today companies have access to millions 
of data and records, but often they are not able to understand which of 
them are reliable for their business. Being owner of millions of 
records does not mean that each of them is important; what it is really 
important is to be able to use data in the different phases of the 
process of making decisions, running different types of analysis due to 
the needs. This can bring the company to analyse different scenarios 
and then achieve the leader position into the market. 
However it seems that not all the companies have understood the 
importance of analysing data and thus, the importance of 
understanding from where they come from. 
How companies can undertake decisions in a safe environment? How 
companies can have the lowest level of uncertainty? How companies 
can understand internal data? how can they be reliable for the 
company? 
All these questions are fundamental in the actual business and to 
answer to all of them in the last decade companies and researchers 
have developed a new area: the Business Intelligence area.  
Business Intelligence is not a single and easy step to undertake. 
Business Intelligence is a process composed by different phases and 
activities that end in one or more result: a report. The reports allow 
managers to undertake the best decision for the corporation in order to 
maximise the profit and reduce the costs.  
 
3.1 What is Business Intelligence? 
 
Business Intelligence has more than one definition; especially because 
it can change its peculiarities depending on the type of business that 
the corporation run. 
Every single researcher has given its own definition. However it is 
possible to give a generic definition of Business Intelligence putting 
together the majority of the definitions gave so far by the researchers. 
Business Intelligence can be defined as: 
<<…the art of gaining a business advantage from data by answering 
fundamental questions>>
37
. 
Gartner defines Business Intelligence as: 
<<…an umbrella term that includes the applications, infrastructure 
and tools, and best practices that enable access to and analysis of 
information to improve and optimize decisions and performance>>
38
. 
If these two definitions are analysed better in their words, it is possible 
to see and understand that actually business intelligence is not a 
modern idea. 
A company has to be run by someone that has the power and 
undertake decisions. An army has to be run by single man that has the 
power to undertake decisions. In a company employees have different 
roles and responsibilities, and each of them is crucial for the goal of 
the company: maximize profit and live “forever”. In an army soldiers 
have different roles and responsibilities, and each of them is crucial 
for the gain the victory over the enemy. 
We can associate the business intelligence process to the strategy 
command of an army. In the famous treaty on war, Sun Tzu says: 
 <<…what enables the wise commander to strike and conquer, and 
achieve things beyond the reach of ordinary men, is foreknowledge. 
Now this foreknowledge cannot be elicited from spirits>>
39
.  
Of course at that time BI was not meant as today and most of all it 
didn’t have the structure that has today. Modern BI is based on the 
usage of computers to gain foreknowledge by processing and 
analysing information in support of making business decisions.
40
 
Before was stated that BI is a wider term that includes applications, 
infrastructure and tools. This means that today BI is based on 
informatics technologies that can record, analyse and visualize 
millions of records using just a simple software. 
Software do not have the same characteristics, because each of them 
has a peculiarity that may help the users in different areas of the 
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corporations and phases of working. Many times these peculiarities 
are mixed together and the users are able to use more than one 
software for running different analysis. In the following chapters will 
be analysed and shown which are the main companies that lead the 
actual market of business intelligence software. Moreover will be also 
studied the main characteristics and functionalities that the software of 
these companies have.  
The goal is to give an overview of the names/brands that are actually 
more influential and pointed out the functionalities that are offered by 
the companies and demanded by the consumers. 
The definition of Business Intelligence can be summarized saying that 
is a !”process that helps corporations in gathering and analysing 
information with the goal of supporting decisions and managing the 
business processes.”  
 
3.2 Gartner’s view of Business Intelligence 
 
For the purposes of the thesis was decided to use some of the markets’ 
studies made by Gartner. These markets’ studies analyse the market 
environment of Business Intelligence, the try to understand who are 
the main vendors and analyse the main characteristics of the software 
that the main vendors put on the shelves for the consumers; finally, 
using surveys, they aske to the consumers what they think about the 
software, seen as products, in order to understand if their needs are 
fulfilled with by the vendors. 
Who is Gartner? 
Gartner, Inc. (NYSE:IT) is the world’s leading information technology 
research and advisory company
41
. Its reliability is well known and its 
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leader role in the IT Market Research too. Is for these two main 
reasons that for the goal of this thesis  was decided to use and extract 
information from them.  
Gartner analyse, as we have seen, more areas and their researches are 
based on different goals to achieve and on different needs for the 
customers of the researches. The need of this thesis is the Business 
Intelligence and to achieve the goal was studied and analysed one 
specific research: Magic Quadrant for Business Intelligence and 
Analytics Platforms. 
This is an yearly study that usually is sent out by Gartner in February, 
analysing the market’s environment of the previous year. 
For this thesis was decided to collect and use the latest three available 
years: 2013 – 2015. This means that the information that we have 
obtained are related to 2012,2013 and 2014. These market’s studies 
will be used to study, analyse and explain: 
 Competitors of the market 
 Composition of the market 
 Characteristics of the software 
 Position of the competitors (vendors) into the market 
Everything will take into consideration the three years, so an overview 
of the main changes can be given and will be possible to understand 
which changes have been important and which will be important for 
the future years. 
Gartner’s study for Business Intelligence and Analytics Platform is 
divided in 6 steps: 
1) Market Definition/Description 
- BI and Analytics platform capabilities definition 
2) Summary of the Magic Quadrant42 
3) Analyses of the vendors strengths and cautions 
4) Analysis of Criteria used for:  
- Vendors inclusion/exclusion 
- Evaluation Criteria 
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- Completeness of Visions 
- Quadrant Description 
       6) Market overview 
The thesis will briefly go through each step, in order to have a better 
overview of the entire paper and understand how Gartner analyses the 
market. 
 
3.3.2 Gartner’s Criteria Study 
Gartner has developed and improved its studies through the years. To 
accomplish its goal it has changed the criteria used to categorized the 
functionalities of the vendors’ software. The changes in the market, 
due to the new technologies that frequently come out, have also 
changed the way of how Gartner looks at the vendors’ software. 
For the purpose of this thesis was decided to catalogue and point out 
only the criteria that Gartner has used in the 2015 study. However, the 
reader does not have to forget that some criteria may have changed 
from one year to another and thus, the results from the studies of the 
year 2013 and 2014 might be not true.  
Criteria are divided and catalogued by Gartner in: 
 Inclusion and exclusion criteria 
 Evaluation criteria: 
- Ability to execute criteria 
- Completeness of vision 
 
3.3.2.1 Inclusion and Exclusion Criteria 
 
Criteria are used from Gartner to limit the numbers of vendors that 
have to study in details. Those ones who follow these are criteria are 
included in the study. Gartner has ranked vendors that met all the 
inclusion criteria based on a combination of criteria. 
Companies must be respect this list of criteria: 
1. Generated at least $20 million in total Business Intelligence-related 
software license revenue annually
43
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 Gartner defines total software revenue as “…revenue that is generated 
from appliances, new licenses, updates, subscriptions and hosting, technical 
support and maintenance. Professional service revenue and hardware 
2. If number 1 is not reached vendors should have generated at least $17 
million in total BI-related software license revenue annually, plus 15%  
year-over-year in new license technology 
3. If vendors supply also transactional applications, it has to be shown 
that their BI platform is used routinely by organizations that do not 
use their transactional applications 
4. How well vendors address the 13 product-specific critical capabilities 
(see chapter 3.3.3). This is achieved by filling out the Gartner supplied 
RFP
44
 and Vendor Questionnaire 
5. Minimum of 35 customer survey responses from companies that use 
vendor’s BI platform in production 
6. Vendors must have participated in all data collection activities, such 
as: 
- Providing a product list and mapping to critical capabilities 
- Providing verification of revenue 
- Providing customer survey references 
- Completing the critical capabilities RFP 
- Providing up to a one-hour video demo highlighting how the BI 
support the 13 product capabilities 
- Completing the vendor questionnaire 
- Conducting a Magic Quadrant briefing with the authors45 
Gartner exclude all the vendors that offer specific industry or domain 
applications, thus the goal of its study is to give a general overview of 
the market. 
 
3.3.2.2 Evaluation Criteria 
After have included/excluded the vendors into the market study, 
Gartner has to evaluate all of them.  
 Ability to Execute 
The first step is to evaluate the ability to execute criteria. 
Vendors are judged on their ability and success in making their 
business vision into a market reality. This market reality has to be 
followed by the customers that have to be purchased giving to the 
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44
 Request for proposal 
45
 All the list was taken from: Magic Quadrant for Business Intelligence and 
Analytics Platforms”; Gartner, 2015,, page 35. 
companies an added value. For Gartner the ability to  execute is not 
only related to technologies but also to a positive customer experience 
that includes product quality, support, sales experience and more. 
Ratings and comments of this study are based on: 
- Gartner’s analysts opinions 
- Customer’s perception of each vendor’s strengths and challenges 
- Online survey of vendor’s customers 
- Questionnaire completed by the vendors 
- And more… 
 
In the table below are reported the criteria that are taken into 
consideration during the “ability to execute” phase: 
 
 
 
 
 
 
 Completeness of Vision 
The second step that Gartner undertakes is to evaluate the 
completeness of vision of the vendors. In this process vendors are 
evaluated and rated, on their ability in understanding market forces 
can exploited to create value for customers.  
When the Offering Strategy criteria is taken in consideration, Gartner 
evaluated vendors’ ability to support key trends that, theoretically, 
will drive business value in the current year and beyond. These key 
trends are represented by: 
- Expanding analysis to more users 
- New types of data source and analysis 
- New business model and sources revenues 
In the table below are reported the criteria that are taken into 
consideration during the “completeness of vision” phase: 
 
 
 
 
3.3.3 Market Definition/Description 
 
In this part of the paper Gartner gives a briefly description of the 
market, allowing the reader to have an overview of the changings, 
capabilities and technologies that most affected the year analysed. 
Specifically it analyses the capabilities that most had a fundamental 
shifts during the year.  
Capabilities change through the years, due to the evolution of the 
technologies and the market. Gartner tries to use always the same 
classification, in order to give to the readers a better understanding 
and, facilitate the analysis of the changes, allowing the readers to 
follow those companies that lead the market and using their 
innovations to better lead the internal business; acquiring knowledge 
and software in support of their process of making decisions. 
To define the capabilities and their criticalities, Gartner’s analysts first 
identify the leading usage scenarios for the products and services in 
the market and, related to the usage, what are the needs that end users 
look to fulfil when considering those products and services in the 
market. All the results of the common clients are deployed in a model. 
These capabilities, or attributes, that differentiate products and 
services define quality and performance of the vendors’ products.  
They are called “critical” because they represent the most important 
criteria for acquisition decisions for the defined usage and, for this 
reason, different weight will be used while each case is studied. 
The three main categories that represent the “critical capabilities” are: 
1. Integration  
2. Information Delivery  
3. Analysis 
Even if they were the same across 2013 and 2014, they were changed 
for the case study of 2015 into: Enable, Produce and Consume.  
For the purpose of this thesis, those three “critical capabilities” will 
not be analysed in details. However it has to be clear for the readers 
that the market leads the study and due to the discoveries and change 
of needs of the consumers, those classes might change from one year 
to another but, sometimes, even if the classes change, the specific 
capabilities remain the same. 
 
3.3.3.1 2013 Market Critical Capabilities Description 
 
In 2013 Gartner decided to change the name of the paper from 
“Business Intelligence Platforms” to “Business Intelligence and 
Analytics Platforms” to emphasize the growing importance of analysis 
capabilities to the information systems that organizations are now 
building. While the Magic Quadrant assess the vendors broadly in a 
market, a critical capabilities report assesses the products or services 
in a market.During the 2013, the capabilities enabled organizations to 
build  precise systems of classification and measurement to support 
decision-making and improve performance.  
BI and analytic platforms enable companies to measure and improve 
the metrics that matter the most to their businesses, such as sales, 
profits, costs, quality defects, safety incidents, customer satisfaction 
and on-time delivery. BI and analytic platforms also enable 
organizations to classify the dimensions of their business (customers, 
products and employees), with more granular precision
46
.  
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It is easy to understand that all these capabilities allow the companies 
to achieve and perform better processes, and thus results, through all 
the areas and add value to them. If the process of work of an employee 
is improved, the result will be an improvement of the quality of work. 
In 2013 market, the majority of applications could be labelled as 
“descriptive” because critical capabilities, such as dashboards and 
reports, were used to describe the dimensions and measures of a 
particular aspect of the business. On the other hand, the other major 
aspect that Gartner discovered was that organizations were increasing 
the usage of diagnostic analytics that were directly related to 
capabilities like interactive visualization, that allowed users to better 
analyse and interact with the reports, thus numbers of the business.  
These needs have been reflected into the vendors’ software that have 
offered to the final users products based especially on data discovery. 
This emphasis have accelerated the trend towards decentralization and 
user empowerment of BI, and enabled organizations’ ability to 
perform granular diagnostic analysis. 
 
3.3.3.2 2014 Market Critical Capabilities Description 
 
<< The BI analytics platform market is in the middle of an accelerated 
transformation from BI systems used primarily for measurement and 
reporting to those that also support analysis, prediction forecasting 
and optimization…47>>.  
The statement above is taken from the first rows of Gartner’s 2014 
research. since the beginning of the research, Gartner wants to focus 
the attention of the readers on the changes of the market. 
Technologies have grown fast in the last years due to the increase 
demand of the consumers. This, related to new discoveries in the 
informatics environment, have given the possibility to the vendors to 
meet the consumers’ needs.  
In 2014, the market grew more into a 14 billion dollars market size, 
especially due to the investment that companies have made in IT-led 
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consolidation projects to standardize IT-centric BI platforms for large-
scale systems of record reporting.
48
  
The result of the last five years trend was that requirements for the 
new investments were altered toward business-user-driven data 
discovery techniques to make analytics beyond traditional reporting 
more accessible and pervasive to a broader range of users and use 
cases. It is for this reason that capabilities such as OLAP, ad hoc 
query, parameterized reports did not grow as expected, primarily 
because most of the consumers/users considered them too difficult to 
use. 
To follow the market needs vendors decided to embed traditional 
reporting, dashboards and interactive analysis together, combining 
them with more advanced and prescriptive analytics built from 
statistical functions and algorithms available within the BI platform.
49
  
Vendors intended to satisfy the entire demand and, for this reason, 
they pushed their products to a wider range of users. To do that they 
decided to explore the mobile market, still undiscovered at that time, 
and multi structured data stored in NoSQL
50
 data repositories. NoSQL 
databases, in the ideas of the vendors, were the future thanks to the 
empowerment in the technologies they should meet the consumers’ 
needs; on the other hand those kind of database are much more 
complicated and specialist are needed for their usage.  
The Capabilities that dropped more from 2013 to 2014 studies was the 
usage of scorecards. Companies did not show interest in this 
technology and vendors preferred to push their effort on dashboards 
that were more interesting for the companies too. 
Instead, capabilities added to the study were, over all: geospatial and 
location intelligence, advanced analytics, support for big data sources 
and business user data mashup and modelling. 
The three main categories, for Gartner, were recognizable into: 
 Information Delivery 
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  NoSQL stands for: “not only SQL”. The community of developers see it as 
the next generation databases that embed powerful capabilities such as non 
relational database structure, open source, schema free and most of all the 
possibility to store, analyse and study a bigger number of data (records).  
In this first class is interesting to highlight two specific capabilities: 
dashboards
51
 and mobile BI
52
 
 Analysis 
In the second class is interesting to highlight one specific capability: 
geospatial and location intelligence
53
 
 
 Integration 
In the third and last class is interesting to highlight two specific 
capabilities: business user data mashup and modelling
54
 and support 
for big data
55
. 
In 2014 the market is requiring the possibility to analyse much more 
data, faster and wherever is possible.  
The economy never stops to grow in terms of quantities and velocity, 
and these needs must be satisfied from the vendors. 
 
3.3.3.3 2015 Market Critical Capabilities Description 
Market in 2014 did not change a lot in terms of growing, either in 
quantity either in value. Users have continued to demand access to 
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 Mobile BI is defined as: “Enables organizations to develop and deliver 
content to mobile devices in a publishing and/or interactive mode, and 
takes advantage of mobile devices’ capabilities such as touchscreen, 
camera, location awareness and natural-language query”. From “Magic 
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 Business user data mashup and modelling is defined as “possibility to 
code-free, drag and drop, user driven data combination of different sources 
and creation of analytic models. Moreover advanced capabilities include 
intelligent joints, hierarchy generation and more”. From: “Magic Quadrant 
for Business Intelligence and Analytics Platforms”; Gartner, 2014 
55
 Support for big data sources is defined as. “Ability to support and query 
hybrid, columnar and array-based data sources”. From: “Magic Quadrant for 
Business Intelligence and Analytics Platforms”; Gartner, 2014 
interactive styles of analysis and insights from advanced analytics, 
without requiring to have IT or data science skills
56
.  
This is exactly what the previous year the demand was asking to the 
vendors and they have tried to purchase their needs. The need for 
system-of-record reporting to run business remains but there is a 
significant change in how companies satisfy this and new business-
user-driven requirements.  
Companies are increasingly shifting from using the installed base, IT- 
centric platforms to more decentralized data discovery deployments. 
Companies want platforms that can be rapidly implemented and can 
be used either by analyst, business users and IT.  
This is exactly what vendors were expected, following the trend of the 
last 3 years. Companies want to have a product that can be easily 
spread through the enterprise with a share of knowledge and without 
having high cost of implementing. They want software that can satisfy 
their needs but can also be easily implemented by the internal IT.  
 
In support of the wider adoption, companies and independent software 
vendors have embedded traditional reporting, dashboards and 
interactive analysis into business processes or applications. 
They also have incorporated more advanced and prescriptive analytics 
built from statistical functions and algorithms available within the BI 
platform. Market, in the person of business users and analyst also 
demanded access to self-service capabilities beyond data discovery 
and interactive visualization of IT-curated data sources; they have also 
looked at easier and faster ways to discover relevant patterns and 
insights in data. 
In 2015, the demand for native access to multi structured and 
streaming data combined with interactive visualization and 
exploration capabilities came especially from early adopters, but they 
have become important platform features
57
. 
Gartner divided the capabilities in three new categories: 
 Enable 
                                                          
56
 “Magic Quadrant for Business Intelligence and Analytics Platforms”; 
Gartner, 2015 
57
 “Magic Quadrant for Business Intelligence and Analytics Platforms”; 
Gartner, 2015 
 Produce 
 Consume 
These capabilities support building an analytics portfolio that map to 
shift requirements from It to the business
58
.  
Compared to the previous year and thus to the 2013 study, there is one 
new relevant capability that was added by Gartner in its study: 
- Cloud deployment.  
Gartner inserted this capability in the first class, “Enable” and it can 
be defined as: 
platform and analytic application as a service capabilities for building, 
deploying and managing analytics and analytic application in the 
cloud, based on data both in the cloud and on-premises
59
. 
 
 
 
 
3.3.4 Gartner Magic Quadrant Analysis 
The Magic Quadrant created by Gartner shows how the vendors are 
placed in the market reflecting the analysis made with the critical 
capabilities. The Quadrant is made up by four squares that represent 
four different position in the market. Each square has its own 
characteristics and vendors are placed in one of them if they fulfil 
those characteristics. These squares are: 
 Niche Players 
In this quadrant are placed those vendors who <<…do well in a 
specific segment of the BI platform and analytics market, such as 
reporting, dash boarding, collaboration, embeddability or big data 
integration, or have limited capability to innovate or outperform other 
vendors. They may focus on a specific domain or aspect of BI, but are 
likely to lack depth of functionality elsewhere. They may also have 
gaps relating to broader platform functionality or have less-then-stellar 
customer feedback. Alternatively, they may have a reasonably broad 
BI platform but limited implementation and support capabilities, or 
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relatively limited customer bases. In addition, they may not yet have 
achieved the necessary scale to solidify their market positions>>.
60
 
 Challengers 
In this quadrant are placed those vendors who <<…are well positioned 
to succeed in the market. However, they may be limited to specific use 
cases, technical environment or application domains. Their vision may 
be hampered by lack of coordinated strategy across the various 
products in their platform portfolios, or they may lack the marketing 
efforts, sales channel, geographic presence and awareness of the 
vendors in the leaders quadrant>>
61
. 
 Leaders 
In this quadrant are placed those vendors who <<… are strong in the 
breadth and depth of their Bi platform capabilities, and can deliver on 
enterprise wide implementations that support a broad strategy. 
Leaders articulate a business proposition that resonates with buyers, 
supported by viability and operational capability to deliver on a global 
basis. Smaller vendors, which may lack strong scores for geographic 
or vertical/industry strategy may still be Leaders due to the strength of 
their market understanding, capabilities and road maps, market 
momentum, and excellent execution on key product, customer and 
sales experience measures>>.
62
 
 Visionaries 
This the last quadrant and here are placed those vendors who 
<<…have a strong and unique vision for delivering a BI platform. 
They offer depth of functionality in the areas they address. However, 
they may have gaps relating to broader functionality requirements. 
Visionaries are thought-leaders and innovators, but they may be 
lacking in scale, or there may be concerns about their ability to grow 
and provide consistent execution>>.
63
 
Below there is a representation of the Magic Quadrant: 
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 Figure 14 Magic Quadrant – Description of the four Quadrants 
On the y-axis we have the ability to execute that grows from 0 till “n”; 
while on the x-axis we have the completeness of vision that grows 
from 0 till “n”. Vendors are placed in one this quadrant. Vendors that 
are placed in the Leaders quadrant are usually considered as the best 
ones in the market, while the one placed in the Nice Players quadrant 
are usually considered the ones in a dangerous position because the 
changing of the market may affect their economic situation. This is a 
common assumption but not always is true; is important to understand 
and analyse all the characteristics that the single vendor offer in order 
to understand if it can satisfy our needs. Even in every quadrant is 
present a hierarchy position that must be taken in consideration. 
For the purposes of our study, we have decided to select seven 
vendors out of the twenty-five vendors studied by Gartner. We have 
selected those ones that are more relevant for the market in terms of 
vision, economic numbers, customers reach and advanced 
technologies. These vendors are: 
o Microsoft 
o Microstrategy 
o Oracle 
o Qlik 
o SAP 
o SAS 
o Tableau 
We will analyse them through the latest three years of study made by 
Gartner highlighting the trend-position into the magic Quadrant 
together with the main technological characteristics, and thus the 
possibilities that gives to the consumers, that each one has. 
 
3.3.4.1 2013 Magic Quadrant 
 
In the previous paragraphs, we have illustrated the market for the 2013 
and we have said that since this specific year Gartner decided to 
change the title of the study paper into “Magic Quadrant for Business 
Intelligence and Analytic Performance”. It is easy to understand that 
since this year many changings began, especially due to the 
technologies that came to the world, that allowed companies to 
analyse internal data at a granular details. But, who were the main 
vendors placed into the market? 
The picture below shows the magic quadrant for the 2013 study paper. 
 Figure 15 Magic Quadrant - Year 2013 
The market situation was quite fuzzy, without a real leader of the 
market. Some vendors were increasing their sales and were acquiring 
better position into the market place such as Tableau, QlickTech and 
Microstrategy. On the other hand, there were historical vendors like 
Microsoft, SAS, SAP and Oracle that were trying to understand the 
demand of the market. The latest ones passed some difficult moments 
because they were not able to understand in which direction the wind 
was blowing and the only thing that was still helping them in maintain 
a leader position was their size, which means their brand. 
This year was quite revolutionary either for the market either for the 
vendors, that did everything to achieve consumers’ needs. 
If this was a generic scenario for the bigger vendors, other were 
entering in the market with revolutionary idea; that is the case of 
Tableau and QlickTech. Their business idea was completely different 
from the other vendors: they decided to base their business on a new 
way of visualization and interaction with data: easy to understand and 
fast to learn. 
Below we will go briefly through each vendors that we have selected, 
describing the main strengths and cautions that Gartner observed in 
his study.  
 Microsoft  
The main strength that Microsoft had in 2013 was given by the set of 
BI and analytics package that was offering to the consumer. The 
package was composed, and still it is composed, by three products 
offered: Microsoft Office (specifically Excel), Microsoft SQL Server 
and Microsoft SharePoint. Each of this product was made to reach a 
wider range of users, and the whole package together allowed 
Microsoft to establish itself as the number 3 vendors for 2013.  
The table below shows the two main strengths and cautions 
(issues/problems) of Microsoft: 
 
 
 
 
 
 
 MicroStrategy 
MicroStrategy is company specialized in providing enterprise 
software platform. In 2013, Gartner placed the vendor as a leader, 
especially due to its capabilities to fulfil big enterprise and become 
their BI software standard. This allowed the vendor to reach a wider 
number of users, using high data volume and spread across the 
company the BI software. In 2013 Gartner, reviewed MicroStrategy 
position in completeness of vision and ability to execute, due to the 
lack of capabilities on predictive and prescriptive analytics; moreover 
following customers’ survey MicroStrategy still had a user interface 
over focused on report designs. 
The table below shows the two main strengths and cautions 
(issues/problems) of MicroStrategy
64
: 
 
 
 
 
 Oracle 
Oracle is defined from Gartner as one of the mega vendor that are 
present inside the Magic Quadrant. Its big size, in terms of financial 
resources and advanced technologies, set the Oracle Business 
Intelligence Foundation Suite (with its principal component Oracle 
Intelligence Enterprise Edition, OBIEE) as a BI and analytics platform 
that’s best suited for building large, IT managed and centrally 
governed global deployments. This allowed Oracle to spread to a 
wider range of users the BI software thanked to the different 
capabilities and applications into it. 
The table below shows the two main strengths and cautions 
(issues/problems) of Oracle: 
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  Qlik 
QlickTech is a market leader company in data discovery, a segment in 
BI market it pioneered. It provides a platform-based approach to 
visual analytics that empowers the entire organizations to make 
decisions with confidence
65
. The platform is based on an in-memory 
data store
66
 with a set of well-integrated BI tools. Even if QlickTech 
was the pioneer in data discovery the market is changing quite fast and 
it has to pay attention to those competitors who already looking at this 
functionality as the one where they have to focus in order to increase 
their business. 
The table below shows the two main strengths and cautions 
(issues/problems) of QlickView: 
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 SAP 
SAP in considered by Gartner as one of the mega vendor of the 
market. In 2013 was one of the most important player for the Bi and 
analytics platforms and thanks to its large customers base it can 
allocate many resource to R&D and merger-and-acquisition initiatives 
too drive products forward
67
. In 2012 SAP closed contract of 
multimillion dollar and its commercial success is due to its product 
marketing efforts on targeting SAP enterprise application base. Often 
is cited by the customers as the BI standard platform. 
The success and reputation obtained by SAP are in contrast with the 
lack of integration between SAP’s products, that was one of the main 
request of the market.  
The table below shows the two main strengths and cautions 
(issues/problems) of SAP: 
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 SAS 
SAS is considered as one of the mega vendor of the market. It is one 
of the oldest company of the informatics market. Its name stands for 
Statistical Analysis System. SAS’s portfolio is wide and includes tools 
of BI, performance management, data warehousing and other. SAS is 
well known for its capabilities on advanced analytical techniques like 
data mining, predictive modelling where is considered as a leader. The 
architecture for the analytics systems is well structure and technicians 
are able to build complex systems. If the advanced functionalities 
allow developers to build complex systems, on the other hand not 
many users have the access to this software. 
The table below shows the two main strengths and cautions 
(issues/problems) of SAS: 
 
 
 
 
 
 
  Tableau Software 
Tableau can be compared to QlickTech in terms of products sold; it Is 
not consider a mega vendor due to the specific functionalities of its 
software. Tableau is a self-contained BI platform that provides 
purpose-built, business oriented data, ETL with direct data connectors. 
It is considered as a stand-alone BI vendor. The real lack that Gartner 
found is related to the fact that Tableau was used by organizations that 
already had a BI standard, it is used an accessory to another BI 
platform software. 
There is no doubt that Tableau increased their sales during the last 
years, placing itself in the leaders quadrant, but still far from others 
vendors. The real ability of tableau is to give to users a new way of 
analyse and watch report and data with a interactive system. 
The table below shows the two main strengths and cautions 
(issues/problems) of Tableau Software: 
 
 
 
 
 
 
 
3.3.4.2 2014 Magic Quadrant 
The major functionality pursued by the market in the year 2013 (2014 
Gartner’s study) was data discovery along with the standardization on 
platforms for their larger enterprise BI deployments; in 2013 platform 
still lacked in features such as governance, administration, scalability 
among others. As a result of data discovery paradigm, the current IT-
centric BI and analytics platform Leaders, which usually owned the 
installed base market share but lacked market growth momentum, 
were trying to change this focusing their activities and new products 
investment on business-users-driven data discovery and analysis
68
. 
The result of these changing and planned activities is that all the 
vendors in the Leaders quadrant have been moved to the “left” in 
terms of Completeness of Vision. 
Along with data discovery the other functionality that was revealed in 
the Cloud BI. It seemed that this functionality has become more 
acceptable as deployment options for “stocking” BI platform. 
Below is represented the 2014 Gartner’s Magic Quadrant picture, 
extracted from the same paper study. 
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 Figure 16 Magic Quadrant - Year 2014 
We can see quite easily how this market scenario is more straight 
forward compared with 2013 Gartner’s study. There are less vendors 
in the Leaders quadrant and, on the other hand, in the niche players 
quadrant more vendors are placed close to the centre of the graph. It 
seemed that the market “squeezed” towards the centre of the graph. 
Always comparing the 2014 quadrant with the 2013 quadrant we can 
see that mega vendors such as MicroStrategy, Oracle, SAP and SAS 
have lost positions compared to the big climbing of Qlik and Tableau. 
 
 
 Microsoft 
Microsoft is considered as one of the mega vendor by of the market. It 
offers a competitive and wide set of BI and analytics, pricing and 
packaging that appeal to internal (Microsoft) and external developers, 
retail (independent distributors) and also to business users. It does 
through a package, as we have seen in the 2013 market study that 
combine enhanced BI and data discovery capabilities with the Office 
pack (most of all with 2013 Excel functionalities), data management 
capabilities ( SQL Server) and collaboration and user and usage 
management capabilities ( SharePoint). Of the mega vendor Microsoft 
is the one that has made the most progress toward delivering a 
combination of business user capabilities with an enterprise-capable 
platform.  
The table below shows the two main strengths and cautions 
(issues/problems) of Microsoft: 
 
 
 
Microsoft BI platform often is seen as the standard BI platform from 
small and midsize enterprises, but it is deploying fast also in the 
bigger enterprises. 
 
 
 
 
 
 
 
 
 
 
 
 MicroStrategy 
MicroStrategy has offered an enterprise-grade and organically grown 
end-to-end BI platform, specifically in large data warehouse needs 
when the enterprise environment is complex. It has invested in the last 
year a big steak of resources in scalability and performance 
enhancements. 
The table below shows the two main strengths and cautions 
(issues/problems) of MicroStrategy: 
 
 
 
 
 Oracle 
Oracle, in 2013, was considered by Gartner as one of the mega 
vendor. 
 In 2014 study Oracle maintained this position in the market and 
maintained also the place into the leaders quadrant. It offers a wide 
range of BI and analytics-related technologies and products that 
customers use it as a BI standard platform. The package is composed 
from different software, with Oracle BI Server as the main one. It 
provides optimized query generation to heterogeneous data sources 
and it is often deployed to support large scale, systems of record 
dashboard and reporting requirements. 
 
The table below shows the two main strengths and cautions 
(issues/problems) of Oracle: 
 
 
  
 Qlik 
As was seen before, at the beginning of this paragraph, Qlik is one of 
these vendors that made a big step in the market. It gained many 
positions and the 201 magic quadrant shows clearly where it is now, 
only behind Tableau.  
Qlik maintained a position of market leader with its capabilities in 
data discovery. Its product QlickView, is a self-contained platform, 
based on an in-memory associative search engine and a growing set of 
information access and query connector with a set of BI capabilities. 
Qlik released a new version of interactive visualization, called Natural 
Analytics, built on the company associative search capability and 
incorporates enhanced comparisons, collaboration, workflow, sharing 
and more. 
The table below shows the two main strengths and cautions 
(issues/problems) of QlickView: 
 
 
 SAP 
SAP is one of the mega vendor as is still seen by the companies as BI 
standard, especially if they also want, or already did, standardize on 
SAP for ERP applications. SAP BusinessObjects BI Suite is the 
software for BI and analytics built by SAP. 
In 2014 SAP lost some positions in the market, and the picture of the 
magic quadrant explain well this. Nevertheless, especially thanks to 
the advanced functionalities of the ERP did not lose the place into the 
leaders’ quadrant. 
The table below shows the two main strengths and cautions 
(issues/problems) of SAP: 
 
 
SAP is using more its advanced capabilities in ERP to gain market 
share and customers. However is not only for the brand that it is 
achieving good result, but also because the new BI platform ha good 
capabilities. 
 
 
 SAS 
 
SAS real core strength is advanced analytics together with data 
warehousing, in-memory databases, data integration and data quality. 
SAS between the 2012 and 2013 achieved to maintain almost the 
same position in the market and this shows their ability in offering 
good product to customers and meet the demand of the market. 
The table below shows the two main strengths and cautions 
(issues/problems) of SAS: 
 
 
 
 Tableau 
Tableau had an incredible year in 2013, and the magic quadrant shows 
us how far and high it went. It achieved the first position over all in 
the leaders quadrant and this brought it to be the leader market in 
business intelligence applications (wider use of the term business 
intelligence, without taking into consideration specific functionalities). 
Its highly intuitive, visual-based data discovery, dashboard and data 
mashup capabilities have transformed business users’ expectations 
about what they can discover in data and share without having specific 
skills or training. 
The table below shows the two main strengths and cautions 
(issues/problems) of Tableau Software: 
 
 
 
 
 
 
3.3.4.3 2015 Magic Quadrant 
 
The year 2014 has been another year of challenging execution for the 
market share leaders. The functionalities that vendors are purchased, 
on order to meet the demand of the market went from the ease of use 
to the support for all the users (IT and business users), from the 
necessity of running complex types of analysis in a faster time to the 
necessity of having report and data always available (mobile BI 
functionalities).  
Gartner surveys have revealed that increasingly companies wanted to 
expand the use of data discovery platforms to all the internal areas
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. 
Unfortunately for the customers, BI platform still lacked of broader 
functionalities such as administration and scalability among others. 
Buyers seemed to be waiting to see if their enterprise standard BI 
platform will deliver on the business user oriented capabilities they 
prefer to use such as analytics requirements beyond production 
reporting. The need for platforms to scale and perform for larger 
amount of diverse data will continue to dominate BI market 
requirements. 
Below there is the picture of the 2015 Magic Quadrant that represents 
the situation of the market in the year 2014: 
 
Figure 17 Magic Quadrant - Year 2015 
It is easy to understand the shift that the market had from 2013 to 
2014.  
Vendors placed themselves even closer to centre of the graph, while 
Tableau has remained the uncontested leader of the market.  
Vendors were able to get more closer to the demand of the market and 
this brought even more competition between themselves, letting be 
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important the ability to give a BI platform that could have be used 
from IT and business users in every areas of the enterprises. 
Tableau and Qlik, due to their low cost of purchasing were able to 
reach a big number of small and medium size companies, while mega 
vendors have tried to conquer bigger customers giving them a wider 
BI platform package. 
 
 
 
 Microsoft 
Microsoft, to achieve a bigger steak of market, pushed on its wider 
portfolio with a centralized and decentralized BI platform.  
Gartner pointed out that typically companies have deployed SQL 
Server and SharePoint to support IT developer centric data 
management, reporting and administration requirements, while 
business users are served with the Power BI components of the 
portfolio through Excel 2013 and Office 365. 
Microsoft leader position in the magic quadrant is essentially driven 
by a strong product vision and future road map, as well as a clear 
understanding of the market needs. Close to this Microsoft package is 
ease to use especially in data discovery capabilities. 
The table below shows the two main strengths and cautions 
(issues/problems) of Microsoft: 
 
 
 
  
 MicroStrategy 
MicroStrategy position in the Magi Quadrant has fell down in the 
leaders’ quadrant, as many other vendors in the year 2014.  
MicroStrategy offers an enterprise-grade BI platform that is well 
suited to large and complex system of records reporting and governed 
data discovery requirements. It has invested early in cloud and Mobile 
BI but the execution of these functionalities has been low and poor. 
The table below shows the two main strengths and cautions 
(issues/problems) of MicroStrategy: 
 
 
There is no doubt that Microstrategy will have to work on these 
problems for the next year, trying to re-acquire old customers and 
change the brand position on the market. 
 
 
 
 Oracle  
Of the mega vendor Oracle is the one that in 2014 has lost more 
position in the market. The Magic Quadrant shows us that it is placed 
really close to the line that dive the leaders quadrant and the 
visionaries.  
Oracle has a very large and diverse set of capabilities that are provided 
by the many products in its BI and analytic portfolio. It offers more 
than 80 prebuilt BI applications from hardware to software.  
The position in the quadrant reflects a fragmented product vision 
compared with other large vendors along with a low grade with 
customers satisfaction. The big challenge for Oracle will be to 
improve the usability of the products and improve customer 
experience. 
The table below shows the two main strengths and cautions 
(issues/problems) of Oracle: 
 
 
 
 
 
 Qlik 
Between all the vendors, Qlik is the one that has lost less position in 
the Magic Quadrant. 
It remains the second vendor in the market, quite far from tableau but 
with a good advantage on the mega vendors. 
Qlik has remained the market leader in data discovery and now it sells 
two products, both based on an in-memory search engine.  
QlikView is a mature platform that can be used by IT or more 
technical users for building interactive and intuitive dashboard.  
The leader position of this vendor is given by the strong vision around 
governed data discovery, while sales experience has remained 
probably the main concern. 
The table below shows the two main strengths and cautions 
(issues/problems) of QlickView: 
 
  
Qlik must put down a clear strategy for the future in terms of basket 
range products and brand strategy, otherwise it might lost the 
advantage position gained in the last three years. 
 
 
 
 SAP 
SAP, as the other mega vendors, has lost position in the market.  
It is still placed in the leaders quadrant even if the position is lower 
compared to the previous years. It is placed close to the boundary 
between the visionaries and leaders quadrant.  
SAP delivers a broad range of BI analytics capabilities and is often 
chosen as BI standard platform by the companies, particularly if they 
also standardize for ERP applications and systems, where SAP is 
known as the leader in the market. In the last year SAP has heavily 
invested in a visionary product but, the main problem has remained 
the relationships with customers. 
The table below shows the two main strengths and cautions 
(issues/problems) of SAP: 
 
  
 
 
 SAS 
The place into the Magi Quadrant reflect the trend of the other mega 
vendors of the market. SAS has a lower position, compared to the 
previous years, and analysis must be done in order to no continue to 
fall in the market. 
Even if the position has decreased SAS is still seen as one of the best 
in statistic and predictive modelling with an innovative visualization 
enabled by powerful in-memory processing capabilities.  
With is product for data discovery, SAS Visual Analytics, is still the 
leader in the market especially thanks to a better pricing model; but 
SAS is still not seen as a BI standard platform and this can damage the 
sales now and in the future. 
The table below shows the two main strengths and cautions 
(issues/problems) of SAS: 
 
 
 
  Tableau 
Tableau is the uncontested leader of the market.  
The survey made by Gartner shows well in the Magic Quadrant how 
far all the vendors from Tableau are.  
It has maintained the position in the market and it has satisfied and 
met all the needs of the customers.  
Its intuitive, visual based data discovery capabilities have transformed 
business-users expectations about what they can discover in data. A 
proof of the good strategy run by  
Tableau is given from the revenue has grown in the last years from 
$100 million in 2012 to $300 million this year.  
The table below shows the two main strengths and cautions 
(issues/problems) of Tableau Software: 
 
 
 
 
 
 
 
 
 
 
 
5. Conclusion 
The XXI century is driven by the technology. Everything around us is 
technology, we all live for technology. 
Corporations, managers and employees can’t avoid the fact that 
nowadays technology is fundamental.  
 
The study has shown how fast vendors improve their products due to 
the demand of the consumers and to the technological progress. 
Companies and managements must understand now how the future 
will be and from what will be led to put on the right path their 
corporations and be the first in gaining the competitive advantage. 
 
Data has always been important, but now will be our guiding star for 
years and years and companies will success only by understanding 
data. 
Data won’t only give information on how much the companies have 
sold, but will lead them in deciding what the consumers will purchase 
even before the would know. 
If they won’t understand this challenge, they will fail. 
 
Knowing data will be crucial, deep technical skills will be needed, 
knowledge of the actual and previous instruments will be fundamental 
to better understand the future technological improvements. 
 
The biggest change that managers will have to do is to dramatically 
change theirs modus operandi: it won’t be important anymore to 
understand for which reason a consumer purchase that product. 
What will be important is to understand what the consumer has 
purchased in order to predict in what he will be interested in. 
 
Since the Sumerian era the environment has changed and history have 
been through dramatic changes too. Along the last two decades, 
technology has become our friend for knowing and understanding 
data.  
 
Greater understanding determines greater doubts but also greater 
opportunities. 
Foolish will be the man that won't catch the clear opportunity that the 
word is giving to him. 
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