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We propose an information-theoretic quantifier for the advantage gained from cooperation that
captures the degree of dependency between subsystems of a global system. The quantifier is dis-
tinct from measures of multipartite correlations despite sharing many properties with them. It
is directly computable for classical as well as quantum systems and reduces to comparing the re-
spective conditional mutual information between any two subsystems. Secret sharing provides an
exemplary cooperation task where this quantifier is beneficial. Based on the new quantifier we prove
an inequality characterizing the lack of monotonicity of conditional mutual information under local
operations and provide intuitive understanding for it.
I. INTRODUCTION
Identifying and quantifying dependencies in multipar-
tite systems enable their analysis and provides a better
understanding of complex phenomena. The problem has
been addressed by several communities, considering both
classical and quantum systems. For example, in neu-
roscience and genetics measures of multipartite synergy
were put forward [1–6], in quantitative sociology quanti-
fiers of coordination were introduced [7], and in physics
and information processing quantities aimed at charac-
terizing genuine multiparty correlations were studied in
depth [8–13]. The former quantifiers are motivated math-
ematically, keeping the combinatorial aspects of complex
systems in mind, e.g., the synergy is the difference in the
information all subsystems have about an extra system as
compared to the total information contained in any sub-
set of the systems. Many of the latter quantifiers involve
difficult optimizations and are therefore hard to com-
pute. Here, we introduce an operationally defined, simple
and computable quantifier of multipartite dependency in
terms of information gain from cooperation when some
parties meet and try to deduce the variables of some of
the remaining parties. We show how it differs from mul-
tipartite correlations, prove its essential properties and
discuss the application to quantum secret sharing.
It turns out that, in order to compute the quantity
introduced here, it is sufficient to consider the respec-
tive conditional mutual information between only two
subsystems. Therefore, any operational meaning of the
conditional mutual information, e.g., in terms of com-
munication cost of quantum state redistribution [14, 15],
applies to the dependence measure as well. In this con-
text, we prove an inequality which characterizes the lack
of monotonicity of quantum conditional mutual informa-
tion under general local operations.
II. MULTIPARTITE DEPENDENCE
Let us begin by briefly recalling fundamental re-
lationships, e.g., that two classical variables X1 and
X2 are statistically independent if their probabilities
satisfy P (X1|X2) = P (X1). Alternatively, the sta-
tistical independence can be stated in terms of en-
tropies with the help of both the Shannon entropy
H(X) = −∑di=1 P (xi) logd P (xi), where d is the num-
ber of outcomes, and the conditional entropy H(X |Y ) =
−∑i,j P (xi, yj) logd P (xi,yj)P (yj) . As a measure of depen-
dence of two variables X1 and X2 one introduces the
corresponding entropic difference H(X1) − H(X1|X2),
the so-called mutual information I(X1 : X2) [16]. Simi-
larly, the quantum mutual information captures the de-
pendence between quantum subsystems [17]. However,
already in the case of three variables there are two levels
of independence. The variable X1 can be independent
of all other variables, i.e., P (X1|X2X3) = P (X1), or it
can be conditionally independent of one of them, e.g.,
P (X1|X2X3) = P (X1|X2). The former dependence is
again captured by the mutual information I(X1 : X2X3),
while the so-called conditional mutual information I(X1 :
X3|X2) = H(X1|X2)−H(X1|X2X3) considers the latter.
It is thus natural to define the tripartite dependence as
the situation where any variable depends on all the other
variables. This can be quantified as the worst case con-
ditional mutual information
D3 ≡ min[I(X1 : X2|X3), I(X1 : X3|X2),
I(X2 : X3|X1)]. (1)
2Due to strong subadditivity the conditional mutual in-
formation is non-negative and hence D3 ≥ 0 [18]. D3
vanishes if and only if there exists a variable such that
already a subset of the remaining parties can gain the
maximally accessible information about the variable in
question. Note that this condition is also satisfied if a
variable is not correlated with the rest of the system at
all.
The value of D3 can be interpreted using an alterna-
tive expression for conditional mutual information, e.g.,
I(X1 : X3|X2) = I(X1 : X2X3) − I(X1 : X2). Reformu-
lating now (1), one recognizes that D3 expresses the gain
in information about the first subsystem that the second
party has from cooperating with the third party. Accord-
ingly, nonzero D3 ensures that any two parties always
gain through cooperation when accessing the knowledge
about the remaining subsystem. The minimal gain over
the choice of parties is an alternative way to compute D3.
In the context of quantum subsystems we can
rewrite the conditional mutual information as I(X1 :
X3|X2) = S(X1|X2) + S(X3|X2) − S(X1X3|X2), where
e.g. S(X1|X2) is the conditional entropy based on the
von Neumann entropy S(·). Since S(X1|X2) is the entan-
glement cost of merging a state X1 with X2, see Ref. [19],
we can interpret the conditional mutual information as
the extra cost of merging states one by one (X1 with X2
and X3 with X2) instead of altogether (X1X3 with X2).
D3 is the minimum extra cost of this merging.
Secret sharing.—An example of an intuitive applica-
tion of D3 is (quantum) secret sharing [20–23]. In the
tripartite setting, secret sharing requires collaboration of
two parties in order to read out the secret of the remain-
ing party. In the classical version of this problem the se-
cret is a random variable, e.g., the measurement outcome
of, say, the first observer. It is thus required that both,
the second as well as the third party alone has only little
or no information about the secret, i.e., I(X1 : X2) and
I(X1 : X3) are small, while both of them together can
reveal the result of the first observer, i.e., I(X1 : X2X3)
is large or unity. It is clear that the value of D3 (close to
its maximum) yields a measure for the working of secret
sharing. Furthermore, due to the minimization in (1), the
secret can be generated at any party. Below we derive
the classical distributions with large D3 as well as quan-
tum states which achieve maximal dependence. Quite
surprisingly these are mixed states belonging to the class
of so-called k-uniform states [24]. It turns out that these
states have perfect correlations along complementary lo-
cal measurements and therefore, by following the proto-
col in [22], the quantum solution to the secret sharing
problem offers additionally security against eavesdrop-
ping. In Appendix E we show that these states enable
perfect sharing of a quantum secret (unknown quantum
state) and that the value of dependence provides a lower
bound on the quality of quantum secret sharing for a class
of states. See Ref. [25] for an example of secret sharing
with a class of pure k-uniform states.
Correlations and dependence.—Before we generalize to
an arbitrary number of parties and present the properties
of the resulting DN , let us give a simple example that il-
lustrates the difference between multipartite correlations
and multipartite dependence. Consider three classical bi-
nary random variables described by the joint probability
distribution P (000) = P (111) = 12 . All three variables
are clearly correlated as confirmed, e.g., by quantifiers
introduced in Refs. [12, 13]. However, the knowledge of,
say, the first party about the third party does not in-
crease if the first observer is allowed to cooperate with
the second one. By examining her data, the first ob-
server knows the variables of both remaining parties and
any cooperation with one of them does not change this.
There is no information gain and hence this distribution
has vanishing tripartite dependence.
On the other hand, let us consider the joint proba-
bility distribution with P (000) = P (011) = P (101) =
P (110) = 14 , which can describe also a classical system.
Any two variables in this distribution are completely un-
correlated, but any two parties can perfectly decode the
value of the remaining variable. Hence the gain from co-
operation is 1 and so is the value of D3. This quantifier is
thus very good for identifying the suitability of a system
for secret sharing, where the secret could be at any party.
Larger systems.—Moving on to more complex systems,
we note that there are more conditions to be considered
already in order to define the four-partite dependence.
In analogy to the tripartite case the first condition is
to require that cooperation of any triple of parties pro-
vides more information about the remaining subsystem,
e.g., I(X1 : X2X3X4) − I(X1 : X2X3) must be positive.
But one should also impose that cooperation between
any pair brings information gain about the two remain-
ing variables, e.g., I(X1X2 : X3X4)−I(X1X2 : X3) must
be positive. The former condition demands a positive
conditional mutual information, I(X1 : X4|X2X3) > 0,
while the latter one requires I(X1X2 : X4|X3) > 0. In
order to compute D4 one takes the minimum of these
two conditional mutual informations over all permuta-
tions of subsystems. Note, however, that, e.g., I(X1X2 :
X4|X3) ≥ I(X1 : X4|X2X3) and therefore it is sufficient
to minimize over the conditional mutual information be-
tween two variables only. We emphasize that this step
simplifies the computation significantly. The same argu-
ment applies for arbitrary N and leads to the definition
of N -partite dependence
DN ≡ min
perm
I(X1 : X2|X3 . . .XN ), (2)
where the minimum is taken over all permutations of the
subsystems. In the case of a quantum system in state ρ
we obtain
DN (ρ) = min
j,k
[S(Trjρ)+S(Trkρ)−S(Trjkρ)−S(ρ)], (3)
where j, k = 1 . . .N and j 6= k. Trjρ denotes a partial
trace over the subsystem j. In general, calculating the N -
partite dependence requires computation and comparison
3of
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values, i.e., scales polynomially as N2, whereas for
permutationally invariant systems it is straightforward.
One may also like to study k-partite dependencies
within an N -partite system. To this aim we propose to
apply the definitions above to any k-partite subsystem
and take the minimum over the resulting values.
III. PROPERTIES
The maximal N -partite dependence over classical dis-
tributions of d-valued variables is given by 1 (recall that
our logarithms are base d) and follows from the fact that
classical mutual information cannot exceed the entropy
of each variable. On the other hand, quantum mutual in-
formation is bounded by 2 and this is the bound on DN
optimized over quantum states (see Appendix D). This
bound is achieved by mixed states belonging to the class
of k-uniform states, in particular for k = N − 1 [24]. In
the case of N qubits (for N even) the optimal states have
the following form
ρmax =
1
2N

σ⊗N0 + (−1)N/2
3∑
j=1
σ⊗Nj

 , (4)
where σj are the Pauli matrices and σ0 denotes the 2× 2
identity matrix. Note that ρmax is permutationally in-
variant and gives rise to perfect correlations or anti-
correlations when all observers measure locally the same
Pauli observable. These states are known as the general-
ized bound entangled Smolin states [26, 27]. They are a
useful quantum resource for multiparty communication
schemes [28] and were experimentally demonstrated in
Refs. [29–34]. Per definition for (N − 1)-uniform states
all reduced density matrices are maximally mixed, with
vanishing mutual information, whereas the whole system
is correlated. In Appendix D we provide examples of
states which maximize DN for arbitrary d and show in
general that the only states achieving the maximal quan-
tum value of 2 are (N − 1)-uniform.
Let us also offer an intuition for values of DN above
the classical bound of one. As shown in Appendix G
this can only happen for mixed quantum states. One
could then consider an auxiliary system which purifies
the mixed state. High values of DN correspond to learn-
ing simultaneously the variables of the subsystems and
the auxiliary system. Note that making this statement
mathematically precise may be difficult as the problem
is equivalent to the interpretation of negative values of
conditional entropy [19, 35, 36].
As we have already emphasized, multipartite depen-
dence is different from multipartite correlations. Nev-
ertheless, it does share a number of properties that are
expected from measures of genuine multipartite correla-
tions. Any such quantifier should satisfy a set of postu-
lates put forward in Refs. [11, 13]. We now show that
most of them also hold for DN and we precisely charac-
terize the deviation from one of the postulates. In Ap-
pendices A-C we prove the following properties of the
dependence:
(i) If DN = 0 and one adds a party in a product state
then the resulting (N +1)-party state has DN = 0.
(ii) If DN = 0 and one subsystem is split with two of
its parts placed in different laboratories then the
resulting (N + 1)-party state has DN+1 = 0.
(iii) DN can increase under local operations. Let us
denote with the bar the quantities computed after
local operations. We have the following inequality:
DN ≤ DN + I(X1X2 : X3 . . . XN)
−I(X1X2 : X3 . . .XN ), (5)
where systems X1 and X2 are the ones minimizing
DN , i.e., before the operations were applied.
The properties (i) and (ii) hold for all quantifiers of
multipartite correlations. It is expected that measures
of multipartite correlations are also monotonic under lo-
cal operations (though note that often this condition is
relaxed in practice, see e.g. quantum discord). In the
present case, the monotonicity property does not hold in
general for DN , however, property (iii) puts a bound on
its maximal violation. Moreover, it has a clear interpreta-
tion: local operations that uncorrelate a given subsystem
from the others may lead to information gain when the
less correlated party cooperates with other parties.
Let us explain this more quantitatively for the condi-
tional mutual information between variables X1 and X2.
While it is well-known that this quantity is monotonic
under local operations on subsystems not in the condi-
tion [37], we prove in Appendix C that the following in-
equality is satisfied under local operations on arbitrary
subsystem (being the origin of property (iii)):
I(X1 : X2|X3 . . . XN ) ≤ I(X1 : X2|X3 . . .XN )
+ I(X1X2 : X3 . . .XN )− I(X1X2 : X3 . . .XN ). (6)
The second line is non-negative due to the data process-
ing inequality and it quantifies how much the local opera-
tions have uncorrelated the variables X3 . . .XN from the
variables X1X2. This sets the upper bound to the lack
of monotonicity of the conditional mutual information.
IV. EXAMPLES
Multipartite dependence can be computed for both
classical and quantum systems and is a generic quan-
tifier of information gain from cooperation that can be
used across science. Here we discuss a few exemplary
calculations and applications of DN in quantum infor-
mation.
4Pure states.—First of all, for pure quantum states |Ψ〉,
the dependence can be further simplified as
DN (|Ψ〉) = min
i,j
[S(Tri|Ψ〉〈Ψ|) (7)
+ S(Trj |Ψ〉〈Ψ|)− S(Trij |Ψ〉〈Ψ|)]
= min
i,j
[S(ρi) + S(ρj)− S(ρij)],
where ρi is the state of the system after removing all but
the i-th particle, i.e., DN (|Ψ〉) is given by the smallest
quantum mutual information in two-partite subsystems.
Here, we made use of the fact that both subsystems of
a pure state have the same entropy: S(Triρ) = S(ρi) for
ρ = |Ψ〉〈Ψ|. In Appendix G we prove the following upper
bound on DN for pure states
DN (|Ψ〉) ≤ 1. (8)
It is a consequence of the trade-off relation between the
quantum mutual information for different two-particle
subsystems of a pure global state and the definition of
DN where the smallest conditional mutual information is
chosen. In particular, the bound is achieved by N -qudit
GHZ state 1√
d
(|0 . . . 0〉 + · · · + |d − 1 . . . d − 1〉). Addi-
tionally, the quantum mutual information is bounded by
1 whenever the state ρij is separable [38]. A comprehen-
sive list of dependencies within standard classes of quan-
tum states is given in Tab. I. The analytical formula for
the N -qubit Dicke states with e excitations, |DeN 〉, is pre-
sented in Appendix F. In short, if one fixes e and takes
the limit N → ∞, the dependence DN vanishes. For e
being a function of N , e.g., e = N/2, the dependence DN
tends to 1/2.
Entanglement without dependence.—An intriguing
question in the theory of multipartite entanglement is
whether entanglement can exist without classical multi-
partite correlations [10]. The examples of N -party entan-
gled states with vanishing N -party classical correlations
are known in the literature [39–43], though the corre-
sponding notions of classical correlations do not satisfy
all the postulates of Refs. [11, 13]. Here we ask whether
there are genuinely multipartite entangled states with
no multipartite dependence and whether multipartite de-
pendence can exist without multipartite correlations and
vice versa. It turns out that all of those combinations are
possible. There exist even pure genuinely multipartite
entangled states without multipartite dependence. Con-
sider any N -qudit cluster state (including linear, ring,
2D, etc.) for N ≥ 4. It was shown in Ref. [44] that
all single-particle subsystems are completely mixed and
there exists at least one pair of subsystems in the bipar-
tite completely mixed state. The corresponding entropies
are equal to S(ρi) = 1 and S(ρij) = 2, and lead to DN =
0, due to Eq. (7). Therefore, the information about
a particular subsystem cannot be increased when other
subsystems are brought together which explains the im-
possibility of the corresponding secret sharing task [45–
47]. Note that there exist other subsets of observers
who can successfully run secret sharing using a cluster
N state D3 D4 D5 D6
3 {Psame} 0 - - -
3 {Peven} 1 - - -
3 GHZ 1 - - -
3 D13 0.9183 - - -
3 ρnc 0.5033 - - -
4 GHZ 0 1 - -
4 D14 0.3774 0.62256 - -
4 D24 0.5033 0.7484 - -
4 L4 1 0 - -
4 3-uniform 2 0 - -
5 GHZ 0 0 1 -
5 D15 0.2490 0.2490 0.4729 -
5 D25 0.3245 0.3245 0.6464 -
5 L5 0 0 0 -
5 R5 1 1 0 -
5 AME(5,2) 1 1 0 -
6 GHZ 0 0 0 1
6 D16 0.1866 0.1634 0.1866 0.3818
6 D26 0.2566 0.1961 0.2566 0.5637
6 D36 0.2729 0.1961 0.2729 0.6291
6 L6 0 0 0 0
6 R6 0 0 0 0
6 AME(6,2) 0 2 0 0
6 5-uniform 0 0 0 2
TABLE I. Values of the dependence for several quantum
states and probability distributions. {Psame} stands for
P (000) = P (111) = 1
2
and {Peven} for P (000) = P (110) =
P (101) = P (011) = 1
4
. DkN denotes theN-partite Dicke states
with k excitations ∼ |1 . . . 10 . . . 0〉+· · ·+|0 . . . 01 . . . 1〉, with k
ones, ρnc denotes the genuinely multipartite entangled state
without multipartite correlations [10], the GHZ state is de-
scribed in the text, L4 stands for the linear cluster of four
qubits and Ψ4 is discussed in [48]. k-uniform states are states
where all k-partite marginals are maximally mixed, whereas
AME(n,d), so-called absolutely maximally entangled states,
refers to ⌊n/2⌋-uniform states of d dimensions [25].
state. This state also illustrates nicely that full correla-
tions can exist without multipartite dependence. Con-
versely, the state ρnc =
1
2 |D1N 〉〈D1N | + 12 |DN−1N 〉〈DN−1N |
has the property of being N -partite entangled without
N -partite correlation functions [10], yet its DN is finite.
This again shows that multipartite dependence is distinct
from multipartite correlations and captures other prop-
erties of genuinely multi-partite entangled systems.
Increasing D with local operations.—We now give an
analytical example where D3 increases under local op-
eration on the system in the condition. Consider the
following classical state
ρ =
1
2
|000〉〈000|+ 1
8
|101〉〈101| (9)
+
1
8
|110〉〈110|+ 1
4
|111〉〈111|.
5N state D3 D4 D5 D6
3 D13 0.87 (0.92) - - -
3 ρnc 0.45 (0.50) - - -
4 GHZ 0.06 (0.00) 0.95 (1.00) - -
4 D24 0.42 (0.50) 0.67 (0.75) - -
4 L4 0.90 (1.00) 0.09 (0.00) - -
4 Ψ4 0.33 (0.42) 0.39 (0.42) - -
5 ρnc 0.25 (0.17) 0.16 (0.65) 0.171 (0.47) -
6 D36 0.21 (0.27) 0.13 (0.20) 0.14 (0.27) 0.21 (0.63)
TABLE II. Illustrative values of dependence for several ex-
perimental quantum states. In brackets we give theoretical
predictions for ideal states.
One verifies that its 3-dependence equals D3(ρ) = I(X2 :
X3|X1) = 0.06, i.e., conditioning onX1 gives the smallest
conditional mutual information. The application of an
amplitude-damping channel with Kraus operators
K0 =
(
0 1/
√
2
0 0
)
, K1 =
(
1 0
0 1/
√
2
)
, (10)
on subsystemX1 produces the state ρ, for which one com-
putes D3(ρ) = I(X1 : X2|X3) = I(X1 : X3|X2) = 0.19.
Note the change in the conditioned system minimizing
the dependence. The local operation on X1 has increased
the information I(X2 : X3|X1) above the other two con-
ditional mutual informations.
Experimental states.—Finally, we move to multipar-
tite dependence in quantum optics experiments. Table II
gathers quantum states prepared with photonic qubits in
Refs. [40, 49–53]. The dependencies were extracted from
experimental density matrices obtained via state tomog-
raphy using the evaluation described in Ref. [54]. We
have chosen to present the states illustrating the proper-
ties discussed above.
The experimental data is in good agreement with the
theoretical calculations. Deviations for the six qubit state
D36 result from reduced fidelities due to contributions of
higher order noise in the state preparation. The same ap-
plies to the five qubit state ρnc derived from D
3
6. Indeed,
the states denoted as ρnc, which have vanishing correla-
tion functions between all N observers [40], clearly show
a non-vanishing value for DN . Hence, these states are
examples for “entanglement without correlations” and
“dependence without correlations”. Similarly, the ex-
perimental data of the linear cluster state L4 indicates
“entanglement without dependence” and “correlations
without dependence”. In the experiment, the GHZ state
∼ |0000〉+ |1111〉 achieves the highest dependence of all
considered states and is close to the theoretical depen-
dence D4 = 1, which is maximal over all pure states.
The small value of D3 for the four-partite GHZ state re-
flects its property of having vanishing dependence for all
tripartite classically correlated subsystems.
V. CONCLUSIONS
We have introduced a quantity, the multipartite de-
pendence, in order to determine whether and by what
amount cooperation between any subsystems brings ad-
ditional information about the remaining subsystems. It
is expected that this tool, which can be used in classical
as well as in quantum domains, will be of broad relevance
as it is directly calculable and has a clear interpretation.
Furthermore, it offers an alternative to the characteriza-
tion of multipartite properties via multipartite correla-
tions.
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Appendix A: Proof of property (i)
If DN = 0 and one adds a party in a product state
then the resulting (N + 1)-partite state has DN = 0.
Proof. Per definition, we are minimizing the conditional
mutual information over all N -partite subsystems of the
total (N + 1)-party state. If one takes the N -partite
subsystem that excludes the added party, by assumptions
DN = 0.
In other words, if the cooperation of N − 1 parties
within the N -partite system does not help in gaining ad-
ditional knowledge about any other remaining party, then
the cooperation with any additional independent system
will not help either.
Appendix B: Proof of property (ii)
If DN = 0 and one subsystem is split with two of its
parts placed in different laboratories then the resulting
(N + 1)-party state has DN+1 = 0.
6Proof. Without loss of generality and in order to sim-
plify notation let us consider an initially tri-partite sys-
tem where the third party is in possession of two vari-
ables labeled X3 and X4. The splitting operation places
these variables in separate laboratories producing a four-
partite system. By assumption D3 = 0, but this does not
specify which conditional mutual information in Eq. (1)
vanishes. If this is the mutual information where the
variables X3 and X4 of the third party enter in the con-
dition, then this mutual information is also minimizing
D4, and hence the latter vanishes. The second possibil-
ity is that the variables of the third party enter outside
the condition, e.g., the vanishing conditional mutual in-
formation could be I(X1 : X3X4|X2). From the chain
rule for mutual information, 0 = I(X1 : X3X4|X2) ≥
I(X1 : X4|X2X3). Finally, from strong subadditivity fol-
lows D4 = 0. In the N -partite case one writes more vari-
ables in the conditions and follows the same steps.
Appendix C: Proof of property (iii)
Consider a state ρ that is processed by general local
operations (CPTP maps) to a state ρ. The following
upper bound on the multipartite dependence after local
operations holds:
DN ≤ DN + I(X1X2 : X3 . . . XN )
−I(X1X2 : X3 . . .XN ), (C1)
where systems X1 and X2 are the ones minimizing DN ,
i.e., before the operations were applied.
Let us begin with a lemma characterizing the lack of
monotonicity of conditional mutual information under lo-
cal operations.
Lemma 1. The following inequality holds:
I(X1 : X2|X3 . . . XN ) ≤ I(X1 : X2|X3 . . .XN )
+ I(X1X2 : X3 . . .XN )− I(X1X2 : X3 . . . XN ),(C2)
where bars denote subsystems transformed by arbitrary
local CPTP maps.
Proof. The conditional mutual information is already
known to be monotonic under operations on systems not
in the condition [37]:
I(X1 : X2|X3 . . . XN ) ≤ I(X1 : X2|X3 . . . XN )(C3)
Now we continue as follows:
I(X1 : X2|X3 . . .XN ) + I(X1X2 : X3 . . . XN )
= I(X1 : X2X3 . . .XN ) + I(X2 : X1X3 . . . XN )− I(X1 : X2)
≤ I(X1 : X2X3 . . . XN ) + I(X2 : X1X3 . . .XN )− I(X1 : X2)
= I(X1 : X2|X3 . . . XN ) + I(X1X2 : X3 . . .XN ),
where the first equation is obtained by manipulating
entropies such that the mutual informations containing
barred subsystems come with positive sign, next we used
the data processing inequality and in the last step we
reversed the manipulations on entropies. This completes
the proof of the lemma.
To complete the proof of property (iii) we write
DN = I(X1 : X2|X3 . . . XN)
≥ I(X1 : X2|X3 . . . XN )− I(X1X2 : X3 . . .XN )
+I(X1X2 : X3 . . . XN )
≥ DN − I(X1X2 : X3 . . .XN ) + I(X1X2 : X3 . . .XN ),
where in the first line we denote the subsystems
such that the conditional mutual information I(X1 :
X2|X3 . . .XN ) achieves minimum in DN . Next, the first
inequality follows from Lemma 1, and the second inequal-
ity from the fact that I(X1 : X2|X3 . . .XN ) may not be
the one minimizing DN .
Appendix D: Quantum qudit states maximizing DN
Let us consider a quantum state of N qudits, for N
being a multiple of d and N ≥ 3, defined as the common
eigenstate of the generators
G
(d)
1 =
N⊗
i=1
X(d), G
(d)
2 =
N⊗
i=1
Z(d), (D1)
composed of d-dimensional Weyl-Heisenberg matrices
X(d) =
∑d−1
j=0 |j〉〈j + 1|, and Z(d) =
∑d−1
j=0 ω
j|j〉〈j|, with
ω = ei2pi/d. The explicit form of the state can be calcu-
lated in the following way:
ρ
(d)
N =
1
dN
d−1∑
i,j=0
(G
(d)
1 )
i(G
(d)
2 )
j . (D2)
The state (D2) belongs to the class of k-uniform mixed
states defined in [24], with k = N − 1.
It is known that for N even the state ρ
(d)
N has d
N−2
eigenvalues equal to 1dN−2 , so the entropy S(ρ
(d)
N ) is equal
to
S(ρ
(d)
N ) = N − 2. (D3)
Since the state is (N − 1)-uniform, all reduced density
matrices are proportional to identity matrices giving
S(Triρ
(d)
N ) = N − 1, (D4)
S(Tri,jρ
(d)
N ) = N − 2. (D5)
Therefore, for N even
DN (ρ(d)N ) = S(Triρ(d)N ) + S(Trjρ(d)N ) (D6)
−S(Tri,jρ(d)N )− S(ρ(d)N ) = 2.
In the case of N odd, however, the state ρ
(d)
N has d
N−1
eigenvalues equal to 1dN−1 , and by analogous calculations
we get
DN (ρ(d)N ) = 1, (D7)
7for (N − 1)-uniform states.
Now we show that the (N − 1)-uniform states are the
only ones that can achieve DN = 2. The requirement is
DN = I(X1 : X2|X3...XN )
= I(X1 : X2X3...XN )− I(X1 : X3...XN )
= 2, (D8)
where Xi stands for individual subsystem. Since in the
definition of DN we minimize over all permutations, the
same equation holds for all permutations of subsystems.
Due to subadditivity, the only way to satisfy (D8) is
I(X1 : X3...XN ) = 0, (D9)
I(X1 : X2X3...XN ) = 2. (D10)
From the first equation we conclude that
ρ13...N = ρ1 ⊗ ρ3...N , (D11)
which also holds for all permutation of indices. After
tracing out all but the 1st and 3rd subsystem, we arrive
at
ρ13 = ρ1 ⊗ ρ3, (D12)
which means that every pair of subsystems is described
by a tensor product state. It follows that any N − 1 par-
ticle subsystem is described by a simple tensor product,
e.g.,
ρ13...N = ρ1 ⊗ ρ3 ⊗ · · · ⊗ ρN . (D13)
Using (D10) we write
S(X1)− S(X1|X2X3...XN ) = 2. (D14)
Since for the quantum conditional entropy we have
−S(X1|X2X3...XN ) ≤ S(X1), (D15)
the bound is achieved if
2 = S(X1)− S(X1|X2X3...XN )
≤ S(X1) + S(X1),
i.e., for S(X1) = 1. Hence, taking into account (D13),
all N − 1 particle subsystems are maximally mixed, i.e.,
the total state is (N − 1)-uniform.
Appendix E: Quantum secret sharing
After introducing the (N−1)-uniform states, which are
maximizing the N -dependence, we now show that they
naturally feature in the task of quantum secret sharing.
Suppose Alice has a quantum state ρ, called the secret,
that she wants to split into n shares such that the secret
is recoverable only when a party has all n shares. A
quantum secret sharing scheme [23] is a map En : A →
X⊗n such that,
CQ(Trk ◦ En) = 0 (E1)
where Trk is the partial trace over an arbitrary set of
subsystems and CQ(Λ) is the quantum capacity of the
channel Λ. The rate of a secret sharing scheme is given
by the quantum capacity of the channel En.
Consider that Alice prepares a quantum secret in the
state ρ = 12 (σ0 +
∑
j sjσj) of a single qubit, where sj are
the components of the Bloch vector. Her encoding map
has the (N − 1)-uniform state as the Choi state [55], and
one verifies that it leads to the outcome
EN (ρ) = 1
2N

σ⊗N0 Trρ+ (−1)N/2
3∑
j=1
σ⊗Nj Tr
(
σTj ρ
) .
(E2)
Since for any ρ we have (Trk ◦EN)(ρ) ∝ 1 , it follows that
CQ(Trk ◦EN ) = 0, i.e., no subset of observers can recover
the quantum secret. All of them, however, can recover it
perfectly with the decoding map
DN (ρN ) = 1
2

σ0 + (−1)N/2∑
j
Tr(σ⊗Nj ρN )σj


T
,
(E3)
where ρN = EN (ρ).
We now show that any (N + 1)-partite state ρc with
maximally mixed marginals and non-classical depen-
dence DN+1(ρc) > 1 is useful for quantum secret sharing.
Consider the encoding map Ec : A→ X⊗N with the Choi
state given by ρc, i.e., (1 ⊗ Ec)(|Φ〉〈Φ|) = ρc, where |Φ〉
is the maximally entangled state. The rate of quantum
secret sharing admits the lower bound
R = CQ(Ec) (E4a)
≥ sup
φAN
−SA|X1...XN ((1 ⊗ Ec)(φAN )) (E4b)
≥ −SA|X1...XN (ρc) (E4c)
= I(A : X1|X2...XN )− S(A|X2...XN ) (E4d)
≥ I(A : X1|X2...XN )− 1 (E4e)
≥ DN+1(ρc)− 1. (E4f)
The steps are justified as follows. The first line follows
from definition. Ineq. (E4b) is the result of computing
the quantum capacity of a channel [56–61], (E4c) follows
because the maximally entangled state is a particular
choice of φAN , and the Choi state of Ec is ρc. Eqs. (E4d)
and (E4e) follow from the properties of entropy recalling
that our logarithms are base d. Finally, the dependence
is the worst case conditional mutual information.
Since the marginals of ρc are maximally mixed, the
same holds for the encoded state ρN = Ec(ρ), i.e., no
subset of parties can recover the quantum secret alone,
yet for all of them together R > 0 holds for DN+1(ρc) >
1.
Appendix F: Dependence of Dicke states
We now present an analytical formula for DeN in N -
qubit Dicke states with e excitations. For that state it is
8given by
DN (DeN ) =
(
N
e
)−1[− 2(N−1)! log( eN )(e−1)!(N−e)!
− 2(N−1e ) log (1− eN )+ (N−2e−2 ) log
(
(N−2e−2 )
(Ne )
)
(F1)
+ 2
(
N−2
e−1
)
log
(
2(N−2e−1 )
(Ne )
)
+
(
N−2
e
)
log
(
(N−2e )
(Ne )
)]
.
This comes from the fact that for a general Dicke state
with e excitations all one-partite reduced density ma-
trices {ρi} have the two non-zero eigenvalues e/N and
(N−e)/N , while all two-partite reduced states {ρij} have
the three non-vanishing eigenvalues e(e − 1)/N(N − 1),
2e(N − e)/N(N − 1), and (N − e− 1)(N − e)/N(N − 1).
For e as a function of the number of parties, e = N/k,
in the limit of N → ∞, the N -dependence converges to
a finite value, i.e., DN (DeN ) tends to 2(k − 1)/k2. The
maximally achievable dependence of 1/2 is reached for
e = N/2. For an arbitrarily chosen constant e (e.g., for
the W state, e = 1), DN (DeN ) tends to 0 for N →∞.
These results allow to answer the following question: If
DN ≤ 1, are there local measurements on the subsystems
with classical outcomes having conditional mutual infor-
mation equal to DN? The answer is negative. We have
optimized the conditional informations over local mea-
surements for Dicke states with N = 3, 4 and 0 < e < N ,
and observed that the values obtained are always smaller
than DN .
Appendix G: Bounds on mutual N-dependence
a. Bound on mixed states
The subadditivity of quantum entropy states that for
the reduced quantum states we have
S(Trjρ) ≤ S(Trijρ) + S(ρi), (G1)
S(Triρ)− S(ρi) ≤ S(ρ), (G2)
where ρi is the reduced state of the i-th particle. Using
the above inequalities we write
DN (ρ) ≤ S(Triρ)− S(ρ) + S(Trjρ)− S(Trijρ)
≤ S(ρi) + S(ρi)
≤ 2. (G3)
b. Bounds on pure states
Now we prove that for pure states we have DN (ρ) ≤ 1.
Note that due to Eq. (7) from the main text we need to
find the smallest mutual information I(ρi : ρj), where ρi,
ρj are subsystems of the pure state ρ. Consider
I(ρi : ρj) + I(ρj : ρk) (G4)
= S(ρi) + S(ρj)− S(ρij) + S(ρj) + S(ρk)− S(ρjk)
≤ 2S(ρj)
≤ 2, (G5)
where the first inequality comes from the strong subad-
ditivity of entropy
S(ρi) + S(ρk) ≤ S(ρij) + S(ρjk). (G6)
Hence, this monogamy relation with respect to mutual
information proves that there is always a bipartite sub-
system with mutual information bounded by 1.
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