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Des applications mettant en jeu des particules solides en interactions entre elles et avec
le fluide environnant se retrouvent souvent dans l’industrie ou dans l’environnement. C’est
notamment le cas dans l’industrie pharmaceutique lors de la granulation [26], dans le domaine
de l’énergie, pour la gazéification de la biomasse [133], le nucléaire [129], la combustion [206]
ou le traitement des boues [88, 140]. On les retrouve aussi en hygiène et sécurité [34, 241]
ou encore dans l’industrie agroalimentaire. Enfin, cette configuration se retrouve aussi en
météorologie avec les tempêtes de poussière [128], en sciences de l’environnement pour la
compréhension de la formation des dunes [128], l’érosion côtière [207, 212], les avalanches ou
les éruptions volcaniques. Dans un grand nombre de ces applications, instabilités, turbulence et
interactions fluide-solides sont couplées de manières complexes et la compréhension physique
de ces écoulements n’est pas encore totalement établie (lois de traînée, influence des parois,
transferts internes). Au niveau industriel, des opérations telles que le séchage (céréales, . . .), la
synthèse de produits chimiques de base (acrylonitrile, polyéthylène), le craquage catalytique,
le raffinage et l’énergie (procédé Winkler, gazéification de la biomasse) sont conduites en lits
fluidisés. La compréhension générale de la physique des lits fluidisés a fait l’objet de nombreux
travaux [135], notamment sur les régimes de fluidisation [79], les transferts de matière et de
chaleur [92], aboutissant à des modèles ou corrélations. Ainsi, initialement cantonnés à un
faible champ d’applications, le dimensionnement et le développement d’unités utilisant cette
technologie a pu s’étendre à d’autres domaines.
Les aspects généraux des mécanismes en jeu dans les écoulements diphasiques sont entre
autres présentés par Fan et Zhu [69] ou Kunii et Levenspiel [135]. En particulier, les propriétés
de la fluidisation et donc des écoulements et transferts fluide–particules sont très dépendants
des propriétés relatives des deux phases : taille et distribution des particules, taux de présence,
rapports des masses volumiques ou des capacités calorifiques. De même, Kunii et Levenspiel
[135] rendent compte des effets de la géométrie du lit, du type de distributeur et des paramètres
opérationnels sur la fluidisation. Une caractérisation des régimes d’écoulement suivant les
types de poudres a été le premier critère retenu [79]. De même, les grandeurs macroscopiques
des lits fluidisés telles que la perte de charge [63], la relation vitesse d’injection/porosité
[191] ou la vitesse minimale de fluidisation [135] ont permis d’établir des lois pour le pilotage
ou le dimensionnement des unités. La description (1-D) des écoulements a vu l’émergence
de modèles pour l’hydrodynamique et les transferts de chaleur ou de matière [135]. De ces
modèles, des lois régissant les transferts thermiques moyens ont pu être établies [135, 165].
Ces modèles seront ensuite corrigés pour les faibles nombres de Reynolds [81].
Désormais, les lois générales et corrélations ne suffisent plus à la compréhension et l’op-
timisation de ces procédés [258]. Des données plus précises, notamment sur les interactions
hydrodynamiques, la distribution du solide, la dynamique des écoulements, l’impact des distri-
buteurs, le mélange, sont nécessaires pour la compréhension des changements lors du scale-up
des unités. Ainsi, les dernières décennies ont vu se développer un intérêt pour la simulation
numérique (CFD) des écoulements et des transferts dans ces unités. La résolution des équa-
1
2tions de conservation de masse, de quantité de mouvement et de chaleur, permet à la CFD
de donner de plus amples informations sur les paramètres clés de ces systèmes. L’intérêt pour
cette technique a été accru par le développement des puissances de calcul des ordinateurs,
d’abord via la miniaturisation des puces puis par la parallélisation. La simulation numérique
des lits fluidisés se découpe en deux types de modèles : Euler-Euler et Euler-Lagrange. Le
premier est initialement développé par Anderson et Jackson [8] et considère chaque phase
comme un milieu continu régi par les équations de Navier-Stokes moyennées. Les interactions
hydrodynamiques sont prises en compte via des lois de fermeture issues de l’expérience ou de
simulations numériques directes. Le second type de modèle résout les équations de Newton
sur chaque particule de la phase dispersée et suit leurs trajectoires de manière Lagrangienne.
La phase fluide peut quant à elle être résolue de manière moyennée (DEM–CFD) ou locale-
ment autour des particules (PRS). Ce dernier type de simulation requiert des ressources de
calcul importantes et ne permet de traiter que des petits systèmes. La plupart des études se
concentrent désormais sur les informations fournies par ces deux derniers types de simulations
afin de nourrir les modèles aux échelles supérieures (PRS → DEM–CFD, et DEM–CFD →
Euler-Euler).
La description qui précède met en évidence le caractère commun de l’étude des écoulements
multiphasiques à phase dispersée à la fois des laboratoires académiques pour la description
et la modélisation, et des industriels pour le pilotage et l’amélioration des performances des
unités. Ce dénominateur commun est la raison de ce travail de thèse dans le département de
mécanique des fluides de IFP Énergies Nouvelles (IFPEN), en collaboration avec le groupe de
recherche Particules, Sprays et Combustion de l’Institut de Mécanique des Fluides de Toulouse
(IMFT). Ce travail poursuit celui initié par Wachs et al. [42, 245, 248, 268] sur la simulation
et la modélisation des écoulements fluide-particules. En particulier, le présent travail vient
compléter la stratégie multi-échelles de comparaison DEM–CFD / PRS d’abord introduite
par Bernard [18] et poursuivie par Esteghamatian [67]. Les travaux s’articulent autour de
quatre chapitres dont une description est proposée ci-après.
Un premier chapitre présente les aspects généraux des applications industrielles d’intérêt :
les lits fluidisés. Ces unités sont largement utilisées au niveau industriel et sont, avec les lits
fixes, les principales technologies de mise en contact fluide–particules [135]. Ces interactions
entre une phase fluide et une phase solide se retrouvent fréquemment dans la nature et de mul-
tiples secteurs industriels. En particulier, ce chapitre s’attache à décrire, à partir des travaux
de la littérature, les caractéristiques de la fluidisation et les différents régimes d’écoulement en
fonction du type de poudre et de la vitesse d’injection de la phase continue [78, 80, 135, 265].
Une seconde partie est consacrée à la description des transferts thermiques dans les systèmes
fluide–particules pour les configurations fixes et fluidisées. La description des transferts pour
une sphère isolée plongée dans un fluide en mouvement est connue de manière précise [36,
72, 203], mais ces transferts thermiques se limitent principalement à une description globale
du milieu fluide–particules pour les systèmes denses [92, 135]. Seules des études numériques
récentes s’attachent à caractériser localement les transferts thermiques [45, 162]. Enfin, dans
le cadre de la simulation numérique directe des écoulements fluide–particules, une brève revue
des méthodes développées ces dernières années est faite, ainsi qu’une description des méthodes
employées dans la suite de ce document.
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3Dans un second chapitre, la validité et les limites du modèle utilisé sont estimées sur des
configurations de complexité croissante : sphère isolée, chaîne de particules et systèmes de
particules fixes. La précision de l’outil de simulation se focalise sur les transferts thermiques
et met en évidence les mêmes tendances que les premiers éléments publiés sur les aspects
hydrodynamiques [245]. Une comparaison avec les données de la littérature pour une sphère
isolée permet de conforter la validité et la robustesse des simulations [72, 117, 260]. En cas
d’interactions thermiques entre les particules (chaîne de particules et lits fixes), le caractère
aléatoire du lit et l’anisotropie de l’écoulement imposent d’estimer la précision numérique au
niveau des particules plutôt qu’à partir du transfert thermique total du système. À l’aide de
ces conclusions, une série de simulations numériques dans des configurations fixes issues de
la littérature est réalisée. Les nombres de Nusselt particulaires sont estimés à partir de la
température locale autour des particules. En particulier, l’impact du noyau de pondération
sur la forme des distributions du nombre de Nusselt est étudié dans le cas d’une sphère isolée
et des réseaux aléatoires de particules. Enfin, une partie s’attarde sur l’effet de l’interaction
de sillage entre des sphères proches dans les lits aléatoires et de l’interaction fluide–particules
en proche paroi. Un complément à ces études s’inspire des travaux de Buist [24] pour les
transferts thermiques d’une particule thermiquement active dans une chaîne de particules.
Ainsi, une étude comparative des propriétés de l’écoulement et du champ de température à
celles issues d’une particule isolée est réalisée.
Le troisième chapitre s’intéresse à des configurations fluidisées. Il est choisi de se concentrer
sur une fluidisation bi–périodique liquide–solide du fait de son caractère homogène (pas de
régime de pistonnage). Une première partie s’attache à définir un élément « représentatif »
du lit fluidisé dont les statistiques sont indépendantes de la taille et du nombre de particules.
À la suite de la sélection du système d’étude, une série de simulations pour différentes vitesses
de fluidisation est réalisée. Contrairement au chapitre précédent, l’accent est ici mis sur la
dynamique du nombre de Nusselt dans les lits fluidisés. Les effets respectifs des composantes
du nombre de Nusselt : flux de chaleur et température locale sont étudiés de manière à
comprendre la dynamique du nombre de Nusselt. Les temps caractéristiques de ces paramètres
thermiques sont comparés à ceux issus de l’hydrodynamique. Dans un second temps, une
série de lits fixes est extraite des configurations fluidisées. Une comparaison directe entre
les systèmes fixes et les lits fluidisés est alors menée. Cette comparaison porte à la fois sur
les aspects hydrodynamiques et thermiques. Afin de compléter ces études, des particules
sont retirées des systèmes fixes afin d’estimer l’auto-perturbation des propriétés locales du
fluide. De plus, l’impact de la suppression des particules sur les propriétés des particules
environnantes est analysé. Enfin, une configuration fluidisée est reproduite avec parois afin
d’en estimer l’impact sur l’hydrodynamique, la thermique et les statistiques particulaires.
Le quatrième chapitre se consacre à la présentation et la validation du modèle DEM–CFD
thermique. Une seconde partie est dédiée à la comparaison directe des échelles DEM–CFD
et PRS et s’attache en particulier à mettre en évidence les différences entre ces échelles. Les
configurations fixes et fluidisées sont ensuite reproduites à l’échelle DEM–CFD et comparées
aux résultats issus de la PRS. Cette démarche prend la suite des travaux d’Esteghamatian
et al. [64] pour la partie hydrodynamique. Le caractère moyenné des équations DEM–CFD
impacte les distributions des paramètres physiques à cette échelle. Les différences mises à jour
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4lors de ces comparaisons sur la partie thermique sont alors comblées par ajout d’un terme
fluctuant dans les lois de fermeture. Une formulation simple pour les configurations fixes est
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1 La fluidisation
1.1 Le phénomène de fluidisation
La fluidisation des solides traduit le processus par lequel des propriétés d’un fluide en
ébullition sont conférées à un lit dense de particules sous l’action d’un flux (liquide ou gazeux)
à travers celui-ci. Ceci n’est possible que si le solide est assez finement divisé (diamètre compris
entre 10µm et 1mm). Le phénomène de fluidisation est le résultat de la compétition entre la
force de traînée, exercée par le fluide sur chaque particule, et la force de gravité. Lorsque la
fluidisation apparaît l’ensemble du lit se comporte de façon similaire à un fluide. Cependant,
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la dynamique de l’écoulement ainsi généré est très complexe et présente des instabilités. Le
phénomène de fluidisation est fortement dépendant de la géométrie du système, de la nature
de la phase dispersée (taille, masse volumique, forme, propriétés chimiques) et de celle du
fluide (masse volumique, viscosité, température, composition, etc) [135]. L’hydrodynamique
de tels écoulements joue sur les échanges de chaleur et de matière dans ces lits et donc sur
les performances des installations utilisant ce phénomène. C’est pourquoi il est important de
comprendre et de caractériser ces écoulements.
Ici est considéré un lit de particules au repos sur un distributeur de gaz (plaque perforée
ou matériau poreux) par lequel est introduit un fluide dont la direction est opposée à la force
d’Archimède. Dans la plupart des « lits fluidisés », la masse volumique de la phase dispersée
est supérieure à celle de la phase continue (ρ∗d > ρ∗c) et le courant fluide est alors opposé
à la force de gravité. Dans le cas contraire, le système est alors appelé « lit fluidisé inverse
». Cette dernière configuration est souvent utilisée pour le traitement des eaux usées, les
biotechnologies, pour les bioréacteurs ou la croissance de biofilm [23, 96, 238]. Sous l’effet
du courant fluide, les particules sont mises en suspension. Il est alors possible d’observer les
différents régimes de fluidisation par le suivi de la perte de charge entre l’entrée et la sortie du
lit en fonction de la vitesse de fluidisation de la phase continue (rapport du débit d’injection
sur la section du lit) U∗c,in. Ici sont répertoriés les régimes de fluidisation gaz–solide (voir
Fig. 1.1).
— Pour des vitesses superficielles relativement faibles, la perte de charge liée aux frotte-
ments du fluide sur les particules ainsi que sur lui-même est approximativement pro-
portionnelle à la vitesse U∗c,in. La couche de particules se comporte comme un milieu
poreux, les particules restent fixes, cette configuration est appelée « lit fixe ».
— Lorsque U∗c,in augmente, le lit commence à s’expandre, la hauteur du lit augmente.
La perte de charge passe alors par un maximum avant de décroître et de se stabiliser
autour d’une valeur proche au rapport du poids des particules sur la section du lit.
Lorsque ce palier est atteint, la force de traînée compense le poids du lit. : c’est la
vitesse minimale de fluidisation U∗c,mf . Une fois cette vitesse passée, la suspension se
comporte globalement comme un fluide, le lit de particules est dit « fluidisé ».
— En augmentant U∗c,in, le lit fluidisé continue son expansion de manière homogène, sans
qu’aucune bulle n’apparaisse dans le lit. Cependant, si le solide est mal distribué dans la
colonne, la fluidisation peut disparaître du fait de la création de passages préférentiels
dans le lit, appelés renardages. Ce régime est appelé fluidisation particulaire.
— Si U∗c,in continue d’augmenter jusqu’à atteindre une valeur nommée U∗c,mb, des bulles
commencent à se former au niveau de la grille d’injection de l’air. Ces dernières re-
montent en grossissant et éclatent à la surface du lit. U∗c,mb est appelée vitesse mini-
male de bullage et le régime est appelé «fluidisation bouillonnante» ou fluidisation par
bullage.
— A mesure que U∗c,in augmente, le nombre de bulles augmente, elles coalescent et éclatent
à la surface du lit. Lorsque la dimension des bulles devient de l’ordre de celle de la
colonne, la surface du lit se soulève et retombe de manière régulière. C’est le régime
de pistonnage. Ce régime est souvent à éviter car diminuant la surface d’échange gaz–
particules et pouvant être dangereux pour les installations.
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Figure 1.1 – Régimes de fluidisation [135].
— Quand U∗c,in augmente encore et que la vitesse terminale de chute des particules V ∗d,t est
atteinte ou dépassée, la surface du lit disparaît et les bulles laissent place à un régime
turbulent de paquets solides et gaz de formes et tailles différentes. L’entrainement de
particules devient important et la surface du lit devient mal définie. Le régime de
fluidisation turbulente est atteint
— En augmentant encore la vitesse U∗c,in, les particules sont entraînées hors de la colonne
(U∗c,in > U∗c,tr) et un phénomène de « chocking » apparaît. Des paquets de solides
redescendent au niveau des parois, un système de recirculation est nécessaire. La perte
de charge sur le lit diminue fortement. C’est le régime de fluidisation rapide.
— Au-delà de la vitesse caractérisant le phénomène de « choking », la concentration des
particules est très faible et les particules sont toutes entraînées sans retour au niveau
des parois. C’est le transport pneumatique.
Cependant, tous les régimes présentés ci-dessus ne sont pas toujours observables en réalité.
Le lit fluidisé peut être défini comme constitué d’une phase dense (le lit), et d’une phase diluée
au-dessus du lit, constituée de particules entraînées ou en équilibre dynamique. La phase dense
peut elle-même être définie par deux phases : l’émulsion où les particules sont agitées par le
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Figure 1.2 – Similarité comportementale entre fluide et lit fluidisé [135].
gaz et les bulles, traversant le lit. Cette même phase dense du lit fluidisé possède des propriétés
similaires à un liquide en ébullition comme montré en Fig. 1.2. Tout comme dans une colonne
à bulles, le mouvement des poches de gaz induit un brassage et un mouvement ascendant aux
particules qui recirculent jusqu’au distributeur dans l’émulsion.
1.2 Classification des poudres
1.2.1 Classification de Baeyens et Geldart, 1973
Le comportement hydrodynamique de l’écoulement gaz–particules, et en particulier, les
régimes observables lors de la fluidisation dépendent de plusieurs facteurs, dont la nature des
poudres utilisées. Si plusieurs caractérisations sont proposées [135], une des plus pertinentes
est celle de Geldart [79] (voir Fig. 1.3). En observant le comportement en fluidisation de
solides de toutes sortes de formes, Geldart définit quatre groupes de poudres caractérisées
par le diamètre moyen des particules dp en µm, et la différence de masse volumique entre la
phase dispersée la phase continue (ρ∗d − ρ∗c) en kg.m−3.
Groupe C : d∗p < 25µm
Cette classe regroupe les poudres dont le diamètre est inférieur à 25µm et dont la masse
volumique est très faible ( 1400kg/m3). La farine, le talc ou le ciment font partie de ce
groupe de poudres dites cohésives. Les fortes interactions électrostatiques entre les particules
ne peuvent être rompues par le passage du fluide. La fluidisation de ces poudres est très
difficile et est souvent le siège de phénomènes de pistonnage ou de renardage dans le lit. C’est
pourquoi la fluidisation de telles poudres doit être accompagnée d’un système d’agitation ou
de vibration du lit pour éviter la création de passages préférentiels.
Groupe A : 25µm < d∗p < 225/(ρ∗d − ρ∗c)µm
Ici sont classées les particules fines (25µm < d∗p < 100µm et ρ∗d < 1400kg/m3) comme les
catalyseurs utilisés pour le craquage des essences. Ces poudres sont très faciles à fluidiser et
la plage de fluidisation particulaire est large entre U∗c,mf et U∗c,mb. Une forte expansion du lit
précède le bullage et peut être le siège de renardages. La désaération (arrêt du débit gazeux)
de ces poudres est lente.
Groupe B : 225/(ρ∗d − ρ∗c)µm < d∗p < 1000/(ρ∗d − ρ∗c)0.5µm
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Les particules de cette catégorie ont des diamètres compris entre 150µm et 500µm pour des
masses volumiques entre 1400kg.m−3 et 4000kg.m−3. La fluidisation de ces particules est
aussi aisée et les vitesses U∗c,mf et U∗c,mb sont très proches ou confondues. Le sable fait partie
de ce groupe de particules. La désaération de ces poudres est rapide.
Groupe D : d∗p > 1000/(ρ∗d − ρ∗c)0.5µm
Les grosses particules d∗p > 500µm ou particules très denses ρ∗d < 4000kg.m−3 sont classées
ici, comme les graviers, les grains de café, les céréales ou le plomb de chasse. La fluidisation
est difficile, et le mélange est mauvais dans ces lits. Des jaillissements sont observés pendant
la fluidisation et U∗c,mf est élevée. Ces poudres sont en général fluidisées dans des colonnes
larges pour éviter le pistonnage.
Figure 1.3 – Classification de Geldart [79].
À partir de cette classification, il est possible d’associer les différents régimes décrits plus
haut aux types de poudres utilisées. Ainsi, comme montré en Fig. 1.4, les régimes suivants :
lit fixe, fluidisation turbulente, fluidisation rapide et d’entraînement, sont communs à toutes
les classes de poudres. Cependant, les régimes sont très différents dans la gamme de vitesse
comprise entre U∗c,mf et V ∗d,t (i.e. dans l’état fluidisé). Ainsi, les poudres du groupe C ne
se fluidisent pas bien et sont le siège de renardages. En revanche, tous les autres groupes
connaissent la fluidisation bouillonnante, mais seules les poudres de classe A connaissent
le régime de fluidisation particulaire (expansion du lit sans apparition de bulles) entre le
minimum de fluidisation et l’apparition des bulles. Pour les poudres des groupes B et D les
vitesses minimales de fluidisation et de bullage sont confondues.
Une cartographie des régimes de fonctionnement est proposée par Reh [188] dont l’abscisse
correspond au diamètre des particules et l’ordonnée à la vitesse de fluidisation (voir Fig. 1.5).
Cette cartographie fait apparaître les classes de particules introduites par Geldart [79]. Le
régime de fluidisation bouillonnante y est représenté par la zone formée entre les courbes de
vitesse minimale de fluidisation et terminale de chute libre. Il est à noter que les lits circulants
et les lits transportés sont difficilement observables pour les grosses particules. Enfin, un
régime de fluidisation à jet pour les grosses particules est souvent utilisé.
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Figure 1.4 – Régimes observés pour les différents types de poudres.
Figure 1.5 – Classification de Reh [188].
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Il faut mentionner que pour réaliser cette classification, l’ensemble des données collectées
par Geldart [79] concernent des fluidisations réalisées à température et pression ambiante, et
uniquement fluidisées avec de l’air. Opérer de la fluidisation à haute température et haute
pression peut changer le comportement des poudres [135]. Il est observé que l’augmentation
de la pression opératoire tend à diminuer U∗c,mf pour les grosses particules et à augmenter
le rapport U∗c,mb/U∗c,mf pouvant engendrer un régime de fluidisation particulaire pour des
poudres du groupe B [135]. L’augmentation de la température quant à elle, fait apparaître
un phénomène de frittage pouvant changer considérablement le régime de fluidisation.
Une classification proposée par Yang [265], qui représente le rapport des masses volumiques
(ρ∗d − ρ∗c)/ρ∗c en fonction du nombre d’Archimère Ar permet de délimiter la frontière entre
les poudres du groupe A et celles du groupe B et d’expliquer les observations de fluidisation
particulaire des groupes B et D à haute pression (voir Fig. 1.6). De manière générale, opérer
la fluidisation à haute pression tend à obtenir un comportement des poudres similaire à celui
du groupe A [265].
Figure 1.6 – Classification de Geldart revue par Yang [265].
1.2.2 Autres types de classification des poudres
Saxena et Ganzha [201] proposent une autre classification des poudres pour les lits flui-
disés se basant sur l’écoulement autour d’une particule isolée et l’écoulement dans un lit.
L’avantage de cette classification est de caractériser les comportements hydrodynamiques et
thermiques des poudres. Cette classification prend comme critère de discrimination le nombre
d’Archimède Ar = g∗d∗p3ρ∗c(ρ∗d− ρ∗c)/µ∗c2. Ce choix est motivé par les données expérimentales,
qui suggèrent que le nombre de Reynolds au minimum de fluidisation ainsi que le nombre de
Nusselt sont directement dépendants du nombre d’Archimède. Ce derneir nombre est carac-
téristique de l’interaction fluide–solide et est retenu dans leur étude pour définir les limites
entre les différents types d’écoulements autour de sphères lisses et ainsi différencier les types
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de poudres [201]. La relation choisie pour relier le nombre de Reynolds au minimum de flui-
disation Rec,mf = ρ∗cU∗c,mfd∗p/µ∗c au nombre d’Archimède est celle de Goroshko et al. [86] :
Rec,mf = Ar1400 + 5.22√Ar (1.1)
Groupe I : 3.35 < Ar < 21700
L’écoulement autour de ces poudres est laminaire comme le montre le schéma A de Fig. 1.7.
La valeur supérieure de Ar correspond à Rein = ρ∗cU∗c,ind∗p/µ∗c = 10, valeur admise comme
limite pour le régime laminaire dans les lits fixes [201]. Rein définit ici le nombre de Reynolds
surfacique, basé sur la vitesse d’injection en fût vide.
Groupe II A : 21700 < Ar < 130000
Pour ce groupe, la couche limite laminaire devient progressivement turbulente à l’image du
schéma B de Fig. 1.7. Un sillage se forme derrière les particules, qui augmente avec la taille
des particules. La chute de pression dans le sillage tend à rapprocher les particules les unes
des autres. La surface de contact active pour le transfert thermique de la particule augmente
avec Rein. La limite supérieure de la gamme pour ce groupe traduit Rein = 40.
Groupe II B : 130000 < Ar < 1.6· 106
À ce stade, la couche limite autour de la particule devient pleinement turbulente (schéma C
de Fig. 1.7). Toute la surface de la particule devient active pour le transfert thermique. Ce
dernier est alors principalement contrôlé par la turbulence dans la couche limite thermique et
le sillage. La valeur limite de ce groupe revient à Rein = 200.
Groupe III : Ar > 1.6· 106
L’écoulement du gaz dans le lit est pleinement turbulent (schéma D de Fig. 1.7). Les forces
interparticulaires sont alors négligeables devant le cisaillement du fluide.
Bien que cette classification tente de regrouper les poudres par une approche physique
(caractérisation de l’écoulement dans le lit et des transferts thermiques sur un solide immergé
dans le lit) plutôt que par une analyse visuelle, elle ne fût que peu reprise par la suite.
Le postulat sur l’importance relative des écoulements laminaires ou turbulents autour des
particules pour définir le phénomène de fluidisation (comme dans l’équation d’Ergun) proposé
par Saxena [201] est repris par Goossens [85] pour classer les poudres à l’aide du nombre
d’Archimède. En se basant sur la prédominance des régimes laminaire et turbulent ainsi que
l’équation d’entraînement des particules et la loi d’Ergun [63], il met en évidence quatre
critères de différenciation des régimes qui délimitent les frontières observées par Geldart [79].
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Figure 1.7 – Représentation des poudres selon Saxena et Ganzha [201].
1.3 Caractéristiques des régimes de fluidisation
1.3.1 Au minimum de fluidisation
La détermination de la vitesse minimale de fluidisation se fait expérimentalement par le
suivi de la perte de charge à travers la couche de particules en fonction de la vitesse superficielle
U∗c,in. Quand la vitesse minimale de fluidisation U∗c,mf est atteinte, la perte de charge devient
constante dans le lit, même si U∗c,in est augmentée. Cette perte de charge doit être égale au
rapport du poids des particules par la surface de passage pour fluidiser la poudre.
∆P ∗mf
∆L∗mf
= (1− αc,mf )(ρ∗d − ρ∗c)g∗ (1.2)
Dans cette expression, αc,mf traduit le taux de vide moyen du lit, L∗mf la hauteur du lit et
∆P ∗mf la perte de pression à travers le lit. Toutes ces grandeurs sont définies, ici, au minimum
de fluidisation (indice « mf »). La valeur de cette vitesse minimale de fluidisation U∗c,mf peut
varier selon que l’on opère à vitesses croissantes ou décroissantes. Plusieurs corrélations sont
proposées dans la littérature pour calculer U∗c,mf . Lorsque la fluidisation apparaît, la chute de
pression à travers la couche fluidisée a été estimée par la relation d’Ergun [63] :
∆P ∗mf
∆L∗mf
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Ici, φs est le facteur de sphéricité qui traduit le rapport de surface entre une sphère de volume
équivalent et celle de la particule considérée (φs vaut 1 pour des sphères). Le premier terme
du membre de droite correspond à la dissipation d’énergie visqueuse, et est prédominant pour
des écoulements laminaires (Rec,mf = ρ∗cU∗c,mfd∗p/µ∗c < 10). Le second terme représente la
dissipation d’énergie cinétique et est prépondérant pour les écoulements turbulents (Rec,mf >
200). Substituer l’expression ∆P ∗mf/∆L∗mf dans la relation ci-dessus permet de retrouver la








Rec,mf = K1Re2c,mf +K2Rec,mf (1.4)








Ar − K22K1 (1.5)
Les constantes K1 et K2 sont déterminées expérimentalement. Dans leur étude, Wen et Yu
[254] proposent K2/2K1 = 33.7 et 1/K1 = 0.0408. Comme mentionné dans la Section 1.2.1,
la température ainsi que la pression ont une influence directe sur la vitesse minimale de
fluidisation U∗c,mf ainsi que sur le taux de vide moyen du lit αc,mf [135]. C’est pourquoi des
travaux se sont intéressés à l’effet de la température sur U∗c,mf .
Wu et Baeyens [259] observent que U∗c,mf diminue quand la température du lit augmente.
Après fluidisation de chaux, de calcaire et de sable jusqu’à 400◦C, ils montrent que les corré-
lations développées précédemment surestiment U∗c,mf et en proposent une nouvelle basée sur
leurs résultats. Botterill [19] observe cette tendance de U∗c,mf pour les particules de classe B
alors que les particules de classe D ont un comportement contraire. Cependant, en choisissant
une valeur convenable pour αc,mf , la corrélation d’Ergun donne de très bons résultats. Formi-
sani et al. [77] constatent que la diminution de U∗c,mf lorsque la température du lit augmente,
est vraie seulement pour les grosses particules. Selon eux, ce phénomène est lié au change-
ment de la valeur des forces interparticulaires avec la température et la nature de la poudre.
Le tableau Tab. 1.1 regroupe un ensemble des relations utilisées pour déterminer la vitesse
minimale de fluidisation.
Remarque : Les corrélations présentées précédemment sont valables pour la fluidisation
gaz–solide. La vitesse minimale de fluidisation pour les systèmes liquide–solide est souvent
estimée à partir de la relation de Riba [189].
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Table 1.1 – Estimation de U∗c,mf pour des lit mono ou poly-disperse.
Auteurs Relation
Wen et Yu [254] Rec,mf =
√
33.72 + 0.048Ar − 33.7
Leva [138] U∗c,mf =
7.169· 10−4d∗p1.82(ρ∗d−ρ∗c)0.94g∗
ρ∗c0.006µ∗c0.88
Goroshko [86] Rec,mf = Ar1400+5.2√Ar
Wu et Baeyens [259] Rec,mf = 7.33· 10−5· 10
√
8.24logAr−8.81
Doichev et Akhamov [59] Rec,mf = 1.08· 10−3Ar0.947
Ryu et al. [116] U∗c,mf =
2.997· 10−3d∗p1.636(ρ∗d−ρ∗c)1.128g∗
ρ∗c0.0247µ∗c0.446
ZJC [116] U∗c,mf = 0.294d∗p0.584/ν∗c 0.056(ρ∗d/ρ∗c − 1)0.528
NWC [116] Rec,mf = 0.129Ar0.54








1.3.2 Le régime bouillonnant
Le régime de fluidisation bouillonante est observé par toutes les classes de particules (voir
Fig. 1.4). Les bulles engendrées dans l’écoulements ont été largement étudiées expérimen-
talement. Ici sera fait un bref rappel des aspects étudiés : Vitesse minimale de bullage et
mouvement des bulles dans le lit.
Vitesse minimale de bullage
Au-delà de la vitesse minimale de bullage U∗c,mb, la fluidisation hétérogène apparaît. Cette
fluidisation se caractérise par l’apparition de bulles dans le lit. Ces bulles se comportent de
manière très similaire à celles formées dans les liquides, elles coalescent en montant dans le
lit en dessinant le même type de trajectoire. Pour les particules de classe B qui n’observent
pas de fluidisation particulaire la vitesse minimale de bullage est égale à celle au minimum de
fluidisation, U∗c,mb = U∗c,mf . Cependant, pour les particules de classe A, U∗c,mb 6= U∗c,mf et dans
une série d’études, Abrahamsen et Geldart [1–3] ont proposé des corrélations permettant
de calculer U∗c,mb. En fluidisant différents types de particules, ils observent que U∗c,mb est
dépendante de la fraction massique de particules de diamètre inférieur à 45µm [1, 3, 4].
D’autres corrélations, telles que celles proposées par Broadhurst et Becker [22] permettent
d’estimer la vitesse de bullage (voir tableau Tab. 1.2). Dans ces relations x45µm correspond
à la fraction de fines particules (d∗p < 45µm).
Mouvements dans le lit
Afin de connaître la distribution des bulles dans le lit, Werther et Molerus [255] ont
fluidisé du sable, des billes de verre et de la poudre de cuivre dans des lits de diamètres
différents. À l’aide de capteurs, ils ont pu déterminer le débit de gaz lié au passage des bulles
en fonction du rayon et à différentes hauteurs. Ils mettent ainsi en évidence que les bulles
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sont initialement localisées en proche paroi au niveau du distributeur, et qu’à mesure qu’elles
remontent dans le lit, les bulles se rapprochent du centre. Ils ont de plus, mis en évidence
que les bulles situées au centre étaient plus grosses que celles au niveau des parois. Plusieurs
comportements, fonction du rapport de la hauteur du lit sur le diamètre de la colonne, sont
observés. Le comportement général pour les lits profonds H∗/D∗ > 2, peut être défini ainsi
(voir Fig. 1.8) : au niveau du centre du lit, la circulation de la phase solide se fait selon deux
vortex dont les branches descendantes se situent au centre du lit. Le débit gazeux passe lui
au niveau des parois. C’est ce qu’on appelle les cônes de Werther [255]. Au-dessus de cette
zone, les bulles de gaz commencent à interagir, à coalescer, et se rapprochent du centre du
lit. Un mouvement ascendant de la phase solide dans le sillage des bulles est alors observé.
Lorsque les bulles arrivent à la surface du lit, elles répartissent le solide qu’elles entraînent
sur l’ensemble de la surface en explosant, puis le solide recircule au niveau des parois.
Figure 1.8 – Dynamique dans un lit fluidisé
La coalescence des bulles dans le lit fluidisé s’opère principalement au centre du lit [79].
Lors de l’ascension, les bulles forment un sillage avec un angle très grand et sont accompagnées
d’un nuage constitué majoritairement de gaz et d’un peu de grains. Ce gaz va en général plus
vite que les bulles et passe à travers celles-ci. La recirculation du solide à plusieurs niveaux
explique que les lits fluidisés soient réputés pour être de bons mélangeurs, de bons contacteurs,
et ayant de bonnes capacités de transferts de masse et de chaleur [135].
Le motif de l’écoulement peut être modifié par la présence de tubes, de chicanes ou par une
répartition inégale du gaz au niveau du distributeur. Un phénomène appelé « Gulf streaming
» est observé par Merry et Davidson [155]. En injectant un débit gazeux plus important en
proche paroi qu’au centre de la colonne, une recirculation à l’échelle de la colonne s’opère
alors de l’extérieur vers l’intérieur. Les particules sont entraînées par le sillage des bulles au
niveau des parois alors qu’un mouvement descendant est observé au centre de la colonne.
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1.3.3 Vitesse maximale de fluidisation
La vitesse maximale de fluidisation caractérise la valeur de débit gaz maximale à partir
de laquelle les particules sont entraînées par le courant gazeux. Cette vitesse est approximati-
vement égale à la vitesse terminale de chute libre V ∗d,t des particules. Au-delà de cette vitesse,
il est admis que les particules peuvent quitter le lit pour les particules de classe B et D de
la classification de Geldart. Pour les particules de classe A, les forces de cohésion interpar-
ticulaires empêchent le gaz de fluidiser les particules de manière isolées, et le rapport entre
vitesse d’entraînement et vitesse terminale de chute d’une particule isolée peut atteindre 10.
En appliquant le principe fondamental de la dynamique à une particule, la vitesse termi-
nale de chute est atteinte lorsque l’accélération de la particule devient nulle. En égalant la










Dans ces équations, Cd est le coefficient de traînée, qui peut être estimé par la corrélation de
Haider et Levenspiel [94] (voir équation 1.9) ou toute autre relation en fonction du type de
poudre (par exemple Schiller et Naumann [202] pour des sphères, . . .). Ici Ret = ρ∗cV ∗d,td∗p/µ∗c





1 + 8.1716 exp(−4.0655φs)Re0.0964+0.5565φst +
73.69Ret exp(−5.0748φs)
Ret + 5.378 exp(6.2122φs)
)
(1.9)
Le système posé ci-dessus peut-être estimé de manière itérative sur V ∗d,t pour des facteurs de
sphéricité compris entre 0.5 < φ < 1 [94].
Le rapport V ∗d,t/U∗c,mf est intéressant puisqu’il permet d’avoir une approximation rapide
de la gamme de vitesse de fluidisation pour un type de particules. La valeur de ce rapport
dépend de la taille des particules. Ainsi, pour des particules fines V ∗d,t/U∗c,mf = 80 alors que
ce rapport vaut 8 pour des grosses particules [135].
1.3.4 La fluidisation turbulente
Ce type de fluidisation permet un contact élevé entre le gaz et les particules et possède
une porosité relativement grande (de l’ordre de 0.7–0.8). Les études expérimentales du régime
de fluidisation turbulente indiquent qu’il est délimité par deux vitesses : U∗c,c et U∗c,k [32].
Lorsque U∗c,c est atteinte, les bulles atteignent leur taille maximale et cessent de coalescer
pour se séparer en de plus petites bulles et en gaz interstitiel. À mesure que U∗c,in augmente,
la formation de grosses bulles et leur éclatement diminuent jusqu’à atteindre le début du
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transport caractérisé par U∗c,tr. Lorsque U∗c,k est atteinte il n’y a plus de variation de pression
et le lit est constitué d’agrégats de particules en mouvement très intense [266]. Cependant,
ce changement hydrodynamique est remis en cause par Chebouni [32], pour qui, U∗c,k est
équivalente à U∗c,tr.
Au niveau expérimental, U∗c,c est déterminée à partir des fluctuations de la perte de pression
entre l’entrée et la sortie. U∗c,c correspond à la vitesse à laquelle les fluctuations de pression
enregistrées sont les plus importantes. Une autre méthode pour déterminer U∗c,c consiste à
repérer la première rupture de pente dans l’évolution de la porosité αc avec la vitesse. Le
tableau Tab. 1.3 regroupe un ensemble de corrélations souvent utilisées pour estimer U∗c,c et
U∗c,k. La corrélation proposée par Chehbouni [32] est valable pour les poudres des groupes I et
IIA de la classification de Genzha (i.e. telles que 0.4 < Ar < 123316) et pour des diamètres
de colonnes 50mm < D∗ < 200mm.
Table 1.3 – Corrélations pour les différentes vitesses de fluidisation turbulente.
Auteurs Relation
Rec,k = 1.46Ar0.472







Chehbouni et al. [32] Frc = 0.463Ar0.145
Dans un récent travail, Andreux et al. [9] ont identifié que le changement hydrodynamique
pour la transition entre le régime de bullage et le régime de fluidisation turbulente apparaît à
une vitesse U∗′c,c < U∗c,c. La valeur de U∗
′
c,c peut être déterminée à la fois par une cassure dans
la chute de pression où comme étant la vitesse à laquelle la fréquence dominante de vide local
est observée. Cette vitesse semble aussi correspondre à une cassure dans le rapport entre la
vitesse des bulles et la vitesse dans la phase émulsion ou dans la fraction de flux gazeux dans
les bulles.
1.3.5 La fluidisation rapide et lits transportés
L’entraînement des particules par le courant gazeux prend de l’importance au-delà de U∗c,k
et la transition entre les deux régimes s’opère à U∗c,tr. La détermination expérimentale de U∗c,tr
se fait selon la méthode proposée par Han et al. [95] : c’est la vitesse maximale au-delà de
laquelle, toute augmentation du débit gazeux entraîne une faible diminution du temps de
vidange d’une certaine quantité prédéfinie de solide dans la colonne (voir relations du tableau
Tab. 1.4). Tout comme U∗c,c, la valeur de la vitesse de transport U∗c,tr dépend principalement
de la taille de la colonne et du type de particules fluidisées. La corrélation proposée par
Chehbouni [32] est valable pour des diamètres de colonnes 50 mm < D∗ < 300mm et pour
toutes les poudres de la classification de Genzha (i.e. 1.18 < Ar < 1.19· 107).
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Tannous [222] 1.834 0.448 0
Chehbouni et al. [32] 0.169 0.545 0.3
Au-delà de U∗c,tr, il devient difficile de définir les limites des régimes observés. Le régime de
fluidisation rapide est très souvent employé pour la réalisation de procédés FCC. Ce régime se
caractérise par un écoulement ascendant co-courant d’un mélange gaz–solide, avec la présence
d’un lit plus dense dans la partie inférieure et la coexistence d’une région diluée en haut de
la colonne [217]. Les particules étant entraînées par le courant gazeux, une boucle de retour
est nécessaire pour réintroduire le solide à la base de la colonne.
La fluidisation rapide prend fin à l’apparition du choking de type A (lié aux particules de
type A dans la classification de Geldart), où une accumulation de particules en bas de la co-
lonne apparaît. Ceci se caractérise par un changement abrupt dans la porosité. Xu et al. [263]
ont observé que ce changement était lié à un effondrement de la suspension. Le choix du
phénomène de « choking » comme limite entre la fluidisation rapide et le régime DSU (Dense
Suspension Upflow) est cependant controversé [252].
Le régime DSU se caractérise principalement par des flux de matières solides plus élevés
que pour la fluidisation rapide, des concentrations solides plus élevées et l’absence de flux
solide descendant au niveau des parois [87]. Kim et al. [126] ont été les premiers à proposer une
distinction entre le régime de fluidisation rapide, le régime DSU et le transport pneumatique
(TP).
1.3.6 Expansion dans les lits fluidisés
Il existe deux méthodes utilisées expérimentalement pour déterminer la porosité du lit,
l’une basée sur la perte de charge et l’autre sur l’expansion du lit. A partir de ces mesures,
les travaux ont permis de relier la porosité du lit pour différentes configurations :
— Pour des fluidisations particulaires, Richardson et Zaki [191] ont observé l’expansion






Une liste de relation pour la valeur du coefficient n en fonction du nombre de Reynolds
terminal de chute est fournie par Richardons et Zaki [191]. Ces travaux seront par
la suite repris par Rowe [196] ou Khan et Richardson [124] pour l’expression de ce
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coefficient (voir équation 1.11).





D’autres corrélations plus récentes existent, comme celles proposées par Riba et Cou-






















pourαc ≥ 0.85 (1.13)
— Dans le régime de bullage, le taux de vide de la phase émulsion reste approximativement
égal à celui au minimum de fluidisation. Cependant, Thonglimp et al. [231] quantifient
l’expansion du lit induit par la présence des bulles.
αc = 1.57Re0.29in Ar−0.19 (1.14)
2 Transferts thermiques dans les lits fluidisés
En thermodynamique, le transfert thermique traduit la quantité d’énergie transférée par
un système entre deux états d’équilibre du fait d’une différence de température avec le sys-
tème environnant. La première loi de la thermodynamique définit la conservation d’énergie
dans le système alors que la deuxième loi de la thermodynamique établit que le transfert
thermique se fait des zones chaudes vers les zones froides. Ainsi, lorsque deux corps au repos,
de températures uniformes T ∗1 et T ∗2 , et isolés sont mis en présence, la température d’équilibre
T ∗ atteinte au bout d’un temps plus ou moins long est comprise entre T ∗1 et T ∗2 . Le corps
chaud s’est refroidi et a cédé sa chaleur au corps froid : il y a eu un transfert thermique.
Une analyse thermodynamique de cette configuration permet de définir la quantité d’énergie
transférée entre les deux états. Cependant, aucune information ne peut être extraite quant à
la rapidité, l’intensité ou la sensibilité du transfert à différents paramètres. La description phé-
noménologique du transfert thermique définit trois mécanismes : la conduction, la convection
et le rayonnement [57, 149].
La conduction est le mode d’échange de chaleur entre deux régions d’un milieu matériel
du fait de leur différence de température [57, 149]. Au niveau microscopique, les zones de
températures élevées sont occupées par des particules de forte énergie cinétique. Le brassage
lié au mouvement brownien, va homogénéiser les énergies cinétiques des particules en faisant
passer les particules de forte énergie dans les zones de faible énergie. À l’échelle macroscopique,
cela se traduit par un transfert de chaleur des zones chaudes vers les zones froides.
La convection est un phénomène faisant intervenir une agitation des particules, mais à une
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échelle beaucoup plus grande. Ce phénomène est observé lorsqu’une paroi échange avec un
fluide. Les particules fluides transfèrent de la chaleur au niveau de la paroi par conduction, puis
sont transportées par le mouvement du fluide [57, 149]. D’autres particules fluides remplacent
les précédentes au niveau de la paroi. Le mouvement du fluide peut être imposé (convection
forcée) où généré par des gradients sur une propriété intensive du fluide (convection naturelle).
Le rayonnement est un mode de transmission de l’énergie à distance. Tout corps émet
et reçoit des photons quelle que soit sa température. Ces émissions et réceptions de photons
entre deux corps se traduisent à l’échelle macroscopique par un transfert de chaleur entre les
deux corps.
Chen [33] indique que ces trois types de transferts de chaleur sont présents dans un lit
fluidisé. Le transfert conductif se fait entre particules et entre les particules et l’enceinte du lit.
Le transfert convectif se fait entre les particules et le gaz, entre la paroi et le gaz et au sein du
gaz. Enfin le transfert radiatif intervient entre particules, entre les particules et la paroi, entre
les particules et le gaz et entre la paroi et le gaz. Ce dernier type de transfert de chaleur semble
pouvoir être négligé pour des températures inférieures à 500◦C pour le transfert surface–lit
(voir Fig. 1.9) et devient de plus en plus important à mesure que la température opératoire
augmente [33]. La contribution des différents modes de transfert et leur prépondérance a été
condensée par Fan et Zhu [70]. Dans le cadre des lits fluidisés à températures modérées, il
semble que le mode de transfert prédominant soit la convection.
Figure 1.9 – Prépondérance des différents modes de transfert thermique Surface–Lit en lits
fluidisés [75].
2.1 Préliminaires
Le flux de chaleur échangé par une particule plongée dans un fluide en mouvement est
défini comme l’intégrale de la densité de flux thermique sur la surface de la particule [149].
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Ceci se traduit, en introduisant la loi de Fourier.




Ici, q∗f→p représente le flux de chaleur moyen par unité de surface de la particule. Ce même
flux de chaleur Q∗cp peut s’écrire en utilisant la loi de Newton avec des grandeurs moyennes




h∗(T ∗p − T ∗∞)dS∗ = h¯∗S∗(T ∗p − T ∗∞) (1.16)
Le nombre de Nusselt est un nombre adimensionnel qui compare les transferts de chaleur
convectifs et conductifs. Ainsi, plus les transferts convectifs seront importants, plus le nombre
de Nusselt Nup sera grand. De même, une valeur asymptotique existe pour le cas de diffusion





En combinant les deux expressions précédentes, le nombre de Nusselt de la particule Nup
peut se réécrire :
Nup =
Q∗cp
pid∗pλ∗c(T ∗∞ − T ∗p )
=
−q∗p→cd∗p
λ∗c(T ∗∞ − T ∗p )
(1.18)
La résolution du problème de diffusion de chaleur autour d’une particule plongée dans un
fluide au repos permet de connaître la valeur asymptotique vers laquelle tend le nombre de
Nusselt Nup = 2. Cependant il n’existe pas de solution analytique lorsque le fluide s’écoule
autour de la particule. Les récentes études numériques permettent désormais de remonter au
nombre de Nusselt particulaire local Nu(xs), avec xs un point à la surface de la particule. Les
études ayant été faites sur le sujet suggèrent de relier le nombre de Nusselt particulaire global
Nup à deux autres nombres adimensionnels : le nombre de Reynolds,Re = ρ∗c ||U∗c −V ∗d ||d∗p/µ∗c
et le nombre de Prandtl Pr. Le nombre de Prandtl compare les transferts de quantité de
mouvement associés aux forces visqueuses aux transferts de chaleur par conduction. Certains
travaux suggèrent de remplacer le nombre de Reynolds par le nombre de Péclet (Pe = RePr)
qui compare les effets diffusifs du transfert thermique aux effets advectifs.
Le nombre de Nusselt Nup est connu de manière assez précise pour une particule isolée.
Pour les régimes denses à phase dispersée, les récentes études numériques semblent converger
vers des lois régissant le transfert thermique.
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2.2 Particule isolée
Le transfert de chaleur à la surface d’une particule plongée dans un fluide à vitesse fixée
a été étudié en premier lieu par Ranz et Marshall [187]. La corrélation proposée est la plus
souvent utilisée et propose les dépendances de Nup en Re1/2 et Pr1/3. Ces travaux ont été
largement repris dans la littérature et semblent confirmer ces observations.
D’autres corrélations empiriques ont été proposées par Whitaker [256], Clift et al. [36], ou
beaucoup plus récemment de manière numérique par Feng et Michaelides[72] (voir tableaux
Tab. 1.5 et Tab. 1.6).
Table 1.5 – Expression du nombre de Nusselt Nup selon différents auteurs.
Auteurs Relation
Ranz–Marshall [187] Nup = 2 + 0.6Re1/2Pr1/3
Clift [36] Nup = (1 + (Pe)−1)1/3Re0.41Pr1/3 + 1
Whitaker [256] Nup = 2 + (0.4Re1/2 + 0.06Re2/3)Pr2/5
Feng [72] Nup = 0.992 + Pe1/3 + 0.1Re1/3Pe1/3
Table 1.6 – Gammes de validité du nombre de Nusselt Nup selon différents auteurs.
Auteurs Validité
Ranz–Marshall [187] Re ∈ [1; 10000] ; Pr ∈ [0.6; 250]
Clift [36] Re ∈ [1; 400] ; Pr ∈ [0.25; 1000]
Whitaker [256] Re ∈ [3.5; 76000] ; Pe ∈ [0.7; 380]
Feng [72] Re ∈ [0.1; 4000] ; Pe ∈ [0.2; 2000]
D’autres études [163, 264] introduisent les effets respectifs des nombres de Grashof et de
Richardson pour tenir compte de la convection naturelle. Le nombre de Grashof compare la
flottabilité aux effets visqueux. Ce nombre adimensionnel apparaît du fait de la réduction de la
masse volumique avec une augmentation la température générant un mouvement ascendant
du fluide. Le nombre de Richardson est défini pour comparer l’importance relative de la
convection naturelle et de la convection forcée. Afin de limiter le champ d’étude, seuls les effets
de la convection forcée sur le transfert thermique seront considérés dans la suite. Fig. 1.10
montre que la majorité des corrélations proposées ci-dessus tend vers deux lorsque le nombre
de Reynolds tend vers zéro. Ceci correspond au régime de diffusion pure. Seule la corrélation
de Feng et Michaelides [72] ne suit pas cette tendance.
Le tracé de l’évolution du nombre de Nusselt en fonction du nombre de Reynolds montre
une homogénéité dans les valeurs prédites par les corrélations. Cependant, la dépendance au
nombre de Prandtl montre des prédictions plus hétérogènes mais avec des tendances similaires
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(a) Re = 10













(b) Pr = 0.7
Figure 1.10 – Comparaison de l’évolution du nombre de Nusselt pour une particule isolée
prévu par les corrélations [36, 72, 187, 256] en fonction du nombre de Reynolds Re.
avec Pr.
2.3 Dans un écoulement gaz–particules
Du fait de la diversité des notations présentes dans les différentes études de la littérature,
les choix des notations utilisées ici sont développées dans le tableau Tab. 1.7. La norme de
la vitesse superficielle du fluide est notée U∗S , la vitesse interstitielle ou relative autour des
particules est notée U∗r = ||U∗d − U∗c ||. De fait, pour des particules fixes, U∗r = U∗S/αc. Ici
αc représente la fraction volumique de fluide dans le système. La phase dispersée, lorsqu’elle
est considérée comme une phase continue est notée à l’aide de l’indice « d ». Au contraire,
lorsque les données sont extraites pour chaque particule, les grandeurs sont alors repérées par
l’indice « p ». Enfin, la phase fluide est repérée par l’indice « c ».
Table 1.7 – Notations utilisées dans les corrélations.
Nom Notation
Reynolds superficiel ReS = ρ∗c(1− αd)U∗r d∗p/µ∗c
Reynolds particulaire Rep = ρ∗cU∗r d∗p/µ∗c
2.3.1 Formulation du problème
L’équation définissant le nombre de Nusselt (équation 1.18) introduit la notion de tem-
pérature « au loin » de la particule T ∗∞. Dans le cas d’une sphère isolée plongée dans un
écoulement, il devient naturel de définir cette température comme celle du fluide incident.
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Cette température est celle « perçue » par la particule avant d’être mise en contact avec le
fluide. De manière transverse à l’écoulement, c’est aussi la température « au loin» à l’altitude
de la particule. Pour des systèmes à phase dispersée, la définition d’une température « au
loin» devient plus difficile à construire du fait du caractère non conservatif du champ de tem-
pérature : à mesure que le fluide avance dans le système, les particules ne sont pas soumises
au même gradient de température.
D’un point de vue génie des procédés, les écoulements fluide–particules ont fait l’objet
de nombreux modèles pour rendre compte des transferts thermiques. Deux modèles sont cou-
ramment utilisés pour représenter ces écoulements : Piston, Piston–Dispersion. Ce problème
peut être rendu adimensionnel en suivant la procédure suivante : Θi = T ∗i /(T ∗d,0 − T ∗c,0) pour
la température (l’indice 0 traduit l’instant de mise en contact), τ = t∗U∗c /d∗d pour le temps,
Z = z∗/d∗p pour la distance. La formulation des bilans d’énergie pour chaque phase est rap-
pelée tableau Tab. 1.8. Dans ce tableau ζi traduit le terme de transfert d’énergie entre les
phases. Le nombre de Nusselt issu de ces bilans est noté Nu dans la suite.























Ainsi, dans le modèle piston, le coefficient de transfert calculé contient les contributions
liées à la conduction et à la dispersion de chaleur. De la même manière, dans le modèle de
piston–conduction, le coefficient de transfert contient les effets de dispersion de chaleur dans
le gaz. Finalement, seul le modèle de piston–conduction–dispersion contient l’information
relative au seul transfert de chaleur. Ici, seuls les bilans sur la phase continue seront développés
et la température de la phase dispersée est considérée constante en temps et en espace. Par
ailleurs, le terme d’échange ζc est maintenant noté ζ.
L’intégration du modèle simple de transfert de chaleur en régime permanent conduit à
une évolution de la température de mélange T ∗c sous forme exponentielle. La température de
mélange est ici définie comme la température moyenne conditionnée par la vitesse de la phase
fluide (voir équation 1.21).
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Par intégration de l’équation du bilan enthalpique entre l’entrée et une côte z, l’évolution
dimensionnelle de la température de mélange est donnée équation 1.22. Le nombre de Nusselt
est alors calculé tel que Nu = h∗d∗p/λ∗c .
ln
(
T ∗d − T ∗c







De nombreux travaux traitent du transfert thermique dans des systèmes diphasiques à
phase dispersée gaz–particules ou liquide–solide. Ces travaux, souvent expérimentaux, uti-
lisent l’un ou l’autre des modèles proposés. Kunii et al. [135] ont reporté les valeurs du nombre
de Nusselt de 22 publications pour des lits fluidisés. Il apparaît que pour de forts nombres de
Reynolds (ReS > 100), le nombre de Nusselt devient très important, du fait de la convection
autour de la particule, et l’équation de Ranz–Marshall [187] pour une particule isolée devient
la limite inférieure des données collectées. Cependant, pour des nombres de Reynolds faibles
(ReS < 10), certains travaux observent que le nombre de Nusselt devient inférieur à celui
d’une particule isolée et d’autres affirment que la valeur asymptotique de ce dernier est nulle
lorsque le nombre de Reynolds tend vers zéro.
Le modèle piston–dispersion introduit un nouveau terme à modéliser : la dispersion axiale.
En utilisant le bilan thermique adimensionnel pour la phase fluide (voir tableau Tab. 1.8) et





−T ∗c,in , il vient, dans le cas d’une température de








+ ζΘ = 0 (1.23)
La modélisation du terme PeL revient à définir la dispersion d’un scalaire passif à travers
un lit de particules [50] (ζ est alors nul dans l’équation 1.23). Plusieurs techniques sont em-
ployées au niveau expérimental : réponse fréquentielle, réponse à un Dirac ou à un échelon de
température / concentration du système [62, 157]. Une approximation largement utilisée pour
les régimes d’écoulement intermédiaires est de supposer l’additivité des diffusions moléculaire
et mécanique (i.e. liée au milieu dispersé) comme indiqué équation 1.24. La tortuosité du
milieu est notée τu et vaut
√
2 pour des sphères. Pour des systèmes fixes aléatoires, Gunn [90]
dérive l’expression d’un coefficient de dispersion axial (équation 2.20). Dans ce modèle, deux
zones sont considérées : une où l’écoulement est rapide, et une où le fluide est quasiment au
repos. Ici, α1 représente la première racine de la fonction de Bessel J0(u) = 0 et σ2uc,ax est
la variance de la vitesse surfacique. Pour des systèmes denses (i.e. où la variance de porosité
locale est faible), l’approximation σuc,ax = 0 donne des résultats en accord avec les expériences
[90]. La probabilité de déplacement axial, notée p, traduit la proportion relative de fluide en
écoulement rapide à la quantité de fluide en régime quasi-statique [90]. Les valeurs de p et
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τu sont proposées pour trois types de particules : sphères, cylindres pleins et creux [90]. Une
modification de la dépendance de p avec le nombre de Schmidt / Prandtl (voir équation 2.21)
est proposée par Guedes de Carvalho et al. [89]. D’autres études se sont proposées d’extraire
les coefficients de dispersions axiaux pour les gaz et liquides, parfois avec des formulations
lourdes [233] et critiquées par la communauté [91]. Malgré les efforts fournis pour extraire ces
coefficients, les valeurs prédites peuvent varier de 20% [50]. Delgado [50] propose de retenir
les relations de Gunn [90] et Guedes de Carvalho et al. [89] pour des systèmes de particules
isométriques aléatoirement disposées. Une représentation des corrélations avec les données
de la littérature montre un bon accord même à forts nombres de Péclet en Fig. 1.11. Pour
les nombres de Péclet faibles, la dispersion axiale peut être approximée par le coefficient de
diffusion de la phase fluide. De la même manière que pour la dispersion axiale, l’estimation
































(1 + σ2us,ax) (1.26)








































À partir de ces corrélations et du bilan équation 1.23, la seule inconnue restante est
le nombre de Nusselt. Ainsi, la résolution de ce système donne l’évolution de la température
normalisée (voir équation 1.33). La valeur du nombre de Nusselt moyen peut alors être extraite
en sortie du système [162]. Avec ce modèle, les valeurs du nombre de Nusselt calculées effacent
le décrochage observé pour les faibles nombres de Reynolds [251]. Cependant, la valeur extraite
ne représente pas le comportement individuel des particules mais du système [81].
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La corrélation la plus souvent utilisée pour les transferts thermiques dans les écoulements
fluide–particules est celle proposée par Gunn [92]. En combinant une analyse statistique des
propriétés de l’écoulement dans les lits fixes avec la solution analytique de l’équation de
convection–diffusion pour la chaleur, Gunn [92] propose une corrélation pour l’estimation du
nombre de Nusselt ou de Sherwood. Cette corrélation a été obtenue de manière à satisfaire 4
relations limites sur la valeur du nombre de Nusselt. La première est extraite de la solution
en série de l’équation de la chaleur pour les faibles nombres de Reynolds, la deuxième traduit
le comportement des lits fixes à faibles nombres de Reynolds, et les deux dernières sont les
dépendances du nombre de Nusselt à faibles nombres de Reynolds, pour des particules isolées,
et les dépendances observées expérimentalement pour des sphères isolées ou des lits fixes
avec le nombre de Prandtl à forts nombres de Reynolds. À tout cela s’ajoute une condition
sur l’évolution du nombre de Nusselt avec la porosité lorsque celle-ci s’approche de 1. Il est
intéressant de noter que la corrélation tient compte de la porosité du lit et est utilisable à
la fois pour la prédiction du nombre de Nusselt et du nombre de Sherwood pour le transfert
de matière. Cette corrélation est utilisable pour une large gamme de nombres de Reynolds et
des systèmes dilués à denses, ReS < 1· 105 et 0.35 < αc < 1.
Nu = (7− 10αc + 5α2c)(1 + 0.7Re0.2S Pr1/3) + (1.33− 2.4αc + 1.2α2c)Re0.7S Pr1/3 (1.35)
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Gnielinski [83] part de l’idée que le transfert de chaleur pour une particule de forme
quelconque peut être prédit à partir des corrélations pour des plaques planes, à condition
d’introduire les bonnes échelles caractéristiques de vitesse et de longueur. Ainsi, pour des
particules sphériques en lit fixe ces grandeurs sont la vitesse moyenne dans le pore et le
diamètre des sphères. En définissant un facteur d’arrangement f(αc), Gnielinski arrive à la
formulation suivante :
Nup = (1 + 1.5αd)Nup,sphere (1.36)
L’expression de Nup est calculée de manière à satisfaire Nup = 2 lorsque Rep → 0 ainsi
que les expressions du transfert de chaleur en écoulement laminaire et turbulent pour des
plaques planes.
Nup = 2 + (Nu2p,lam +Nu2p,turb)1/2 (1.37)
Nup,lam = 0.664Re1/2p Pr1/3 (1.38)
Nup,turb =
0.037Re0.8p Pr
1 + 2.443Re−0.1p (Pr2/3 − 1)
(1.39)
La corrélation précédente reste valide pour :
0.1 ≤ Rep ≤ 10000
0.6 ≤ Pr ≤ 1000
0.26 ≤ αc ≤ 0.935
(1.40)
Whitaker [256] a collecté les résultats de plusieurs études sur le transfert thermique en
lits fixes constitués de sphères, anneaux de Rashig, selles de Berl, anneaux à partitions, ou
cylindres. Bien que les nombres de Nusselt observés dans la littérature varient en fonction de













Le taux de vide des études varie entre 0.34 ≤ αc ≤ 0.63, pour des nombres de Reynolds
compris entre 100 ≤ ReS/αd < 1× 104.
L’étude sur le transfert thermique et de matière entre une inclusion au sein d’un arrange-
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ment de sphères et un fluide menée par Rowe et Claxton [197] conclut à la corrélation :




B = 23(1− αd) (1.44)
n = 2 + 0.65Re
−0.28
S
3(1 + 4.65Re−0.28S )
(1.45)
(1.46)
Cette corrélation, valable pour les lits fixes et les lits fluidisés, est basée sur le calcul
du coefficient de transfert de chaleur pour différents arrangements de sphères maintenues
fixes (rhomboédrique, cubique et aléatoire). Des précisions sur la valeur du coefficient B et
sur la gamme de validité de la corrélation sont fournies avec l’étude si l’eau et l’air sont
considérés séparément (voir tableau Tab. 1.9). Ainsi, des études séparées pour l’eau et pour
l’air conduisent à B = 0.611−αd pour l’air et B =
0.70
1−αd pour l’eau.
De plus, la gamme de nombres de Reynolds sur laquelle est basée la corrélation varie en
fonction du réseau étudié mais est comprise entre 130 ≤ ReS ≤ 2000.
Table 1.9 – Gamme de validité de la corrélation de Rowe et Claxton [197].
Réseau αd ReSAir Eau Air Eau
Rhombohédrique [0.368; 0.74] [0.368; 0.74] [200; 2000] [200; 2000]
Cubique 0.524 0.524 [130; 1530] [200; 1150]
Enfin, une série d’études compilent les différents travaux de la littérature pour définir
de nouvelles relations (voir tableau Tab. 1.10). Ainsi, les données expérimentales collectées
par Kunii [135] pour les faibles nombres de Reynolds suivent l’expression empirique proposée
par Kothari [135]. Pour sa part, Chen [33] obtient sur le même jeu de données la corrélation
montrée tableau Tab. 1.10. Ce tableau regroupe aussi les travaux de Wakao et al. [251] pour
des lits fixes traversés par de l’air, Pr = 0.7 et 15 ≤ ReS ≤ 8500. Enfin, la relation fournie par
Gelperin et Einstein [80] est aussi disponible dans le tableau Tab. 1.10. Il est intéressant de
noter que dans toutes ces relations, les dépendances aux nombres de Reynolds et de Prandtl
ont des valeurs très proches. Seules les relations de Wakao et Ranz se raccordent au nombre de
Nusselt d’une sphère isolée dans les cas dilués. Enfin, seule la relation de Gelperin et Einstein
[80] semble indiquer une dépendance du nombre de Nusselt avec la porosité du milieu, comme
proposé plus haut.
Enfin, il est intéressant de noter la corrélation proposée par Jeschar [114] applicable pour
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Table 1.10 – Relations issues de compilations de données pour les transferts thermiques en
lits denses.
Auteurs Relation
Kunii et Levenspiel [135] Nu = 0.03Re1.3S pour 0.1 ≤ ReS ≤ 100
Chen [33] Nu = 0.0282Re
1.4
S Pr1/3 pour 0.1 ≤ ReS ≤ 50
Nu = 1.01Re0.48S Pr1/3 pour 50 ≤ ReS ≤ 1· 104
Gelperin et Einstein [80] Nu = 0.4
(ReS
αc
)2/3 Pr1/3 pour ReS/αc > 200
Wakao et al. [251] Nu = 2 + 1.1Re0.6S Pr1/3
Ranz–Marshall Nu = 2 + 1.8Re1/2S Pr1/3
des systèmes polydisperses. La valeur du coefficient d’échange de chaleur et le diamètre ca-
ractéristique des particules étant variables pour des systèmes polydisperses, ces derniers sont
remplacés par leur valeur moyenne (voir équations 1.47 et 1.48). Ceci implique que les nombres
de Reynolds et de Nusselt soient aussi moyennés. Pour un jeu de n classes, la fraction volu-
mique de la classe i est notée αd,i =
V ∗i





















































L’expression est en accord avec la définition des équations 1.47 et 1.48 et la nécessité pour
chaque sphère composant le lit de satisfaire Nup = 2 lorsque Re→ 0. La corrélation proposée
est basée sur des expériences menées avec des gaz Pr = 0.7 : c’est pourquoi le nombre de
Prandtl n’y apparaît pas. En comparant sa corrélation avec les données disponibles dans la
littérature, Jeschar trouve que de manière similaire à Gunn et Whitaker, le nombre de Nusselt
a une dépendance en Pr1/3. Une corrélation corrigée, mais valable uniquement pour des cas
monodisperses est alors proposée.
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Pr1/3 + 0.0056RepPr1/3 (1.51)
2.3.3 Quid des études numériques
Comparativement au transfert de quantité de mouvement, peu d’études numériques, que
ce soit en lits fixes ou en lits fluidisés, se sont proposées d’étudier le transfert thermique de
particules en interaction avec un fluide. Augier et al. [11] se sont intéressés au transfert de
chaleur et de matière dans des lits fixes à nombres de Reynolds modérés 1 < ReS < 80
et 300 ≤ Pr ≤ 1000. Les valeurs de nombre de Nusselt calculées pour une sphère isolée se
superposent à la corrélation de Feng et Michaelides [72]. La simulation de l’écoulement pour
ReS = 30 autour de deux particules proches dont le diamètre varie ±20% montre un faible
impact sur le nombre de Nusselt particulaire ±5%. Les moyennes réalisées sur 60 particules
choisies aléatoirement dans un lit sont bien représentées par la corrélation de Kunii [135] (voir
tableau 1.10).
Coussirat et al. [40] ont regardé, pour des lits fixes, l’impact sur la prédiction du transfert
de chaleur des différentes modélisations de la turbulence (Eddy Viscosity Models ou Reynolds
Stress Models) ainsi que des différents traitements aux murs. Si ces choix (modèle et traitement
au mur) influencent la valeur du nombre de Nusselt calculé, les données publiées reproduisent
assez fidèlement la corrélation proposée par Wakao et Kaguei [251].
Même pour des géométries moins communes (Composite Structured Packing), Romkes
et al. [195] réussissent à retrouver par la CFD, avec une erreur de 15%, les valeurs du nombre
de Nusselt prédites par les corrélations (propres au type de géométries considérées).
À l’aide d’une étude CFD utilisant le modèle k −  avec un traitement au mur spécifique,
Jang et al. [113] ont évalué le nombre de Nusselt et le coefficient de friction pour des fractions
volumiques αc = 0.4 − 0.5 et des nombres de Reynolds compris entre 1300 et 11000. Les
particules utilisées pour simuler le lit fixe, ont un diamètre compris entre 50 mm < dp <
100 mm. Les corrélations basées sur leur étude prédisent les valeurs du nombre de Nusselt
avec une incertitude de 7%.
Des études plus récentes [45, 46, 49, 73, 224, 225, 260], utilisent la Simulation Numé-
rique Directe (DNS) pour quantifier les transferts de chaleur en lits fixes et en lits fluidisés.
L’ensemble de ces études utilisent des méthodes aux frontières immergées, seuls les schémas
d’interpolation où les méthodes de forçage diffèrent. Ces codes sont, dans un premier temps,
comparés à des solutions analytiques (diffusion pure autour d’une sphère [224], écoulement
dans un canal carré [225]) ou à des expériences de sédimentation [49, 249, 268].
Pour des sphères isolées [49, 73, 224], les résultats pour le nombre de Nusselt sont comparés
aux corrélations de Feng [72], Ranz–Marshall [187] ou Whitaker [256]. L’erreur relative entre
la DNS et les corrélations n’excède jamais 10% et Tavassoli et al. [224] montrent qu’une
résolutionNp = d∗p/∆x∗ = 15 pour le pas d’espace permet d’obtenir une solution indépendante
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de la grille. Ici ∆x∗ correspond à la résolution spatiale de la simulation et Np cette même
grandeur en termes de nombre de pas d’espace par diamètre. Cette même observation est
faite par Feng et Musong [73] pour des régimes d’écoulement où interviennent la convection
naturelle et la convection forcée. Xia et al. [260] ont comparé l’évolution du nombre de Nusselt
local en fonction de la condition limite à l’interface (Dirichlet ou Neumann) et de la méthode
d’interpolation à l’interface. Après comparaison de la distribution du nombre de Nusselt avec
les résultats publiés par d’autres auteurs, ils observent une précision similaire des solutions
pourNp = 32 etNp = 24 respectivement pour une méthode multi-directe et pour une méthode
par reconstruction. Aucune corrélation cependant, ne semble être privilégiée par les études
menées en DNS.
L’évaluation du transfert de chaleur pour des systèmes à phase dispersée pose plus de
problèmes. En premier lieu, la définition du nombre de Nusselt fait intervenir la force qui
régit le transfert T ∗p −T ∗∞. Or pour des particules en interaction, toutes ne voient pas la même
force motrice du transfert de chaleur. Si les particules en amont du système voient le fluide
à sa température d’entrée ce n’est pas le cas des particules en aval, pour lesquelles le fluide
a échangé de la chaleur et n’est plus homogène : le nombre de Nusselt particulaire devient
alors difficile à évaluer. Une solution [49] consiste à évaluer un nombre de Nusselt moyen
sur l’ensemble du domaine, en revenant à la méthode d’évaluation du coefficient de transfert
utilisé pour formuler les corrélations (voir équation 1.22).
Le profil de température de mélange est extrait des simulations DNS [49]. La seule inconnue
restante est le coefficient de transfert thermique moyen, h∗. Ce dernier est alors obtenu par
une régression linéaire. Cette méthode est proposée par Deen [49] pour le transfert thermique,
puis les coefficients obtenus sont comparés à la corrélation de Gunn [92]. Les coefficients de
détermination issus des régressions indiquent que le modèle choisi peut représenter le système
(i.e. R2 ≥ 0.998). Cependant, l’erreur relative avec les prédictions de Gunn dépasse 15%
pour ReS < 100 et croît lorsque ReS diminue. Ceci pouvant être imputé à la fois au modèle
utilisé pour extraire le nombre de Nusselt et à la corrélation. Cette méthodologie est aussi
utilisée par Tavassoli [224] pour ReS ∈ [0; 100]. Les simulations ont été réalisées pour trois
grilles différentes (Np = 10, Np = 15 et Np = 20) et les résultats ont été extrapolés pour
Np → +∞ par la méthode de Richardson [190]. Les écarts relatifs calculés par cette méthode
sont similaires à ceux observés par Deen [49]. Les tendances prédites par la corrélation avec
ReS et αd sont retrouvées au niveau de la DNS. En rassemblant les résultats de différents
travaux [49, 224, 225], Deen et al. [46] proposent une correction à la corrélation de Gunn qui
représente mieux les résultats DNS :
Nu = (7− 10αc + 5α2c)(1 + 0.17Re0.2S Pr1/3) + (1.33− 2.31αc + 1.16α2c)Re0.7S Pr1/3 (1.52)
Pour aller plus loin dans la compréhension de ces systèmes, Deen [49], repris par Tavassoli
[224] tentent d’évaluer un nombre de Nusselt particulaire. Dans l’équation 1.18, la force mo-
trice du transfert est contenue dans T ∗∞− T ∗p . L’évaluation de la température moyenne locale
du fluide T ∗∞ est réalisée à l’intérieur de boîtes cubiques centrées sur chacune des particules.
La température du fluide aux extrémités de la boîte (i.e. loin de la particule d’intérêt), joue
un rôle faible dans le transfert thermique. C’est pourquoi, les auteurs introduisent une fonc-
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tion décroissante g(r) usuellement utilisée dans le modèle à deux fluides pour l’évaluation des
moyennes volumiques [112].
T˜ ∗c (r∗) =
∫
V ∗c
g(|r∗ − r∗p|)T ∗c (r∗)dr∗∫
V ∗c
g(|r∗ − r∗p|)dr∗
avec g(r) = exp(−r∗/r∗p) (1.53)
L’opération de moyenne volumique dépend de la taille de la boîte sur laquelle elle est
réalisée. Deen et al. [49] indiquent qu’une boîte de taille 5d∗p permet d’obtenir une erreur infé-
rieure à 0.5% sur la valeur de la moyenne locale. Grâce à cette méthode, les auteurs arrivent à
extraire des distributions de coefficients de transfert thermique particulaire, éléments impor-
tants pour une analyse statistique destinée à la modélisation. Cependant, une telle taille de
boîte questionne quant à la véritable définition d’une grandeur locale aux vues de la dimension
du système utilisé.
Massol [149] étudie l’écoulement et le transfert de chaleur dans une maille des réseaux struc-
turés (cubique, cubique centré, cubique face centrée). Le calcul de la température moyenne
dans le volume représentatif est ici défini à l’aide d’une moyenne volumique sur la phase
fluide dans l’intégralité du volume de contrôle. Pour les réseaux structurés, Massol obtient les
mêmes tendances pour le nombre de Nusselt avec ReS et αd que les corrélations de Gunn [92],
Gnielinski [83] et Rowe et Claxton [197]. Cependant, l’ensemble des corrélations semblent
sous-estimer la valeur du nombre de Nusselt. Massol a de plus, étudié la distribution de
température pour le réseau cubique face centrée. Il apparaît que la variance de température
augmente lorsque les nombres de Prandtl ou de Reynolds diminuent, et qu’elle augmente avec
αd.
Feng et Musong [73], ainsi que Xia et al. [73, 260] regardent le problème du transfert de
chaleur en lit fluidisé ou dans un réseau de particules fixes en définissant le nombre de Nusselt
particulaire comme le rapport entre transfert de chaleur à la surface de la particule et la force
motrice maximale (i.e. |T ∗d /(T ∗d − T ∗c,in)− T ∗c,in/(T ∗d − T ∗c,in)| = 1).




∇T ∗c /(T ∗d − T ∗c,in)·ndS (1.54)
Enfin, ils proposent de définir le nombre de Nusselt moyen comme la moyenne arithmé-
tique des nombres de Nusselt particulaires. Cette définition ne permet de pas de comparer
les résultats obtenus avec la corrélation de Gunn [92] qui prend en compte la température
moyenne locale du fluide [73].





Leurs études respectives sur un lit fluidisé et un paquet de particules montrent que le
nombre de Nusselt moyen dans leur système est inférieur à celui pour une particule isolée.
Pour le lit fluidisé de 225 sphères, Feng et Musong [73] trouvent que le rapport < Nu >Npart
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/Nup,iso varie entre 0.64 et 0.68 pour les différentes vitesses de fluidisation testées. Ce même
rapport pour un cluster de 20 sphères est compris entre 0.61 et 0.76 pour des nombres de
Reynolds 50 ≤ Re ≤ 100.
En second lieu se pose la question de la représentativité des systèmes étudiés par la DNS.
Tout comme les jeux de données sur lesquels sont basées les corrélations au niveau expéri-
mental, il est intéressant de savoir combien de systèmes doivent être étudiés par la DNS pour
minimiser les erreurs. Tenneti et al. [225] se sont intéressés à minimiser les incertitudes sur la
détermination du nombre de Nusselt. Pour des systèmes à ReS ∈ [1; 100] et αd = 0.2 ou 0.4,
les auteurs ont relevé le profil du nombre de Nusselt dans la direction de l’écoulement, ainsi que
le rapport de l’aire dédiée au fluide sur l’aire totale de la tranche. L’amplitude des fluctuations
pour l’aire est d’environ 7% lorsque la moyenne est réalisée sur 5 simulations indépendantes.
Pour réduire ces mêmes fluctuations à 2%, 50 simulations indépendantes sont nécessaires.
Des résultats similaires sont observés sur les fluctuations du nombre de Nusselt. Le reste de
l’étude se base sur des moyennes pour 5 simulations indépendantes. Enfin, Tenneti et al. [225]
remontent au nombre de Nusselt moyen (sur l’ensemble des réalisations et sur la hauteur du
lit) et retrouvent les tendances prédites par la corrélation de Gunn [92].
En reprenant les systèmes gaz–particules proposés par Tenneti [225], Sun et al. [215]
montrent l’effet relatif de la diffusion, de la convection et du transport pseudo-turbulent
de chaleur pour des régimes modérés (Re ∈ [1, 100] et αd = [0.1, 0.5]). Le nombre de Nusselt
moyen issus de leurs simulations peut être approché par l’équation 1.56 [214]. Une analyse plus
poussée [215] montre que l’effet de la diffusion ne peut plus être négligée pour des nombres
de Reynolds particulaires inférieurs à 20. Pour les régimes advectifs (Rep > 10), le transfert
thermique est principalement dû à l’advection et au transfert pseudo-turbulent. L’extraction
du terme de transfert thermique pseudo-turbulent montre une décroissance exponentielle avec
le nombre de Reynolds. À partir de ces observations et des simulations PRS, une estimation
de la dispersion axiale est calculée à partir d’un modèle de transport turbulent (équation
1.57).








(0.2 + 1.2αd − 1.24α2d)|u∗c |exp(−0.002Rep)
(1− 1.6αcαd − 3αdα4c)exp(−αdRe4p)
(1.57)
L’étude de milieux bi-disperses a été menée [162, 223] en utilisant la même procédure
que pour les systèmes mono-disperses. Ceci engendre une nouvelle dimension à balayer : la
proportion de grosses et petites particules à chargement global fixé. L’extraction du nombre de
Nusselt moyen se fait en remplaçant le diamètre des particules dans le bilan 1D par le diamètre










2 . Les corrélations de la littérature proposées pour les systèmes mono-disperses
en substituant d∗p par d∗m sont en bon accord avec les valeurs obtenues par extraction du
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coefficient de transfert à partir du profil de température. Cependant, l’étude de la distribution
du nombre de Nusselt particulaire montre un comportement différent entre larges et petites
particules. La valeur moyenne observée par les grosses particules est supérieure à celle des
petites particules. Au contraire, l’écart-type des distributions est supérieur pour les petites
particules. Les distributions tendent à s’homogénéiser avec le nombre de Reynolds pour les
deux classes de particules. Enfin, aucune tendance n’est observée lorsque la proportion relative
de classe de particule est changée. Ces conclusions sont valables pour des nombres de Reynolds
compris entre 20 et 100 et des chargements solides compris entre 10% et 50%.
Municchi et Radl [162] utilisent des moyennes volumiques locales autour des particules
pour extraire le coefficient de traînée et le nombre de Nusselt. L’étude de l’évolution de ces
grandeurs menée pour des chargements solides compris entre 20% et 50% pour des systèmes
bi-disperses. Ici aussi le diamètre est remplacé par le diamètre de Sauter. Une distribution
sous forme de loi log-normale est observée plutôt qu’une loi Gaussienne pour le coefficient de
traînée et le nombre de Nusselt. En ajoutant la contribution du gradient de pression local
au niveau des particules, une correction à la corrélation de Beetstra [16] est proposée (voir
équation 1.58). Ici, F ∗i,B correspond au coefficient de traînée proposé par Beetstra [16] sur la
particule i. La réintroduction de la dispersion log-normale dans les corrélations se fait par
l’ajout d’un terme stochastique à la forme générale de la loi de traînée. Pour un nombre
aléatoire i, le coefficient de traînée s’écrit sous la forme : Fi = Fi,corr(1 + Fi,σ(i)). Le terme
fluctuant Fi,σ(i) correspond à la densité de probabilité de déviation à la corrélation pour une
valeur aléatoire i. Enfin, supposant un lien direct entre nombre de Nusselt et coefficient de
traînée, cette même procédure est appliquée pour le nombre de Nusselt.
F ∗i,corr = −0.1216 + 1.181F ∗i,B + 0.00352F ∗i,B2 (1.58)
Nui,bi = 2 + Pr1/3
F ∗i,corr − 1
F ∗i,corr
(





2.3.4 Discussion pour les régimes diffusifs
Les valeurs du nombre de Nusselt reportées dans la littérature peuvent varier de plusieurs
ordres de grandeurs, notamment aux faibles nombres de Reynolds. Pour certains, les diffé-
rences observées sur les valeurs expérimentales du nombre de Nusselt proviennent [143, 192]
du modèle d’équilibre des températures utilisé lors de l’analyse des profils thermiques dans
le lit. En supposant un lit parfaitement mélangé et un écoulement piston au sein du lit [135],
les bilans enthalpiques sur chaque phase peuvent varier selon les hypothèses faites quant aux
effets de conduction entre particules et de dispersion au sein du fluide.
Afin d’expliquer les faibles valeurs du nombre de Nusselt observées dans la littérature pour
les faibles nombres de Reynolds Nu ∝ Pem avec m > 1, des études [232, 244] ont montré que
la dispersion axiale était prédominante pour le transfert de chaleur pour des nombres de Rey-
nolds ReS < 200. Cependant, les corrélations basées sur ces observations prédisent toujours
des valeurs trop élevées du nombre de Nusselt Nu ∝ Pe. Selon Schlünder [204], pour des
faibles nombres de Péclet, les systèmes hétérogènes gaz–particules ne peuvent plus être consi-
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dérés comme des systèmes quasi-homogènes. Selon eux, faire cette hypothèse ne permet pas
d’extraire correctement le nombre de Nusselt et explique l’incapacité des corrélations issues
de ces études à prédire les transferts thermiques dans ces milieux. Cette même observation
est faite par Martin [148]. Pour eux, les faibles valeurs du nombre de Nusselt observées dans
la littérature sont à attribuer à la présence de passages préférentiels froids, et donc une dis-
tribution non-uniforme de l’écoulement dans le lit, liée à une hétérogénéité de la distribution
de la fraction gazeuse. Le calcul du coefficient de transfert basé sur la perte de chaleur entre
l’entrée et la sortie du lit est alors sous-estimé par la présence de ces courts-circuits.
Pour Nelson et Galloway [165], la valeur limite Nu = 2 en régime de diffusion pure est
un cas particulier pour une sphère isolée. Cette valeur est obtenue en imposant un gradient
thermique nul de la phase fluide à l’infini de la particule. Or, cette condition limite n’est plus
correcte lorsque le problème traite d’une sphère en interaction avec d’autres sphères, toutes
participant au phénomène de transfert de chaleur. Nelson et Galloway font l’hypothèse d’un
gradient de température nul sur une sphère de rayon R∗αc entourant la particule. Le rayon
R∗αc est choisi de telle sorte que la porosité dans le volume de la sphère soit identique à celui
du système étudié. Le problème de diffusion pure est posé de manière à satisfaire la théorie











Dans cette équation, ζ vaut :
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Il est à noter que la constante α dans l’équation 1.61 vaut 0.6 dans leur étude de manière à
suivre les dépendances du nombre de Nusselt observées par Frössling. Ainsi, pour des systèmes
très dispersés (i.e. αc → 1), la corrélation proposée tend vers celle d’une sphère isolée proposée
par Ranz–Marshall ou Frössling. La gamme de validité de cette corrélation est 0.08 ≤ ReS ≤
1000. Enfin, la corrélation proposée permet de retrouver la chute du nombre de Nusselt pour
les faibles nombres de Reynolds.
Avec un même jeu de données initial, Riquarts [192] arrive à montrer que les coefficients
de transfert calculés avec ou sans l’effet de la dispersion axiale peuvent varier de plusieurs
ordres de grandeurs. Les valeurs ainsi produites par chaque modèle pour un même cas sont
dans la gamme des résultats publiés pour ces mêmes modèles. En incluant la contribution de
la dispersion, les coefficients de transfert calculés sont supérieurs à ceux d’une particule isolée,
et ce, même à des nombres de Reynolds très faibles.
De la même manière, Glicksman [81] montre à l’aide d’un modèle piston–dispersion que
le nombre de Nusselt effectif du lit est très dépendant des effets diffusifs dans le lit. De même
l’inhomogénéité de porosité dans le lit engendre une large diminution du nombre de Nusselt
effectif avec ce type de modèle et rejoint en ce sens Martin [148]. Selon eux enfin, le modèle
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(a) Pr = 0.7 αc = 0.7
























(b) Pr = 0.7 αc = 0.5
Figure 1.12 – Comparaison de l’évolution du nombre de Nusselt prévu par les corrélations
[92, 165, 187, 192, 197, 251] en fonction du ReS .
basé sur la théorie de la pénétration proposé par Nelson et Galloway [165] n’est pas résolu avec
la bonne condition limite pour les régimes à faibles nombres de Reynolds. En appliquant une
nouvelle condition limite à ce même problème lorsque le temps de diffusion dans la coquille
englobant la particule est supérieur au temps de renouvellement du fluide à la surface de la
coquille T ∗re, une nouvelle solution est proposée [118]. La transposition de cette relation au
transfert de matière est assez aisée.
Nu = 2(d
∗
p + δ)(b− c)
δ(b− d∗p2 − c)
(1.62)
b = 2(4δ2 + 6δd∗p + 3d∗p
2) (1.63)
c = (8δ2 + 11δd∗p + 4d∗p
2)exp
[
d∗p(d∗p + δ)(12k∗cT ∗re − δ2)












2.3.5 Comparaison des corrélations
Il est intéressant de comparer les différentes corrélations présentées précédemment afin
de repérer les possibles points d’améliorations de la compréhension des transferts thermiques.
Cependant, pour des raisons de lisibilité, les corrélations ayant des formulations proches n’ont
pas été reportées dans cette section. De plus, cette comparaison s’intéresse en premier lieu
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aux tendances fournies par les corrélations les plus récentes.
Concernant l’évolution du nombre de Nusselt à nombre de Prandtl et fraction volumique
fixés, la plupart des corrélations montrent que le rapport Nu/Nup,Ranz augmente avec le
nombre de Reynolds. Ici, Nup,Ranz correspond au nombre de Reynolds d’une sphère isolée
calculé à partir de la corrélation de Ranz–Marshall [187]. Les corrélations prédisent un nombre
de Nusselt en milieu dense supérieur à celui d’une sphère isolée (voir Fig. 1.13). Il faut
noter que la tendance prédite par la corrélation de Rowe et Claxton [197] pour les faibles
nombres de Reynolds n’est pas à prendre en compte. En effet, ces corrélations ont été obtenues
respectivement pour ReS ≥ 130 et ReS/αd ≥ 100.
Si la tendance concernant l’évolution des transferts thermiques avec le nombre de Reynolds
est plus ou moins commune à tous les auteurs, les valeurs prédites varient du simple au
double pour de faibles chargements solides (voir Fig. 1.13a). Les corrélations issues des études
numériques récentes [45, 215] prédisent toutefois des valeurs de nombres de Nusselt proches
pour ces configurations comme indiqué en Fig. 1.12a. Les écarts peuvent grimper à 40% pour
les chargements denses (voir Fig. 1.12b). Seule la corrélation de Rowe et Claxton [197] prévoit
une tendance contraire à celle prévue par les autres corrélations (voir Fig. 1.12).























(a) Pr = 0.7 ReS = 10























(b) Pr = 0.7 ReS = 150
Figure 1.13 – Comparaison de l’évolution du nombre de Nusselt prévu par les corrélations
[92, 165, 187, 192, 197, 251] en fonction de αc.
Des divergences apparaissent à nouveau à propos de l’évolution du nombre de Nusselt
avec la fraction de phase continue, à nombre de Prandtl et nombre de Reynolds fixés. Ici
encore les corrélations retenues montrent une augmentation du rapport Nu/Nup,Ranz avec
le chargement solide. Et ce, à faibles nombres de Reynolds comme pour les régimes advectifs
(voir Figs. 1.13b et 1.13a). Sur ces mêmes figures les valeurs prédites pour les chargements
denses varient fortement d’une corrélation à l’autre. De même, lorsque la fraction volumique
fluide se rapprochent de l’unité (i.e. sphère isolée), seules les corrélations de Gunn [92] et Deen
[45] ne prévoient pas un rapport Nu/Nup,Ranz → 1 pour les régimes faiblement advectifs.
Dans son étude entièrement numérique, Massol [149] simule l’écoulement et le transfert de
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chaleur dans des systèmes de particules en interaction pour des réseaux structurés, et conclut
que le rapport Nu/Nup,Ranz augmente lorsque la fraction de phase dispersée augmente. Ceci
tend à valider les corrélations proposées par les différents auteurs retenus. De plus, l’étude
montre que ce même rapport diminue lorsque le nombre de Reynolds ou de Prandtl augmente,
ce qui confirme les tendances prédites par l’ensemble des corrélations.
3 Modélisation multi-échelles des lits fluidisés
Les caractéristiques des transferts dans les lits fluidisés sont très dépendantes de leur
dynamique aux différentes échelles. Cette grande complexité dans les échelles (particules mil-
limétriques, unités industrielles pouvant aller jusqu’à 30m de haut) explique pourquoi le
dimensionnement des unités se fait de manière empirique. Les récentes avancées en CFD et
parallélisation des codes de calcul permettent la définition d’un nouvel outil pour la simulation
numérique de tels systèmes. Simuler finement de si gros systèmes étant actuellement impos-
sible, il a été imaginé de réaliser ces simulations via une approche multi-échelles [46, 48]. En
effet, le manque de compréhension de la physique des écoulements particulaires denses, en par-
ticulier des interactions fluide–particules (loi de traînée [15, 101, 247, 249]), des interactions
particules–particules (collision, agglomération [47, 97, 109, 130]) ou encore des interactions
mur–particules [98], empêche la construction de modèles fiables pour les grandes échelles. À
ceci s’ajoute la compréhension du phénomène de transfert de matière fluide–particules [48, 52,
205] et de transfert thermique fluide–particules, particules–particules ainsi que mur–particules
dans ces écoulements [42, 249]. Trois différentes échelles ont été retenues : microscopique, mé-
soscopique et macroscopique.
3.1 l’échelle microscopique
C’est l’échelle qui permet la description la plus précise des phénomènes physiques. La
résolution de l’écoulement et des transferts se fait sur des échelles plus fines que la taille de
la particule : ce type de résolution est appelé simulation numérique directe ou simulation
aux particules résolues (DNS ou PRS). Aucune loi de fermeture n’est nécessaire pour ce
type de simulation puisque seule une condition de non glissement, de continuité du flux de
chaleur/matière ou sur la valeur de la température/concentration, peut être imposée pour le
fluide à la surface de la particule. Cette hypothèse est cependant souvent valide dans le cas des
lits fluidisés. La gestion de la phase particulaire se base sur des méthodes aux éléments discrets
(DEM) développées au début des années 70 [41]. Ces méthodes permettent de suivre les
particules manière Lagrangienne par résolution des équations de Newton pour la dynamique et
intègrent des modèles pour les collisions particule–particule et mur–particules (sphères dures
ou sphères molles). Ce type de simulation permet de représenter jusqu’à quelques milliers de
particules [48, 66, 168], permettant de prendre en compte les effets locaux et de groupes. Les
dimensions des systèmes pouvant être simulées sont comprises entre O(10−5)m et O(10−2)m.
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Figure 1.14 – Schéma de l’approche multi-échelle.
3.2 l’échelle mésoscopique
Introduite au début des années 90 [235] cette échelle propose de résoudre la partie fluide
comme un milieu continu alors que les particules sont suivies tout au long de la simulation
(DEM). Tout comme pour l’échelle microscopique, ces dernières peuvent être sphériques ou
avoir une forme quelconque [183, 270]. L’échelle mésoscopique suppose de résoudre les équa-
tions pour le fluide de manière moyennée sur le domaine : on parle alors de modèle DEM–CFD.
Le couplage entre le fluide et les particules se fait par l’ajout de lois de fermeture concernant
l’échange de quantité de mouvement, les échanges de matière et thermique. Les gammes
d’échelles pouvant être atteintes par la DNS et la DEM–CFD permettent une comparaison
directe entre les deux modèles pour validation/amélioration [18, 67]. Les systèmes pouvant
être investigués à l’échelle mésoscopique comprennent jusqu’à O(108) ou O(109) particules
[183, 234] pour des dimensions comprises entre O(10−3)m et O(10−1)m.
3.3 l’échelle macroscopique
Dans cette approche, la phase continue et la phase dispersée sont toutes deux vues comme
des continua. Si la modélisation de la phase continue (gaz ou liquide) peut être réalisée à par-
tir de modèles déjà connus en CFD pour des problèmes monophasiques, la mise en place d’un
modèle fiable pour la phase solide est un défi. Plusieurs méthodes ont été proposées [8] avec
de nombreuses formulations pour le tenseur des contraintes solides. La plupart de ces modèles
repose sur la théorie cinétique des écoulements granulaires (KTFG) [58]. L’approche multi-
échelles permet, grâce aux simulations aux échelles plus petites, d’extraire directement les
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termes de fermeture de ces modèles (i.e. PRS → DEM–CFD et DEM–CFD → Euler–Euler).
Pour ce type de simulation, des systèmes de l’ordre de O(10−1)m à O(101)m peuvent être si-
mulés, ce qui correspond à des installations de taille pilote et industrielle. Fig. 1.14 représente
les différentes échelles de la modélisation, leur étendue, leur inclusion et leur contributions
respective à la compréhension des phénomènes physiques s’y déroulant.
4 Simulation des écoulements fluide–particule à l’échelle mi-
croscopique
Dans cette partie, une revue non-exhaustive des méthodes numériques développées au
cours des dernières années pour résoudre les équations à l’échelle la plus fine (i.e. microsco-
pique) est proposée. À cette échelle, la plateforme PeliGRIFF d’IFPEN utilise une méthode
aux Multiplicateurs de Lagrange Distribués couplée à une méthode Domaine Fictif (DLM–
FD). Les principes fondamentaux de la méthode utilisée sont présentés.
4.1 Méthodes à maillage adaptatif
Dans cette première catégorie, les inclusions formées par les particules sont extraites du
domaine de simulation et les équations de Navier-Stokes sont uniquement résolues dans la
partie fluide. De manière à coller au mieux au domaine et aux formes des particules, les
maillages sont alors non-structurés. Dans le cas où les particules sont fixes, le maillage n’est
généré qu’à l’initialisation de la simulation. Au contraire, si les particules / obstacles sont
mobiles, un nouveau maillage doit alors être recalculé.
4.1.1 Euler–Lagrange sur grille non-structurée (ALE)
Deux descriptions sont usuellement utilisées en mécanique pour décrire le mouvement :
Lagrangienne et Eulérienne. Le choix de l’une ou de l’autre de ces descriptions conditionne
l’algorithme qui sera développé. Les algorithmes basés sur la première description (i.e. Lagran-
gienne) déplacent chaque nœud du maillage initial en fonction du mouvement de la particule
solide associée. Ces algorithmes sont largement utilisés en mécanique des structures et per-
mettent un suivi précis des interfaces, le traitement de toutes les formes de solide, mais sont
inappropriés pour les fortes déformations. Au contraire, dans les algorithmes basés sur la
seconde approche (i.e. Eulérienne), le maillage est fixe et les continua bougent sur la grille
sans la modifier. Des grosses déformations peuvent ainsi être captées mais ces algorithmes
nécessitent une méthode de définition et de suivi de l’interface. Ces algorithmes sont très
fréquents en mécanique des fluides.
Du fait de la faiblesse de chacune des approches, une méthode hybride, Description Arbi-
traire Euler–Lagrange (ALE) a été développée. En mécanique des fluides, cette approche a
été utilisée pour les écoulements particulaires dans des fluides Newtoniens ou non [105–107].
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La méthode ALE permet ainsi de garder le caractère Lagrangien dans les zones où les mouve-
ments sont faibles et d’adopter le caractère Eulérien là où il ne serait pas possible au maillage
de suivre le fluide.
L’implémentation d’une méthode ALE nécessite un processus d’actualisation du maillage
pour définir la vitesse et position des nœuds tout au long de la simulation [105]. Lorsque
le maillage initial devient trop distordu, un nouveau maillage est généré, et les champs de
l’écoulement sont projetés de l’ancien vers le nouveau maillage. Le remaillage peut être obtenu
par deux techniques : la régularisation et l’adaptation. La régularisation vise à conserver un
maillage régulier le plus longtemps possible et d’éviter la création d’enchevêtrements. Dans la
second technique, un estimateur d’erreur est nécessaire pour concentrer les points du maillage
dans les zones à forts gradients. Les techniques d’adaptation sont souvent préférées puisqu’elles
permettent de forts déplacements des frontières sans augmenter la distorsion du maillage mais
souffrent d’imprécisions sur les équations de conservation au moment de l’interpolation entre
ancien et nouveau maillage. De leur côté, les méthodes d’interpolation (régularisation) sures-
timent les effets visqueux en introduisant une viscosité numérique pouvant devenir supérieure
à celle du fluide.
L’avantage de telles méthodes réside dans ses capacités à traiter tous types d’inclusions
dans le domaine fluide. De plus, le caractère conforme des maillages permet d’imposer les
conditions limites directement sur la surface des inclusions. L’utilisation de la méthode ALE
sur les écoulements particulaires reste marginale. Des simulations en 2D sur 320 cylindres, ou
encore 1000 particules non sphériques [151] ainsi que des simulations 3D pour la sédimentation
de 90 particules [107] sont référencées dans la littérature. Les capacités de ces méthodes
pour la déformation de bulles ont aussi été démontrées [61]. Plus récemment, des simulations
appliquées à la magnéto-hydrodynamique ont été réalisées [193].
4.1.2 Deformation du domaine spatial / Stabilisation spatio-temporelle (DSD/SST)
La méthode DSD/SST est initialement introduite par Tezduyar [226]. Le problème régit
par les équations de Navier-Stokes est écrit sous sa forme variationnelle sur le domaine espace-
temps. Ce formalisme permet d’inclure les variations spatiales du domaine directement dans
l’écriture du problème et évite les étapes d’interpolation liées au remaillage. Cette formula-
tion a été appliquée aux écoulements incompressibles à surface libre [227], aux écoulements
sanguins [228] ou pour simuler le battement de drapeau [229].
4.2 Méthodes à maillage fixe
Au contraire, les méthodes à maillage fixe résolvent les équations de Navier-Sotkes sur
l’ensemble du domaine. La présence d’inclusions dans le domaine est prise en compte par le
forçage des conditions limites à leur surface. La majorité des codes utilisés pour la simula-
tion des écoulements dynamiques fluide–particules se range dans cette catégorie. L’utilisation
d’une grille cartésienne fixe permet une implémentation facile des schémas numériques. La
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parallélisation de ces codes est simple et donne de bonne performances.
4.2.1 Méthodes de frontières immergées (IB)
Le concept de frontières immergées trouve sa source dans le désir de simuler sur une grille
Cartésienne des objets de forme quelconque et ne s’adaptant pas nécessairement à celle de la
grille. Le solide coupe alors cette dernière et la frontière fluide–solide devient alors immergée.
Imposer une condition de non-glissement à la surface devient alors une chose complexe. Les
premiers travaux traitant des frontières immergées sont ceux de Peskin en 1972 [175] pour
simuler les écoulements sanguins dans le cœur. Cette idée, largement reprise par la suite, a
été l’objet d’améliorations constantes par diverses équipes, si bien qu’aujourd’hui, nombreuses
sont les variantes de cette méthode.
Le point clé des algorithmes IB est d’imposer la condition aux limites souhaitée sur la
surface du solide. C’est aussi ce qui différencie les méthodes les unes des autres [158]. Dans les
méthodes IB, les équations de conservation de la masse et de la quantité de mouvement sont
résolues sur une grille Eulérienne non conforme aux frontières et la condition aux limites est
imposée via une modification des équations qui prend souvent la forme d’un terme de forçage.
Cette condition de forçage est imposée au niveau des inclusions via des points Lagrangiens à
leur surface.
Deux types de forçage existent : continu et direct (discret). Dans le premier, après avoir
choisi la forme de la fonction de forçage, ce dernier est directement inclus dans les équations
qui sont ensuite discrétisées et résolues sur l’ensemble du domaine (fluide + inclusions). Dans
la seconde approche, les équations sont discrétisées et résolues sans prise en compte de la
frontière. Ensuite, dans les cellules proches de la frontière, la discrétisation est ajustée pour
tenir compte de la présence de l’inclusion (par interpolation). La forme de la fonction d’in-
terpolation utilisée pour transférer des informations entre les deux grilles a été étudiée par
Mittal [158].
Ces méthodes ont été largement utilisées et étudiées pour le comportement hydrodyna-
mique avec des sphères [16, 239] et plus récemment pour des formes non régulières [269].
L’extension de ces méthodes IB aux transferts de chaleur en écoulement incompressible [45,
260] est plus récent et utilise des méthodes d’interpolation aux cellules fantômes ou des inter-
polations multi-quadratiques. Plus récemment, une extension aux écoulements compressibles
a été proposées par Luo et al. [145].
4.2.2 Méthodes de Boltzmann sur réseau (LBM)
Issues de la théorie des gaz, et moyennant quelques linéarisations sur l’opérateur de colli-
sion, les méthodes de Boltzmann sur réseau résolvent la cinématique de fonctions de densités
de particules en lieu et place des équations Navier-Stokes. Dans ces méthodes, les variables
fluides sont remplacées par des fonctions de distribution. La présence de parois ou de parti-
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cules est prise en compte à l’aide d’une méthode de réflexion [18]. L’avantage des équations de
Boltzmann est de pouvoir dériver des méthodes pouvant résoudre tous types de problèmes :
des écoulements raréfiés aux équations de Navier-Stokes. Ces méthodes sont souvent appelées
modèles DMQN , où M traduit la dimension et N le nombre de distributions de vitesse utili-
sées (N = 9 en M = 2 dimensions, et N = 15− 27 en M = 3 dimensions). Initialement mise
en place pour des écoulements à phase dispersée [136], cette méthode relativement récente
a beaucoup gagné en intérêt ces dernières années [99–101, 141, 213]. L’extension aux trans-
ferts thermiques n’est pas encore une question tranchée, notamment pour les écoulements
compressibles [178]. Deux approches ont emergé pour construire de tels modèles : i) élargir
les distributions de vitesses pour permettre l’isotropie et la conservation d’énergie [216] ii)
ajouter un terme ad-hoc destiné à annuler l’anisotropie des distributions [179].
4.2.3 Techniques de Pénalisation (PT)
Les méthodes de pénalisation (ITPM) consistent à résoudre les équations de Navier-Stokes
sur l’ensemble du domaine et d’imposer le caractère solide du milieu en jouant sur la viscosité
après réécriture du tenseur des contraintes visqueuses. Ce tenseur des contraintes peut être
écrit en introduisant les contributions de la compression, du cisaillement, de la rotation et
de l’élongation [27]. L’intérêt d’une telle décomposition est de pouvoir pénaliser séparément
chacun des termes de manière à imposer les contraintes associées.
De telles méthodes permettent un couplage complet entre le fluide et le solide et sont
facilement implémentables. Des travaux sur des particules isolées ou non pour la validation des
lois de traînée, la lubrification [185, 186] montrent le potentiel de ces méthodes. La simulation
de 2133 particules en lit fluidisé a été réalisée et semble donner un bon accord avec les
expériences [243]. L’efficacité numérique de ces méthodes reste le point majeur d’amélioration.
4.2.4 Multiplicateurs de Lagrange Distribués (DLM) Domaine Fictifs (FD)
Le forçage de la condition à l’interface fluide/solide sur une grille fixe peut aussi être réalisé
par la méthode des multiplicateurs de Lagrange distribués. Ceci a été initialement montré par
Glowinski [82] en supprimant les forces et tenseurs hydrodynamiques de la formulation faible
des équations étendues au domaine entier (fluide + particules). L’écriture du problème sous
forme variationnelle permet de ne pas introduire directement de terme de forçage dans les
équations de conservation mais de réaliser le forçage via les multiplicateurs de Lagrange.
L’avantage est de pouvoir étendre cette méthode à d’autres phénomènes comme les fluides
non-Newtoniens. De plus, la contrainte via les points Lagrangiens impose directement le
mouvement de corps rigide à la surface et dans les particules solides. Dans la formulation de
Glowinski [82], les collisions entre particules ou entre une particule et une paroi sont autorisées
mais sans recouvrement, en introduisant une force de répulsion.
Ces travaux sont ensuite repris par Patankar et al. [170] qui proposent de reformuler le
mouvement de corps rigide dans les particules en un tenseur de déformation nul afin d’évi-
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ter que la vitesse de la particule ne disparaisse de l’équation lorsque le rapport de densité
fluide/particules est égal à 1. Cette nouvelle formulation revient à considérer deux fluides
non-miscibles à la manière des techniques de pénalisation. Yu [267] étend ensuite cette mé-
thode aux objets flexibles en remplaçant les équations de Newton pour le mouvement des
corps rigides par les équations pour un solide déformable. Enfin, Yu et al. [268] développent
encore cette méthode pour traiter le transfert de chaleur en suivant la même procédure que
celle proposée par Glowinski [82]. Bien que la température affecte toutes les propriétés du
fluide, seul son effet sur la masse volumique est pris en compte (hypothèse de Boussinesq).
L’écriture sous forme variationnelle est adaptée pour la mise en place de schémas aux
éléments finis et est numériquement plus stable que les méthodes IB. L’intégration temporelle
de ces équations par Glowinski [82] fait appel à une technique de découpage d’opérateurs
de Marshuk-Yanenko qui a pour avantage de traiter séparément les opérateurs physique et
numérique. C’est la méthode actuellement utilisée dans PeliGRIFF. Le comportement et la
comparaison de différents découpages est proposée par Glowinski [82].
Dans la méthode proposée par Glowinski, le problème d’interaction fluide/solide est de
type « selle de cheval » et est résolu par un algorithme des gradients conjugués d’Uzawa. Ceci
permet d’obtenir les champs de vitesse et de multiplicateurs de Lagrange de manière itérative.
Des améliorations au coût de calcul de cette étape ont été proposées par Patankar [169] ou
Yu et Shao [267].
4.2.5 Raffinement de maillage adaptatif (AMR)
Dans cette catégorie de méthodes, le maillage cartésien est raffiné de manière dynamique
aux endroits de l’écoulement nécessitant une meilleure résolution spatiale (discontinuité, gra-
dients). Ces zones sont repérées à l’aide d’un critère représentant localement la précision de la
solution. À partir du maillage initial, des sous-grilles sont ajoutées dans ces zones de manière à
satisfaire le critère fixé sur la précision de la solution. Une étape d’interpolation est nécessaire
pour transférer les informations de la grille initiale à la grille raffinée. Au contraire, une étape
de moyenne est réalisée lorsque les sous-grilles sont retirées [17]. Suite aux premiers travaux
de Berger et Oliger [17], ces méthodes ont été étendues et appliquées en astrophysique [115],
pour des écoulements en milieux poreux [123], spray ou des écoulements viscoplastiques [39].
La définition des méthodes AMR est compatible avec les formulations à maillage fixe précé-
dentes. Un couplage AMR/LBM est ainsi proposé [93]. De même, l’étude du transport de
particules en conduite ou de la perte de charge à travers un lit de particule à l’aide d’une mé-
thode AMR/DLM–FD a été menée [120, 121]. Des méthodes AMR/IB pour les écoulements
compressibles ou non sont proposées pour des configurations simples [119, 194, 242].
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5 Plateforme PeliGRIFF
La plateforme PeliGRIFF (Parallel Efficient Libray for GRains in Fluid Flow) [247,
248] est un outil de simulation numérique développé au sein d’IFPEN et permettant de
simuler des écoulements fluide–particules aux échelles microscopiques et mésoscopiques. Cette
plateforme est couplée à un solveur granulaire Grains3D permettant le suivi Lagrangien des
particules et le traitement des collisions. La partie microscopique du code se classe dans les
méthodes à maillages fixe et utilise l’approche DLM/FD pour les simulations fluide–particules.
Cette formulation permet de traiter toutes formes de particules et a déjà été appliquée avec
succès pour des cylindres [60], cubes, tétrahèdres [245] ou encore trilobes et quadrilobes [183].
L’extension aux transferts de matière et de chaleur sont plus récents [268].
Les solveurs d’équations différentielles partielles (PDE) utilisés dans PeliGRIFF sont
empruntés à la librairie open-source PELICANS. Les parties d’algèbre linéaire sont traitées
à l’aide des librairies PETSc, utilisant elles-mêmes les packages BLAS, et LAPACK. Le pré-
conditionnement des matrices utilise la librairie HYPRE.
5.1 Modèle à l’échelle microscopique
5.1.1 Hydrodynamique
Cette partie est dédiée à un bref rappel de la méthode DLM/FD utilisée à l’échelle la
plus fine. La formulation DLM/FD repose sur l’approche initialement proposée par Glowinski
[82]. Dans le cadre d’écoulement incompressible newtonien, la formulation variationnelle des
équations de conservation est écrite équation 1.67. Soit Ω un domaine de Rd de dimension
d ∈ {2; 3} et de frontière ∂Ω. De plus, le nombre de particules Pi contenues dans le système
Ω est noté Npart. Les équations suivantes sont rendues sans dimensions par les normalisations
suivantes : L∗ca pour la longueur, V ∗ca pour la vitesse, L∗ca/V ∗ca pour le temps, ρ∗cV ∗ca2 pour la
pression, V ∗ca2/L∗ca pour l’accéleration de la gravité, ρ∗cV ∗ca2/L∗ca pour les multiplicateurs de
Lagrange et ρ∗cV ∗ca2L∗ca2 pour les forces de contact. Enfin, T ∗p −T ∗c,0 est utilisé pour normaliser
la température et ρ∗cC∗p,cV ∗ca(T ∗p − T ∗c,0)/L∗ca pour les multiplicateurs de Lagrange sur la tem-
pérature. Dans ces notations, T ∗p est la température de référence des particules, et T ∗c,0, celle
du fluide. Les indices «ca» définissent une grandeur caractéristique et «c» celle de la phase
fluide.
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∂u
∂t
+ u·∇u = −∇p+ 1Re∇









Fpp,j + (ρr − 1)VpFr g
∗
|g∗| , surP (1.68)
(ρr − 1)(Ipdω
dt
+ ω × Ip·ω)−
∫
P
r × λ dx =
∑
j
Rj × Fpp,j , surP (1.69)
u− (U + ω × r) = 0, surP (1.70)
∇·u = 0, surΩ (1.71)
Dans cette formulation, la particule j est repérée par son volume Vp = M∗p /(ρ∗pLdca) (M∗p
est la masse d’une particule), sa vitesse de translation Uj et de rotation ωj . Son moment
d’inertie est noté Ip = I∗p/(ρ∗pLd+2ca ), r désigne le vecteur position par rapport au centre de
gravité de la particule et R le vecteur reliant le centre de la particule et le point de contact. u,
p correspondent à la vitesse et la pression de la phase fluide. De même, ρr = ρ∗c/ρ∗p, avec ρ∗c et
ρ∗c les masses volumiques de la phase continue et des particules, g le vecteur d’accélération lié
à la gravité. Les multiplicateurs de Lagrange destinés au forçage sur les particules sont écrits
λ. Enfin, Fpp,j correspond aux forces de contacts.
5.1.2 Transferts thermiques
L’extension du modèle DLM/FD aux transferts thermiques a déjà été implémenté [42,
249]. La formulation complète fait alors apparaître le couplage avec le champ de température
via les termes d’expansion thermique et de Grashoff. En suivant l’hypothèse de Boussinesq,
le changement de température du fluide impacte uniquement la masse volumique du fluide et
des particules. Cette hypothèse suppose l’évolution thermique linéaire avec le changement de
température [42, 249]. Ces termes n’étant pas pris en compte dans le reste de ce travail, leurs
contributions sont donc retirées des équations.
Le problème DLM–FD pour le champ de température est rappelé équation 1.72. De ma-
nière similaire à la quantité de mouvement, les multiplicateurs de Lagrange sont notés λT .
∂Tc
∂t
+ u·∇Tc = 1RePr∇
2Tc − λT , surΩ (1.72)
Tc = Tp, overP (1.73)
Les équations couplées font apparaître deux groupes de nombres adimensionnels : les
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nombres adimensionnels caractéristiques de l’hydrodynamique :

















Nombre de Stokes Stk = ρrRe18 (1.77)
(1.78)
Les nombres adimensionnels en relation avec les transferts thermiques :




Nombre de Péclet Pe = RePr (1.80)
(1.81)
Il est porté à l’attention du lecteur pour la suite que dans les configurations fixes, certains
termes sont nuls dans ces équations. Le système résolu est alors présenté Chapitre 2.
5.1.3 Schéma numérique
Les méthodes de résolution des problèmes couplés ont déjà été discutées et publiées dans
de précédents travaux [42, 247–249, 268]. Pour plus de détails, le lecteur est prié de se reporter
à cette littérature. Les principales informations sur la résolution des problèmes couplés sont :
— Discrétisation spatiale en volumes finis sur grille décalée d’ordre 2. Les composantes des
vitesses sont centrées sur les faces des cellules tandis que les champs de température
et de pression sont localisés aux centres des cellules. Les termes diffusifs dans les
équations de conservation de la quantité de mouvement et de l’énergie sont discrétisés
respectivement à l’aide d’un schéma centré et un schéma TVD.
— La discrétisation temporelle suit un algorithme de découpage d’opérateurs de Marchuk-
Yanenko d’ordre 1, ce qui permet de traiter le problème complet en une série de sous-
problèmes suivant :
1. Problème de Navier-Sotkes
2. Problème aux domaines fictifs pour la quantité de mouvement
3. Problème aux domaines fictifs pour le transfert de chaleur
— Discrétisation temporelle des termes de diffusion et de transport dans les équations de
conservation de la quantité de mouvement et d’énergie respectivement à l’aide d’un
schéma de Crank-Nicholson semi-implicite d’ordre 2 et un schéma d’Adams-Bashforth
explicite d’ordre 2.
CHAPITRE 1. CONTEXTE PHYSIQUE 49
50 5. PLATEFORME PELIGRIFF
— Un algorithme de projection L2 est utilisé pour résoudre les équations de Navier-Stokes.
— Une méthode de reconstruction quadratique est utilisée dans le problème au domaine
fictif pour les points Lagrangiens à la surface des particules.
5.2 Modèle à l’échelle mesoscopique
Initialement développé par Bernard [18] dans la plateforme PeliGRIFF, ce modèle a
été complété en suivant les travaux de Capecelatro et Desjardins [31] ainsi que par l’ajout de
stochastique hydrodynamique [67]. La formulation du modèle DEM–CFD s’inspire des travaux
d’Anderson et Jackson [8]. Ici, les équations de Navier-Stokes sont moyennées spatialement
sur des cellules dont le volume est d’un ordre de grandeur supérieur à celui d’une particule
[18]. Le fluide est ici considéré Newtonien et incompressible. Les équations de continuité et
de quantité de mouvement sont rappelées équations 1.83 et 1.82. Les particules suivent quant
à elles les équations de Newton-Euler décrites Section 5.3. Les informations relatives aux
transferts thermiques sont disponibles Chapitre 4.
∂αc
∂t
+∇·αcu = 0 (1.82)
∂αcu
∂t
+∇· (αcuu) = −∇P − Fcp + 1Re∇· (2αcD) (1.83)
La fraction volumique de fluide est notée αc et D correspond au tenseur des contraintes.
La force hydrodynamique fluide–particule est notée Fcp. Cette force provient de l’échange
de quantité de mouvement à la surface de la particule. Dans le cas DEM–CFD, une loi de
fermeture est utilisée pour définir l’interaction fluide–solide. Cette force est souvent la somme
de différentes contributions (traînée, masse ajoutée, Magnus, Saffman, Basset), mais il est
admis [66] que la force de traînée est celle qui domine.
5.3 Solveur granulaire
Le solveur Grains3D est un outil massivement parallèle destiné à la simulation des milieux
granulaires. Il est basé sur une méthode aux éléments discrets (DEM) initialement développée
par Cundall et Strack [41]. La détection des collisions se fait de manière géométrique pour les
particules sphériques. Un algorithme de type GJK est utilisé pour les autres formes de parti-
cules [182]. La dynamique de chaque particule est déterminée par application de la seconde
loi de Newton.
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+ ω × Ipω) = Tpp + Tcp (1.85)
Ici, les forces appliquées aux particules dans l’équation 1.84 sont divisées en trois contri-
butions : les forces à distance (ici, la flottabilité) Far, les forces de contact Fpp et les forces
hydrodynamiques (traînée, Saffman, histoire, etc . . .) regroupées sous le terme Fcp. De même,
les moments induits par les contacts sont notés Tpp et Tcp pour les actions hydrodynamiques
(équation 1.85).
5.3.1 Modélisation des forces de contact
Deux approches sont couramment utilisées pour représenter les collisions entre particules :
le modèle de sphères dures et le modèle de sphères molles. Dans le premier les collisions
sont considérées binaires, élastiques, ponctuelles et instantanées. Le caractère ponctuel et
instantané des collisions nécessite l’utilisation d’un pas de temps relativement faible [18].
L’état d’une particule après collision résulte de la conservation de la quantité de mouvement
et du moment cinétique. La dissipation d’énergie cinétique durant la collision se fait via
l’introduction d’un coefficient de restitution. De même, les lois de Coulomb et de frottement
solide permettent de définir complètement le choc entre deux particules.
Le modèle de sphères molles tire son nom de la capacité des objets à se recouvrir légèrement
durant le contact. Ceci traduit la déformation du solide au cours du contact. La résolution du
contact s’effectue alors sur plusieurs pas de temps. Cette méthode a été proposée initialement
par Cundall et Strack [41]. Plusieurs expressions de la force de répulsion interparticulaire ont
été répertoriées dans la littérature [208]. Tsuji [235] et plus tard Capecelatro [31] ou Pepiot
et Desjardins [174] ont appliqué cette approche pour la simulation de lits fluidisés en 2D
et 3D. Zhou et al. [270], utilisent aussi ce type de modèle pour la fluidisation de particules
ellipsoïdales. Limtrakul et al. [142] ont couplé ce modèle avec le transfert de matière en lit
fluidisé. Le couplage avec le transfert thermique en écoulement pneumatique ou en lits fluidisés
a aussi été réalisé [56, 139]. Enfin, Karimi et al. [122] ont réalisé le couplage massique et
thermique pour l’étude de la polymérisation du polyéthylène en lit fluidisé. L’étude du nombre
de partenaires durant les collisions en lits fluidisés a récemment fait émerger l’introduction
d’un modèle hybride sphères dures / sphères molles [25].
Le solveur Grains3D utilise un modèle de type sphères molles pour le traitement des
collisions particule–particle et mur–particule. Les contacts sont modélisés à l’aide de trois
forces :
1. Une force de répulsion élastique :
F ∗el = k∗nδ∗nij (1.86)
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Cette force est similaire à celle d’un ressort de constante de raideur k∗n. Le recouvrement
des particules i et j est noté δ∗ et nij le vecteur reliant le centre des deux particules.
2. Une force de dissipation visqueuse :
F ∗dn = −2γ∗nM∗ijU∗n (1.87)






relative entre les particules est notée U∗n. La valeur du coefficient de l’amortisseur γ∗n
est calculée à partir du coefficient de restitution normal en ([246]) γn = ω0lnen√
pi2+(lnen)2
.
3. Une force de friction tangentielle :
F ∗t = −min{µCo|F ∗n |, |F ∗dt|}tij (1.88)
Cette force traduit les frottements de Coulomb avec µCo, le coefficient de friction dy-
namique. F ∗dt = −2γ∗tM∗ijU∗t est la force dissipative de frottement, F ∗n = F ∗el + F ∗dn
représente la force normale au contact. De la même manière, γ∗t et U∗t représentent
respectivement le coefficient dissipatif de friction tangentiel et la vitesse relative tan-
gentielle. Enfin tij est le vecteur unité tangent au contact.
Les contributions des forces de collision agissant sur une particule sont ensuite sommées







(F ∗el + F ∗dn + F ∗t )ij (1.89)
5.3.2 Modélisation des forces hydrodynamiques
En simulations PRS, aucun modèle n’est nécessaire pour tenir compte de l’action du
fluide sur les particules. Le champ fluide étant résolu au niveau de la particule, cette force est
directement calculée par sommation de la contribution des points DLM/FD (voir équations











r × λ dx+ Ipdω
dt





À l’échelle mésoscopique au contraire, l’interaction fluide–particule ne peut être directe-
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ment calculée et un terme de fermeture est nécessaire. La formulation des lois de traînée a été
largement discutée par [18, 149]. Parmi ces lois, celles proposées par Di Felice [54] et Beetstra
[16] ont été retenues pour les simulations DEM–CFD [67]. Ces expressions proposées dans la
littérature pour une particule isolée ou pour des régimes plus denses, sont généralement nor-
malisées par la force en régime de Stokes pour une particule isolée. Dans le cas d’écoulement
à phase dispersée, deux paramètres peuvent être retenus pour exprimer la force de traînée, la









∗ −U∗|(u∗ −U∗)α−γc (1.93)








ReS (1 + 0.15Re
0.687
S ) (1.95)
Dans son étude, Di Felice [54] utilise comme référence la force de traînée agissant sur une
particule isolée proposée par Schiller-Nauman [202] (voir équation 1.95). La forme en α−γc
introduite par Wen et Yu définit la présence des particules environnantes. Cette expression
souffre cependant de lacune pour les régimes denses [18]. Les corrections apportées par Di
Felice [54] permettent de mieux rendre compte des comportements aux régimes denses (voir
équations 1.93 et 1.94). D’autres formes de γ peuvent être trouvées pour des régimes fortement
advectifs [261]. Pour des systèmes liquide–liquide ou solide–liquide, Mostoufi [160] propose
d’introduire le nombre d’Archimède dans l’expression de γ.
F ∗cp = 3piµd∗p(u∗ −U∗)g(αc,ReS) (1.96)
g(αc,ReS) = 10(1− αc)
α2c









La loi proposée par Beetstra [16] est issue de simulations numériques (voir équation 1.97).
Son expression repose sur la formulation de la loi de traînée d’Ergun [63] à partir du saut de
pression à travers un lit fixe. Cette loi a depuis été étendue pour des systèmes bi-disperses [15,
162]. Une expression proposée par Huilin [108] propose de combiner les approches de Wen et
Yu [254] et d’Ergun [63]. Enfin d’autres types de modèles, permettant d’étendre la valeur de
la force de traînée à des systèmes liquide–liquide, liquide–solide ou liquide–gaz, introduisent
une viscosité de mélange µm(αp, µc, µd) [13, 14, 111]. La force de traînée est alors calculée à
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56 1. INTRODUCTION
This chapter has been submitted for publication to International Journal of Multiphase Flow :
F. Euzenat, A. Hammouti, P. Fede, E. Climent, A. Wachs, Filtering Particle-resolved simulation
data to determine local heat transfer coefficients in a flow through a fixed bed of spherical particles.
We use Particle-Resolved (Direct Numerical) Simulation (PR-DNS or PRS) to investigate
momentum and heat transfer in the incompressible flow of a Newtonian fluid through a fixed
bed of mono-disperse spheres. We first assess the accuracy of our PRS code based on a Discrete
Lagrange Multiplier / Fictitious Domain (DLM/FD) - Finite Volume / Staggered Grid (FV/SG)
method on configurations of growing complexity in order to derive guidelines in terms of mesh size
for acceptable spatial accuracy of the computed solution. Then, we perform a set of simulations
with various porosities ranging from 0.5 to 0.9, Reynolds numbers ranging from 18 to 72 and
Prandtl numbers ranging from 1 to 5 and analyzed computed results. All cases are hence in the
moderately convection dominated thermal regimes, i.e., Peclet numbers from 18 to 360. Data
are locally averaged using different filters. Using simple averages in layers perpendicular to the
streamwise direction, we compare locally averaged PRS data to a classical 1D heat transfer model
and show that average axial dispersion is required in the 1D model, especially at low Reynolds
numbers. Then, we use a collection of different filters centered at each particle mass center and
study the effect of the mathematical form of the filter as well as of the filter support size on
the particle Nusselt number distribution. While both mathematical form and support size have
a limited effect of the average particle Nusselt number, the width of the distribution, i.e., the
standard deviation, is strongly influenced by the filter support size. This observation has important
consequences for the derivation of new transfer coefficient correlations that incorporate information
about the actual particle microstructure beyond the local average porosity.
1 Introduction
Process units involving heat transfer between a fluid phase and a solid dispersed phase are
ubiquitous in many sectors of industry [135]. Modeling heat transfer in a reliable fashion in these
industrial systems constitutes a key element to design, operate and maintain them. The first
step towards an enhanced understanding of heat transfer in particle-laden flows is to quantify
the amount of heat that fluid and particles exchange at the scale of a particle. Heat exchange
is characterized dimensionlessly by the Nusselt number. Thus, the past decades have seen the
development of closure laws in the form of Nusselt number correlations through experimental and
numerical studies [72, 92, 187, 214]. Initially developed for a single isothermal sphere immersed in a
forced convection flow [187, 256], other authors suggested correlations involving natural convection
effects related to density changes [264]. Along with theoretical considerations, the early work of
Ranz and Marshall [187] relates the Nusselt number (Nu) to two dimensionless numbers : the
Reynolds number (Re) and the Prandtl number (Pr). As well known from any classical Fluid
Mechanics textbook, Reynolds and Prandtl numbers quantify the competition between inertial
effect and viscous effect, and between momentum diffusivity and thermal diffusivity, respectively.
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Another important dimensionless number in heat transfer is the Péclet (Pe = RePr) number
that characterizes the ratio of convective heat transfer over diffusive heat transfer. Some authors
thereby chose to derive correlations in which Nu is a function of Re and Pe [36, 72] instead of Re
and Pr. Although the pioneering correlation suggested by Gunn in 1978 [92] applies to systems
with solid volume fractions αd ranging from infinitely dilute to packing and recent works have
challenged and/or attempted to enhance this correlation [224], the extension of the numerous
existing closure laws for a single sphere in an unbounded domain to dense multi-particle systems is
still an open question. In particular, the detailed knowledge of local interactions requires additional
attention.
The main limitation of experimental studies is their intrinsic inability to properly measure local
features of the flow, i.e., features at the particle scale. In order to overcome this problem, classical
heat transfer models describe fluid-particles systems as a whole. These models are often able to
predict reasonably well the mean heat exchange in the system [135] but may exhibit large deviations
with the actual heat exchange at the local particle scale. Computational Fluid Dynamics (CFD) is a
powerful tool to improve our comprehension of fluid-solid transfer mechanisms. The recent progress
in numerical methods, parallelization and available computing power make CFD a reliable and
mature tool to investigate fluid-particle systems [45, 52, 73]. Among the assorted computational
methods for particle-laden flows, Particle Resolved Simulations (PRS) supply detailed velocity and
temperature computed solutions at the local particle scale. This precious detailed local information
allows for an in-depth comprehension of fluid-particle heat transfer [215]. PRS-based numerical
tools have proven to be reliable in the prediction of momentum transfer in both dispersed and
dense particle-laden flows [16, 117]. These PRS methods have been easily extended to compute
heat (or mass) transfer as conceptually the momentum conservation equation and the energy (or
chemical specie mass) conservation equation have the same mathematical form. First applied to
convective heat/mass transfer from a single immersed particle in a large domain [73, 260], the use
of PRS to study heat transfer in dense particle-laden flows recently gained a substantial interest
[49, 214, 215, 224]. Some of these works as, e.g., [49, 224], have shown an acceptable or even
satisfactory agreement with experimentally derived correlations as, e.g., Gunn’s correlation [92].
PRS methods can be classified into two families of methods : (i) body-fitted mesh methods
and (ii) fixed mesh methods. The former family of methods has been used both when the system
comprises fixed solid obstacles [11, 195] and when the system comprises moving solid bodies
and/or boundaries [61, 107, 193]. It is particularly well suited to fixed solid obstacles as the
complicated unstructured mesh is generated only once at the start of the computation. However,
some body-fitted mesh methods as the Arbitrary Eulerian-Lagrangian (ALE) method have also
been successfully applied to the solution of hundreds of moving particles [107]. Because the
mesh always fits solid bodies and boundaries, implementing boundary conditions is straightforward.
The main advantage of body-fitted mesh methods is thereby their ability to accurately compute
momentum, heat and mass boundary layers as the mesh can be locally refined in these regions of
the flow. Unfortunately, the re-meshing and interpolation cost associated to moving solid bodies
and boundaries render these methods computationally inefficient (especially in 3D) and unsuitable
for fluidized beds or other similar systems with freely moving particles. In the latter family of
methods, a constant fixed Cartesian mesh is considered over the whole computation. This choice is
mainly motivated by the need to design a computational method that eventually scales well on large
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supercomputers. The complexity of the computational model is then transferred to the application
of boundary conditions at the surface of the dispersed particulate phase and the modelling of
the fluid as a rigid body in regions of the fluid domain occupied by solid bodies. The Immersed
Boundary method (IBM) [175] uses Lagrangian points at the particle surface and enforce boundary
conditions at the particle surface only by the introduction of an additional forcing term [239]. The
accuracy of the computed solution essentially relies on the selected type of interpolation technique
(or projection kernel) from Eulerian to Lagrangian nodes and vice-versa [49, 260]. IBM has been
straightforwardly extended to examine heat transfer in both dilute and dense particle-laden flows
[45, 224]. Another popular computational method, the Lattice Boltzmann method (LBM), solves
advection–collision steps of velocity and temperature probability density functions, instead of the
corresponding classical conservation equations. At the solid boundaries, a bounce-back condition
[136] (or its improved version [153]) scatters back distribution functions into the fluid. LBM has
been successfully applied to many particle-laden flow problems, including flows with heat transfer
[125, 132]. Finally, the Distributed Lagrange Multiplier / Fictitious Domain (DLM/FD) method
introduced by [82] solves the variational form of the combined Navier-Stokes/Newton’s equations.
Conceptually similar to IBM, the DLM/FD method computes the forcing term in an implicit way
using Lagrange multiplier. The method has also been easily extended to heat transfer [42, 249, 268].
Although powerful, using a fixed mesh is both an advantage and a drawback. It is an advantage
for parallel computational performance as fixed-mesh methods are generally fast and scale well
on large supercomputers. It is a drawback as the mesh cannot be dynamically refined, when
necessary, in regions of strong gradients as boundary layers to accurately capture flow features.
Adaptive Mesh Refinement (AMR) based methods are a promising alternative computational
technique that exhibits flexibility and computational performance. When combined to one of the
aforementioned fixed-mesh methods, it becomes very powerful for particle-laden flows [93, 121,
194]. In fact, AMR allows for dynamic spatial grid refinement at desired locations without the
heavy computational cost of fully deforming and/or regenerating an unstructured grid. Also, the
data structure of the quadtree/octree mesh can be naturally used to speed up the solution of
linear systems in a geometric multigrid fashion [177].
1D models represent the classical approach to study fluid-particle heat transfer in a fixed bed of
particles. These models are obtained by writing a heat balance across a bed slice perpendicular to
the mean flow. The axial conduction term in the fluid phase is often neglected either for simplicity
or due to a lack of knowledge of how to close the axial conduction term [135]. This formulation
of the heat balance without axial conduction in the fluid was used in most of early works [104,
135]. Neglecting axial dispersion can lead to significant discrepancies in prediction of mean Nusselt
number values. At low Reynolds numbers, these discrepancies can be as large as one or two orders
of magnitude [81]. As a result, many authors integrated axial dispersion in the heat balance in
an attempt to improve 1D models [90, 103, 250, 251]. The challenge, then, is related to the
proper estimation of the axial dispersion coefficient [62, 157]. Experimental techniques such as
frequency response or pulse/step input supply modeling information to estimate the magnitude of
the axial dispersion coefficient [50]. Enhanced 1D models with axial dispersion generally enable
one to capture the significant decay of the Nusselt number at low Reynolds numbers [250] that
1D models without axial dispersion exhibit. Assorted valid closures for axial dispersion lead to
predictions with 20% difference [50], an uncertainty that is deemed to be acceptable for a closure.
As 1D models are homogenized models by essence, the Nusselt number predicted by these 1D
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models only defines the effective behavior of the bed [81]. Among many closure laws for fluid-
solid heat transfer available in the literature, see, e.g., [83, 135], a particular interest has been
given to the theoretical study of Gunn [92]. The transient coupled fluid-heat transfer problem
is solved on a succession of cylindrical pipes. The diameter of these pipes follows a probability
density function according to the bed porosity. Four limiting cases for the Nusselt number are
then used to close the problem [92]. Gunn’s correlation is certainly the reference in the scientific
literature and in engineering practices and has been shown to perform reasonably well in a wide
range of flow regimes, i.e., a wide range of Re and Pr. Note that Gunn’s correlation can also be
used for particle-fluid mass transfer in the case of mass-transfer-limited chemical reaction at the
particles surface, i.e., the chemical specie concentration is imposed constant in space and time at
the particle surface [48].
Recent works based on PRS results have put the classical 1D closure laws to the test [45,
49]. Both PRS results for mono-disperse and bi-disperse systems showed good agreement with
the literature 1D closure laws. In [45], Deen et al. propose a modification of Gunn’s correlation
[92] for Reynolds numbers around Re = 10 based on their PRS results. One may also notice
the omission of thermal dispersion in the 1D model used by Deen et al. [45]. Axial dispersion
from Wakao et al. [251] shows its relevance to fit the classical Nusselt number correlations for
40 ≤ Re ≤ 100 as noticed by Kruggel et al. [132]. Municchi and Radl [162] use the Delgado axial
dispersion correlation [50] to define a saturation length used to compute the Nusselt number. Their
results match the correlation of Deen et al. [45]. Moreover, Tenneti et al. followed by Sun [214,
215] use thermally fully developed flows through periodic arrays of fixed spheres. A correlation
[214] valid for 1 ≤ Re ≤ 100 and 0.1 ≤ αd ≤ 0.5 is then proposed. The relative impact of axial
dispersion, pseudo-turbulent heat flux and convection on the overall heat transfer is examined
[215].
Momentum, respectively heat, transfer classical correlations assume the existence of an undis-
turbed velocity, respectively temperature, field around each particle. This is easy to define for a
single particle in an unbounded domain as the undisturbed field simply corresponds to the far field.
It is however less straightforward in a dense particle-laden flows in which the velocity, respectively
temperature, field around a particle is perturbed by the particle itself as well as by surrounding
particles. This quantity is then used to normalize the force exerted on / heat exchanged by the
sphere. In place of an unambiguous definition of the undisturbed temperature field, the locally ave-
raged fluid temperature around a particle is often used to normalize the heat exchange and extract
the Nusselt number. In [45, 46, 49], Deen et al. performed volume averaging in a box surrounding
each particle and centered at the particle gravity center. A kernel centered at the particle gravity
center is added to weigh the contribution of the temperature as a function of the distance from
the particle. Probability density functions of Nusselt numbers are extracted from the analysis of
the computed results that contribute to estimate the level of scattering of local Nusselt numbers
in the bed with respect to the value predicted by a classical correlation for a triplet of (Re,Pr, αd)
in the averaging box. For bi-disperse configurations, Municchi and Radl [162] propose to model
the deviation with respect to the mean Nusselt number of the distribution through a stochastic
model following a log-normal law. Their results agree with Kunii and Levenspiel’s work [135] for
the mean Nusselt number.
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In the present work, we extend our DLM/FD-FV/SG method for momentum transfer in particle-
laden flows [60, 245] to heat transfer in the same fashion as [42, 249, 268]. Our numerical
method works both for fixed particles and for freely moving particles but is applied here to fixed
particles configurations only. We shortly recall the governing equations of the problem and the
main features of our numerical method in Section 2. Following [245] for momentum transfer,
we first examine the spatial convergence of the computed solution in various configurations in
Section 3. Complementary results can also be found in Appendix 2.A. We then perform both a
comparison of our PRS computed results with 1D dispersion models of the literature and carry
out an analysis of local heat transfer based on local filtering around each particle in the spirit of
[49, 162]. We investigate the effect of filter shape and filter support size on the calculation of
the local particle Nusselt number in Section 4 for systems without wall effects, i.e., systems with
bi-periodic lateral boundary conditions. Discussion and perspectives are given in Section 5.
2 Numerical model
Our numerical model is based on a DLM/FD formulation of the combined momentum and heat
conservation equations. Originally devised by Glowinski and co-workers [82], our own DLM/FD
model in implemented with a Finite Volume / Staggered Grid spatial discretization scheme, leading
to the so-called DLM/FD-FV/SG scheme presented in [60, 181, 245] for momentum transfer. The
method is extended to heat transfer in the same fashion as we did in [42, 249, 268] with a Finite
Element spatial discretization scheme.
The principle of the DLM/FD formulation is to write the fluid conservation equations in the
whole domain, i.e., both the fluid domain and the domain occupied by particles, and to enforce the
coincidence of the fluid velocity (respectively temperature) and the particle velocity (respectively
temperature) in the region occupied by particles using Lagrange multipliers. At a post-processing
stage, hydrodynamic force and torque, and heat flux can be computed using Lagrange multipliers.
When particles are freely moving or their temperature freely evolves over time, the Newton’s
equations or the temperature equation, respectively, for each individual particle is also solved
simultaneously.
The DLM/FD method imposes the coincidence of the fluid velocity (respectively temperature)
and the particle velocity (respectively temperature) both on the particle surface and in the particle
volume. But the accuracy of the method essentially relies on the velocity (respectively temperature)
reconstruction at the points distributed at the particle surface [245]. Following our previous work
[245], our DLM/FD-FV/SG for spherical particles is a combination of quadratic reconstruction
and homogeneous spiral distribution of the Lagrangian points at the particle surface.
The original formulation of coupled momentum-heat transfer comprises a natural convection
term [268]. This term arises from the Boussinesq approximation for the fluid density : temperature
gradients produce density gradients that locally modify the fluid flow. In the present work the fluid
expansion coefficient is set to zero in order to focus on convective heat transfer. This enables us to
decouple the fluid flow problem from the temperature problem. While our method applies to freely
moving particles and particles with freely evolving temperature, we consider here particles with
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fixed position and temperature only and hence do not need to solve the Newton’s and temperature
equations for each individual particle.
Finally, the flow regimes we investigate in this work all admit a steady-state solution. For
our analysis, we primarily analyze these steady-state solutions while our method is developed for
general time-dependent problems. To obtain a steady-state solution, we initialize the solution at
the initial time and compute its time evolution until all time derivatives in the governing equations
are negligibly small.
2.1 Mathematical description
Let us consider a domain Ω composed of fluid and particles P, of boundary ∂Ω. We dis-
tinguish dimensional parameters from dimensionless parameters by adding a "star" symbol. The
governing equations are non-dimensionalized using the following scales : L∗c for length, U∗c for
velocity, T ∗c = L∗c/U∗c for time, ρ∗fU∗2c for pressure, ρ∗fU∗2c /L∗c for velocity distributed Lagrange
multiplier, T ∗s −T ∗f,0 for fluid temperature and ρ∗fC∗p,fU∗c (T ∗s −T ∗f,0)/L∗c for temperature distributed
Lagrange multiplier. In the above, T ∗s denotes a solid reference temperature, T ∗f,0 a fluid reference
temperature, ρ∗f the fluid density and C∗p,f the fluid heat capacity. The combined dimensionless
mass-momentum-energy problem with the aforementioned assumptions reads as follows :
A fluid flow problem :
∂u
∂t
+ u·∇u = −∇p+ 1Re∇
2u− λ, overΩ (2.1)
∇·u = 0, overΩ (2.2)
u = 0, overP (2.3)
A heat transfer problem :
∂Tf
∂t
+ u·∇Tf = 1RePr∇
2Tf − λT , overΩ (2.4)
Tf = Tp, overP (2.5)
with appropriate boundary conditions on (u, p) and Tf at ∂Ω. In 2.1-2.5, u denotes the fluid velo-
city, p the fluid pressure, Tf the fluid temperature, λ the vectorial Lagrange multiplier associated
to the velocity constraint 2.3, λT the scalar Lagrange multiplier associated to the temperature
constraint 2.5 and Tp the imposed temperature in particles.
The dimensionless numbers in the set of governing equations 2.1-2.5 above are defined as
follows :
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where µ∗f denotes the fluid viscosity and k∗f the fluid thermal conductivity. We also define the












Results are analyzed in terms of fluid-particle heat exchange and it is convenient to introduce










k∗f (T ∗s − T ∗f,0)|∂P|
∫
∂P
−k∗f∇∗T ∗f ·ndS∗ (2.9)
where q¯∗p→f is the average particle to fluid heat flux per unit area, ∂P the particle surface (equal
to pid∗2p for a sphere) and n the unit outward normal vector to ∂P. Finally, we denote the solid
volume fraction by αd ∈ [0, 1] and the fluid volume fraction or porosity by αc = 1− αd.
From now on, we take L∗c = d∗p where d∗p is the spherical particle diameter, U∗c = U∗in where U∗in
is the inlet fluid velocity, T ∗s = T ∗p where T ∗p is the particle imposed temperature and T ∗f,0 = T ∗f,in
where T ∗f,in is the inlet fluid temperature.
2.2 Computational scheme
The detailed description of the whole solution algorithm has already been published in our
previous papers (see [42, 247–249, 268]). The main numerical features are listed below :
— A 2nd order Finite Volume/Staggered Grid spatial discretization scheme is used. Normal
velocity components are face centered while pressure and temperature are cell centered. In
the momentum and energy conservation equations, the diffusive term and the transport
term are discretized in space with a central scheme and a TVD scheme, respectively.
— Time discretization is achieved by a first-order Marchuk-Yanenko operator splitting algo-
rithm. This allows us to treat the whole problem as a series of sub-problems as follows :
1. A Navier-Stokes problem,
2. A fictitious Domain problem for momentum transfer,
3. A fictitious Domain problem for heat transfer.
— In the momentum and energy conservation equations, the diffusive term and the transport
term are discretized in time with a 2nd order semi-implicit Crank-Nicolson scheme and an
explicit 2nd order Adams-Bashforth scheme, respectively.
— A L2-projection algorithm is used to solve the Navier-Stokes equations.
— A quadratic reconstruction is employed in the fictitious domain problems for Lagrangian
points lying on the particle surface.
3 Detailed validation of the numerical approach
We investigate the spatial accuracy of our DLM/FD-FV/SG computed solution in terms of
heat transfer and temperature field. We carried out a similar study in [245] to investigate the
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spatial convergence of our computed solution in terms of hydrodynamic force and velocity field.
As the computational method for temperature is conceptually similar to the computational method
used for velocity in [60, 181, 245], we expect similar results. However, it is extremely important
to check the spatial convergence on classical benchmark test cases in order to make sure that
practical guidelines for the selection of grid size derived for velocity still apply to temperature.
The other objective is to relate the solution accuracy to the thermal regime defined by Re and
Pr, or alternatively by Pe. Similar grid convergence tests are conducted by Xia et al. [260] for
the Nusselt number profile on the surface of a single sphere in a flow at Re = 100 and Tenneti
et al. [225] for the wall Nusselt number of a single phase flow in a duct at Re = 100. These
flow configurations are not necessarily representative of heat transfer in dense fixed beds. Also, no
convergence rate is provided in these two studies, but available data give a first level of information
on the computed solution accuracy. Following our previous work [245], we intend to go one step
further and examine grid convergence in flow configurations of growing complexity and relevant
(especially in terms of porosity αc) to the cases used for the physical analysis we conduct later in
Section 4.
For the sake of clarity, we adopt the following notations thereafter : h∗ is the grid space and
Np = d∗p/h∗ = 1/h the number of points per particle diameter where h is the dimensionless
grid size. The time-step ∆t is selected to satisfy a CFL (Courant-Friedrichs-Lewy) condition due
to the explicit treatment of the transport term in both the fluid momentum and fluid energy
conservation equations. For all computations presented in this paper we select ∆t such that
CFL ≤ 0.3 is satisfied. In all cases examined in this paper, the flow domain is a box of transverse
length LT = Lx = Ly and streamwise length Lax = Lz. Except in the purely diffusive benchmark
problem in Appendix 2.A.1, the fluid is assumed to flow upwards in the z direction from the
bottom section (inlet) to the top section (outlet). Uniform velocity and temperature profiles are
imposed at the inlet section and classical outflow boundary conditions are imposed at the outlet
section. The distance between the inlet section and the lowest particle gravity center is denoted
Lin and called inlet distance. Likewise, the distance between the highest particle gravity center
and the outlet section is denoted Lout and called outlet distance.
Analytical solutions for unsteady heat transfer in particle-laden flows are limited to purely
diffusive heat transfer for a single sphere immersed in a quiescent fluid and asymptotic solutions
for the creeping steady flow equivalent [36]. For more complicated problems as the ones we
examine in this section, no analytical solution is available to compare the computed solution to.
For a quantity φ, we thereby define the reference solution φextra for our mesh convergence analysis
as the Richardson extrapolation [190] 2.10 of our computed results for different h (or equivalently
different Np) to zero grid size h = 0 (or equivalently to infinite Np). This is a classical approach
in the absence of analytical solution [120, 245]. In 2.10, the sign and amplitude of the spatial error
is defined by A while the order of convergence m defines how fast the solution φ tends to φextra.
In that case, the computed error  represents the relative deviation from the extrapolated solution
2.11.
φ(Np) = φextra +AN−mp (2.10)
CHAPITRE 2. RÉSEAUX FIXES DE PARTICULES 63




For the sake of conciseness, results for (i) a single sphere and (ii) an in-line array of 3 spheres
are presented in Appendix 2.A. We focus here on multi-sphere configurations with a porosity αc
ranging from 0.9 to 0.5.
The test case is based on the flow configuration proposed by Tavassoli et al. [224] and is
presented in Fig. 2.1. The domain is periodic in x and y directions. Boundary conditions are as
follows :
— Entry




(x, y, Lz) =
∂Tf
∂z
(x, y, Lz) = 0 , p(x, y, Lz) = pref = 0 (2.13)
— Lateral walls : periodicity
u(0, y, z) = u(Lt, y, z) , Tf (0, y, z) = Tf (Lt, y, z) (2.14)
u(x, 0, z) = u(x, Lt, z) , Tf (x, 0, z) = Tf (x, Lt, z) (2.15)
We set Lin = Lout = 1, LT = 6 and Lax = 10. We consider 3 solid volume fractions αd = 0.1,
αd = 0.3 and αd = 0.5, corresponding to 55, 165 and 275 spheres in the bed, respectively, and
a porosity αc = 0.9, αc = 0.7 and αc = 0.5, respectively. Spheres are randomly distributed into
the system such that the inlet and outlet zones remain free of particles. Since a simple random
generator fails to position all particles for αd = 0.5, particles positions are initialized by the fol-
lowing two-step procedure : (i) at t = 0, particles are first all introduced in the system on a
structured array and random translational and rotational velocities are assigned to each particle,
and (ii) a purely granular simulation is run until the total kinetic energy of the system has de-
cayed through dissipative collisions below at threshold representative of a quasi-static system. The
microstructure of the random array can be characterized by its radial density function plotted in
Fig. 2.2. A comparison with the solution of the Percus-Yevik equation proposed by Bravo and
Yuste [180] shows a good agreement at low solid volume fractions while limited but noticeable
discrepancies exist for high solid volume fractions. A plausible explanation for the observed dis-
crepancy at high solid volume fractions is the small number of particles in the system. Another
explanation is that this profile is plotted for a random microstructure only and not averaged over
many random microstructure at αd = 0.5. Tavassoli et al. [224] compute the value of the mean
Nusselt number extrapolated to zero grid size for different flow configurations characterized by
Pr = 1, αd ∈ [0.1; 0.5] and Re ∈ [10; 100]. For each set of dimensionless parameters, the solution
is computed for three meshes Np = 10, Np = 15 and Np = 20. The solution is shown to converge
but nothing is said about the convergence rate.
Following Section 2.A.4, we perform a series of computations with an increasingly refined mesh
ranging from Np = 16 to Np = 64. As shown in [245] for momentum transfer with Re and αc,
increasing both Pe and αd = 1−αc increases the magnitude of the error of the computed solution
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Ly = 6 Lx = 6
Figure 2.1 – Random array of spheres flow configuration : 3D configuration for αc = 0.5 with
boundary labels and dimensions (left) and velocity magnitude and temperature contours in
a x = 3 cut plane (right).
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Our results: αc = 0.9
Our results: αc = 0.7
Our results: αc = 0.5
Percus-Yevik: αc = 0.9
Percus-Yevik: αc = 0.7
Percus-Yevik: αc = 0.5
Figure 2.2 – Radial density function for the three random arrays of spheres.
with respect to the reference solution. Keeping Pr = 1, we hence consider the 3 following sets of
(αc,Re) parameters : (0.9, 5), (0.7, 20) and (0.5, 50). In doing so, we explore a large range of test
cases (low and high Re, low and high αc) with a limited number of simulations.
Convergence plots for the global Nusselt number Nug defined in 2.41 are shown in Fig. 2.3.
The dilute and weakly convective regime (αc = 0.9, Re = 5) exhibits a nearly first order conver-
gence m ∼ 0.7, i.e., less then the order of convergence obtained for momentum transfer in Stokes
regimes in [245]. Similarly, the order of convergence for (αc = 0.7, Re = 20) and (αc = 0.5,
Re = 50) is m ∼ 1.7 and m ∼ 1.3, respectively, and is also slightly lower than the order of
convergence obtained for momentum transfer in inertial regimes in [245]. However, computed
errors with respect to the reference solution are an order of magnitude smaller for heat transfer
here than those for momentum transfer in [245]. Fig. 2.3 suggests that a resolution of Np = 16
is enough to get a relative error on Nug between 0.07% and 1%. The same resolution provides
errors between 2% to 20% on the total hydrodynamic force exerted on all particles [245]. There
is no particular reason to expect that errors on heat transfer are an order of magnitude smaller
that errors on momentum transfer as our numerical model for heat transfer is conceptually the
same as the one for momentum transfer. Actually, assessing convergence based on Nug (i.e., the
total heat flux) is a flawed practice. In fact, considering Nug as a relevant criterion to study mesh
convergence of the computed solution assumes that all particles converge to their extrapolated
values at roughly the same rate and with roughly the same error magnitude. This assumption
could be valid for isolated spheres or very dilute systems, but for random and moderately dense to
dense arrays of particles, heat transfer experienced by each sphere in the system differs a lot based
on their location and is also very much conditioned by the presence of surrounding spheres. In
particular, as already touched upon in Section 2.A.4, spheres located in the upstream part of the
bed exchange much more heat that those locate in the downstream part of the bed. This is not
the case for momentum transfer as observed variations of exchanged momentum are statistically
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αc = 0.9, Re = 5
αc = 0.7, Re = 20
αc = 0.5, Re = 50
Figure 2.3 – Grid convergence for a random array of spheres at (αc = 0.9, Re = 5), (αc = 0.7,
Re = 20) and (αc = 0.5, Re = 50), and Pr = 1 : relative error on global Nusselt number
Nug. Black dashed and solid lines respectively represent first and second order convergence
rates.
not correlated to particles positions in the bed.
In the following, we consider each sphere individually. As a first step, a constant order of
convergence (equal to the one obtained for Nug, i.e., m ∼ 0.7, 1.7 and 1.3 for (αc = 0.9,
Re = 5), (αc = 0.7, Re = 20) and (αc = 0.5, Re = 50), respectively) is considered for
all spheres. The pre-factor Ai is then computed according to 2.10 and plotted as a function of
particle position in the bed in Fig. 2.4. For (αc = 0.9, Re = 5), as already noticed for the row of
3 spheres configuration in Section 2.A.4, upstream particles converge to their extrapolated values
by higher absolute values while downstream particles converge by smaller absolute values. For
(αc = 0.7, Re = 20), the opposite happens but this is not really relevant. The important point is
that computing the Richardson extrapolation of Nug is equivalent to implicitly summing all these
errors (multiplied by a factor N−mp ) and most of these errors cancel out due to their opposite signs.
Nug (i.e., the total heat flux) is thereby a biased marker of the computed solution convergence.
In order to get a better estimate of the error, equation 2.10 is applied to each sphere individually.
Some examples of convergence for spheres located at various positions in the bed are plotted in
Fig. 2.5b for (αc = 0.9,Re = 5) and (αc = 0.7,Re = 20). It is pretty clear that both convergence
rate and error magnitude differ from one particle to another. From Richardson extrapolation on
individual spheres, a mean relative error  as well as a global order of convergence m can be






|Ai|N−mip = BN−mp (2.16)
where B controls the magnitude of the mean relative error, Npart denotes the total number of
particles in the system and φextra = 1Npart
∑Npart
i=1 φextra,i where φextra,i is the extrapolated value
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Figure 2.4 – Magnitude and sign of relative error on Nusselt number per particle as a function
of their streamwise position for (αc = 0.9, Re = 5) and (αc = 0.7, Re = 20).
for particle i. For the 3 sets of (αc,Re) selected, values of Nu, convergence plots following 2.16
are presented in Fig. 2.5a. A smooth convergence is observed in all cases and the respective order
of convergence for (αc = 0.1, Re = 5), (αc = 0.7, Re = 20) and (αc = 0.5, Re = 50) is 1.09,
1.31 and 1.56. The magnitude of the error as computed by 2.16 is 5 to 20 times higher than that
computed forNug. Besides, it is in accordance with errors reported in [245] for momentum transfer
for similar flow regimes and solid volume fractions. Increasing Pe leads to higher convergence rate
but higher error magnitude. Also, lowering porosity αc (i.e. higher solid volume fraction αd) leads
to higher error magnitude. Our results indicate that to satisfy  ≤ 2%, (αc = 0.1, Re = 5),
(αc = 0.3, Re = 20) and (αc = 0.5, Re = 50) require Np = 16, Np = 40 and Np = 48,
respectively.
4 Analysis of heat transfer in random arrays of spheres
In Section 3 and Appendix 2.A, a detailed numerical study of convergence is performed on
configurations relevant to assorted flow regimes, thermal regimes and porosities, defining thereby
the limit of acceptable computational errors. We are hence in a position to carry out a compre-
hensive analysis of heat transfer in random arrays of spheres based on reliable computed results.
In the following section, the systems designed in Section 3 are used to first analyse the effective
behavior of the bed by comparing Nusselt numbers obtained with our PRS data to those predicted
by 1D models, with a specific attention to the effect of axial dispersion. Then, we filter our PRS
data by performing local volume averaging around each particle using filters with various mathe-
matical forms and various support sizes. We then perform a statistical analysis of the computed
particle Nusselt numbers and characterize the distribution in terms of average value and standard
deviation.
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αc = 0.9, Re = 5
αc = 0.7, Re = 20
αc = 0.5, Re = 50












αc = 0.7,Re = 20
αc = 0.7,Re = 20
αc = 0.7,Re = 20
αc = 0.9,Re = 5
αc = 0.9,Re = 5
αc = 0.9,Re = 5
(b) Individual relative error Nup,i
Figure 2.5 – Grid convergence for a random array of spheres at (αc = 0.9, Re = 5), (αc = 0.7,
Re = 20) and (αc = 0.5, Re = 50), and Pr = 1 : (a) mean relative error on Nusselt number
Nu and (b) relative error on individual Nusselt Nup,i for 6 individual particles in the array
chosen among the cases (αc = 0.9, Re = 5) and (αc = 0.7, Re = 20). Black dashed and solid
lines respectively represent first and second order convergence rates.
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4.1 Nusselt number from 1D heat balance
Using dimensionless notations defined in Section 2, two classical 1D models describing heat
transfer in particle-laden flow systems are introduced : the plug flow model,
dTc
dz
+ ζ(Tc − Tp) = 0 (2.17)






+ ζ(Tc − Tp) = 0 (2.18)
where Tc represents the cup-mixing or flow-averaged fluid temperature, and is computed as a
function of the axial position z as follows :
Tc(z) =
∫















where χ(x) is a binary indicator function that is 1 in the fluid and 0 in any particle. Tc(z) is
a volume average temperature in V (z) and is approximated by numerical integration over V (z),
where V (z) is a volume spanning the whole cross section of the bed and of width w. The term
ζ = 6(1−αc)NuPe stands for the heat transfer rate and contains the desired value of the mean Nusselt
number Nu. The axial dispersion term Peax in 2.18 arises from the mechanical mixing induced
by inhomogeneities in the dispersed system. Its value is assumed here to be constant in time
and in space. Related to distinct mechanisms, values of Pe and Peax are different : Peax could
be approximated by Pe for very low Péclet numbers while Peax ≈ 2 for high Péclet numbers.




























































are selected to study, thereafter, their impact on the mean Nusselt number. These relations assume
the additive effects of molecular and axial diffusion.
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Figure 2.6 – Comparison of our computed average Nusselt numbersNu obtained by matching
a 1D model for Re ∈ [5, 100] and Pr ∈ [1, 5] with the correlations of Gunn [92] and Deen
et al. [46]. Please note that we actually plot Nu−(7−10/αd+5α
2
d)
Pr1/3 , i.e., the deviation to the part
common to all correlations. Red, blue and green dots/lines correspond to αc = 0.9, 0.7 and
0.5, respectively.
Assuming an inlet cup-mixing temperature of the fluid Tc = Tc,in, analytical solutions of
equations 2.17 and 2.18 read as follows :
Tp − Tc(z)
Tp − Tc,in = exp (−ζz) (2.22)
Tp − Tc(z)




1 + 4ζPeax − 1
))
(2.23)
As proposed by Tavassoli et al. in [224], ζ and hence the mean Nusselt number Nu are computed
by a linear regression of Tc(z) extracted from our PRS data in order to fit the 1D model temperature
profiles 3.39 or 2.23.
From the equation 3.39, our computed values are compared to values from the literature
[45, 92] and plotted in Fig. 2.6. A good agreement is shown for high Reynolds numbers. At low
Reynolds numbers, our data predict a significantly lower Nu. This rapid decrease at low Reynolds
numbers (i) leads to a deviation from most if not all correlations available in the literature, which
was also noticed by Glicksman [81] and (ii) is in agreement with experimental data (see Fig. 2.7)
even when the axial dispersion term is omitted. In our simulation results, the cases Re = 5 and
Re = 10 with αc = 0.9 are very sensitive to the magnitude of the Prandtl number Pr. For
instance, at Re = 5, Fig. 2.6 underscores that Nu markedly increases with Pr. For low Pr ∼ 1,
our data match well Deen et al. ’s correlation [45] while as Pr increases from 1, our data get
closer and closer to Gunn’s correlation [92]. For Re = 5, the trend is even more visible. Actually,
the correction proposed by Deen et al. is based on PRS results with a Prandtl number Pr = 1 and
a minimum Reynolds number Re = 10, which may shed some light on the observed discrepancy at
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Gunn, αc = 0.6
Deen, αc = 0.6
Our results
Figure 2.7 – Comparison of our computed average Nusselt numbersNu obtained by matching
a 1D model for Re ∈ [0.1, 100] and Pr ∈ [1, 50] with various correlations and data from the
literature (grey area from Kunii [135]).
low Re and for Pr in the range [1 : 5]. Let us also point out again that Deen et al. ’s correlation
[45] neglects the effect of dispersion, although the correlation is established in a range of Re over
which dispersion is expected to be relevant. In fact, as pointed out in [89], dispersion effects are
assumed to be negligible for Re ≥ 100 only.
Our data in the range Pr ∈ [1 : 5] and Re ∈ [5 : 100] seem to indicate that for Re ' 10, Nu
is mostly controlled by Re and only moderately dependent on Pr, while for low Re, Pr affects
significantly Nu. In other words, for Re ' 10, Nu mostly depends on Re while for Re / 10, Nu
depends on Pe = RePr. The range Re / 10 over which dispersion is a prevailing mechanism has
not been explored much in the literature. Thereby, we perform an additional set of simulations at
Re = 0.1 with Pr in the range [10; 50] and αc in the range [0.1; 0.5] to verify the importance
of dispersion in viscous flows. Results presented in Tab. 2.1 show without any doubt that Nu is
markedly underpredicted by 1D models without dispersion, up to a factor of 10. Results predicted
with the closure law of 2.20 and the closure law of 2.21 for Peax show a deviation of 14% only.
This is significantly less than the deviation between predictions with and without dispersion. In
other words, at that stage, it is rather difficult to discriminate between these two closure laws for
Peax and both seem to be acceptable. Additional simulations are certainly desirable in low Re
flows to further explore this flow regime.
4.2 Filtering flow properties by local averaging around particles
The challenge of the present part is to define the flow properties in the vicinity of each particle.
Indeed, both momentum and heat transfer share the need of an undisturbed or far field definition
to normalize the force exerted on / heat exchanged by the sphere. The estimation of this field is
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Table 2.1 – Comparison of mean Nusselt number from plug flow and plug flow with axial
dispersion.
αc Pr Re (1-D) balance (1-D) balance + dispersionDelgado [50] Gunn [90]
0.9 10 0.1 1.10 2.42 2.63
0.9 20 0.1 1.76 2.44 2.76
0.9 50 0.1 2.99 3.05 3.48
0.9 0.72 5 2.38 2.56 2.91
0.9 0.72 10 3.49 3.66 3.70
0.7 10 0.1 0.70 2.89 2.86
0.7 20 0.1 0.96 3.42 3.43
0.7 50 0.1 1.52 4.05 3.78
0.5 10 0.1 0.29 3.98 3.78
0.5 20 0.1 0.37 4.32 4.76
0.5 50 0.1 0.51 5.78 5.33
not obvious in the case of dense particle-laden flows. In [45, 46, 49], Deen et al. perform volume
averaging in a box surrounding each particle and centered at the particle gravity center using an
exponentially decaying filtering kernel. This idea of filtering was originally introduced by Anderson
and Jackson [8] to derive volume-averaged conservation equations for particle-laden flows. A






χ(x)g(|xc − x|)dx (2.24)
A kernel g(|xc − x|) = g(|r|) centered at the particle gravity center xc is added to enhance the
relative weight of the presence of close particles, where |r| denotes the radial distance to xc. Thus
the choice of the type of kernel and the size of the control volume can have a substantial impact on
local fluid properties around particles. We first define kernel functions and then study their impact
on heat tranfer in configurations ranging from an isolated sphere to a dense bed. The effect of the
filter support size on the local fluid properties surrounding each particle is investigated for a simple
kernel g(|r|) = 1. We characterize the distribution of N˜up as a function of the filter support size
with a particular attention to the standard deviation of the distribution. In the following, we use
the ensemble-averaging operator < . > and the standard deviation σ. defined for a field φ as
follows :










(φp,i− < φ >)2 (2.26)
For fixed beds, we also assess the influence of hindering effects already emphasized in the in-line
array of 3 spheres configuration.
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4.2.1 Definition of kernel functions
For computational efficiency, we consider cubic control volumes of edge length Lbox of typically
a few particle diameters, and of volume Vbox = L3box. We also consider three types of kernel as
follows :
- A kernel defined as g = 1 everywhere in the cubic control volume, named kernel 0 in
Tab. 2.2,
- A first group of kernels composed of decreasing functions that vanish at box corners. The
actual filter support size is
√
3
2 Lbox and varies with Lbox. This group, called “type A”, is
represented by kernels 1 to 4 in Tab. 2.2.
- A second group of kernels with a fixed quasi finite support based on exponential functions
as proposed in Tavassoli et al. [224]. The actual filter support size is the length scale Le
associated to the exponential decay rate exp(−r/Le). Depending on the ratio Lbox/Le,
these kernels may quasi vanish or may not vanish at the boundary of the box. This group,
called “type B”, is represented by kernels 5 to 9 in Tab. 2.2.
4.2.2 Effect of averaging process on heat tranfer on an isolated sphere
Many heat transfer closure laws in particle-laden flows available in the literature are designed
for a single particle in an unbounded domain or for very dilute systems [72, 187]. Indeed, in the
case of a single particle in an unbounded domain, the undisturbed field is straightforward to define.
It simply corresponds to the far field. Single particle configurations thereby represent a valuable
reference case to test filtering procedures. The flow configuration is very similar to the one adopted
in Appendix 2.A.3. We set Re = 150 and Pr ∈ [0.1 : 2] such that Pe ∈ [15 : 300]. Following
Appendix 2.A, we use Np = 40 such that the error with respect to the solution extrapolated at
zero grid size is less than 2%. We compute the steady state N˜up using the filtering kernels listed in
Tab. 2.2 to determine the average fluid temperature in the cubic control volume surrounding the
particle. We vary the size of the control volume, i.e., Lbox, and then compare the obtained values
of N˜up to the reference value of Nup,ref computed with the far field temperature T∞ = Tin as the
average fluid temperature surrounding the particle. This reference value can also be interpreted
as the value obtained with a control volume of infinite size, i.e., Lbox → ∞. For the sake of
illustration, we select kernel 0 and kernel 8 and plot the error with respect to the reference value
as a function of Lbox in Fig. 2.8. Kernels of type A, i.e., kernel 1, 2, 3 and 4, yields very similar
results to kernel 0 with a slightly higher error magnitude.
Regardless of the kernel type, the error increases with decreasing Pe as the boundary layer
thickness increases and hence larger control volumes are required to recover T∞ as an average
temperature. Kernel 0 supplies expected results, i.e., the error computed with kernel 0 decreases
as Lbox increases. This is very basic : as the control volume size increases, the effect of the
local perturbation of the temperature field due to the presence of a single particle at a different
temperature progressively vanishes and the average temperature in the control volume naturally
tends to T∞. Type B kernels, i.e., kernels 5, 6, 7, 8 and 9, are not able to compute the correct
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(a) Kernel0 : g = 1



























(b) Kernel8 : g = exp (−4r)
Figure 2.8 – Relative error between N˜up(Lbox), the Nusselt number computed with the
filtered temperature, and Nup,ref , the value computed with the correct far field temperature,
as a function of the control volume size Lbox for Re = 150, Pe ∈ [0.1, 2] and 2 different kernels
in the case of an isolated sphere in an unbounded domain.
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average temperature in the control volume owing to their fixed support size independent of Lbox.
Due to their exponential decay, the actual filter support size does not depend on Lbox but on Le,
the length scale associated to the exponential decay rate. For all type B kernels, increasing the
control volume size beyond ∼ 3− 4Le has thereby no effect, as expected and shown in Fig. 2.8b.
It is pretty obvious that such filtering kernels perform very poorly in dilute regimes when the
corresponding Nup correlation is utilized in an Euler-Lagrange model. This has recently been
emphasized in [102, 110] for drag correlations.
The inconsistency between the definition of the closure law and its use, e.g. in Euler-Lagrange
models, may lead up to 50% error in the computation of the fluid-particle heat transfer, as
emphasized in Fig. 2.8b. A correction is hence required to adapt the Nusselt number definition
in that case. For a constant box size Lbox, errors roughly scale as Pe−0.4 to Pe−0.3 depending
on the kernel function, in line with [215] and with the way the boundary layer thickness around a
single sphere scales (i.e., Pe−1/3, see Appendix 2.A.3). For an isolated sphere, the error between
N˜up(Lbox) computed with any filtering kernel and a finite size control volume Lbox, and the
reference value Nup,ref computed with T∞ can be formulated as follows :
N˜up(Lbox)−Nup,ref
Nup,ref ' (Aexp (−BLbox) + C)Pe
−η (2.27)
where the value of parameters A, B, C and η depend on the kernel function type only. The value
of η for all kernels computed with our simulation results is in the range [0.3 : 0.4], confirming the
scaling with the boundary layer thickness. C is zero for kernel 0 and kernels of type A such that
N˜up(Lbox) tends to Nup,ref as Lbox increases. Conversely, C is non-zero for kernels of type B. In
fact, for kernels of type B, as the kernel function does not depend on Lbox, the correction above
saturates to CPe−η for Lbox ' 3− 4Le. 2.27 is however nothing more than an ad hoc correction
in dilute regimes and could presumably be useful in Euler-Lagrange/point-particle modelling in
the spirit of [102].
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4.2.3 Effect of filtering kernel properties on average heat transfer in a modera-
tely dense bed
We consider a flow configuration with αc = 0.7, Re = 72 and Pr = 1 as a representative
moderately dense bed test case to illustrate the effects of kernel type and support size on the
Nusselt number distribution. We select kernel 0, kernel 3 of type A, and 3 kernels of type B with
various exponential decay rates, i.e., various actual support size. We plot the mean Nusselt number
< N˜up >= 1Npart
∑Npart
i=1 N˜up,i, where N˜up,i is the filtered Nusselt number around particle i, and
its variance σN˜up as a function of Lbox for the 5 selected kernel functions in Fig. 2.9. For all the
considered kernel functions, < N˜up > is almost independent of Lbox for Lbox ' 2 while σN˜up
requires larger control volumes to reach a Lbox-independent magnitude, of the order of Lbox ' 4.
As Lbox increases, Kernel 0 and type A kernels yield an almost similar < N˜up > while type
B kernels lead to values of < N˜up > showing a maximum of 15% difference (between kernel 6
and kernel 9) depending on the kernel function, as shown in Fig. 2.9a. Let us underscore that the
choice of Lbox = 1 is not suitable for obvious geometric reasons as the control volume is of exactly
the same size as the particle and hence some parts of the boundary layer are discarded (the 6 poles
that touch the 6 control volumes faces) but is plotted here as an asymptotic choice to emphasize
the strong impact of the control volume size for small Lbox, i.e., from 1 to 2. < N˜up > computed
using Lbox = 1 is largely overestimated, confirming the irrelevance of this control volume size and
its use as an asymptotic case only.
Figs. 2.9b and 2.9d illustrate the effect of the exponential decay rate. i.e., of Le, for type B
kernels. Kernel 8, that exponentially decays as −4r, i.e., Le = 0.25, yields values of < N˜up >
and σN˜up independent of Lbox for rather small values of Lbox, about Lbox ' 2. In fact, only the
region very close to the particle boundary is actually accounted for to compute the fluid filtered
average temperature, the fast spatial exponential decay discarding any contribution located beyond
≈ 1 diameter away from the particle boundary. Collective effect is attenuated as the temperature
disturbance related to the neighbouring particles is partly neglected. With kernel 8, as for an
isolated particle, the average fluid temperature surrounding a particle is hence over-estimated,
leading to an under-estimated temperature difference with the fixed particle temperature, in turn
leading to a slightly over-estimated < N˜up >, as highlighted in Fig. 2.9b (< N˜up >' 14 with
kernel 8 and < N˜up >' 12 for other type B kernels). Conversely, type B kernels with relatively
slow exponential decay yield similar results to those yielded by kernel 0 and type A kernels.
In general, all kernels except type B kernels with fast spatial exponential decay yield similar
values of < N˜up >. This observation does not apply to the variance σN˜up , that exhibits variations
of the order of 50%, even if we exclude fast spatial exponential decay kernels as, e.g., kernel 8.
While type B kernels with fast spatial exponential decay do not seem to be suitable, it is rather
hard at that stage to discriminate the other filtering kernel functions as the correct value of the
variance σN˜up is unknown. For simplicity, we hence select kernel 0 thereafter and investigate
further the impact of the control volume size Lbox.
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(a) Effect of kernel type and of Lbox on ave-
rage value and standard deviation




























(b) Effect of exponential decay rate for type
B kernels and of Lbox on average value and
standard deviation
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g(r) = exp(−2r), Lbox = 1
g(r) = exp(−2r), Lbox = 3
(c) Effect of kernel type and of Lbox on PDF











g(r) = exp(−2r), Lbox = 1
g(r) = exp(−2r), Lbox = 3
g(r) = exp(−4r), Lbox = 1
g(r) = exp(−4r), Lbox = 3
g(r) = exp(−r), Lbox = 1
g(r) = exp(−r), Lbox = 3
(d) Effect of exponential decay rate for type
B kernels and of Lbox on PDF
Figure 2.9 – Effect of kernel type and control volume size Lbox on the filtered particle Nusselt
number distribution, average value and standard deviation.
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(a) αc = 0.9


















(b) αc = 0.7
Figure 2.10 – PDF of kernel 0 filtered porosity α˜c,p as a function of control volume size Lbox.
4.2.4 Effect of control volume size Lbox on local properties : hydrodynamics and
heat transfer
We select the following cases : αc = {0.7, 0.9}, Re = {18, 36, 72} and Pr = {1, 2.5, 5}, use
kernel 0 and examine the effect of the control volume size Lbox ∈ [1.5, 6] on the following filtered
flow properties : porosity, velocity and Nusselt number. Fluid-particle heat transfer depend on
the local porosity and the way temperature is transported in the flow. This creates incentives to
analyze the effect of Lbox on porosity and velocity as a premise to heat transfer.
Figs. 2.10a and 2.10b illustrate the effect of Lbox on the local filtered porosity for αc = 0.9
and αc = 0.7, respectively. Note that from now on we do not consider the irrelevant asympotic
case Lbox = 1. For the moderately dense system αc = 0.7, all control volume sizes yield the
right < α˜c,p >= 1Npart
∑Npart
i=1 α˜c,p,i, where α˜c,p,i is the filtered porosity around particle i. In fact,
all PDFs are centered on 0.7 in Fig. 2.10b. For the dilute system αc = 0.9, the same comment
applies except for Lbox = 1.5 and Lbox = 2. For these two values of Lbox, Fig. 2.10a shows that
corresponding PDFs are not centered on the right value, i.e., 0.9, and do not exhibit any symmetry
with respect to the mean value. This is geometrically straightforward to understand. For too
small control volumes, the particle on which the control volume is centered has an over-estimated
contribution to the solid volume fraction in the control volume, leading to underestimated porosity.
Regardless of the value of αc, large control volumes yield PDFs that are centered on the expected
value of the filtered porosity but with a small σα˜c,p (i.e., small width of the distribution). Too large
control volumes average too much local filtered properties that thereby become global properties,
in other words we loose the very notion of locality. Once again, there are no theoretical arguments
to define what should be the upper bound of the control volume size, but at least we can deduce
from Figs. 2.10a and 2.10b what is the lower bound. Based on the above, it seems that an
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adequate control volume size for αc = 0.9 and αc = 0.7 is Lbox ' 3 to properly capture the local
microstructure.
We plot in Figs. 2.11a and 2.11b the distribution of pairs of filtered (α˜c,p/αc, u˜z,p/αc), where
u˜z,p is the filtered z (i.e, axial or streamwise) velocity component around a particle, as a function
of Lbox ∈ [2, 5] for Re = 18 and Re = 72, respectively. As expected, for both Re and all control
volume sizes, the resulting distribution in the 2D plane (α˜c,p/αc, u˜z,p/αc) is centered on (1, 1),
i.e., centered on global porosity and imposed dimensionless effective streamwise velocity in the
bed. Also, the general trend is an increase of the streamwise velocity with increasing porosity,
representative of the well documented channeling effect in flows through a porous media. The
distribution of pairs of filtered (α˜c,p/αc, u˜z,p/αc) is once again rather wide, especially for small
control volumes, and regions of the flow with low porosity and high streamwise velocity (and
vice versa) are not uncommon. The projection of the 2D distribution on the α˜c,p/αc axis (right
of each plot) and u˜z,p/αc axis (top of each plot) gives standard 1D PDFs but do not contain
the relationship between α˜c,p and u˜z,p anymore (please note that α˜c,p/αc PDFs on the right of
Figs. 2.11a and 2.11b are the exact same as in Fig. 2.10b normalized by αc for Lbox ∈ [2, 5]).
Figs. 2.11a and 2.11b attest of the fact that in the range Re ∈ [18, 72], there are no fundamental
differences in the distribution of pairs of filtered (α˜c,p/αc, u˜z,p/αc). It is highly plausible that a
wider range of Re would lead to more tangible differences, but this is beyond the scope of this
paper.
We present similar results in Fig. 2.12 but in a slightly different way. First, we plot distributions
obtained with Lbox = 3 as deviations to the mean value (dots in Fig. 2.12) as a function of Re
and superimpose the ellipsoidal contour of distributions of deviations to the mean value computed
with the following Lbox : black for Lbox = 2, green for Lbox = 3, grey for Lbox = 4 and white
for Lbox = 5. Second, we also plot in the same manner the distribution of the deviation of the
transverse velocity u˜T,p = u˜y,p with respect to its mean value < u˜T,p > (Notes : (i) we select the
y-component as representative of the transverse velocity ; we verified that the x-component shows
similar results as the domain in transversely bi-periodic, as in [65, 66], (ii) since < u˜T,p >= 0,
the deviation correponds to u˜T,p itself, i.e., u˜T,p− < u˜T,p >= u˜T,p, and we cannot normalize by
< u˜T,p >). Both Fig. 2.12a and Fig. 2.12b once again emphasize that Re in the range [18, 72]
has a negligible impact on velocity distributions. To be more quantitative, we perform a Principal
Component Analysis of our distribution of filtered ((α˜c,p − αc)/αc, (u˜z,p− < u˜z,p >)/ < u˜z,p >)
and ((α˜c,p − αc)/αc, u˜T,p) and compute the 2 eigenvectors. For both ((α˜c,p − αc)/αc, (u˜z,p− <
u˜z,p >)/ < u˜z,p >) and ((α˜c,p−αc)/αc, u˜T,p), the orientation and norm of the eigenvector related
to the first principal component changes by less than 5% when Re varies from 18 to 72. We plot
in Fig. 2.12a and Fig. 2.12b the 2 eigenvectors shitfed such that their origin is at the mean in
light blue for Re = 18. In Fig. 2.12b, the 2 eigenvectors are quasi aligned with the axis directions,
indicating that there is no particular correlation between average transverse velocity and porosity.
We now turn our attention to heat transfer. We plot in Figs. 2.13a and 2.13b the PDFs
of N˜up computed with Lbox = 3 as a function of Pr = 1 and Re = {18, 36, 72}, and Pr =
{1, 2.5, 5} andRe = 18, respectively. As predicted by classical correlations, Figs. 2.13a and 2.13b
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(b) Re = 72
Figure 2.11 – 2D distribution of normalized kernel 0 filtered porosity and effective kernel 0
filtered streamwise velocity component as a function of control volume size Lbox for αc = 0.7,
Pr = 1 and (a) Re = 18 and (b) Re = 72.
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(a) streamwise velocity component

















(b) transverse velocity component
Figure 2.12 – 2D distribution of normalized kernel 0 filtered porosity deviation from mean
porosity and kernel 0 filtered velocity deviation from mean velocity for αc = 0.7, Pr = 1 and
Re = 18, 36, 72 : (a) streamwise velocity component and (b) transverse velocity component.
Ellipsoidal contours correspond to different Lbox : black for Lbox = 2, green for Lbox = 3, grey
for Lbox = 4 and white for Lbox = 5.
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(a) Pr = 1















(b) Re = 18
Figure 2.13 – PDF of kernel 0 filtered particle Nusselt number computed with Lbox = 3 as
a function of (a) Reynolds number and (b) Prandtl number.
attest of the increase of our average filtered Nusselt number < N˜up > withRe and Pr. It is rather
visible that for a fixed control volume size (Lbox = 3 here), Re has a rather limited impact of the
standard deviation of the PDF while Pr has conversely a strong impact as shown in Fig. 2.13b.
This is related to the scaling of the thermal boundary layer with Pr. In a similar fashion as in
Fig. 2.11 for filtered velocity-porosity pairs, we plot in Figs. 2.14a and 2.14b the distribution
of pairs of filtered (α˜c,p/αc, N˜up/ < N˜up >) in a control volume around each particle as a
function of Lbox ∈ [2, 5] for Re = 18 and Re = 72, respectively. Interestingly, increasing the
control volume size Lbox has a less significant effect on N˜up than on the velocity components,
i.e., on the filtered R˜ep around a particle. Another remarkable feature is the asymmetry of the
N˜up distribution. In fact, the projected 1D PDF on the top of both Fig. 2.14a and Fig. 2.14b
exhibits a long tail for N˜up larger than < N˜up >. To emphasize this feature even more, we plot
in Fig. 2.15 the PDF of the deviation to < N˜up >. As observed in previous studies [162, 224],
the distribution of (N˜up− < N˜up >)/ < N˜up > follows a log-normal distribution, regardless
of the control volume size Lbox ≥ 2 (see Fig. 2.15). The standard deviation of this distribution
is σ(N˜up−<N˜up>)/<N˜up> = 0.435, in very satisfactory agreement with the value provided by
Municchi and Radl [162].
Based on our results, we examine for a pair of (Pr, αc) and different Lbox ∈ [2, 5] how the
average Nusselt number < N˜up > correlates with Re in Fig. 2.16 and with Pe in Fig. 2.17. We
would like to make the following main comments about these two plots : (i) it is pretty clear that
< N˜up > does not correlate well with Pe, regardless of Lbox, which justifies why most Nusselt
number correlations in the literature are written in terms of (Pr,Re) and not of Pe to account
for the distinct effects of Re and Pr (in Fig. 2.17 for a given value of Pe corresponding to
different pairs (Pr,Re) there exists different values of < N˜up >), and (ii) the filter size has a non
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(a) Evolution of Nu with αc, Re = 18
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(b) Evolution of Nu with αc, Re = 72
Figure 2.14 – 2D distribution of normalized kernel 0 filtered porosity and normalized kernel 0
filtered particle Nusselt number as a function of control volume size Lbox for αc = 0.7, Pr = 1
and (a) Re = 18 and (b) Re = 72.
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Figure 2.15 – PDF of kernel 0 filtered particle Nusselt number normalized deviation from
mean particle Nusselt number. The PDF is fitted with a log-normal distribution and its
computed standard deviation is σ(N˜up−<N˜up>)/<N˜up> = 0.435.
negligible influence on the computed < N˜up > and this influence diminishes with decreasing αc
and decreasingRe. There is however nothing surprising in these results. High porosity and diffusive
heat transfer regimes lead to thicker boundary layers that require large filter sizes to capture the
multi-particle interactions. In other words, correlations extracted from PRS intrinsically contain
the effect of the way the detailed features of the flow are filtered.
A summary of elements presented in this section is as follows :
— as already suggested in [65, 162] for drag coefficients and in [49, 162] for Nusselt numbers,
transfer coefficients for a set of governing parameters form a distribution. For drag coeffi-
cients, we showed in [65] that for a pair of local filtered (R˜ep, α˜c,p), the drag coefficient
does not have a deterministic value but spans a range of values that is well described by a
PDF. In [66], we showed that the features of the distribution of filtered properties depend
on the filter size. Results presented above for heat transfer follow the same line. The Nus-
selt number corresponding to a triplet (Pr, R˜ep, α˜c,p) does not have a deterministic value
but can be described by a distribution. We have shown that both the average value and
the standard deviation of these distributions are sensitive to the filter size and that this
sensitivity varies with the magnitude of the 3 parameters Pr, R˜ep and α˜c,p.
— the filter size affects the way a correlation is constructed as it influences the magnitude of
the relevant far-field properties, assuming that the average flow properties around a particle
as computed by the filter are indeed the relevant quantities to input in the correlation.
— < N˜up > correlations inherently predict a deterministic value as they consider an average
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(b) αc = 0.7
Figure 2.16 – Kernel 0 filtered mean particle Nusselt number as a function of Reynolds
number and control volume size Lbox for (a) αc = 0.9 and (b) αc = 0.7.
(filtered) porosity α˜c,p around each particle while PRS results suggest a distribution. The
existence of such a distribution (for any transfer coefficient) in particle-laden flows stems
from the actual local microstructure of the particle assembly around a given particle that
is not captured by the average porosity. For a given α˜c,p, the actual position of neighboring
particles matters and different layouts lead to different values of transfer coefficients. This
is true for any filter size. The filter size impacts the standard deviation of the observed
distribution, not the very fact that this distribution exists. Recent works have tried to
account for this fundamental notion of a distribution for drag coefficients (i) by suggesting
an ad-hoc stochastic drag model in [64] or (ii) by incorporating pairwise corrections based
on the actual positions of neighboring particles (the so-called PIEP, for pairwise interaction
extended point-particle, model) in [7]. Obtained results on momentum transfer using the
corrected models both in [64] and in [7] show promises for enhanced predictions. The same
ideas could easily be extended to the Nusselt number.
4.3 Wake effect on local heat transfer
Following the analysis carried out in Section 2.A.4 for aligned spheres and in the spirit of the
PIEP model of Akiki et al. [7], we analyze here wake effects on heat transfer associated to pairwise
interactions in our random arrays of spheres. We select the case αc = 0.7 with Re ∈ {18, 36, 72}
and Pr ∈ {1, 2.5, 5}, i.e. Pe ∈ [18, 360]. The objective is to gain more insight into the effect of the
local microstructure on fluid-particle heat transfer. To quantify pairwise disturbances, we compute
the relative difference between the Nusselt numbers of two close particles. Considering a reference
particle i and a neighboring particle j, we hence compute ∆Nu = (N˜up,i − N˜up,j)/ < N˜up >.
For each particle i, we compute the main flow direction in the control volume surrounding the
particle and construct conical/torus regions in the wake of particle i defined by an interparticle
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Figure 2.17 – Kernel 0 filtered mean particle Nusselt number as a function of Peclet number
and control volume size Lbox for αc = 0.7.
center-to-center distance dij , a length ∆dij , an interparticle angle θij and an aperture ∆θij , as
illustrated in Fig. 2.18.
We set Lbox = 3. We perform ensemble averaging over all particles in the bed. The result is a
function of dij and θij . We then further average over all functions obtained for a pairs of (Re,Pr)
to obtain a master function of dij and θij only, in the range Re ∈ [18, 72] and Pr ∈ [1, 5]. We
plot both the average value of the function ∆Nu(dij , θij) = (N˜up,i−N˜up,j(dij , θij))/ < N˜up >
and its standard deviation represented with error bars. Results are shown in Fig. 2.19.
In Figs. 2.19a and 2.19b, we set ∆dij = 0.25, ∆θij = 2pi/18, and plot ∆Nu(dij , pi/18)
(plain blue line) and ∆Nu(dij , 8pi/18) (dashed red line) as a function of dij . In the convection
dominated regimes considered, Fig. 2.19a reveals that particles located in the close downstream
region of another particle can undergo a decrease of up to 15% of their Nusselt number. As
expected, this 15% decrease is attained for particles whose position is quasi-aligned with the main
flow direction dowstream the reference particle (see Fig. 2.19a), a configuration in which the
thermal wake of the reference particle interacts the most with the downstream particle as already
observed in the perfectly aligned configuration examined in Section 2.A.4. This effect also exhibits
fast decay with inter-particle distance. In fact, for dij > 1.5, ∆Nu(dij , pi/18) oscillates around or
is close to 0, indicating that significant hindering wake effects occur only for short inter-particle
distances. ∆Nu(dij , 8pi/18) plotted in Fig. 2.19b is relevant to particles nearly side-by-side and
mostly oscillates or is close to 0. This is in line with the convection dominated regimes considered.
In more conductive regimes, the decay with the relative angular position would be much slower.
Fig. 2.19c complements the general picture by emphasizing the effect of angular position at short
inter-particle distance. In fact, we set dij = 1.25, ∆dij = 0.25 (this corresponds to considering
all downstream particles that satisfy dij ≤ 1.5, i.e. pairs of particles that are closer than a half
diameter), ∆θij = pi/18 and plot ∆Nu(1.25dp, θij) as a function of θij/pi. Once again, only quasi
aligned downstream particles feel a significant effect of the reference upstream particle on their
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Figure 2.18 – Conical/torus regions in the wake of particle i defined by an interparticle
distance dij , a length ∆dij , an interparticle angle θij with respect to the main flow direction
shown by the dashed-dotted red arrow and an aperture ∆θij .
Nusselt number. The effect decays rather fast with the angular position and for θij/pi > 0.1 is
almost insignificant.
This analysis can be easily extended to other flow regimes and porosity. However, results
shown above already attest of the importance of the local microstructure on heat transfer, as
much as on momentum and/or mass transfer. In convection dominated regimes, thermal wake
interactions related to specific particle positions lead to non-negligible change of the magnitude of
the Nusselt number. This effect can be captured by the knowledge of the exact particle positions
in the bed only, and not by the average porosity around a particle. The PIEP model of Akiki
et al. [7] proposes to correct the fluid-particle momentum transfer law by incorporating pairwise
corrections of the undisturbed velocity field. This approach, that looks promosing as it relies on well
established theoretical arguments, is susceptible to be extended to heat transfer. The assumption of
additive pairwise corrections is central to the model and certainly deserves to be examined further,
especially in the context of an extension to heat transfer as the temperature perturbation cannot
be strictly added. Nontheless, the PIEP model has already provided substantial improvements of
the predictions of fluid-particle momentum transfer.
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(a) ∆Nu as a function of dij for quasi-aligned
particles .
















(b) ∆Nu as a function of dij for quasi-side-by-
side particles.
















(c) ∆Nu as a function of θij for dij < 1.5.
Figure 2.19 – Difference between Nusselt numbers of two close particles ∆Nu = (N˜up,i −
N˜up,j)/ < N˜up > : (a) as a function of dij for θij = pi/18 (quasi-aligned particles) with with
∆dij = 0.25 and ∆θij = 2pi/18, (b) as a function of dij for θij = 8pi/18 (quasi-side-by-side
particles) with ∆dij = 0.25 and ∆θij = 2pi/18, and (c) as a function of θij for dij < 1.5 with
∆θij = pi/18.
CHAPITRE 2. RÉSEAUX FIXES DE PARTICULES 89
90 5. DISCUSSION AND PERSPECTIVES
5 Discussion and perspectives
We provided novel data on fluid-particle heat transfer in the flow through a fixed bed of particles
and addressed the question of filter properties in the analysis of the effect of microstructure on
heat transfer. Data were obtained by a PRS simulation tool based on a Finite Volume/Staggered
Grid DLM/FD method [245, 249, 268]. The primary result of this study is the effect of the filter
support size on the standard deviation of the Nusselt number PDF.
Prior to carrying out the extensive analysis of our set of PRS data, we established the limits
of validity of our numerical tool through a mesh convergence study as a function of (αc,Re,Pr).
We then performed computations in regimes for which our computed data show a sufficient level
of confidence, i.e., the error with respect to the solution extrapolated at zero grid size is less
than ∼ 2%. We also emphasized the weakness of classical 1D models without streamwise thermal
dispersion Peax in reproducing trends observed by many experimental studies [81, 135, 165],
especially at low Re. Incorporating a correlation for Peax enables one to recover reasonably good
predictions with the 1D model.
The core of this work is the effect of filtering in the process of attempting to extract new, and
supposedly more accurate, knowledge from highly resolved simulations. Following previous works
in our group on momentum transfer [64–66], we investigated the effect of the local microstructure
on fluid-particle heat transfer in a random array of fixed spheres. We considered a large collection
of filters and various control volume sizes centered at the particle gravity center. The role of these
two parameters, mathematical form of the filter and filter support size, has been partly eludicated
and led to the following main comments :
— regardless of the filter properties, it has been confirmed that for a given set of parameters
(αc,p,Rep,Pr), Nup is not a deterministic value but forms a distribution [162]. This
derives from the loss of information associated to evaluating the average or filtered porosity
around a particle. αc,p appears to be a coarse descriptor of the local particle assembly
microstructure. The actual microstructure, i.e., the actual position of close neighboring
particles, for a given αc,p affects significantly Nup. Classical Nup correlations based on
αc,p predict average or mean values and are hence not capable of rendering the effect of
the detailed local microstructure.
— both parameters have a limited impact on the mean value of the Nusselt number in the
bed, provided the filter support size is not too small. In the flow regimes examined in
this study, any filter support size (either Lbox for kernel 0 and type A kernels, or Le for
type B kernels) larger than 2− 3 leads to limited deviations of < N˜up >, of the order of
20% maximum. Recent so-called improvements of well established correlations and slight
variations of coefficients between different PRS based enhanced correlations [46, 214] may
actually be the outcome of various filtering procedures only.
— the filter support size has a strong impact on the standard deviation of the PDF of N˜up in
the bed. This impact also depends on the thermal regime and how the filter support size
compares to the thermal boundary layer thickness.
Beyond the important fundamental question of the relevant fluid temperature to consider
around a particle in reconstructing a correlation (disturbed or undisturbed fluid temperature field),
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the complementary and equally important question to address is the relevant length scale over
which filtering should be performed. While a lower bound of filter support size can be rather easily
determined by geometric arguments related to the local porosity, the upper bound is however an
open question. Large filter support sizes have the expected tendency to smooth out the flow around
a particle and consequently to literally annihilate the very notion of locality, thereby leading to a
very narrow distribution of N˜up. A step forward may be to define a porosity and thermal regime
dependent filter size, i.e., a (αc,p,Pep)-dependent filter size. A porosity dependent filter size has
already been suggested by Capecelatro et al. [28] in the context of Euler/Lagrange modelling
of isothermal particle-laden flows. This idea deserves to be exploited further and applied to the
filtering of PRS data.
To our opinion, the true challenge lying ahead is not yet another enhanced correlation for the
average Nusselt number but most likely to characterize the distribution and to reintroduce the
standard deviation into a correlation. Ultimately, these correlations will be used in Euler/Lagrange
modelling and Euler/Euler modelling of particle-laden flows with heat and mass transfer. The
need to incorporate the actual microstructure into classical transfer coefficient laws is a general
issue that applies as much to momentum, to heat as to mass transfer. Recent developments
for momentum transfer have tried to incorporate the actual microstructure either (i) through a
purely statistical approach and the definition of a stochastic drag law [64] or (ii) through a better
estimation of the undisturbed flow field (undisturbed in the sense undisturbed by the particle itself
but disturbed by the close neighboring particles) by additive pairwise corrections and the use of
Faxen corrections to compute the hydrodynamic force and torque [7]. Both these recents methods
can be conceptually extended to heat transfer.
Finally, the notion of coherence of filter size in the construction of a correlation and its
use is also an important point that has not been examined in details yet in the literature. As
PRS has become an almost read-on-the-shelf simulation tool and modern supercomputers offer
unprecedented computing power to massively parallel codes, unlimited amount of detailed data
can now be generated and researchers purposely turn their attention to the analysis of these
data, which involves filtering towards coarse grained models. A potential improvement may be to
construct a correlation from PRS data with a given filter (mathematical form and support size)
and to use this correlation in Euler/Lagrange numerical simulations with exactly the same filter
(same mathematical form and same support size). This would not solve the problem of relevant
average fluid fields (velocity, temperature, mass fractions) around a particle but would presumably
bring coherence to the whole procedure.
Future work will include extension of the stochastic model developed for momentum transfer
[64] to heat transfer for particle-laden flows with freely moving particles as, e.g., in a fluidized bed.
Another active topic of research in our group is filtering PRS data close to walls (further details
in Appendix 2.C.3). In fact, in this work, we have considered unbounded or periodic domains
only and employed simple isotropic filters. Filtering along walls might necessitate to develop more
advanced filters or to use mirroring techniques for particles that are closer to a wall than half the
filter support size.
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2.A. ACCURACY OF OUR DLM/FD-FV/SG METHOD FOR HEAT TRANSFER IN
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Appendices
2.A Accuracy of our DLM/FD-FV/SG method for heat trans-
fer in single sphere configurations
We present here grid convergence results for (i) a single sphere and (ii) 3 spheres, in a large
domain in three different heat transfer regimes : purely diffusive, moderately convective and stron-
gly convective. We also shortly address the question of the distribution of Lagrangian points on
the particle surface.
2.A.1 A single sphere in a large domain of quiescent fluid
We consider here the case of purely diffusive heat transfer, i.e., Re = Pe = 0. A sphere of
diameter dp = 1 with constant temperature Tp is immersed at t = 0 at the center of a box of
length Lx = Ly = Lz = 10 filled with quiescent fluid at temperature T∞. At the early times
t > 0, the fluid temperature profile satisfies the same heat equation problem as the temperature
profile in an infinite domain Lx = Ly = Lz →∞. Introducing a diffusive time scale τc = d∗2p /α∗f
where α∗f = k∗f/(ρ∗fC∗p,f ) is the fluid thermal diffusivity, the solution of this purely conductive heat












, r > 0.5 , t > 0 (2.28)
Tf (0.5, t) = Tp , Tf (r →∞, t) = T∞ (2.29)
Tf (r, 0) = T∞ , r > 0.5 (2.30)
The solution of problem 2.28-2.30 in terms of temperature profile and Nusselt number reads
as follows :







, r > 0.5 , t > 0 (2.31)
Nu(t) = 2 + 1√
pit
, t > 0 (2.32)
Fig. 2.A.1 shows a comparison of the solution computed for Np = 16 with the analytical
solution at early times when 2.31 is valid. The agreement between the computed solution and the
analytical solution is very satisfactory with a maximum relative error of less than 10−3. A grid
convergence (not shown here for the sake of conciseness) carried out with four grid resolutions
ranging from Np = 16 to Np = 36 reveals that the order of convergence is around p ≈ 1.
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Our results, t =0.2
Analytical, t =0.2
Our results, t =0.4
Analytical, t =0.4
Our results, t =0.6
Analytical, t =0.6
Our results, t =1.0
Analytical, t =1.0
Figure 2.A.1 – Comparison of computed and analytical radial temperature profile time
evolutions for the case of purely diffusive heat transfer from a sphere in an unbounded domain
filled with quiescent fluid.
2.A.2 On the distribution of Lagrangian points over the spherical particle
surface
The constraints 2.3 for the velocity and 2.5 for the temperature are imposed both at the
particle surface and in the particle volume, contrary to most IBM implementations that only
impose conditions on the surface and hence model rigid particles as rigid shells. At the discrete
level, the constraints are imposed by a collocation method [82, 245] on a discrete set of points that
uniformely cover the particle surface and the particle volume. Interior points are usually chosen as
grid nodes while boundary points are distributed as uniformely as possible on the particle surface.
The accuracy of the DLM/FD method essentially relies on how boundary point constraints are
imposed. In [245], we showed that a quadratic reconstruction of the velocity at the boundary points
combined to a distribution for spheres based on a generalized spiral set contribute to improve the
accuracy of the computed solution. The free parameter in the generalized spiral set is the average
spacing between boundary Lagrangian points. We showed in [245] that the optimal value for the
velocity constraint is s = 2h. The average spacing between boundary Lagrangian points is found
to mostly affect the magnitude of the error and less the order of convergence. D’Avino and Hulsen
[44] also show the existence of an optimum number of collocation points to properly impose a
boundary condition in a DLM/FD implementation. In their Finite Element implementation, this
optimum is around one point per finite element.
Our goal here is to shortly verify that the optimal spacing s = 2h also applies to the energy
equation and the temperature constraint. To illustrate that this guideline still holds, we consider
heat transfer in the flow past a sphere at Pe = Re = 40, i.e., Pr = 1. The domain is periodic in
x and y directions. Boundary conditions are as follows :
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Figure 2.A.2 – Effect of average spacing between boundary Lagrangian points s on grid
convergence of the computed solution : relative error on Nup for a single sphere in an un-
bounded domain at Re = 40 and Pr = 1.
— Entry




(x, y, Lz) =
∂Tf
∂z
(x, y, Lz) = 0 , p(x, y, Lz) = pref = 0 (2.34)
— Lateral walls : periodicity
u(0, y, z) = u(Lt, y, z) , Tf (0, y, z) = Tf (Lt, y, z) (2.35)
u(x, 0, z) = u(x, Lt, z) , Tf (x, 0, z) = Tf (x, Lt, z) (2.36)
We set Lx = Ly = LT = 6 and Lz = 10. The particle gravity center coordinates are (3, 3, 3).
A series of computations with an increasingly refined mesh ranging from Np = 16 to Np = 96
is performed. The convergence of the computed solution is plotted in Fig. 2.A.2 for 2 different
spacing between boundary Lagrangian points s = 2h and s =
√
3h. These results confirm that
the order of convergence is marginally better only for s = 2h (m = 1.85) than for s =
√
3h
(m = 1.52) while the magnitude of the error is visibly reduced. From these observations, all our
computed results are obtained with s = 2h.
2.A.3 Flow past a single sphere in heat transfer regimes from diffusive to
strongly convective
We use the same flow configuration as in Appendix 2.A.2 except that the streamwise length
is set to Lz = 35. We vary Re and Pr to examine the following three heat transfer regimes :
diffusive, moderately convective and strongly convective. We first set Pr = 1 and consider the
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(b) Comparison to correlations from the lite-
rature
Figure 2.A.3 – A single sphere in an unbounded domain at various Pe : (a) grid convergence,
relative error on Nup and (b) comparison of our computed Nup with assorted correlations
from the literature.
following set of values for Re = 0.1, 20, 30, 40, 50, 60, 150 and then set Pr = 10 and Re = 500,
we hence span the following values of Pe = 0.1, 20, 30, 40, 50, 60, 150, 5000. For each Pe case,
we perform a series of computations with an increasingly refined mesh ranging from Np = 16 to
Np = 96.
The convergence of the computedNu with mesh refinement is shown in Fig. 2.A.3 for 4 values
of Pe representative of the different heat transfer regimes. A smooth convergence is observed in
all cases, hence once again highlighting the efficiency of our DLM/FD-FV/SG method with a
quadratic reconstruction at the boundary points and a spiral distribution of boundary Lagrangian
points. In the diffusive regime, the order of convergence is only m = 1, i.e., linear, but the
magnitude of the error is very small, in accordance with results presented in Appendix 2.A.1. In
short, the diffusive regime is well captured even with Np = 16 only. In convective regimes, the
order of convergence improves to m = 1.5 but the magnitude of the error increases significantly
with Pe. This is in agreement with our findings in [245] on the convergence of the velocity field
around spheres and angular particles with the same DLM/FD-FV/SG method. Please note that
even with Np = 96, the error is still of the order of 0.1, i.e., 10% for Pe = 5000. With an order
of convergence of m = 1.5, we would need to decrease the grid size up to Np ∼ 700 to yield
an error of around 1 − 2%. This is absolutely not realistic and underscores the computational
limit of a constant grid size approach. In fact, many grid points inside the particle and away from
the thin boundary layer would be a waste of computational resources, only to capture the strong
temperature gradients within the thin boundary layer and the temperature gradient discontinuity at
the particle/fluid interface. In its current constant grid size implementation, our DLM/FD-FV/SG
method is capable of supplying computed solutions of good accuracy up to Pe ∼ 500. Above this
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Bagchi, Pe = 70
Xia, Pe = 140
Bagchi, Pe = 35
Dhole, Pe = 200
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Our results, Pe =36
Our results, Pe =72
Our results, Pe =108
(a) Local Nusselt number angular profile.














(b) Thermal boundary layer thickness.
Figure 2.A.4 – A single sphere in an unbounded domain at various Pe : (a) profile of localNu
as a function of streamwise angular position, comparison to other results from the literature
and (b) thermal boundary layer thickness around the sphere.
value the computational load would be beyond the capacity of most modern supercomputers. For
Pe > 500, local mesh adaptation is certainly required. For instance, the aforementioned limitation
may be circumvented by AMR methods [120, 121]. From the convergence plots, our results for
convective regimes indicate a Pe0.3 − Pe0.4 dependence of Np to reach a given targeted error
of, e.g., 2%, on the Nusselt number. This scaling is related to the thermal boundary layer that
theoretically thins as Pe−1/3. The accuracy of our computed solution relies on the ability to
properly capture this thin boundary layer. From the classical definition of boundary layers [203],
we extract from our simulation results the 99% iso-contour of temperature in Fig. 2.A.4b and use
this contour to define the boundary layer thickness δth,99 at an incident angle θ = 0. We compute
the Richardson extrapolation of δth,99 to zero grid size and take this value as a reference (as in
all our grid convergence tests). To obtain an error of less than 2% on the mean Nu and hence
capture the thermal behavior of the sphere in a reasonably accurate way, a minimum of 4 grid
points in δth,99 is required.
For lower values of Pe, i.e., Pe in the range [0 : 150], Fig. 2.A.3b shows a satisfactory
agreement of computed Nusselt numbers with the available literature correlations or numerical
results [36, 72, 187, 256]. The agreement is particularly satisfactory with the numerical results
of Feng and Michaelides [72]. This has also been observed by Municchi and Radl [162] using
OpenFOAM for their computations. The local Nusselt number angular profile over the sphere
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surface for Reynolds numbers Re = 40, 50, 150 and Pr = 0.72 (i.e. Pe = 36, 72, 108) is plotted in
Fig. 2.A.4a and compared to available literature data [12, 53, 260]. A very satisfactory agreement
is observed for Pe = 36 and Pe = 72.
2.A.4 Forced convection over an in-line array of 3 spheres in an unbounded
domain
This test case is inspired by Ramachandran et al. [184] and corresponds to forced convection
past an in-line array of 3 spheres. A sketch of the configuration is shown in Fig. 2.A.5. Boundary
conditions are as follows :
— Entry
u(x, y, 0) = (0, 0, 1) , Tf (x, y, 0) = Tf,in =
T ∗f,in





(x, y, Lz) =
∂Tf
∂z
(x, y, Lz) = 0 , p(x, y, Lz) = pref = 0 (2.38)
— Lateral walls : free slip
∂u
∂x
(0, y, z) = ∂Tf
∂x
(0, y, z) = ∂u
∂x
(LT , y, z) =
∂Tf
∂x
(LT , y, z) = 0 (2.39)
∂u
∂y
(x, 0, z) = ∂Tf
∂y
(x, 0, z) = ∂u
∂y
(x, LT , z) =
∂Tf
∂y
(x, LT , z) = 0 (2.40)
Following [184], the inter-particle gravity center distances Ci,j are in the range [2, 6] and all
particles exchange heat with the fluid. Other geometric features of our simulations are as follows :
Lin = 3, LT = 6, Lout = 5 and Lz = Lin +C1,2 +C2,3 +Lout. As preliminary tests, we carry out
a study of the impact of Lin and Lout on the computed solution. We vary Lin between 1.5 and
5 and Lout between 2.5 and 10 and observed a maximum change of 3.4% and 0.1%, respectively,
on the Nusselt number experienced by the spheres from the lowest values to the largest values of
the inlet and outlet distances. Since Lin and Lout in the ranges investigated have a very minor
impact on the computed solution, we set Lin = 3 and Lout = 5 thereafter. The primary interest
of this flow configuration is the impact of wake effects on heat transfer. Following the work of
Ramachandran et al. [184], other authors investigated this configuration [162, 224] as well as more
complicated variants including wall effects [147], blowing spheres [127] or considering a unique
thermally active sphere [24].
Considering differents sets of (C1,2, C2,3,Re) for Pr = 0.72, we summarize in Tab. 2.A.1 the
error in % between our numerical results with Np = 32 and those of [184]. Tab. 2.A.1 attests of
a satisfactory agreement with [184] as well as with similar results published in [162, 224]. Then
we set C1,2 = C2,3 = 2, Re = 150 and Pr = 10 and perform a series of computations with an
increasingly refined mesh ranging from Np = 16 to Np = 80. The objective is to evidence the role
of wake effects on heat transfer and its relationship to the computed solution accuracy. In fact, for
the chosen set of parameters, the second and third (in the downstream direction) spheres directly
interact with the wake of the upstream sphere. As heat is transported by the fluid velocity, the
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Figure 2.A.5 – In-line array of three spheres flow configuration and boundary labels : 3D
configuration (left) and streamwise distances shown in a x = 3 cut plane (right).
accuracy of the computed temperature solution is thereby linked to the accuracy of the computed
velocity solution. However, we are mostly concerned here with the accuracy of the temperature
field and corresponding heat transfer (for a comprehensive study of the convergence of the velocity
field, please see [245]). Finally, please note that Pe = 1500. This is already a pretty high value
for our constant grid size method and hence represents a valuable and challenging test case.
We plot the convergence of the computed solution with mesh refinement in terms of global







Npartk∗f (T ∗s − T ∗f,0)
= 1





−k∗f∇∗T ∗f ·ndS∗ (2.41)
where q¯∗p→f,i is the average particle i to fluid heat flux per unit area, and individual Nup,i per
sphere in Fig. 2.A.6b. Here Npart = 3. The second and third spheres show a smooth convergence
(respectively m = 1.5 and m = 1.6) with similar levels of error. These orders of convergence
are typical of convective regimes according to Appendix 2.A and [245] for corresponding level of
advection in a velocity problem. Due to its high relative contribution (nearly 50%) to the global
heat flux, convergence of Nup,1 show a similar trend as Nug with an order of convergence around
p ' 1. For the thinner mesh Np = 80, the magnitude of the relative error on Nup,1 is 2-3
times larger than that on Nup,2 and Nup,3. It seems that heat transfer experienced by the first
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Table 2.A.1 – Relative error in % between our computed Nup,i with Np = 32 for Sphere 1,
Sphere 2 and Sphere 3, and values reported by [184], as a function of (C1,2, C2,3,Re) for the
case of forced convection over a row of 3 spheres in an unbounded domain at Pr = 0.72
C1,2 C2,3 Re Sphere 1 Sphere 2 Sphere 3
2 2 20 0.92832 2.19774 6.12658
2 2 50 0.20491 3.40438 5.35155
2 2 100 0.72058 5.71099 5.98213
2 2 150 1.70729 8.73954 7.21359
2 4 20 0.44990 0.63932 4.77837
2 4 50 0.25523 1.15299 3.94733
2 4 100 1.15837 2.99363 3.54165
2 4 150 2.11382 5.66081 3.63420
4 2 20 1.08138 0.02019 6.77675
4 2 50 0.50185 0.11702 5.31881
4 2 100 0.21664 0.50046 5.34738
4 2 150 0.39597 0.88257 6.30576
4 4 20 0.55408 1.24509 4.77854
4 4 50 0.01996 1.67095 3.51118
4 4 100 0.73339 1.64776 2.80071
4 4 150 0.91495 1.30746 2.70455
2 6 20 0.28071 0.75209 5.29849
2 6 50 0.41997 0.56747 4.80122
2 6 100 1.31680 1.00047 4.20528
2 6 150 2.26173 3.44607 3.96062
6 2 20 0.63203 6.25496 8.09998
6 2 50 0.16839 7.03254 6.39973
6 2 100 0.47647 7.48600 6.15468
6 2 150 0.68047 7.64666 7.01684
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(b) Relative errors on Nup,i
Figure 2.A.6 – Grid convergence for an in-line array of three spheres at Re = 150, Pr = 10,
C12 = 2, C23 = 2 : (a) relative error on global Nusselt number Nug and (b) relative error
on Nusselt number per particle Nup,i, i = 1, 2, 3. Black dashed and solid lines respectively
represent first and second order convergence rates.
sphere is very similar to that of a single isolated particle at equal Péclet number. In single sphere
test cases, we observe that the heat flux is underestimated for coarse meshes, then reaches a
plateau for moderately refined meshes and finally converges by upper values for fine meshes. The
range of grid resolution spanned by these three regions is a function of Pe. Our results indicate a
scaling of the error magnitude as Pe0.35 for Pe ∈ [40, 1500]. This is in accordance with the way
the thermal boundary layer thins with increasing Pe (see Appendix 2.A.3). Due to the upstream
thermal interaction with the first sphere, the generated temperature gradients at the surface of
the second and third spheres are less steep, in other words these two spheres exchange less heat.
While the first sphere really experiences heat transfer at Pe = 1500, the order of convergence
and error magnitude for the second and third spheres appear to be relevant to heat transfer at
Pe = 150 (see Fig. 2.A.3a). From this observation, a twice thinner mesh is necessary to get similar
accuracy for the fisrt sphere (i.e., ∼ 3%) than for the second and third spheres. As a consequence
of overestimation for coarse meshes of the first sphere computed heat flux, the second and third
sphere heat fluxes are correspondingly underestimated and tend to their exact value φextra by
lower absolute values.
From a hydrodynamic interaction viewpoint, the two downstream spheres also experience a
lower hydrodynamic force as they are located in the wake of the first sphere. This is a basic
example of drag reduction. However, the mesh convergence of the hydrodynamic force exerted on
each sphere at Re = 150 does not exhibit such a different behavior. Indeed, it seems that the
notion of available heat potential to each sphere plays an important role, leading to either steep
or smooth temperature gradients in boundary layers that are respectively either hard or easy to
capture by our numerical method for a given mesh resolution. This observation also indicates that
mesh convergence for heat transfer should be looked at individually, i.e., Nup per particle, and
not as a global Nusselt number Nug for a group of particles. We shall follow this guideline when
examining the mesh convergence of heat transfer in a random array of spheres in Section 3.
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2.B Intéraction linéaire de trois sphères : Effet sur l’écoule-
ment et les transferts
Dans cette section, une analyse plus profonde de l’écoulement dans la configuration des
3 particules alignées est proposée. Une comparaison des sillages à celui d’une particule isolée
ainsi que du champ de température est le sujet principal de cette partie. Ceci permet de
mettre en évidence, dans une configuration relativement simple, des pistes quant aux chan-
gements au comportement d’une sphère isolée pouvant s’opérer dans le cas d’interactions
hydrodynamiques entre plusieurs particules.
2.B.1 Préliminaires : Caractérisation de la zone de recirculation derrière
une sphère isolée
Des études à partir de simulations numériques ou de travaux expérimentaux [20, 117, 146,
164, 220, 253] se sont intéressées à caractériser les traînées hydrodynamiques pour des sphères
isolées. Le schéma Fig. 2.B.1 représente les éléments définissant de la zone de recirculation
en aval d’une sphère isolée. Certaines études [117] ont montré que la zone de recirculation
est en fait tridimensionnelle, cependant la représentation 2D proposée est valable pour les
régimes d’écoulement à nombre de Reynolds modérés. La zone de recirculation est caractérisée
par l’angle de séparation θs. À ce point, un gradient de vitesse axial nul à la surface de la
particule est observé [203]. Les autres éléments qui caractérisent la zone de recirculation sont
sa longueur, la position des centres des vortex et leur espacement. Le centre des vortex est
ici calculé par la méthode des angles d’enroulement [199]. D’autres méthodes basées sur le










le tenseur de vorticité, le critère λ2 ont aussi été testées et donnent des
résultats proches : la norme L2 entre les centres de vortex des différentes méthodes est de







Figure 2.B.1 – Paramètres du sillage derrière une particule isolée.
Une comparaison du comportement du code PeliGRIFF aux données de la littérature
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sur la zone de recirculation en aval d’une sphère isolée est montrée en Fig. 2.B.2. Un très
bon accord avec les données de la littérature est observé pour une sphère isolée (résolution
spatiale Np = 32).



















(a) Longueur de la zone de recirculation.


















(b) Distance centres vortex.














(c) Angle de séparation θs.
Figure 2.B.2 – Comparaison des caractéristiques de la zone de recirculation avec la littéra-
ture.
2.B.2 Alignement de 3 sphères : Propriétés du sillage
Une étude plus approfondie sur le comportement hydrodynamique et l’écoulement der-
rière chaque sphère est proposée ici. Afin de quantifier l’effet d’interaction hydrodynamique,
le rapport du coefficient de traînée à celui d’une sphère isolée [36] est calculé. De même, les
propriétés des zones de recirculation derrière chaque sphère sont détaillées. De nouvelles nota-
tions sont introduites pour permettre de définir les rapports des grandeurs lorsque les valeurs :
Lr,iso, Xv et Yv sont nulles pour une sphère isolée (voir Figs. 2.B.1 et 2.B.3). Les nouvelles
définitions (voir Fig. 2.B.3) et l’ensemble des données concernant les rapports L′r,ij/L
′
r,iso,
θs,i/θs,iso et positions des centres de vortex sont disponibles en Section 2.B.4. Les résultats
sont ici découpés en deux sous-parties, la première correspondant aux cas où le sillage derrière
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chaque sphère est uniquement attaché à la sphère l’engendrant, et une seconde où la sphère












Figure 2.B.3 – Paramètres du sillage derrière pour un alignement de particules.
2.B.2.1 Cas sans interaction sillage-sphère aval
Longueur de la zone de recirculation
Dans un premier temps, il est intéressant de noter que pour un nombre de Reynolds donné, la
longueur de la zone de recirculation en aval de chaque sphère n’est pas identique et diminue le
long de l’écoulement. Lorsque celles-ci sont très éloignées, cette longueur tend à se rapprocher
de celle d’une sphère isolée. Ceci montre un effet à longue distance de l’interaction hydrody-
namique entre les sphères. Du fait de l’interaction avec la sphère amont, le débit n’est plus
uniforme lorsque l’écoulement interagit avec la sphère aval. Des zones de sur-vitesse appa-
raissent loin des sphères, alors que des zones de sous-vitesse se localisent sur l’axe reliant les
sphères. À nombre de Reynolds fixé, le rapport L′r,j/L
′
r,iso est très dépendant de la distance
avec la sphère aval. Trois cas particuliers sont à retenir ici :
— Dans le cas Re = 20 et C12 = C23 = 2, une zone de recirculation derrière les sphères 1
et 2 apparaît alors qu’aucune zone n’est observée pour une particule isolée. Ces zones
de recirculation derrière la seconde sphère disparaissent lorsque C23 augmente.
— Pour des régimes plus advectifs Re = 50, C12 > 4, la longueur de la zone de recircula-
tion derrière la seconde sphère devient 2.5 fois supérieure à celle d’une particule isolée
(voir Fig. 2.B.4a). Ce rapport augmente avec C12.
— Dans certains cas, la présence de la seconde sphère fait augmenter le rapport des
longueurs de 5% à 12% derrière la première sphère. Ce rapport augmente avec le
nombre de Reynolds (voir Fig. 2.B.4a). La plupart des cas où C12 = 2 rentrent dans
la catégorie où une interaction est observée entre le sillage et la sphère aval. L’effet de
la distance C23 n’impacte que peu la longueur du sillage.
Angle de séparation
Le couplage hydrodynamique impacte aussi l’angle de séparation derrière les sphères. L’effet
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est ici regardé pour chaque sphère indépedemment :
— Sphère 1 : Un effet n’est observé que pour C12 = 2. La présence de la seconde sphère
tend à diminuer le rapport θs,i/θs,iso à Re = 50 de l’ordre de 3%. Aucun effet notoire
de la distance C23 n’est observé.
— Sphère 2 :Les distances C12 et C23 jouent un rôle contraire sur l’angle de séparation de
la seconde particule. Du fait de la présence d’une zone de recirculation de plus faible
intensité derrière la seconde sphère, l’angle de séparation est observé plus tard et le
rapport augmente (3% à 10%). Cet effet est amplifié lorsque l’impact de la première
sphère est augmenté (i.e. C12 diminue). De plus, ce rapport est d’autant plus proche
de 1 que C23 augmente. En effet, plus C23 est grand, plus la sphère se rapproche de la
configuration isolée. Enfin, à distances fixées, l’augmentation du nombre de Reynolds
fait augmenter l’écart à la sphère isolée.
— Sphère 3 : De manière opposée à la première sphère, la troisième particule est très
sensible à la distance C23 et peu à C12. Tout comme la seconde sphère, la présence
d’une zone de recirculation moins intense fait augmenter le rapport θs,i/θs,iso. Même
pour des sphères relativement éloignées, le rapport se rapproche de 1 mais ne tombe
jamais sous 3% de déviation. L’augmentation du nombre de Reynolds impacte de la
même manière ce rapport que pour la seconde sphère.
Position des centres des vortex
De même, l’effet d’interaction hydrodynamique peut s’observer sur la position des centres
des vortex et leur espacement. Ici les observations sont découpées en fonction des tendances
observées ci-dessus :
— Diminution de l’intensité de la recirculation : Dans cette configuration, en plus d’une
augmentation de la valeur de l’angle de séparation, le centre du vortex associé est situé
plus près de la particule dans la direction axiale (Xv). De même sa position transverse
(Yv) est plus proche de l’axe reliant les particules. Ceci correspond aux observations
pour une sphère isolée lorsque le nombre de Reynolds incident est diminué.
— Allongement du sillage : Ces systèmes sont engendrés lorsque la particule aval induit
des sous-vitesses directement au niveau de la jonction des vortex (voir Fig. 2.B.4a).
Ce fluide, moins advecté, peut alors être entraîné par le sillage, ce qui tend à l’allonger.
Il est alors observé une augmentation de la position axiale du centre du vortex. En
revanche, aucun changement significatif n’est observé sur sa position transverse. Le
sillage est uniquement étiré dans le sens de l’écoulement par rapport à une sphère
isolée.
À l’aide des résultats publiés dans la littérature sur ces différents paramètres, il est possible
d’estimer le nombre de Reynolds générant le même sillage que la réduction / augmentation
observée dans le cas d’interaction linéaire. La relation utilisée est celle proposée par Clift
et al. [36] (2.42). Ainsi, en prenant comme critère l’angle de séparation, l’apparition de la
zone de recirculation derrière la première sphère à Re = 20 et C12 = 2 correspond à celui
d’une sphère isolée à Re = 23.95, soit une augmentation de 19,8%. Les plus grosses variations
reportées correspondent à des changements de près de 70% en termes de nombre de Reynolds
équivalent. De même, à nombre de Reynolds, Re = 50 et C12 = C23 = 6, l’interaction
hydrodynamique correspond à une réduction au sillage d’une sphère isolée respectivement
de 0%, 20% et 28% pour la première, seconde et troisième sphère. Ces déviations grimpent
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à 32.0%, 55.6% et 66.2% à Re = 150. L’effet d’interaction hydrodynamique induit donc de
fortes perturbations sur l’écoulement à celui d’une sphère isolée, même pour des interactions
simples.








Un cas particulier est de plus à mentionner ici : pour le jeu de paramètres C12 = C23 = 2
et Re = 50, en plus de la zone de recirculation en aval des deux premières sphères, une zone
de recirculation en amont de la troisième particule apparaît comme indiqué en Fig. 2.B.4b.
Les vortex engendrés sont mis en évidence par les lignes de courant (voir Fig. 2.B.4b). Cette
zone de recirculation amont, de taille relativement réduite par rapport au sillage de la sphère
amont illustre la complexité de l’écoulement engendré.
2.B.2.2 Cas d’interaction sillage-sphère aval
Dans les cas où la distance interparticule Cij = 2 et pour des nombres de Reynolds
Re ≥ 50, les sphères situées en aval interagissent avec la zone de recirculation de la sphère
précédente et viennent modifier les positions des centres des vortex. Dans cette configuration,
la longueur de la zone de recirculation ne peut plus être estimée. Cependant, un second
angle θr, correspondant à l’angle de la sphère aval en interaction avec le sillage de la sphère
précédente est ici défini.
Angle de séparation
Dans le cas particulier où le sillage derrière la première sphère interagit avec la particule aval,
le rapport θs,i/θs,iso est légèrement inférieur à 1 pour Re = 50 et Re = 100 (-2.7% et -1%
respectivement). La perturbation de l’écoulement par la seconde sphère gêne le développement
du sillage. Pour compenser, la zone de fluide entraînée dans le vortex s’élargit de manière
transverse à l’écoulement. Au contraire, pour Re = 150 ce rapport est supérieur à 1 (+2% à
l’angle d’une sphère isolée) : les effets advectifs viennent contre-carrer l’expansion transverse
du sillage. En conséquence, l’angle de séparation prend une valeur plus grande que pour une
sphère isolée. Du fait de la décroissance de l’intensité de la recirculation le long de l’écoulement,
ce phénomène, observé pour la première particule, intervient pour des nombres de Reynolds
plus élevés pour la seconde sphère. Seule la partie d’expansion transverse est observée pour
cette dernière.
Position du centre des vortex
Les justifications proposées pour expliquer les observations ci-dessus sont corroborées par
l’évolution de la position des centres des vortex. Lorsque la sphère aval vient perturber la
mise en place du sillage, le centre des vortex est déplacé de manière transverse à l’écoulement
(voir Section 2.B.4). De même, le centre du vortex se situe plus loin derrière la particule dans
le sens de l’écoulement. Le déplacement dans l’axe de l’écoulement est cependant bien plus
marqué que le déplacement transverse.
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Angle d’interaction
Enfin, un nouvel angle est défini dans le cas où une sphère interagit avec le sillage de la
particule amont. Ce dernier traduit la portion de la particule aval piégée dans le sillage.
C’est aussi la portion de particule sujette au transfert de quantité de mouvement / chaleur
conditionnée par la sphère précédente. Cet angle augmente avec le nombre de Reynolds dans la
gamme testée. Il est fort probable que cet angle atteigne une valeur limite pour des nombres
de Reynolds plus grands. Ici encore, du fait de la décroissance d’intensité de la zone de
recirculation à nombre de Reynolds fixé, l’angle calculé est plus faible pour la troisième sphère
que pour la seconde. Cet angle peut grimper jusqu’à θr = 43 degrés pour la sphère aval.
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Figure 2.B.4 – Visualisation des zones de recirculation derrière les sphères 1 et 2 et en amont
de la sphère 3, C12 = C23 = 2, Re = 50. Champ coloré par la norme de la vitesse fluide ||uc||
[184].
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2.B.2.3 Coefficient de traînée
Les données issues des simulations permettent d’extraire la valeur du coefficient de traînée
dans les différentes configurations. Une normalisation avec le coefficient de traînée d’une
sphère isolée, proposé par Clift [36] est réalisée. Fig. 2.B.8 montre clairement l’effet de la
perte d’intensité de la zone de recirculation le long de l’écoulement. Cet effet diminue lorsque
la distance inter-particule augmente : l’effet d’interaction diminue sous forme exponentielle
(voir Fig. 2.B.8). Ce même rapport diminue de manière exponentielle avec le nombre de
Reynolds.
2.B.3 Une unique particule thermiquement active
Les travaux expérimentaux et numériques de Buist [24] sur la configuration de Ramachan-
dran [184] tentent de simplifier encore un peu plus le problème en n’opérant le transfert de
chaleur que sur une particule (la deuxième). Cette démarche a aussi été menée à l’échelle
numérique pour des nombres de Reynolds 0 ≤ Re ≤ 1000. Les travaux reportés par Buist [24]
se focalisent sur le comportement macroscopique du système en termes de nombre de Nusselt.
Une comparaison à l’expérience pour des régimes d’écoulement très advectifs est aussi fournie.
Dans la suite, la particule échangeant de la chaleur avec le fluide sera dénommée particule
active, les autres étant appelées particule inertes. Ces différents comportements sont obtenus
numériquement en laissant la température des particules inertes évoluer temporellement jus-
qu’à atteindre l’équilibre avec le fluide environnant (i.e. le flux de chaleur devient nul). Le
système est considéré comme convergé lorsque le rapport du flux de chaleur entre les par-
ticules inertes et la particule active devient inférieur à 10−8. Afin de limiter les ressources
utiles à la réalisation de cette étude, un nombre de Prandtl Pr = 1 est choisi. Le nombre de
Reynolds varie entre Re = 20 et Re = 150, et C12 et C23 sont compris entre 2 et 6. Ici, les
trois particules sont tour à tour thermiquement active (trois simulations par configuration).
2.B.3.1 Rapport Nup,i/Nup,iso
De la même manière que pour le coefficient de traînée, le nombre de Nusselt particulaire est
comparé à celui d’une sphère isolée en Figs. 2.B.11 et 2.B.10. La valeur de nombre de Nusselt
retenue est la valeur extrapolée issue du code PeliGRIFF. Les rapports Nup,i/Nup,iso sont
montrés Fig. 2.B.9a pour certaines configurations. L’analyse des résultats met en évidence 2
types de comportements vis-à-vis des régimes d’écoulement.
— Les cas C12 = 2 sont les seuls où la première sphère montre une augmentation continue
du rapport Nup,1/Nup,iso avec le nombre de Reynolds (voir Fig. 2.B.9a). Dans les
autres configurations, ce rapport est quasiment constant égal à 1. L’amplitude des
variations de ce rapport n’excède jamais 2.5% de Nup,iso pour la première sphère.
— Les sphères 2 et 3 observent dans toutes les configurations une réduction du rapport
Nup,i/Nup,iso avec le nombre de Reynolds. Cependant, pour les deux configurations
citées plus haut, cette décroissance semble s’estomper lorsque Re augmente, alors
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qu’elle s’accentue dans les autres cas. Il est intéressant de noter que sans échange des
sphères amont, le rapport Nup,i/Nup,iso peut être réduit jusqu’à 21%.
Si ces données sont observées en fonction des distances inter-particulaires, une conclusion
déjà largement développée plus haut s’impose : à mesure que les particules sont éloignées, ces
dernières tendent à se comporter comme une sphère isolée. Cette observation est d’autant
plus vraie que le nombre de Reynolds de l’écoulement est faible. Ainsi, pour le cas extrême
(C12 = C23 = 6) le rapport Nup,i/Nup,iso n’est pas modifié entre Re = 20 et Re = 150 pour
la première sphère, et passe respectivement de 0.97 à 0.87 pour la seconde sphère et de 0.95
à 0.87 pour la dernière sphère. La diminution observée pour ces deux dernières particules est
à attribuer aux effets d’interactions hydrodynamiques seuls : en particulier, la réduction du
nombre de Reynolds effectif perçu par la particule.
Nombre de Nusselt local : impact sur la première sphère
L’effet seul de l’interaction hydrodynamique entre particules dans le cas de Ramachandran
[184] montre un effet limité sur la première sphère. En effet, la modification de l’écoulement
à celui autour une sphère isolée ne s’opère qu’en aval de la première sphère. Les changements
observés sur le nombre de Nusselt de la particule sont de l’ordre de 2.5% dans la gamme
de nombres de Reynolds étudiée. Afin de mettre en évidence ces modifications en aval de
la particule, le nombre de Nusselt local à la surface de la première particule est extrait des
simulations en Fig. 2.B.5. Ici, les paramètres d’espacement sont C12 = 2 et C23 = 6 pour un
nombre de Reynolds Re = 100 de manière à minimiser l’impact de la dernière sphère sur le
comportement général du couplage sphère1–sphère2. Il apparaît clairement une augmentation
du nombre de Nusselt local en aval de la première particule du fait de l’interaction de son
sillage avec la seconde sphère. De même, le nombre de Nusselt local minimal apparaît légè-
rement plus tôt que pour une sphère isolée. Ceci ne semble pas relié à l’angle de séparation
qui n’apparaît que légèrement plus tôt (θs,i/θs,iso = 0.99) dans ce cas. Aucune modification
du profil du nombre de Nusselt n’est observée pour des angles θ/pi < 0.5. Enfin, pour des
angles 0.5 ≤ θ/pi ≤ 0.7, la valeur de Nu(θ) de la première sphère est légèrement inférieure à
celle d’une sphère isolée. Dans cette configuration de symétries, le nombre de Nusselt global
(voir équation 2.43) donne plus de poids aux valeurs de Nusselt aux angles 0.2 ≤ θ ≤ 0.8.
Ainsi, les modifications du transfert local de chaleur à la surface de la particule pour θ ≥ 0.8
n’induisent qu’un changement relativement faible du nombre de Nusselt global de la particule.
Au contraire la diminution obsevrée pour 0.5 ≤ θ/pi ≤ 0.75 est bien plus influente. D’un point





Nombre de Nusselt local : impact sur les sphères 2 et 3
Au contraire, les rapports Nup,i/Nup,iso et profils locaux du nombre de Nusselt pour les
sphères 2 et 3 s’écartent largement d’une sphère isolée. Du fait de l’interaction hydrodyna-
mique, le profil local du nombre de Nusselt en Fig. 2.B.6b induit une large zone 0 ≤ θ ≤ pi/2
où le nombre de Nusselt local Nu(θ) d’une sphère isolé est inférieur à celui de la première
particule. La longueur de cette zone dépend de la recirculation et semble montrer un point
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Figure 2.B.5 – Comparaison du nombre de Nusselt local pour une sphère isolée et la pre-
mière sphère (seule particule thermiquement active) en interaction hydrodynamique dans la
configuration : C12 = 2, C23 = 6, Re = 100. Visualisation du champ de température et des
lignes de courant.
d’inflexion à θ = θr. De plus, du fait de la réduction de l’intensité de recirculation le long de
l’écoulement, l’augmentation de Nu(θ) pour 0.8 ≤ θ ≤ pi observée pour la première particule
devient moins importante (voir Fig. 2.B.6a). Ces valeurs plus faibles du nombre de Nusselt
angulaire traduisent le comportement général de la sphère à échanger moins qu’une sphère
isolée.
Remarques
L’interaction hydrodynamique de sphères alignées induit localement des changements sur les
champs de vitesses et de pression. Ces modifications de l’écoulement génèrent ou amplifient
des zones de recirculations en aval des sphères. Dans le cas des sphères 2 et 3, l’écoulement est
aussi perturbé en amont. Au niveau des transferts thermiques macroscopiques, l’intensification
de ces zones de recirculation produit une diminution limitée du rapport de nombres de Nusselt
Nup,i/Nup,iso. Au contraire, les modifications de l’écoulement en amont des particules sont
responsables d’une diminution pouvant atteindre 20% de Nup,iso.
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(a) C12 = 2,C12 = 4, Re = 50.














(b) C12 = 4,C12 = 2, Re = 150.
Figure 2.B.6 – Nombre de Nusselt local, interaction linéaire.
2.B.3.2 Effet sur le champ de température
Enfin, l’impact de l’interaction hydrodynamique est observé sur le champ de température
dans le système. De la même manière que pour une sphère isolée, les contours de température
à 99% sont extraits des simulations. Ces derniers mettent en évidence la compétition entre
l’advection et la diffusion dans la phase fluide (voir Fig. 2.B.7). Les zones de sous-vitesses en
aval de la première sphère à faible nombre de Reynolds (voir Fig. 2.B.7a) réduisent localement
le nombre de Péclet. De ce fait, les effets diffusifs deviennent plus importants et le contour
du champ de température remonte vers la sphère amont.
Lorsque le sillage interagit avec la sphère aval en Figs. 2.B.7b et 2.B.7c, la zone de re-
circulation vient entraîner un peu de fluide chaud vers la sphère amont. Ainsi, le contour
de température remonte l’écoulement et peut même, dans les cas extrêmes interagir avec la
sphère amont. Lorsque Re = 150, la sphère amont finie même à être réchauffée (+2 K, soit
20% de Tp − Tc,in) via l’interaction thermique de la recirculation liée à son sillage.
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(a) Re = 20.
(b) Re = 50.
(c) Re = 100.
Figure 2.B.7 – Contours de température en amont de la seconde sphère, C12 = 2 et C23 = 6.
2.B.4 Jet linéaire de 3 sphères : données complémentaires
Les propriétés de la zone de recirculation derrière une sphère isolée sont définies en
Fig. 2.B.1. La comparaison des simulations montre un bon accord avec la littérature (voir
Fig. 2.B.2). Le calcul de ces paramètres pour un jet linéaire de sphères [184] est reporté ici.
Les grandeurs sont toutefois ici calculées à partir du centre de la particule — et notées avec
l’exposant « ′ », soit L′r = Lr+0.5 pour la zone de recirculation — de manière à pouvoir définir
un rapport lorsqu’une zone de recirculation apparaît pour Re = 20 (aucune zone n’est obser-
vée pour une particule isolée pour ce régime). Les valeurs pour les angles suivent le schéma en
Fig. 2.B.1. Enfin, les centres des vortex sont définis tels que : X ′v = Xv + 0.5 et Y
′
v = Yv + 0.5
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(voir Fig. 2.B.3). Cette section est constituée de quatre tableaux : Longueur de la zone de
recirculation L′r (voir tableau Tab. 2.B.1), l’angle de séparation θs (voir tableau Tab. 2.B.2)
et les centres des vortex (X ′v, Y
′
v ) dans le tableau Tab. 2.B.4. Dans le cas d’une interaction
entre une sphère aval et la zone de recirculation de la particule amont, un angle θr est calculé
(voir tableau Tab. 2.B.3). À l’exception de l’angle d’interaction θr, ces données sont sans
dimensions. Les tendances physiques du coefficient de traînée et du nombre de Nusselt sont
comparées à celles d’une particule isolée (voir Figs. 2.B.8 et 2.B.9). Figs. 2.B.10 et 2.B.11
montrent l’évolution complexe du rapport du nombre de Nusselt pour les trois sphères.
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(a) C12 = 2, C12 = 2.














C12 =2, C23 =4
S1 S2 S3
(b) C12 = 2, C12 = 4.














C12 =2, C23 =6
S1 S2 S3
(c) C12 = 2, C12 = 6.














C12 =4, C23 =2
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(d) C12 = 4, C12 = 2.
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(e) C12 = 4, C12 = 4.














C12 =4, C23 =6
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(f) C12 = 4, C12 = 6.
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(g) C12 = 6, C12 = 2.














C12 =6, C23 =4
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(h) C12 = 6, C12 = 4.














C12 =6, C23 =6
S1 S2 S3
(i) C12 = 6, C12 = 6.
Figure 2.B.8 – Rapport de coefficient de traînée. Configurations de Buist [24].
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Table 2.B.1 – Longueurs des zones de recirculations. Configurations de Ramachandran [184].











2 2 20 1.38 1.134 1
2 2 50 1,684151206 1,244383562 0,761643836
2 2 100 1,16675991 0,831888726 0,768667643
2 2 150 0,975230968 0,942954627 0,779546609
2 4 20 1.38 1 1
2 4 50 1,683234953 0,808767123 0,843835616
2 4 100 1,165401441 0,808199122 0,86749634
2 4 150 0,973596673 0,810907679 0,896030585
2 6 20 1.377 1 1
2 6 50 1,68135017 0,789041096 0,871232877
2 6 100 1,166069698 0,779648609 0,900439239
2 6 150 0,973324607 0,769690272 0,937845345
4 2 20 1 1,211 1
4 2 50 1,027945205 1,667735317 0,761643836
4 2 100 1,050512445 1,148431634 0,761346999
4 2 150 1,087183776 0,95688234 0,770586303
4 4 20 1 1 1
4 4 50 1,024109589 0,886027397 0,82739726
4 4 100 1,04795022 0,924963397 0,849194729
4 4 150 1,0830023 1,102117619 0,875123204
4 6 20 1 1 1
4 6 50 1,024109589 0,866849315 0,871232877
4 6 100 1,045387994 0,886530015 0,889458272
4 6 150 1 1 0,922911502
6 2 20 1 1,232 1
6 2 50 1,000547945 1,669991696 0,756164384
6 2 100 0,998535871 1,152903501 0,761346999
6 2 150 1,00206087 0,962322035 0,767599534
6 4 20 1 1 1
6 4 50 1,000547945 0,928219178 0,832876712
6 4 100 0,998535871 0,970351391 0,849194729
6 4 150 1,00206087 1,038200771 0,872136436
6 6 20 1 1 1
6 6 50 1,000547945 0,904109589 0,871232877
6 6 100 0,998535871 0,926061493 0,889458272
6 6 150 1,00206087 0,959350079 0,919924733
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Table 2.B.2 – Angles de séparation dans les configurations de Ramachandran [184].
C12 C23 Rep θs,1/θs,iso θs,2/θs,iso θs,3/θs,iso
2 2 20 0,896747607 1 1
2 2 50 0,973163371 1,028461799 1,098012368
2 2 100 0,990151783 1,046039798 1,077231758
2 2 150 1,020148266 1,085007162 1,105206157
2 4 20 0,896557854 1 1
2 4 50 0,972698389 1,076613205 1,061478493
2 4 100 0,990037604 1,068618542 1,04948527
2 4 150 1,020207297 1,102848277 1,077077535
2 6 20 0,896855161 1 1
2 6 50 0,972910242 1,099596168 1,058269004
2 6 100 0,990244581 1,085120371 1,046594267
2 6 150 1,018714362 1,104707885 1,064448919
4 2 20 1 0,938046975 1
4 2 50 1,002659971 1,005462661 1,098348719
4 2 100 1,007365606 1,021769147 1,083008768
4 2 150 1,033971979 1,056442932 1,108842133
4 4 20 1 1 1
4 4 50 1,00288722 1,061291615 1,079625166
4 4 100 1,007548866 1,045712179 1,062032578
4 4 150 1,032412759 1,06854458 1,080927692
4 6 20 1 1 1
4 6 50 1,002925841 1,050807993 1,049750926
4 6 100 1,007588232 1,044014365 1,042130749
4 6 150 1,032471917 1,072069295 1,068319306
6 2 20 1 0,951889723 1
6 2 50 1,006812795 0,999984459 1,120107465
6 2 100 1,010707968 1,017455674 1,0880121
6 2 150 1,036274653 1,04337611 1,10837159
6 4 20 1 1 1
6 4 50 1,006833958 1,032554964 1,065432629
6 4 100 1,010724512 1,030122657 1,05418468
6 4 150 1,036292637 1,055916462 1,082124215
6 6 20 1 1 1
6 6 50 1,006837164 1,037446278 1,049797466
6 6 100 1,010728061 1,033442485 1,042703113
6 6 150 1,036297724 1,059510464 1,069174668
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Table 2.B.3 – Angles d’interaction θr dans les configurations de Ramachandran [184].
C12 C23 Rep θr,1 θr,2 θr,3
2 2 20 0 0 0
2 2 50 0 0,385995646 0,155016176
2 2 100 0 0,622519555 0,462035659
2 2 150 0 0,745381511 0,568157877
2 4 20 0 0 0
2 4 50 0 0,381529542 0
2 4 100 0 0,616126018 0
2 4 150 0 0,737278375 0
2 6 20 0 0 0
2 6 50 0 0,372182391 0
2 6 100 0 0,619278286 0
2 6 150 0 0,735922408 0
4 2 20 0 0 0
4 2 50 0 0 0,296438078
4 2 100 0 0 0,530637185
4 2 150 0 0 0,649705091
4 4 20 0 0 0
4 4 50 0 0 0
4 4 100 0 0 0
4 4 150 0 0 0
4 6 20 0 0 0
4 6 50 0 0 0
4 6 100 0 0 0
4 6 150 0 0 0
6 2 20 0 0 0
6 2 50 0 0 0,310224192
6 2 100 0 0 0,554302766
6 2 150 0 0 0,679241248
6 4 20 0 0 0
6 4 50 0 0 0
6 4 100 0 0 0
6 4 150 0 0 0
6 6 20 0 0 0
6 6 50 0 0 0
6 6 100 0 0 0
6 6 150 0 0 0
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Table 2.B.4 – Centres des vortex. Configurations de Ramachandran [184].




































2 2 20 1,3323 1,1402 1,0000 1,0000 1,0000 1,0000
2 2 50 1,0284 1,1238 0,9516 1,0733 0,8787 0,8782
2 2 100 1,0374 1,1615 0,9297 1,1668 0,9037 0,9111
2 2 150 1,0513 1,1269 0,9265 1,1167 0,8638 0,9245
2 4 20 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
2 4 50 1,0142 1,0184 0,9445 0,9069 0,9390 0,9288
2 4 100 1,0363 1,1580 0,9151 0,9293 0,9367 0,9575
2 4 150 1,0548 1,1627 0,8741 0,9325 0,9554 0,9433
2 6 20 1,2638 1,1371 1,0000 1,0000 1,0000 1,0000
2 6 50 1,1120 1,0911 0,9036 0,9095 0,9868 0,9538
2 6 100 1,0994 1,0403 0,9454 0,8849 0,9776 0,9519
2 6 150 1,0480 1,1168 0,8794 0,9070 0,9520 0,9691
4 2 20 1,0000 1,0000 1,3128 1,1008 1,0000 1,0000
4 2 50 1,0150 1,0164 1,0571 1,0278 0,8356 0,9184
4 2 100 0,9937 1,0290 0,9461 1,0725 0,8792 0,9302
4 2 150 1,0068 1,0089 1,0011 1,0734 0,9013 0,8955
4 4 20 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
4 4 50 1,0353 0,9831 0,9873 0,9412 0,9461 0,9682
4 4 100 0,9809 1,0201 0,9490 0,9870 0,9312 0,9558
4 4 150 1,0327 0,9931 0,9985 0,9917 0,9482 0,9313
4 6 20 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
4 6 50 1,0085 1,0104 0,9267 1,0030 0,9443 0,9452
4 6 100 1,0359 1,0482 0,9997 0,9999 0,9439 0,9715
4 6 150 1,0227 1,0025 0,9599 0,9480 0,9376 0,9696
6 2 20 1,0000 1,0000 1,3182 1,1000 1,0000 1,0000
6 2 50 1,0025 1,0015 1,1215 1,3343 1,0105 1,1141
6 2 100 0,9956 1,0059 1,0032 1,1364 0,8485 0,9581
6 2 150 1,0034 0,9812 1,0219 1,0806 0,8834 0,9038
6 4 20 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
6 4 50 0,9983 0,9993 0,9568 0,9764 0,9284 0,9299
6 4 100 1,0208 0,9998 0,9733 0,9873 0,9336 0,9501
6 4 150 1,0027 0,9815 0,9921 0,9844 0,9455 0,9311
6 6 20 1,0000 1,0000 1,0000 1,0000 1,0000 1,0000
6 6 50 1,0004 1,0183 1,0150 1,0163 0,9393 0,9408
6 6 100 0,9871 1,0115 0,9634 0,9771 0,9466 0,9636
6 6 150 0,9962 0,9813 0,9719 0,9682 0,9609 0,9535
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(a) C12 = 2, C12 = 2.


















C12 =2, C23 =4
S1 S2 S3
(b) C12 = 2, C12 = 4.


















C12 =2, C23 =6
S1 S2 S3
(c) C12 = 2, C12 = 6.


















C12 =4, C23 =2
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(d) C12 = 4, C12 = 2.


















C12 =4, C23 =4
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(e) C12 = 4, C12 = 4.


















C12 =4, C23 =6
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(f) C12 = 4, C12 = 6.


















C12 =6, C23 =2
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(g) C12 = 6, C12 = 2.


















C12 =6, C23 =4
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(h) C12 = 6, C12 = 4.


















C12 =6, C23 =6
S1 S2 S3
(i) C12 = 6, C12 = 6.
Figure 2.B.9 – Rapports de nombre de Nusselt à celui d’une sphère isolée. Configurations
de Buist [24].
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Figure 2.B.10 – Effets combinés de C12, C23 et Re sur le rapport de nombre de Nusselt
(sphère 1 et 2). Configuration de Buist [24].
Légende : Bleu=Re : 20, Vert=Re : 50, Rouge=Re : 100 et Cyan=Re : 150.
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Figure 2.B.11 – Effets combinés de C12, C23 et Re sur le rapport de nombre de Nusselt
(sphère 3). Configuration de Buist [24]. Légende : Bleu=Re : 20, Vert=Re : 50, Rouge=Re :
100 et Cyan=Re : 150.
2.C Études complémentaires sur les lits fixes de particules
Dans cette partie, une série d’études vient compléter les résultats présentés ci-dessus. En
particulier, une première partie est dédiée à la mise en place d’une loi de fermeture sur les
transferts thermiques en lits fixes. Une seconde partie s’attache à comparer les transferts
thermiques d’une particule thermiquement active dans un lit fixe de particules inertes. Enfin,
des premiers éléments de caractérisation des interactions mur–particules sont mis en évidence
dans les lits fixes.
2.C.1 Extraction d’une loi de fermeture pour le transfert thermique à par-
tir des simulations résolues
La majorité des corrélations disponibles dans la littérature sont extraites en supposant
un écoulement piston dans les milieux fluide–particules. Les données PRS disponibles dans
la littérature sont ici réunies pour définir une nouvelle forme de corrélation du nombre de
Nusselt. Cette étude est motivée par l’écart des corrélations de Gunn [92] et Deen [45] pour
les régimes très dilués (sphère isolée). Les résultats des simulations pour une particule isolée
montrent un bon accord avec la relation de Feng [72].
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Nup,iso = 0.922 + Pe1/3 + 0.1Re1/3Pr1/3 (2.44)
Nudense = (7− 10αc + 5α2c)(1 + 0.7Re0.2Pr1/3) + (1.33− 2.4αc + 1.2α2c)Re0.7Pr1/3 (2.45)
Les deux relations 2.45 et 2.44 montrent une forme très proche et sont constituées de trois
termes : le premier est un terme constant qui dépend du chargement solide. Le second terme
dans l’équation 2.45 est corrigé par Deen [45] et influence la valeur du nombre de Nusselt pour
les faibles nombres de Reynolds. Enfin, le dernier terme est dominant pour les forts nombres
de Reynolds. Les trois termes dans l’équation de Feng [72] jouent un rôle similaire. De plus,
la dépendance de chaque terme dans les deux relations est similaire avec Re et Pr. Ainsi,
l’exposant Re0.2 dans la relation de Gunn [92] est relativement proche de Re1/3 et donc de
son équivalent dans la corrélation de Feng Pe1/3. De même, l’exposant Re0.7 du dernier terme
dans l’équation 2.45 est en fait très proche du terme Re2/3 dans la formulation de Feng [72].
Ces observations nous induisent à chercher une relation sous la forme :
Nudense = A(αd) + αcPe1/3 + C(αd)Re1/3Pe1/3 (2.46)
Cette équation se rapproche des dépendances observées avec le nombre de Reynolds et le
nombre de Prandtl dans les relations de Gunn [92] et de Feng [72]. La dépendance sous forme
αcPe1/3 dans le second terme est suggérée par les données et permet de réduire le nombre
d’inconnues dans la relation. À l’aide des données de Deen [45], Tavassoli [224], Sun [215],
Tenneti [225] ainsi que les présentes simulations, les coefficients A et C sont estimés pour
chaque chargement solide (voir Fig. 2.C.1). Une nette tendance de ces deux paramètres est
observée avec αd.
La seconde étape consiste à estimer une fonction permettant de reproduire le comporte-
ment des paramètres A et C. Le choix de la forme αc pour le second terme permet de retomber
sur la dépendance en Pe1/3 dans la relation de Feng [72] pour les régimes très dilués.
Enfin, la forme finale de la corrélation s’écrit comme suit :
Nudense = (0.922 + 6.87αd − 2.35α2d) + αcPe1/3 + (0.1− αd + 3.58α2d)Re1/3Pe1/3 (2.47)
Cette nouvelle relation suit ainsi la même formulation que proposée par Gunn [92]. De
plus, les valeurs produites par la présente relation sont du même ordre de grandeur que dans
l’équation 2.45. Une comparaison avec les données est fournie en Fig. 2.C.2. Enfin, cette
nouvelle relation à la capacité, par construction, de reproduire le comportement d’une sphère
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Figure 2.C.1 – Évolution des paramètres de la nouvelle corrélation avec le chargement solide.
isolée, contrairement aux relations de Gunn [92] et Deen [45].

















Figure 2.C.2 – Comparison of the fitted function with the literature data, Pr = 0.8.
2.C.2 Une unique particule thermiquement active dans une lit de parti-
cules
Afin de s’affranchir de l’utilisation des bilans 1D ou de la température moyenne locale, une
série de simulation de couples (αc,Res) est réalisée pour un nombre de Prandtl Pr = 0.72
dans lesquelles une unique particule située au centre du lit est thermiquement active. La
température des autres particules évolue avec le temps de manière à s’adapter à celle du fluide
environnant. Pour chaque couple (αc,Res), 5 configurations sont générées. La particule la plus
proche du centre du système est ensuite sélectionnée pour être la particule thermiquement
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Table 2.C.1 – Comparaison du rapport Nup/Nup,iso pour une particule thermiquement
active dans un lit de particules avec les valeurs fournies par les corrélations, Pr = 0.72.
αc Res Nup/Nup,iso Nup,Gunn/Nup,iso Nup,Deen/Nup,iso Nup,Gnielinski/Nup,iso
0.9 5 1.14 ± 0.02 1.05 1.47 1.41
0.8 5 1.22 ± 0.14 1.11 1.56 1.58
0.8 10 1.25 ± 0.12 1.05 1.46 1.54
0.7 5 1.39 ± 0.02 1.23 1.71 1.76
0.7 10 1.35 ± 0.03 1.17 1.61 1.72
active. Du fait du coût de calcul de cette stratégie, seuls 5 couples (soit 25 simulations)
(αc,Res) pour des chargements modérément denses et des régimes d’écoulement à faibles
nombres de Reynolds sont choisis. Cette procédure est proche des travaux de Buist [24] dans
des réseaux structurés de particules dans lesquels une comparaison simulations/expériences
montre un bon accord avec la corrélation de Gunn [92] pour des forts nombres de Reynolds.
Ici, le nombre de Nusselt Nup (basé sur le nombre de Reynolds interstitiel et la tem-
pérature d’entrée du fluide) de la particule active est comparé à celui d’une particule isolée
(corrélation de Feng [72]). Le rapport de ces deux nombres de Nusselt est enfin comparé à ceux
issus des corrélations de Gunn [92], Deen [45] et Gnielinski [83]. Les résultats sont montrés
dans le tableau Tab. 2.C.1. Il est intéressant de noter que le rapport des nombres de Nusselt
est systématiquement supérieur à celui d’une particule isolée. De plus, les valeurs fournies
par les simulations semblent en meilleur accord avec la corrélation de Gunn [92]. Bien que les
valeurs d’incertitudes doivent être améliorées à l’aide de nouvelles simulations, les premiers
résultats indiquent que l’écart peut atteindre plus de 10% de la valeur moyenne. Ceci rejoint
la conclusion précédente d’amélioration des lois de fermeture par caractérisation de ces écarts.
Ceci sous-entend la définition d’un outil permettant de décrire la microstructure locale ainsi
que l’écoulement. Une autre solution, moins physique, consiste à ajouter cette dispersion à
l’aide d’un terme stochastique.
2.C.3 Cas des interactions mur–particules dans des réseaux fixes de parti-
cules.
Les configurations de Deen [49] présentées plus haut sont constituées de 1326 sphères dans
une boîte munie de parois. Une condition adiabatique est imposée à la surface de ces murs de
manière à éviter les pertes thermiques dans le lit. Au niveau hydrodynamique, une condition
de non glissement est imposée pour le fluide. En conséquence, une partie des particules du
système est en interaction hydrodynamique et thermique avec les parois. Ces particules sont
repérées dans la suite, comme étant à une distance mur–particule d∗w,p inférieure à d∗w,p ≤ 0.9d∗p.
Dans le cas où une particule vérifie ce critère pour deux parois, la particule est classée dans
une nouvelle catégorie : interaction avec un coin.
Dans cette partie, la caractérisation de la microstructure, des propriétés de l’écoulement
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ainsi que des transferts hydrodynamique et thermique est présentées. Ces valeurs sont com-
parées dans les trois zones définies dans le lit : murs, coins ou domaine.
Dans un premier temps, les distributions de porosités locales pour les trois classes de
particules sont montrées en Fig. 2.C.3a. Il apparaît clairement que la contrainte géométrique
liée à la présence des parois a un impact sur la position relative des particules dans les
coins et en proche paroi. Cette contrainte géométrique génère des inhomogénéités dans le
lit, qui peuvent être responsables de changements des comportements hydrodynamiques et
thermiques. En particulier, pour une distribution aléatoire de sphères dans une boîte, la
porosité moyenne dans le cœur du lit est autour de αc = 0.67. Cette valeur grimpe à αc = 0.7
en proche paroi et se centre autour de αc = 0.73 pour les particules proches des coins.
Comme indiqué en Fig. 2.C.3b, la force hydrodynamique subie par les particules en proche
paroi et dans les coins est 25% supérieure à celle subie par les particules au centre du lit. En
suivant ces observations, la présence des murs doit aussi être responsable de modifications
de l’écoulement moyen dans ces zones. Une manière de quantifier ces changements consiste à
regarder la tortuosité de l’écoulement dans ces zones. La tortuosité d’un écoulement caracté-
rise son écart au mouvement purement convectif selon l’axe principal imposé. À l’aide de la
définition fournie par Matyka [150], la tortuosité τu autour des particules est calculée dans le
lit (voir Fig. 2.C.3c). Du fait d’une plus grande porosité pour les catégories coins et murs, le
fluide rencontre moins de difficultés pour s’écouler. Comme aucun obstacle ne vient perturber
son mouvement, l’écoulement du fluide est alors plus proche de l’axe imposé en entrée. Ceci
se traduit par une réduction de la tortuosité dans les régions « murs » et « coins ».
Les zones « murs » et « coins » peuvent être le siège de passages préférentiels du fluide
du fait des contraintes plus faibles mises en évidence plus haut. En revanche, la présence des
murs impose des gradients de vitesses dans leur environnement proche, qui réduisent la vitesse
locale moyenne du fluide pour les particules situées dans ces zones (et donc le débit de fluide
y circulant).
Le calcul des moyennes (vitesse, température) dans ces zones devient compliqué au niveau
numérique. En effet, lorsqu’un volume de contrôle dépasse du domaine, ce dernier est tronqué
pour ne tenir compte que des cellules contenues dans le milieu fluide. Ainsi, même pour des
volumes de contrôles relativement petits, la plus grande portion des cellules prises en compte
se situent dans le cœur du lit plutôt que dans la zone proche du mur.
Le tableau Tab. 2.C.2 montre l’écart de la vitesse locale axiale du fluide à la vitesse
interstitielle dans le domaine pour une taille de boîte Lbox = 1.5 dans les trois zones du lit. Il
apparaît que les particules proches des parois observent une vitesse axiale plus faible que dans
le centre du lit. Ceci est lié à la condition de non–glissement aux parois. Cet écart diminue avec
le régime d’écoulement car les couches limites hydrodynamiques générées sont moins épaisses
lorsque le nombre de Reynolds augmente. D’un autre côté, la porosité locale plus importante
autour des particules en proche paroi induit une vitesse axiale plus importante que dans le
lit. Si cet écart est faible pour Re = 18, sa valeur augmente avec le régime d’écoulement.
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(a) Porosité locale : Lbox = 3
























(b) Force hydrodynamique Re = 72















(c) Tortuosité, Re = 36, Lbox = 3
Figure 2.C.3 – Evolution des propriétés locales Lbox = 2 de l’écoulement et de la force subie
par les particules pour trois zones du lit : cœur du lit, proche parois et proche des coins.
Si les interactions sont maintenant regardées au niveau des transferts thermiques dans
chaque zone du lit, aucun changement significatif n’est observé pour le nombre de Nusselt
basé sur la température locale (Lbox = 2). Ceci peut être lié à un biais de la méthode employée
pour calculer le nombre de Nusselt. Bien que non-représentatif de la microstructure locale, le
cas limite de volumes de contrôles Lbox = 1 indique une augmentation de +6% du nombre
de Nusselt en proche paroi et de +10% dans les coins. Afin de confirmer cette tendance, le
profil des rapports < Q∗cp >Nwalls / < Q∗cp >Ndomain du flux de chaleur moyen des particules
en proche paroi à celui des particules dans le cœur du lit est calculé le long de l’écoulement.
Ici Nwalls correspond aux particules de la catégorie « murs » et Ndomain celles situées dans le
cœur du lit. Il est alors observé un flux de chaleur en proche paroi significativement supérieur
sur toute la hauteur du lit (+35% par rapport au reste du lit). Ceci semble indiquer la présence
d’un « by-pass » thermique proche des murs.
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Table 2.C.2 – Vitesse axiale locale dans le cas d’interactions avec des parois.
Re αc,pu˜z,p Murs Coins
18 0.9975 +0.55% -5.23%
36 0.990 +2.00% -2.32%
72 0.988 +3.37% +0.00%
Un élément d’amélioration pour quantifier les transferts thermiques en proche paroi vien-
drait de la définition d’un outil de moyenne locale de la température pour le calcul du nombre
de Nusselt dans ces zones. Les premiers éléments de réponse sur les flux de chaleur tendent à
montrer des transferts plus importants en proche paroi.
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1 Introduction
Industrial applications involving particles transported by a flowing fluid together with heat
and/or mass transfers are commonly found in chemical, petrochemical, or pharmaceutical pro-
cesses [135]. Taking advantages of high transfer rates and good mixing properties, fluidized bed
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technology is very often selected. During the last decades they have been widely investigated ex-
perimentally [76] and numerically [8, 92, 135]. From the simulation point of view, two approaches
are commonly used : the multi-fluid approach, also called Two-Fluid Model (TFM) and the Euler-
Lagrange approach. On one hand, TFM considers that all the phases are continuous. Such an
approach requires closure laws for the inter-phase transfer terms (momentum,agitation, heat and
mass trasnfers), and for fluctuating transport (high order moments). The TFM model has been
successfully validated with experiments on lab-, pilot- and industrial-scale geometries [71, 84, 134,
237]. On the other hand, in Euler-Lagrange approach the fluid phase is described by solving the
Navier-Stokes equations while the particles are individually tracked in a Lagrangian framework
by a Discrete Element Method (DEM) based on Newton’s laws. The particle/particle and par-
ticle/wall collisions are modeled using a soft- or hard-sphere model. Then simulation approaches
split into two categories : Discrete Element Method/Computational Fluid Dynamic (DEM/CFD)
[210, 219] and Particle Resolved Simulation (PRS) [46, 82, 214, 239, 243, 247]. The first one
uses closure laws to model momentum, heat or mass transfers between the fluid phase and the
particulate phase while the second directly solves the balance equations on a mesh much finer than
the particle scale for PRS. Boundary conditions are enforced at the particle surface and all transfer
mechanisms between the fluid and the particles are then directly computed. The computational
cost varies strongly from one approach to the other : PRS are able to handle up to O(104) particles
on supercomputers for months [67], the DEM/CFD approach only needs few hours on single CPU
to simulate the same configuration (with much less spatial accuracy). DEM/CFD simulations can
simulate the simultaneous trajectories of O(108) particles [182] and for Euler-Euler methods, the
target is to deal with the industrial scales and geometries.
The methods used in PRS to resolve both the momentum and heat balance equations for
two-phase dispersed flows can be also divided into two categories : body-fitted moving meshes
[107] and non-body-fitted fixed meshes [82, 158, 159]. Due to remeshing computing cost at each
time step for body-fitted methods, it is very often limited to steady systems (fixed beds), to two-
dimensional configurations of moving particles, or very few particles in 3D. The challenge for the
second category of methods is to properly impose boundary conditions at the particle surface on a
fixed (cartesian grid) which is not fitting the actual shape of the particles. Various techniques have
been developed from Immersed Boundary Methods (IBM) [21, 239, 260], Distributed Lagrange
Multipliers / Fictitious Domain (DLM/FD) [82, 245, 248], Lattice-Boltzmann Methods (LBM)
[101, 141, 230] , Penalty Methods (PM) [27] or Force Coupling Method [37]. These numerical
techniques have been validated on reference configurations and compared [10, 260]. If the com-
puting performances (scalability on supercomputers) may vary in the implementation of all these
techniques, the accuracy of the flow fields is controlled by spatial and temporal discretizations [66,
68, 245]. It is now clear that all the aforementioned physical properties (i.e. flow regime, particle
concentration, particle shape, fixed/moving systems) have an influence on the convergence rate of
the numerical solution. Another important issue for fluidized bed simulations is the physical time
computed to reach statistically steady state and convergence of statistics [67, 167].
Numerical analysis of momentum transfer in both liquid-solid and gas-solid configuration have
been performed in the literature. Recent works of Esteghamatian [67] investigated momentum
transfer in both liquid-solid and gas-liquid configurations. The authors evidenced anisotropic dri-
ving mechanisms of the particle motion into fluidized beds. Both a local diffusive and large scale
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convective mechanisms were characterized as well as the correlation time and the fluctuation
length extracted from the simulations. Tang [221] studied the effect of particle motion in gas-solid
systems by comparing moving and fixed systems. PRS of liquid-solid fluidization composed of a
few thousand particles have been recently performed by Ozel et al. [167]. The comparison of par-
ticle motion and agitation from PRS simulations were in good agreements with the experimental
results of Aguilar-Corona [6]. Statistics of particulate flows in turbulence have been reported in
[161, 240]. A direct comparison of PRS and DEM-CFD simulations of a gas/solid fluidized bed
composed of 7000 particles, have been reported in [230]. Concerning heat/mass transfer, only
very few numerical studies exist for fluidized beds. Deen [49] and Feng [73] studied transfers in
pseudo-3D systems of respectively 1216 and 225 particles. Due to wall-confinement, the analysis
only dealt with macroscopic quantities of the beds. Feng et al. [74] studied the fluidization of
1204 spheres in a similar configuration for a homogeneous inlet velocity and a jet flow (spouted
bed). The particles velocity distributions are different into the bed cross-section resulting in higher
heat transfer rate for the jet flow configuration. Liquid-solid micro-fluidization of particles with
mass transfer for high Schmidt number was investigated by Derksen [51]. Heat transfer in sheared
suspension flows has been investigated by Metzger et al. [156]. The enhancement of heat diffusion
through a suspension of particles agitated with a Brownian motion is found to be a function of
the Péclet number and porosity. "Rolling-coating" effect on the transport of tracer from the walls
to the bulk in a sheared flow of non-Brownian particles has been studied by Souzy et al. [211].
We will briefly introduce the PRS numerical methods used for both particles and flow/heat
balance equations (see Section 2). Some comparisons with literature test cases for PRS including
heat transfer are first reported (see Section 2.2). Then, considering the previous results on spatial
convergence of flow resolution through fixed beds of particles and heat transfer [66, 68], the first
aim of this work is to define the minimum numerical configuration of a bi-periodic statistically
homogeneous fluidized bed independent of the number of particles (see Section 2.3). Based on
these, four inlet velocities corresponding to different volumetric concentrations of the particulate
phase will be used to study the particle dynamics, flow and heat transfer (see Section 3 and
Section 4). A direct comparison of heat transfer coefficients between fixed and fluidized beds gives
some insights on the effect of particle agitation on heat transfer (see Section 4.2). Conclusion and
perspectives are then drawn in (see Section 5).
2 Mathematical modeling and numerical approach
In this section, we give the mathematical description of the problem and the numerical ap-
proaches to carry out Particle Resolved Simulations. The fluid is assumed to follow Newtonian
behavior (constant viscosity and density). The solid phase dynamics is computed in a Lagrangian
framework by solving the Newton-Euler equation for each individual particle. The PRS approach
to solve the coupled Navier-Stokes equations for the fluid phase and Euler-Newton laws for the
particulate phase is based on the DLM/FD formulation proposed by [82] with finite volume dis-
cretisation (see [245, 247]).
All parameters in this section are dimensionless, while dimensional variables are distinguished
CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE 129
130 2. MATHEMATICAL MODELING AND NUMERICAL APPROACH
by a "star" symbol. To make the set of equations dimensionless, the following scales are introdu-
ced : L∗ca for length, V ∗ca for velocity, L∗ca/V ∗ca for time, ρ∗cV ∗2ca for pressure (with ρ∗c the fluid phase
density), V ∗2ca /L∗ca for gravity acceleration, T ∗p − T ∗c for the temperature, ρ∗cV ∗2ca /L∗ca for hydro-
dynamic Lagrange multipliers, ρ∗cC∗p,cV ∗ca(T ∗p − T ∗c )/L∗ca for the temperature Lagrange multipliers
and ρ∗cV ∗2ca L∗2ca for contact force.
2.1 Coupling equations for fluid and particles
The PRS approach to solve the combined Navier-Stokes equations for the fluid phase and
Euler-Newton laws for the particulate phase is based on the DLM/FD preliminary formulation of
Glowinski [82]. A Finite Volume implementation of this formulation was performed here (see [245,
247]). The dimensionless combined momentum and continuity equations for the entire system Ω
(i.e. containing both the fluid and the particles) as well as the rigid body motion constraint for
the particles P are as follow :
∂u
∂t
+ u·∇u = −∇p+ 1Re∇









Fpp,j + (ρr − 1)FrVp g
∗
|g∗| , overP (3.2)
(ρr − 1)(Ipdω
dt
+ ω × Ip·ω)−
∫
P
r × λ dx =
∑
j
Rj × Fpp,j , overP (3.3)
u− (U + ω × r) = 0, overP (3.4)
∇·u = 0, overΩ (3.5)
In the set of equation above, u,U , ω respectively stand for the fluid velocity vector, the particle
translational velocity vector and the particle angular velocity vector. In the present method, rigid
body motion on the domain P is imposed using Lagrange multipliers vectors λ at the surface of the
particles. Likewise, Fpp represents the contact force and are presented later, Vp = M∗p /(ρ∗pL∗αca ) the
particle volume,M∗p the particle mass, α the number of dimension of the system, Ip = I∗p/ρ∗pL∗α+2ca
the particle inertia tensor, r the position vector and R the vector connecting the gravity center
and the contact point. In the following, L∗ca is set at d∗p for suspension flows, where d∗p is the
diameter of the particles.
The extension to energy was already implemented in previous studies [42, 249]. The combined
heat equation on Ω and P reads as :
∂Tc
∂t
+ u·∇Tc = 1RePr∇
2Tc − λT , overΩ (3.6)
Tc = Tp, overP (3.7)
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With the set of equations above comes the following dimensionless numbers :
Mechanical group of numbers :

















Stokes number Stk = ρrRe18 (3.11)
(3.12)
Thermal group of numbers :







Prandtl number Pe = RePr (3.14)
Nusselt number Nup =
q¯∗p→cL∗ca
k∗c (T ∗p − T ∗c,0)
(3.15)
where ρ∗c,0 denotes the fluid density at reference temperature T ∗c,0 and µ∗c stands for the fluid
viscosity. k∗c , C∗p,c are thermal conductivity and heat capacity of the fluid. The equivalent properties
for the particles are denoted by replacing the subscript c by the letter p, except for the viscosity
since the rigid body motion is applied on P (i.e. µ→∞). Moreover, q¯∗p→c stand for the averaged
particle to fluid heat flux per unit area.
The set of equations presented above defines the full problem of fluid flow coupled with
heat transfer. For problem simplification and driving parameters limitation, the thermal expansion
coefficient of both the fluid and particle phases is nullified in the present work. This allows to
avoid the Grashof terms in the equations. Thus study will only focus on the convection-diffusion
effects in fluidized beds.
Particle dynamics
Particle motion and dynamics obeys Euler-Newton laws as describe in equations 3.16 and
3.17. Here, Fb = (ρr − 1)FrVp g|g∗| stands for the buoyancy force, while Fpp and Fcp define the
inter-particle or particle-wall contact force and the fluid/particle interaction force. The contact-
induced and fluid-induced torques acting on the particle are respectively denoted by Tpp and Tcp.
The contact force and torque are computed using a spring-dashpot-frictional slider soft-sphere
model. For the temperature evolution, Qcp is the heat exchanged with the fluid phase. Neither
temperature gradient inside the particle is considered nor the particles temperature change with
time are considered in this work. This situation corresponds to large diffusion coefficient into the
particle.
CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE 131








+ ω × Ipω) = Tpp + Tcp (3.17)
(3.18)
The force, torque and heat flux each particle undergoes or exchanges with the fluid is then











(r × λ)dx+ Ipdω
dt






Two types of models are usually found to treat both inter-particle and particle-wall interactions :
the hard-sphere models and the soft-sphere models. The former is however only able to treat binary
collisions by solving the momentum exchange at the time the particles collide. The latter uses the
Newton-Euler equations and a spring-dashpot frictional model according to the particles overlap.
In this part, the soft-sphere model used in the PeliGRIFF code is described through three
different forces.
1. An elastic restoring force :
F ∗el = k∗nδ∗nij (3.22)
Here, k∗n defines the stiffness of the equivalent spring, δ∗ is the overlap distance between
particles i and j (which is negative during contact) and nij is the unit normal vector along
the center-line.
2. A viscous dissipative force :
F ∗dn = −2γ∗nM∗ijU∗n (3.23)






and U∗n stands for the normal relative velocity between particles i
and j. The damping coefficient γ∗n is computed based on the dry coefficient of restitution
en [246].
3. A tangential friction force :
F ∗t = −min{µCo|F ∗n |, |F ∗dt|}tij (3.24)
that defines the Coulomb frictional limit using µCo, the Coulomb dynamic friction coef-
ficient. F ∗dt = −2γ∗tM∗ijU∗t is the dissipative friction force, F ∗n = F ∗el + F ∗dn denotes the
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total normal force. Likewise, γ∗t stands for the tangential dissipative friction coefficient,
and U∗t is the tangential relative velocity between particles i and j and tij the tangential
unit vector along the tangential relative velocity.
The total contact force applied to the particle i is the sum of all the contact forces with the







(F ∗el + F ∗dn + F ∗t )ij (3.25)
From now, the set of equations is made dimensionless using the following variables L∗ca = d∗p
for distance, V ∗ca = U∗c,in for velocity, T ∗ca = d∗p/U∗c,in for time. Here U∗c,in stands for the fluid
inlet velocity. T ∗p − Tc,0 for the temperature, with T ∗p is the particle imposed temperature and
T ∗c,0 = T ∗c,in the fluid inlet temperature.
The bulk temperature Tc(z) is commonly encountered in 1D-heat balance models an represents
the flow-averaged fluid temperature at a particular bed height. Such an averaged temperature is






where χ(x is a binary phase indicator function. Namely χ(x) = 1 in the fluid and 0 in the particle.
Tc(z) is a volume average temperature in V (z) and is approximated by numerical integration
over V (z), where V (z) is a volume spanning the whole cross section of the bed and of width w.
Typically, w is set to the cell size height. For any fluid variable, φc, the unconditionned surface






For the analysis let us also define the locally filtered variable, φ˜c around each particle using
a cubic control volume surrounding the sphere. This methodology was previously described by [8,
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Following these definitions, a set of Nusselt numbers is written as :
Nup =
Q∗cp








pid∗pk∗c (T ∗p − T˜ ∗c )
(3.31)
To end up with the notations, any quantity may be averaged over the time < . >t and/or
averaged over the number of particle into the system is written < . >Npart as defined in equation
3.32. Finally, the axial component of any quantity is denoted with a subscript ax while the












2.2 Determination of numerical configurations
Effect of grid resolution on hydrodynamics – Previous studies on the numerical accuracy of
the DLM/FD method [66, 68, 245] have been performed on hydrodynamics and heat transfer for
fixed and fluidized beds. We recall here the main conclusions : i) the flow or transfer regimes (high
Reynolds or high Prandtl numbers) and the concentration of solid increase the level of numerical
errors. Convergence analysis has been carried out to find out adequate meshing in terms of Péclet
number Pe. ii) Particles located in the upper or bottom part of a fixed bed does not experience
the same heat transfer. iii) the Lagrangian statistics of particles in fluidized beds are properly
captured with Np = 24 − 32 grid resolution. A focus on the particle motion effect on the heat
transfer is addressed in this section. The inlet Reynolds number is defined asRein = ρ∗cU∗c,ind∗p/µ∗c .
A convergence analysis is carried out based on the case of Feng and Musong [73]. Their
configuration consists in a liquid-solid pseudo-2D fluidized bed composed of 225 particles at high
Reynolds and Péclet number. The bed dimensions, and physical properties of the fluid and particles
are reported in Tab. 3.1. Three out the five inlet velocities presented in Feng and Musong [73] were
tested for systematic grid refinement :Rein = 222.25,Rein = 285.75 andRein = 349.25. The first
grid size we tested is very close to the one used in Feng and Musong [73]. Then, a grid refinement
is performed by conserving a constant CFL≈ 0.3. Four grids where tested Np ∈ [16, 32, 40, 50].
The inlet velocity is always oriented along the upward direction z and gravity g is imposed in the
opposite direction.
Based on the data from Feng and Musong [73], our results show that mean values computed
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Table 3.2 – Comparison of the bed height.
Rein 222.25 254 285.75 317.5 349.25
Bed height PeliGRIFF 0.162 0.186 0.222 0.259 0.308
Bed height Feng-Musong [73] 0.143 0.171 0.196 0.232 0.274
from t∗ = 6s are in good agreement. For a Np = 16 resolution, the deviation from the results
of Feng and Musong on the mean bed porosity does not exceed 6.5% (see Tab. 3.2). Different
particle collision model could be the source of discrepancies. From the results on the mean velocity
and rotation, the global hydrodynamic response of the fluidized bed is well captured for resolutions
Np = 32 and Np = 40 respectively for Rein = 222.25 and Rein = 349.25. The velocity PDF
are computed for the different spatial resolutions and show good agreement on the mean and rms
value of the PDF for similar resolutions Figs. 3.1a and 3.1b.
Macroscopic physical quantities of the fluid phase were also analyzed in terms of mesh re-
solution. The bed height is defined as the distance from bottom under which 99% of the par-
ticles are located. Time-evolution of the pressure and axial velocity profiles were computed using
equation 3.27. Surface average statistics are formed at each cell center. The overall bed pres-
sure drop is defined by interpolating the pressure profile at the desired bed height as follows :
∆Ptot = P̂ (z = 0) − P̂ (Hbed). The total pressure drop accounts for the hydrostatic pressure
distribution through the bed and wall shear stress. According to table Tab. 3.3 the pressure drop
∆P = ∆Ptot − ∆Phy (with Phy the hydrostatic pressure) is not affected by grid refinement
contrary to other quantities (and nearly equals the particles weight). According to table Tab. 3.3
a Np = 16 grid overestimates the bed height by nearly 15% compared to Np = 40 − 50. The
instantaneous and local axial fluid velocity may vary by 50% around its mean value leading to local
strong heterogeneity (see Fig. 3.1a). High axial surface averaged velocity corresponds to lower
surface averaged porosity. The mean bed axial velocity ûc,ax (i.e. averaged over the bed height)
remains however constant in time and is more dependent on the grid resolution (see Tab. 3.3).
For fine meshes, the bed height smoothly decreases from Np = 32 to Np = 50 while the axial
velocity follows an inverse trend.
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(a) Velocity PDF, Rein = 222.25.















(b) Velocity PDF, Rein = 349.25.

















(c) Heatflux PDF, Rein = 222.25.
















(d) Heatflux PDF, Rein = 349.25.
Figure 3.1 – Evolution of velocity and heat flux probability density functions with grid
resolution.
Based on previous comments, a grid resolution corresponding to Np = 40 is adequate to
simulate hydrodynamics and particulate dynamics for fluidized beds with a Reynolds number
ranging from 222.25 to 349.25. In the next part, similar study is carried out for heat transfer.
Effect of grid resolution on heat transfer
Thermal properties of the bed show very low convergence rate with spatial resolution (see
Fig. 3.2). Here Nug =< Nup >Npartt corresponds to the mean (time and ensemble) Nusselt
number of the particles. Despite 1.5 convergence rate (which agrees with [68, 245]) the errors
remain above 10% for the thinner mesh due to very high Péclet numbers (1555.75 < Pe <
2444.75) corresponding to thin thermal boundary layers. The definition of the Nusselt number
proposed by Feng and Musong [73] is directly proportional to the heat flux through the bed
(see equation 3.29). The effect of spatial resolution on fluid temperature profiles is shown for
Rein = 222.25 and Rein = 349.25 inlet velocities (see Fig. 3.3) where large discrepancies can be
observed for the four meshes we tested. This is due to the occurence of large temperature gradients
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Figure 3.2 – Richardson extrapolation on Feng [73] configuration.
at the bottom of the bed for Rein = 222.25. Those numerical errors are conveyed all along the bed
and the quantities at the upper bound of the bed are overestimated. Better agreement is observed
for Rein = 349.25 at Np = 40 and Np = 50. Actually, two opposite constraints on numerics
happen while increasing the inlet velocity into a fluidized bed : i) an increase of inlet velocity
increases of Péclet number which requires thinner grid to resolve steeper temperature gradient,
ii) an increase of inlet velocity increases bed porosity which is a configuration less demanding in
spatial resolution. It seems that the latter argument prevails (see Figs. 3.1c and 3.1d). Moreover,
particle agitation and flow recirculation into the bed yield homogenous repartition of temperature
and this is reinforced for large inlet velocities.
2.3 Effect of the number of particles
The determination of the number of particles and domain size is a key problem in PRS simu-
lations of fluidized beds in both gas–solid or liquid–solid configurations. Derksen [52] simulated
liquid-solid fixed beds and fluidized beds with 165 particles for Re in the range [1 ;10]. Recently,
the simulation of 2000 particles in bi-periodic fluidized beds has been performed with the present
DLM/FD method by Esteghamatian et al. [67]. Similar configurations were studied by Kriebitzsch
et al. [131]. In their numerical study, Tang et al. [221] showed that a domain size of a 10d∗p is
enough to prevent domain size dependence of results with periodic boundary conditions in the
three directions (in that case Re > 100).
The first part of this section aims at defining numerical parameters such as domain size
and particle number yield size independent results for fluidized beds. Simulations of liquid-solid
fluidization for four beds containing from 500 to 3000 particles are compared (hydrodynamic
global and local quantities and heat transfer). Particle diameter is 1mm and water inlet vertical
velocity is imposed at 4.5 times the minimal fluidization velocity U∗c,mf . The density ratio is
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(a) Rein = 222.25.



















(b) Rein = 349.25.
Figure 3.3 – Effect of the grid resolution on the fluid temperature vertical distribution.
Shaded regions correspond to the standard deviation of the temperature profile. The results
are given for two Reynolds number.
fixed to ρ∗p/ρ∗c = 10 (following Esteghamatian et al. [67]) corresponding to Rein = 9 and Stokes
number Stk = 5. Periodic boundary conditions are considered on the two horizontal directions.
Confinement effect due to walls is then prevented. However, slugging effect or cluster formation
may appear if the horizontal cross-section is too narrow. Np = 40 is used in all the simulations.
The dimensions of the beds, number of particles and physical properties are respectively defined in
Tab. 3.4 and Tab. 3.5. A physical time corresponding to 3τRTD is necessary to reach the steady
state for a constant inlet velocity and temperature. The fluid residence time (τRTD) is defined by
the mean time the fluid stays into the system τRTD =< Hbed >t / < ûc,ax >t where < ûc,ax >t
stands for the mead fluid interstitial velocity.
Hydrodynamics of the beds
We first compare some statistics relevant of the macroscopic description of the flow : pressure
drop, mean bed porosity and axial velocity. Time averaged values of the main flow quantities are
reported in table Tab. 3.6. These results are reported for the four sets of simulation increasing
the number of particles. With horizontal periodic boundary conditions, the pressure drop across a
fluidized bed must balance the bed weight (hydrostatic pressure and particles). As for previously,
the bed height is computed as the distance under which 99% of the particles are located. The
fluid pressure profile through the bed is computed along the main flow direction (see 3.27) later
than t = 3τRTD. For the four bed sizes we considered, the pressure drop based on the 99%
criterion equal the bed weight within a 1% error confirming conservative momentum balance in
our simulations. Moreover, less than 2% deviation is observed for the variation of pressure drop
< ∆P >t / < Hbed >t throughout the four tests of particle number. Temporal average bed
porosity and fluid velocities are also reported in Tab. 3.6. Variations are below 2% for the four
simulations which shows that a small system composed of 500 particles is able to reproduce the
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Table 3.4 – Parameters of the simulations.
Lx Ly Lz Npart Pr Np
8 8 15 500 10 40
10 10 17 1000 20 48
13 13 20 2000 7.5 42
15 15 23 3000 7.5 40











Table 3.6 – Effect of particle number on macroscopic fluid quantities of a fluidized bed.
Npart < ∆P/Hbed >t < α̂c >t < ûc,ax >t
500 17.03 0.60 1.64
1000 16.76 0.59 1.64
2000 16.88 0.59 1.64
3000 16.75 0.59 1.64
maxErr[%] 2.11 1.25 1.70
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Table 3.7 – Effect of the number of particles on the fluid properties.
Npart σu σuT σuax
500 1.8± 0.2 0.74± 0.05 2.2± 0.2
1000 1.9± 0.2 0.74± 0.05 2.2± 0.2
2000 1.9± 0.2 0.74± 0.05 2.2± 0.2
3000 1.9± 0.2 0.79± 0.05 2.2± 0.2
maxErr[%] 5.5 8.1 3.9
bed dynamics.
Although the mean Reynolds number within the bed is roughly equal to 9, agitation is occur-
ring due to the motion of the particles (due to hydrodynamic interactions, collective effects and
collisions). The fluid velocity variance (see equation 3.34) computed over the whole transverse
direction and from 1 < z < Hbed − 1 in the axial direction can be used to represent the fluid
agitation around the mean value within the bed. Here, u′c,i = uc,i− < uc,i >Ncell defines the
deviation to the mean fluid velocity into the bed (which corresponds to the time average velocity
of a particular cell for a sufficiently long time period), with Ncell the number of cells lying in the
control volume.













Axial σuax , transverse σuT and total fluid velocity variance σu for the four configurations we
tested are reported in table Tab. 3.7. According to these results, a slight increase with the particle
number is observed (7% maximum deviation). Additionally, local fluid velocities around particles
are computed using a control volume around each particle (see equation 3.28).
Volume average around particles is computed for a box length Lbox = 2 and starts later than
t = 3τRTD. All results including mean fluid velocity, velocity standard deviation along both the
vertical and transverse directions are shown in Fig. 3.4. Results are very similar (moments and
shape of the distribution) for the four sets of simulation. However, increasing the number of
particles slightly widens the distribution (typically below 5 % variations over the 4 fluidized beds).
Similar conclusion is drawn for box length : Lbox = 1.5, Lbox = 3, Lbox = 4.
Statistics on the particulate phase
We aim at quantifying the particulate phase dynamics which is particularly important for
fluidized beds since formation of local clusters or bed agitation are key phenomena for transfers
efficiency of those devices. Size effect on velocity standard deviation is clearly observed on early
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Table 3.8 – Effect of particle number on macroscopic particle parameters of a fluidized bed.
Npart < F
∗
p,ax/(3piµ∗cdpU∗c,in) >t < Vp >t < ωp >t
500 13.08 0.538 0.685
1000 13.11 0.533 0.684
2000 13.05 0.567 0.680
3000 13.06 0.578 0.687
maxErr[%] 0.45 8.33 1.34
instants of the simulation (see Fig. 3.5a) because at initial condition the bed height is far from
its steady value (transient expansion or collapse of the bed from the initial random seeding of
particles yield strong variations of the velocity). Mean values of the particle agitation θk are
computed for long times (deviation around 5%, see equation 3.37). The small discrepancies remain
of the same order for standard deviation of the drag force (see Fig. 3.5b). Due to their size,
large systems need more time to statistically converge than small systems. We investigate now
the dependence of particulate macroscopic properties on the system size (see Tab. 3.8 and more
details in Section 2.3). It can be observed that mean quantities and standard deviations of the axial
component of the hydrodynamic force do not vary significantly (below 1% variation). However
similar conclusion holds for particle rotation. More deviations are observed on statistics of the
magnitude of velocities in main flow direction (up to 8%), mean and standard deviation slightly





θi =< (Vp,i− < Vp,i >Npartt )2 >Npart (3.38)
Heat transfer though the bed
The overall heat transfer coefficient is obtained from the bulk temperature profile (see equation
3.39) which is obtained by surface average procedure (see equation 3.26). Following the (1-D)
balance solution over the bed height, a linear regression is performed to measure the average heat
transfer coefficient [45]. The results on the mean Nusselt number are shown in table Tab. 3.9.
The data are collected later than t = 3τRTD and the regression coefficients were always above
R2 = 0.99.







Nusselt numbers for the two largest beds among the four configurations we simulated show
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(a) Distribution of axial local velocity.
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(b) Standard deviation of axial local velocity.



















(c) Distribution of transverse local velocity.
















(d) Standard deviation of transverse local ve-
locity.
Figure 3.4 – Local fluid velocity comparison for different particles numbers, Lbox = 2.










Npart = 500 : θT ,
Npart = 1000 : θT ,
Npart = 2000 : θT ,





(a) Particle velocity variance.






















(b) Variance of fluide–particle force.
Figure 3.5 – Lagrangian statistics for different fluidized beds sizes.
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very good agreement with Deen et al. [46] correlation (Prandtl number Pr = 7.5). The deviation
between the predicted (1-D) balance Nusselt number is below 1% indicating the weak effect of
bed size on overall heat transfer. The two other configurations correspond to Prandtl numbers
Pr = 10 and Pr = 20. The present data follow a scaling Pr0.36 in agreement with Derksen
[52] for liquid-solid beds at Re = 10 for 0.2 ≤ αd ≤ 0.3 (with αd = 1 − αc). For the sake of
completeness, a fluidized bed of Npart = 500 with a Prandtl number Pr = 7.5 was performed and
results shwows a good agreement with Npart = 2000 and Npart = 3000 cases. The error remains
very small for all cases (see table Tab. 3.9).
2.3.1 Summary of the numerical set-up
A detailed comparison of simulations carried out in bi-periodic systems with increasing number
of particles up to 3000 has led to the conclusion that simulations with 500 particles do not flaw
significantly the statistics. The variations remain below 2% for the global properties of the flow
but may reach 7% for more local quantities. Especially, the particle and fluid phase agitation show
a slight monotonous increase from 500 to 3000 particles. This may indicate a possible confinement
for small beds but remains within the level of accuracy of all computed statistics (see Tab. 3.7).
Moreover, heat transfer coefficients are only slightly dependent on the system size. Results are
in agreement with the Pr1/3 scaling from correlations and the numerical results of Derksen [52]
for similar flow regimes. Therefore, the rest of the paper will be concerned with analyzing results
based on numerical setup corresponding to 500 particles.
3 Results on hydrodynamics of fluidized beds
Based on the requirements for the numerical setup, we have simulated liquid–solid fluidized
bed with 500 particles and LT = 8 in order to minimize computing cost and carry out an extensive
analysis of results. Four fluid flow regimes corresponding to an inlet velocity ranging from 2U∗c,mf
to 5.5U∗c,mf have been investigated. It corresponds to various solid volumetric fraction in the bed
(Reynolds and Stokes numbers respectively vary over the range 4 ≤ Rein ≤ 11 and 2 ≤ Fr ≤ 6).
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Table 3.10 – Effect of the inlet velocity on the macroscopic properties of a liquid-solid
fluidized bed.
Rein < ∆Ptot −∆Phy >t / < Hbed >t < α̂c >t Tc,out − Tc,in
4 116.36 0.467 0.982
6 45.74 0.523 0.950
9 17.03 0.597 0.895
11 10.12 0.637 0.859















Figure 3.6 – Comparison of the pressure profiles (total pressure profile from simulations
(dash line), hydrostatic pressure in pure fluid (solid line) and theoretical estimate based on
the solid volumetric concentration profile α̂c(z)) (thin line).
3.1 Fluid phase hydrodynamics
We first comment on the evolution of the bed height with fluidization velocity (see Tab. 3.10).
Based on momentum balance, the pressure drop across the fluidized bed is equal to the bed weight
(hydrostatic pressure variation and particle weight because the lateral boundary conditions are
periodic, no friction). This agrees within less than 1% error. The height of the bed is determined
when the pressure evolution (time averaged pressure profile is computed by equation 3.27) matches
the hydrostatic evolution into the pure fluid (see Fig. 3.6). It is compared to the determination
with 99% criterion used in the present simulation. Both agree very well as shown in Fig. 3.7. As
defined in the previous section, ∆Ptot and ∆Phy in table Tab. 3.10 respectiveley stand for the
total pressure drop and the hydrodynamic pressure drop accross the bed. In all cases, the heat
ratio at the outlet of the system is over 85%.
When the inlet velocity is under the minimal fluidization velocity, the drag force experienced
by particles is lower than their weight and the fluid simply percolates through the packed bed
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Figure 3.7 – Comparison of the bed height computed from pressure drop (lines) and 99%
criteria (dashed lines).
(without lift up of the bed). At higher velocity than the minimal fluidization velocity, particles
are fluidized leading to slight bed expansion and nearly isotropic particle agitation. Interparticle
distance is close to packed bed conditions. As the flow rate increases, the porosity of the bed
increases following well-known correlations [73, 191]. In their early works, Richardson and Zaki
[191] characterized for liquid-solid fluidization of spherical particles the exponent of a power law
relating the inlet velocity to the bed expansion (see 3.40). In this equation, the two parameters
A and n are functions of the particle Reynolds number according to the terminal settling velocity
for different regimes. Based on their experiments, Richardson and Zaki [191] obtained a good
correlation between the value A and Ut, the terminal settling velocity of a single particle in an
infinite fluid. Another expression valid for all flow regimes was later proposed by Rowe [196] or
Khan and Richardson [124] using the data of Richardson and Zaki (see equation 3.41).
Rein = Ret(1− αc)n (3.40)





The terminal settling velocity can be predicted using momentum balance on a spherical particle
with the drag law proposed by Schiller and Naumann [202]. Then, a linear regression was performed
to getA and n values (see Fig. 3.8) from our simulation of fluidzed beds. The regression coefficient
of the fitting was R2 = 0.998. The values of A we obtained only differ by 15% error from the
theoretical estimate of the terminal settling velocity while a 9% error on the power value was
obtained with Rowe equation 3.41.
Hydrodynamics in the bed is characterized by the volume average fluid velocity variance (a
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Figure 3.8 – Richardson and Zaki [191] fitting law on PRS data of fluidized beds.
















(a) Fluid velocity standard deviation.















(b) Comparison of particle agitation to σu.
Figure 3.9 – Comparison of fluid and particle agitations.
distance corresponding to one particle diameter above the inlet and below the top of the bed
was not considered into the statistics, see equation 3.34). This quantity can be compared to the
velocity variance of particles.
In order to compare fluid and particle quantities, 2/3σu is used to be consistent with the
definition of the fluid phase velocity variance and the particle velocity variance. It can be seen
in Fig. 3.9 that the ratio between fluid phase variance of velocity and particle velocity variance
decreases with inlet velocity (Rein). This ratio tends to infinity when the fluidization velocity
approaches the minimum fluidization velocity (because particles are at rest for a fixed bed, below
this critical velocity).
CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE 147
148 3. RESULTS ON HYDRODYNAMICS OF FLUIDIZED BEDS













Figure 3.10 – Evolution of granular temperature with time for fluidized beds.
3.2 Analysis of the particle statistics
Characterizing the particle agitation in fluidized beds is a key issue in terms of industrial
applications. The high level of mixing of the particulate phase is one the major advantages of
fluidized beds. We comment on statistics of particle agitation (translation, rotation), collisions
and overall dispersion for different regimes of fluidization.
3.2.1 Agitation and rotation
The temporal evolution of the particle velocity standard deviation 3.37 and 3.38 for all fluidizing
velocities is shown in Fig. 3.10. As inlet velocity increases, the magnitude of particle fluctuation
increases almost linearly yielding constant dimensionless agitation.
Anisotropy of agitation (ratio between axial and horizontal components) is plotted in Fig. 3.11.
While the ratio is about 80% for low fluidization regimes, it reduces to 60% at high inlet velocities.
This is in good agreement with the results of Corona [6] and Ozel et al. [167] although in their
configurations the ratio remains nearly constant for all regimes equal to 0.6 for similar flow regimes.
A Reynolds number based on the square root of the velocity standard deviation can be defined
as written equation 3.42 following the work of Tang [221]. The evolution of this quantity with
respect to the difference of superficial Reynolds number to minimal fluidization Reynolds number
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θT/θax = ARein + B
A=-0.033, B =0.773
Figure 3.11 – Ratio of transverse to axial particle velocity variance.














Reθ = A(Rein −Remf)n
n=0.774, A =0.67
(a) Agitation Reynolds number : Reθ.


















(b) Components of agitation Reynolds num-
bers Reθi .
Figure 3.12 – Reynolds number based on particle agitation.
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(a) PDF of transverse particle velocity va-
riance.
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(b) PDF of axial particle velocity variance.
Figure 3.13 – Probability density function of transverse (left) and (axial) particle agitation.
Overall agitation or each component agitation can be correlated by a simple power law (see
Fig. 3.12). The exponent of this empirical law is higher for the axial component than for transverse
agitation. Properly modeling this agitation for mesoscale simulations is a challenging issue ([66]).
Reθ =
0, if Res < Remf .A(Res −Remf )n, else. (3.43)
The probability density function of particle variance characterizes in details of particle agitation.
It has been computed and averaged over time for the four regimes we investigated. The evolutions
of the distribution for both transverse and axial components are shown in Figs. 3.13a and 3.13b.
The shape of pdf is very similar for the four inlet velocities highlighting that the similar dynamics
of particles over the range on inlet velocity investigated.
It is interesting to compare the relative magnitude of rotation and translation fluctuations
since in experiments it is a quantity which is difficult to access and many DEM-CFD simulations
neglect this contribution of the particle motion. The ratio of the mean (absolute) particle surface
velocity to the (absolute) translation velocity is compared in Fig. 3.14. Interestingly, the particle
rotation in a homogeneous fluidized bed is far from being negligible. The particle surface velocity
is actually higher than the translation velocity in all the reported cases. For low inlet velocity the
particle surface velocity is twice larger than particle translation while it rapidly tends to unity for
larger fluidization velocities. Since the fluid phase nearly percolates through the bed at low inlet
velocities, the momentum is mainly transferred through shear and particles roll on one another.
Neighboring particles also hinder the particle motion through collisions. This results in a larger
surface to translation velocity ratio. For the highest inlet velocity (i.e. Stokes number) the particles
are less subject to local shear and have more freedom to move. These combined effects tend to
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Figure 3.14 – Comparison of angular to translation velocity in fluidized beds.
decrease the velocity ratio.
3.2.2 Statistics of collision
For a simple collision in a dilute regime between two particles, the interaction time is defined
as the time over which the contact DEM model in enabled. However, for very low fluidization
velocities, the particles may roll on one another in a frictional manner. The interaction time is
then defined as the time required for two particles to be separated by more than a cell size. The
characteristics of particle interactions is analyzed in terms of contact angle distribution. When
a pair of particles is colliding, the angle between the two velocity vectors (see Fig. 3.15a) is
computed for each configuration. The data shown in Fig. 3.15b highlight that perpendicular pair
collisions are dominant. For higher fluidization velocities, the contribution of lower collisions angle
θcol < pi increases. For such regimes, axial agitation of particles is stronger in axial direction and
more anisotropic yielding more frequent rear contacts (see Fig. 3.11). This effect is highlighted in
Fig. 3.15a with the prediction of the collision angle distribution for an isotropic particle velocity
distribution.
3.2.3 Dispersion of particles
Temporal autocorrelation functions of both axial and transverse velocity are computed for
the four inlet velocities (3.44). These statistics aim at understanding the temporal reponse of
particle experiencing fluid agitation and collisions for different fluidization regimes. The velocity
autocorrelation functions are shown in Fig. 3.16. The short time behavior is very similar for
all fluidization velocities. For short time lag, a decrease is observed for all the inlet velocities
with a faster decrease for the highest inlet velocity. The behavior on the long term shows very
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(a) Contact angle definition.

















(b) Distribution of contact angle at collision.
Figure 3.15 – Particles collisions in fluidized beds.
different shape with fluidization velocities. For Rein = 4, the autocorrelation function of axial
velocity shows anticorrelated velocities and then oscillates around R(τ) = 0. According to [166],
a negative correlation and smooth decay are due to development of backflow. This oscillation of
the autocorrelation function decreases at Rein = 6. At higher inlet velocities, it vanishes.
φi(τ) =
< φ′i(t+ τ)φ′i(t) >t
< φ′i(t)φ′i(t) >t
(3.44)
A typical time scale is defined 3.45 as the integral of autocorrelation functions over th time τ0
to obtain fully decorrelated data. The integral Lagrangian time is scaled by the convective time




RX,X(τ)dτ, with RX,X(τ0) = 0 (3.45)
Self-diffusion coefficients is an important data for modeling fluidized bed. The mean square
displacement (see equation 3.46) is computed along the axialMz,z and transverseMtr = (Mx,x+
My,y)/2 directions for the four fluidization regimes (see Fig. 3.17). Self-diffusion coefficient Dtr is
obtained with the plateau value of Mtr/t. All data on Dtr are plotted in Fig. 3.17d as a function
of the fluidization velocity and follows a linear evolution with the difference to the minimum
fluidization regime.
M =< (xp(t)− xp(t0))2 > (3.46)
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Figure 3.16 – Lagrangian autocorrelation functions of particle axial velocity.


























(a) Mean square displacement of axial com-
ponent.

























(b) Mean square displacement of transverse
component.


























(c) Mean square displacement.












Dtr = A(Rein −Remf)
R2=0.999
(d) Transverse diffusion coefficient.
Figure 3.17 – Mean square displacement into liquid–solid fluidized beds.
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Fixed, Rein = 4
Fluidized, Rein = 4
Fixed, Rein = 11
Fluidized, Rein = 11
(a) Mean box velocity u˜ax PDF, Lbox = 3.











(b) Evolution of fluidized and fixed beds dis-
tributions width.
Figure 3.18 – Effect of particle motion on the fluid phase.
3.3 Effect of particle agitation on hydrodynamics
The motion of particles is never taken into account explicitly in the drag and heat transfer
coefficients. Tang [221] already studied the effect of particle motion on the drag coefficient for
high Reynolds numbers. In this section, we propose a direct comparison between statistics of
fixed and fluidized beds. The study will focus on hydrodynamic mechanisms. In this part, a direct
comparison of the fixed beds and fluidized beds is performed considering both Lagrangian and
Eulerian beds statistics. As already showed in Tang [221], the motion of particles can be considered
as a perturbation of classic drag laws derived for a fixed array of spheres.
Fluid phase volume average around particles are formed using 3.28 in both fixed and fluidized
bed configurations. The distribution of fluctuating velocities is averaged over time later than
3τRTD. For the fixed beds, all the realizations are independent from each others and the distribution
is shown in Fig. 3.18a. For the two inlet velocities we considered for fluidized beds, the distribution
is wider than in fixed beds. This observation remains valid if other box sizes are used. It can be
noted that the center of the distribution is close for the two configurations (fixed and mobile).
Indeed, particle agitation in fluidized beds generates stronger veolcity fluctuations in the fluid than
the only effect of particle random locations of a fixed bed. However, the values of σu˜ax are found
to decrease with the flow regime, due to homogeneization in both configurations. Moreover, the
value ∆σu˜ax = σu˜ax,fluidized − σu˜ax,fixed remains constant with Rein (see Fig. 3.18b).
For each configuration of fluidized beds, a set of 5 independent snapshots of particle positions
(generating a fixed bed) is extracted. The total hydrodynamic force exerted on each particles is
computed and compared to fluidized beds statistics. The dimensionless drag coefficient is compu-
ted by scaling the force by the Stokes drag 3piµ∗c(V ∗p −u∗c)d∗p. The mean fluid velocity is computed
using the plane average procedure (see 3.27) and averaging along the vertical direction. The com-
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Fixed, Rein = 4
Fluidized, Rein = 4
Fixed, Rein = 6
Fluidized, Rein = 6
Fixed, Rein = 9
Fluidized, Rein = 9
Fixed, Rein = 11
Fluidized, Rein = 11
(a) Particles hydrodynamic forces PDF.





















(b) Dimensionless drag force in fluidized and
fixed beds.
Figure 3.19 – Effect of particle motion on the Lagrangian statistics.
parison of the probability density functions of the axial component of the drag force is shown
in Fig. 3.19a for Rein = 4 and Rein = 11. It can be observed that both the mean value and
the shape of the distribution vary from a fixed to a fluidized fluidized configuration. The same
observation on the PDF shape can be made when looking at the transverse component of the
hydrodynamic force. Due to the particle motion in fluidized beds, the distribution of hydrodynamic
force experienced by the dispersed phase is more homogeneous.
A comparison of the evolution of the dimensionless drag force with classic drag laws is presented
in Fig. 3.19b. The trend is very similar to the predictions based on correlations. However, the
discrepancy is increasing with the inlet velocity. Contrarily to the observations of Tang [221] for
gas-solid flows at high Reynolds numbers, for low Reynolds numbers, the hydrodynamic force on
a fluidized particle is lower than in a fixed bed. In a recent study, Rubinstein et al. [198] show a
decrease of the mean drag force for liquid–solid fluidization for decreasing Stokes number. The
fixed bed configuration corresponds to an infinite Stokes number and the previous observations
on the drag force from the present simulations agree their conclusions.
4 Heat transfer in fluidized beds
Heat transfer in fluidized and fixed beds can be drastically different because the agitation (of
particles henceforth of the fluid) can promote or reduce local inhomogeneities of the temperature
field around particles. When considering particulate flows, the effect of particle motion on the
mechanisms of heat and momentum transfer is still an open question. Most of closure laws used
in the literature are obtained from fixed beds analysis assuming that dynamic simulations may be
considered as a quasi-static succession of fixed beds.
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Table 3.11 – Effect of inlet velocity on mean Nusselt number in a liquid-solid fluidized bed.
Rein < α̂c >t Nu Nu1D+disp NuGunn NuDeen NuSun
4 0.467 6.746 8.675 12.95 7.97 9.48
6 0.523 7.624 9.012 12.86 8.04 11.77
9 0.597 8.633 9.498 12.65 8.06 14.89
11 0.637 9.277 9.925 12.5 8.06 16.72
4.1 Overall heat transfer through the bed
A constant Prandtl number Pr = 10 is fixed throughout the rest of the paper. Recent inves-
tigation from Derksen [52] have shown the transition from fixed to fluidized beds through PRS
simulations.
A reduction of the mean Nusselt number is observed for fluidized beds compared to fixed
beds and particle collision was found to be responsible of this decrease. As the fluid flows through
a fixed bed, fluid flow dispersion occurs. This dispersion can be characterized by a dispersion
coefficient (axial Péclet number Peax into the (1-D) heat balance. Amongst the literature available,
Kruggle et al. [132] used the closure law provided by Wakao and Kaguei [250] for fixed beds LBM
simulations with heat transfer.
A comparison of our results with correlations on fixed beds of the literature shows a deviation
up to 20% (see table Tab. 3.11). In the range of bed porosity we investigated, the correlation of
Gunn [92] predicts a slow decrease of the mean Nusselt number with the inlet velocity. On the
contrary, the correlations of Sun et al. [214] and Deen et al. [46] have a better agreement with the
evolution of the Nusselt number from our simulations. The present data follows a Nu ∝ Re0.31in
trend. A good agreement is observed with the correlation of Deen et al. [46]. For those low
Reynolds numbers, the conclusion is similar than for gas–solid fixed random bed [68]. Introducing
axial dispersion in the 1D heat balance improves the estimate of mean Nusselt number for low
fluidization regimes but has a very limited effect for higher inlet velocities. Agitation is indeed
very weak for Rein = 4 and the assumption of quasi–static bed seems valid. However, for higher
Reynolds numbers, this approximation becomes progressively wrong and deviation of the Nusselt
number from estimates increases.
4.2 Effect of particle agitation on heat transfer
The comparison between fixed and fluidized beds is now realised on heat transfer. The overall
heat transfer coefficient based on (1-D) balance is computed into the fixed beds (from snapshots of
a fluidized bed) and compared to the mean Nusselt number from the fluidized beds (see Tab. 3.12).
In the present simulations, the fixed beds have a higher mean Nusselt number than for equivalent
fluidized configuration. Despite the bed agitation, the configuration with fixed particles seems
to exchange more. The reduction of the Nusselt number for fluidized bed is around 6.6% for
Rein = 4 and decreases down to 3.8% for the highest velocity tested. These differences agree
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Figure 3.20 – Comparison of the Nusselt number distribution into fixed and fluidized beds,
Rein = 6.
with simulations of Derksen [52] for 1 ≤ Re ≤ 10, porosity 0.2 ≤ 1 − αc ≤ 0.3 and density
ratio ρ∗p/ρ∗c = 10. The particle collision was proposed as a possible mechanism responsible of the
decrease of the mean Nusselt number.
As proposed for the hydrodynamics, a comparison of the Nusselt number distribution into the
fixed beds and fluidized beds is shown in Fig. 3.20. Following the previous conclusions from the
(1-D) balance, the distribution are very similar between fixed and fluidized beds at low liquid-solid
flow regimes.
The time needed for a particle to reach 90% of its final heat flux is extracted in fixed beds
(τth,0.1 is 10% difference from the final value). Particles have a constant temperature and the
fluid temperature is set at Tc = Tc,0 at the initial time in the whole domain. This time then
corresponds to the time needed for a particle to be thermally adapted to its environment. Due to
their relative positions into the bed, particles located at the top of the bed need a longer time
to reach the steady state than particles located at the bottom of the bed. On the other hand,
the adaptation time τth,0.1 of the particles linearly align with the particle height into the bed
with a slope corresponding to 2/3 of the convective time (based on the superficial velocity) in
all cases (see Fig. 3.21). These conclusions remain valid if a 5% criteria is considered (the slope
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τ = Az/dp + B
100× A =0.488, 100× B =1.289
Figure 3.21 – Thermal characteristic time scale for a particle to reach 10% of its final heat
flux in fixed beds, Rein = 6.
corresponds then to 3/4 of the convective time scale). Similar analysis has been carried out for
Rein = 9 in a statistically steady fluidized bed by changing the fluid conductivity at a specific time.
The whole bed heat flux reached τth,0.1 for a time corresponding to 15% of the fluid residence
time. The whole bed heat flux adaptation corresponds to 1.58 times the fluid convective time
scale around a single particle of the bed. Therefore, a particle is adapting its heat flux to a new
environment more quickly than the renewal of fresh fluid around it. Into the fluidized beds, the
particle properties are kept constant so that this time adaptation remains the same. Two other
time scales corresponding to the time needed for a particle to move from a region to another of
the bed and the lag time needed for a particle to experience a modification of its environment (i.e.
local porosity renewal) are estimated in fluidized beds. The former is computed as the time needed
for a particle to axially move from 1d∗p and the latter corresponds to the minimal uncorrelated lag
time of the local porosity autocorrelation function. Lbox = 2 has been used. This corresponds to
the smallest box size yielding correct mean bed porosity (if a larger box is used then autocorrelation
functions decrease quicker while the time from decorrelation is always greater than the convective
time scale, see Fig. 3.22). We can conclude that particle heat flux has a shorter response time to
adapt to its environment than the modification of the local microstructure (local bed porosity).
4.2.1 Local statistics on heat transfer
The spatial distribution of Nusselt numbers along vertical direction is computed at each time
step. A 1d∗p distance from the top and bottom of the bed was not considered to reduce entrance
and exit effects. Probability density functions are then computed and plotted for four different slices
along the vertical flow direction. The PDF in each layer fits a log-normal law (see Fig. 3.23) with
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Figure 3.22 – Temporal local porosity autocorrelation function for different fluidization ve-
locities : Limiting case of Lbox = 2dp.
parameters µNup(z) and σNup(z). This was done for all the inlet velocities we tested. The Nusselt
number distribution at the bottom of the bed is also well described by a gaussian distribution. A
comparison of these statistical parameters shows an increase of µNup(z) at a fixed height with
Rein. Along with this increase, a decrease in σNup(z) is observed. Despite the porosity increase
of the bed, particle agitation due to inlet velocity tends to homogenize the Nusselt number at a
fixed height. Moreover, the definition of the Nusselt number based on the local temperature N˜up
seems to reduce the width of log-normal distribution.
The Nusselt number can be defined with two fluid temperature references : i) the surface
average temperature profile is extrapolated at each particle center : Nup, ii) the local temperature
is computed as an average around each particle in a surrounding box : N˜up. Probability density
functions of the Nusselt number are shown in Fig. 3.24a and Fig. 3.24b (statistics started at
t = 3τRTD).
It can be seen that N˜up provides slightly higher values than its counterpart based on the
bulk temperature. Moreover, the PDF of Nusselt numbers narrows with the inlet velocity. The
particle motion and agitation into the bed is a good candidate to explain this observation. The
evolution of the scaled Nusselt number distribution width shown in table Tab. 3.13. The values
of σN˜up/ < N˜up >
Npart
t are found to remain constant (maximum deviation up to 7%) when
the control volume is doubled and keeps the same trend with the flow regime. Interestingly, the
standard deviation of the Nusselt number is of the same order of magnitude for the two given
definitions. According to the present data, a linear fit with the agitation Reynolds number Reθ is
found over the range of flow regimes investigated.
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6 < z ≤ 7.5
4.5 < z ≤ 6
3 < z ≤ 4.5
1.5 < z ≤ 3
(a) Distribution of Nup along the main flow
direction.












6 < z ≤ 7.5
4.5 < z ≤ 6
3 < z ≤ 4.5
1.5 < z ≤ 3
(b) Distribution of N˜up along the main flow
direction.
Figure 3.23 – Distribution of the local Nusselt number through the bed at different heights.















(a) Distribution of N˜up.















(b) Distribution of Nup.
Figure 3.24 – Evolution of Nusselt number distribution with fluidization regimes.
Table 3.13 – Standard deviation of the Nusselt number distributions (Lbox = 2.5).
Rein σNup/ < Nup >
Npart
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4.2.2 Dynamics of the heat transfer
Heat transfer between the fluid and the particles is highly dependent on the hydrodynamics
of the bed and the transport of temperature by diffusion and convection. At the contrary to
fixed beds where the local steady microstructure of the suspension controls the temperature
field and heat fluxes, heat transfer in a fluidized bed has its own intrisic temporal dynamics. As
we did for fixed beds, the Nusselt number of each particle of the suspension is computed (see
equations 3.30 and 3.31) using the bulk temperature or the surrounding fluid temperature as
a reference. The temporal autocorrelation of the Nusselt number along particles trajectories is
plotted in Figs. 3.25a and 3.25b for the four fluidization velocities using the two definitions :
Nup and N˜up. The temporal autocorrelation of the normalized heatflux Nup is also shown in
Fig. 3.25c for comparison. The shape of the autocorrelation functions shows a smooth evolution
from low to high inlet velocities. For all configurations, the dimensionless integral time increases
with inlet velocity (or bed porosity). For the bulk temperature based Nusselt number Nup, the
autocorrelation function reaches zero at a time which is ranging from 1 to 2.5 when increasing
inlet velocity and then oscillates around zero. The level of negative correlation for Nup and Nup
seems to decrease with the flow regime Rein while its time period increases. The evolution of
these two quantities is found to evolve in a similar way.
The Nusselt number N˜up based on local average temperature smoothly decreases to zero over
a time lag equal to 1 to 2 for all inlet velocities. The integral time scale is slightly shorter than
for the bulk temperature Nusselt number. A comparison of the integral thermal times scaled by
integral time of particle velocity fluctuations is reported in table Tab. 3.14. This allows to directly
compare the flow and thermal particle responses. It can be observed that the integral time ratios is
nearly constant for the bulk Nusselt number around 1.15 while it decreases linearly for N˜up from
1.19 to 0.84. This shows that the temporal response of heat transfer may have its own dynamics
when compared to hydrodynamics.
Indeed, for low inlet velocities, the integral time is small due to hindering effect of surrounding
particles and collisions. Thus, the autocorrelation function of the particle velocity decreases rapidly
due to collisions and frequent hydrodynamic interactions with surrounding particles. During this
time, the surrounding temperature environment does not change much. As a consequence, the
integral time of the Nusselt number is larger than the particle velocity dynamics. For larger inlet
velocities, the velocity autocorrelation time decreases more slowly due to higher porosity of the bed
(the dimensionless collision frequency decreases) while temperature field evolves more dynamically.
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Figure 3.25 – Autocorrelation functions of the Nusselt numbers.
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For this regime, the thermal environment changes strongly and the Nusselt number correlation
time is lower than the particle velocity correlation time.
The Nusselt number is a dimensionless measure of heat flux enhancement by convection. It is
the ratio of heat flux Q∗cp by the temperature gradient between the fluid and the particle surface
on a typical particle scale (both are varying in time in a fluidized bed). Temperature difference
can be calculated with the bulk estimate. The fluctuations of heat flux or temperature used for
the autocorrelation function should be taken at the particle height (see equation 3.47).
φi(τ) =





Autocorrelation functions are shown in Figs. 3.26a to 3.26c. For low inlet velocity regime (i.e.
Rein = 4) a thermal equilibrium between the particle and its surrounding is achieved resulting in a
very close shape of the autocorrelation functions of heatflux and the surrounding box temperature
T˜c. On the contrary, for Rein = 11, the evolution of the heatflux at short time decreases more
quickly and becomes closer to the interpolated bulk temperature Tc. According to the present
simulations, the integral time follows a linearly scaling with the box length and the slope increases
with the inlet velocity (see Fig. 3.26d).
Estimating the correlation between the local fluid temperature and the particle heat flux gives
insight on the thermal behavior of the bed : is the particle heat flux linked to high local fluid
temperature gradient and how these two quantities evolve ? What is the adaptation time scale for
the fluid and the particles to a new environment ? Based on the two Nusselt number definitions,
the cross-correlation between the heat flux and the temperature difference is computed. The
cross-correlation RNup,Tc shows a weak correlation even at early times and rapidly decreases
and oscillates around zero at time τ ≈ 1 (see Fig. 3.27a). The poor correlation between the two
quantities is due to the non-local definition of the bulk temperature. However, the cross-correlation
RNup,T˜c between the local fluid volume average temperature and particle heat flux shows a strong
correlation at early times (see Fig. 3.27b). This actually shows the strong relation between the
particle heat flux and the local temperature gradient from the particle surface to the surrounding
fluid. The correlations decreases similarly than previously observed and become uncorrelated for
a time ranging from 1 ≤ τ ≤ 2. It is worth noting that the stronger correlation between the two
quantities does not occur at τ = 0 but slightly later.
The cross–correlations RNup,T˜c and RT˜c,Nup are plotted in figure Fig. 3.27c and show a lag
time between the two signals. This lag time can be attributed to the high correlation of the local
averaged temperature between to time steps due to the small displacement of the particle (the
cells involved for the volume average are nearly the same). As mentioned above, the correlation
level and adaptation time scale for the fluid is highly dependent on the box width (see Figure
Fig. 3.27c). For a box width Lbox = 5 the correlation at early times is similar to RNup,Tc . An
estimate of the adataption time scale from cross-correlation can be defined as the time necessary
to reach the maximum correlation between the heat flux and the surrounding fluid temperature.
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(a) Rein = 4.















(b) Rein = 6.















(c) Rein = 11.

















(d) Box size effects on integral times RX,X ≤
0.1.
Figure 3.26 – Flow and cell size effect of autocorrelation functions.
164 CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE
4. HEAT TRANSFER IN FLUIDIZED BEDS 165

















(a) Cross correlations RNup,Tc .

















(b) Cross correlations RNup,T˜c .













Rφ,T˜c, Lbox = 2
Rφ,T˜c, Lbox = 3
Rφ,T˜c, Lbox = 5
RT˜c,φ, Lbox = 2
RT˜c,φ, Lbox = 3
RT˜c,φ, Lbox = 5
(c) Cross correlations RNup,T˜c and RT˜c,Nup ,
Rein = 4.
























(d) Thermal adaptation lag time between the
particle heat flux and its surrounding fluid
temperature.
Figure 3.27 – Cross-correlation and adaptation lag time between particle and surrounding
fluid.
Those quantities have been extracted for all the regimes and plotted in figure Fig. 3.27d.
A spatial correlation of the Nusselt number based on the bulk temperature is shown in
Fig. 3.28a. The correlation rapidly decreases and data become uncorrelated for all cases at a
distance dij = 3. The spatial correlation however seems to decrease faster for Rein = 11 than
the other cases. The correlation distance is in good agreement with the observations for the axial
particle velocity Fig. 3.28c. The distance for decorrelation of the local average temperature ba-
sed Nusselt number is shorter (dij ≥ 1.5) in Fig. 3.28b. This behavior is actually similar to the
hydrodynamic force spatial correlation Fig. 3.28d.
CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE 165
166 4. HEAT TRANSFER IN FLUIDIZED BEDS






















(a) Spatial correlations CNup,Nup .





















(b) Spatial correlations CN˜up,N˜up .





















(c) Spatial correlations CVz ,Vz .



















(d) Spatial correlations CFp,Fp .
Figure 3.28 – Spatial correlation of particulate properties.
166 CHAPITRE 3. LITS FLUIDISÉS LIQUIDE–SOLIDE
5. CONCLUSION 167
5 Conclusion
In the present chapter, we have carried out a study of heat transfer in fluidized beds in order
to estimate the specific role of particle agitation compared to reference correlations for fixed beds.
Our numerical parameters were based on previous grid convergence analysis for flow and heat
transfer around isolated particles or dense fixed beds [68, 245]. Three regimes at high Péclet and
Reynolds numbers were tested and a grid resolution of Np = 32 gives accurate results in accor-
dance with the conclusion of Esteghamatian [66]. Thermal effects are more demanding in terms of
spatial resolution for high Péclet numbers. However, the bed expansion yielded by fluidization and
subsequent weaker temperature gradient on the large scale of the bed for high inlet velocities make
simulations easier. The global Nusselt number is evaluated from the bed mean temperature profile.
Based on a detailed analysis of statistics for four liquid-solid fluidized beds composed of 500 to
3000 particles in bi-periodic systems allowed us to select the numerical setup (500 particles) to
simulate a range of fluidization velocities. Despite some discrepancies (up to 7%) on particle sta-
tistics, all the other physical quantities are well captured with only 500 particles in the fluidized bed.
This configuration is then used to run a set of four fluidization regimes ranging from Rein = 4
to Rein = 11. Overall flow characteristics such as bed height, pressure drop and the relation
between bed porosity and inlet velocity agree with references of the literature or classic empirical
laws. The evolution of the agitation Reynolds number based on the velocity standard deviation
also agrees with the results of Tang [221] for high Reynods numbers. Particle agitation was found
to slightly decrease the drag coefficient distribution width into the bed when compared to a fixed
configuration. Although particle agitation homogenizes the distribution of hydrodynamic forces
acting on particles, the distribution of the fluid fluctuations is more narrow. As a consequence,
the distributions of axial and transverse velocities in the particle vicinity were found to linearly
increase with the particle agitation Reynolds number in the range of configurations we tested. The
particles rotational and translational velocities were compared. Particle rotation is dominating
more particularly at low Reynods numbers. The particles actually roll on one another due to local
hindering effect of surrounding particles. For more dilute regimes (i.e. higher inlet velocity), the
larger inter-particle distance reduces the ratio of rotation to translation.
The average heat transfer coefficient of the fluidized beds estimated from classic (1-D) balance
shows a good agreement with the correlation of Deen [45]. Moreover, the fixed beds corresponding
to snapshots of fluidized regimes have shown to be more efficient in heat transfer by 3% to 6%
when compared to the fluidized beds. Similarly to the drag coefficient, Nusselt number distribution
is more narrow with particle agitation. No particular difference on the Nusselt number distribution
were found with fixed beds configurations. The dynamics of many thermal parameters was also
studied. Especially, the Nusselt number definition based on local fluid temperature average or
bulk temperature interpolated at the particle height were compared. This helps to understand the
specific temporal dynamics of the heat transfer in fluidized beds.
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Appendices
3.A Auto-perturbation des quantités volumiques locales
Cette partie vient compléter l’analyse réalisée sur l’impact du noyau de pondération dans
les lits fixes de particules du Chapitre 2. Une attention particulière est ici dédiée à l’estimation
de la perturbation des grandeurs locales (vitesse, température) par la présence des particules
lors des moyennes volumiques. Une estimation de cette perturbation pour une particule isolée
est réalisée pour la température (voir Chapitre 2) et prend alors la forme d’une exponentielle
décroissante sur l’estimation de la température.
Plus généralement, la modélisation de la force de traînée dans les écoulements fluide–
particules nécessite la définition d’une vitesse relative entre le fluide et les particules Ur =
Vp−Uc. Ici Vp représente la vitesse de la particule et Uc la vitesse du fluide selon la définition
du modèle à deux fluides (TFM) (voir équation 3.48). De fait, Ur correspond à la vitesse
moyenne du fluide dans un élément représentatif du système fluide–particules. La définition
du coefficient de traînée Cd peut alors prendre différentes formes. Hill et al. [99, 100] par
exemple, qui utilisent une méthode Lattice-Boltzman pour simuler les écoulements dans des
configurations fixes de particules, s’intéressent aux effets visqueux et inertiels du chargement
solide sur la force de traînée. Dans leur étude, cette dernière est alors estimée par normalisation
de l’interaction fluide–particule par la force de traînée de Stokes 3piµ∗cU∗c,ind∗p. Cette définition
est reprise par Beetstra dans des configurations bi-disperses [16] et pour des régimes plus
convectifs. Wen et Yu [254] définissent un facteur correctif sur le coefficient de traînée Cd/Cd,0,
avec Cd,0 le coefficient de traînée de Stokes pour une particule isolée, défini à partir de la
vitesse superficielle du fluide. Enfin, d’autres auteurs [160, 261] utilisent la vitesse interstitielle
















Une seconde approche existe pour estimer les paramètres locaux de l’écoulement et se
base sur la formulation de Maxey et Riley [152]. Cette équation décrit le mouvement d’une
particule dans un écoulement fluide non-uniforme. Dans le cas de particules ponctuelles, la
vitesse du fluide est celle à la position de la particule. Cependant, lorsque la particule a
une taille définie, l’approximation de Faxén vient corriger l’équation de Maxey-Riley par
intégration de la vitesse fluide sur la surface de la particule et de l’accélération du fluide sur
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le volume de la particule. Meller et Liberzon [154] estiment cette vitesse en interpolant la
vitesse fluide à l’aide d’une loi puissance inversement proportionnelle à la distance sur leur
données PTV. Récemment, Akiki et al. [7] utilisent un code spectral pour estimer les vitesses
et accélérations du fluide à la position de la particule. Les interactions de paires de particules
sur la force hydrodynamique sont ensuite tabulées en fonction de la distance, de l’angle et du
régime d’écoulement. L’hypothèse de superposition des contributions de paires de particules
[218] dans les systèmes multi-particules montre alors un bon accord dans des configurations
simples.
Les lits fixes extraits à partir des positions des particules à des instants précis des confi-
gurations mobiles résolues sont repris ici. Pour rappel, ces lits sont bi-périodiques tels que
LT = 8 et Lax = 15. Le nombre de Reynolds balaye la gamme 4 ≤ Rein ≤ 11 et le nombre de
Prandtl est fixé à Pr = 10. Dans ces conditions, le taux de chauffe du lit Td−Tc,out varie entre
85% et 97%. Les instants sélectionnés pour figer les particules sont choisis de telle sorte que la
porosité locale autour de la particule soit décorrélée entre les deux instants de la simulation.
Dans les configurations retenues, 5 particules sont retirées du lit fixe comme suit :
— Les 5 particules sont à une hauteur dans le lit proche de Hbed/2.
— La particule se situant la plus proche du centre du lit est retirée en premier.
— Les 4 particules restantes sont choisies pour être à une distance dij > 3 de la première
dans chaque direction pointant vers les coins du lit. Ici dij représente la distance entre
la particule i et la particule j.
3.A.1 Méthode de calcul des grandeurs locales
Dans cette partie, la définition de la vitesse et de la température locale sont calculées et
comparées dans une configuration fixe : i) moyenne surfacique, ii) moyenne volumique locale
à l’aide de cube autour des particules de tailles 1 ≤ Lbox ≤ 5. À noter qu’ici, aucun noyau de
pondération (soit g(r) = 1) n’est utilisé dans la phase fluide pour les moyennes volumiques.
Ces moyennes sont réalisées pour chaque particule du système. Dans le cas d’une des 5
particules retirées des simulations, une boîte de même taille est créée à l’emplacement de
la particule absente et les grandeurs fluides sont ensuite calculées. Ces grandeurs sont une
estimation des propriétés fluides non-perturbées par la présence des particules absentes. Pour
les grandeurs surfaciques, le profil de la propriété fluide considérée est interpolé à l’altitude
de la particule (retirée ou non).
Lorsque les comparaisons des grandeurs sont réalisées, les valeurs du lit fixe « complet »
sont prises comme valeurs de références dans le cas des particules n’étant pas retirées. Au
contraire, les valeurs non-perturbées issues du lit « incomplet » sont prises comme référence
pour les particules extraites du lit. Pour chaque simulation, la valeur moyenne de l’écart pour
les particules retirées et non-retirées est calculée.
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Figure 3.A.1 – Effet de l’auto-perturbation d’une particule sur la vitesse environnante u˜c,ax,
Lbox = 2 et Lbox = 4.
3.A.2 Effet sur la vitesse relative / coefficient de traînée
Dans le cas de la vitesse axiale de l’écoulement calculée avec les moyennes volumiques, un
effet limité sur la valeur de l’écart est observé pour les particules gardées (voir Fig. 3.A.1).
Pour toutes les tailles de boîtes, l’écart entre les simulations n’excède pas 2% sur l’ensemble
des particules. Au contraire, pour les particules qui sont retirées du lit, la valeur moyenne de
la déviation montre une large dispersion pour Lbox = 2. L’erreur moyenne pour cette taille
de boîte se situe autour de 10% dans toutes les configurations. Cet écart tombe à 2% pour
un volume de contrôle de Lbox = 4. Cette diminution de l’écart est un effet directement lié à
la taille du volume de contrôle. La contribution du volume de particule retiré dans le volume
total de la boîte est moins importante à mesure que Lbox augmente. Ainsi, la contribution de
la sphère est de 6.5% du volume total pour Lbox = 2 et chute à moins de 1% pour Lbox = 4. Si
la valeur de la vitesse volumique axiale pour les particules retirées est maintenant comparée
à la vitesse surfacique axiale du fluide, un écart autour de -10% est observé pour une taille
de boîte Lbox = 2. Cet écart tombe à -5.1% pour une taille Lbox = 4, dans la gamme d’erreur
produite pour les particules non retirées. Ceci met en évidence que l’omission d’une particule
ne change pas le comportement global du lit, mais que la vitesse locale non perturbée par
la particule lorsque cette dernière est retirée du système n’est pas équivalente à la vitesse
interstitielle. Pour l’ensemble des tailles de boîtes testées, l’écart entre la valeur volumique
pour une particule retirée n’excède jamais 20%.
En se rapprochant de la définition de Maxey et Riley pour une particule ponctuelle, un
second écart peut être calculé en prenant comme valeur de référence la vitesse du fluide à la
position de la particule. Dans le cas présent, cette vitesse correspond à la vitesse moyenne
dans un volume de contrôle de largeur Lbox = 1 centré sur la position des particules retirées
(voir Fig. 3.A.2). Cette définition traduit la contribution de la présence de la particule sur
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Figure 3.A.2 – Erreur de la vitesse environnante u˜c,ax, à la vitesse non–perturbée, Lbox = 2
et Lbox = 4.
l’écoulement moyen dans son environnement proche. L’erreur basée sur cette définition montre
alors une valeur constante autour de 40% pour tous les régimes d’écoulements testés. Cette
valeur varie d’ailleurs peu avec la taille de boîte considérée.
La définition du coefficient de traînée de l’équation 3.48 induit que la variation de Cd
est directement proportionnelle à celle de Ur. Ainsi, les variations observées ci-dessus pour
la vitesse relative sont celles que peuvent subir les valeurs calculées du coefficient de traînée.
Ainsi, selon la définition de Ur, le coefficient de traînée peut être modifié de moins de 2% à
plus de 40%.
3.A.3 Effet sur la température locale et le nombre de Nusselt
Les mêmes méthodes de moyenne sont utilisées ici pour le transfert thermique. Fig. 3.A.3a
montre l’écart observé entre la température perturbée et la température non-perturbée par
les particules. Ici la comparaison se fait à des tailles de boîtes comparables. L’effet de la
contribution volumique de la particule dans le volume de contrôle déjà mis en évidence pour
la partie hydrodynamique est aussi visible ici : la déviation pour Lbox = 2 est plus grande
que pour Lbox = 4. Cependant, les niveaux d’erreurs sont bien moins importants que pour
l’hydrodynamique et semble augmenter avec la vitesse d’injection : elle passe de 2% à 5%
entre Rein = 4 et Rein = 11 avec une taille de boîte Lbox = 2 et de 0.5% à 2% pour une taille
de boîte Lbox = 4. Par définition du coefficient de traînée et du nombre de Nusselt, l’écart
observé sur la vitesse relative / la température locale impacte de la même manière les deux
quantités. Ainsi, la variation du nombre de Nusselt n’excède pas 5% selon la définition de la
température environnante.
Dans le cas ou l’écart est calculé avec comme référence la température « à la position
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(b) Err(T˜c), Ref : Lbox = 1dp.
Figure 3.A.3 – Effet de l’auto-perturbation d’une particule sur la température environnante
u˜c pour Lbox = 2 et Lbox = 4.
de la particule » (i.e. boîte de Lbox = 1 centrée sur la particule retirée dans la simulation
« incomplète »), les tendances observées ci-dessus restent identiques, mais les niveaux d’erreurs
sont plus importants (voir Fig. 3.A.3b). Ainsi, l’écart sur le nombre de Nusselt se trouve
autour de 5% à Rein = 4 et proche de 14% pour Rein = 11.
La définition de la température environnante de la particule, et donc, le potentiel d’échange
de la particule avec le fluide est, dans les configurations choisies, moins impactant pour le
nombre de Nusselt que pour le coefficient de traînée. Les écarts observés entre température
non-perturbée et vitesse non-perturbée sont largement réduits sur les aspects thermiques.
Cependant, dépendamment de la définition choisie pour la température de référence, les écarts
sur le nombre de Nusslet peuvent atteindre 14%.
3.A.4 Impact sur les propriétés des particules voisines
Dans la partie précédente, les propriétés du fluide sont calculées à la position des 5 par-
ticules qui sont retirées du système permettant d’estimer l’impact de l’auto-perturbation de
la particule sur les champs de la phase fluide. Indépendamment du champ de vitesses ou de
température, une taille de boîte Lbox ≥ 3 produit des écarts inférieur à 5% sur la valeur du
coefficient de traînée ou du nombre de Nusselt. Ici, l’impact de la suppression des particules
est regardé sur les propriétés hydrodynamiques et thermiques des particules environnantes.
Les particules considérées dans l’environnement proche des particules sont sélectionnées en
utilisant un critère d’intersection avec une sphère fictive centrée sur la position des particules
retirées. Un schéma du processus de sélection du voisinage est montré en Fig. 3.A.4. Pour
rappel, la procédure de suppression des particules utilise un critère sur la distance entre les
deux sphères qui seront retirées. De ce fait, seules les particules comprises entre 1 ≤ dij ≤ 2
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sont considérées comme voisines dans cette partie. Ainsi, les effets combinés de deux particules
retirées sur des voisines communes sont réduits. Cette hypothèse suppose que l’effet combiné
de deux particules supprimées est faible et que l’effet sur les voisines proches est uniquement
lié à la suppression de la particule la plus proche. Enfin, pour chaque particule vérifiant le
critère de sélection des particules voisines, la distance à la particule retirée la plus proches
et l’angle formé entre le centre des particules et l’axe principal de l’écoulement sont calculés
(voir Fig. 3.15a) et respectivement notés drj et θrj . Ici, l’angle θrj n’est pas orienté et prend
donc des valeurs contenues entre 0 ≤ θrj ≤ pi. Ces paires de données (drj , θrj) permettent de
tracer une carte de l’effet de la suppression sur les propriétés des particules environnantes. Le
processus de sélection des particules voisines est réalisé pour chaque particule retirée et les
voisines sont toutes rassemblées pour les analyses suivantes.
Pr
Figure 3.A.4 – Méthode de sélection des particules voisines. Particule retirée : Pr ; Gris :
Voisines sélectionnées (intersection avec le cercle pointillé) ; Blanc : Particule ne vérifiant pas
le critère.
Une comparaison directe de l’écart entre la simulation « complète » et « incomplète » pour
la force hydrodynamique et le flux de chaleur des particules voisines est réalisée. Le graphique
polaire de l’angle θrj et de la distance inter-particulaire drj est coloré par l’écart calculé sur
la force axiale hydrodynamique (voir Fig. 3.A.5). Il est dans un premier temps intéressant
de noter que le nombre de particules mises en jeu dans chaque configuration varie avec la
porosité moyenne locale (cette dernière varie avec Rein dans les lits fluidisés). Dans le cas
concentré Rein = 4 montre une distribution non-homogène des occurrences des voisines. Deux
cercles concentriques centrés sur drj = 1 et drj = 2 concentrent la majorité des réalisations.
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Cette observation semble décroître pour les porosités plus importantes. La répartition des
réalisations est en fait proportionnelle aux solutions de l’équations de Percus-Yevik [180].
Les niveaux d’erreur observés par les particules voisines montrent une nette diminution
de la force axiale dans les 3 régimes pour des angles compris pi4 ≤ θrj ≤ 3pi4 . De plus, du
fait de la plus grande proximité des particules pour les régimes denses, les niveaux d’erreur
observés sont aussi plus importants à Rein = 4 qu’à Rein = 11. Au contraire, les particules
localisées à des angles θrj ≤ pi4 et θrj ≥ 3pi4 sont soumises à une augmentation de la force
d’interaction fluide–particule. La création d’un passage préférentiel lors de la suppression
d’une particule génère un changement des contraintes sur les particules environnantes. Ces
contraintes peuvent être réduites de plus de 30% dans certaines configurations. La création
d’un passage préférentiel a pour conséquence d’augmenter la force fluide–particule alignées
dans le sens de l’écoulement avec la particule retirée. Au contraire, les particules proches
du plan transverse à l’écoulement au niveau de la particule retirée subissent une diminution
de l’interaction fluide–particule. L’effet semble de plus s’estomper lorsque la distance drj
augmente.
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(c) Rein = 11, αc = 0.637.
Figure 3.A.5 – Effet de la suppression d’une particule sur la force hydrodynamique Fax des
voisines. Coloré par l’écart sur Fax : e = Fi,ax,all−Fi,ax,remFi,ax,all .
Les particules voisines des sphères retirées des simulations sont désormais étudiées par
l’écart sur le flux de chaleur (voir Fig. 3.A.6) calculé entre simulations « complète » et « in-
complète ». Une première observation montre que l’évolution de l’écart est ici principalement
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(b) Rein = 11, αc = 0.637.
Figure 3.A.6 – Effet de la suppression d’une particule sur le flux de chaleur normalisé Nup
des voisines. Coloré par l’écart sur Nup : e = Nupi,all−Nupi,remNupi,all .
porté par l’angle de θrj . Pour les faibles angles, la déviation du flux de chaleur est quasi-nulle
et augmente avec l’angle θrj . Une faible diminution est observée pour θp,j ≈ pi/2 pour une
vitesse d’entrée Rein = 11. Pour les grands angles θrj la déviation est bien plus importante
et le flux de chaleur des particules peut même doubler. La forte interaction thermique pour
les régimes denses (Rein = 4) couplée à des nombres de Péclet plus faibles (diffusion ther-
mique dans le fluide plus importante), le flux de chaleur calculé pour les angles proches de
θrj = pi peut être multiplié par 8 alors que ce facteur n’excède pas 1.2 pour les régimes moins
concentrés. Contrairement à la force hydrodynamique, les changements du flux de chaleur
sont dominés par les effets amont–aval et peu par des effets transverses. Ces observations sont
en accord avec les résultats obtenus au Chapitre 2.
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3.B Interactions mur-particules
Une autre question ouverte pour la modélisation Euler-Euler concerne l’interaction avec
les parois du lit fluidisé. En particulier, la condition limite à imposer pour les particules
au niveau des parois est complexe. Une condition de non glissement revient à considérer
que les particules adhèrent au mur ne semble pas satisfaisante. Une autre option consiste à
définir une réflexion de la PDF des vitesses après collisions avec un mur dans les équations
de Boltzmann. Une telle condition semble plus appropriée mais nécessite de spécifier si cette
réflexion est isotrope ou non. Enfin, lorsque les particules sont proches des parois, la gêne
stérique est réduite et la porosité locale augmente (voir Chapitre 2). Il devient alors intéressant
de déterminer quels sont les impacts sur les couches limites thermiques et hydrodynamiques
dans ce cas de figure. Enfin, la condition de non glissement fluide aux parois engendre des
gradients hydrodynamiques qui impactent la distribution des vitesses des particules. Cette
modification doit être une fonction du nombre de Stokes particulaire. Au niveau thermique,
le champ de température peut être constant aux parois (chauffe / refroidissement du lit) ou
adiabatique. Dans les deux cas, la même problématique que pour l’hydrodynamique se pose
sur l’impact pour les transferts de chaleur. Dans le cas d’un écoulement cisaillé contenant
des particules dont le mouvement est Brownien, Souzy et al. [211] montrent numériquement
que la diffusion d’un traceur depuis le mur vers le centre est augmentée par la présence des
particules.
La configuration en lit fluidisé bi-périodique de 500 particules est reprise ici. Pour un
régime de fluidisation Rein = 9, des parois sont ajoutées dans les directions transverses. Tous
les paramètres physiques de la phase fluide, les paramètres thermiques et de collisions sont
gardés constants et identiques à la simulation bi-périodique. La condition limite thermique
dans le cas avec paroi est celle correspondant à des parois adiabatiques : ∂T ∗c /∂n = 0. Une
visualisation des deux configurations est proposée en Fig. 3.B.1.
Figure 3.B.1 – Comparaison du régime de fluidisation dans un lit de 500 particules : Gauche :
Bi-périodique, Droite : Murs.
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3.B.1 Présence de murs : impact hydrodynamique
Dans cette nouvelle simulation, la hauteur du lit est calculée de la même manière que
pour le lit fluidisé bi-périodique (critère des 99%). La présence des murs contraint la configu-
ration des particules sur les limites du domaine et le lit gagne en hauteur. Pour ce régime de
fluidisation, le lit se comporte toujours comme un lit dense homogène. Bien que la présence
d’inhomogénéités locales de la phase fluide soit observée, aucun phénomène de pistonnage
n’apparaît par confinement. Les oscillations de la hauteur du lit sont identiques à celles du lit
bi-périodique. Une augmentation de 6.5% de la hauteur moyenne du lit est observée du fait
de la présence des murs.
De la même manière que pour les configurations en lits fixes avec parois du Chapitre 2,
les particules du lit sont réparties à chaque instant en trois familles en fonction de leur place
dans le lit : proche d’un coin, d’un mur ou dans le cœur du lit. Le critère retenu dans le cas
des lits fixes considère une distance inférieure à 0.9d∗p d’une paroi pour la catégorie « Mur »
et de deux parois pour les « Coins ».
3.B.1.1 Présence de murs : impact sur le mouvement des particules
Dans un canal de section carrée, l’effet de la présence des murs génère une couche limite
hydrodynamique dont il est possible d’estimer l’épaisseur en écoulement laminaire. Cependant,
lorsque des particules sont présentes dans le fluide, le mouvement de celles-ci va modifier le
profil moyen de vitesse dans l’écoulement et en proche paroi. Il est alors difficile d’estimer
a priori la distance « mur–particule » au–delà de laquelle le mur n’impacte plus la vitesse
des particules dans le lit. De plus, l’agitation moyenne des particules, et en particulier leur
nombre de Stokes, va impacter la distance d’effet des murs. Une comparaison des distributions
de vitesses est ici réalisée dans les trois zones (i.e. « Domaine », « Murs » et « Coins ») en
fonction du critère η choisi pour discriminer chaque classe de particule. Ce critère est tel
que : si dmur−part < η, alors la particule est considérée en proche paroi. Si ce critère est
vérifié pour deux murs, alors la particule appartient à la catégorie « Coins ». Le lecteur
notera que dmur−particule est calculée entre le centre de la particule et le mur considéré (i.e.
dmur−particule = 0.5 au moment d’une collision entre un mur et une particule). Par conséquent,
les valeurs prises par le critère de sélection η sont telles que η > 0.5. Le tableau Tab. 3.B.1
rassemble la valeur des centres des distributions des PDF associées à chaque critère. Le critère
de répartition semble avoir un faible impact sur les centres des distributions pour η ≥ 0.8
(variation inférieure à 2%) pour la catégorie « Domaine ». La catégorie « Murs » voit sa
distribution se superposer à celle du cœur du lit pour η ≥ 2.5 et perd ainsi son caractère de
localisation. L’effet du critère semble plus important pour la catégorie « Coins » : son centre
est déplacé de plus de 20% entre η = 1.2 et η = 3.
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Table 3.B.1 – Estimation du critère d’interaction mur–particules : distance critique d’effet
pariétal.
η 3 2.5 1.7 1.2 0.8 Bi–périodique
Domaine 0.556 0.556 0.556 0.556 0.533 0.533
Murs 0.533 0.511 0.489 0.444 0.444 0.533
Coins 0.467 0.444 0.422 0.400 0.378 0.533
Le critère à sélectionner pour cette catégorie doit contenir un nombre suffisant d’occur-
rences pour calculer la PDF sans que celle-ci soit perturbée par des réalisations indépendantes
de l’effet des parois. Une étude plus fine (voir Fig. 3.B.2) autour de 0.6 ≤ η ≤ 0.9 montre
que la variation de la distribution est faible dans cette gamme pour l’ensemble des catégories
(écart de la valeur moyenne inférieure à 5%). Pour des raisons de nombre de réalisations, il
est choisi pour la suite le critère : η = 0.9. Ce critère peut être diminué afin de ne sélectionner
que les particules en proche paroi (0.5 ≤ η ≤ 0.6) mais demande un temps de simulation plus
long pour contenir suffisamment d’occurrences.


























































Figure 3.B.2 – Effet du critère de répartition sur la distribution autour de η = 0.9.
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Dans le cas où les parois sont présentes, et bien que les vitesses soient proches, la vitesse
moyenne des particules en proche paroi et proche des coins est plus faible que pour les parti-
cules au centre du lit : cette réduction est de l’ordre de 17% pour les particules proches des
murs et de 29% pour les particules proches des coins. Ceci s’observe aussi au niveau des PDF
comme montré Fig. 3.B.3a. L’écart-type des distributions est moins impacté par la catégorie
des particules (-7% pour la catégorie «Murs » et -12% pour la catégorie « Coins » par rapport
au centre du lit). Il est intéressant de noter que la distribution pour les particules au centre du
lit est identique à celle du lit fluidisé bi-périodique. Ainsi, la présence de parois génère des gra-
dients de vitesse fluide qui, dans le cas de faibles nombres de Stokes, impacte la dynamique
des particules dans leur entourage. Une étude plus précise sur les composantes axiales et
transverses des vitesses des particules montre que la distribution des vitesses axiales n’est pas
impactée par la présence de murs (voir Fig. 3.B.3b). Au contraire, les distributions de vitesses
transverses des particules montre un écart plus important comme indiqué en Fig. 3.B.3c. Les
distributions restent de formes Gaussiennes dans le centre du lit mais s’en écarte en proche
paroi et dans les coins. L’écart-type des distributions est diminué de 28% dans le cas des
particules proches des parois et de 65% pour les particules situées dans les coins. Il est inté-
ressant de noter que la présence des murs et les contraintes géométriques associées dans cette
configuration impactent uniquement les composantes transverses des vitesses particulaires en
proche paroi. Ceci permet de quantifier le changement de la forme de la PDF des vitesses
potentiellement lié à la collision avec les murs ou simplement à la gêne engendrée : les fortes
valeurs absolues de vitesses normales aux murs sont sous-représentées par rapport au centre
du lit.
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Figure 3.B.3 – Fonction de densité de probabilité de vitesses : comparaison bi–périodique et
murs.
Le cas particulier des particules en proche paroi peut être divisé en deux sous-catégories :
la composante de vitesse transverse normale au mur et la composante de vitesse transverse
qui est tangente au mur proche de la particule comme indiqué sur le schéma en Fig. 3.B.4.
Ici, V⊥ traduit la composante transverse de la vitesse qui est normale au mur, et V‖ la com-
posante de vitesse transverse parallèle au mur. Pour chaque particule vérifiant le critère de
particule en proche paroi, les composantes transverses des vitesses normale et parallèle au
mur sont extraites et les densités de probabilités tracées pour l’ensemble des réalisations (voir
Fig. 3.B.5). Il apparaît ici que la présence du mur et les possibles collisions avec ce dernier
impactent largement la PDF de vitesse transverse normale au mur. Cette dernière est centrée
à V⊥ = 0 et est beaucoup moins étalée que celle de la composante transverse parallèle au mur.
Ces distributions ne suivent alors plus des lois gaussiennes mais peuvent être approchées par
une loi de Laplace ou par une fonction lorentzienne (voir équation 3.51).
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Figure 3.B.4 – Distinctions entre vitesse transverse normale et parallèle aux murs pour les
particules de la catégorie « Murs ».

















Figure 3.B.5 – Fonctions de densité de probabilité des vitesses normales V⊥ et transverses
V‖ aux murs pour la catégorie « Murs ».
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Les changements des vitesses observés dans les régions proches des murs et des coins
induisent une modification du déplacement moyen des particules dans ces zones et donc de
l’agitation locale des particules. Cette anisotropie peut se calculer à partir de l’écart–type
des distributions de vitesse selon chaque composante. Du fait de la réduction de l’étalement
des vitesses transverses à l’écoulement dans ces zones, l’anisotropie du mouvement moyen
des particules est ainsi multipliée par 1.4 pour les particules de la catégorie « Murs » et par
2.85 pour la catégorie « Coins » : l’agitation est alors principalement portée par le seul axe
permettant un degré de liberté.
Dans un dernier temps, le processus de classement des particules est étendu pour connaître
le coefficient d’autodiffusion dans les trois régions définies. Le calcul de ces grandeurs implique
de ne sélectionner que les particules restant un temps suffisamment long dans chaque zone
pour connaître l’effet de l’interaction avec les parois sur le coefficient d’autodiffusion : ∆tres >
∆tcrit (voir Fig. 3.B.6). Or, dans la plupart des cas, les particules arrivent en proche paroi
puis ressortent dans un laps de temps ∆tres qui peut être calculé, et est dépendant de son
environnement proche et de sa trajectoire.
ηdp
∆tres
Figure 3.B.6 – Définitions du temps de résidence en proche paroi dans un lit fluidisé.
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Ainsi, plusieurs « temps de séjour » critiques ∆tcrit dans chaque zone sont testés de
manière à estimer l’impact de ce paramètre sur le calcul du coefficient d’autodiffusion dans ces
zones (voir Fig. 3.B.7). Pour un temps de résidence compris entre ∆tres = 4.5 et ∆tre = 11.25,
une faible variation du coefficient d’autodiffusion est constatée. Bien que la valeur calculée ne
soit pas complètement identique, elle permet d’obtenir une valeur avec une confiance autour
de 15%. La valeur calculée pour ∆tres = 13.5 montre un plus grand écart avec les précédentes
courbes. Ceci est lié à un nombre de réalisations trop peu important pour ce temps de séjour
long. Un temps de résidence de ∆tres = 11.25 est donc choisi pour la suite.

























Figure 3.B.7 – Impact du temps de résidence dans les zones « Murs » sur l’estimation d’un
coefficient d’autodiffusion transverse granulaire.
Les coefficients d’autodiffusion transverses sont montrés en Fig. 3.B.8 pour chaque ca-
tégorie de particules et comparés. Les valeurs des coefficients sont fortement impactées par
la présence des murs. D’ailleurs, dans le cas des particules proches des coins, le régime n’a
plus de caractère diffusif du fait de la contrainte générée par les murs. Le régime balistique
est d’ailleurs bien plus court dans cette zone que pour les deux autres régions (ce dernier
est aussi légèrement plus court pour la zone en proche paroi que dans le lit). Dans le cas
des particules en proche paroi, le coefficient est inférieur à celui dans le lit. Une étude pour
un temps de séjour plus long doit être réalisée pour confirmer que cette classe ne subit pas
les mêmes contraintes que la catégorie « Coins » pour des temps plus longs. Enfin, il doit
être noté ici que le coefficient de diffusion transverse dans le cœur du lit est très proche de
celui calculé dans le cas bi-périodique (voir Fig. 3.17). Cette observation tend à valider le
caractère qualitatif des valeurs calculées ainsi qu’à confirmer le comportement similaire des
deux simulations dans cette zone.
Le tableau Tab. 3.B.2 rassemble les coefficients d’autodiffusion pour les trois zones du
lit. Le coefficient d’autodiffusion est réduit d’environ 50% dans la région proche paroi compa-
rativement au cœur du lit. Ceci traduit l’effet de la réduction des distributions des vitesses
transverses dans cette zone : les particules sont moins agitées et le milieu diffuse moins dans ces
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directions. La répetition de cette procédure pour d’autres régimes d’écoulement permettrait
de mettre en avant l’effet du nombre de Stokes et de la lubrification.





















Figure 3.B.8 – Estimation des coefficients d’autodiffusion dans le cas avec parois.
Table 3.B.2 – Estimation des coefficients d’autodiffusion granulaire : impact des parois.
Bi-périodiqueMtr DomaineMtr MursMtr
Dtr 0.10 0.10 0.045
La distinction des propriétés des particules proches des parois ou dans le lit peut aussi
se faire au regard de la rotation des particules. Les vitesses de rotations sont ici comparées
pour les trois classes de particules : « Murs » , « Coins » et « Domaine » (voir Fig. 3.B.9).
De manière similaire aux PDF des vitesses, les PDF des vitesses de rotation sont légèrement
réduites pour les particules proches des murs et des coins, comparées au système bi-périodique.
La diminution est cependant moins marquée que pour les vitesses de translation : -13% pour
les particules dans la catégorie « Murs » et -16% pour les particules de la catégorie « Coins » .
L’écart-type semble encore une fois, peu impacté par la catégorie de particules et suit une loi de
type log-normale. Ici encore, une différence entre les composantes axiales et transverses peut
être effectuée comme montré en Figs. 3.B.9b et 3.B.9c. Contrairement aux composantes des
vitesses de translation des particules, la rotation transverse est peu impactée par la présence
des murs. Au contraire, la rotation axiale montre une distribution moins étalée pour les
catégories « Murs » et « Coins » que pour la partie bi-périodique ou dans le lit.
Les potentielles collisions ou la simple présence des murs dans le lit fluidisé liquide–solide
tendent à augmenter l’anisotropie des distributions des vitesses de translation et de rotation.
Les vitesses transverses ainsi que la rotation axiale sont moins importantes. Le mouvement
dans ces zones est plus caractérisé par un mouvement axial (ascendant ou descendant) lié à
la recirculation des particules. Aucune augmentation de la vitesse axiale moyenne dans ces
zones n’est cependant observée. Le mouvement en proche paroi est cependant moins rapide en
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(a) Distribution de la rotation des particules.


















(b) Distribution de la composante axiale de
la rotation des particules.


















(c) Distribution de la composante transverse
de la rotation des particules.
Figure 3.B.9 – Fonction de densité de probabilité de vitesses : comparaison bi–périodique et
murs.
valeur absolue moyenne qu’au cœur du lit du fait du mouvement plus lent dans les directions
transverses. Ces phénomènes sont amplifiés pour les particules de la catégorie « Coins » du
fait de la contribution des deux parois dans la réduction des vitesses de translation et de
rotation.
3.B.1.2 Présence de murs : impact sur la force fluide–particule
Le changement de mouvement dans les trois zones considérées modifie aussi l’action du
fluide sur les particules dans ces zones. Ainsi les distributions de la force d’interaction fluide–
particule sont extraites pour chaque particule selon la zone à laquelle elle appartient. La
moyenne temporelle de ces distributions est montrée en Fig. 3.B.10. Ces paramètres ont été
observés en lits fixes et montrent ici les mêmes tendances : la force subie par les particules
proches des coins est légèrement plus importante que pour les deux autres catégories (+9%).
Il est intéressant de noter que le critère retenu ne permet pas de distinguer les catégories
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« Domaine » et « Murs ». Ceci indique que le changement de la forme de la distribution des
vitesses dans cette région n’est pas relié aux forces hydrodynamiques, mais à des effets de
configuration ou de lubrification liés aux murs.






















(a) Distribution de la force hydrodynamique.



















(b) Distribution de la force hydrodynamique
axiale.






















(c) Distribution de la force hydrodynamique
transverse.
Figure 3.B.10 – Fonction de densité de probabilité de vitesses : comparaison bi–périodique
et murs.
Comme déjà mis en évidence dans les lits fixes, la valeur de la force fluide–particule
observée par les sphères proches des coins est principalement portée par la composante axiale
de l’écoulement (voir Fig. 3.B.10b). La largeur de la distribution semble aussi indépendante de
la catégorie des particules. Il est de plus à noter que la distribution des forces transverses n’est
quasiment pas impactée par la position des particules dans le lit comme affiché en Fig. 3.B.10c.
Il a été mis en évidence au–dessus que dans ces zones, le mouvement est majoritairement
axial et que la contrainte de configuration liée aux murs peut être responsable de passages
préférentiels pour le fluide. Le fluide s’écoule alors plus vite dans ces zones et la force subie
par les particules se trouve aussi plus importante.
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3.B.1.3 Présence de murs : Effect sur la dynamique des collisions
La connaissance de la position des particules à chaque instant permet de déterminer les
collisions avec les murs et d’extraire les vitesses et angles à l’impact et post-collisions. De
la même manière que pour les lits bi–périodique, les interactions sont repérées en utilisant
le critère suivant : ||xwall − xp|| < rp + δ. Ici δ définit la distance à laquelle les forces de
lubrification, qui ne sont pas prises en compte ici, deviennent inférieures aux interactions
fluide–particule. À des fins de vérification, trois valeurs de δ sont testées pour définir le début
et la fin des interactions et semblent n’impacter que légèrement la forme de la distribution des
angles à l’impact (voir Fig. 3.B.11). Cette observation indique que l’approche des particules
lors des interactions de type mur–sphère se fait à un nombre de Stokes suffisamment grand
pour ne pas être impacté par le critère choisi dans la gamme d∗p/40 ≤ δ ≤ 8d∗p/40.

















Figure 3.B.11 – Influence du critère de détection des collisions sur l’angle d’impact.
L’objectif est ici de mettre en évidence l’impact des murs sur les collisions dans un lit
fluidisé liquide–solide. Ainsi, pour chaque particule, le temps de présence ∆tres dans chaque
zone est extrait ainsi que le nombre d’interactions avec des particules, Nc,PP et avec des
murs Nc,WP subies durant son temps de séjour dans cahque zone. Une interaction commence
lorsque la distance particule–particule ou mur–particule vérifie le critère : rp + δ. De même,
l’interaction prend fin lorsque la distance devient supérieure à ce même critère. Le nombre
d’interactions de chaque type est extrait pour chaque particule sur l’ensemble du régime per-
manent du lit fluidisé. De cette manière, il est possible d’estimer une fréquence d’interaction
fint = (Nc,PP +Nc,WP )/∆tsim pour chaque zone du lit (voir tableau Tab. 3.B.3). Les distri-
butions sont toutes de forme gaussienne mais une large différence est observée sur la valeur
moyenne entre les trois zones du lit. La présence des murs réduit significativement la fréquence
d’interaction entre les particules fint,PP . Au contraire, les interactions de type mur–particule
fint,WP sont moins fréquentes qu’entre particules en proche paroi. Ces modifications peuvent
avoir trois sources : modification de la porosité moyenne (problème d’arrangement des par-
ticules proches des parois), de la vitesse moyenne et de l’agitation des particules. Dans les
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faits, la présence des murs fait varier tous ces paramètres en même temps et une étude plus
poussée est nécessaire pour extraire l’effet relatif de chaque variable. Les travaux de Buffières
[23] et Corona [5] semblent indiquer que la théorie cinétique des écoulements granulaires doit
être modifiée pour les faibles nombres de Stokes et suggèrent un effet de la porosité sur la
fréquence de collision sous la forme (αd/αd,max)2(1− αd/αd,max), avec αd,max la compaction
maximale du lit (ici, αd est la fraction volumique des particules). Il est de plus intéressant de
noter ici, que l’agitation des particules est peu modifiée entre les trois zones du lit alors que la
fréquence d’interaction est fortement réduite (voir Fig. 3.B.3a). Par ailleurs, l’utilisation de
moyenne locale centrée autour des particules dans chaque zone avec Lbox = 2 montre un écart
respectif de 5% et 8% à la porosité moyenne dans le lit pour les zones « Murs » et « Coins ».
Le paramètre observant la plus grande variation est la vitesse moyenne des particules (écart
supérieur à 15%) à qui la différence observée peut-être majoritairement attribuée.
Table 3.B.3 – Fréquence d’interactions moyenne pour les trois zones du lit.
fint,PP fint,WP fint,tot
Domaine 93± 22 – 93± 22
Murs 61± 17 9± 6 70± 18
Coins 39± 13 13± 8 48± 15
Les vitesses et angles à l’impact sont aussi calculés. Dans le cas d’une collision mur–
particule, deux angles sont extraits : l’angle par rapport à l’axe principal de l’écoulement











Figure 3.B.12 – Définitions des vitesses et angles d’impacts.
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Figs. 3.B.13a et 3.B.13b montrent l’évolution de l’angle d’impact pour les interactions de
types mur–particule et particule–particule. Il apparaît que les interactions entre particules
montrent une dominante des angles compris entre 0.2 ≤ θ/pi ≤ 0.6 comme observé pour les
lits bi-périodiques. Les trois zones d’intérêt montrent un aplatissement des distributions pour
les particules de la catégorie « Murs » et « Coins » (voir Fig. 3.B.13b). Les impacts alignés
avec l’axe principal de l’écoulement voient leurs proportions augmentées. La présence des
murs et la contrainte stérique associée tendent à homogénéiser la distribution des angles lors
de l’impact : la dominance des angles 0.2 ≤ θ/pi ≤ 0.6 est réduite.
Dans le cas des interactions de type mur–particule, l’angle d’impact varie dans la gamme
0 ≤ θcol ≤ pi/2. La distribution des angles met en évidence des impacts majoritairement
compris entre 0.6 ≤ 2θ/pi ≤ 0.8 : la gêne stérique ainsi que le mouvement principalement axial
des particules dans l’écoulement sont responsables de ces observations. Une distinction entre
l’angle dans le plan de l’écoulement principal θax et dans le plan transverse au mur θtr montre
des comportements opposés : l’angle θax suit la même tendance que précédemment alors que
θtr montre des collisions portées par les faibles angles 2θ/pi ≤ 0.5. L’absence d’écoulement
principal transverse, cette distribution est d’ailleurs plus homogène que celle dans l’axe de
l’écoulement.
Enfin, la distribution des vitesses à l’impact est montrée en Fig. 3.B.13c. Comme observé
au début de cette étude, les vitesses dans les zones « Murs » et « Coins » sont légèrement plus
faibles qu’au centre du lit. Cependant, l’écart observé entre les trois zones est plus faible que
pour les distributions de vitesses moyennes dans chaque région comme indiqué en Fig. 3.B.3a.
3.B.1.4 Présence de murs : impact sur les corrélations temporelles
Les modifications des distributions mises en évidence au-dessus peuvent influer sur les
temps Lagrangiens de relaxation des particules dans ces zones. Ces temps caractéristiques
sont importants dans le cadre de la modélisation DEM–CFD des écoulements fluide–particules.
Esteghamatian et al. [66] utilisent ces derniers dans un modèle stochastique permettant de
réintroduire l’agitation perdue à l’échelle DEM–CFD. À l’aide des positions des particules et
de la définition de la fonction d’autocorrélation, chaque particule ayant un temps de résidence
∆tres > 6.75 dans chaque zone est considérée comme une réalisation (voir Fig. 3.B.6). Ce
temps de résidence, défini à partir des simulations bi–périodiques, permet d’obtenir le temps
du premier « zéro » des fonctions d’autocorrélation.
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(a) Mur–particules : distribution des angles
d’impact.



















(b) Particule–Particule : distribution des
angles d’impact.
















(c) Particule–Particule : distribution des vi-
tesses d’impact.
Figure 3.B.13 – Angles et Vitesses d’impact : effets des parois.




















Figure 3.B.14 – Fonctions d’autocorrélations dans le lit et en proche paroi pour la force
hydrodynamique.
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Fig. 3.B.14 montre l’effet des parois sur les fonctions d’autocorrélation de la force hydro-
dynamique transverse et de la force axiale. Il est à noter la proximité entre les fonctions au
cœur du lit avec parois et dans le lit bi–périodique. Un bon accord de la forme des fonctions
d’autocorrelation d’Esteghamatian et al. [67] est observé ici. De plus, le niveau de corrélation
des fonctions est identique dans le lit et en proche paroi pour les temps courts. Au contraire,
le temps nécessaire pour atteindre une autocorrélation nulle est plus élevé en proche paroi
que dans le cœur du lit. Ceci est à relier avec les variations de vitesses des particules dans
cette zone : réduction de la vitesse et du nombre de collisions total en proche paroi. Les trois
fonctions d’autocorrélation ont la même forme et oscillent autour de zéro aux temps longs. Ce-
pendant, les particules en interaction avec un mur montrent un déphasage de ces oscillations
avec les autres parties du lit.
Les temps intégraux Lagrangiens T sont extraits à partir des fonctions calculées ci-dessus
et comparés à ceux pour les particules au centre du lit tableau Tab. 3.B.4. La présence des
murs et l’interaction avec les particules sont responsables d’une augmentation des temps inté-
graux sur la force et la vitesse. Cette augmentation est de l’ordre de 10–20% pour l’ensemble
des propriétés testées.
Table 3.B.4 – Rapport des temps intégraux Lagrangiens hydrodynamiques entre le centre
du lit et en proche paroi.
Vp,tr Vp,ax Fp,tr Fp,ax
TWalls/TDomain 1.3 1.1 1.2 1.2
3.B.2 Présence de murs : Effet sur la thermique
Dans cette partie, une attention est portée à l’impact des murs sur la partie thermique
de l’écoulement. Il a été mis en évidence un impact des parois sur la dynamique des par-
ticules en proche paroi, notamment sur la vitesse des particules et la force exercée par le
fluide. Ces changements s’accompagnent d’une augmentation de la porosité locale au niveau
des particules liée à la gêne configurationnelle générée par les murs. La combinaison de ces
changements locaux doit avoir un impact direct sur le transfert de chaleur entre le fluide et
les particules dans ces zones. Ainsi, la procédure de répartition des particules utilisée pour les
aspects hydrodynamiques est reproduite ici pour le transfert thermique. Le flux de chaleur
et la température environnante locale sont normalisés Nup(z)/ < Nup(z) >Npartt par rapport
aux profils moyens relevés dans le lit. Ceci permet de mettre en évidence et de quantifier les
zones du lit s’écartant de ce profil moyen. Ici encore, les particules sont classées en trois zones
en fonction de leur position dans le lit. L’effet du critère de répartition η sur les distributions
du flux de chaleur et de la température volumique moyenne autour des particules pour la
catégorie « Murs » est montré en Fig. 3.B.15. Il est observé en Fig. 3.B.15a que la distribu-
tion du flux de chaleur en proche paroi est très peu modifié par le critère de répartition et
rejoint les observations faites plus haut pour les paramètres hydrodynamiques. Au contraire,
la température autour des particules pour une taille de boîte Lbox = 2.5 montre une plus
grande variation pour η ≥ 0.9 : en–deçà, les variations sont limitées (voir Fig. 3.B.15b). Le
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critère η = 0.9 est donc retenu pour ces raisons et par souci de cohérence entre les obser-
vations. Une estimation de l’effet de la taille de boîte montre que la valeur moyenne de la
distribution normalisée n’est pas impactée par le choix de Lbox mais que ce paramètre influe
sur l’étalement et la forme de la PDF.
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(a) Distribution du flux de chaleur normalisé.
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(b) Distribution des températures fluide lo-
cales.
Figure 3.B.15 – Impact du critère de répartition η sur les grandeurs thermiques pour la
catégorie « Murs ».
À l’aide du critère retenu, les distinctions des grandeurs thermiques pour les trois catégo-
ries sont montrées en Fig. 3.B.17. Aucune différence nette n’est observée entre les trois zones
du lit pour la distribution du flux de chaleur normalisé. Chaque zone du lit est le lieu d’un
même spectre de transferts thermiques entre le fluide et les particules autour de la valeur
moyenne, ce qui suggère un effet très limité des parois dans ce cas. De plus, ces observations
sont en contradictions avec la diminution de la vitesse des particules dans ces zones. Cepen-
dant, si le potentiel d’échange dans ces zones est plus important, les distributions du flux de
chaleurs peuvent être équivalentes. Une autre hypothèse pour expliquer ces observations est
liée à un critère d’interaction η trop grand par rapport à la distance d’effet des parois. Cepen-
dant, Fig. 3.B.15b montre que la distribution n’est pas changée entre η = 0.75 et η = 0.9 ne
semble pas confirmer cette hypothèse (un essai pour η = 0.61 vient appuyer cette affirmation).
Au contraire, la distribution des températures normalisées T˜c(z)/ < T˜c(z) >Npartt montre
un écart plus important entre les trois zones du lit. Les particules situées dans le lit ont
une densité de probabilité centrée autour du profil moyen tandis que les températures locales
autour des particules dans les catégories « Murs » et « Coins » voient leurs densités moyennes
être légèrement inférieures au profil moyen (potentiel d’échange plus important). Il doit être
noté ici que lorsque le volume de support des moyennes volumiques intersecte une paroi,
cette dernière est coupée et le volume est tronqué (voir Fig. 3.B.16). Ainsi, les conclusions
précédentes peuvent être biaisées par cette procédure (cf Chapitre 2). Le seul support de
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moyenne ne souffrant pas de cette potentielle source d’erreur correspond à Lbox = 1. Bien que
non représentatif de la microstructure locale, la procédure est effectuée pour ce support. La
distribution moyenne des températures normalisées pour Lbox = 1 montre un écart similaire
entre la catégorie « Murs » et « Domaine » à celui observé pour le support Lbox = 2.5
(voir Fig. 3.B.18). Cette dernière observation soutient l’idée d’un effet local des parois sur la
température environnante et non un artefact numérique.
Figure 3.B.16 – Troncature du volume de contrôle pour les particules en proche paroi.
Par construction, le nombre de Nusselt basé sur la température volumique moyenne est
proportionnel au rapport des deux distributions observées ci–dessus. Aucune différence notoire
n’étant observée pour le flux de chaleur, le nombre de Nusselt suit donc la tendance de
la température volumique environnante. Il est alors observé une diminution du nombre de
Nusselt moyen lors d’une interaction avec une paroi adiabatique. Cette observation va de pair
avec les aspects hydrodynamiques. La diminution locale de la vitesse moyenne des particules
ainsi que l’augmentation de la porosité locale sont deux paramètres agissant sur une réduction
du nombre de Nusselt moyen.
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(a) Distribution du flux de chaleur normalisé.
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(b) Distribution de la temperature volumique
Lbox = 2.5.
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(c) Distribution du nombre de Nusselt.
Figure 3.B.17 – Comparaison des transferts thermiques entre zones du lit.
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Figure 3.B.18 – Distribution des températures locales : Lbox = 1.
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Actuellement l’approche DEM–CFD est très utilisée pour comprendre les mécanismes
physiques se déroulant dans les écoulements particulaires et en particulier dans les lits fluidisés
[55, 171, 172, 200, 235, 236, 262]. Par rapport aux approches Euler-Euler, ou approches multi-
fluides, la DEM–CFD ne nécessite pas de modèle de fermeture pour le transport turbulent
ni pour les termes de collisions. Cependant, le nombre de trajectoires de particules calculées
par la DEM–CFD est rapidement un élément limitant. À notre connaissance, certains codes
DEM–CFD peuvent traiter jusqu’à 108 particules [183]. Ce grand nombre de particules fait du
modèle DEM–CFD un bon candidat pour la simulation de réacteurs à l’échelle du laboratoire
ou bien à l’échelle du pilote. Pour l’échelle industrielle, la taille des réacteurs (plusieurs mètres
de diamètre) et la masse de particules utilisée rendent impossible le calcul de toutes les
trajectoires de particules. Cependant la DEM–CFD est un outil précieux pour améliorer les
modèles de type Euler-Euler qui sont eux bien adaptés pour l’échelle industrielle.
Afin que la DEM–CFD soit utilisée en tant qu’outil de référence/prédiction cette dernière
doit être à même de reproduire la physique observée dans les simulations PRS. Cependant
très peu d’études s’attachent à faire des comparaisons directes PRS/DEM–CFD excepté celle
effectuée par Esteghamatian [67] sur l’hydrodynamique seule. Cette étude met en évidence des
écarts sur l’agitation des particules en fluidisation liquide-solide entre la PRS et la DEM–CFD.
Tenneti et al. [225] montrent qu’une corrélation directe entre les fluctuations de l’accélération
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des particules et les fluctuations de la vitesse axiale est observée à l’échelle PRS sans pou-
voir être prédite par la DEM–CFD. Des formulations sous la forme stochastique sont alors
proposées pour pallier ces problèmes [66, 162].
Malgré ce constat sur l’hydrodynamique, l’approche DEM–CFD a été étendue et utilisée
pour étudier les transferts thermiques et les réactions chimiques. Par exemple, Ku et al. [133]
développent la DEM–CFD pour analyser la pyrolyse de la biomasse en lits fluidisés. Une autre
étude proposée par Liu et al. [144] sur la combustion du char et du propane met en évidence
l’effet du passage des bulles sur les transferts thermiques via la DEM–CFD. De leur côté,
Patil et al. [172] s’intéressent à la modélisation des transferts thermiques dans les bulles des
lits fluidisés et observent un bon accord avec le modèle de Davidson et Harrison [43] pour les
particules de petites tailles.
Dans ce chapitre, les résultats issus des simulations numériques à l’échelle locale (voir
Chapitre 2 et Chapitre 3) sont comparés aux résultats obtenus par une approche DEM–CFD.
On montre que, comme pour l’agitation des particules, la variance de température est sous-
estimée par la DEM–CFD. L’approche stochastique proposée par Esteghamatian [67] est ici
étendue aux transferts thermiques.
1 Description du modèle thermique DEM–CFD
1.1 Description mathématique du couplage thermique
Cette partie présente dans un premier temps le modèle thermique implémenté dans la pla-
teforme PeliGRIFF ainsi que les différentes méthodes d’interpolation des champs de la phase
fluide à la position des particules et les méthodes de projection des propriétés Lagrangiennes
sur la grille de résolution des équations du fluide. Les équations de la partie hydrodynamique
se trouvent au Chapitre 1 tandis que les aspects validations sont largement discutés dans les
travaux de Bernard [18] et Esteghamatian [67].
L’équation de conservation de l’énergie pour la partie fluide est donnée par l’équation :
∂αcρcCp,cTc
∂t
+∇· (αcρcuCp,cTc) = ∇· (αckc∇Tc) +Qd(x) (4.1)
où la masse volumique de la phase fluide est notée ρc, sa capacité calorifique massique Cp,c
et sa conductivité thermique kc. L’équation 4.1 est monophasique aussi nous pouvons légiti-
mement nous poser la question de la modification de la conductivité thermique du fluide par
la présence des particules dans les simulations DEM–CFD. Par exemple, Patil [171] introduit
une conductivité effective qui est donnée en fonction de la fraction volumique locale du fluide.
Cette approche n’a pas été retenue dans notre étude. Enfin, Qd est le flux de chaleur total
provenant des particules. La phase granulaire n’étant pas considérée comme un fluide, un
indice p repère les grandeurs particulaires.
198 CHAPITRE 4. COMPARAISON DES ÉCHELLES PRS / DEM–CFD
1. DESCRIPTION DU MODÈLE THERMIQUE DEM–CFD 199
Au niveau granulaire, le flux de chaleur d’une particule est donné par l’équation
Qp→c(xp(t), t) = mpCp,p
Tp
dt
= kcNup dp [Tc(xp(t), t)− Tp] (4.2)
où Tc(xp(t), t) est la température à la position des particules. Pour obtenir cette température
il faut interpoler la température du fluide depuis la grille Eulerienne où elle est résolue à la
position des particules. Ici, Qp→c est uniquement lié au transfert thermique convectif entre le
fluide et la particule : aucun transfert par conduction entre les particules n’est considéré dans
cette partie.
Le flux de chaleur Qd dans l’équation 4.1 doit, lui aussi, avoir un traitement particulier.
En effet, il correspond au flux de chaleur des particules contenues dans la cellule de calcul
considérée, et éventuellement, selon la méthode choisie, des particules résidant dans les cellules
voisines.
1.2 Description numérique du couplage DEM–CFD
Le transfert d’informations entre les équations 4.1 et 4.2 est l’étape clé du couplage DEM–
CFD et conditionne la précision de la solution. Le lecteur doit noter que deux types d’échanges
d’informations sont à distinguer : Euler→ Lagrange et Lagrange→ Euler. Ces deux catégories
de transferts sont respectivement appelées interpolation et projection. Dans nos simulations
numériques, l’interpolation consiste à évaluer la température à la position des particules. Son








Pour sa part, l’étape de projection consiste à distribuer l’ensemble des flux de chaleur sur le
maillage où est résolue l’équation de la température du fluide (équation 4.1). Ainsi, le flux
de chaleur total Qd dans une cellule fluide n’est autre que la somme des contributions de








Dans les équations 4.3 et 4.4, κ traduit un noyau destiné à pondérer la contribution de la
température des cellules environnantes Tc(x, t) dans le cas de l’interpolation, et des particules
Qp→c(xp, t) dans le cas de la projection.
Les méthodes d’interpolation et de projection implémentées dans la plateforme Peli-
GRIFF peuvent être retrouvées dans les références suivantes : [18, 64]. Les méthodes em-
ployées sont plus tard désignées par « cubes englobants » et « filtrage spatial » (voir descrip-
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tion conceptuelle en Fig. 4.3). Une description de ces opérations est rappelée dans le cas du
transfert d’informations thermiques.
1.2.1 Méthodes d’interpolation
Méthode des « cubes englobants »
Dans la méthode dite des « cubes englobants », un cube de côté dp est construit autour de
chaque particule. Ce choix est motivé par la facilité à calculer le volume d’intersection avec les
cellules fluides environnantes. Cependant, le volume de ce cube n’est pas identique à celui de
la particule qu’il englobe. L’interpolation de la température fluide à la position de la particule
Tc(xp(t), t) est réalisée à l’aide d’une interpolation trilinéaire (voir Fig. 4.1).
Tc(xp(t), t) = AC (4.5)
A =
[









Ti+1,j+1,k − Ti,j+1,k − Ti+1,j,k + Ti,j,k
Ti,j+1,k+1 − Ti,j,k+1 − Ti,j+1,k + Ti,j,k
Ti+1,j,k+1 − Ti,j,k+1 − Ti+1,j,k + Ti,j,k
Ti+1,j+1,k+1 − Ti,j+1,k+1 − Ti+1,j,k+1 − Ti+1,j+1,k + Ti+1,j,k + Ti,j,k+1 + Ti,j+1,k − Ti,j,k

(4.7)
Dans cette équation δx = (xp(t) − xi)/(xi+1 − xi), δy = (yp(t) − yj)/(yj+1 − yj), δz =
(zp(t)− zk)/(zk+1 − zk), traduisent les distances relatives aux cellules environnantes.
Méthode de filtrage spatial
Lorsque le filtrage spatial à support gaussien est utilisé, l’interpolation de la température
du fluide environnant se fait en pondérant la contribution de chaque noeud utilisé pour l’in-
terpolation par la valeur du filtre gaussien à la distance séparant la cellule et la particule.
La formulation du noyau Gaussien est rappelée équation 4.8. Dans cette équation, σgk est
l’écart-type de la distribution et peut être défini à partir de la longueur W , correspondant
à l’étalement spatial pour lequel la fonction atteint la moitié de sa valeur maximale (voir
équation 4.8 et Fig. 4.2).
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Figure 4.1 – Schéma d’interpolation tri-linéaire à un instant t.
























Pour des raisons de coûts de calculs, le nombre de cellules Ncells utilisé pour sommer les
contributions du fluide (voir équation 4.9) est défini pour chaque particule dans une zone
de largeur 2W autour du centre de la particule considérée. Cette approximation montre une
bonne estimation des grandeurs projetées à partir de tailles de cellules ∆ = W/2 [67]. Dans
le cas des interactions avec parois, le domaine de calcul du noyau est tronqué au numérateur
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(a) Méthode des « Cubes englobants ». (b) Méthode à kernel Gaussien.
Figure 4.3 – Schéma des méthodes d’interpolation à l’échelle DEM–CFD.
et au dénominateur pour l’opération d’interpolation.
Tc(xp(t), t) =
∑Ncells
i=1 Tc(xi, t)κ(||x− xp(t)||)
Vker
(4.9)
1.2.2 Méthodes de projection
Méthode des « cubes englobants »
Si la particule i est à cheval sur plusieurs cellules, le rapport de volume du « cube englobant »
intersectant chaque cellule environnante j au volume total du cube (d3p) est calculé, βi,j
(équation 4.10). Ces coefficients βi,j servent ensuite à pondérer la contribution de la particule
au flux de chaleur reçu par les cellules environnantes (équation 4.11). Dans cette équation,
Qp est le flux de chaleur total apparaissant dans l’équation fluide 4.1. Npart est le nombre de
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Méthode de filtrage spatial
Pour la méthode du filtrage spatial, la projection des grandeurs Lagrangiennes sur la grille Eu-
lérienne est rappelée équation 4.12. Ici, Vker traduit le volume total du noyau de pondération
discrétisé, et Vp le volume de chaque particule.





Qp→c(xpi(t), t)κ(||xpi(t)− xj ||)Vp,i (4.12)
Le cas particulier des interactions avec les parois s’effectue ici en redistribuant dans le
domaine par « effet miroir » la contribution du support situé à l’extérieur du domaine [67].
Pour ces particules, le noyau κ est alors constitué de la somme de deux supports : i) la partie
du support centré sur la particule et situé dans le domaine, ii) la portion du support résidant
dans le domaine issu du noyau centré sur le clône symétrique de la particule par rapport à
la paroi (clône situé à l’extérieur du domaine) mais dont le support s’étend à l’intérieur du
domaine.
2 Validation du modèle
Dans cette partie l’extension thermique du modèle DEM–CFD est validée sur des confi-
gurations simples. La validation de la partie hydrodynamique a été traitée par Bernard [18].
Les cas de validations ont été choisis afin de valider indépendamment les équations régissant
l’évolution de la température des particules et celle du fluide.
2.1 Phase continue
L’objectif ici est de valider la résolution de l’équation d’évolution du champ de température
fluide. Pour cela nous étudions l’évolution d’un «Dirac » de température dans un champ fluide
uniforme (sans murs). La configuration est celle d’un milieu fluide bi-périodique de dimensions
Lx/∆ = 30, Ly/∆ = 60. Le Dirac de température est imposé sur une rangée de cellules du
système à t = 0. Les paramètres physiques de la simulation sont rappelés dans le tableau
Tab. 4.1. Une solution analytique de l’équation d’advection-diffusion régissant le profil de
















Dans l’équation 4.13, δ est la largeur du Dirac imposé, Uc,in la vitesse du fluide et kc sa
conductivité thermique. La comparaison du profil issu des simulations DEM–CFD avec la
solution analytique est présentée en Fig. 4.4. Les profils montrent une bonne proximité pour
l’ensemble des temps testés.
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Figure 4.4 – Evolution temporelle d’un Dirac de température dans un champ de vitesse
uniforme. Rouge : t = 0.15s, Bleu : t = 0.65s, Vert : t = 1.15s, Cyan : t = 1.65s. La zone
grisée correspond à l’étalement du Dirac de température à t = 0.
2.2 Couplage fluide-particule : particule isolée
On s’intéresse ici au cas d’une particule isolée immergée dans un fluide. Deux types de
validation sont effectuées, tout d’abord avec seulement le couplage du gaz vers les particules
puis le couplage complet gaz/particules.
2.2.1 Couplage fluide → particule (one way)
Dans un premier test, une sphère est positionnée au centre d’un domaine bi-périodique.
Les dimensions du domaine de calcul sont Lx = Ly = 8dp et Lz = 15dp. Le maillage est
uniforme et la taille des cellules est choisie telle que ∆/dp = 4/3. Le fluide et la particule
sont initialement à la même température Tini et le fluide entre à la base du domaine avec
une vitesse Uc,in et une température Tc,in < Tini. Les paramètres utilisés pour la réalisation
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de ce cas de validation sont donnés dans le tableau Tab. 4.2. Dans cette configuration, la
température de la particule est alors régie par l’équation 4.2 et admet la solution analytique
suivante :







Trois tests sont alors effectués. Dans un premier, la valeur du nombre de Nusselt est fixée sur
la particule (Nup = 2). Pour les deux autres, le nombre de Nusselt n’est pas fixé et est calculé
par la loi de Ranz-Marshall [187] puis celle de Feng [72]. Fig. 4.5 compare les résultats des
simulations numériques et les valeurs théoriques données par l’équation 4.14. Le modèle DEM–
CFD montre un bon accord avec la solution analytique et vient valider la partie granulaire
du problème. Fig. 4.5 montre qu’il existe de petits écarts entre la solution numérique et la
solution analytique. Ces écarts proviennent de la méthode d’interpolation utilisée.
2.2.2 Couplage fluide ↔ particule (two way)
Ce cas de validation concerne le couplage thermique complet entre la phase fluide et la
phase particulaire. Ce couplage est tout d’abord vérifié à l’aide d’un bilan d’énergie sur une
particule à température fixe. À nouveau, le système est ici bi-périodique de largeur Lx = Ly =
20 et Lz = 60. Le maillage est uniforme avec une taille de cellule ∆/dp = 2. La condition de
stabilité du pas de temps (CFL) est dégradée et prise à 0.1.
L’évolution temporelle de la norme L2, calculée entre deux itérations successives, des
champs de vitesses et thermique est montrée Fig. 4.6. Le régime permanent est atteint lorsque
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Analytical, Nup : Ranz
Analytical, Nup : Feng
Analytical, Nup : Diffusion
Simulation, Nup : Ranz
Simulation, Nup : Feng
Simulation, Nup : Diffusion
Figure 4.5 – Evolution temporelle de la température d’une sphère refroidie par un fluide :
comparaison DEM–CFD / solution analytique.




























Figure 4.6 – Evolution temporelle de la norme L2 de la vitesse et de la température du fluide.
Cette norme est calculée entre deux itérations successives.
la variation temporelle devient inférieure à 10−6.
Ce cas de validation permet de faire une analyse fine des méthodes numériques utilisées.
En effet, dans cette configuration il est possible d’estimer l’erreur commise sur le calcul du
nombre de Nusselt de la particule et de la température interpolée à la position de la particule.
Les paramètres physiques sont les mêmes que ceux donnés dans le tableau Tab. 4.3.
Le tableau Tab. 4.4 montre l’écart entre le bilan chaleur entrée/sortie de la phase fluide
et le flux de chaleur de la particule du système pour différents schémas d’interpolation. Les
schémas d’interpolation testés sont : Bounding Cubes (BC), Gaussian Kernel avec une taille
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Uc,in, Re = 50 0.1 m.s−1





Table 4.4 – Pourcentage d’erreur entre la chaleur échangée dans le fluide et le flux de chaleur
de la particule du système. Calculs effectués avec trois méthodes d’interpolation : Bounding
Cube (BC), Gaussian Kernel avec une taille de filtre de 1 diamètre (GK-W1) et Gaussian




de filtre de 1 diamètre (GK-W1) et Gaussian Kernel avec une taille de filtre de 3 diamètres
(GK-W3). Le tableau Tab. 4.4 montre qu’avec les trois schémas d’interpolation l’erreur est
de 0.5%.
L’effet du schéma d’interpolation peut être différent selon le nombre de Reynolds parti-
culaire. Pour tester ce point, des simulations pour deux régimes d’écoulements à Rep = 5 et
Rep = 50 ont été réalisées (voir paramètres physique tableau Tab. 4.3). Lorsqu’on augmente
le nombre de Reynolds le maillage peut aussi jouer un rôle. Ainsi plusieurs rapports ∆/dp
sont considérés. La loi de fermeture pour le nombre de Nusselt est donnée par la corrélation
de Feng [72]. Côté hydrodynamique, la loi de fermeture du coefficient de traînée est donnée
par la corrélation de Schiller-Naumann [202].
L’écart entre le nombre de Nusselt basé sur les propriétés de l’écoulement et la valeur
calculée sur la particule est donné dans les tableaux Tab. 4.5 et Tab. 4.6. Ces tableaux
contiennent aussi l’écart entre la valeur de température fluide interpolée sur la particule et la
température infinie pour une particule isolée.
Pour le nombre de Reynolds Rep = 5, l’écart entre valeur théorique du nombre de Nusselt
et valeur calculée sur la particule montre une sous-estimation autour de 10% pour une taille
de maille de l’ordre du diamètre de la particule ∆/dp = 1. Cette erreur diminue rapidement
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lorsque la taille de maille augmente et tombe sous 1% pour ∆/dp = 5. Seule la méthode
du support Gaussien avec un support de largeur suffisamment grand (GK-W3) permet de
retrouver des valeurs proches du cas théorique même à petits maillages. L’évolution de la
température interpolée à la position de la particule montre une tendance similaire mais avec
des erreurs plus petites. Il est intéressant de noter que pour le cas Rep = 5, le rôle plus
important de la diffusion de chaleur dans le fluide fait augmenter l’écart de la température
interpolée sur la particule. Au contraire dans des régimes fortement convectifs, cet écart est
grandement réduit.
Pour les régimes convectifs, Rep = 50, la même tendance au maillage est observée, mais les
niveaux d’erreurs commises sont moins importants. La réduction des effets diffusifs augmente
la précision de l’estimation de la température loin de la particule et donc du nombre de
Nusselt. Les noyaux Gaussiens à larges supports sont ici avantagés par rapport à la méthode
des cubes englobants.
Bien que cette configuration constitue un cas limite de l’utilisation de l’échelle DEM–
CFD, les fortes interactions locales entre particules pour les régimes plus denses vont avoir
tendance à réduire les écarts observés. Cependant, à la vue des résultats pour ce cas extrême,
le support Gaussien est préféré pour la suite avec un étalement du support d’une largeur de 2
diamètres. Ceci constituant un cas intermédiaire et qui se rapproche des paramètres utilisés
par Esteghamatian et al. [66].
Table 4.5 – Comparaison de l’erreur du nombre de Nusselt et de la température interpolée au
centre d’une particule isolée aux valeurs théoriques basées sur les paramètres de simulations :
Rep = 5.
BC GK-W1 GK-W3
ErrNup [%] ErrTc,int [%] ErrNup [%] ErrTc,int [%] ErrNup [%] ErrTc,int [%]
∆/dp = 1.0 11.78 2.59 11.49 9.38 3.29 1.27
∆/dp = 2.0 11.21 2.67 11.21 4.16 4.28 0.32
∆/dp = 2.7 5.65 3.48 7.52 2.13 4.43 0.48
∆/dp = 4.0 1.57 4.01 1.89 0.64 2.29 0.45
∆/dp = 5.0 0.45 4.15 0.56 0.34 0.44 0.05
Table 4.6 – Comparaison de l’erreur du nombre de Nusselt et de la température interpolée au
centre d’une particule isolée aux valeurs théoriques basées sur les paramètres de simulations :
Rep = 50.
BC GK1 GK3
ErrNup [%] ErrTc,int [%] ErrNup [%] ErrTc,int [%] ErrNup [%] ErrTc,int [%]
∆/dp = 1.0 5.50 1.46 5.47 1.44 1.54 0.06
∆/dp = 2.0 4.67 0.81 4.67 0.34 1.47 0.12
∆/dp = 2.7 2.23 0.66 3.04 1.59 1.57 0.26
∆/dp = 4.0 0.56 0.26 0.73 0.46 0.81 0.32
∆/dp = 5.0 0.13 0.02 0.25 0.24 0.13 0.02
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2.3 Couplage fluide-particule : lit de particules
Un dernier cas est extrait des travaux de Patil [171] sur la chauffe d’un lit de particules de
cuivre par de l’eau. Les paramètres physiques sont disponibles dans le tableau Tab. 4.7. Le
lit est constitué d’un arrangement fixe de 25× 25× 125 particules de diamètre dp = 3.95mm.
Le système est ici composé d’une boîte parallélépipédique de dimensions Lx = Ly = 0.1m,
Lz = 1m, la porosité globale du système est αc = 0.77. Des parois adiabatiques sont définies
sur les extrémités du domaine. La loi de fermeture pour la force hydrodynamique est donnée
par Di Felice [54]. De même, le nombre de Nusselt est ici estimé à partir de la corrélation
de Gunn [92]. Les équations couplées du bilan transitoire 1D (modèle d’écoulement piston














simple) de l’évolution de la température de chaque phase (voir équation 4.15) complétées
des conditions limites et initiales sur la température des deux phases peuvent être résolues
analytiquement [171]. Dans ce système, la température adimensionnelle de chaque phase Θi
évolue avec le temps. Pour la phase fluide, un terme d’échange ζ = 6αpNupPe (comme déjà vu
Chapitre 2) apparaît dans le bilan. L’évolution de la température de la phase solide est, quant
à elle, proportionnelle à la quantité de chaleur échangée côté fluide. Le terme χ = ρcCp,cρpCp,p
αc
αp
qui apparaît dans le bilan enthalpique de la phase dispersée traduit le rapport de capacité











L’évolution du profil de la température de la phase solide au cours du temps est montrée
en Fig. 4.7. Seules les particules situées au cœur du lit et donc indépendantes des effets des
parois sont affichées ici. Une comparaison avec la solution analytique du bilan 1D (équation
4.15) est fournie en trait plein pour différents instants. Un très bon accord est observé entre
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Figure 4.7 – Comparaison de l’évolution temporelle du profil de température de la phase
solide dans un lit fixe de particules. Symboles : DEM–CFD, Traits plein : Solution du bilan
(1D).
les profils simulés et la solution du bilan 1D. De même, un bon accord est aussi observé si la
comparaison est faite pour la phase fluide.
3 Comparaison DEM–CFD / PRS
Le modèle DEM–CFD développé dans la plateforme PeliGRIFF, et validé ci-dessus, est
à présent utilisé pour effectuer une comparaison avec les simulations à l’échelle microscopique
(PRS) (voir Chapitre 2 et Chapitre 3). Dans un premier temps, on s’intéresse à comparer
les modèles pour les configurations en lits fixes, puis, dans une seconde partie, pour les lits
fluidisés. Comme pour le reste des travaux présentés dans ce manuscrit, l’accent est mis sur
les transferts thermiques. L’intérêt de cette démarche est de distinguer les effets du fluide seul
et de ses fluctuations locales (configurations fixes) au niveau de la DEM–CFD pour estimer
les paramètres thermiques, puis de réintroduire l’agitation des particules et son effet sur les
champs de la phase fluide (lits fluidisés). Ainsi, en s’affranchissant des fluctuations liées au
mouvement des particules en lits fixes, il est mis en évidence la fluctuation manquante intrin-
sèque au modèle DEM–CFD. Enfin, l’ajout d’un terme fluctuant vient corriger les fluctuations
locales hydrodynamiques et thermiques.
3.1 Lits fixes
L’ensemble des « petits » lits fixes définis en Chapitre 2 ne sont pas suffisamment grands
pour une comparaison directe entre les résultats de la PRS et ceux obtenus par la DEM–CFD.
Ainsi, seuls les lits fixes inspirés de la configuration de Deen [49] sont retenus. Pour rappel,
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∆t [10−3; 10−5] s
Lx = Ly 8dp m
Lz 33dp m
Uc,in [0.06; 0.24] m/s
ces lits sont composés de 1326 sphères fixes de diamètre 6mm (voir tableau Tab. 4.8). La
simulation DEM–CFD de cette configuration soulève un problème. En effet, la largeur du lit
fixe est de 8 fois le diamètre des particules (voir tableau Tab. 4.8). Or, si comme cela est re-
commandé, nous imposons dans la DEM–CFD, une taille de maille telle que ∆/dp ≈ 1.5, alors
le nombre de cellules de calcul, dans la largeur du lit, est de l’ordre de 5. Ceci est insuffisant
pour résoudre correctement les équations de transport du fluide et de sa température. Pour
cette raison, on impose seulement, ∆/dp = 1 ce qui conduit à avoir 8 cellules dans la largeur
du lit. Notons que dans la hauteur du lit nous avons Lz ≈ 33dp, ainsi ∆/dp = 1 conduit à 33
cellules.
Il est bon de noter que pour la simulation DEM–CFD, une zone de d’épaisseur égale à
2 cellules de calcul est placée sous la grille d’injection (partie basse du lit). Cette zone a
deux avantages. Tout d’abord elle permet d’imposer proprement les conditions d’entrée de
l’écoulement (vitesse et pression). Et deuxièmement elle permet de s’affranchir de problèmes
numériques liés à l’interpolation et la projection dans la zone proche de la grille.
Le principal avantage à simuler des configurations fixes en DEM–CFD, provient du fait
que seules les fluctuations locales du fluide sont responsables de la distribution des paramètres
thermiques (flux de chaleur, nombre de Nusselt). Ainsi, les différences observées entre la PRS
et la DEM–CFD proviennent uniquement de la formulation moyennée des équations du fluide.
Le terme manquant est uniquement lié à la fluctuation de sous-maille non résolue.
Les étapes de projection et d’interpolation sont réalisées à l’aide du noyau Gaussien muni
d’un support de largeur W = 2dp, comme cela a été retenu après l’analyse des cas de vali-
dations (voir section précédente). De plus, les lois de Gunn [92], Sun [214], Gnielinski [83],
Rowe [197], Jeschar [114] et Whitaker [256] sont utilisées pour fermer le problème thermique
(voir tableau Tab. 4.9). Ces lois sont choisies car elles présentent des formulations différentes
de la contribution de αc, Rep et Pr sur le nombre de Nusselt. Les différences sont alors plus
facilement mises en évidence au niveau de la DEM–CFD qu’entre les formulations de Deen
et al. [45] et Gunn [92] par exemple. À ces lois s’ajoute une fonction extraite des simulations
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Table 4.9 – Comparaison du nombre de Nusselt moyen dans un lit fixe de particules avec les











PRS (1D-balance) 9.18 -
PRS (T˜c(Lbox = 2) 11.67 5.08
PRS (voir Chapitre 2) ayant la meilleure corrélation avec les distributions moyennes observées.
3.1.1 Comparaison directe DEM–CFD/PRS
Les simulations avec le modèle DEM–CFD ont été réalisées pour trois nombres de Rey-
nolds : Res = 18, 36 et 72 et deux nombres de Prandtl : Pr = 1 et 5 Dans le cas isotherme,
Esteghamatian et al. [67] observent une meilleure estimation de la force hydrodynamique par
la loi de Di Felice [54]. Cette loi est donc celle que nous utilisons pour la simulation des lits
fixes DEM–CFD.
Dans un premier temps on s’intéresse au comportement thermique macroscopique du lit.
Une première caractérisation consiste à comparer le nombre de Nusselt moyen, interpolé à la
position des particules, avec les résultats des simulations PRS extraits à l’aide du modèle 1D
et des moyennes volumiques locales. Ces résultats, donnés dans le tableau Tab. 4.9, mettent
en évidence que les lois de Gunn [92], Deen [45], Gnielinski [83] et Sun [215] sont les plus
adaptées pour le cas étudié. De plus, la seconde colonne du tableau Tab. 4.9 montre que la
dispersion du nombre de Nusselt particulaire est très faible en DEM–CFD. Ceci est lié à la
répartition homogène des sphères dans le lit : une faible dispersion de la porosité et du nombre
de Reynolds sont alors interpolés à la position des particules. De plus, les lois de fermeture
utilisées sont déterministes et ne produisent qu’une valeur précise pour un couple de données.
Ces deux éléments conjoints vont générer une très faible dispersion du nombre de Nusselt dans
le lit DEM–CFD. Pour les corrélations choisies ci-dessus, Fig. 4.8a montre les distributions
du nombre de Nusselt particulaire mesurées dans le lit fixe. Les résultats des PRS sont aussi
représentés pour la comparaison. Nous pouvons remarquer que toutes les corrélations prédisent
le même étalement. En revanche, cet étalement est fortement sous-estimé par rapport à celui
mesuré dans les PRS. Il semble donc que les flux de chaleur sur les particules soient localement
sous-estimés mais que le transfert total, lui, soit correctement prédit par la DEM–CFD. Ceci
est confirmé en Fig. 4.8c où nous pouvons voir que la distribution verticale de température
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(a) Distribution de nombre de Nusselt.
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(b) Distribution de flux de chaleur.




















(c) Profil de température.
Figure 4.8 – Comportement thermique du lit fixe : comparaison PRS/DEM–CFD.
du lit est relativement bien prédite par la DEM–CFD.
En conséquence, la DEM–CFD n’est pas en mesure de prédire la distribution du flux de
chaleur dans le lit (voir Fig. 4.8b). En particulier, les forts écarts au flux de chaleur moyen
ne sont pas bien captés. Ainsi, la forme moyennée des équations vient supprimer les effets
de sillages et d’interactions de paires générant une moins grande dispersion des valeurs. Ceci
induit que la variabilité du nombre du Nusselt observée en PRS n’est pas atteignable par la
DEM–CFD dans cette configuration. Afin d’appuyer cette observation, les données issues de
la PRS sont filtrées autour du couple de données présentant la valeur moyenne de porosité et
nombre de Reynolds du lit : (αc, Rep) = (0.7, 72). Une tolérance de 1% autour de la valeur
cible de la porosité et de 5% sur le nombre de Reynolds est prise en compte afin de générer
suffisamment de données (voir Fig. 4.9). Dans cette figure, le trait plein correspond à la valeur
de la corrélation déterministe pour le couple cible choisi. Les traits pointillés correspondent
quant à eux, aux valeurs prédites par cette même corrélation en considérant les incertitudes
sur Rep et αc considérées (respectivement 5% et 1%). Enfin, la distribution du nombre de
Nusselt issue de la PRS est montrée en bleu. Il apparaît clairement que la corrélation n’est
pas en mesure de reproduire les écarts observés sur le nombre de Nusselt en PRS pour le jeu
de données choisi. Le caractère déterministe de la corrélation thermique a le même défaut
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Figure 4.9 – Comparaison de la distribution de nombre de Nusselt issue de la PRS avec les
valeurs de la corrélation de Gunn [92] autour du couple (αc, Rep) = (0.7, 72).
que l’équation fluide moyennée en DEM–CFD : il ne traduit que le comportement moyen des
transferts et ne caractérise pas la distribution autour de cette moyenne.
3.1.2 Amélioration du modèle DEM–CFD
Afin de reproduire les fluctuations du nombre du Nusselt observées dans les PRS on pro-
pose de les modéliser par une approche stochastique. Dans le cas des lits fixes (voir Chapitre 2)
les distributions du nombre de Nusselt et de la force peuvent être approchée par une forme
Gaussienne ou log-normale.
Dans les deux cas, l’écart-type de la distribution est estimé, puis réintroduit dans la
DEM–CFD sous forme d’une fluctuation par rapport aux lois de fermeture définie par Nu′p =
Nup−Nup,corr et F ′p = Fp−Fp,corr [162]. Il est important de noter que la déviation est définie
par rapport à la valeur de la corrélation au niveau de la particule, et que cette dernière dépend
des grandeurs locales αc et Rep. Le modèle stochastique doit être à moyenne nulle et d’écart-
type équivalent à celui mesuré dans les PRS.
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,Log − normale (4.16)
À partir du tirage d’un nombre aléatoire ψ ∈ [0, 1] selon une loi uniforme, les expressions de
l’équation 4.16 permettent de remonter à la valeur de F ′ en définissant une distribution qui
suit la forme désirée (voir équations 4.18)[162]. L’inconvénient de cette méthode vient de l’es-
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timation de l’inverse de fonction erreur erf−1(x) qui peut prendre du temps numériquement.

















L’auteur précise que cette approximation donne une erreur relative de 2· 10−3 sur la gamme
x ∈ [0, 1] pour une valeur a = 0.147.
Une seconde solution consiste à générer directement des distributions du nombre de Nus-
selt (ou de la force hydrodynamique) suivant la densité de probabilité souhaitée comme la
méthode de Box-Muller pour la distribution Gaussienne. Cette méthode peut d’ailleurs être
utilisée pour générer la distribution de ln(X) dans le cas d’une distribution log-normale.
Des tests montrent que les deux méthodologies (voir équations 4.16 et méthode de Box-
Muller) donnent un très bon accord entre les distributions générées et la distribution analy-
tique. La méthode Box-Muller prend cependant plus de temps que la méthode décrite ci-dessus
avec l’approximation de Winitzki [257] et est donc écartée.
Ainsi, les fluctuations de la force hydrodynamique et du nombre de Nusselt s’écrivent en
fonction d’un nombre aléatoire ψ comme indiqué équation 4.18 [162]. Les valeurs de σF et





2σF erf−1(2ψ − 1),Gaussienne
F ′ = Fcorrexp
[√
2σF erf−1(2ψ − 1)
]
,Log − normale (4.18)
Cette formulation stochastique est implémentée dans le code PeliGRIFF et une comparaison
de l’effet de l’inclusion de ce terme est montrée en Fig. 4.10. Il est intéressant de noter que,
comme attendu, le terme stochastique ne modifie pas le comportement macroscopique du lit
à l’échelle DEM–CFD et reste en bon accord avec la simulation résolue. Les distributions du
nombre de Nusselt et du flux de chaleur dans le lit se trouvent cependant nettement améliorées
comme indiqué Figs. 4.10a and 4.10b. Ceci montre la bonne capacité de la méthode dans ce
cas.
3.2 Lits fluidisés
À présent nous nous intéressons à la comparaison du modèle DEM–CFD avec les simu-
lations PRS sur les configurations de lits fluidisés liquide-solide. Bien que moins répandus
dans les applications industrielles, ils ont l’avantage de produire une fluidisation homogène
et qui ne souffre pas d’effets de confinements pour les dimensions atteignables en PRS. Le
caractère de pistonnage pouvant être observé en cas de confinement dans les PRS ne reflète
pas de phénomène physique et n’est donc pas souhaitable pour une analyse de ce genre. De
plus, le caractère homogène de ce type de fluidisation permet de réduire la complexité déjà
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(c) Profil de température.
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(d) Distribution de la force hydrodynamique.
Figure 4.10 – Comportement thermique du lit fixe : comparaison PRS/DEM–CFD avec
terme fluctuant.
grande du problème où les particules sont mobiles. Les régimes de fluidisations correspondent
à des nombres de Reynolds surfaciques compris entre 4 ≤ Rein ≤ 11 pour un nombre de
Prandtl Pr = 10. Dans cette gamme, la fluidisation est homogène avec des chargements très
denses compris entre 0.47 et 0.64. De la même manière que pour les lits fixes, les différences
mises en évidence entre les deux échelles tenteront d’être comblées dans une dernière partie.
Ici, les fluctuations de vitesse fluide liées au mouvement des particules sont réintroduites à
l’échelle DEM–CFD et il devient alors difficile de distinguer la contribution des fluctuations
fluides seules et des particules sur les distributions thermiques observées. Cependant, la partie
précédente a mis en évidence qu’une partie des fluctuations manquantes est liée à un terme
de sous-maille non modélisé en DEM–CFD.
3.2.1 Comparaison directe DEM–CFD/PRS
Les travaux d’Esteghamatian et al. [66] sur ces mêmes configurations montrent que la
loi de fermeture hydrodynamique de Beetstra [16] est la plus adaptée. De plus, les auteurs
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(a) Distribution de nombre de Nusselt.
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(b) Distribution de flux de chaleur.



















(c) Profil de température.
Figure 4.11 – Comportement thermique du lit fluidisé Uin = 4Umf : comparaison PRS/DEM–
CFD.
mettent en évidence une sous-estimation de l’agitation des particules dans les simulations
DEM–CFD.
De la même manière que pour les lits fixes, les lois de fermeture de Gunn [92], Sun [214],
Gnielinski [83] et Rowe [197] sont comparées aux résultats obtenus dans les simulations PRS.
Fig. 4.11c indique que les profils de température issus des lois de fermeture de Gunn [92] et
Rowe [197] montrent un meilleur accord avec le profil de température PRS que les corrélations
de Sun [214] et Gnielinski [83].
Tout comme dans les cas des lits fixes, une large dispersion autour de la valeur moyenne
du nombre de Nusselt est observée en simulation résolue alors que la distribution reste centrée
dans le cas de la DEM–CFD. L’évolution de l’écart-type sur le nombre de Nusselt est montrée
en Fig. 4.11a et met en évidence le caractère constant de cette dispersion et l’incapacité du
modèle DEM–CFD à reproduire cette dispersion. De même, la distribution des flux de chaleur
n’est pas bien captée à cette échelle (voir Fig. 4.11b).
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R2=0.995
Figure 4.12 – Évolution des temps Lagrangiens thermiques en lits fluidisés.
3.2.2 Amélioration du modèle DEM–CFD
Dans cette dernière partie, une amélioration du modèle DEM–CFD est mise en place pour
pallier les différences observées entre les échelles PRS et DEM–CFD. En particulier, l’analyse
de l’évolution temporelle du flux de chaleur est comparée à l’évolution du mouvement des
particules dans le lit.
Pour ce faire, la fonction d’autocorrélation dans les simulations PRS, Rφ,φ, est calculée
pour le flux de chaleur des particules dans le lit (voir Chapitre 3). Le comportement global de
cette fonction suit celle observée pour la force d’interaction fluide-particule : un comportement
de mouvement aléatoire aux temps courts et un mouvement convectif à l’échelle du lit fluidisé
aux temps longs [67]. Cependant, le temps nécessaire à l’obtention d’une décorrélation com-
plète du flux de chaleur est plus long que dans le cas de la force d’interaction fluide-particule.
En conséquence, le temps intégral de décorrélation tel que défini par Esteghamatian [64] Tth
du flux de chaleur d’une particule est supérieur aux temps hydrodynamiques Thy et suit une
loi linéaire avec le nombre de Reynolds dans la gamme balayée (voir Fig. 4.12).
Dans les simulations PRS de lits fluidisés, nous avons montré que la fluctuation du nombre
de Nusselt suit une distribution log-normale. Ainsi, la valeur deNu′p cherchée peut être décrite
par ce type de loi. Cependant, étant donné qu’une corrélation temporelle existe, l’approche
développée pour les lits fixes ne semble pas adéquate ici. Les résultats prometteurs pour la
loi de traînée décrivant la fluctuation comme un événement stochastique incitent à reprendre
cette description pour le nombre de Nusselt.
Cette fluctuation de nombre de Nusselt est un signal aléatoire qui doit avoir une distri-
bution log-normale invariante en temps, comme mis en évidence dans les simulations PRS.
Cependant, ce terme doit avoir une corrélation temporelle.
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Le caractère log-normal de la distribution de ce terme fluctuant induit que la distribution
de son logarithme suit une distribution normale. Ainsi, le processus peut être exprimé à l’aide
des deux paramètres de la distribution log-normale : sa médiane µ, son écart-type σ, et d’un
paramètre a définissant le taux de corrélation du signal d’un instant à l’autre (voir équation
4.20). Cette formulation est réécrite équation 4.20 où ln(w(t)) suit une distribution normale
d’écart-type σ
√
1− a2. Écrit avec ce formalisme, la distribution de ln(Nu′p) suit effectivement











L’estimation du paramètre a est obtenu à l’aide des fonctions d’autocorrélations mesurées
dans les PRS. Dans le cas du modèle proposé, des éléments sur la forme des fonctions d’auto-
corrélation pour un temps τ = n∆t/(dp/Uf,in) sont décrits. La distribution de la fluctuation
du nombre de Nusselt est, par construction, telle que ln(Nu′) suit une loi normale. L’auto-
corrélation de ln(Nu′) est alors similaire à celle définie par Esteghamatian et al. [64] (voir
équation 4.25).
Rln(Nu′p),ln(Nu′p)(τ) = exp(−τ/T ), T = −∆t/ ln(a) (4.21)
À l’aide de la forme de la fonction d’autocorrelation de ln(Nu′p), il est possible d’estimer
la forme de la fonction d’autocorrelation de Nu′p. Soit Xn = ln(Nu′p(n∆t)) et Xn+k =
ln(Nu′p((n+ k)∆t)) de moyennes nulles et d’écart-type σXn = σXn+k . Ces deux distributions
ont un coefficient de corrélation RXi,k = ak∆t. Les distributions Yn = exp(Xn) et Yn+k =
exp(Xn+k) sont donc log-normales. La valeur de l’espérance des distributions Yn et Yn+k sont
rappelées équation 4.23.
E[Yi] = exp(σ2Xi/2) (4.22)
E[YnYn+k] = exp
[





La fonction d’autocorrélation des deux distributions de Nu′p, RYi,k se met sous la forme de
l’équation 4.24. En remplaçant les différents termes par les relations fournies dans l’équation







exp(σ2 exp(−τ/T ))− 1
exp(σ2)− 1 (4.25)
Ainsi, de la même manière que pour la loi de traînée, les paramètres σ et a sont déterminés
à partir de σNu′p , du temps intégral Tth et du pas de temps de la simulation DEM–CFD.
Fig. 4.13 montre l’évolution du signal de Nu′p ainsi que sa fonction d’autocorrélation. Il est
intéressant de noter que la corrélation de Nu′p décroît en suivant la forme de l’équation 4.25,
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Figure 4.13 – Comparaison des fonctions d’autocorrelations de Nu′p et ln(Nu′p) avec les
équations 4.25 et 4.21.
ce qui valide l’implémentation du modèle.
Nous avons testé le modèle pour deux régimes de fluidisations : 2Umf et 4.5Umf . Fig. 4.14c
montre l’évolution du profil de température avec et sans modèle stochastique. Il est intéressant
de noter que l’ajout de stochastique thermique ne modifie pas le comportement macroscopique
du lit pour les échanges fluide-particules. Une comparaison des distributions du nombre de
Nusselt ainsi que de l’évolution temporelle de σNup met en évidence la capacité du modèle
pour réintroduire les fluctuations perdues à l’échelle DEM–CFD (voir Fig. 4.14a). Ainsi pour
les deux régimes testés, l’ajout de la fluctuation du nombre de Nusselt vient modifier la
dispersion des échanges thermiques liés aux interactions de sillages pour les forts nombres de
Prandtl. De même, Fig. 4.14b présente l’évolution temporelle de l’écart-type de la distribution
de nombres de Nusselt dans le lit. Une nette amélioration est observée avec la formulation
stochastique.
4 Conclusions/Synthèse
L’extension du modèle DEM–CFD à la thermique a été validée sur de nombreuses configu-
rations. De plus, les effets des paramètres liés aux opérations d’interpolation et de projection
montrent une meilleure estimation lorsque les tailles de mailles sont grandes. Cependant, l’uti-
lisation d’un noyau Gaussien à la manière de Capecelatro [31] semble permettre de s’affranchir
des effets de mailles. Pour autant, le cas d’une sphère isolée met en évidence un effet lié au
régime d’écoulement Pe (épaisseur de couches limites). Il pourrait être intéressant, dans une
prochaine étape, de définir un noyau de pondération qui permette de s’affranchir de ces effets.
Dans une seconde partie, la comparaison directe PRS/DEM–CFD a mis en évidence les
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(a) Distribution de nombre de Nusselt.















(b) Évolution temporelle de l’écart-type de la
distribution de Nup.

















(c) Profil de température.
Figure 4.14 – Comportement thermique du lit fluidisé : comparaison PRS/DEM–CFD avec
terme fluctuant.
limitations de l’approche mésoscopique à reproduire les gradients locaux de température ob-
servés en configurations fixes. Les lois de fermeture sont alors améliorées de manière à pourvoir
à ces manques à l’aide d’un terme stochastique [162]. Cette méthode semble montrer un ex-
cellent accord avec la PRS à la fois pour le coefficient de traînée et pour le nombre de Nusselt.
Il est de plus vérifié que l’introduction du modèle stochastique n’induit pas de changement
sur le comportement global du lit. À la manière de ce qui a été montré pour les lits fixes, une
piste d’amélioration de ce modèle tient à la prise en compte des interactions des particules
proches et permettrait d’être plus fidèle aux simulations PRS. Ainsi, une caractérisation plus
fidèle de la dispersion au niveau PRS permettrait d’améliorer la précision et la robustesse du
modèle et de l’approche.
La comparaison des cas en lits fluidisés montre les mêmes limitations qu’en lits fixes. Ce-
pendant, un aspect dynamique est à ajouter au modèle de fermeture stochastique, qui semble
alors capable de reproduire les observations PRS. Ces premiers résultats doivent maintenant
être améliorés dans d’autres régimes. De plus, le principal point noir de cette méthode réside
dans la nécessité de connaître a priori les résultats PRS qui devront être reproduits à l’échelle
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DEM–CFD.
Ainsi, le principal challenge pour l’obtention d’un modèle plus robuste est d’améliorer la
caractérisation du transfert de quantité de mouvement et du transfert thermique au niveau
PRS afin de fournir un modèle plus prédictif. Ceci passe par la mise au point d’un descripteur
de la microstructure et de l’écoulement plus précis que le couple de paramètres (αc,Rep)
utilisé jusqu’alors. Une méthode dans l’esprit de celle proposée par Akiki [7] semble être un
bon candidat dans ce sens.
Cependant, la méthodologie proposée permet de mettre au jour les manques intrinsèques
du modèle DEM–CFD sur les fluctuations locales de l’écoulement et leurs effets sur les trans-
ferts thermiques en lits fixes et en lits fluidisés. Ainsi, la réintroduction de la contribution
de sous-maille perdue dans les configurations fixes vient combler la perte d’information de
la DEM–CFD. Seulement une partie de cette contribution est issue de la formulation des
équations moyennée de la DEM–CFD, d’autres pouvant être liées aux méthodes de projec-
tion/interpolation. De même, dans le cas fluidisé, la fluctuation rajoutée comble directement
la différence observée entre la DEM–CFD et la PRS. Cependant, il faut noter que le mouve-
ment des particules induit des fluctuations locales dans la partie fluide qui viennent s’ajouter
à celles purement liées à l’écoulement (équations fluide moyennées). Dissocier la contribu-
tion des particules de celle liée aux équations du fluide permettrait d’améliorer le modèle de
manière à ne rajouter que la contribution de sous-maille non résolue à cette échelle.
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1 Conclusion
Ce travail porte sur la caractérisation des transferts thermiques dans des systèmes fluide–
particules par simulations numériques. De telles configurations mettant en jeu des interactions
hydrodynamiques, thermiques et / ou réactives se retrouvent dans de nombreux pans d’appli-
cations industrielles. La compréhension de ces couplages, à toutes les échelles du système est
un point d’amélioration pour le dimensionnement, le pilotage et l’efficacité de ces unités. Dans
ce travail, les transferts thermiques sont étudiés tant localement que de manière macrosco-
pique. En particulier, le paramètre physique quantifiant l’intensité des transferts thermiques
– le nombre de Nusselt – est estimé et comparé au niveau de chaque particule à deux niveaux
d’échelles : simulations résolue et moyennée (stratégie multi-échelles).
Dans une première partie de ce travail, le contexte physique des lits fluidisés, les régimes
d’écoulement et les transferts thermiques s’y opérant sont décrits. À l’aide de ces informa-
tions, une série de validations montre la gamme de paramètres pouvant être raisonnablement
simulée et définit des règles sur la précision des solutions. Dans les cas largement documentés
de la littérature, un bon accord est obtenu. Le cas de particules en interactions hydrody-
namiques et thermiques est moins présent dans la littérature. En particulier, il est mis en
évidence que la convergence numérique du flux de chaleur global n’est pas un critère suffisant
pour décrire la précision de la solution du fait de compensation d’erreurs locales. La quanti-
fication de la précision de la solution numérique doit alors être menée sur chaque particule
indépendamment.
Cette connaissance des limites et de la précision de la méthode employée, permet dans
un second temps, de définir des systèmes d’étude de complexité croissante afin de mettre en
évidence l’impact des interactions hydrodynamiques sur les transferts thermiques. En parti-
culier, une étude sur un alignement de sphères dont une seule particule est thermiquement
active donne des indices quant à l’effet de l’interaction hydrodynamique sur la modification
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des transferts thermiques locaux. Des changements sur la forme et les paramètres des zones
de recirculation en aval/amont des sphères viennent modifier les gradients de température à
la surface des particules. Ainsi, il est possible, dans certaines configurations fortement convec-
tives (souvent rencontrées en lits fluidisés), d’avoir des modifications des transferts le long de
l’écoulement du fluide (particules en aval), mais aussi en amont de la zone thermiquement
active. Des effets de blocage/augmentation des transferts locaux sont aussi mis en évidence.
Dans un troisième temps, des réseaux aléatoires de particules fixes sont étudiés en s’inspirant
des cas de la littérature. La description de l’écoulement permet alors d’estimer localement
le potentiel d’échange d’une particule avec son environnement proche (et ainsi de calculer
le nombre de Nusselt). L’effet d’interaction thermique du sillage avec les particules en aval,
suggéré dans la configuration de particules alignées est confirmé pour les particules proches
dans les lits fixes. L’impact de l’utilisation d’une fonction de pondération pour déterminer les
grandeurs fluides locales ne montre pas d’effet particulier sur la valeur moyenne mais influe
sur l’étalement des distributions statistiques. Il convient alors, dans la suite, de définir une
méthodologie permettant d’estimer ces grandeurs locales en fonction de la microstructure et
du régime d’écoulement. De plus, la porosité, le nombre de Reynolds et le nombre de Prandtl
ne semblent pas être des descripteurs suffisants pour caractériser pleinement les transferts
thermiques. La taille du support utilisé pour définir les moyennes est aussi impactant, mais
varie peu, une fois la microstructure locale proprement capturée. Cependant, des supports
trop larges vont éliminer les effets locaux du fait de leur taille.
Une seconde étape de ce travail s’intéresse à l’étude numérique de la partie dense de
petits lits fluidisés liquide–solide par simulation résolue. Par souci d’économie d’utilisation
des ressources informatiques, une première partie montre que la fluidisation bi-périodique
liquide–solide garde les mêmes propriétés macroscopiques et statistiques lorsque le nombre de
particules varie de 500 à 3000 particules. L’étude de plusieurs régimes de fluidisation sur ce
système minimal permet de caractériser les effets dynamiques du transfert thermique. En par-
ticulier, les temps Lagrangiens sont extraits à des fins de modélisation à l’échelle DEM-CFD.
Une étude croisée de la dynamique des composantes du nombre de Nusselt montre que les évo-
lutions temporelles du flux de chaleur et de la température locale sont fortement corrélées. Au
contraire, la corrélation temporelle croisée du flux de chaleur et de la température de mélange
(bilan 1D) ne le sont pas. Enfin, une série de lits fixes est extraite des simulations fluidisées en
figeant les positions des particules à certains instants. Une comparaison lits fixes/lits fluidisés
permet alors de quantifier l’effet de l’agitation des particules sur la distribution de vitesses
locales de la phase fluide et sur la distribution de la force hydrodynamique. Une diminution
de l’ordre de 3% à 6% est observée pour le transfert thermique. Dans un dernier temps, un
des cas de fluidisation bi-périodique est repris en y ajoutant des parois. Ceci a pour but de dé-
terminer l’impact des murs sur la dynamique des transferts hydrodynamiques et thermiques.
Après avoir vérifié que le régime de fluidisation était similaire au cas bi-périodique, il est
clairement montré une diminution de l’agitation et de la vitesse moyenne des particules en
proche paroi. Ceci constitue un élément d’amélioration des modèles pour les échelles DEM–
CFD et Euler-Euler. Au niveau thermique, la réduction de la vitesse moyenne s’accompagne
d’un potentiel d’échange thermique plus important proche des murs et résulte en des flux de
chaleurs identiques au cœur du lit. Une légère diminution des nombres de Nusselt est alors
observée (par opposition avec les observations en lits fixes) dans cette zone. Une description
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plus précise de l’estimation des transferts thermiques est cependant nécessaire pour confirmer
ces observations.
Enfin, dans un dernier chapitre, l’extension du modèle DEM–CFD de la plateforme Pe-
liGRIFF pour les transferts thermiques est présentée et validée sur des cas documentés de
la littérature et avec des solutions analytiques. En s’inspirant des travaux de Municchi [162]
et Esteghamatian et al. [64], une comparaison directe PRS/DEM–CFD est ensuite menée. Il
est montré que la forme spatialement moyennée des équations du modèle DEM–CFD réduit
l’étalement des distributions des paramètres thermiques dans les lits (fixes et fluidisés) à cette
échelle. Une formulation stochastique simple est alors proposée pour pallier ces manques dans
le cas fixe. Cette amélioration permet alors de reproduire les manques observés par rapport à
la PRS. Dans le cas fluidisé, le caractère dynamique est ajouté de manière à se rapprocher des
observations en simulations résolues et montre alors une meilleure estimation des perturba-
tions locales sans affecter le comportement macroscopique du lit. Le principal challenge pour
la suite réside dans l’obtention d’un modèle plus robuste et prédictif pour les fluctuations
hydrodynamiques et thermiques. Ceci passe par une caractérisation plus précise du régime
d’écoulement et de la microstructure au niveau PRS à l’aide de descripteurs plus performants
que ceux utilisés dans ces travaux [7].
2 Perspectives
En premier lieu, l’étude des transferts thermiques par simulations résolues doit désor-
mais être étendue à d’autres régimes d’écoulement. En particulier, l’étude d’écoulements plus
hétérogènes, plus agités ou à des nombres de Reynolds plus élevés doit être menée afin de com-
prendre les couplages forts entre hydrodynamique et thermique. À l’image de Feng et al. [74],
l’extension à ces régimes permettrait de comprendre comment les hétérogénéités spatiales à
l’échelle du lit influencent les transferts thermiques. Quantifier l’impact de l’agitation des
particules sur les transferts thermiques est aussi une question qui peut trouver des réponses
avec ces configurations (par comparaison lits fixes / lits fluidisés par exemple). Dans un se-
cond temps, la simulation de systèmes gaz-particules dont la dynamique est plus complexe
que celle en fluidisation liquide–solide revêt un intérêt pour la modélisation : caractériser les
différences sur la dynamique de l’écoulement, sur celle des particules et sur les transferts ainsi
que la transition (importance des effets visqueux) entre ces régimes est encore une question
ouverte. De plus, ce type de simulation permettrait de comprendre la formation de clusters
de particules et leur impact sur les transferts thermiques.
Une autre piste d’amélioration repose sur les premiers résultats encourageants de la formu-
lation du nombre de Nusselt fluctuant. En particulier, des simulations sur des configurations
plus nombreuses et balayant un spectre de nombre de Reynolds, nombre de Stokes, porosité
et nombre de Prandtl pourraient permettre de nourrir la description du modèle proposé. Ceci
permettrait de définir, à l’image du nombre de Nusselt moyen, des corrélations sur les proprié-
tés des fluctuations hydrodynamiques et thermiques. Esteghamatian [67] soulève cependant
que cette formulation reste une adaptation ad hoc, et réaliser des simulations pour autant de
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paramètres est un travail lourd. Cependant, la réduction du système d’étude proposé dans ce
travail rend plus abordable cette opération, bien que les ressources nécessaires soient encore
très coûteuses. En particulier, une piste qui permettrait d’éviter ces gros calculs consisterait
à estimer si des simulations tri–périodiques de sédimentation sont similaires aux régimes des
lits fluidisés d’intérêt. En termes de résolution de la thermique, les conditions limites utili-
sées par Sun et al. [215] permettent d’étendre l’étude des transferts thermiques aux domaines
tri-périodiques. Enfin, de manière à réduire encore les besoins en ressources de calcul, des
améliorations au niveau des simulations résolues du code PeliGRIFF telles que le couplage
avec une méthode à raffinement de maillage (AMR) peuvent être employées. D’un autre côté,
il apparaît ici que le véritable défi concernant les lois de fermeture thermique ne consiste
plus à définir la variabilité du nombre de Nusselt moyen aux paramètres tels que la porosité,
ou le nombre de Péclet mais à définir avec précision la distribution du nombre de Nusselt
afin de la réintroduire au niveau DEM–CFD. Cette caractérisation nécessite de définir des
descripteurs plus représentatifs de la microstructure et de l’écoulement. Une autre piste, pro-
posée par Akiki et al. [7], repose sur l’estimation du champ fluide non perturbé tel que décrit
dans Maxey et Riley [152]. La sommation des contributions dans un milieu dispersé peut être
conceptuellement étendue aux transferts thermiques. Dans un deuxième temps, une partie de
ce travail s’est attachée à mettre en évidence l’impact de parois solides sur la dynamique et le
comportement thermique des particules. Une comparaison directe entre PRS et DEM–CFD
permettrait de mettre en évidence les analogies / différences entre les deux modèles au niveau
des parois. En particulier, la comparaison du traitement de la phase fluide en proche paroi
et son impact sur les statistiques des particules est un point d’amélioration de l’échelle mé-
soscopique. Enfin, dans un troisième temps, l’étude du transfert thermique mur–lit fluidisé à
l’échelle résolue et DEM–CFD permettrait de valider / réfuter les modèles de fermeture déjà
existants [137, 173, 209]
L’effet de la convection naturelle, et, en particulier, la quantification de sa contribution
sur les transferts est aussi une piste d’étude. Bien que les propriétés du fluide (type eau
ou air) ne montrent pas de larges variations d’expansion thermique pour des différences de
température pouvant atteindre 50K, les gradients locaux au niveau des particules peuvent
générer des écoulements secondaires pouvant impacter le mouvement des particules si leur
nombre de Stokes est suffisamment faible. Ainsi, il est intéressant d’essayer de quantifier
l’effet du terme de Grashof dans les équations d’énergie au niveau PRS sur la dynamique du
lit, la porosité moyenne et les transferts thermiques. Des critères sur le nombre de Richardson,
Ri = Gr/Re2 apparaissant dans les équations et traduisant l’intensité relative de la flottabilité
et de la convection forcée peuvent être identifiés pour caractériser les zones d’importances de ce
phénomène. Dans le cas de particules au repos, Wachs [249] observe le mouvement ascendant
d’un lit de particules pour certains nombres de Grashof. Dans le cas d’une particule isolée,
ces effets sont observés au niveau expérimental [35, 264] pour le cas de convection naturelle
s’opérant à co-courant avec la convection forcée. Une étude numérique de Musong et Feng
[163] a étudié ce problème à l’aide d’une méthode IBM pour des nombres de Reynolds compris
entre 10 ≤ Re ≤ 100 et des nombres de Richardson dans la gamme 0 ≤ Ri ≤ 5. L’angle
d’inclinaison est varié de manière à ce que la convection naturelle s’ajoute ou s’oppose à
l’écoulement. Étendre ces études à des systèmes multi–particules fixes ou non, permettrait de
quantifier les changements locaux et/ou macroscopiques dans les lits de particules.
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L’ensemble des travaux conduits ici supposent une température constante à la surface des
particules. Le cas du transfert de matière est plus complexe car il peut être associé à une réac-
tion chimique. Dans ce cas, la concentration à la surface est non-uniforme et peut varier dans
le temps. Si les transferts thermiques et les transferts externes d’espèces chimiques suivent
les mêmes lois dans le cas de réactions infinies, la gamme de validité de ces hypothèses pour
les procédés industriels n’est pas toujours vérifiée. Ainsi, un point clé de la caractérisation
des transferts dans les unités réside dans la compréhension des couplages entre la cinétique
chimique et la compétition entre transferts externes et transferts internes au niveau des par-
ticules. Ces comparaisons font intervenir le module de Thiele (ou le nombre de Damkholer).
L’étude par simulation résolue de ces transferts pour des particules sphériques ou pour tous
types de particules est un élément clé de la compréhension pour la modélisation numérique
des écoulements fluide–particules réactifs. Le cas de particules en interactions pour les trans-
ferts internes et externes est à ce jour peu étudié et ouvre un large champ de recherche. En
particulier l’effet du module de Thiele sur le nombre de Nusselt / Sherwood effectif d’une par-
ticule ou d’un ensemble de particules ainsi que leurs impacts couplés aux autres paramètres
αc, Re, Pr / Sc n’est pas à ce jour établi. Pigeonneau et al. [176] ont étudié le cas d’une
réaction réversible à la surface d’une bulle dans les régimes de Stokes et obtiennent une limite
asymptotique du nombre de Sherwood en fonction de la constante d’équilibre, du nombre de
Damkholer, de Péclet et du rapport de diffusivités entre la particule et le fluide. Des travaux
sont actuellement en cours au sein de l’équipe PeliGRIFF et de l’Institut de Mécanique
des Fluides de Toulouse pour implémenter une méthode « sharp interface » permettant le
couplage précis interne–externe sur les transferts réactifs. L’extension de ces travaux aux
systèmes multi-particules donnerait un élément de réponse sur la physique en jeu dans les
réacteurs à lits fixes réactifs.
Enfin, dans l’optique d’une stratégie multi-échelles, une comparaison du modèle DEM–
CFD et du modèle à deux fluides (TFM) sur une configuration commune peut être mise en
place. Les termes de fermeture du TFM peuvent alors être directement extraits des simulations
DEM–CFD et réincorporés au niveau de la TFM. Les travaux de Capecelatro [29, 30] sur la
turbulence de la phase dispersée montrent l’intérêt de cette démarche. Ceci peut ensuite être
étendu au niveau des transferts thermiques et réactifs.
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Simulation numérique directe et analyse des transferts de chaleur dans les lits
de particules fixes et mobiles
Résumé — Ces travaux de recherche s’intéressent à la caractérisation des transferts ther-
miques dans les milieux fluide-particules, et en particulier, les lits fluidisés au sein desquels un
solide divisé est mis en suspension par un fluide. La grande diversité d’échelles spatiales et tem-
porelles dans ces procédés nécessite d’étudier les interactions hydrodynamiques, thermiques
et/ou chimiques entre les particules et le fluide à l’aide d’une approche multi-échelles. Une
étude des transferts thermiques dans des lits fixes puis fluidisés, est réalisée à deux échelles :
locales (Particle Resolved Simulation) et moyennées (Discrete Element Method–Computional
Fluids Dynamics). L’étude PRS permet de caractériser les couplages locaux des transferts
thermiques entre particules ainsi que la dynamique de ces transferts dans les configurations
fluidisées. Une étude comparative entre les échelles met en évidence les limites du modèle
DEM–CFD à capter les fluctuations des transferts thermiques observées dans les simulations
PRS. Dans un dernier temps, les fermetures du modèle DEM–CFD sont améliorées de ma-
nière à réintroduire les fluctuations perdues par le changement d’échelles.
Mots clés :Multi-échelles, Transferts Thermiques, Ecoulement fluide-particules, Simulation
numérique directe, Simulation Euler–Lagrange, Lits fluidisés, Lits fixes.
Direct numerical simulations and analysis of heat transfer through fixed and
fluidized beds
Abstract — This work aims at characterizing heat transfer into fluid–solid flows, and more
particularly fluidized beds, into which a solid phase is suspended by a flowing fluid. The wide
range of spatial and temporal scales present in such processes encourage to study hydrody-
namic, thermal and/or chemical interactions between the particles and the fluid through a
multi-scale strategy. The analysis of thermal interactions was first carried out for fixed bed
configurations and then, fluidized beds at two overlapping scales : local (PRS ; Particle Resol-
ved Simulation) and mesoscopic (DEM–CFD ; Discrete Element Method–Computional Fluids
Dynamics). The PRS approach accounts for the local coupling of heat transfer between the
particles and its dynamics into fluidized beds. A comparative study of the two scales indi-
cated the limits of the DEM–CFD model to capture the heat transfer fluctuations observed
into PRS. In a last step, the closure laws for DEM–CFD were improved to reintroduce the
fluctuations lost at this scale.
Keywords : Multi-scale, Heat transfer, Particle–laden flows, Particle resolved simulation,
Euler–Lagrange simulation, Fluidized beds, Fixed beds.
Institut de Mécanique des Fluides de Toulouse
Toulouse
