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Abstract
Nowadays, multi-source systems based on renewable energy technologies become the key to a sustainable energy
supply infrastructure against the rising cost and the pollutant nature of fossil primary energy used in conventional
power plant. However, the cost of renewable energy technologies and the reliability of a multi-sources generation
system are generally conﬂicting with each other. This paper presents a multiobjective formulation to allow optimizing
simultaneously both the annualized renewable energy cost the system reliability deﬁned as the renewable energy -
load disparity (RELD). This later takes into account the lack of energy as well as the exceed weighted by a penalty
factor. The optimization is reach by acting on the penetration rate of each type of renewable generation technologies
in order to satisfy a certain load curve. In order to solve this problem, this work suggests to use the fast and elitist
multiobjective genetic algorithm: NSGA-II. A case study shows that the use of diversiﬁed resources allows to handle
the RELD and to decrease the exceed renewable energy (RERE) and load energy notsupplied (LENS).
c© 2014 The Authors. Published by Elsevier Ltd.
Selection and peer-review under responsibility of the Euro-Mediterranean Institute for Sustainable Development
(EUMISD).
Keywords: Renewable Energy Cost, Power System Reliability, multiobjective Optimization, Evolutionary Algorithms,
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1. Introduction
The target behind the emergence of renewable energy policies is to reduce greenhouse gas emissions
produced by conventional fossil fuel power plants and to limit the electricity dependence to fuel rising price.
However, the major drawback of the use of renewable energy resources is their variability with weather and
climatic changes especially wind speed variability. Besides, the cost of solar generation is higher compared
with wind generation. In order to overcome these disadvantages, the use of diversiﬁed sources is considered
as the best solution deal with these issues [1–3].
During the past decades, many studies have been investigated to design hybrid renewable energy systems
and to propose the operating procedure of its components. In [4], a frequency regulator is proposed to
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reduce the frequency deviation of an isolated hybrid system and a critical study is carried out for a system
with or without energy storage while in [5] control and supervision systems are proposed to optimize the
used energy provided by an hybrid energy system. Other studies have been carried out and some develop
eﬃcient power management in microgrids such as the approach in [6] which proposes a dynamic assignment
of renewable energy tokens algorithm for collaborative microgrids based on the load management side and
allowing to keep the power balance. Besides, the paper [7] proposes non-uniform hierarchical 16-QAM to
provide a reliable data transmission over wireless links to achieve an eﬃcient information exchange between
the participants in such collaborative system. More studies were interested on the optimal design of hybrid
energy systems in terms of the installed power rate of each source technology in order to minimize the
cost installation and specially the cost of the produced kilowatt hour (kWh) of electricity such as the work
presented in [8,9].
Recently, the use of evolutionary algorithms is increasing due to their abilities to resolve complex problems
especially in the electrical ﬁeld such as active and reactive power dispatch problems [10,11]. This paper
considers fast and elitist multiobjective genetic algorithm NSGA-II to optimize the use of renewable energy
technologies taking into account the annualized cost and power system reliability in terms of load supplying
and contribution of renewable sources in power generation.
The paper is structured as follows: Section 2 presents a renewable power generation model in terms
of climatic parameters and in normalized form then the problem formulation is developed while Section 3
details the used optimization approach.The results discussion are conducted in Section 4 and ﬁnally, Section
6 provides conclusions and some perspectives.
2. Problem formulation
2.1. Renewable power generation model
In literature, there are various models that express mathematically the electrical power produced by
renewable technologies using deterministic or probabilistic approaches [12,13]. Most of them in terms of
climatic parameters. In this section, the formulation of both photovoltaic and wind turbine productions is
presented and then the per unit presentation is suggested in order to give the characteristic shape which
depends only on the expected location of the installation.
The power produced by a photovoltaic (PV) generator is estimated based on manufacturer data as well
as climate data (radiation and temperature). The output power of the PV generator [14] can be calculated
by
Pp = ηSE (1)
with
η = ηref (1− γ(T − Tref )) (2)
where η is the solar radiation eﬃciency of photovoltaic module, S is the total area of the photovoltaic
generator [m2] and E is the peak power per surface unit [Wp/m
2
]. On the other hand, η varies with the
cell temperature T , ηref is the reference eﬃciency of the PV generator, γ is the temperature coeﬃcient of
short-current [K] and Tref is the reference cell temperature [K].
The output power of a wind turbine varies at diﬀerent wind speeds and accordingly to the power curve
given by the manufacturer. Indeed, the power output of wind turbine can be approximated by [14,15],
Pw(v) =
⎧⎨
⎩
0 v < vc, v > vf
pr
v−vc
vr−vc vc ≤ v ≤ vr
pr vr ≤ v ≤ vf
(3)
where pr is the rated electrical power, vc is the cut-in wind speed at which the turbine ﬁrst starts to rotate
and generate power, vf the Cut-oﬀ wind speed which is the breaking system employed to avoid damage to
the rotor and vr the rated wind speed [m/s] at which the power output reaches the best operating at pr.
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In order to give general results and make the study related only to the concerned geographical area,
we suggest elaborating an approximate unit production curve of a unit PV or wind capacity. Expected
generation curves can be developed using climatic data over a year or on the generation curve per unit
installed capacity in the same area of the expected installation under study.
2.2. Optimization problem formulation
The proposed approach aims to give a global vision of power contribution of each renewable energy
technology in order to satisfy the demand curve. Since the climatic parameters on which is based solar
production are diﬀerent from those of wind production and then the characteristic shapes are diﬀerent
and sometimes complementary, then this paper suggests a multiobjective formulation of wind solar system
design. Indeed, two main objective functions are considered in order to allow a great use of diversiﬁed
renewable technologies in terms of best compromise of cost and reliability. The global formulation of the
system cost is given by
f1 = C
a
p
Np∑
k=1
Ppk + C
a
w
Nw∑
k=1
Pwk , (4)
where Cap is the total annualized cost of unit installed photovoltaic power, C
a
w is the total annualized cost of
unit installed wind power, Ppk and Pwk are the installed power of the k
th photovoltaic and wind generators
respectively, Np and Nw are the photovoltaic and wind generators number respectively.
In the other hand, the annualized system cost Ca consists of the annualized capital cost Cacap, maintenance
cost Camain and replacement cost C
a
rep. It is expressed by
Ca = Cacap + C
a
main + C
a
rep, (5)
The annualized capital cost of each component (PV cells and wind turbine generator) is given by [15]
Cacap = Ccap
i(1 + i)Lt
(1 + i)Lt + 1
, (6)
where Ccap is the initial capital cost, Lt is the project life time and is the annual real interest rate i which
is linked to the intensity j of nominal interest rate and to the annual inﬂation rate f by the following
expression:
i =
j − f
1 + f
, (7)
The annualized replacement cost is the annualized value of all the replacement costs occurring throughout
the lifetime of the project, taking into account the inﬂation rate can be expressed by:
Carep = Crep
i
(1 + i)Lt − 1 , (8)
The cost of the system maintenance is considered constant by year.
The second objective function is the minimization of the renewable energy - load disparity (RELD). In
fact, several reliability indices are used to evaluate system and load satisfaction such as the loss of load
expectation (LOLE), expected energy not supplied (EENS) and loss of power supply probability (LPSP)
[? ]. In this work, it is proposed to evaluate the disparity between renewable energy and load energy
curves which is noted RELD. This disparity can be both a lack of energy (negative disparity) or an excess
quantity (positive disparity). In general, the lack is recompensed by a basic fossil production, stored energy
or interconnection with other areas or countries. In contrast, the excess of energy can be stored or exported
into other areas or, in some cases, transformed to heat. Since these two quantities depend on the energy
strategy, we suggest using a penalty factor in terms of the energy disparity sign. RELD index, for a given
period, can be calculated by,
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f2 = RELD =
1
LtT
Lt∑
y=1
T∑
t=1
D [Eg(y, t)− El(y, t)]
El(y, t)
(9)
with
D[x] =
{
(1 + ω)x if x > 0,
−(1− ω)x if x ≤ 0, (10)
and
Eg(y, t) =
⎛
⎝ Np∑
k=1
PpkSpk(y, t) +
Nw∑
k=1
PwkSwk(y, t)
⎞
⎠ΔT (11)
where ω is the penalty factor, Eg(y, t) is the expected average energy, Spk(y, t) and Swk(y, t) are the expected
average characteristic shapes in the year y over the sample time t of solar and wind power, respectively, and
ΔT is the sample time duration.
Theoretically, the penalty factor can be in the range from 0 to 1. However, this factor is used to penalize
the energy excess in a minimization problem, then using high values close to 1 means that we minimize as
disparity only the excess without caring about the energy lack. Then, we will take the penalty factor in the
range from 0 to 0.5.
3. Optimization method
The problem deﬁned above needs a multiobjective optimization approach to be solved. Thus, this section
deﬁnes a multiobjective problem and Preto dominance then describes the proposed algorithm by developing
the operating process then by the ﬂow chart of NSGA-II. A general multiobjective optimization problem
can be mathematically expressed as follows:
Minimize F(x) =
[
f1(x), f2(x), . . . , fNobj(x)
]
(12)
Subject to gk(x) ≤ 0, k = 1, . . . , Nc,
where x = [x1, x2, . . . , xD]
T with xj can be either real, integer or boolean values, and D is the research space
dimension. fr(·) are the Nobj objective functions and gk(·) are the Nc constraint functions of the problem.
The family of optimal solutions of this MOP is composed of all those potential solutions such that the
components of the corresponding objective vectors whose elements cannot be simultaneously improved. This
is known as the concept of Pareto optimality. In a minimization problem, Pareto dominance and Pareto
optimality are deﬁned as follows:
Deﬁnition 1 (Pareto dominance). A given vector x = [x1, x2, . . . , xD] is said to dominate y = [y1, y2, . . . , yD]
if and only if ∀j ∈ {1, 2, . . . , D}, xj ≤ yj and ∃j0 ∈ {1, 2, . . . , D}, xj0 < yj0 .
Deﬁnition 2 (Pareto optimality). For a general MOP, a given solution x ∈ F , where F is the feasible
solution space, is Pareto optimal if and only if there is no x ∈ F that dominates x.
Fast and elitist multiobjective genetic algorithm (NSGA-II) is the second version of NSGA which improves
this later to overcome the computation complexity and the non-elitist characteristic of solutions [16]. The
basic operations of NSGA-II are as follows:
• Fast Non-dominated Sorting: which is based on two entities. The ﬁrst one is the calculation of the number
of solutions dominating each solution in the current population. This number determine the rank of each
solution. The second entity is the set of solutions that a solution dominates.
• Density estimation (crowding distance): presents the density of solutions surrounding a particular point
in Pareto front. It is the average distance of two points on either side of this point along each of the
objectives.
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Fig. 1: Flow chart of NSGA-II
• Crowded-Comparison Operator: which compares two solutions on the basis of both the rank and crowded
distance. The better solution is this with smaller rank. In the case of rank equality, the saved solution is
this with smaller crowded distance.
Fig. 1 presents the main loop of NSGA-II which starts by initializing the population and assigning to each
point the appropriate rank. Thereafter, reproduction operators such as tournament selection, recombination
and mutation are used to create the oﬀspring population. Then, the two populations parent and oﬀspring
are combined and sorted following the comparison operators mentioned above. More details and complexity
evaluation of NSGA-II are given in [16].
4. Simulation and results
In order to show performance of the proposed approach, PV and wind production curves of Belgium’s
electricity transmission system operator [17] as well as the load curve during the period Sep 2012 - Aug 2013
are used. Then, the generation data are normalized by the installed power capacity of each one presenting
the characteristic production shape per installed unit. Concerning the load curve, it is normalized by the
load peak. For all simulations, we take the duration of sample time ΔT = 15min. The initial capital cost
per MW of installed power capacity and maintenance cost of both PV and wind technologies are given in
Table 1. Interest rate is j = 3.5 and inﬂation rate f = 1.5.
Table 1: Initial capital cost and maintenance cost of wind and PV technologies
Capital cost (kUSD/MW) M&O cost (kUSD/MW/year)
Wind turbine 1500 16
PV 6500 10
The optimization method is utilized for three installation scenarios: system production generated by
PV technology alone, wind turbine alone and ﬁnally a scenario with both PV and wind generators. The
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Fig. 2: Pareto fronts of optimal renewable energy penetration rate in the case of ω = 0.5 and ω = 0.1, respectively.
obtained curves illustrated in Fig. 2 show the Pareto fronts of considered scenarios. Each solution presents
an optimized renewable energy integration possibility depending on a ﬁxed target. This later can be the
total annualized cost over the life time of system components or the disparity between renewable energy
production and load curves presented by RELD. A domination relation is observed between the three ﬁgured
scenarios. Indeed, following the Pareto dominance, using both solar and wind technologies (green curve )
is obviously better than using wind generators alone (purple curve ) and this later is better than generating
energy by PV alone 1 (red curve ). Table 2 presents solutions corresponding to best RELD in the case of
penalty factors ω = 0.5 and ω = 0.1. The RELD, in the studied case with the proposed data shapes, cannot
be less than 48.3% for ω = 0.5. However, 10.43% of load energy disparity in the case of ω = 0.1 can be
released. That shows clearly the utility of our approach. Indeed, it gives previously the expected value of
covered load limits depending on the characteristic shapes speciﬁed to each region.
Table 2: Best renewable energy - load disparity
ω = 0.5 ω = 0.1
PV Wind Wind/PV PV Wind Wind/PV
Wind capacity (pu) 0 2.54 1.35 0 8 3.72
PV capacity (pu) 0.88 0 0.75 3 0 1.40
Systeme cost (kUSD) 3609.9 8004.4 9152.0 14080.1 26050.1 29945.5
RELD (%) 82.8 54.6 48.3 65.96 14.68 10.43
In order to show the performance of the proposed approach in terms of lack and excess of energy, Fig.
3 presents diﬀerent monthly average energy curves for diﬀerent generation system scenarios and for three
diﬀerent penalty factors. Then, for ω = 0.1 (Figs. 3a and 3b), the produced energy in the case of PV
generation exceed twice the required load energy for six months while around 90% of load energy is not
supplied. In contrast, for ω = 0.5 (Figs. 3c and 3d), it is almost the same curve of average load energy
not supplied but it is gained a lot in the average exceed renewable energy which is less than 50% for most
months. However, for the system generation with only wind generators or both wind and PV generators,
the use of small values of ω allows to reduce the load energy not supplied to 30% against more than 40%
in the case of high value of ω. Finally, in order to compare systems with diﬀerent ω values, we set the
PV/wind generation cost ($9000k/MW) and diﬀerent average energy curves are shown in Figs. 3e and 3f.
Thus, for the same cost, the power system designer can decide in terms of the penalty factor ω to gain in
lack or excess of produced energy.
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Fig. 3: Rate of (a, c, e) average load energy not supplied and of (b, d, f) exceed renewable energy for diﬀerent generation
scenarios for ω = 0.1 and ω = 0.5 in the case of best RELD and for diﬀerent ω in the case of system generation cost equals to
$9000k/MW, respectively, during during the period Sep 2012 - Aug 2013
5. Conclusion and perspectives
The target of this work is to optimize simultaneously the annualized cost and renewable energy - load
disparity (RELD) by acting on the penetration rate of each source type. This work has proposed a new for-
mulation of the system reliability in terms of the produced energy based on the penalty factor of renewable
energy excess. Then, the metaheuristic multiobjective optimization approach called fast and elitist multi-
objective genetic algorithm (NSGA-II) has been used to solve the problem. An analytic and comparative
simulation study has done. Results show diversity of solutions in terms of the used generation technologies
and of the penalty factor. This study can be extended to analyze and ﬁnd the optimal penetration of power
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system with more renewable energy sources diversity such as biomass, concentrated solar power with and
without storage, geothermal, solar thermal and heliostat and/or in the case of combined heat and power.
On the other hand, conducting the renewable energy penetration optimization in parallel with a load man-
agement side (LMS) allows to better reduce the disparity of generation and load curves with the minimum
storage power. Besides, we have presented a global study in terms of the installation cost and expected
produced energy. However, in terms of produced power, the study of unpredictable power variability is as
important as the study already done.
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