Abstract-Most anomaly based NIDS employ supervised algorithms, whose performances highly depend on attack-free training data. Moreover, with changing network environment or services, patterns of normal traffic will be changed. In this paper, we developed intrusion detection system is to analyses the authentication records and separate UNFEIGNED and fraudulent authentication attempts for each user account in the system. Intrusions are detected by determining outliers related to the built patterns. We present the modification on the outlier detection algorithm. It is important problems to increase the detection rates and reduce false positive rates in Intrusion Detection System. Although preventative techniques such as access control and authentication attempt to prevent intruders, these can fail, and as a second line of defense, intrusion detection has been introduced. Rare events are events that occur very infrequently, detection of rare events is a common problem in many domains. Support Vector Machines (SVM) as a classical pattern recognition tool have been widely used for intrusion detection. However, conventional SVM methods do not concern different characteristics of features in building an intrusion detection system. Also evaluate the performance of K-Means algorithm by the detection rate and the false positive rate. All result evaluate with the new model of KDD dataset. Result generates in ROC Curves and compared both result of K-Means and SVM in Matlab.
I. INTRODUCTION
ECURITY techniques such as authentication and access control have been developed to achieve the objective of computer security namely to prevent unauthorized intruders from accessing and manipulating information. The security administrator is now faced with the problem of selecting suitable IDS for his/her particular computer system. Rapid expansion of computer network throughout the world has made security a crucial issue in a computing environment. Anomalies pattern sometimes exist within tiny or rare classes of similar anomalies. Anomaly-based network intrusion detection is a complex process. The challenge is thus important to identify "rare events" records in data set. As defined in, intrusion detection is "the process of monitoring the events occurring in a computer system or network and analyzing them for signs of intrusions. It is also defined as attempts to compromise the confidentiality, integrity, availability, or to bypass the security mechanisms of a computer or network". Anomaly Intrusion Detection Systems (IDS) aim at distinguishing an abnormal activity from an ordinary one.
Intrusion detection is a critical component of secure information systems. Many approaches have been proposed which include statistical, machine learning, data mining and immunological inspired techniques. Events that may not be actual security violations but those that do not fit in the normal usage profile of a user may be termed as suspicious events. Monitoring suspicious activities may help in finding a possible intrusion.
There are two main intrusion detection systems. Anomaly intrusion detection system is based on the profiles of normal behaviors of users or applications and checks whether the system is being used in a different manner.
The second one is called misuse intrusion detection system which collects attack signatures, compares a behavior with these attack signatures, and signals intrusion when there is a match. It is often impossible to analyze the vast amount of whole data, but one has to focus the analysis on an important portion of the data such as using some criteria, only the classes of interest can be selected for analysis or processing while the rest is rejected. This paper suggests the use rough set as a dimensionality reduction technique to avoid this information loss.
The theory of rough sets has been specially designed to handle data imperfections same as in fuzzy logic. Rough sets remove superfluous information by examining attribute dependencies. It deals with inconsistencies, uncertainty and incompleteness by imposing an upper and a lower approximation to set membership. Rough sets estimates the relevance of an attribute by using attribute dependencies regarding a given decision class. It achieves attribute set covering by imposing a discernibility relation With the tremendous growth of network-based services and sensitive information on networks, the number and the severity of network-based computer attacks have significantly increased. Although a wide range of security technologies such as information encryption, access control, and intrusion prevention can protect network-based systems, there are still many undetected intrusions. Thus, Intrusion Detection Systems (IDS) play a vital role in network security. Network Intrusion Detection Systems (NIDS) detect attacks by www.ijacsa.thesai.org observing various network activities, while Host-based Intrusion Detection Systems (HIDS) detect intrusions in an individual host.
To overcome the limitations of supervised anomaly based systems, a number of IDS employ unsupervised approaches. Unsupervised anomaly detection does not need attack-free training data. It detects attacks by determining unusual activities from data under two assumptions: The majority of activities are normal. Attacks statistically deviate from normal activities. The unusual activities are outliers that are inconsistent with the remainder of data set. Thus, outlier detection techniques can be applied in unsupervised anomaly detection. Actually, outlier detection has been used in a number of practical applications such as credit card fraud detection, voting irregularity analysis, and severe weather prediction.
II. PROPOSED TECHNIQUE Data presented to algorithm is generated by picking one of two Gaussians at random and then sampling from the selected distribution. If each Gaussian describes on of two users -UNFEIGNED and fraudulent, trying to authenticate, knowing from which Gaussian each sample of our data originated would completely solve our ID problem. Gaussian type distributions are assumed here for both UNFEIGNED and fraudulent user, So what are the hidden variables in this problem? Well, if we knew which sample in our set is generated by which distribution we could easily solve the problem. It would then be easy to calculate sample mean and variance for each distribution. All that would be left in this situation would be to somehow classify the new samples (i.e. new authentication attempts) as members of one or the other Gaussian.
The k-Means clustering is a classical clustering algorithm. After an initial random assignment of example to k clusters, the centers of clusters are computed and the examples are assigned to the clusters with the closest centers. The process is repeated until the cluster centers do not significantly change. Once the cluster assignment is fixed, the mean distance of an example to cluster centers is used as the score. Using the kmeans clustering algorithm, different clusters were specified and generated for each output class. There are two problems that are inherent to k-Means clustering algorithms. The first is determining the initial partition and the second is determining the optimal number of clusters.
Algorithm 1. k-means
Step 1: Choose k cluster centers to coincide with k randomly-chosen patterns or k randomly defined points inside the hyper volumn containing the pattern set.
Step 2: Assign each pattern to the closest cluster center.
Step 3: Recomputed the cluster centers using the current luster memberships.
Step 4: If a convergence criterion is not met, go to step 2. Typical convergence criteria are: no (or minimal) reassignment of patterns to new luster centers, or minimal decrease in squared error
In this experiment, we use a standard dataset the raw data used by the KDD Cup 1999 intrusion detection contest. This database includes a wide variety of intrusions simulated in a military network environment that is a common benchmark for evaluation of intrusion detection techniques. Test data use filename "corrected.gz" contains a total of 38 training attack types. It consists of approximately 300,000 data instances, each of which is a vector of extracted feature values from a connection record obtained from the raw network data gathered during the simulated intrusion and is labeled normal or a certain attack type. The 41 features can be divided into three groups; the first group is the basic feature of individual TCP connections, the second group is the content feature within a connection suggested by domain knowledge, and the third group is the traffic feature computed using a two-second time window. The distribution of attacks in the KDD Cup dataset is extremely unbalanced. Some attacks are represented with only a few examples, e.g. the phf and ftp_write attacks, whereas the smurf and neptune attacks cover millions of records. In general, the distribution of attacks is dominated by probes and denial-of-service attacks; the most interesting and dangerous attacks, such as compromises, are grossly under represented.
The data set has 41 attributes for each connection record plus one class label. There are 24 attack types, but we treat all of them as an attack group. A data set of size N is processed. The nominal attributes are converted into linear discrete values (integers). After eliminating labels, the data set is described as a matrix X, which has N rows and m=14 columns (attributes).
III. TEST RESULTS AND ANALYSIS
In This thesis we are take 1000 sample data and two algorithms K-Means, and SVM and there result are given below First we taken SVM algorithm and sample data 1000 so we get result in following:-a) False Positive rates. b) True Positive Rates Receiver operating characteristic curve We summarize our experimental results to detect intrusions using the unsupervised outlier detection technique over the KDD'99 dataset. We first describe the datasets used in the experiments. Then we evaluate our approach and discuss the results.
Under the sponsorship of Defense Advanced Research Projects Agency (DARPA) and Air Force Research Laboratory (AFRL), MIT Lincoln Laboratory has collected and distributed the datasets for the evaluation of computer network intrusion detection systems [20, 21] . The DARPA dataset is the most popular dataset used to test and evaluate a large number of IDSs. The KDD'99 dataset is a subset of the DARPA dataset prepared by Sal Stofo and Wenke Lee [25] . The data was preprocessed by extracting 41 features (e.g., protocol type, service, and flag) from the tcpdump data in the 1998 DARPA dataset. The KDD'99 dataset can be used without further time-consuming preprocessing and different IDSs can compare with each other by working on the same dataset. Therefore, we carry out our experiments on the www.ijacsa.thesai.org KDD'99 dataset. The full training set, one of the KDD'99 datasets, has 4,898,431 connections, which contains attacks. The attacks in the dataset fall into four categories [26] : DoS (Denial of Service), R2L (unauthorized access from a remote machine), U2R (unauthorized access to root privileges), and probing. The dataset is labeled by type of attacks. Since our approach is unsupervised, the dataset does not satisfy the needs of our experiments. We must remove the labels that indicate types of attacks from the dataset.
To generate new datasets for our experiments, we first separate the dataset into two pools according to the labels. One includes normal connections. Another includes attacks. Then, we remove all the labels from the pools. However, we need the data labeled by service to build patterns of services, So we use service feature in the dataset as label. As a result, all the data contains 40 features and is labeled by service. For our experiments, we choose five most popular network services: ftp, http, pop, smtp, and telnet.
Five different types of data were chosen with 40 attributes each [27] . The data contain 24 attack types which are classified into four categories. They are Denial of Service (DOS), unauthorized access from a Remote Machine (URM), unauthorized access to Local Super user (ULS) and Probing and Surveillance (PAS). Denial of service (DOS) is a class of attack where an attacker makes a resource too busy to handle authorized request and in turn deny access to the authorized users. URM is a class of attack where an attacker exploits the vulnerability of the machine by sending packets to the machine, to gain illegal access as a user. In the case of ULS an attacker starts with gaining access to the account of a normal user and then exploits the systems vulnerability. PAS is a class of attack where an attacker scans a network to know the vulnerabilities and exploits them. The 40 variables are given in Table 5 .1 the variables from 24 to 40 are modeled using normal distribution. The variables 8 and 9 are modeled using they are numerically viable. All the data are normalized between 0 and 1. A clustering algorithm is used for classifying them into five classes namely, NORMAL, PAS, DOS, URM and ULS. The true positive rates and false positive rates for are obtained using the formula We carry out the first experiment over the attack dataset. We first optimize the parameters of K-Means algorithm by feeding the dataset into the NIDS. The NIDS builds patterns of the network services with different values of the parameters.
With the optimized parameters, we build the patterns of the network services. Over the built patterns, the NIDS calculates the Iteration of each connection. Since the attacks are injected at the beginning of the dataset, the figure shows the Iteration of the attacks is much higher than most of normal activities. Some normal activities also have high Iteration. That leads to false positives. The NIDS will raise an alert if an Iteration of a connection exceeds a specified threshold.
We evaluate the performance of K-Means algorithm by the detection rate and the false positive rate. The detection rate is the number of attacks detected by the system divided by the number of attacks in the dataset. The false positive rate is the number of normal connections that are misclassified as attacks divided by the number of normal connections in the dataset. We can evaluate the performance by varying the threshold of outlier-ness. DATASET [1] In intrusion detection, ROC (Receiver Operating Characteristic) curve is often used to measure performance of IDSs. The ROC curve is a plot of the detection rate against the false positive rate. Fig. 1 plots ROC curve to show the relationship between the detection rates and the false positive rates over the dataset. The result indicates that K-Means algorithm can achieve a high detection rate with a low false positive rate. Compared to other unsupervised anomaly based systems [2, 10] , our system provides better performance over the KDD'99 dataset while the false positive rate is low. www.ijacsa.thesai.org
A. Evaluation and discussion from K-Means Vs SVM
We carry out the first experiment over the attack dataset. We first optimize the parameters of K-Means and SVM algorithm by feeding the dataset into the NIDS. The NIDS builds patterns of the network services with different values of the parameters.
In intrusion detection, ROC (Receiver Operating Characteristic) curve is often used to measure performance of IDSs. The ROC curve is a plot of the detection rate against the false positive rate. Fig. 1 plots ROC curve to show the relationship between the detection rates and the false positive rates over the dataset.
The result indicates that K-Means algorithm can achieve a high detection rate with a low false positive rate. Compared to other unsupervised anomaly based systems [2, 10] , our system provides better performance over the KDD'99 dataset while the false positive rate is low. Show that the detection rate is reduced significantly when the false positive rate is low. Although our experiments are carried out under different conditions, Fig. 1 shows that our KMeans algorithm still provides relatively higher detection rates when the false positive rates are low. For example, the detection rate is 97.9% To evaluate our system under different number of attacks, we carry out the experiments over attack dataset. Fig. 1 plots the ROCs for each dataset using comparison of ROC curves. The result shows that the performance tends to be reduced while increasing number of attacks. In this Paper' goal was to provide the scientific evidence that one-class SVMs and K-Means algorithm can be regarded as suitable method for detecting intrusions in flow-based network data The performance of K-Means algorithm is comparable to that of other reported unsupervised anomaly detection approaches. Especially, our approach achieve higher detection rate when the false positive rate is low. It is more significant for NIDSs, since high false positive rate will make NIDSs useless. Due to high complexity of the unsupervised anomaly detection algorithm, low detection speed performance of the approach makes real time detection impossible. However, the approach can detect novel intrusions without attack-free training data. The detected novel intrusions can be used to train real time supervised misuse detection systems. Therefore, the trained misuse detection systems can detect the novel intrusions in real time.
The results also show that the performance tends to be reduced with increasing number of attack connections. That is a problem of unsupervised systems. Some attacks (e.g., DoS) produce a large number of connections, which may undermine an unsupervised anomaly detection system. To overcome the problem, we will incorporate both anomaly based and misuse based approaches into the NIDS in the future. Misuse approach can detect known attacks. By removing known attacks, the number of attacks can be reduced significantly in datasets for unsupervised anomaly detection. Misuse detection has high detection rate with low false positive rate. Anomaly detection can detect novel attacks to increase the detection rate. Therefore, combining misuse and anomaly detection can improve the overall performance of the NIDS.
