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ABSTRACT
Research on time-series similarity measures has emphasized the
need for elastic methods which align the indices of pairs of time
series and a plethora of non-parametric measures have been pro-
posed for the task. On the other hand, deep learning approaches
are dominant in closely related domains, such as learning image
and text sentence similarity. In this paper, we propose NeuralWarp,
a novel measure that models the alignment of time-series indices
in a deep representation space, by modeling a warping function
as an upper level neural network between deeply-encoded time
series values. Experimental results demonstrate that NeuralWarp
outperforms both non-parametric and un-warped deep models on
a range of diverse real-world datasets.
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1 INTRODUCTION
Time-series similarity is one of the crucial problems for the ma-
chine learning community and has been extensively researched
in the recent decades. e predominant approaches in learning
(diss)similarity measures have stressed the need for elastic func-
tions in aligning/warping the indices of time series. Such a warping
aribute of a similarity function is essential given the high degree
of intra-class variations in time-series instances, exhibited in the
form of shis, distortions, noise and diverse scalings of paerns.
For this reason, Dynamic Time Warping (DTW) - a method that
aligns the indices of two series - has been shown to perform accu-
rately in tackling intra-class series variations [10, 28]. DTW aligns
series in a way that the total sum of distances between the corre-
sponding values of the aligned indices is the smallest possible [27].
e community on time-series similarity research have proposed
a plethora of elastic measures for rivaling DTW, such as the Time
Warp Edit Distance, which captures the elasticity aspect by bor-
rowing the concept of edit distances from string similarity [20].
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e unifying characteristic of the prior work is the fact that those
methods are static (a.k.a. non-parametric), meaning they can op-
erate without having to train the respective similarity function
through supervised learning. On the contrary, similarity measures
in closely-related application domains, such as image or text mining,
rely heavily on exploiting parametric models in the form of deep
neural networks. e mechanism of learning the similarity between
series via neural networks is centered on the Siamese architectures,
which is a metaphor for using the same Deep Learning models
to produce the latent/deep embedding of a pair of time series [3].
Typically, such latent embeddings are computed through Convo-
lutional Neural Networks (CNN) in the realm of images [15, 39],
or Recurrent Neural Networks (RNN) in the case of text [23]. e
distance between time series is therefore usually formalized as the
Lp norm distance between the latent embedding tensors in the deep
representation space [23, 24].
We emphasize that deep similarity measures are not thoroughly
explored for general time-series data. In particular, Siamese archi-
tectures do not directly model the elastic alignment of time-series
instances in the deep representation space. In this paper, we close
the gap between the research streams in elastic time-series mea-
sures and the deep Siamese architectures by proposing a novel
technique that directly models the alignment of time-series repre-
sentations in a deep neural space. Our motivation is based on the
fact that optimal alignment paths can be re-formulated as an all-
pairs distance with a warping indicator function. Furthermore, we
argue that such a function cannot be numerically trained directly
on raw time series measurements, because raw values provide an
insucient level of dis-ambiguity contexts (Section 4).
As a result, we propose to project raw time series into a latent
representation by means of encoder neural networks, such as CNN
or RNN, in a way that indices represent the context of the paern
at a particular time index, instead of the raw value. Aerwards, we
introduce a parametric alignment function for warping the encoded
contexts of the time-series instances. Such a warping function is an
upper layer neural network that takes as input the encoded deep
contexts of a pair of index values from two time series, and outputs
the probability of aligning those indices. erefore, the Lp norm
distance of standard Siamese architectures is transformed into an
elastic measure for capturing intra-class variations of time-series
paerns. e novel deep alignment measure is named NeuralWarp
and is detailed in Section 4.1. We propose a loss function that
maximizes the similarity of the warped deep measure of given
pairs of similar series, while minimizing the similarity of pairs of
dissimilar pairs of series. e optimization of the loss is carried out
by a rst-order minimization in Section 4.2.
We conducted extensive experiments to test the accuracy of the
proposed elastic deep similarity by comparing it against strong
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non-parametric methods, as well as un-warped deep Siamese archi-
tectures. We noticed that a warper function signicantly improves
the performance of existing Siamese approaches, in terms of helping
a Nearest Neighbor classier achieve higher accuracies. Moreover,
the experimental results of Section 5.4 demonstrate that Neural-
Warp is superior in accuracy compared to strong non-parametric
baselines. Our results show that encoders based on Recurrent Neu-
ral Networks (RNN) achieve the best performance in providing
contextual features to the proposed warping function. In addition,
we compared our similarity measure against same-capacity deep ar-
chitectures that are trained directly for classication and found out
that the warped RNN models are more accurate than classication
RNN.
2 RELATEDWORK
Since the genesis of Recurrent Neural Networks, architectures
that handle the time shiing aspects in signal data have been pro-
posed [31]. In strong contrast to other domains, such as speech
and image mining, the similarity measures within the time series
domain have been mainly focused on non-parametric functions,
such as DTW, TWED, etc. In fact, deep learning became out of
fashion in the time-series research community, primarily in favor
of elastic similarity measures [1]. Yet, a recent paper showed that
relatively o-the-shelve, yet properly tuned, deep networks with
batch normalization layers and global average pooling can achieve
state-of-the-art classication accuracy [35]. roughout this sec-
tion we are briey covering the prior published work on similarity
learning for time series data.
2.1 Similarity Learning
Similarity learning is an established task for the machine learning
community and has been extensively covered in the recent decade.
For instance, in the context of image retrieval, similarity learning
is used to ’search by image’ in a search engine application [34]. In
the music information retrieval community, the similarity between
recorded audio data is crucial for identifying genres and/or com-
posers [19, 21]. Moreover, for the bio-metric identication realm
it is important to learn the similarity between individuals based
on recorded video signals [41]. Last, but not least, the semantic
similarity between text contents is essential for diverse tasks in
computational linguistics [23].
Recently, deep learning approaches have become the de-facto
standard in image retrieval systems [33]. Deep similarity measures
are learned by Siamese networks, a metaphor that depicts using
the same network for deriving the latent representation of a pair of
instances [3]. e Siamese mechanism computes either the L1/L2
distance [15, 23, 40], or the cosine similarity [39] between the pairs
of instances. Not every dissimilarity measure is strictly speaking a
distance metric, since metrics have to obey three conditions, such
as non-negativity, symmetry, triangle inequality and the identity
of indiscernibles. Learning a distance metric in a latent represen-
tation was initially optimized for clustering [37]. In the context
of sequences, a metric learning approach for time sequence opti-
mizes the temporal sequence alignment in form of a Mahalanobis
distance [11].
2.2 Time-series Similarity
Learning the similarity of time series has been long conducted using
static (i.e. non-parametric) measures such as Euclidean distance
and Dynamic Time Warping. In strong contrast to other related
domains, such as speech and image mining, deep learning similarity
measures have so far not been thoroughly explored for generic
multivariate time series data. Among static measures, a series of
those approaches have been inspired by the edit distance concept of
strings, i.e. the number of operations needed to convert one string
to another. In that regards, the Edit Distance with Real Penalty has
rst adapted this concept for time-series similarity [6]. Recently,
another method combines the aspects of edit distance with time
warping. [20]. Another technique learns the longest common sub-
sequences between time series as a notion of similarity [16].
e most notorious (dis)similarity measure is Dynamic Time
Warping (DTW) [27, 28], which computes the alignment of two
series’ indices. An initial empirical survey concluded that DTW
is a very accurate measure in terms of classication accuracy [10].
DTW computes the best alignment between indices of two time
series, in a way that the sum of aligned series values is the smallest
possible. Numerous papers have elaborated lateral aspects of DTW,
while its O(n2) computational run-time has been ameliorated by
various schemes, such early abandoning and lower bounds [25].
A multi-level decomposition of the series regions can reduce the
computational time and space that DTW requires to a linear com-
plexity [29]. Furthermore, another paper aims at deriving a dieren-
tiable variant of DTW that can be used for numerical optimizations
of loss functions [8]. In comparison to the best warping alignment
strategy of DTW, a prior work proposes to use the so-minimum of
all alignment paths, yielding a mathematically-sound distance met-
ric [7]. Recently, the idea of all-pairs similarity join has aracted
aention in the time series research community [38]. Moreover,
this representation has been applied to measure time series sim-
ilarity as the degree of common sub-sequences [12]. It is worth
pointing out that the most recent and empirically exhausting sur-
vey of similarity measures for time series concluded that Dynamic
Time Warping (DTW) and Time Warped Edit Distance (TWED) are
the most competitive options [30]. In this paper we empirically
compare the proposed elastic similarity measure against both DTW
and TWED.
2.3 Deep Learning Similarity for Time Series
Time series are mainly modeled through Recurrent Neural Net-
works (RNN), or Convolutional Neural Networks (CNN). With re-
gards to utilizing RNN for sequences, it has been indicated that
Long Short Term Memory (LSTM) has the property of being invari-
ant to paern shis in the time domain [32], and are considered a
natural model for time series. Furthermore, CNN have the ability
to capture discriminative series paerns and can be considered a
generalization of shapelet-based classiers [13, 35]. Combinations
of both models have also been proposed, in the form of LSTM fully
convolutional networks [17]. In the context of capturing similarity,
the Siamese architecture was initially proposed for detecting similar
handwrien signatures [4]. In that perspective, a recent work aims
at building a Siamese network for extracting latent representations
of time series, in a way that the similarity metric considers a global
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alignment function in the deep space [5]. During the same year, two
separate papers have further utilized Siamese RNN networks for
capturing the similarities of sequences in the domains of text and
time series [23, 24]. Another recent work, has explored a similar
architecture in the realm of action recognition [26]. In this paper
we further extend Siamese deep networks to warp time series in
the latent/deep representation, by introducing a warping network
that contextualizes the alignment of indices in the latent space.
2.4 Novelty and Research Hypothesis
e motivation of this paper is based on two key observations:
(1) Deep learning is not thoroughly explored for optimizing
time-series similarity measures;
(2) e warping aspect of time-series similarity is not directly
modeled in deep networks.
Whilst deep learning oers the best family of models for har-
vesting the power of machine learning, there is still no direct and
ecient way to align time-series in a deep representation. e
optimal warping alignment utilized by the Dynamic Time Warping
measure is not directly usable in a latent representation, because,
despite aempts to provide mathematically smooth relaxations [8],
it is still not a dierentiable function. On the other hand, Recurrent
Neural Networks are not an optimal mechanism to model time
series, too. RNN can produce a cumulative representation for each
time index, however they do not dene how the indices of two time
series should be aligned.
In this paper, we propose NeuralWarp: the rst elastic deep
learning measure for time-series similarity. Our suggestion is to
model an alignment/warping path between two sequences’ values
as a dedicated neural network function in the deep representation of
the sequence values. In that way, we jointly learn a deep embedding
of the time series (with RNN, or CNN models) together with a
warping neural networks that learns to align values in the latent
space. Following this line of thought, the primary objective of this
paper is to address the following research hypothesis:
• Can parametric warping functions trained in a deep repre-
sentation of time series yield beer1 similarity measures
compared to:
a) Non-parametric warping measures (e.g. DTW, TWED),
and
b) Un-warped deep variants (e.g. Siamese CNN or RNN) ?
3 ALIGNMENT PATHS
Even though DTW is a well-known algorithm, we would still invest
some lines to explain it, because the idea of optimal alignment
path is crucial for further understanding the remaining sections
of the paper. DTW learns the best alignment path between two
time series A ∈ RT×D and B ∈ RT×D with T measurements of D
channels each, as the list of index pairs
(
ϕ
(A)
k ,ϕ
(B)
k
)
,ϕ ∈ {1, . . . ,T }.
Equation 1 formalizes the concept behind an optimal warping path.
1Compared through the classication accuracy of a Nearest Neighbor classier using
rivaling similarity measures.
D(A,B) := min
ϕ
|ϕ |∑
k=1
| |A
ϕ(A)k
− B
ϕ(B)k
| |2
2
(1)(
ϕ
(A)
k − ϕ
(A)
k−1
ϕ
(B)
k − ϕ
(B)
k−1
)
:=
{(
0
1
)
,
(
1
0
)
,
(
1
1
)}
(2)
In the case of DTW the index pairs ϕ should be monotonically
non-decreasing. Figure 1 provides an illustration of how DTW
operates on two illustrated series. e warping path ϕ is shown on
subplot c) and the index pairs are depicted on d).
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Figure 1: A DTW illustration with series from the ”Two Pat-
terns” dataset [9], where the warping path ϕ is derived from
the warping matrix C.
e Dynamic Time Warping distance is solved by a recursive
dynamic programming approach, which is formalized by Equation 3.
e total distance of the best warping path between the rst i indices
of the rst series A1:i, : and the rst j indices of the second series
B1:j, : is dened as Ci, j , where C oen called the warping matrix in
the time-series literature.
D(A,B) = CT ,T , where: (3)
Ci, j = | |Ai − Bj | |22 + min
{
Ci−1, j ,Ci, j−1,Ci−1, j−1
}
(4)
4 PARAMETRIC WARPING SIMILARITY
It is possible to rewrite the Dynamic Time Warping distance of
Equation 1 as the Equations 5-6. In other words, we can represent
the optimal alignment of Equation 1 as a measure between all the
indices of both series, by multiplying it with an indicator function
Φ which determines whether the value pairs (Ai ,Bj ) should be
matched, and checking whether the index (i, j) is part of an optimal
alignment path similar to the one computed through Equation 3.
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D(A,B) =
T∑
i=1
T∑
j=1
| |Ai − Bj | |22 Φ
(
Ai ,Bj ; ϕ
)
(5)
Φ
(
Ai ,Bj ; ϕ
)
=
{
1 (i, j) ∈ ϕ
0 (i, j) < ϕ (6)
Nevertheless, such a conversion can hint an important question:
Can we actually dene and learn such a warping function Φ : R ×
R → [0, 1] in a principled (supervised) manner? Before following
this line of thinking, one should notice that DTW is optimal with
respect to achieving the sum of distance values of the aligned index
pairs. However, DTW is a static measure that ignores the peculiar
characteristics of a dataset. In other words, it cannot ignore a part of
series and consider only certain sub-segments that are relevant for
capturing the similarity, due to the monotonically non-decreasing
constraint of Equation 2. erefore, it is important to optimize
alignments in a supervised manner that trains a warping path for
each particular dataset.
e obvious dilemma is how to parameterize and learn the warp-
ing alignment function Φ? e naive approach is to provide as input
the values of the time series and output a binary indicator represent-
ing whether the values should be aligned: Φ(Ai ,Bj ) : R×R→ [0, 1].
Obviously, one can model the function as a neural network with
two inputs (series values) and an output neuron with a Sigmoid
activation function that predicts the alignment probability. How-
ever, the series values corresponding to the indices alone provide
an insucient level of information for deciding whether or not to
align.
0 50 100
0A
t
0 50 100
t
0B
t
Ai
Bj
Φ (Ai, Bj)
Warping Function
Figure 2: A warping function dened directly on time-series
values fails to capture the ”warping context” in cases where
input pairs have the same values.
Figure 2 illustrates the issue arising from training a warping
function directly on time-series values. e two illustrated series
are the same as those in Figure 1 where the pair of values indicated
by red lines should be matched, while the pair of values indicated
by blue lines should not. However, those two pairs of time indices
have the same values. erefore, a neural network, which is a de-
terministic function, cannot compute dierent warping alignment
outputs when given the same inputs. e crucial problem of this
approach is that an ecient warping function should be inpued
the ”context” of an index value within the time-series, instead of
merely the value. In that aspect, Dynamic Time Warping uses the
aggregated optimal distance so far (i.e. warping matrix C from
Equation 3) as the context information.
4.1 NeuralWarp
In order to mine the information encapsulated by the context at a
particular index of a time-series, we propose to convert the time
series to a new representation by means of an encoder function.
e function E : RT×D → RT×K will convert each of the D-
dimensional (multi-channel) measurements of a time series to a K-
dimensional context vector. ere are two standard deep learning
options for the encoder E, it can either be a Recurrent Neural
Network, or a Convolutional Neural Network. We stress that our
proposed similarity measure NeuralWarp is agnostic to the choice
of neural architecture and can operate with all encoders that are
dierentiable with respect to its parameters.
NeuralWarp: e proposed similarity function S : RT×K ×
RT×K → [0, 1] is formalized in Equation 7, which is a general-
ization of the all-pairs global warping alignment from Equation 5.
We propose to measure the warped distance between all pairs of
encoded vectors in the latent deep representation E. e distance
between the context vectors at the i-th index of the rst series
and the j-th index of the second series, i.e. between the vectors
E(A)i ∈ RK and E(B)j ∈ RK is captured by |E(A)i − E(B)j |. is
distance is not directly taken into account, but only if a warper
function Φ
(E(A)i , E(B)j ) : RK × RK → [0, 1] decides to align the
contexts. We decided to name this similarity model as ”NeuralWarp”
for paying tribute to the fact that we learn a warping function in a
deep series representation.
SA,B = exp ©­«− 1T 2
T∑
i=1
T∑
j=1
|E(A)i − E(B)j | Φ
(E(A)i , E(B)j )ª®¬ (7)
e warper Φ : R2K → [0, 1] is a parametric function that
decides smoothly, based on the series contexts E(A)i ∈ RK , i =
1, . . . ,T whether (Φ ≈ 1) or not (Φ ≈ 0) to align the two activations
at the respective positions i and j of both latent series. Such a
function is expressed as a neural network with R2K inputs and
a single output neuron with a Sigmoid activation. e warper is
modeled as a fully-connected deep forward network with linear
rectier activation at the neurons of the hidden layers. Finally the
warped all-pairs distance is converted to a similarity function by
applying the exponential function of the negative distance, since
exp(−x) → 1 when x → 0 and exp(−x) → 0 when x → ∞. We
experimented with dierent p-norms for the context dierence
|E(A)i − E(B)j | but found the L1 norm (absolute value) to perform
best. It is worth emphasizing that the proposed measure provides
a direct probability (S ∈ [0, 1]) of the similarity between series,
instead of merely quantifying the inverse of distance.
e proposed deep elastic similarity measure is illustrated in
Figure 3. Two pairs of similar instances, denoted as A+,B+, and
dissimilar instances, denoted as A−,B− are inpued to the same
encoder network (hence the metaphor Siamese). In the provided
illustration, the encoder E is a bi-directional Recurrent Neural
Network. e all-pairs distance matrix and the warping function
output are also illustrated as subplots. For this dataset we trained
a 5-layers Siamese deep network (1 layer RNN encoder of 16 cells
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Figure 3: A bi-directional RNN encoding network E with one layers having [16] cells and a warper Φ network of size [16, 8, 4, 1]
trained for 10K batches of 30 pairs on the univariate ”Synthetic Control” dataset [9]. e image illustrates the encoding and
warping of a similar A+,B+ and a dissimilar A−,B− pairs of univariate series.
and 4 layers fully-connected warper with [16,8,4,1] neurons). e
interpretation of the deep elastic warping is slightly dierent than
the case of raw time series values, since now the warper can alter
the deep series representation. In other words, the warper has
forced the encoder E to produce activations in a way that the
warper Φ can achieve small values for similar time series and larger
values for dissimilar series. e ultimate aim is to learn E,Φ in a
way that Equation 7 approaches to one for similar distances and
zero for dissimilar ones. As we see from Figure 3, the encoder and
warper have been trained to produce larger similarities S for the
pair A+,B+.
4.2 Optimization Objective
Having dened the NeuralWarp parametric similarity measure in
Section 4.1, we now derive the loss function for learning the encoder
and warper networks’ parameters.
We stress out that explicit ground truth similarity annotations
for time series data are scarce2. Yet it is possible to utilize the vast
amount of labeled instances for classication purposes by assuming
series from the same class are similar. Note that it is an established
approach to train and test similarity measures through classication
datasets, instead of explicitly annotated pairs of similar series [10,
30]. In that context, the pairs of similar instances having the same
label are dened as P = {(Tn ,Tm ) | Yn = Ym }, where Tn denotes
then-th series in the training set andYn ∈ N its corresponding label.
In the opposite manner, pairs of instances from dierent classes
are judged to be un-similar as N = {(Tp ,Tq ) | Yp , Yq}. Overall,
the similarity measure is trained by minimizing the logistic loss
objective L(E,Φ) of Equation 8, which enforces that the similarity
2We found no public dataset with an explicit annotation of similar series pairs.
measure is much larger for pairs of instances from the same class,
compared to pairs of instances belonging to dierent classes.
L(E,Φ) =: arg min
E,Φ
1
|P |
∑
(A+,B+)∈P
log
(SA+,B+ (E,Φ))
+
1
|N |
∑
(A−,B−)∈N
log
(
1 − SA−,B− (E,Φ)
)
(8)
4.2.1 Learning Algorithm. e optimization of the objective
function of Equation 8 is carried out by a Stochastic Gradient De-
scent learning routine as illustrated in Algorithm 1. In a series of
iterations we randomly select a batch of K similar and K dissimilar
pairs (line 2). e overall loss of the i-th batch of pairs is the ag-
gregation L(i) of line 3. All the parameters (i.e. neural weights) θΦ
of the warping network and the parameters θE of the embedding
function are updated to minimize the batch loss. In principle, the
derivatives ∂L(i )
∂θ are trivially computed by backpropagating the
error in minimizing Equation 8 w.r.t. each of the specic neural
weights θ . Nevertheless, we follow the established practice of using
the automatic dierentiation functionality of deep learning libraries
(in our case Tensorow) for computing ∂L(i )
∂θ . In addition, we use
the Adam optimizing strategy [18] for updating the per-parameter
learning rate η(i)θ at every iteration.
We illustrate the progress of a typical execution of the learning
algorithm with the assistance of Figure 4. One typical visualization
that shows the performance of distance measures is by ploing the
distance matrix of a set of test series into a 2-dimensional represen-
tation, here computed by the Multidimensional Scaling algorithm.
In Figure 4 we trained the similarity S on the HAR dataset [22]
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Algorithm 1: Learning the NeuralWarp similarity
Input : List of similar series pairs P, List of dissimilar series
pairs N , Number of iterations I , Batch size K ,
Learning rate η.
1 for i = 1, . . . , I do
2 (A+k ,B+k ) ∼ P; (A−k ,B−k ) ∼ N ; k = 1, . . . ,K ;
3 L(i) = 1K
K∑
k=1
log
(
SA+k ,B
+
k
)
+ log
(
1 − SA−k ,B−k
)
;
4 θE ← θE − η(i)θE
∂L(i )
∂θE ;
5 θΦ ← θΦ − η(i)θΦ
∂L(i )
∂θΦ
;
6 end
Return : Model parameters θE ,θΦ
using Algorithm 1 and we computed the distance among all test
instances for the sake of visualization. Note that our similarity can
be trivially converted to a distance (dissimilarity) as (1 − S) ∈ [0, 1].
e detailed protocol with the seings of the NeuralWarp model
is further claried in Section 5.2 (i.e. choice of network size, K ,
η, etc.). Testing series from the two most frequent classes of the
HAR dataset [22] were selected and their distance matrix was re-
duced to two dimensional representations in the subplots. In the
beginning of the optimization procedure (Iteration 0), the distances
between similar series are not distinguishable from the dissimilar
ones. We notice that aer 5000 iterations the intra-class similarities
start to become larger than the inter-class similarities, producing a
noticeable segregation among the two classes.
0
0
a) Iteration 0
0
0
b) Iteration 1000
0
0
c) Iteration 3000
0
0
d) Iteration 5000
Figure 4: Multidimensional scaling of the pairwise similari-
ties of test series belonging to the two most frequent classes
from the HAR dataset [22], computed through NeuralWarp
with a bi-directional RNN/LSTM encoder.
4.3 Connection to Attention Models
e warped similarity model we propose shares some intuition with
the Aention mechanism in language translation [2]. Aention,
which is typically used for neural translation, models the impact of
the words from the sentences of the origin language into predicting
the translated words of the target language sentence. In certain
aspects, we can think of the contextual function that decides the
impact of words in a sentence as some sort of warping function.
erefore, even though aention models solve a prediction task
(predict/translate a sequence), we still can categorize our model as
a form of generalized aention for time-series similarity.
5 EXPERIMENTS
5.1 Baselines
e experimental results of this section aim at validating the re-
search hypothesis of the paper specied in Section 2.4. ere are
three competing approaches when referring to similarity measures
in time series:
Non-parametric: e rst class of similarity measures are the
ones that do not have parameters that need to be learned using
training data and can be deployed as static measures to any dataset.
Among the most prominent and successful measures are the Dy-
namic Time Warping (DTW) and Time Warped Edit Distance (TWED)
[10, 30].
Siamese Deep Similarity: is second class of measures re-
lies on projecting sequential data in a deep representation, where
similar series should have small distances. e neural networks
of the Siamese deep similarities are either Convolutional Neural
Networks (CNN) [5] or Recurrent Neural Networks(RNN) [23, 24].
e distance in the deep representation is expressed as the Lp norm
(typically L1 and L2) of the latent embedding vectors (i.e. convolu-
tional feature maps, or LSTM cells’ activations) [23, 24, 26]. at
simply means SA,B = exp
(
− 1T
∑T
i=1 |E(A)i − E(B)i |
)
.
NeuralWarp: e nal type of similarity measures is the Neu-
ralWarp approach that we proposed in Section 4.1, which extends
the Siamese Deep Similarity measures by introducing a parametric
warping neural network in the deep representation layer. Similar
to the case of the Siamese architectures, the embedding network is
either a CNN or RNN. e comparison of NeuralWarp with plain
Siamese similarity measures will shed light on the usefulness of
having a warping functionality in the deep encoding. On the other
hand, comparing NeuralWarp against non-parametric similarity
measures will help understanding the benet of deep learning for
time-series similarities.
5.2 Experimental Protocol
Deep Learning requires several hyper-parameters that dene the
complexity of the neural architectures, as well as the optimization
procedure. e optimal approach of seing the hyper-parameters
is by tuning them via cross-validation. Unfortunately, given the
large computational demands (see run-times in Section 5.4.1) of
deep learning architectures, a proper hyper-parameter search is
unfeasible. Under these circumstances we follow the established
trend of using one specic deep architecture designed based on
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Table 1: Classication accuracy comparison against similarity measures
Dataset Dataset Description Non-parametric Siamese NeuralWarp
Train-Test Classes Length Channels DTW TWED CNN RNN CNN-W RNN-W
Satellite 89720-9967 9 23 10 0.8781 0.7630 0.9166 0.8867 0.9295 0.9206
Speech 59987-6471 30 71 13 0.6525 0.0355 0.2896 0.7894 0.8605 0.8969
Crop 21600-2400 24 46 1 0.7553 0.7690 0.6433 0.7029 0.6117 0.7604
HAR 3531-392 17 57 3 0.7500 0.7678 0.9566 0.9642 0.9617 0.9719
Wins 0 1 0 0 1 2
Ranks 4.5 ± 1.2 4.5 ± 2.38 4.3 ± 0.9 3.2 ± 0.9 3.0 ± 2.1 1.5 ± 0.6
expert knowledge. However, in order to be fair to the baselines,
we used the same CNN and RNN model complexity for both the
un-warped Siamese network, as well as the NeuralWarp approach.
e CNN architecture we used for the encoder is a three layers
deep network with 1024 lters on the rst layer, 128 lters on the
second and 64 on the third layer. e lter sizes are 5, 5, 3 per
each respective layer and the magnitude of applied strides 2, 1, 1.
Aer each convolutional layer we applied a batch normalization
operation followed by a ReLU activation function. Aer the third
convolutional layer we applied a Dropout regularization layer with
a drop rate of 5%.
On the other hand, the RNN encoder is a three-layers deep bi-
directional LSTM network with 256, 128 and 64 cells per layer,
where the hyperbolic tangent activation was used at each cell. In
the end of the LSTM network we apply a batch normalization layer
followed again by a 5% Dropout. e warper network function
is the heart of the NeuralWarp model and is composed of a fully-
connected neural network architecture with three layers of 64, 16,
and 1 neurons each. We use the Linear Rectier function as the
activation of the neurons, but we did not add batch normalization
and Dropout since they were already added at the encoder.
In terms of the hyper-parameters needed for the optimization
routine, we trained all models for 1M batches (I at Algorithm 1)
with 100 pairs, 50 positive and 50 negative (K at Algorithm 1) drawn
randomly per batch. In order to minimize the loss we applied sto-
chastic gradient descent update steps using the Adam optimizer
[18] with an initial learning rate of 10−3. When facing a diver-
gence during training, i.e. loss increasing instead of decreasing,
we restarted the optimization with a smaller learning rate of 10−4.
In fact a divergence happened only once with the warped CNN
encoder at the Crop dataset. Finally, in order to avoid exploding
gradients we truncated the gradient values to a maximum mag-
nitude of 10. Our implementation of the warped and unwarped
deep networks, and the optimization routine, was coded using the
Tensorow library. To promote reproducibility we are making the
implementation public3.
Regarding the non-parametric baselines, we used the fast DTW
implementation of [29] through the ocial python package4. e
TWED baseline requires two hyper-parameters, which were set as
1.0 penalty and 0.001 stiness coecient, following the ndings of
a survey on the best TWED hyper-parameters [30].
3hps://github.com/josifgrabocka/neuralwarp
4hps://pypi.org/project/fastdtw/
e evaluation criterion for the performance of similarity mea-
sures is the classication accuracy achieved by a Nearest Neighbor
classier that uses the similarity measure on the test split of the
datasets, similarly to prior work [10, 30]. Naturally, for the warped
and unwarped Siamese architectures we predict the label of a test
series as the label of the training series with the highest similarity
score of Equation 7, while for the non-parametric measures the
label of the training instance with the smallest distance.
5.3 Datasets
We are going to test the performance of the aforementioned base-
lines in a set of four real-life time-series datasets. In contrast to
the previous research on non-parametric distance measures (e.g.
[30]) we are not going to base the experiments only on the UCR
collection [9]. is collection deserves big merits for helping the
research community on time series, however it contains a large set
of uni-variate, small and simplied datasets [14] where parametric
models tend to over-t. As a result, it is not a fair and suitable
benchmark for large deep learning models. Yet, for the sake of
completeness we included the largest univariate dataset from the
UCR collection named Crop. e selected datasets are:
• Satellite-monitored geographical areas through time by
measuring the reectances of satellite images5. e task is
to classify the image into ten types of landscapes, such as
forest, water, etc.
• Google Speech: includes audio recordings for predicting
30 types of words [36]. We applied the standard Mel-
frequency cepstral coecients pre-processing technique
to convert the raw frequency les into multivariate time
series.
• Crop is another satellite image collection of time series and
is the largest univariate dataset of the UCR collection [9].
• HAR represents time series collected via smartphone ac-
celerators [22]. e problem demands the classication of
the type of action that a human subject is performing.
e characteristics of the datasets are detailed in Table 1. We
have randomly split each dataset into 90% train and 10% test (hold-
out) disjoint partitions.
5Accessed online at sites.google.com/site/dinoienco/tiselc on 10.12.2018.
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5.4 Results
e experimental results that aim at comparing NeuralWarp to
the prior work on similarity measures are shown in Table 1. e
displayed values represent the classication rates of a Nearest
Neighbor classier for each respective similarity measure. We have
grouped the baselines into the non-parametric measures (DTW,
TWED), the Siamese CNN and RNN deep similarity measure, and
the proposed NeuralWarp with a CNN and RNN encoder (denoted
CNN-W and RNN-W), as claried in Section 5.1.
e results indicate that NeuralWarp is more accurate than the
non-parametric measures. Concretely, RNN-W outperforms DTW
in all the four datasets, while RNN-W outperforms TWED in three
three out of four datasets. On the other hand, CNN-W improves
over both DTW and TWED in three out of four datasets. e only
dataset where the non-parametric measures outperform any of the
NeuralWarp variants is Crop. is dataset appears to have a low
signal-to-noise ratio, where parametric models tend to overt. We
found out that TWED achieved a very poor accuracy on the Speech
dataset, which could be due to the fact that the recommended hyper-
parameters for TWED [30], detailed in Section 5.2, might not be
optimal for speech classication. Unfortunately, it took 9 days of
time parallelized on 100 CPUs to test TWED on Speech, making
it infeasible to re-tune the hyper-parameters in a cross-validation
seing. Overall, Table 1 indicate that NeuralWarp is convincingly
more accurate than non-parametric methods.
e other aspect worth noting is that NeuralWarp is more ac-
curate than the un-warped Siamese approaches. CNN-W is more
accurate than CNN in three out of four datasets, while RNN-W
outperforms RNN in all the datasets. e empirical results strongly
indicate that the warped deep similarity measures perform beer
than prior work on un-warped Siamese baselines. We noticed that
the warped similarity measure t the loss of Equation 8 signicantly
beer than the un-warped alternatives as shown in Figure 5.
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Figure 5: Training set log-Loss tting of the plain and
warped versions of both CNN- and RNN-based encoders
e addition of the elastic warping function Φ makes the Neural-
Warp variants CNN-W and RNN-W reduce the similarity log-loss
much faster than CNN and RNN in all datasets, as Figure 5 illustrates.
e reason for this phenomenon comes from the fact that a warp-
ing function helps aligning contexts from E in cases of intra-class
variations such as paern shis, local distortions, etc. In contrast to
the un-warped deep learning methods, Figure 5 illustrates the ad-
vantage of the warping function Φ in dealing with those intra-class
paerns. A devil’s advocate might immediately state that the beer
tness achieved by the additive model capacity/size comes from the
parameters of the warper function. However, this argument is not
valid because the warper function is only a tiny fraction of the total
parameters of the complete Siamese architecture (see Section 5.4.1).
e last discussion element those results inspire is: Which en-
coder produces a beer warping, CNN-W or RNN-W? Apparently,
encoders based on the LSTM RNN yield more accurate similarity
measures, since RNN-W outperforms CNN-W in three datasets.
Bringing the arguments of Section 4 to aention, we stress out
that RNN provides a beer context E for the warping function Φ,
because LSTM cells’ activations at Ei accumulate the paerns until
index i . By contrast, CNN’s deep feature map at Ei represent the
values around the i-th index of the series, but not the accumulated
paern so far. In that aspect, while CNNs are a successful architec-
ture for detecting paerns through learned lters/kernel, they do
not provide accumulated contexts such as the RNN (a.k.a. LSTM
states). erefore, RNN provide beer contexts E than CNN, which
is also reected on the empirical results. To sum up, we conclude
that the NeuralWarp with an RNN encoder is the best deep learning
similarity measure in terms of accuracy.
5.4.1 Running Time Overhead. e warping mechanism we pro-
pose yields a signicant li with respect to the prior work on
similarity measures, in particular against the un-warped Siamese
neural network architectures. However, one should ask whether
the ”no free lunch” theorem applies when comparing other quality
criteria of the warped vs. un-warped deep models, for instance
running times. Table 2 shows the training and testing run times
for the deep learning approaches in terms of GPU hours. e ex-
periments were carried out in diverse environments: e methods
on the Satellite and Speech datasets were trained and tested using
Nvidia GeForce GTX 1080 Ti GPU servers, while we purchased
additional computational power to run the methods on Crop and
HAR from the Google Cloud platform, by renting Nvidia Tesla V100
GPU machines. All-inclusive the experiments of Table 1 took 725
hours of GPU training time and 577 hours of GPU testing time, i.e.
54.25 GPU days.
Table 2: Training/Testing times in GPU hours
Dataset Siamese NeuralWarp
CNN RNN CNN-W RNN-W
Satellite 16/30 25/80 32/69 47/113
Speech 26/28 78/39 47/32 95/92
Crop 24/23 56/22 38/23 65/24
SHAR 21/0.5 41/0.6 36/0.7 78/0.8
Number of weights 1.41M 1.04M 1.42M 1.05M
One notices that the warped versions of the Siamese deep ar-
chitectures are less than twice slower compared to the un-warped
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variants. Indeed, the ”no free lunch” theorem seems to perfectly
apply in our case. Nevertheless, a runtime overhead of a fractional
proportion is not a showstopper in typical real-life domains. We
additionally presented the total number of parameters that each ar-
chitecture has. All models have more than one million parameters,
which can be considered a ’tiny’ architecture by state-of-the-art
deep learning examples in other domains, such image recognition.
Yet we reason that the sizes of our datasets are not in the range of
millions of instances, but only in dozens of thousands.
e warping function introduces a small overhead in terms of
additive parameters (ca. 1%). Nonetheless, the runtime overhead
that it creates is considerably larger than its size overhead. Such an
eect comes from the nature of the back-propogation algorithm.
For instance, the gradient of the similarity measure of Equation 7
w.r.t. the encoding of the i-th index of the rst series E(A):
∂SA,B
∂E(A)i = −
SA,B
T 2
T∑
j=1
E(A)i − E(B)j
|E(A)i − E(B)j |
∂Φ
(E(A)i , E(B)j )
∂E(A)i (9)
As we can see from Equation 9, the back-propagation algorithm
needs to compute the derivative ∂Φ∂E of the warping function with
respect to all encoder indices of all pairs. For this reason, a small
1% addition in the number of parameters of Φ might create up to
200% runtime overhead.
5.4.2 Comparison to Classification Models. Since our experi-
ments are based on classication datasets, a skeptic reader can raise
concerns regarding the need of training similarity measures instead
of directly using classication models. First of all, it is important
to note that similarity learning is solving a dierent problem than
instance-wise classication, because the problem of similarity is
dened in pairs of instances.
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Figure 6: Comparison against deep networks trained for
classication (XNN-C: XNN trained for classication, XNN-
W: XNN trained for similarity; X ∈ {C, R})
Furthermore, classication models cannot operate in cases when
a series of a particular class occurs in the test set, but not in the
training set, while similarity measures can still output the similarity
score of any pairs of series. Yet, from a methodological perspective
it is interesting to compare the performance of NeuralWarp against
neural networks trained for time-series classication.
In order to compare the classication vs. similarity approaches
with respect to classication accuracy we used the same architec-
ture for both types of models. In other words, we used the same
CNN and RNN architecture as the ones of the encoders explained in
Section 5.2. However, the encoded representations were aggregated
to a mean vector as ZA = 1T
∑T
i=1 E(A)i for all series A, instead of
using a fully connected layer. It has been recently shown that a
global aggregation, such as the mean value, improves the perfor-
mance of deep learning models for time series classication [35].
Aerwards, we connected the aggregated vector ZA to a somax
layer for predicting the class of series A.
e results of Figure 6 show that the classication-trained CNN
outperforms the similarity-trained CNN in three out of four datasets.
at is not a surprising nding, since a classication-trained model
is expected to perform beer than a similarity-trained one, because
constructing decision boundaries between classes is an easier task
than learning a latent representation where all instances of a class
are located close to one-another. To help with the intuition, imag-
ine two instances of two dierent classes that are located nearby,
yet on opposite sides of a decision boundary. ese two points
have a closer distance between them, than to other instances of
their respective classes. is behavior is not a problem for a clas-
sication model, as long as the decision boundary can split the
classes, but is a drawback for similarity measures where proximity
maers. However, quite on the contrary, the warped RNN model
(RNN-W) is beer than the classication RNN on all the datasets.
In the light of the results of Figure 6, the fact that warped RNN
outperformed the classication RNN shows the additive power of
the warping function, which makes warped similarities a candidate
for classication tasks, too.
6 DISCUSSION
Having an accurate deep similarity measure can be instrumental
in uniting the vast research in deep learning with the time-series
community. e potential for expanding the deep similarity mea-
sures spans diverse application domains, such as clustering where
NeuralWarp can be used to optimize the cluster centroids directly.
It is true that Deep Learning can be a painful experience in case
where the computational resources in terms of GPUs are scarce,
however it seems to be a gentle obstacle considering the widespread
application of Deep Learning. In addition, given the evidence on
the superior performance of deep neural networks, we forecast a
steady rise in the usage of deep models for time-series mining.
7 CONCLUSION
Similarity measures are at the core of many time-series mining
problems and represent an important task for the machine learning
community. Unfortunately, deep learning models are not thor-
oughly explored for time series similarity and the existing Siamese
models do not capture the intra-class variations of time series.
In this paper we propose to learn a warping function for aligning
the indices of time series in a deep latent representation. We com-
pared the suggested architecture with two types of encoders (CNN,
or RNN) and a deep forward network as a warping function. Exper-
imental comparisons to non-parametric and un-warped Siamese
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networks demonstrated that the proposed elastic deep similarity
measure is more accurate than prior models.
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