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Preface
I will begin by a few words on the layout of this thesis. At the end of each chapter
I give the main sources of information on the subject dealt with, and at the very end
of the first part there is a more complete set of references. I do not claim to include all
relevant references, and I apologize if someone has been left out.
This thesis consists of two parts, first an introduction to the subject and secondly
five articles. The introduction should serve two purposes; i) It should provide with the
physical perspective of the articles. ii) It should also provide with the necessary details
of the relevant background, such that the thesis becomes as self consistent as possible.
We hence start by giving a brief introduction to string theory with emphasis on the
example of the bosonic string. In order to fully appreciate string theory it is necessary
to study the dynamics of the surface that the string traces out when moving in space-
time. This is described by what is known as conformal field theory, which is the subject
of chapter two. After this digression we return to string theory to give some insight into
how the results of the articles contained in this thesis could provide with interresting
ingredients for constructions of realistic string theories. This is also continued on to
some extent in chapter seven and eight.
The articles in this thesis are discussing mainly two subjects, gauged WZNWmodels
and affine branching functions. The background for those issues is given in chapter
seven and eight.
In the articles contained in this thesis we use two major tools. First affine Lie alge-
bras and its representation theory, and secondly BRST quantization. In chapter four
and five we deal with affine Lie algebras, and in chapter six we try to illuminate some
issues on BRST quantization.
In the second part of this thesis you find the following articles;
I. S. Hwang and H. Rhedin
The BRST formulation of G/H WZNW models.
Nucl. Phys B406 (1993) 165
II. S. Hwang and H. Rhedin
General branching functions for affine Lie algebras.
Mod. Phys. Lett. A10 (1995) 823
III. H. Rhedin
BRST invariant characters of G/H coset models.
Go¨teborg ITP 94-16
IV. S. Hwang and H. Rhedin
Construction of BRST invariant states in G/H WZNW models.
Phys. Lett. B350 (1995) 38
V. H. Rhedin
Gauged supersymmetric WZNW model using the BRST approach.
Go¨teborg ITP 95-23
henceforth referred to as paper I, II, III, IV and V, respectively.
In paper I is the relation of the gauged WZNW model in the path integral approach
and the algebraic Goddard-Kent-Olive coset construction discussed. We show, by use
of BRST techniques, that for a restricted set of representations the two approaches
coincide.
In the last section of paper I a branching function for affine Lie algebras is intro-
duced. This formula for branching functions is further elaborated on in paper II and
III. In paper II we present an independent proof of the formula’s validity. Paper III
deals with explicit general examples which are calculated in detail.
In paper IV we lift the restriction on the representations introduced in paper I where
it was used to calculate the BRST cohomology. We present a method to construct states
in the cohomology for arbitrary representations, and find that there exists states at for
all ghost numbers in the cohomology.
Paper V deals with the gauged supersymmetric WZNW model. We give a La-
grangian formulation for the algebraic N = 1 supersymmetric coset construction.
I would like to express my gratitude to my advisor Stephen Hwang. I am greatly
indebted to Stephen for advice, encouragement and support during my years as a Ph.D.
student. Needless to say, he has taught me a great deal, and always encouraged me to
learn more, and hence broaden my knowledge. I have also had the great pleasure of
collaborating with him on several projects.
A word of thanks to all present and former members of the staff of the institute
for theoretical physics in Go¨teborg. Thank you for providing with pleasant working
conditions.
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There are a lot of people that should be acknowledged for support in various con-
texts. I will not specify by name in order to make the list as complete as possible.
A thank you to; all former teachers, everybody who has supported my applications in
various contexts, those who has supported me by facilitating visits to other universities
and conferences, all those kind people who has made visits fruitful, etc.
Finally I would like to thank my family, Anneli and Alexander. Thank you for
encouragement and patience. Anneli is also acknowledged for her typesetting of large
parts of the manuscript.
Go¨teborg, November 1995
Henric Rhedin
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Chapter 1
String prelude
At the beginning of this century, two separate theories emerged which would completely
turn old concepts upside down. I am referring to the theory of general relativity, and
quantum mechanics. Those two, and their implications has kept the physics society
busy for almost a decade. The most difficult task, the unification of these into a
theory for quantum gravity, has however eluded theoretical physicists so far. (I do not
think it is unfair to only mention theorists at this point since experimental evidence for
quantum gravity seems out of reach at this moment.) There is, however, room for some
optimism, since steady progress towards a theory of quantum gravity is being made.
In fact the developments in the last few month have made some theoretical physicists
more optimistic than for a long time.
Nature has provided us with four fundamental interactions, strong, weak, electro-
magnetic and gravitational. There exists well-behaved quantized theories for the first
three and furthermore, they have been unified into a common description known as
the standard model. The concepts that are successfully applied to those interactions,
however, fails for gravity, at least to our present understanding. This failure is related
to the pointlike nature of the particles which gives rise to uncurable divergencies. One
naturally also expects that gravity will be unified.
The standard model, although it must be considered the greatest success of modern
particle physics yet, is far from flawless. There are, for example, a large number
of parameters that must be inserted by hand. The gauge group structure is rather
complicated etc. In a grand unified theory one would like to put in as little as possible
by hand, and also expects the theory to be beautiful in some framework.
Up until now, there is only one known way of getting rid of the undesired features
1
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that the pointlike nature of particles have, and at the same time keep consistency, and
that is string theory. The intuitive way to think of a string is in terms of for example
a guitar string. Just as different vibrational modes of the guitar string gives different
sounds different ”vibrations” of the elementary particle string corresponds to different
particles. What is more important is that string theory includes gravity in a natural
way. Some string theories are claimed to have large enough gauge groups to include
the standard model.
Regarded from the experiment point of view, quantum gravity seems so far out of
reach. The typical energy scale is of the order 1019GeV which may be compared with
the accelerators of today which are pushing 103GeV. Within reach, in the nearest few
decades, is the energy range where one should be able to put supersymmetry at test.
Supersymmetry being a crucial ingredient of most candidates of realistic string theories
might thus provide with one of perhaps many consistency checks that string theories
must pass before we may actually verify string theories in direct experiments. This will
not be a decisive test in favour of string theories, because many candidates for theories
of everything incorporates supersymmetry.
In waiting for experiments we may of course discuss phenomenology of strings,
and make predictions and suggestions for experiments. There is, however, a great
deal of issues to be resolved in order to produce self-consistent and realistic string
theories before we discuss phenomenology. In fact there exist too many candidates for
realistic string theories, so one important issue is to find a criteria which singles out
the candidate.
I will hence in this thesis, when discussing string theories, never raise issues of phe-
nomenological nature, but rather discuss string theories for their own sake. Also, I will
take the approach to strings, which emphasizes on what is known as conformal field
theory.
Although string theory appears to be the most natural generalization of the point
particle, this is not the way it appeared as a candidate for a unifying theory. On the
contrary, as is probably well-known by now, it was work within the field of strong
interactions that introduced strings to the community of particle physicists.
In the 60’s the S-matrix approach to strong interactions dominated this area of
particle physics. The basic concept was that only observables should enter into our
equations, quite the contrary to quantum field theory. Demanding e.g. Lorentz invari-
ance, analyticity, duality and unitarity of the scattering matrix we should be given a
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system of equations which hopefully were solvable, either perturbatively or in a self-
consistent manner. These four demands of the S-matrix could heuristically be explained
as follows. Lorentz invariance is obvious. Consider the scattering of two spinless par-
ticles a + b −→ c + d. Analyticity means that the S-matrix must only be an analytic
function of Lorentz invariants that describe the scattering process such as the Man-
delstam variables. Duality is assuming that the same S-matrix describes the ”crossed”
processes a+ c¯ −→ b¯+ d and a+ d¯ −→ c+ b¯ where ”bar” indicates charge conjugation.
The unitarity assumption ensures conservation of probability.
Not much success was met until Veneziano in 1968 wrote down a simple amplitude
which fulfilled the symmetry of crossing exactly, giving rize to an increased interest in
those so-called dual models. Later on it was realized by Nambu, Nielsen and Susskind
that the Veneziano model described an open relativistic string. The amplitude was
also generalized to the closed string, the Virasoro- Shapiro model. In 1974 Scherk and
Schwarz [1] suggested that the massless spin-2 particle in the spectrum could be in-
terpreted as the graviton. String theories, in different settings, are now advocated as
theories of everything.
1.1 The Classical Bosonic String.
The bosonic string is the simplest example of a string theory, yet it includes most
important features, and is thus suitable as an introductory example. Other examples
are various species of strings with fermionic degrees of freedom, known as superstrings,
and the Heterotic string, named after ”heteros” meaning ”other”, which is a hybrid,
half bosonic string half superstring.
Here we will not use the approach of dual models but rather the more intuitive
view of strings as a natural generalization of the relativistic point particle. There are
two possible topologies for a one-dimensional compact manifold, closed and open. We
will concentrate on the closed string which has periodic boundary conditions in one
coordinate, as indicated by the name.
The massive point particle is described by the action
S = −m
∫
dτ
(
ηµν
dxµ
dτ
dxν
dτ
)1/2
(1.1)
where ηµν is the Minkowski metric in D dimensions, and τ parametrizes the trajectory
of the particle. The action is thus proportional to the path length, and from the
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variational principle we should get equations of motion which extremizes the path.
There exists classically an equivalent formulation namely
S =
1
2
∫
dτ
(
1
e(τ)
ηµν
dxµ
dτ
dxν
dτ
− e(τ)m2
)
. (1.2)
Here e(τ) is present to ensure invariance under reparametrizations of τ . One may
choose the gauge e(τ) = 1, but must of course not forget to impose the constraint
δS/δe = 0. If we eliminate e(τ), by using the equations of motion in the action, we
regain the squareroot form (1.1).
The natural generalization for a string is then to take the action proportional to
the area swept out in space-time as the string moves, the world sheet. The solutions of
the classical equations of motion should be world sheets of extremal area. The action
thus looks like [2],[3]
S = T
∫
dσdτ
(
dXµ
dτ
dXµ
dτ
dXν
dσ
dXν
dσ
−
(
dXµ
dτ
dXµ
dσ
)2)1/2
(1.3)
which is a highly inconvenient form because of the squaroot. It can, however, similarly
to the point particle, be reformulated into the more convenient shape [4]
S = −T
2
∫
d2σ
√
−hhαβηµν∂αXµ∂βXν . (1.4)
hαβ is the inverse of the metric of the world sheet and h is the determinant of hαβ . T is
the so-called string tension which is the fundamental constant of string physics (often
one uses the Regge slope parameter which is essentially the inverse of the squareroot of
T). Its dimension is [length]−2 and since string theory is supposed to describe gravity its
natural scale should be the Planck length inverted. From now on we will use T = 1/π.
Both (1.3) and (1.4) are invariant under general coordinate transformations τ, σ −→
τ ′(τ, σ), σ′(τ, σ), usually referred to as diffeomorphism invariance. We can use this to
eliminate two of the three independent components of the world sheet metric hαβ and
write it, at least locally, as hαβ = e
φηαβ. e
φ is an unknown conformal factor and ηαβ
is the flat world sheet metric. Inserted into the action, the conformal factor drops
out leaving the free field action. This is of course the other local symmetry of (1.4),
known as Weyl invariance, which is just invariance under position dependent rescalings
of the metric. Just as for the point particle we must not forget the constraint equation
δS/δhαβ = 0 which is usually formulated in terms of the vanishing of the energy-
momentum tensor
Tαβ = − 2π√−h
δS
δhαβ
. (1.5)
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The equations of motion of the gauge-fixed version of the action (1.4) for Minkowskian
world sheet metric is the free two-dimensional wave equation. The general solution, for
periodic boundary conditions, can be written as
Xµ(τ, σ) = qµ + pµτ +
i
2
∑
n 6=0
1
n
(
αµne
−2in(τ+σ) + α˜µne
−2in(τ−σ)
)
(1.6)
where qµ and pµ may be interpreted as the center of mass position and the center of
mass momentum of the string. The non-zero equal-time Poisson bracket is given by
[Xµ(τ, σ), ∂τX
ν(τ, σ′)]PB = η
µνδ(σ − σ′). (1.7)
We have here, for simplicity taken the space-time to be Minkowski. In general we
should, however, have X(τ, σ) to describe the world sheet of the propagating string in
a space-time manifold M. Since quantum gravity is expected to be included in string
theory M should be determined by the dynamics of the string. This would require
a second quantized version which yet lacks a well defined interpretation. In the first
quantized version we may examine whether the string is propagating in a consistent
way on M.
1.2 Fermionic strings
In order to incorporate supersymmetry of the space-time we must have supersymmetry
on the world-sheet [5]. The action of the fermionic string is the generalization of (1.4)
by local supersymmetry. We must to this end introduce superpartners for the string
coordinate Xµ as well as for the metric hαβ . The action is invariant under supersym-
metry transformations as well as reparametrizations and local Weyl rescaleings. In
analogy to the bosonic string action we may use invariances of the action to gauge fix,
and this results in the free field action
S =
−1
2π
∫
d2σ (∂αXµ∂αXµ − iψµγα∂αψµ) (1.8)
Here Xµ is the corresponding field in the bosonic string and ψµ is a Majorana spinor.
Note that ψ is a world sheet spinor not a target space spinor. The supersymmetry
transformations of this action are
δXµ = iǫ2ψ
µ
1 − iǫ1ψµ2
δψµ1 = (∂0 − ∂1)Xµǫ2 δψµ2 = −(∂0 + ∂1)Xµǫ1 (1.9)
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where ψµ1 and ψ
µ
2 are the upper and lower components of ψ
µ and ǫ1 and ǫ2 are grassman
odd parameters. We have here chosen the basis for the world sheet gamma matrices
γ0 =
[
0 1
−1 0
]
γ1 =
[
0 1
1 0
]
. (1.10)
Also γ0 = −γ0, γ1 = γ1 and ψ¯ = ψTγ0.
The equations of motion becomes ∂+∂−X
µ = 0, ∂+ψ
µ
1 = 0 and ∂−ψ
µ
2 = 0 in terms
of ∂± ≡ ∂0 ± ∂1. If we take the parameters ǫ1, ǫ2 to be coordinate dependent we may
find the Noeter current of the symmetry. We find that the current is given by two
parts J+ ∝ ∂+Xµψµ2 and J− ∝ ∂−Xµψµ1 . We note that using the equations of motion
∂∓J± = 0. Those currents will be one part of the generators of the superconformal
algebra which we will study in general in the next chapter.
There exists an additional difficulty (or blessing) for the fermionic fields. When we
vary the action in order to obtain Euler-Lagrange equations of motion, we find that
the surface term ψ+δψ+ − ψ−δψ− is required to vanish. For the of open strings this
means that ψ+δψ+ − ψ−δψ− is required to vanish at each end of the string. Without
loss of generality we may chose say ψ+(τ, 0) = ψ−(τ, 0). This leaves us with the
possibilities ψ+(τ, 2π) = ±ψ−(τ, 2π). The periodic boundary condition is known as
Neveu-Schwarz and the anti-periodic as Ramond boundary condition. In the case
of closed strings we may have that both components vanish separately. This gives
four possible combinations Neveu-Schwarz–Neveu-Schwarz, Neveu-Schwarz–Ramond,
Ramond–Neveu-Schwarz and Ramond–Ramond. We see from the different boundary
conditions that in terms of Laurent expansions, Neveu-Schwarz fields will have half-
integer modes while Ramond will be integer moded.
Similarly to the bosonic string we must impose the vanishing of the stress-energy
tensor. What is less obvious is that we should also require the generator of the super-
symmetry, i.e. the currents discussed above, to vanish. I will not try to justify this
but refer to the literature for this point. There is, however, a convenient reformulation
where this constraint appears naturally. We introduce what is known as superspace
which includes the introduction of two (in two dimensions) grassman odd coordinates.
The theory is extended in such a way that e.g. the action coincides with the starting
point (1.8) when the fermionic coordinates have been integrated out. In superspace the
analogy of the stress-energy tensor will contain two parts, the generators of the super-
symmetry discussed above and the stress-tensor of (1.8). If we require the vanishing of
the superspace stress-energy tensor we will get the desired constraints.
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We will return to those models after some general discussion of world sheet dynam-
ics. This is an example of conformal field theory or in the fermionic case superconformal
field theory.
• P.D.B. Collins, A.D. Martin and E.J. Squires, Particle physics and cosmol-
ogy, Wiley interscience 1989
• M.B. Green, J.H. Schwarz and E. Witten, Superstring theory: I, II, Cam-
bridge University Press 1987
• B. Greene, Lectures on string theory in four dimensions, Trieste summer school
on high energy physics and cosmology 1990
• J. Polchinski, What is string theory?, Les Houches summer school ”Fluctuating
geometries in statistical mechanics and field theory”, 1994
• J. Schwarz, Superconformal symmetry and superstring compactification, Int. J.
Mod. Phys. A4 (1989) 2653-2713
• S. Weinberg, Particle physics: Past and future, Int. J. Mod. Phys. A1 (1986)
135
8 CHAPTER 1. STRING PRELUDE
Chapter 2
Conformal Field Theory
The basic concepts of conformal field theories in two dimensions may be derived in
several ways by analyzing specific examples such as the Ising model or the world sheet
traced out by a propagating bosonic string. Conformal invariance is by no means
confined to two dimensions, but it is here it becomes most restrictive in the sense that
it provides more information of the theory than in any higher dimension.
Fortunately two dimensions is, as mentioned above, the case interesting to string
theories, where conformal field theories provide the theoretical framework. Conformal
invariance constrains the allowed space-time dimensions or puts constraints on internal
degrees of freedom. A classification of conformally invariant theories could render us
useful information about, for instance, the possible classical solution spaces for string
theories. In two dimensions the demand for conformal invariance provides much more
information about the theory. This can be seen to originate from the fact that the
conformal algebra here becomes infinite-dimensional. In higher dimensions, conformal
invariance does not give much more information than scale invariance. It is, however,
enlightening to start in d dimensions and later reduce to two, and we will thus proceed
accordingly.
2.1 Conformal Theory In d Dimensions
We define the conformal group in d dimensions as the subgroup of coordinate transfor-
mations that, up to a space-time dependent scale factor, leaves the metric invariant.
More specificly, consider a space Rd with a flat metric gµν , having arbitrary signature.
9
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The conformal transformation thus induces
gµν(x) −→ g′µν(x′) = Ω(x)gµν(x). (2.1)
One may notice that the Poincare´ group is a subgroup of the conformal group since it
leaves the metric invariant.
We determine the infinitesimal generators of the conformal group by considering
infinitesimal coordinate transformations, x′µ = xµ + ǫµ. We find, under this transfor-
mation, that the measure transforms as ds2 −→ g′µνdxµdxν + (∂µǫν + ∂νǫµ)dxµdxν .
Since we demand that ds2 is invariant under the transformation (2.1) we find that
gµν = g
′
µν + ∂µǫν + ∂νǫµ + O(ǫ2). When we compare this to eq.(2.1) we find ∂µǫν +
∂νǫµ = (1 − Ω)gµν . We now contract with the inverse of the metric in order to obtain
(1− Ω) = (2/d)∂ · ǫ. Thus we have
∂µǫν + ∂νǫµ =
2
d
∂ · ǫgµν . (2.2)
If one acts on this by ∂ν followed by ∂µ we will find that ∂ · ǫ fulfills the massless Klein-
Gordon equation ✷∂ · ǫ = 0. Acting on (2.2) with ∂ν followed by ∂ν , symmetrizing in
µ and ν and then using (2.2) again, we finally arrive at
(1− 2
d
)∂µ∂ν∂ · ǫ = 0. (2.3)
Thus ǫ is at the most quadratic in xµ for d > 2. We find the solutions for d > 2:
1. ǫµ = aµ i.e. ordinary translations, (one part of the above mentioned Poincare´
group).
2. Rotations ǫµ = ωµνx
ν where ωµν is antisymmetric, (the other part of the Poincare´
group).
3. Dilatations ǫµ = λxµ.
4. ǫµ = bµx2 − 2xµb · x known as special conformal transformations.
These infinitesimal transformations may be integrated to finite ones. The most
devious is the special conformal transformation but utilizing a neat maneuver this may
be done in just a few lines. The important step is to realize that expressed in new
coordinates xµ/x2 the transformation may be written as
x′µ
x′2
=
xµ
x2
+ bµ. (2.4)
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for infinitesimal bµ. This is nothing but an ordinary translation in those new coordinates
and it will of course integrate to a finite translation. What remains is then to solve
(2.4) for x′µ with finite bµ. This yields the result
x′µ =
xµ + bµx2
1 + 2b · x+ b2x2 . (2.5)
We can obtain the symmetry generators via Noether’s prescription. The symmetries
should be generated by conserved charges which are the space-integral of the time com-
ponents of the conserved currents associated with the symmetries. (Noether’s theorem
assures the existence of such a current.) In general, the generators of local coordi-
nate transformations are constructed from the energy-momentum tensor Tµν , which is
symmetric Tµν = Tνµ and divergence free ∂
νTµν = 0. We thus have that conformal
transformations are associated with the current
jµ = Tµνǫ
ν . (2.6)
If we now require that the dilaton current is conserved we find that Tµν is traceless for
conformal invariant theories i.e. using (2.2) 0 = ∂ · jdil = 1/2T µµ∂ · ǫ ⇐⇒ T µµ = 0.
It is now straightforward to verify that the rest of the currents are conserved without
implying any further restrictions on Tµν . We have indeed ∂ · j = 12T µν(∂µǫν + ∂νǫµ) =
T µνd−1gµν∂ · ǫ = 0 where we first have used eq. (2.2) and then the tracelessness of Tµν .
We will now establish the restrictions that conformal symmetry implies on a field
theory. Let us first comment on the field content. We call a field φi(x) ”quasi-primary”
if it transforms as
φ′i(x
′) = [Ω(x)]∆i/2φi(x) (2.7)
under conformal transformations x −→ x′. Ω is the scale factor and ∆i is known as the
scaling dimension. We will then have the relations
〈φ′1(x′1)...φ′n(x′n)〉 = Ω(x1)∆1/2...Ω(xn)∆n/2〈φ1(x1)...φn(xn)〉. (2.8)
for correlation functions. We can calculate Ω for the different cases of transforma-
tions, yielding Ω = 1, Ω = λ−2 and Ω = (1 + 2b · x + b2x2)2 for Poincare´ transfor-
mations, dilatations, and special conformal transformations, respectively. Invariance
under Poincare´ transformations implies that correlation functions can only depend on
distances rij = |xi − xj |.
Specializing to the two-point function we find from invariance under dilatations that
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〈φ1(x1)φ2(x2)〉 = C12r−∆1−∆212 by using eq.(2.8). Finally one may, utilizing the useful
formulae
|x′1 − x′2|2 =
|x1 − x2|2
(1 + 2b · x1 + b2x21)(1 + 2b · x2 + b2x22)
, (2.9)
show that unless C12 = 0 one must have ∆1 = ∆2 i.e. 〈φ1(x1)φ2(x2)〉 = C12r−2∆12 . For
the three-point function things look very much similar and the final result is
〈φ1(x1)φ2(x2)φ3(x3)〉 = C123r−∆1−∆2+∆312 r−∆1−∆3+∆213 r−∆2−∆3+∆123 . (2.10)
In the case of N-point functions for N larger than three, things however turn to the
worse. This is mainly due to the fact that (2.9) tells us that only cross-ratios rijrkl/rikrjl
are invariant under the full conformal group. We will, for N larger than three, obtain
unknown functions of these cross-ratios in the N-point functions, and the global con-
formal invariance will not provide us with any further information.
2.2 Conformal Theory In Two Dimensions
Using a flat metric and d = 2 eq.(2.2) reduces to Cauchy-Riemann’s equations
∂1ǫ1 = ∂2ǫ2 ∂1ǫ2 = −∂2ǫ1. (2.11)
Introducing the complex coordinates z, z¯ = x1 ± ix2 we write ǫ(z) = ǫ1 + iǫ2 ǫ¯(z¯) =
ǫ1 − iǫ2. We thus find that conformal transformations in two dimensions coincide with
analytic changes of variables
z −→ f(z) = z + ǫ(z) z¯ −→ f¯(z¯) = z¯ + ǫ¯(z¯), (2.12)
and we find, using the metric gzz¯ = gz¯z = 1/2, gzz = gz¯z¯ = 0, dzdz¯ −→ ∂f∂z ∂f¯∂z¯ dzdz¯,
which means that Ω−1(z, z¯) = |∂f/∂z|2. z¯ is the complex conjugate of z but we will
treat them as independent coordinates justified by the appearance of holomorphic and
anti-holomorphic sectors, for example, in the conformal algebra.
We define primary fields of conformal weight (h, h¯) to transform as
φ(z, z¯) =
(
∂f
∂z
)h(∂f¯
∂z¯
)h¯
φ′
(
f(z), f¯(z¯)
)
(2.13)
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under conformal transformations. N.B. h¯ is not the complex conjugate of h. (2.13)
means that the quantity φ(z, z¯)dzhdz¯h¯ is conformally invariant. One may also note
the similarity to tensor transformations. Indeed, a tensor in two-dimensional complex
coordinates with h lower z-indices and h¯-lower z¯-indices would transform as (2.13). So
far, h and h¯ are, in principle, arbitrary real-valued numbers. They may, for example, be
non-integers, which shows the limitation of the tensor analogy. h and h¯ may, however,
be constrained by unitarity as we shall discover in due time.
We now turn to the question of quantum field theory. In a previous subsection we
gave restrictions on the energy-momentum tensor. In these coordinates its only non-
vanishing components are Tzz = T (z) Tz¯z¯ = T¯ (z¯), where we have used conservation of
T to obtain the holomorphic and anti-holomorphic structure. On the complex plane,
time ordering is replaced by radial ordering, and we define radial order as
R(φ1(z)φ2(w)) =
{
φ1(z)φ2(w) |z| > |w|
φ2(w)φ1(z) |z| < |w|
(2.14)
As mentioned above, the conformal transformations are generated by the charge
Q =
∮
dz
2πi
T (z)ǫ(z) +
∮
dz¯
2πi
T¯ (z¯)ǫ¯(z¯). (2.15)
Henceforth, we will not bother to write out the anti-holomorphic sector. The integral
is taken around a circle of arbitrary radius centered at the origin. Variations of fields
are given by the commutator of Q and the fields. The ”equal time” concept is then
replaced by contour integration around circles of constant radius. Applying this to a
primary field φ we get
δǫφ(w) =
(∮
|z|>|w|
−
∮
|z|<|w|
)
dz
2πi
ǫ(z)R(T (z)φ(w))
=
∮
w
dz
2πi
ǫ(z)R(T (z)φ(w))
= h∂wǫ(w)φ(w) + ǫ(w)∂wφ(w). (2.16)
We have here first deformed the contour in the fashion depicted in fig.(2.1) and then
used the infinitesimal version of eq.(2.13). Since we require this equation to hold, we
can read off the residues of the radial ordering of the energy-momentum tensor with a
primary field to be
R(T (z)φ(w)) =
h
(z − w)2 +
1
z − w∂wφ(w) + regular terms. (2.17)
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From now on, we drop the radial order symbol and instead use ordinary operator
product expansions i.e eq.(2.17) without R.
From (2.17) we can derive relations between different correlation functions, known
as conformal Ward identities. One gets
〈T (z)φ1(w1)....φn(wn)〉 =
N∑
i=1
(
hi
(z − wi)2 +
1
z − wi∂wi
)
〈φ1(w1)....φn(wn)〉. (2.18)
This essentially means that we have meromorphic functions with singularities at the
insertion points of the fields.
Not all fields satisfy eq.(2.13). Derivatives of primary fields may, for example,
transform in more complicated ways. By a secondary field we mean a field that gives
higher order poles than the double pole appearing in (2.17), when we take the operator
product expansion with the energy-momentum tensor. Secondary fields can be obtained
by repeatedly taking operator product expansions of the energy-momentum tensor and
a primary field. Secondary fields are generally denoted descendants. This means that we
can group all fields into families, each containing one primary field and its descendants.
The number of families may be finite (minimal models) or infinite. If there exists a
larger symmetry algebra then the conformal algebra, we may classify with respect to
this larger algebra. If there are a finite number of primary fields with respect to the
larger symmetry algebra and we have rational conformal weights, we call the theory a
rational conformal field theory.
The conformal families thus correspond to modules of the two copies of the Virasoro
algebra generated by the holomorphic and anti-holomorphic parts of the stress-energy
tensor. In order to completely specify the conformal field theory one takes what is
known as the conformal bootstrap approach. It consists of the assumption that the
local fields of the theory ϕ for fixed arguments form an associative algebra over C
ϕi(z, z¯)ϕj(w, w¯) =
∑
k
C kij (z, z¯, w, w¯)ϕk(w, w¯). (2.19)
This is known as the operator algebra of the conformal field theory. The ”structure
constants” C kij may in principle be determined by the structure constants of the algebra
involving only primary fields.
The energy-momentum tensor can be regarded as a descendant of the identity field.
One of the simplest ways of convincing oneself of this fact is displayed below. The
operator product expansion of two stress-energy tensors is
T (z)T (w) =
c/2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂wT (w) + regular terms (2.20)
2.2. CONFORMAL THEORY IN TWO DIMENSIONS 15
c is known as the conformal anomaly and may be restricted by imposing unitarity.
Expanding primary fields as
φ(z) =
∑
n∈Z
φnz
−n−h φn =
∮
0
dz
2πi
zn+h−1φ(z) (2.21)
where h is the conformal weight, and the energy-momentum tensor as
T (z) =
∑
n∈Z
Lnz
−n−2 Ln =
∮
0
dz
2πi
zn+1T (z) (2.22)
we may represent the transformation law (2.17) as
[Ln, φm] =
∮
0
dw
2πi
∮
0
dz
2πi
zn+1wm+h−1(T (z)φ(w) − φ(w)T (z))
=
∮
0
dw
2πi
∮
w
dz
2πi
zn+1wm+h−1
(
h
(z − w)2φ(w) +
1
z − w∂wφ(w)
)
= (n(h− 1)−m)φn+m. (2.23)
Redoing this calculation for the stress tensor we find the well known Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0 (2.24)
To see that the energy-momentum tensor is a descendant we note that we may
extract the descendants from the less singular parts of operator product expansions of
T (z) with a primary field,
T (z)φ(w, w¯) ≡
∑
n≥0
(z −w)n−2Lˆ−nφ(w, w¯) (2.25)
The descendant fields are as usual given by
Lˆ−nφ(w, w¯) =
∮
dz
2πi
1
(z − w)n−1T (z)φ(w, w¯). (2.26)
and are of conformal weight (h+ n, h¯). Applying this to the identity field we find
Lˆ−21(w) =
∮
dz
2πi
1
z − wT (z)1 = T (w) (2.27)
confirming that T (z) is indeed a descendant. We note that, in order to make contact
with the usual Virasoro modes, we have Lˆ−nφ(z, z¯) −→ L−nφ(z, z¯) in the limit z, z¯ → 0.
Introducing the notion of adjoint
(φ(z, z¯))† = φ
(
1
z¯
,
1
z
)
1
z¯2h
1
z2h¯
(2.28)
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one sees that the equality for the energy-momentum tensor
T †(z) =
∑
L†mz¯
(−m−2) T
(
1
z¯
)
1
z¯4
=
∑
Lmz¯
(m−2) (2.29)
results in L†m = L−m. Eq.(2.28) may look a bit funny but one should bear in mind that
the operation of taking the adjoint of ei(t+σ) in Minkowski space is equivalent to time
reversal τ −→ −τ in Euclidian space of eτ+iσ and is equivalent to letting z −→ 1/z¯
on the complex plane z = ei(t+σ). The factors 1
z¯2h
1
z2h¯
come from requiring the correct
conformal transformation properties of the adjoint.
We assume the existence of a vacuum state |0〉 in the theory. Requiring that
limz→0T (z)|0〉 is well behaved means Lm|0〉 = 0 m ≥ −1. The modes L0,±1 gener-
ates a Sl(2,R) algebra which means the vacuum should be Sl(2,R) invariant. We may
associate a state |h〉 = φ(0)|0〉 to each primary field of conformal weight h. One then
finds, using [Ln, φ(w)] = h(n + 1)w
nφ(w) + wn+1∂wφ(w), that
L0|h〉 = h|h〉 Ln|h〉 = 0 n > 0. (2.30)
We call states that satisfy (2.30) highest weight states with respect to the conformal
algebra in analogy to a similar construction in Lie algebras. Descendant states are given
by acting on a highest weight state with polynomials of L−n, n > 0. Using eq.(2.28) and
the definition of |h〉 one can show that 〈h| = |h〉† and 〈h|Ln1 ...Lnk , ni > 0, 1 ≤ i ≤ k
are descendants of the out state. Using the Virasoro algebra we may show that
〈h|LnL−n|h〉 =
(
2nh+
c
12
n(n2 − 1)
)
〈h|h〉. (2.31)
Taking n large we see that c ≥ 0 and n = 1 gives h ≥ 0, if we want the state-space to
have non-negative inner product.
The highest weight representations are completely determined by c and h. Repre-
sentations of the Virasoro algebra are non-unitary unless
c ≥ 1 h ≥ 0 (2.32)
or
c = 1− 6
m(m+ 1)
m = 2, 3, ...
h =
((m+ 1)p−mq)2 − 1
4m(m+ 1)
1 ≤ q ≤ p ≤ m− 1. (2.33)
2.3. SUPERCONFORMAL FIELD THEORY 17
The latter of these conditions were found by Friedan, Qui and Shenker, [6]. It was
shown by Goddard, Kent and Olive [7] that they also were sufficient and led to uni-
tary representation. Here explicit realizations in terms of coset constructions were also
found, see chapter 7.3 below for some details. The representations of (2.33) contain
null-states, i.e. states that decouple from all other states in the theory including their
adjoint state, yielding zero norm of the state. We have, for example, form = 3 h = 1/16
that (L−2 − 43L2−1)| 116 〉 is null. In order to obtain irreducible representations, we must
consider a smaller state space, in which null-states are excluded.
The fields that depend on either the holomorphic or anti-holomorphic coordinate
close under the operator algebra (2.19). The holomorphic fields transform in some
representation of some algebra known as the chiral part of the symmetry algebra.
Likewise for the anti-holomorphic fields which transforms under the anti-chiral algebra.
Together the chiral and anti-chiral parts give the symmetry algebra of the theory. One
part of the symmetry algebra consists of the two copies of the Virasoro algebra.
In classifying the conformal fields with respect to the Virasoro algebra one may also
find it useful to classify with respect to the full symmetry algebra. This may render
us a finite number of primary fields with respect to a larger algebra. In general, the
representation theory of the symmetry algebra is unknown. The most studied exception
is when the symmetry algebra is at least the semidirect sum of the Virasoro algebra V
and what is known as an affine Lie algebra gˆ 1. If we further require that the stress-
tensor of the theory is bilinear in the affine generators we have what is known as a
WZNW theory. We will in detail discuss those models in chapter seven.
We will first, however, mention a few words about incorporating supersymmetry in
the conformal field theory.
2.3 Superconformal field theory
We will here briefly mention theories which, apart from being conformal, also are su-
persymmetric. We will contain ourselves with the simplest example namely N = 1
superconformal theory and stay in Euclidean superspace. We begin by a few useful
definitions and notations on superspace. We take (1, 1) Euclidean superspace to be
1Semidirect sum means that the affine Lie algebra is an ideal of the Virasoro algebra i.e. [V,V] ∈ V,
[V, gˆ] ∈ gˆ and [gˆ, gˆ] ∈ gˆ.
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parametrized by the coordinates
Z = (z, θ; z¯, θ¯) (2.34)
and introduce supercovariant derivatives
D =
∂
∂θ
+ θ∂z D¯ =
∂
∂θ¯
+ θ¯∂z¯ (2.35)
These will satisfy
D2 = ∂z D¯
2 = ∂z¯ {D, D¯} = 0. (2.36)
The superspace integral is defined from∫
dzdz¯dθdθ¯ ≡
∫
dzdz¯DD¯ =
∫
dzdz¯
∂
∂θ
∂
∂θ¯
. (2.37)
We take the line element to be
ds2 = dSdS¯ dS = dz − dθθ dS¯ = dz¯ − dθ¯θ¯ (2.38)
The superconformal transformations of interest to us are those that scales the line
element and are of the form
dS −→ dS′ = ωdS dS¯ −→ dS¯′ = ω¯dS¯ ds2 −→ ds′2 = Ωds2 (2.39)
where ω and ω¯ are functions of z, θ and z¯, θ¯ respectively. We will from now on only
consider the part depending on z, θ since we have taken the conformal transformation
to decouple in the sense of eq.(2.39). We will thus find that we have to copies of the
superconformal algebra one holomorphic and one anti-holomorphic, in analogy to the
non-supersymmetric case.
We now whish to give an alternative derivation of the Virasoro algebra or rather
its centerless analogy, using infinitesimal generators of the analytic change of variables.
Take as change of variables
f(z) = z + ǫ(z) (2.40)
where ǫ is an infinitesimal function. We define the action of f on a field by f : φ→ φf
where φf (z) ≡ φ(f−1(z)). In terms of the Laurent expansion ǫ(z) = ∑ ǫnzn+1 and
defining φf (z) = (I +
∑
ǫnln)φ(z) we find the infinitesimal generators
ln = −zn+1∂z. (2.41)
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The generators will fulfill a centerless Virasoro algebra
[ln, lm] = (n+m)ln+m. (2.42)
In superspace we must of course include the fermionic coordinate θ. It is not
difficult to verify that the generator (I will for convenience use the same symbol ln
since no confusion should be possible)
ln = −zn+1∂z − n+ 1
2
znθ∂θ (2.43)
gives the same algebra (2.42). We should also expect a second generator which cor-
responds to the supersymmetry mentioned in the previous chapter. To this end we
introduce the infinitesimal generator
gr = −zr+1/2(∂θ − θ∂z). (2.44)
One may check that ln and gr obey the algebra
[ln, gr] = (
n
2
− r)gr+n {gr, gs} = 2lr+s (2.45)
in addition to (2.42). This is the centerless N = 1 superconformal algebra. The
quantum corrections to this algebra is incorporated by a one dimensional center which
is known as the superconformal anomaly.
This may be described in terms of a generalized stress-tensor generating transfor-
mations in superspace in analogy to the non-supersymmetric case. We introduce the
super stress-energy tensor (super-holomorphic part)
T (Z) =
1
2
G(z) + θT (z). (2.46)
In terms of the abbreviations z12 = z1−z2−θ1θ2 and θ12 = θ1−θ2 the operator product
expansion of the super stress-energy tensor with itself may be found to be
T (Z1)T (Z2) =
1
4
cˆ
z312
+
3
2
θ12
z212
T (Z2) +
1
2
D2T (Z2)
z12
+
θ12
z12
∂2T (Z2) + r.t. (2.47)
If we expand both sides of this and identify we find, in addition to the ordinary stress-
energy tensor operator product expansions (2.20), also
G(z1)G(z2) =
cˆ
(z1 − z2)3 +
2T (z2)
z1 − z2 + r.t.
T (z1)G(z2) =
3
2
G(z2)
(z1 − z2)2 +
∂2G(z2)
z1 − z2 + r.t.. (2.48)
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Here cˆ = 2c/3. This corresponds to the N = 1 superconformal algebra (2.45) with
central extension.
As we saw in the previous chapter we have two types of boundary conditions Neveu-
Schwarz or Ramond. The different boundary conditions modify the mode expansions
of G(z). For the Neveu-Schwartz case the Laurent coefficients take half-integer values,
while the Ramond case take integer values expressed as functions on the complex plane.
In terms of commutators we find
[Lm, Ln] = (m− n)Ln+m + c
12
m(m2 − 1)δm+n,0
{Gr, Gs} = 2Lr+s + c
3
(r2 − 1
4
)δr+s,0
[Lm, Gr] = (
m
2
− r)Gm+r (2.49)
where r ∈ Z+ 12 for Neveu-Schwartz and r ∈ Z for Ramond. We note here a difference
between the two sectors. In the Neveu-Schwartz sector L0, L±1, G±1/2 form a centerless
subalgebra. For the Ramond sector the only subalgebra is generated by L0, L±1 which
is also present in the purely bosonic case.
The representation theory of the superconformal algebra follows, in principle, the
same steps as the conformal case. In the Hilbert space picture we apply creation oper-
ators L−n and G−r n, r > 0 on a highest weight primary to build the Verma modules.
In this way we construct modules of either the Neveu-Schwartz or the Ramond sec-
tor. There exists, however, fields known as spin fields which interpolates between the
sectors. The reason why we cannot satisfy ourselves by considering either the Neveu-
Schwartz or the Ramond sector will became clear when we discuss the explicit example
of the fermionic string.
In analogy to the WZNW model, which is the best studied class of conformal field
theories, one may realize a large class of superconformal field theories by a supersym-
metric extension of the WZNW model. In the supersymmetric case the superconformal
symmetry is accompanied by an super affine symmetry, giving rise to a super affine Lie
algebra. We will return to those issues in chapter seven.
• A.A. Belavin, A.M. Polyakov and A.B. Zamolodchikov, Infinite conformal sym-
metry in two-dimensional quantum field theory, Nucl. Phys. B241 (1984) 333
• P. Ginsparg, Applied conformal field theory, In: Fields, strings and critical phe-
nomena, Les Houches, Session XLIX 1988
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Figure 2.1: Integration contours in the complex plane.
Chapter 3
String interlude
We will here apply some of the conformal field theory techniques, described in the last
chapter, to string theories. I will in these examples use the bosonic string and try to
outline the necessary generalizations and differences to other string theories.
The obvious task is to quantize the string, which at first sight may seem straight-
forward for the bosonic case. There are, however, some subtleties involved which we
will try to expose.
Canonical quantization follows in the standard fashion by letting [ , ]PB −→ −i[ , ].
This yields the nonvanishing commutator identities
[qˆµ, pˆν ] = iηµν [αˆµm, αˆ
ν
n] = [ˆ˜α
µ
m, ˆ˜α
ν
n] = mδm+n,0η
µν (3.1)
where the ”hat” indicates operator quantities. (We will not bother to write ”hats”
except for the next few lines.) We also demand that Xˆµ(τ, σ) is hermitean which gives
the hermiticity properties
(qˆµ)† = qˆµ (pˆµ)† = pˆµ (αˆµm)
† = αˆµ−m (ˆ˜α
µ
m)
† = ˆ˜α
µ
−m (3.2)
The Fock space is constructed in the usual way by acting with creation operators on a
vacuum defined by the following properties
pˆ|0, 0〉 = αˆn|0, 0〉 = ˆ˜αn|0, 0〉 = 0 ∀n > 0
〈0, 0|0, 0〉 = 1 〈0, 0| = (|0, 0〉)† (3.3)
A state with momentum k is constructed as eik·X(z)|0, 0〉 ≡ |0, k〉. This terminology is
of course due to that pµ|0, k〉 = kµ|0, k〉.
23
24 CHAPTER 3. STRING INTERLUDE
It is important to note that this state space contains negatively normed states. This
may be seen from the example
〈0, 0|αµ1αν−1|0, 0〉 = ηµν (3.4)
which may of course be negative since we have Minkowskian signature on ηµν . These
states have to be projected out somehow.
We nowWick rotate to Euclidean world sheet coordinates i.e. t = −iτ and introduce
the complex variables z = e2(τ+iσ) z¯ = e2(τ−iσ). This is a mapping from the world
sheet cylinder to the two-dimensional complex plane, where radial ordering substitutes
time ordering among operators. We find
Xµ(z, z¯) = qµ − i
4
ln(zz¯) +
i
2
∑
n 6=0
1
n
(αµnz
−n + α˜µz¯−n) (3.5)
If we now split the mode expansion of Xµ into annihilation Xµ,(+) and creation Xµ,(−)
parts we find in these new coordinates the commutation relation
[Xµ,(+)(z, z¯),Xν,(−)(w, w¯)] = −η
µν
4
(ln(z − w) + ln(z¯ − w¯)) . (3.6)
We still have not a well-defined theory due to the negatively normed states. Also
we have not fixed the reparametrization invariance by just chosing the metric. What
we need is to impose the equations of motion of the metric, which are lost when fixing
the gauge. Classically this amounts to
Tαβ ∝ 1√−h
∂S
∂hαβ
= 0. (3.7)
We will find that this also projects out the negatively normed states.
For the bosonic string we have that the stress-energy tensor, apart from being
traceless, divides into a holomorphic and an anti-holomorphic part. We denote the
former by T (z) and using the explicit form T (z) = −2:∂zXµ∂zXµ : we may find the
operator product expansion
T (z)T (w) =
D/2
(z − w)4 +
2T (w)
(z − w)2 +
∂zT (z)
z − w + regular terms. (3.8)
This relation means that the Laurent expansion coefficients of T (z) satisfy a Virasoro
algebra with central extension c = D. D may in the flat case be interpreted as the
dimension of target space.
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If we naively impose the vanishing of the stress-energy tensor we run into trouble.
Indeed, Ln|ψ〉 = 0 for all n means 0 = [Ln, L−n]|ψ〉 = (2nL0 + D12n(n2 − 1))|ψ〉. We
should at the quantum level rather impose the Gupta-Bleuler like constraint, i.e. that
T (z) should vanish in expectation values between physical states. If we take
(L0 − a)|ψ〉 = 0 Ln|ψ〉 = 0 n > 0 (3.9)
and likewise for the anti-holomorphic sector L¯, we find that 〈ψ|T (z)|ψ〉 = 0 and likewise
for T¯ (z¯). We have here introduced a constant a for the zero mode which may appear
from reordering. In fact a consistent string theory has in general a 6= 0.
From the projection conditions (3.9) we see that any state, which is a sum of states
the form L−n|χ〉 n > 0, for arbitrary |χ〉, decouples from every physical state. If,
furthermore, L−n|χ〉 is a physical state in the sense of eq.(3.9) we have a physical state
that decouples from all other physical states, and hence must be regarded as zero in the
physical state space. Those states are known as null-states. The physical state space
will be the physical states defined from (3.9) modulo the null-states.
As is well known by now, the ground state of the bosonic string is tachyonic. This
may be seen from the the operator expansion
T (z) :eikµX
µ(z):=
k2/8
(z − w)2 :e
ikµXµ(w) :+
∂w :e
ikµXµ(z) :
z − w + r.t. (3.10)
In the conformal field theory language this means that : eikµX
µ(z) : is a conformal
primary of weight k2/8. :eikµX
µ(z) : is also known as the tachyon vertex operator. We
then have, using (2.30) and (3.9) that k2 = 8a. In what is known as the critical case
a = 1 and we find the mass M2 = −k2 to be negative.
The next excited level is massless and naturally includes the graviton. One may
proceed to find the conditions for a unitary physical state space to be a = 1 and
D = 26 or a ≤ 1 and D ≤ 25. The critical case is the one with a = 1 and D = 26. For
the critical case the physical degrees of freedom are constrained to the 24 transverse
components of Xµ.
In the path integral approach to quantization of the bosonic string one must be
careful when chosing the flat metric. Changing variables in this fashion yields a deter-
minant, that appears from the measure [8]. This may be represented by an action of
anti-commuting Fadeev-Popov ghosts
Sgh ∼
∫
d2z(bzz∂z¯c
z + c.c.) (3.11)
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where we have for convenience chosen holomorphic and anti-holomorphic coordinates.
This action is conformally invariant and the stress-energy tensor is given by
Tgh(z) = −2b∂zc(z) − ∂zbc (3.12)
where b = bzz and c = c
z. b and c have conformal weight two and minus one respectively.
Using the operator product expansion b(z)c(w) = 1/(z − w) one may easily find the
conformal anomaly of (3.12) to be -26.
The critical bosonic string theory is hence anomaly free if D = 26. This may be
rephrased in a BRST quantization scheme (see chapter six) to yield a = 1 as well as
D = 26.
In the case of fermionic strings we must impose that the positive frequency modes
of the superconformal algebra annihilates physical states. We also have, in analogy to
the bosonic string, null states in the Verma module.
We start by examining the ground state |0, k〉 ≡ limz→0 : eikµXµ(z) : |0, 0〉. We will
accordingly with the analysis for the bosonic case find the mass-shell condition k2 = 8a.
Consider now the descendant G−1/2|0, k〉. If we require that it is physical then it must
also be a null state. The on-shell condition (L0−a)G−1/2|0, k〉 = 0 reads k2/8+1/2 = a
and the zero norm condition G1/2G−1/2|0, k〉 = 0 gives k = 0 and hence a = 1/2. This
corresponds to the critical fermionic string. Using this value for a for the ground state
we find that the tachyon is present in the spectrum of the Neveu-Schwartz sector.
The undesired tachyon may be excluded from the theory using what is known as
the GSO projection [9]. This is a truncation of the spectrum to those states which has
(−1)F = 1 where F is the parity of the state and bosonic fields Xµ have plus one while
fermionic fields ψµ has minus one. The GSO projection yields that we have a local
theory in the sense that in the operator product expansions no branch cuts will appear
in the model. In general the spin field, which we mentioned in the last chapter, has
branch cuts in operator product expansions with the superconformal generators.
In the path-integral treatment of the fermionic string we get an additional contri-
bution to the conformal anomaly from the fermions as well as from the bosonic ghosts,
the latter being superpartners of the fermionic ghosts in the bosonic string. The former
contribute by D/2 and the latter by eleven. Adding up we find 3D/2 = 15 i.e. the
critical dimension is D = 10.
In the heterotic string one essentially uses the fermionic string for the rightgoing
modes and the bosonic string for the leftgoing modes. In the leftgoing sector one keeps
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ten bosons and adds 32 free fermions which are not superpartners of the bosons. This
exactly cancels the -26 contribution from the fermionic ghosts.
We have so far only concerned ourselves with world-sheet supersymmetry. It turns
out that if we desire space-time supersymmetry we will have N = 2 supersymmetry
on the world-sheet [5]. The second supersymmetry is, however, not a local symmetry
of the action. If it were, we would have the critical dimension reduced to two. This is
undesirable since we would like to interpret the ten dimensions as our four (possibly)
flat space-time dimensions plus internal degrees of freedom.
In space-time the two different boundary conditions have a remarkable effect. The
Neveu-Schwarz sector corresponds to space-time bosons and the Ramond sector to
space-time fermions. The GSO projection turns out to provide with a pairing in the
sense that for each mass-level we get an equal number of bosons and fermions.
At this point one may take two different points of views. Either we insist that we
have a geometrical meaning of the redundant dimensions or we do not. The redundant
dimensions in the former case are removed by compactification. In the latter case we
just substitute the superfluous degrees of freedom by any appropriate unitary confor-
mal field theory. We also need to require that our theory is what is known as modular
invariant. We will discuss this issue in chapter eight. This should be sufficient for ob-
taining a consistent unitary string theory propagating in what is no longer necessarily
a flat space time.
It is thus desirable to analyze conformal field theories and superconformal field
theories in order to find appropriate candidates for realistic string theories. We will
in chapter seven discuss the WZNW models and their supersymmetric extensions. In
order to fully appreciate the essence of WZNW models we will in the following two
chapters discuss the affine Lie algebra. This is the algebra of the symmetry which is
present in WZNW models in addition to the conformal symmetry.
• M.B. Green, J.H. Schwarz and E. Witten, Superstring theory: I, II, Cam-
bridge University Press 1987
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• J. Polchinsky, What is string theory?, Les Houches summer school ”Fluctuating
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Chapter 4
Affine Lie algebras
As mentioned above, affine Lie algebras arise naturally in the context of WZNW mod-
els. The WZNW model possesses, apart from a conformal symmetry, also an affine
symmetry which has a symmetry algebra of the affine type. In all the papers contained
in this thesis we make extensive use of affine Lie algebras and their representation the-
ory. Of special importance is the structure of Verma modules over affine Lie algebras.
This will be discussed separately in chapter five.
We begin with a few lines on Lie algebras in general. An algebra a is defined as
vector spaces L over a field F which are endowed with a bilinear operation
⋄ : a× a −→ a (4.1)
A Lie algebra is required to have the additional structure, such that this map, the Lie
bracket, [, ] : g × g −→ g satisfies
[x, x] = 0 ∀x ∈ g (antisymmetry)
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 ∀x, y, z ∈ g (Jacobi identity) (4.2)
We can note that the requirement of antisymmetry, when applied to x + y, gives the
usual antisymmetry relation [x, y] = −[y, x]. That [x, y] = −[y, x] implies [x, x] = 0
is valid unless the characteristic of the field F is 2 i.e. that there exists ξ ∈ F that
satesfies ξ + ξ = 0.
Given an associative algebra (a, ⋄) one may construct a Lie algebra g(a) = (a, [, ])
by defining the Lie bracket
[x, y] = x ⋄ y − y ⋄ x (4.3)
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where ⋄ is the product defined in eq.(4.1).
Affine Lie algebras are given by so-called affine Kac-Moody algebras enlarged by
a central extension. Affine Kac-Moody algebras are a subset of so-called Kac-Moody
algebras which are examples of infinite dimensional Lie algebras. There does not yet
exist a general theory for infinite dimensional Lie algebras and their representations.
More or less detailed studies exist only for four classes
1. Lie algebras over vector fields and the corresponding groups of diffeomorphisms.
2. Lie algebras of operators of some Hilbert or Banach space.
3. Lie algebras of smooth mappings of some manifold into a finite dimensional Lie
algebra.
4. Contragradient Lie algebras or Kac-Moody algebras.
We will here only discuss the fourth class. There does, however, exist a close
relation between affine Lie algebras and one particular example of the third class. We
will elaborate further on this issue below.
The pionering work on Kac-Moody algebras were, as the name suggests, performed
independently by Kac [10, 11, 12] and Moody [13, 14]. Since then there has been a
vast number of papers on generalizations and developments of Kac-Moody algebras
and their representation theory by a number of people, often involving the ubiquitous
Kac. The concepts of Kac-Moody algebras are nicely summarized in Kac book on this
subject [15].
4.1 Preliminaries
Take an N × N real matrix of rank r. If A meets the following conditions (aij i, j =
1, ..., N are the components of A)
aii = 2 i = 1, ..., N
aij ≤ 0 i 6= j
aij = 0 ⇔ aji = 0
aij ∈ Z (4.4)
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it is known as a generalized Cartan matrix. We may associate with A a Lie algebra
characterized by 3r generators {ei, fi, hi|i = 1, ..., n} obeying the relations
[hi, hj ] = 0 [ei, fj ] = δijhj [hi, ej ] = aijej [hi, fj ] = −aijfj
(adei)
1−aijej = 0 (adfi)
1−aijfj = 0 (4.5)
where (adei)
mej stands for
adei ◦ adei ◦ ... ◦ adei︸ ︷︷ ︸
m times
so for example (adei)
2ej = [ei, [ei, ej ]]. This infinite dimensional Lie algebra is known as
a Kac-Moody algebra. It possesses two well-known subsets, namely finite dimensional
Lie algebras and affine Kac-Moody algebras. In what follows we will refer to all Kac-
Moody algebras outside those two subsets as indefinite Lie algebras. We will, in what
follows, not pay any attention to the difference between affine Kac-Moody algebras and
affine Lie algebras except when called for. Hence we will denote the affine algebras by
affine Lie algebras.
Finite dimensional Lie algebras are obtained by imposing the additional constraint
detA > 0 (4.6)
on the generalized Cartan matrix A. We will assume that the reader is familiar with
the theory and notation of finite dimensional Lie algebras and their representations.
Affine Lie algebras on the other hand, are described by the system of equations
(4.4) with the restriction that
detA{i} > 0 i = 0, ..., r (4.7)
where A{i} denotes the matrices obtained from A by deleting the i’th row and column.
We have here changed the index i to run from 0 to r for reasons that will be obvious
as we proceed. We will in what follows stick to this convention when discussing affine
Lie algebras.
We will not here deal with the largest and least known subset of Kac-Moody alge-
bras, the indefinite Lie algebras. Only a small number of indefinite Lie algebras has
been classified. There exists, however, reasons for string theorists to be interested in
those algebras. The vertex operator algebra of the lowest lying mass state of the string
obeys an affine Lie algebra. It has been argued that vertex operators of higher exci-
tations in the string spectrum may obey indefinite Lie algebras. There has recently
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appeared very interesting results pointing in this direction, see for example [16] and
references therein.
There exists a complimentary way of distinguishing between the three subsets of
Kac-Moody algebras. Without loss of generality we can assume in what follows that
the generalized Cartan matrix is indecomposable, that is we cannot write A as a block
diagonal matrix by rearrangement of the indices. Take a real indecomposable general-
ized Cartan matrix. We have three mutually exclusive classes provided we demand the
following on both A and AT the transpose of A. Take vectors u and v.
i. detB 6= 0: ∃ u > 0 such that Bu > 0, Bv ≥ 0 implies v ≥ 0
ii. corankB=1: ∃ u > 0 such that Bu > 0, Bv ≥ 0 implies Bv = 0
iii. ∃ u > 0 such that Bu < 0, Bv ≥ 0 and v ≥ 0 implies v = 0
for both B = A and B = AT . u > 0 means that all entries in u are positive.
It is not to difficult to see that the three cases are disjoint. The finite and the affine
case are obviosly exclusive since they differ in rank. The finite and the indefinite cases
exclude each other since for the finite case there exists no v ≥ 0 such that Av ≤ 0 and
Av 6= 0, as is easily verified by substituting v by −v above. Finally, the affine and the
indefinite cases cannot be inclusive since for the affine case there does not exist a vector
v such that Av ≥ 0 or Av ≤ 0, and hence nor a vector v < 0 such that Av < 0 as is
required for the indefinite case.
For the proof that each pair A and AT are of either finite, affine or indefinite type
we refer to the literature.
It is also important to note that the Kac-Moody algebra g(A) may not always
posses a non-zero invariant bilinear form. If and only if A is symmetrizable, i.e. one
can decompose A = DB for an invertible diagonal matrix D and a symmetric matrix
B, a non-zero invariant bilinear form does exist. In fact, A is always symmetrizable for
the finite and affine cases.
We can realize the generalized Cartan matrix with a complex vectorspace h and its
dual h∗ and two indexed subsets Π∨ of h and Π of h∗. They are required to satisfy; i) Π
and Π∨ are linearly independent. ii) The pairing between the vectorspaces 〈 , 〉 is such
that 〈α∨i , αj〉 = aij i, j = 1, ..., n where αi ∈ Π and α∨i ∈ Π∨. iii) n − r =dim(h)−n. r
is the rank of A.
Using the well-known terminology for finite Lie algebras we call Π the root basis, Π∨
the dual root basis, and their elements simple roots and simple co-roots, respectively.
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Also, h is known as the Cartan sub-algebra.
The auxiliary Lie algebra g˜(A), with generators ei, fi i = 1, ..., n and h, is defined
to obey
[ei, fj ] = δijα
∨
i
[h, h′] = 0
[h, ei] = 〈αi, h〉ei
[h, fi] = −〈αi, h〉fi (4.8)
where i = 1, ..., n and h, h′ ∈h. ei and fi are known as the Chevalley generators of
g(A). We take the Kac-Moody algebra associated with the generalized Cartan matrix
A to be the Lie algebra
g(A) = g˜(A)/τ (4.9)
where τ is the maximal ideal in g˜(A) which intersects h trivially.
We have a rootspace decomposition of g(A) with respect to h
g(A) =
⊕
α
gα (4.10)
for gα = {x ∈ g(A)|[h, x] = α(h)x for all h ∈h}. Note that the Cartan sub-algebra is
g0. The dimension of gα is called the multiplicity of α. From this we define the root
system. We take the root lattice Q to be the lattice spanned by the simple roots αi.
Define also
Q+ =
n∑
i=1
Z+αi. (4.11)
The lattice Q+ is used to define a partial orderring of elements on h
∗. We take λ ≥ µ if
λ−µ ∈ Q+. An element of the root lattice α is called a root if α 6= 0 and its multiplicity
also is non-zero. All roots are either positive or negative and we denote the set of roots,
positive roots and negative roots by ∆, ∆+, and ∆− respectively. We also have that
∆− = −∆+ (4.12)
There exists a triangular decomposition of g(A) such that g(A) =n−⊕h⊕n+ where
n+ and n− are the subalgebras formed by ei and fi. Obviously gα ⊂n+ if α > 0.
We assume from now on that the generalized Cartan matrix A is symmetrizable,
that is, it can be written as A = DB for some diagonal matrix D, diagD = d1, ..., dn all
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non-zero, and a symmetric matrix B with entries bij i, j = 1, ..., n. Fix a complimentary
subspace h” to h’=
∑
iC α
∨
i in h. We define a symmetric bilinear C-valued form (.|.)
on h by
(α∨i |h) = 〈αi, h〉di (h′|h′′) = 0 (4.13)
for i = 1, ..., n, h ∈h, and h′, h′′ ∈h”. We have then for example (α∨i |α∨j ) = bijdidj
i, j = 1, ..., n.
There exists an isomorphism ν :h→h∗ which we define by
〈ν(h), h1〉 = (h|h1) (4.14)
for h, h1 ∈h. We thus get ν(α∨i ) = diαi and it follows from (α∨i |α∨j ) = bijdidj that
(αi|αj) = bij = aij/di.
Next we extend the bilinear form to the whole of g(A) which has the properties
a. (.|.) is invariant i.e. ([x, y]|z) = (x|[y, z]) for x, y, z ∈ g.
b. The restriction of (.|.) to the Cartan sub-algebra is defined as above (4.13) and is
non-degenerate.
c. (gα|gβ) = 0 if α+ β 6= 0
d. (.|.)|gα+g−α is non-degenerate for α 6= 0.
e. [x, y] = (x|y)ν−1(α) for x ∈ gα, y ∈ g−α and α ∈ ∆.
We now take a decomposition A = DB where di i = 1, ..., n are positive ratio-
nal numbers, and assume A to be indecomposable. We then have that (αi|αi) > 0,
(αi|αj) ≤ 0 for i 6= j, and using aii = 2, α∨i = 2(αi|αi)ν−1(αi) and we hence find the
usual expression for the elements of the Cartan matrix
aij =
2(αi|αj)
(αi|αi) . (4.15)
The bilinear form (.|.) is known as the standard bilinear form.
4.2 Classification of affine Lie algebras
We again list the properties of an affine Cartan matrix A necessary for a complete
classification of affine Lie algebras.
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1. aii = 2.
2. aij = 0 ⇐⇒ aji = 0.
3. aij ≤ 0 for i 6= j.
4. aij ∈ Z.
5. A is indecomposable.
6. detA = 0 and detA{i} > 0 for all i = 1, ..., n.
Again A{i}, which is known as a principal minor, denotes the matrix obtained from A
by deleting row and column number i.
Obviously the affine Lie algebras of rank r contain finite Lie algebras obtained at
rank r + 1 since detA > 0 and the conditions the two cases have in common implies
detA{i} > 0 see (4.4), (4.6) and (4.7). We can thus use the classification of finite
Lie algebras to classify the affine ones. We hence demand that the submatrices A{i}
i = 1, ..., n of an affine Cartan matrix A are Cartan matrixes of finite Lie algebras or
direct sums there of.
We will give a few examples and start at affine rank one. Using our set of rules we
have the general form [
2 −p
−q 2
]
. (4.16)
Demanding the determinant to vanish we have the solutions p = q = 2 or p = 4 and
q = 2. Those correspond to A
(1)
1 and A
(2)
1 . The former as we will explain below the
affine extension of the finite Lie algebra su(2) and the latter is an example of a so
called twisted affine Lie algebra. We will comment on the twisted case in a subsequent
section.
For rank two we choose the example where by deleting row one and column one of
the affine Cartan matrix we obtain the Catran matrix corresponding to the finite Lie
algebra C2 that is we take 
2 −p −q
−r 2 −1
−s −2 2
 . (4.17)
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detA=0 yields now 0 = 4− p(s+2r)− 2q(r+ s). The only possible solutions consistent
with the Cartan matrix rules are either r = p = 0, q = 1 and s = 2 or q = s = 0, p = 1
and r = 2. They correspond to the affine Lie algebras C
(2)
2 andC
(1)
2 respectively.
Proceeding along those lines one finds seven infinite series A
(1)
r r ≥ 2, B(1)r r ≥ 3,
C
(1)
r r ≥ 2, D(1)r r ≥ 2, B(2)r r ≥ 3, C(2)r r ≥ 2, B˜(2)r r ≥ 3, and nine exceptional affine
algebras A
(1)
1 , E
(1)
6 , E
(1)
7 , E
(1)
8 , F
(1)
4 , G
(1)
2 , A
(2)
1 , F
(2)
4 , G
(3)
2 .
In analogy to finite Lie algebras we may introduce Dynkin diagrams and we have
listed them in fig.(4.3). We see that if we delete a node of an affine Dynkin diagram we
recover a finite Lie algebra Dynkin diagram or sums thereof. This of course corresponds
to deleting rows and columns in the affine Cartan matrix. Taking the example given
above with the choice q = s = 0 we have the Cartan matrix
2 −1 0
−2 2 −1
0 −2 2
 (4.18)
which upon deleting rows and columns each in term produces the principal minors[
2 −1
−2 2
] [
2 0
0 2
] [
2 −1
−2 2
]
(4.19)
The affine Cartan matrix (4.18) corresponds to the affine Dynkin diagram C
(1)
2 found
in fig.(4.1). The three finite Dynkin diagrams corresponding to the principal minors
(4.19) corresponds to C2, A1 ⊕A1 and C2 and are depicted in fig.(4.2).
We have in fig.(4.3) depicted the Dynkin diagrams of the affine Lie algebras as
well as the twisted affine Lie algebras. The twisted case corresponds to those with
superscript different from one. The naming of the affine Lie algebras is chosen such
that removing the boldface node of a Dynkin diagram X
(1)
r will produce the simple Lie
algebra Xr where X is one of A,B,C,D,F,E or G.
The number attached to the nodes are the Coxeter ai and dual Coxeter a
∨
i labels.
The dual Coxeter labels are displayed in italics below the Coxeter labels whenever they
differ. The Coxeter labels and the dual Coxeter labels are the entries of the left and
right eigenvectors to the affine Cartan matrix corresponding to the zero eigenvalue i.e.
r∑
i=0
aiaij = 0 =
r∑
i=0
aija
∨
j . (4.20)
The sum of those numbers, the Coxeter number g and the dual Coxeter number g∨,
appear in different contexts in representation theory of affine Lie algebras.
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4.3 Loop algebras in connection to affine Lie algebras
We pointed out above that there exists a close relation between affine Lie algebras
and one representative of the class of infinite dimensional Lie algebras appearing from
smooth maps from a manifold onto a finite Lie algebra. More precisely we can realize
an affine Lie algebra gˆ without center by considerring maps from the unit circle onto a
finite Lie algebra g. These are known as loop algebras.
We take the generators of the finite Lie algebra to be ta a = 1, ..., d. S1 is represented
by the unit circle on the complex plane parametrized by the coordinate z. Consider
the generators
tan ≡ ta ⊗ zn (4.21)
where ⊗ is some formal multiplication. Using the Lie bracket of the finite Lie algebra
[ta, tb] = fabct
c, we can define the bracket operation of the objects tan as
[tan, t
b
m] ≡ [ta, tb]⊗ (znzm) = fabctcn+m. (4.22)
Here fabc are the structure constants of the finite Lie algebra. Recapitulating the
criteria for the finite Lie algebra, it is easy to see that both anti-symmetry and the
Jacobi identity are met. This infinite dimensional Lie algebra is known as the loop
algebra gloop over g. It is worth noting that subalgebra generated by the zeromodes t
a
0
of the loop algebra is isomorphic to the finite Lie algebra g.
With hindsight of what is to come, we now investigate the possibilities for central
extensions of the loop algebra. A central extension or central element is, as the name
suggests, related to the center of the algebra. We know that affine Lie algebras have
a one dimensional center, and if loop algebras are the centerless part of the affine Lie
algebras then they must allow for a central extension.
Indeed, using the fact that the dual Coxeter labels is an eigenvector of the Cartan
matrix with zero eigenvalue, it is easy to construct the central extension of an affine
Lie algebra
K ≡
∑
i
aa∨i hi. (4.23)
for hi being the elements of the Cartan subalgebra. We have using (4.5) trivially
[K,hi] = 0 and also
[K, ei] = aa
∨
j ajiei = 0 [K, fi] = −aa∨j ajifi = 0 (4.24)
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Since the affine Cartan matrix has only one zero eigenvalue this extension is unique up
to the multiplicative constant a.
We start by performing the same investigation for finite Lie algebras. Take a simple
finite Lie algebra with generators ta. Add now s generators Ki i = 1, ..., s defined to
be in the center of the algebra that is
[ta,Ki] = 0 [Ki,Kj ] = 0 ∀a, i, j. (4.25)
The original Lie bracket is generalized to
[ta, tb] = fabct
c + fabi K
i (4.26)
The new structure constants fabi are constrained by the Jacobi identity. Note that the
trivial choice fabi = 0 ∀i is of course allowed, yielding a direct sum of g and s u(1)
factors.
There exists, however, more general solutions of this type. We can change basis in
g and take t˜a = ta + uaiK
i for some constants uai . From the Lie bracket it now follows
that the new structure constants in this basis are
f˜abi = f
ab
i − fabcuci . (4.27)
Consider the basis for g where fabc are totally antisymmetric and fabcf
cd
a = cgδ
bd
where cg ia the quadratic Casimir in the adjoint representation. The Jacobi identity
requires
fabi =
2
cg
f bec f
ea
df
cd
i (4.28)
and we can thus choose
uai =
−1
cg
fabcf
bc
i (4.29)
which gives f˜abi = 0.
It is therefore always possible for simple finite Lie algebras (and more generally
semi-simple as well) to find a basis such that the extension decouples and we have
the direct sum of g and u(1)’s. This is not always the case, the Poincare´ algebra, for
example, allows for non trivial central extension. This is in order since the Poincare´
algebra is not semi-simple.
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Remaking this for loop algebras we take the extended bracket as
[tam, t
b
n] = f
ab
ct
c
m+n + (f
ab
i )mnK
i. (4.30)
For m = n = 0 we know that there exists a basis such that fabi = 0. This is also
possible for m 6= 0 n = 0. It does not work for both m and n non-zero, as can be seen
from the fact that the algebra is graded by the modenumbers m and n. We hence have
that for fixed n, tan transforms in the adjoint representation of the finite Lie algebra. It
also follows that (fabi )mn is an invariant tensor with respect to the indices a, b under
the adjoint representation of g. From the theory for finite Lie algebras we learn that up
to a normalization this tensor is unique and is known as the Killing form. The Killing
form κab is defined as the map
κ :
g × g −→ F
(x, y) −→ κ(x, y) ≡ tr(adx ◦ ady)
(4.31)
where F is the base field, compare to the discussion on general algebras at the very
beginning of this chapter. Thus (fabi )mn = κ
abfmn where we have excluded the index
i since the Killing form is unique in the sense stated above. Furthermore, the Killing
form is symmetric which means that fmn = −fnm in order to satisfy the anti-symmetry
condition for the Lie bracket.
The Jacobi identity now reads
fl,m+n + fn,l+m + fm,n+l = 0. (4.32)
Note that putting l = 0 yields the anti-symmetry condition fm,n + fn,m = 0 where we
use fm,0 = 0. If we choose l = −(x+ 1)m and n = xm we end up with
fm,−m + fxm,−xm + f−(x+1)m,(x+1)m = 0 (4.33)
for x an arbitrary integer. If we iterate this equation in x we find that fxm,−xm =
xfm,−m which implies that fm,n scales with m. Take now fm,n = mf˜m,n. Anti-
symmetry with n = −m gives m(f˜m,−m − f˜−m,m) = 0 which means that f˜m,n = f˜n,m.
We may now use this to find (m + n)f˜m,n = 0 and hence f˜m,n ∝ δm+n,0. The tensor
κabmδm+n,0 fulfills all Lie bracket requirements, so we are free to choose a convenient
normalization, which is conventionally chosen to 1/2.
We have not yet proven that this algebra is an affine Lie algebra but this will be
shown to be case in the next section.
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4.4 The root system of affine Lie algebras
One way of finding the roots of affine Lie algebras is to work iteratively with the defining
relations (4.5). We will satisfy ourselves by displaying one simple example namely A
(1)
1 .
In the Chevalley-Serre basis we have two Cartan generators h0 and h1 and the ”root”
generators e0, e1, f0 and f1 such that
[hi, hj ] = 0 [ei, fj] = δijhi [hi, ej ] = (−1)i+j2ej [hi, fj] = (−1)i+j+12fj
[ei, [ei, [ei, ej ]]] = 0 [fi, [fi, [fi, fj]]] = 0 i 6= j (4.34)
We denote the simple roots α0 and α1 corresponding to the root generators with the
corresponding index.
We now start to inspect our relations. We have for example from [e0, f1] = 0 that
α0 − α1 is not a root. (ade0e1)3 = 0 means that α0 + α1 and 2α0 + α1 are roots but
3α0 + α1 is not. Using the Serre relation (ade1e0)
3 = 0 yields the new root α0 + 2α1
while α0 + 3α1 is not a root. Furthermore [e1, [e0, [e0, e1]]] is not constrained to vanish
which gives the new root 2α0+2α1. One may find more relations that are unconstraind
and iterate this procedure the desired number of times but since we know the result
we introduce the parametrization α0 = δ − θ and α1 = θ. The roots found above
becomes δ, θ+2δ, θ+ δ, 2δ and the forbidden combinations −2θ+ δ, −2θ+3δ, 2θ+ δ.
After a few more steps it is not hard to convince oneself that the root system in this
parametrization is spanned by ±θ + nδ n ∈ Z and nδ n ∈ Z\0.
It is, however, more convenient to study the root system in the Cartan-Weyl basis
using the realization of affine Lie algebras as centrally extended loop algebras. In the
previous section we were given the commutation relations, (in a physicists notation)
[Jam, J
b
n] = if
ab
cJ
c
m+n + κ
abK
2
mδm+n,0
[Jam,K] = 0 (4.35)
Proceeding in a similar manner as for the case of finite Lie algebras we choose a maximal
set of commuting generators, known as the Cartan sub-algebra. Since the zero modes of
the affine Lie algebra should coincide with a finite dimensional Lie algebra, the Cartan
sub-algebra of the finite dimensional algebra should be a part of the Cartan sub-algebra
of the affine case. It is also clear that K should belong here, since it is in the center.
We thus take J i0 i = 1, ..., r and K to be in the affine Cartan subalgebra.
In a standard way we now add the step operators corresponding to the roots J±αm ,
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and demand that
[J i0, J
±α
m ] = ±αiJ±αm (4.36)
Using this we may consider [Jαm, J
β
n ]. From the Jacobi identity we find that
[J i0, [J
α
m, J
β
n ]] = (α
i + βi)[Jαm, J
β
n ]. (4.37)
We have the following three possibilities;
1. α+ β is not a root and not zero
2. α+ β is a root
3. α+ β = 0.
The first case just means that we must take [Jαm, J
β
n ] = 0. For the second case we have
that [Jαm, J
β
n ] is proportional to the generator J
α+β
m+n (m + n since we can introduce a
gradation in the mode number), let the constant of proportionality be ǫ(α, β). In the
final case we will use the invariance of the bilinear form ([x, y]|z) = (x|[y, z]). First note
that [J i0, [J
α
m, J
−α
n ]] = 0 tells us that [J
α
m, J
−α
n ] is commuting with the Cartan subalgebra
(we will see below that it is in general not in the Cartan subalgebra). Under the scalar
product, using its invariance property, we then find ([Jαm, J
−α
n ]|ξiJ i0) = (Jαm|ξiαiJ−αn )
and we know that (gα|gβ) 6= 0 if and only if α + β = 0. This yields that [Jαm, J−αn ]
should be proportional to αiJ
i
m+n.
Adding the central extension, when appropriate, we find the algebra
[J im, J
j
n] =
K
2
mδijδm,−n
[J im, J
α
n ] = α
iJαm+n
[Jαm, J
β
n ] =

ǫ(α, β)Jα+βm+n if α+ β is a root
2
α2 (αiJ
i
m+n +
K
2 mδm+n,0) if α = −β
0 otherwise
[K,Jam] = 0 ∀a. (4.38)
This is, however, not the whole story. Taken as above, the Cartan sub-algebra is
not maximal since [J i0, J
j
m] = 0 and [K,J
i
m] = 0 ∀i, j and m. We must thus add at least
one element to the Cartan sub-algebra which removes this degeneracy. It is also clear
that this element should be connected to the roots of J im. One candidate that meets
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those requirements is minus the zero mode of the Virasoro algebra connected to the
affine Lie algebra through the Sugawara construction. Adding the generator d = −L0
we find the full centrally extended loop algebra in the Cartan-Weyl basis as (4.38) and
in addition
[d, Jam] = mJ
a
m [d,K] = 0 [d, d] = 0. (4.39)
We may now look a bit closer on the roots. We have three different types of Cartan
sub-algebra generators J i0, K and d. They probe separate parts of the roots or their
corresponding step operators which may be sorted into two groups: Jαm where α is
a root of the finite Lie algebra, and J im m 6= 0. The different Cartan sub-algebra
generators probe α, the level k and the mode number respectively. We thus take a
generic affine root to have three entries corresponding to these three types of generators.
Jαm corresponds to the root αˆ = (α, 0,m) and the generator J
i
m to the root mδ =
(0, 0,m) i.e. we take δ = (0, 0, 1).
We derive the affine Killing form by comparing to the finite dimensional Lie algebra
and imposing the generalized restrictions that holds in the finite case namely symmetry,
bilinearity and associativity. Generalizing the finite Lie algebra definition κ(x, y) ≡
Tr(adx ◦ ady) would not work since the affine trace becomes infinite. Associativity
means that
κˆ([x, y], z) = κˆ(x, [y, z]). (4.40)
Choosing specific set of generators x, y, z and using, in addition to associativity, sym-
metry and bilinearity will give us κˆ.
x y z restriction on κˆ
1 Jam d J
b
n (m+ n)κˆ(J
a
m, J
b
n) = 0
2 Jam J
b
0 J
c
−m f
ab
dκˆ(J
d
m, J
c
−m) = f
bc
dκˆ(J
a
m, J
d
−m)
3 Jam J
b
1 J
c
−m−1 f
ab
dκˆ(J
d
m+1, J
c
−m−1) = f
bc
dκˆ(J
a
m, J
d
−m)
4 Jam J
b
n K κˆ(J
a
m,K) = 0
5 Jam J
b
−m K f
ab
cκˆ(J
c
0 ,K) +
1
2δ
abκˆ(K,K) = 0
6 Jam J
b
n d f
ab
cκˆ(J
c
m+n, d) +mκ
abδm+n,0κˆ(k, d) = −nκˆ(Jam, Jbn)
1 and 2 implies together that κˆ(Jam, J
b
n) ∝ δm+n,0κab. 3 shows that the constant is m
independent and we can therefor choose normalization
κˆ(Jam, J
b
n) = δm+n,0κ
ab. (4.41)
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4 provides only the information listed above. 5 gives, using 4
κˆ(K,K) = 0 (4.42)
Using 6 and symmetry of κˆ we get
κˆ(Jam, d) = 0 κˆ(k, d) = 1. (4.43)
We cannot constrain κˆ(d, d) in this way but we may define κˆ(d, d) = η. If we introduce
d′ = d − 12ηK, which obeys the same algebra as d, we get κˆ(d′, d′) = 0. We may
therefore choose
κˆ(d, d) = 0. (4.44)
In summary we have thus
κˆab =

κabδm+n,0 0 0
0 0 1
0 1 0
 . (4.45)
The scalar product of two arbitrary elements λˆ = (λ, k, n) and λˆ′ = (λ′, k′, n′) thus
becomes (λˆ|λˆ′) = (λ|λ′)+kn′+n′k. Note that the roots nδ has zero scalar product with
all roots including itself and we will refer to those as lightlike roots in what follows.
The non-lightlike roots, referred to as real roots in what follows, have positive inner
product.
We define the set of positive roots
∆ˆ+ = {αˆ = (α, 0, n) ∈ ∆ˆ;n > 0 or n = 0 and α ∈ ∆+} (4.46)
where ∆ˆ is the set of affine roots, and ∆+ is the set of positive roots of the finite
dimensional Lie algebra. The set of negative roots are ∆ˆ− = −∆ˆ+ and ∆ˆ = ∆ˆ++ ∆ˆ−,
which is a disjoint union. The set of simple affine roots are then given as
∆ˆs = {αˆ(i) = (α(i), 0, 0) i = 1, ..., r and θˆ = αˆ(0) = (−θ, 0, 1)} (4.47)
where α(i) ∈ ∆s are the simple roots and θ the highest root of the finite dimensional
Lie algebra.
We should also define the affine analogy of the sum of positive roots in the finite
case. There are, however, infinitely many positive affine roots. We rather take the
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definition of the affine sum of positive roots ρˆ from one of the properties of the finite
algebra sum of positive roots ρ namely
(ρˆ|αˆ(i)) ≡ (αˆ(i)|αˆ(i)). (4.48)
From this it follows that ρˆ = (ρ, cg, n) where cg is the quadratic Casimir in the adjoint
representation. Without loss of generality we may choose n = 0. There also exists a
non-ambiguous definition of ρˆ in terms of fundamental weights which yields this result.
It is not difficult to see that the Cartan matrix that follows from the roots in this
realization of the affine Lie algebra coincides with the Cartan matrix given with the
Chevalley-Serre realization. The easiest way of convincing oneself is to compare the
Dynkin diagrams of the two realization. This finally proves the isomorphism of the
defining relations (4.5) and the realization of affine Lie algebras as centrally extended
loop algebras.
4.5 Twisted affine Lie algebras
Twisted affine Lie algebras can be obtained in much the same way as the untwisted
ones and they are, for example, realized as slightly generalized centrally extended loop
algebras. Recall that the loop algebras were obtained when considering analytic maps
from S1 onto some finite Lie algebra g. We have the general loop algebra element
realized as x ⊗ P(z) where x ∈ g and P(z) is a Laurent polynomial in the coordinate
z of S1.
The generalization we can allow for is to take the twisted boundary condition
x⊗ P(e2πiz) = ω(x)P(z) (4.49)
where ω is a finite automorphism of g. Finiteness means that there exists a finite
integer l such that ωl = 1. This induces a gradation of g in the way that defining
x ∈ g[j] ⇐⇒ ω(x) = e2πij/lx, j = 0, ..., l − 1 we have
g =
l−1⊕
j=0
g[j] (4.50)
This shows that c.f. (4.49) we have to take
P(e2πiz) = e2πij/lP(z) (4.51)
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for the polynomial multiplying x ∈ g[j]. Proceeding exactly as for untwisted case we
find the natural bracket structure
[Jam+j/l, J
b
n+j′/l] = f
ab
cJ
c
m+n+(j+j′)/l + (m+
j
l
)
k
2
κabδm+n+(j+j′)/l,0. (4.52)
Not all twisted algebras obtained in this way are mathematically distinct from the
untwisted algebra. If the automorphism is what is known as an inner automorphism
then we may regain the untwisted algebra by a redefinition of the generators.
Inner automorphisms are of the form
ω(x) = γxγ−1 (4.53)
fore some groupelement γ ∈ G with Lie algebra g. We may now take
γ = e2πiχ·H (4.54)
for some vector χ and H denoting the Cartan sub-algebra of g. χ is constrained by
ωl = 1 which transforms into
lχ · α ∈ Z ∀α ∈ ∆. (4.55)
It is not difficult to check that ω leaves the Cartan sub-algebra invariant while
ω(Eα) = e2πiχ·αEα. (4.56)
for a generic root generator Eα of the affine Lie algebra gˆ. This implies that if we
introduce the new generators
J˜αn = J
α
n+χ·α J˜
i
n = J
i
n + χ
iδn,0K n ∈ Z K˜ = K d˜ = d− χiJ i0 (4.57)
then they satisfy an untwisted affine Lie algebra.
For inner automorphisms there thus exists an isomorphism between the twisted and
untwisted algebras. Physically there may, however, be a difference between the two ways
of representing the algebra. In particular, the vacuum of the untwisted algebra, i.e. the
state of lowest d˜ eigenvalue will transform in some representation of g. The vacuum
state of the twisted algebra, corresponding to lowest d eigenvalue, on the other hand,
transforms in some representation of g[0] ⊂ g the subalgebra which commutes with
χiJ
i
0. Choosing the twisted way of representing the algebra thus breaks the symmetry
from g to g[0].
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The outer automorphisms gives a non-isomorphic algebra and corresponds to the
Dynkin diagrams presented in fig.(4.3) with superscripts different from one. For con-
struction of root systems, a non-trivial matter, we refer to the literature quoted at the
end of this chapter.
It is important to note that there exists two different notations for twisted affine
Lie algebras. Referring to their respective subalgebras g[0] we have here denoted the
possible twisted cases A
(2)
1 , F
(2)
4 , B
(2)
r , B˜
(2)
r , C
(2)
r and G
(3)
2 . The upper index is the order
of the automorphism denoted l above. More common in the literature is to denote
the twisted cases by letters referring to g the finite Lie algebra that underlies the
particular realization in terms of centrally extended loop algebras. Here we then have
A
(2)
2 , E
(2)
6 ,D
(2)
r+1, A
(2)
2r , A
(2)
2r−1 and D
(3)
4 respectively.
4.6 Generalizations of affine Lie algebras
We will here briefly mention two possible generalizations of the affine Lie algebra struc-
ture, both introducing fermionic degrees of freedom. The two generalizations will in
what follows be called affine Lie superalgebras and superaffine Lie algebras. Affine
Lie superalgebras are related to Lie superalgebras in much the same way as affine Lie
algebras are related to finite Lie algebras. Superaffine Lie algebras, on the other hand,
is the supersymmetric generalization of affine Lie algebras.
The affine Lie superalgebra has the following bracket structure
[JAm, J
B
n ] = f
AB
CJ
C
m+n +
k
2
mδm+n,0Ω
AB
{ψam, ψbn} = gabA JAm+n +
k
2
mδm+n,0ω
ab
[ψam, J
A
n ] = h
aA
b ψ
b
n+m (4.58)
where J are even elements and ψ are odd elements with respect to a Z2 gradation.
fABC , g
ab
A and h
aA
b are structure constants and Ω
AB and ωab are bilinear forms. Under
certain restrictions it is possible to obtain a Virasoro algebra via a Sugawara con-
struction. In this context the algebra is the symmetry algebra of a supergroup valued
WZNW model.
The bracket structure of superaffine Lie algebras is
[Jam, J
b
n] = f
ab
cJ
c
m+n +
k
2
mδm+n,0κ
ab
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{ψar , ψbs} =
k
2
mδr+s,0κ
ab
[ψar , J
b
m] = f
ab
cψ
c
r+m. (4.59)
Here Jam are generators of an affine Lie algebra, ψ
a
r is a fermionic generator. f
ab
c are
structure constants and κab the Killing form of the underlying finite dimensional Lie
algebra.
This is the symmetry algebra of the supersymmetric WZNW model c.f. chapter
seven which is N = 1 superconformal. Indeed by introducing the shifted affine current
Jˆan ≡ Jan +
i
k
fabc
∑
r
ψbn−rψ
c
r (4.60)
which obeys an affine Lie algebra of level k− cg, cg being the quadratic Casimir in the
adjoint representation of g, we can realize the N = 1 superconformal algebra generators
Ln and Gr as
Ln =
1
k
gab
(∑
l
: Jˆan−lJˆ
b
l : +
∑
r
(r − n
2
) : ψan−rψ
b
r : +aδn,0
)
Gr =
2
k
gab
∑
s
Jˆar−sψ
b
s −
2i
3k2
fabc
∑
s,t
: ψar−s−tψ
b
sψ
c
t : (4.61)
where a = 3/16 for Ramond and a = 0 for Neveu-Schwartz boundary conditions.
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Chapter 5
Verma modules over affine Lie
algebras
In the models which we discuss in the papers contained in this thesis the affine Lie
algebra appears as the constraint algebra, and the state space consists of what is known
as Verma modules over the affine Lie algebra. In the Verma module there appears null-
vectors in much the same way as for the case of Virasoro algebras. The structure
and presence of null-vectors is of considerable importance when studying the BRST
cohomology over complexes including Verma modules. Due to their presence there
may arise new states in the BRST cohomology of non-zero ghost number. I will discuss
those aspects in more detail at the end of chapter seven when the necessary ingrediences
have been introduced.
We will here discuss modules which are diagonal with respect to the Cartan sub-
algebra h. If a module V over an affine Lie algebra gˆ(A) is diagonalizable with respect
to the Cartan sub-algebra it allows for a weight space decomposition
V =
⊕
λ
Vλ (5.1)
for weights λ ∈h∗. More precisely
Vλ = {v ∈ V ;h(v) = λ(h)v} (5.2)
for h ∈h. Vλ is called the weight space, λ is a weight if Vλ 6= 0, and dimVλ is known as
the multiplicity of λ.
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5.1 Highest weight modules
One important sub-class of weight modules are so-called highest weight modules. We
call a g(A) module V , highest weight module if there exists an element vΛ ∈ V such
that vΛ is annihilated by all generators of the algebra corresponding to positive roots,
h(vΛ) = Λ(h)vΛ h ∈h, and all elements of the module may be obtained by applying
generators of the algebra, corresponding to negative roots on vΛ. It follows from the
algebra that highest weight modules allow for a weight space decomposition.
The eigenvalues of the Cartan sub algebra on the highest weight vectors are known
as highest weights. We denote them by Λˆ = (Λ, k/2, n), where Λ is the eigenvalue of
the Cartan sub algebra of the underlying finite Lie algebra, k is the eigenvalue of K
the central element, and n the eigenvalue of the derivation d. We can always shift n to
zero and we take this as our convention.
From the fact that K is in the center we see that all vectors of a module V have the
same eigenvalue k of K, as the highest weight vector. Furthermore, by representing a
vector vλ as
vλ =
∏
j
J
αj
−nj
∏
k
J ik−nkvΛ nj ≥ 0, nk > 0, αj ∈ ∆ (5.3)
we see from
[d, Ja−n] = −nJa−n =⇒ dvλ = −(
∑
j
nj +
∑
k
nk)vλ. (5.4)
k is called the level of the weight and N =
∑
j nj +
∑
k nk is known as the grade.
Of particular interest are the highest weights, known as dominant weights, and
their corresponding modules, known as integrable highest weight modules. Dominant
weights are defined to obey
Λˆ · αˆ(i)∨ ∈ Z≥0 ∀αˆ(i) ∈ ∆ˆs (5.5)
which, expressed in terms of quantities related to the finite Lie algebra, means
Λ · α(i) ≥ 0 ∀α(i) ∈ ∆s and Λ · θ ≤ k/2 (5.6)
where θ is the highest root of the finite dimensional algebra g.
These conditions can be obtained by demanding that the sub-modules of the ir-
reducible module of the sl(2) sub-algebra generated by Eαˆ = Jαn , E
−αˆ = J−α−n and
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H αˆ = [Eαˆ, E−αˆ] are finite dimensional. Using the fact that finite-dimensional repre-
sentations of sl(2) have integer weights, and in addition, that for a highest weight this
integer is non-negative, we find
λˆ · αˆ∨ ∈ Z Λˆ · αˆ∨ ∈ Z≥0 ∀αˆ ∈ ∆ˆ+R (5.7)
Here λˆ is any weight of the representation. Only a finite number of these conditions
are independent corresponding to the simple roots αˆ(i) ∈ ∆ˆs. Furthermore, the first
condition in (5.7) follows from the second which means that this is enclosed in eq.(5.5).
The condition for a weight to be dominant is equivalent to what is known as local
nilpotency, which is what must be required in order to be able to exponentiate a rep-
resentation of the algebra to a representation of the group. Hence the name integrable
modules or integrable representation.
Fundamental weights Λ(i) i = 0, ..., l are for the case of semi-simple affine Lie alge-
bras, defined to be dual to the simple co-roots.
Λˆ(i) · αˆ(j)∨ = δ ji (5.8)
From this we deduce, using the known vectors αˆ∨, that
Λˆ(0) = (0,
1
2
θ2, 0) Λˆ(i) = (Λ(i),mi, 0) (5.9)
where mi = a
∨
i θ
2/2. This can be used to define the analogue of the quadratic Casimir
for affine Lie algebras. We take the Weyl vector ρˆ as twice the sum of the fundamental
weights
ρˆ = 2
r∑
i=0
Λˆ(i) = (ρ, cg , 0) (5.10)
where cg is the quadratic Casimir of the adjoint representation of the finite Lie algebra
g. Note that this coincides with our previous definition. As remarked above, the usual
definition of the quadratic Casimir in terms of operators does not make sense, since it
includes an infinite sum over positive roots. We take the eigenvalue definition using
the Weyl vector. We then have
(Λˆ, Λˆ + ρˆ) = (Λ,Λ + ρ) = CΛ (5.11)
which is independent of the level of the module.
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5.2 Affine Weyl group
We define the Weyl group Wˆ to be generated by the identity element and the reflections
σˆ(λˆ) = λˆ− λˆ · αˆ∨αˆ αˆ ∈ ∆ˆR. (5.12)
Note that for light-like roots this definition would not make sense since we would divide
by zero. To justify the notion reflection we note that, as for the finite case,
σˆαˆ(λˆ) · αˆ∨ = −λˆ · αˆ∨ (5.13)
The Weyl group is generated by the simple reflections σˆαˆ(i) for simple roots αˆ
(i) i =
0, ..., r. The positive roots other than αˆ(i) are permuted by these simple reflections. We
also have, as usual, that σˆαˆ(σˆαˆ(λˆ)) = λˆ. What is new compared to the finite case is the
action on light-like roots which are invariant under the Weyl reflections since αˆ · δˆ = 0
for any root αˆ and δˆ ∈ ∆ˆI .
Take an arbitrary weight λˆ = (λ, k,m). Its Weyl reflection with respect to a root
αˆ = (α, 0, n) becomes
σˆαˆ(λˆ) = λˆ− 2λˆ · αˆ
αˆ · αˆ αˆ
= (λ− λ · α∨α− knα∨, k,m − nλ · α∨ − kn2 2
α · α) (5.14)
Introducing the translation
tβ : λˆ = (λ, k,m) −→
(
λ+ kβ, k,m+
1
2k
(λ · λ− (λ+ kβ) · (λ+ kβ))
)
(5.15)
we se that we can write σˆαˆ as n translations followed by a finite Weyl transformation
of the first entry
σˆαˆ(λˆ) =
(
σα(λ+ nkα
∨), k,m+
1
2k
(
λ · λ− (λ+ nkα∨) · (λ+ nkα∨))) (5.16)
which we may represent as
σˆαˆ = σα ◦ (tα∨)n (5.17)
where we define σα to act as a finite Weyl transformation on the component λ of λˆ and
as the identity on the two other components.
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Defining the co-root lattice as the lattice spanned by the co-roots we see that it
generates translations on this lattice and obviously
tα ◦ tβ = tα+β (5.18)
It is also possible to show that
tσ(α) = σ ◦ tα ◦ σ−1 ∀σ ∈W (5.19)
so the translation group is a subgroup of Wˆ . Thus Wˆ is the semidirect product of the
finite Weyl group W and the group of translations on the co-root lattice.
All affine weights are generated by the set of dominant weights P+ and the Weyl
group, where the dominant weights are defined from
P+ = {λˆ | (λˆ+ ρˆ/2) · αˆ(i) ≥ 0 ∀ αˆ(i) ∈ ∆ˆs}. (5.20)
Note that this definition is slightly different to the usual one (5.5). Furthermore, the
Weyl group is generated by the elements corresponding to simple roots. This will be
useful when we consider the structure of singular vector in Vema modules over affine
Lie algebras.
5.3 Verma modules
Take a g(A) moduleMΛ of highest weight Λ. We call it a Verma module if every highest
weight g(A) module over Λ is a quotient of MΛ.
Some important properties of Verma modules MΛ are i) MΛ is unique up to iso-
morphisms for every Λ. ii) MΛ contains a unique proper maximal submodule M
′
Λ. iii)
There exists a unique irreducible submodule LΛ =MΛ/M
′
Λ. Obviously iii) follows from
ii). In ii) proper means that M ′Λ cannot be identical to MΛ, but the trivial submodule
without any elements is allowed.
An irreducible module is a module that contains exactly one proper maximal sub-
module namely the trivial submodule. A fully reducible module is a module which is
a direct sum of irreducible modules. To get the irreducible submodule LΛ one must
divide out any elements of the form
v ∈Mλ, v ∈/U, n+(v) ⊂ U (5.21)
whereMλ is defined from the weights space decomposition of MΛ MΛ =
⊕
λ≤ΛMλ and
U is a submodule of MΛ. v is called a primitive vector and λ a primitive weight. Note
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that the vectors v of the type n+(v) = 0 are primitive. We denote this set of primitive
vectors singular vectors. The singular vectors and descendants of singular vectors will
be denoted null-vectors. The reason for this is that null-vectors decouple from all
vectors in the Verma module including its conjugate. In the irreducible module they
must, therefore, be identified with the zero element, (although they have a non-zero
weight).
The singular vectors vλ satisfy the condition of a highest weight vector, and thus
the Verma module MΛ contains Verma modules Mλ as submodules. Verma showed,
for finite dimensional Lie algebras, that there is exactly one Verma submodule for each
distinct singular vector [17]. In general, a Verma module is not generated by its Verma
submodules due to prescence of primitive vectors that are not singular, and this fact
will obscure the structure of Verma modules. This was first discovered in [18].
For finite Lie algebras a necessary condition for existence of primitive vectors that
are not singular were given by Conze and Dixmier [19]. If MΛ contains a sub-module
which is not engraded by its Verma sub-modules then there exists three elements
λ1, λ2, λ3 of W (Λ), the set of Weyl reflected weights, all different such that
Λ ≻ λ1 ≻ λ3 Λ ≻ λ2 ≻ λ3 λ2 ≥ λ1 (5.22)
The notation here is; λ1 ≻ λ3 means that one may obtain λ3 from Weyl reflections of
λ1 while λ2 ≥ λ1 means that λ2 − λ1 can be written as a sum of positive roots with
positive integers.
Choose a series of sub-modules M0,M1,M2, ... such that Mλ = M0 ⊃ M1 ⊃ M2 ⊃
.... If all quotients of the type Mi/Mi+1 are irreducible we call this a Jordan-Ho¨lder
series. We define the multiplicity [M : L(λ)] of a irreducible submodule in a Verma
module as the number of times L(λ) appears in the Jordan-Ho¨lder series.
The multiplicity is in general different from one for at least one submodule if the
rank is larger than two. Jantzen see for example [20] showed that the multiplicity for
simple finite dimensional Lie algebras is one for rank ≤ 2 and this was generalized by
Rocha-Carridi and Wallach to affine Lie algebras [21]. For the finite dimensional case
one may, in fact, state that if g contains k simple factors of An n ≥ 3, Cn n ≥ 3,
Dn n ≥ 4 En n = 6, 7, 8 or F4 then for a regular dominant weight Λ, MΛ contains an
irreducible sub-module Lλ with multiplicity ≥ 2k [22].
We illustrate the existence of primitive non-singular vectors in a simple example for
finite Lie algebras. We choose sl(4,C) as our algebra, with Dynkin diagram as given
in fig.(5.1).
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With a suitable choice of numbering the positive roots are {α1, α2, α3, α1+α2, α2+
α3, α1 + α2 + α3}. We choose a highest weight λ such that λ · α2 = 0, λ · α1 =
λ · α3 = −1/2. The singular vectors of this module are λ − α2, λ − α2 − α1, λ −
α2 − α3, λ − α2 − α1 − α3, λ − 2α2 − α1 − α3 which gives rise to sub-modules of
Verma type in Mλ, and we will denote these Mλ2 , Mλ21 , Mλ23 , Mλ213 , Mλ2132 , re-
spectively. This exhausts the possible singular vectors. The singular vectors of Mλ are
given by the elements E−α2vλ, E
−α1E−α2vλ, E
−α3E−α2vλ, E
−α3E−α1E−α2vλ, and
E−α2E−α3E−α1E−α2vλ, where vλ is the highest weight vector, and E
α are generators
corresponding to simple roots. Take the element
z = (E−α1E−α2E−α3 − E−α3E−α2E−α1)vλ (5.23)
of weight λ− α1 − α2 − α3. Obviously z ∈Mλ but z ∈/Mλ2 and all singular vectors of
Mλ except E
−α2vλ are also singular vectors i.e. contained inMλ2 . A simple calculation
now shows that
Eα1z ∝ E−α3E−α2vλ Eα3z ∝ E−α1E−α2vλ Eα2z = 0 (5.24)
and we thus find that
n+(z) ∈Mλ2 (5.25)
Thus z cannot be in irreducible sub-module Lλ and the sub-module generated by n−(z)
is not a Verma module.
5.4 Structure of singular vectors in Verma modules
We would here like to establish when singular vectors appear in the Verma module and
their generic form. The ocurrence of singular vectors in Verma modules MΛ is given
by the Kac-Kazhdan determinant [23], which is proportional to∏
αˆ>0
∞∏
n=1
(
(Λˆ +
ρˆ
2
) · αˆ− n
2
αˆ · αˆ
)P (ηˆ−nαˆ)
. (5.26)
Here ρˆ is as usual the sum of fundamental weights, ηˆ is a grading of the module with
respect to positive roots, and P (λˆ) is the Kostant partition function which is the number
of distinct sets of positive integers {mi} such that λˆ =
∑
imiαˆ for the positive roots αˆ.
We thus have the gradation
MΛˆ =
⊕
ηˆ∈∆ˆ+
(VΛˆ)ηˆ (5.27)
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where elements in (VΛˆ)ηˆ differ from the highest weight Λˆ by ηˆ. Intuitively we may
think of the Kac-Kazhdan determinant as the determinant of the matrix of all inner
products of states at a certain weight Λˆ− ηˆ.
The Verma module VΛˆ will be irreducible if and only if 2(Λˆ + ρˆ/2) · αˆ 6= nαˆ · αˆ for
any αˆ ∈ ∆ˆ+ and positive integer n. If, on the other hand, 2(Λˆ + ρˆ/2) · αˆ = nαˆ · αˆ for
any αˆ ∈ ∆ˆ+ and positive integer n there exists a singular vector at weight Λˆ − nαˆ in
the Verma module MΛ.
We note that if we restrict ourselves to real roots i.e. that (αˆ, αˆ) 6= 0 then we may
put the equation 2(Λˆ + ρˆ/2) · αˆ = nαˆ · αˆ in the form
σˆρˆαˆ(Λˆ)− Λˆ = −nαˆ (5.28)
where σˆρˆαˆ is the ρˆ-centered Weylreflection defined as σˆ
ρˆ
αˆ(Λˆ) = σˆ(Λˆ + ρˆ/2) − ρˆ/2. For
light-like roots the conditions for singular vectors all reduce to k + cg = 0.
We may represent the ρˆ-centered Weyl reflection of a weight λˆ0 with respect to the
simple root αˆ(i) by
vλˆ0 −→ (fi)
γivλˆ0 (5.29)
where the power γi is defined from σˆ
ρˆ
α(i)
(λˆ0)− λˆ0 ≡ −γiαˆ(i), and fi is the affine algebra
generator corresponding to αˆ(i).
We may now convince ourselves that (fi)
γivλˆ0 is a singular-vector simply by acting
on it by n+. It is sufficient to check the generators corresponding to simple roots i.e.
to check with ei. The generators of ei are given by J
−θ
1 and J
α(i)
0 corresponding to αˆ
(0)
and αˆ(i) for i = 1, ..., r. The creators fi are given by switching the sign of the affine
roots. If we choose i = 0 in (5.29) the non-trivial check will correspond to J−θ1 and
becomes
J−θ1 (J
θ
−1)
γ0vλˆ0 = γ0
2
θ2
(−θ · λ0 + k
2
− θ2γ0 − 1
2
)(Jθ−1)
γ0−1vλˆ0 . (5.30)
We have thus a singular vector if γ0 = 0 or γ0 = (k − 2θ · λ0)/θ2 + 1, and the latter
condition exactly corresponds to the definition of γ0 = 2(λˆ0 + ρˆ/2) · αˆ(0)/θ2 from the
Weyl reflection. It is not difficult to find the corresponding result for the choice of
another simple root.
Following this prescription we may thus represent a singular vector in the module
Mλˆ0 as vλˆin...i1
= (fin)
γin ...(fi1)
γi1 vλˆ0 . If we do this for two singular vectors vλˆin...i1
and say vλˆjm...j1
we may eliminate vλˆ0 to find
vλˆin...i1
= (fin)
γin ...(fi1)
γi1 (fj1)
−γj1 ...(fjm)
−γjm vλˆjm...j1
. (5.31)
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All such expressions like (5.31) do not make sense, since the total power of each fi for
arbitrary choices of vλˆin...i1
and vλˆjm...j1
may be negative. It may be shown [24] that
vλˆin...i1
is a singular vector in the moduleMλˆjm...j1
if one may obtain the sequence j1...jm
from the sequence i1...in by deleting m− n i’s. We may then of course rewrite (5.31)
in a form with only positive powers using analytically continued commutation relations.
We will take the example of ŝu(2) to shed some light on this construction. For
convenience we take θ2 = 1 for the rest of this chapter. In this case we have the
fundamental weights µˆ0 = (0, 1, 0) and µˆ1 = (1, 1, 0). We may parametrize an arbitrary
weight by the spin j and level k as λˆ = (k/2 − j)µˆ0 + jµˆ1. The simple roots are
αˆ0 = (−1, 0, 1) and αˆ1 = (1, 0, 0) and ρˆ = (1, cg, 0) where cg = 2. We parametrize an
arbitrary positive real root as αˆ = n′αˆ0 + (n
′ − 1)αˆ1 n′ > 0 and αˆ = n′αˆ0 + (n′ + 1)αˆ1
n′ ≥ 0.
We then have that for the two cases that if there exists solutions to the equations
2j + 1 = −n+ n′(k + cg) n ≥ 1 n′ ≥ 1
2j + 1 = n− n′(k + cg) n ≥ 1 n′ ≥ 0 (5.32)
we have a singular vector of weight js = j + n and js = j − n respectively and total
mode number N = nn′ in the module Mj .
The structure of embedding of Verma modules can be visualized as in fig.(5.2).
The dots correspond to Verma modules and the arrows point towards modules
in which the module is embedded in. They are of two types corresponding to solid
and dashed arrows, respectively. The solid arrow indicates that the highest weight
vector of the embedded module vλˆe may be written as vλˆe = (fi)
γivλˆ where vλˆ is the
highest weight of the module which contains the embedded module. The dashed lines
corresponds to more complicated expressions.
The discussion above refers to the case when k > 0 For the opposite case when k < 0
the analysis is analogous with one essential difference, the corresponding embedding
diagram terminates as is shown in fig.(5.3).
This in not the whole story. If we begin at a weight which is an integral power
of k + cg we get the following embeddings depicted in fig.(5.4). The top one refers to
k > 0 while the bottom one to k < 0.
We hence see that modules over affine algebras with central extensions k > 0 will
contain infinitely many singular vectors, while in the opposite case k < 0 there is always
a finite number of singular vectors.
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For the case of k < 0 the module on which the diagram is terminating is obviously
irreducible and the weights are known as anti-dominant weights. The corresponding
representations play an important roˆle in paper I. The structure of the singular vectors
for arbitrary representations will be one of the fundamental ingrediences in paper IV.
• V.G. Kac, Infinite dimensional Lie algebras, Cambridge University Press
3’d ed. 1990
• J. Fuchs, Affine Lie algebras and quantum groups, Cambridge University
Press 1992
• P. Goddard and D. Olive, Kac-Moody and Virasoro algebras in relation to quan-
tum physics Int. J. Mod. Phys. 1 (1986) 303-414
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Figure 5.1: sl(4,C)
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Figure 5.2: Embedding of Vermamodules for ŝu(2) I
..... q
q
❅
❅
❅❅■
 
 
  ✠✛
✛
q
q
❅
❅
❅❅■
✛
 
 
  ✠
✛
q
q
❅
❅
❅❅■
✛
 
 
  ✠
✛
q
q
❅❅■
  ✠
q
Figure 5.3: Embedding of Vermamodules for ŝu(2) II
.... q✛ q✛ q✛ q
q✛ q✛ q✛ ....
Figure 5.4: Embedding of Vermamodules for ŝu(2) III
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Chapter 6
Becchi-Rouet-Stora-Tyutin
Quantization
Many, if not all, of the most important physical theories are known as gauge theories.
The best known example is ordinary electrodynamics governed by Maxwells equations.
A gauge theory is a theory which is described by more variables than there are phys-
ically independent degrees of freedom. The physical degrees of freedom are invariant
under gauge transformations. One gets constraint equations in addition to the ordinary
equations of motion which reduces the number of degrees of freedom to the appropriate
physical ones.
History provides us with several ways of quantizing constrained systems. In fig.(6.1)
[25] we have tried to indicate the main steps and differences of three different ways to-
wards a quantum theory. The one passing the lower left corner, BRST quantization,
will be the subject of this chapter. The diagonal way is Dirac and Gupta-Bleuler kind of
quantization, which will be briefly mentioned. Considering route three, canonical quan-
tization, we will here only comment that the ”Standard theory” is often a non-linear
theory.
We will make explicit and extensive use of the BRST quantization technique in
papers I, IV and V. It proves to be a most convenient tool for analyzing the issues of
the papers contained in this thesis. Other quantization techniques, such as canonical
quantization, prove to be much less powerful at least for the known example of the
gauged WZNW model. This model has been analyzed using canonical quantization in
[26], and using BRST in a number of publications and pionered in [27, 28].
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6.1 Constrained Hamiltonian Systems
We will start by reviewing the basic ingrediences of the global formulation of dynamics
and the action principle. The starting point is the action functional
SL =
∫ t2
t1
L(q, q˙)dt, (6.1)
where L is the Lagrangian of the system under consideration and q(t), q˙(t) are the
coordinates and velocities of the space considered, (dot denotes as usual derivative
with respect to the parameter t). The classical equations of motion are derived by
requiring that the variation of SL with respect to δq
i(t) vanishes. Performing this
calculation renders us the Euler-Lagrange equations of motion
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0 ⇐⇒ q¨j ∂
2L
∂q˙i∂q˙j
=
∂L
∂qi
− q˙j ∂
2L
∂q˙i∂qj
i = 1, ..., n. (6.2)
We see that the accelerations q¨i are uniquely determined as functions of q and q˙ if and
only if we can invert the matrix
Mij ≡ ∂
2L
∂q˙i∂q˙j
(6.3)
i.e. if its determinant does not vanish.
In order to make the transition to the Hamiltonian formulation we substitute each
velocity q˙ by its conjugate momenta
pi =
∂L
∂q˙i
, (6.4)
and define the Hamiltonian of the system as the Legendre transform
H = L− q˙ipi. (6.5)
If the matrix in eq.(6.3) is not invertible, i.e. we have a singular Lagrangian, it is not
possible to invert all velocities as functions of coordinates and momenta. This means
that we have some constraints
Φα(q, p) = 0 α = 1, ..., k. (6.6)
that will relate the momenta that are not independent. These equations define a
submanifold of phase space which is assumed to be smoothly embedded.
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The Hamiltonian is a function of only p and q as can be seen from the variation of
(6.5) which yields
δH = q˙iδpi − δqi ∂L
∂qi
. (6.7)
δp is not an independent variation but (6.7) tells us that the dependence of H on q˙
enters only via the dependence of p.
A simple, yet illuminating, example of a system with singular Lagranian is de-
picted in fig.(6.2) [29]. We here have the Lagrangian L = 12 (q˙
1 − q˙2)2 with momenta
p1 = q˙
1 − q˙2 p2 = q˙2 − q˙1. The primary constraint is Φ = p1 + p2 = 0. All of q˙-space
is mapped onto a line in p-space and, furthermore, all lines for which q˙2 − q˙1 are held
constant are mapped onto a single point of the line p1+ p2 = 0 in p-space. This means
that the transformation q → p is neither one-to-one nor onto.
When we have systems with singular Lagrangians, which will be the ones we consider
in the following, the Hamiltonian (6.5) is not uniquely determined off the submanifold
defined by the constraints. We could thus replace the Hamiltonian with the total
Hamiltonian
Htot = H + vαΦα, (6.8)
where vα are arbitrary functions of q, q˙, referred to as Lagrange multipliers.
The constraints of eq.(6.6) must of course be zero for all times. The time evolution
of those primary constraints,
{Φα,Htot}PB = 0, (6.9)
may yield other constraints, known as secondary constraints, which may be independent
of the primary constraints. This process must be repeated until no more independent
constraints are obtained.
The distinction between primary-, secondary-, tertiary- etc. constraints are of little
importance. It is, however, important to classify constraints according to whether their
Poisson bracket algebra closes or not. First class constraints φ satisfy
{φ,Φα}PB = f βα Φβ (6.10)
with all constraints, and second class constraints (in the following denoted ψ) do not.
We thus have two sets of constraints. The first class constraints that satisfy a closed
64 CHAPTER 6. BECCHI-ROUET-STORA-TYUTIN QUANTIZATION
Poisson bracket algebra
{φa, φb}PB = f cab φc (6.11)
among themselves, and the second class constraints whose most important property,
proven by Dirac [30, 31], is
det{ψi, ψj}PB 6= 0. (6.12)
The presence of all constraints means that there are some degrees of freedom which are
physically redundant. For the case of second class constraints we have one redundant
degree of freedom for each constraint, while for first class constraints there are two
redundant degree of freedom for each constraint. (In field theory those statements are
taken to be valid at each point in the space.)
In order to quantize a system one may first try to get rid of the second class
constraints. One method was invented by the ubiquitous Dirac. One introduces a new
bracket, the Dirac bracket, to replace the Poisson bracket, defined as
{A,B}∗ ≡ {A,B}PB − {A,ψi}PB(C−1)ij{ψj , B}PB (6.13)
where Cij = {ψi, ψj}PB . It can be shown that the Dirac bracket has the essential
features of the Poisson bracket. Furthermore, the Dirac bracket fulfills the important
identity {A,ψi}∗ = 0. Using the Dirac bracket, and imposing ψi = 0, we now only have
first class constraints that satisfy a closed Dirac bracket algebra.
The quantization now proceeds following one route or the other indicated in fig.(6.1).
The canonical way usually means that one introduces new constraints, known as ”gauge
choices”, one for each first class constraint. These pairs now constitute second class
constraints and using these a Dirac bracket is constructed in order to eliminate them.
We thus end up with a true physical system, which is quantized by letting dynamical
variables turn into operators and letting Dirac brackets become commutators. This is,
however, not a straightforward task, for a general system. Furthermore, quantization
is usually not performed in a covariant way.
The other two ways of fig.(6.2) are both covariant in the sense that one quantizes
before imposing the constraint. One difference is if Grassmann-odd variables, ghosts,
are introduced or not. In the diagonal way, the one without ghosts, one quantizes the
original Hamiltonian system. Then one projects out the physical quantum theory, both
operators and states. There are two different prescriptions how to project out states,
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one by Dirac
φa|phys〉 = 0, (6.14)
and one by Gupta-Bleuler concerning quantum electrodynamics,
〈phys|φa|phys〉 = 0 (6.15)
which is somewhat weaker than Dirac’s. One may note that the consistency condition of
the Dirac projection allows no quantum anomalies to appear in the quantum constraint
algebra, since this would ruin the projection condition.
In favour of BRST quantization one must mention that it has so far have always co-
incided with other quantization techniques except for the cases where other techniques
have proven to be insufficient. For those cases the BRST quantization have turned out
to be consistent.
With these sketchy remarks we now turn to the main point of interest, the BRST
quantization.
6.2 The BRST Quantization Method
As mentioned above, one essential feature of BRST quantization is the introduction
of ghosts. Ghosts are scalar objects of opposite Grassmann parity to the constraints,
where Grassmann even means bosonic and Grassmann odd fermionic. The basic dif-
ference between odd and even Grassmann parity is the utilization of anti-commutators
between two odd objects and commutators otherwise.
Ghosts appears in for example the concept of path-integral quantization of non-
Abelian gauge theories. The originators were Fadeev and Popov [32]. Heuristic deriva-
tions of the Fadeev-Popov trick applied to for example electrodynamics can be found
in most books on quantum field theory e.g. [33], which also include a more rigorous
treatment of the non-Abelian case.
We here state the result for the electromagnetic case. We have the partition function
(or more correctly the generating functional of Greens functions), given by
Z =
∫
DAµeiS (6.16)
where S is the action of the theory, and Aµ is the ordinary vector potential in electro-
magnetism. The gauge invariance of S causes a divergence in Z. In order to remove
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this divergence we gauge-fix, and use the well-known formula
detM =
∫
DηDη¯e
∫
η¯Mη (6.17)
to take care of the determinant that will appear in this procedure. Here η and η¯ are
objects of odd Grassmann parity. We then find
Z ∼
∫
DAµDηDη¯ei
∫
(L− 1
2α
χ2−η¯Mη)
=
∫
DAµDηDη¯ei
∫
Leff (6.18)
Leff = L + LGF + LFP where LGF = − 12αχ2 is the gauge fixing term, a convenient
choice is χ = ∂µA
µ, and LFP = −η¯Mη, the Fadeev-Popov term.
Turning to the case of pure Yang-Mills theory, we instead get
Leff = −1
4
Fµνa F
a
µν −
1
2α
∂µA
µ
a∂µA
µa + ∂µη¯a(∂µη
a − gfa cb Aµcηb). (6.19)
As noted independently by Becchi, Rouet and Stora [34] and Tyutin [35] the related
action is invariant under the global BRST transformation
δAµa(x) = λ(∂µηa + gf
bc
a Aµbηc)
δηa(x) = λ
g
2
fabcη
bηc
δη¯a(x) = −λ 1
α
∂µA
µ
a . (6.20)
λ is a constant Grassmann-odd parameter. The BRST transformation (6.20) has the
important property that it is nilpotent i.e. two subsequent transformations yield zero.
In the above form of eq.(6.20) this is only true on-shell, but one may restate off-shell
nilpotency be reformulating eq.(6.19) in a more general form.
From these important discoveries, a rapid development of BRST quantization tech-
niques has emerged, which are valid on a much more general basis.
Consider a gauge theory, which on the classical level, has m independent first class
constraints φa a = 1, ...,m. We assume that φa is hermitean and bosonic. More gen-
eral situations may also be considered in an analogous manner. In the corresponding
quantum theory φa could obey an algebra
[φa, φb] = iU
c
ab φc. (6.21)
In general U cab may be complicated functions and one distinguishes between different
cases by introducing the concept of rank of a theory. We will soon illuminate this point
6.2. THE BRST QUANTIZATION METHOD 67
further.
In order to BRST quantize the system we introduce ghosts ηa, one for each inde-
pendent constraint, and its conjugate momenta Pa, such that
{ηa,Pb} = δab. (6.22)
As was proven in reference [36], a nilpotent BRST charge Q can always be found1, and
the explicit form is
Q = φaη
a +
N∑
i=1
Ca1...aiPa1 ...Pai (6.23)
Here the factors Ca1...ai include ghosts, and N is the rank of the theory. Rank 0 is
an Abelian theory. Considering the case of rank 1 we may for example have constant
functions U cab = f
c
ab i.e. eq.(6.21) is a Lie algebra, and we find
Q = φaη
a − i
2
f cab Pcηaηb +
i
2
f bab η
a. (6.24)
This BRST operator differs from the general form (6.23). The difference is due to a
reordering of the ghost term. One may note, however, that a given theory may have
several different BRST charges of different ranks related by canonical transformations.
G. Fu¨lo¨p provides us with an example of this situation in [37].
Q is nilpotent by construction, self-adjoint and assumed to be conserved. Since
we have assumed hermitean constraints we have both hermitean ghosts and ghost-
momenta. We now require that physical states are annihilated by the BRST charge
[38, 39]
Q|phys〉 = 0. (6.25)
The nilpotency of the BRST charge tells us that any state of the form Q|...〉 obeys
(6.25), but those states also decouple from all other physical states, i.e. they are
null states. The true physical states are thus given by the cohomology of Q. Define
KerQ = {|A〉 ; Q|A〉 = 0} and ImQ = {|A〉 ; |A〉 = Q|...〉}. The cohomology is given
by KerQ modulo ImQ. This means that we have equivalence classes of solutions such
that |phys〉 and |phys〉′ = |phys〉+Q|...〉 are identified.
It usually convenient to introduce the ghost number operator Ng given by
Ng =
1
2
(ηaPa − Paηa) (6.26)
1The proof is for the case of finite number of degrees of freedom
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This operator counts the difference between the number of ghosts and the number of
ghost-momenta, as can be seen from the relations
[Ng, η
a] = ηa [Ng,Pa] = −Pa. (6.27)
Also
[Ng, Q] = Q. (6.28)
It is therefore possible, as first noticed in [40], to classify states according to their ghost
number
Ng|A,n〉 = n|A,n〉. (6.29)
If we assume that the state space is irreducible we may classify states following
Kugo and Ojima [40]. The irreducibility means that we may find a basis for the state
space, consisting of states |Sq〉 such that 〈S−q|Sq〉 6= 0. The index q is the ghost number
of the state.
Take now an arbitrary state |Aq〉. Obviously |Aq〉 is either BRST invariant or not
and if BRST invariant it is either BRST exact or not. We start by considering the
physical states, i.e. states |Aq〉 such that Q|Aq〉 = 0, |Aq〉 6= Q|Bq−1〉. Take also
〈A−q|Aq〉 = 1. We first assume that 〈A−q| = 〈C−q−1|Q but this leads immediately to
a contradiction since then 1 = 〈A−q|Aq〉 = 〈C−q−1|Q|Aq〉 = 0. Thus a physical state
cannot couple to a BRST exact state. The other possibility would be that 〈A−q|Q =
〈D−q+1| 6= 0 which we assume to hold. We have that there exists |Dq−1〉 such that
〈D−q+1|Dq−1〉 = 1. This gives 1 = 〈D−q+1|Dq−1〉 = 〈A−q|Q|Dq−1〉 = 〈A−q|Eq〉. If we
chose our basis such that |Aq〉 is in the basis, we must have |Eq〉 = |Aq〉 + |Fq〉 where
|Fq〉 decouples from 〈A−q|. Thus |Aq〉+ |Fq〉 = Q|Dq−1〉. Since |Aq〉 is BRST invariant
by assumption, |Fq〉 must also be BRST invariant. Also |Fq〉 can obviously not be
physical and hence |Fq〉 = Q|Gq−1〉 and |Aq〉 = Q(|Dq−1〉 − |Gq−1〉) in contradiction to
the starting point. Thus physical states couples to physical states.
Consider now the case when |Aq〉 is not BRST invariant i.e. Q|Aq〉 = |Bq+1〉.
Consider then 1 = 〈B−q−1|Bq+1〉 = 〈B−q−1|Q|Aq〉 thus |B−q−1〉 cannot be BRST in-
variant rather Q|B−q−1〉 = |A−q〉 where 〈A−q|Aq〉 = 1. Thus states that are not BRST
invariant couples to state which are BRST exact.
If we had started with an state |Aq〉 which is BRST exact we would in an analogous
manner have found the reverse statement as we must. It is clear from this argument that
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all unphysical states fall into quartets related as the states |Aq〉, |A−q〉, |Bq+1〉, |B−q−1〉
above.
We have made use of this classification of states in paper I and especially paper IV.
The essential steps to solve the cohomology are to introduce a gradation, a degree,
such that we may isolate a small part d0 of the full BRST charge Q and then solve the
cohomology for d0. Finally, one relates the cohomology of d0 to the full cohomology.
This can be done order by order in the degree, when commutation relations only pre-
serve the degree to highest order, or to all orders, when commutation relations preserve
the degree exactly. The order by order procedure is developed by Hwang and Marnelius
in [41] and used to prove a ghost decoupling theorem in a general setting. It is also used
in paper I of this thesis and we refer to this for more detailed accounts. An example of
the exact procedure may be found in [42], where it is applied to two-dimensional gravity
coupled to c ≤ 1 matter. This is actually built on known mathematical techniques of
spectral sequences of filtered complexes, see for example [43].
• P. Dirac, Lectures on quantum mechanics, Belfer Graduate School of Sci-
ence, Yeshiva University, New York 1964
• M. Henneaux and C. Teitelboim, Quantization of gauge systems, Princeton
University Press 1992
• S. Hwang and R. Marnelius, Unpublished lecture notes on BRST quantization,
Graduate course, Chalmers University of Technology and Go¨teborg University,
1990-91
• R. Marnelius, Unpublished lecture notes on Classical field theory, Graduate course,
Chalmers University of Technology and Go¨teborg University
• U. Ma˚rtensson, Derivation and BRST quantization of models for spin-
ning relativistic particles, PhD thesis, Go¨teborg 1993
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Figure 6.1: Quantization procedures.
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Figure 6.2: An example where the transformation q˙ → p is neither one-to-one nor onto.
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Chapter 7
Wess-Zumino-Novikov-Witten
Model
The WZNW theories are, as mentioned above, a conformal field theory which symmetry
algebra is a semidirect sum of the Virasoro algebra and an affine Lie algebra. The
generators of the holomorphic symmetry algebra are at least the stress tensor T (z)
and the affine symmetry generator J(z). Furthermore, it is an example of a so-called
rational conformal field theory i.e. a conformal field theory which has a finite number
of primary fields with respect to the symmetry algebra. This is actually only the case
for compact groups and finite dimensional representations.
We also require that the stress-energy tensor of a WZNW theory is of Sugawara
type, namely
T (z) = aκab :J
aJb : (z). (7.1)
Here a is some normalization constant κab is the Killing form of the Lie algebra g that
appears in the decomposition J(z) = taJ
a(z) fore some Lie algebra generators ta.
The WZNW models have a Lagrangian description in terms of an action which
with properly chosen couplings, is conformally invariant. In addition to the conformal
symmetry there is an affine symmetry of the action.
TheWZNWmodels and various versions of what is known as gauged WZNWmodels
have attracted a considerable interest from string theorists. From the string point of
view the WZNW models is a closed bosonic string propagating on a group manifold.
Exact results for correlation functions have been presented [44] and critical dimensions
are calculated in references [45, 46]. These models are solvable in the sense that one
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may find the spectrum, vertex operators, and analyze modular invariance. In fact, a
closed bosonic string propagating on a group manifold always give modular invariant
theories [47] provided one chooses integrable representations for the affine Lie algebra.
These models are unphysical since they include a tachyonic ground state.
The gauged WZNW models, which from the conformal point of view correspond to
so-called Goddard-Kent-Olive coset construction [48] in the algebraic formulation [28],
provide with a wider range of possible conformal field theories. They hence equip the
string theory with a plethora of choices for backgrounds. There are various ways of
gaugeing the WZNW model. We will below concentrate on what is known as vector
gaugeing.
A possibility to get rid of the tachyon is to include fermionic degrees of freedom in
the WZNW model yielding a supersymmetric WZNW model [49, 50]. This model may
serve as backgrounds for the heterotic string if gauged in a so-called chiral way, see [51]
and references therein. The vector gauged supersymmetric WZNW model is related to
the algebraic superconformal coset construction [52, 53] in much the same fashion as
for the non-supersymmetric way.
7.1 General Properties
Consider a WZNW model defined on a Riemann surface M with Lie group G valued
fields g. The action looks like [54, 47, 44]
Sk =
k
16π
∫
M
dσdτTr(∂µg∂
µg−1) +
k
24π
∫
B
d3yǫabcTr(g−1∂agg
−1∂bgg
−1∂cg) (7.2)
where M is the boundary of B on which g is assumed to be well defined. (7.2) is
conformally invariant [54], and we impose the closed string boundary condition g(0, τ) =
g(2π, τ). A general variation of (7.2) gives the result
δS =
k
8π
∫
M
dσdτTr(g−1δgηµν∂µ(g
−1∂νg)− g−1δgǫµν∂µ(g−1∂νg)). (7.3)
From this we can obtain the equations of motion which in light-cone coordinates x± =
(τ ± σ)/√2 become
∂−(g
−1∂+g) = 0 ∂+(∂−gg
−1) = 0. (7.4)
Note that the first of these equations follow directly from (7.3) and the second by noting
0 = ∂−(g
−1∂+g) = −g−1∂−gg−1∂+g + g−1∂−∂+g = g−1∂+(∂−gg−1)g.
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Actually, the action (7.2) possesses a much larger symmetry than the conformal one
known as the affine symmetry for reasons that will become clear below. It is invariant
under
g(x+, x−) −→ Ω¯−1(x−)g(x+, x−)Ω(x+), (7.5)
Ω and Ω¯ are arbitrary group-valued functions. A convenient tool for verifying the affine
symmetry is to use an identity known as the Polyakov-Wiegmann identity [55, 56],
Sk(gh) = Sk(g) +Sk(h)− k
8π
∫
dσdτTr
(
ηµνg−1∂µg∂νhh
−1+ ǫµνg−1∂µg∂νhh
−1
)
(7.6)
This is found by a straightforward calculation starting from the action (7.2). In light-
cone coordinates the last piece becomes g−1∂+g∂−hh
−1. Using the Polyakov-Wiegmann
identity (7.6) it is know simple to verify the affine invariance (7.5).
The symmetry (7.5) gives rise to an infinite number of conserved currents obeying
the relations
∂−J = 0 ∂+J¯ = 0. (7.7)
Here J(x+) = J
a(x+)ta = (k/2)g
−1∂+g, J¯(x−) = J¯
a(x−)ta = −(k/2)∂−gg−1. ta are
antihermitean matrices representing the Lie algebra g of G, i.e. [ta, tb] = f
c
ab tc.
The variation of the currents J and J¯ under the infinitesimal version of (7.5),
Ω(x+) = I + ω(x+), Ω¯(x−) = I + ω¯(x−), yields the result
δωJ(x+) = [J(x+), ω(x+)] +
k
2
∂+ω(x+)
δω¯J¯(x−) = [J¯(x−), ω¯(x−)]− k
2
∂−ω¯(x−) (7.8)
This shows, introducing the holomorphic and anti-holomorphic coordinates z = ei(τ+σ),
z¯ = e−i(τ+σ), and using
δωA(z, z¯) =
∮
z
dξ
2πi
Ja(ξ)ωa(ξ)A(z, z¯), (7.9)
that J and J¯ obey affine Lie algebras of level k, i.e. we have, using Laurent expansions
of Ja(z) =
∑
m∈Z J
a
mz
−m−1,
[Jam, J
b
n] = if
ab
cJ
c
m+n +
k
2
mδabδm+n,0 (7.10)
as well as for J¯ . Also δωJ¯(z¯) = 0 δω¯J(z) = 0, which means that J and J¯ commutes.
In what follows we will only bother to display the holomorphic sector.
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As shown for conformal field theories in two dimensions the energy-momentum
tensor splits into a holomorphic part, and an anti-holomorphic one. The holomorphic
part of the energy-momentum tensor, for the WZNW theory, is given by the Sugawara
construction as
T (z) =
1
k + cg
: Ja(z)Ja(z) :
=
1
k + cg
∑
m∈Z
n∈Z
: Jan−mJa,m : z
−n−2. (7.11)
cg is the second Casimir of the adjoint representation of g defined as f
c
ab f
a
dc = δbdcg.
From this we may identify the Laurent coefficients of the energy-momentum tensor to
be
Ln =
1
k + cg
∑
m∈Z
: JamJa,n−m : (7.12)
From eq.(7.10) we may verify that Ln indeed satisfies a Virasoro algebra, c.f. (2.24),
with D replaced by c, and furthermore we have the important relation
[Ln, J
a
m] = −mJam+n. (7.13)
The conformal charge of the Virasoro algebra is found to be
c =
kdg
k + cg
(7.14)
where dg is the dimension of the group G. Eq.(7.13) means that we have the operator
product expansion
T (z)Ja(w) =
1
(z − w)2 J
a(w) +
1
z − w∂zJ
a(w) + r.t.. (7.15)
Ja(z) is thus a weight (1,0) Virasoro-primary field, i.e. primary with respect to the
Virasoro algebra. The current is not, however, primary with respect to affine Lie algebra
as can be seen from eq.(7.8), or alternatively from (7.10). This fact is rather obvious
since the currents are the generators of the symmetry.
A primary field with respect to the current algebra transforms as
φ(z, z¯) −→
(
Ω¯(R¯)(z¯)
)−1
φ(z, z¯)Ω(R)(z), (7.16)
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Ω(R)(z), Ω¯(R¯)(z¯) belongs to some representation R and R¯ of the Lie algebra g. In-
finitesimally we may write them as
Ω(R)(z) = I + ωa(z)t(R)a , (7.17)
and likewise for Ω¯(R¯)(z¯). t
(R)
a is as usual an antihermitean matrix in the representa-
tion R. Since the currents are the symmetry generators we should have the following
operator product expansion
Ja(z)φαβ(w, w¯) =
(ta)αγ
z − wφ
γ
β(w, w¯) + r.t., (7.18)
for primary fields φ(w, w¯) of the affine symmetry. We will in what follows often ignore
the indices α, β, γ, ... of the representation. Using (7.18) we may write down Ward
identities of the affine symmetry, compare to eq.(2.18) in the Virasoro case,
〈Ja(z)φ1(w1, w¯1)...φN (wN , w¯N )〉 =
N∑
j=1
taj
z − wj 〈φ1(w1, w¯1)...φN (wN , w¯N )〉. (7.19)
It is not difficult to verify that primary fields of the affine algebra are also primary with
respect to the Virasoro algebra with conformal weight
h =
c(R)
k + cg
c(R)I = tata. (7.20)
In analogy to Lie algebra analysis we introduce highest weight representations of
the affine Lie algebra see chapter 5. We build the state space on ground states |R,α, 0〉
that satisfy
Jan|R,α, 0〉 = 0 n > 0 Ja0 |R,α, 0〉 =
∑
β
(ta)αβ|R, β, 0〉 (7.21)
i.e. |R,α, 0〉 is a highest weight state with respect to the currents, and transforms
in the representation R of the Lie algebra g. As for the Virasoro case we have the
correspondence between primary fields and the ground state
|R, 0〉 = φ(R)(0, 0)|0〉. (7.22)
General states are constructed by acting on |R, 0〉 with currents of negative mode
number yielding some state |R,N〉, where N indicates the sum of all the different
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mode numbers, that is the grade.
We have the necessary and sufficient condition, for the representations to be unitary,
α · λ ≥ 0 (7.23)
for all simple roots α, and
θ · λ ≤ k
2
(7.24)
where θ is the highest root and λ the highest weight of the vacuum representation.
To see that the condition (7.23) is necessary, we consider the the su(2) subalgebra
generated by J±α0 and
2
α2
αiJ
i
0. Take a highest weight state |λ〉. The norm of the
descendant J−α0 |λ〉 becomes, using the algebra,
〈λ|Jα0 J−α0 |λ〉 =
2
α2
α · λ〈λ|λ〉. (7.25)
Hence, we must have α ·λ ≥ 0. It is sufficient to demand this for the simple roots since
it will then follow for all positive roots. The condition (7.24) follows from identical
considerations of the ŝu(2) subalgebra generated by J∓α±1 and
2
α2 (−αiJ
j
0 + K/2), and
the descendant Jα−1|λ〉. We now find
〈λ|J−α1 Jα−1|λ〉 =
2
α2
(−α · λ+ k/2)〈λ|λ〉. (7.26)
Hence we must have α ·λ ≤ k/2. The most restrictive condition comes from the highest
root θ. This can be seen as follows. Take for simplicity the case of a simply-laced
algebra and the square of the root to be two. Then we have α(i) · λ(j) = δij , where
α(i) are the simple roots and λ(j) are the fundamental weights. Any positive root
may be expanded as α =
∑
miα
(i) with non-negative integers mi. Furthermore any
weight on the weight lattice is a sum of fundamental weights with integer coefficients
λ =
∑
njλ
(j). From the the condition α · λ ≥ 0 we see that for unitary weights all
the coefficients nj are non-negative. The highest root may be defined as the root θ for
which θ − α = ∑ lkα(k) with non-negative integers lk valid for any positive root α. It
then follows that (θ − α) · λ =∑ lknk ≥ 0
It follows from representation theory of su(2) that the eigenvalues of 2
α2
(−αiJ j0 +
K/2) must be integers. Since 2α2α ·λ are integers for any weight λ on the weight lattice
we also find that k must be an integer.
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7.2 Supersymmetric WZNW model
The supersymmetric generalization of the WZNWmodel at the conformal point is given
by the action [49, 50]
Sk(G) = k
16π
∫
d2xd2θD¯G−1DG + k
16π
∫
d2xd2θdtG−1dG
dt
D¯G−1γ5DG (7.27)
where G is a superfield, D and D¯ are superderivatives and k is known as the level of
the supersymmetric WZNW model.
We adopt the conventions in what follows. Gamma matrices
γ0 =
(
0 1
−1 0
)
γ1 =
(
0 1
1 0
)
γ5 =
(
1 0
0 −1
)
(7.28)
Conjugation of spinors
θ¯ = (−γ0θ)T = (γ0θ)T (7.29)
where we have indicated the metric ηαβ = (−1, 1). Superderivative
Dα =
∂
∂θ¯α
+ i(γµθ)α∂µ (7.30)
which, using light-cone coordinates
x± = x0 ± x1 ∂
∂x±
=
∂
∂x0
± ∂
∂x1
θ± = γ±θ γ± =
1
2
(1± γ5) (7.31)
has the components
Dα =
(
−D+
D−
)
=
 − ( ∂∂θ− − iθ− ∂∂x+)(
∂
∂θ+ − iθ+ ∂∂x−
)  . (7.32)
The equations of motion of (7.27) take the form
D¯(G−1γ+DG) = D−(G−1D+G) = 0
D+(D−GG−1) = 0. (7.33)
It is convenient to introduce the component form for the superfield G
G = g + iθ¯ψ + 1
2
iθ¯θF
G−1 = g−1 + iθ¯ψ† + 1
2
iθ¯θF
†
. (7.34)
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Here g is a group G valued bosonic field, ψ a spinor transforming in an appropriate
representation of G and F is an auxiliary field. Using the definition GG−1 = 1 we get
ψ
†
= −g−1ψg−1
F
†
= −g−1Fg−1 − ig−1ψ¯g−1ψg−1. (7.35)
We may now rewrite the equations of motion in components to find
F = iψ2g
−1ψ1 ∂−(g
−1ψ1) = 0 ∂−
(
g−1∂+g + ig
−1ψ1g
−1ψ1
)
= 0 (7.36)
and finally using these equations and (7.35) the last one become
g−1∂+(ψ2g
−1)g = 0 (7.37)
In components, and using the equations of motion to eliminate the auxiliary field
F , we may find the action (7.27)
Sk(G) = Sk(g) + ik
8π
∫
d2x
(
g−1ψ1∂−(g
−1ψ1) + ψ2g
−1∂+(ψ2g
−1)
)
(7.38)
where S(g) is the ordinary bosonic WZNW action (7.2). This shows that g−1ψ1 and
ψ2g
−1 are components of a free fermion χ which may be written as [49]
χ = g−1γ+ψ + γ−ψg
−1. (7.39)
Furthermore, if we change variables to χ, bosons and fermions will decouple. In the
path-integral approach this will, however, introduce a shift in the level of the WZNW
model k −→ k− cg [57], where cg is the quadratic Casimir in the adjoint representation
of G.
The appearance of the anomaly responsible for the shift of levels becomes intuitively
clear in the algebraic approach. The superaffine Lie algebra couples fermions and bosons
in the way indicated in (4.59). One may introduce another affine Lie algebra which
decouples from the fermions. As is easily verified, the level of this decoupled affine Lie
algebra will be shifted by −cg compared to the affine Lia algebra one started with. The
action of this decoupled system is then a bosonic WZNW model with shifted level and
free fremions. In the action, however, the change of variables (7.39) does not change
anything. Hence, in the path-integral approach, the shift must appear as an anomaly,
i.e. from the measure.
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The action (7.27) is invariant under superconformal transformations as well as su-
peraffine transformations. The latter are given by
G −→ Ω−1− GΩ+ (7.40)
for superfields Ω+ and Ω− satisfying D
−Ω+ = D
+Ω− = 0. The verification of the
invariance (7.40) is easiest in components. Introducing components for the fields Ω± =
ω± ∓ iθ∓µ± where ∂±ω∓ = ∂±µ∓ = 0, we may identify the affine transformation and
its superpartner
g −→ ω−1− gω+ ψ1 −→ ω−1− ψ1ω+ + β1 ψ2 −→ ω−1− ψ2ω+ + β2 (7.41)
where we have β1 = ω
−1
− gµ+ and β2 = µ
†
−gω+. µ
†
is found in a similar way as ψ
†
above. The verification of the invariance (7.40) is now a straightforward matter using
the component form of the action (7.38), the Polyakov-Wiegmann identity (7.6) and
noting that
g−1ψ1 −→ ω−1+ g−1ψ1ω+ + ω−1+ µ+ ψ2g−1 −→ ω−1− ψ2g−1ω− + µ
†
−ω− (7.42)
under the affine transformation (7.40).
The conserved quantities that are related to the invariance (7.40) may be con-
structed in a standard fashion, compare with the bosonic case in for example [44].
They are found to be [49]
G−1D+G = −ig−1ψ1 + θ−(g−1ψ1g−1ψ1 − ig−1 ∂g
∂x+
)− θ+θ−g−1 ∂(ψ2g
−1)
∂x+
g, (7.43)
and similarly for D−GG−1. On-shell the θ+θ− term vanishes and we may identify the
generators of the superaffine transformation (7.41).
A large class of conformal field theories can be classified using Goddard, Kent and
Olives (GKO) coset construction [48, 7]. Actually this method first appeared as an
example several years earlier [58, 59]. The gauged WZNW model provides us with a
Lagrangian formulation of this construction [28].
There also exists a similar construction for the N = 1 superconformal field theories
known as the Kazama-Suzuki coset construction [52, 53]. Here the gauged supersym-
metric WZNW model provides with the Lagrangian formulation, see paper V.
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7.3 Goddard-Kent-Olive and Kazama-Suzuki Coset Con-
structions
The GKO and Kazama-Suzuki coset constructions uses purely algebra methods. It
enables us to increase the set of consistent models substantially. In fact without coset
formulations the Sugawara stress-energy tensor gives only conformal central charges
which are larger than one.
Consider a Virasoro algebra c.f. (2.24). As usual, we assume that we have high-
est weight states (2.30) on which we build our state space by applying products of
L−m, m > 0. We represent the Virasoro algebra in terms of an affine Lie algebra gˆ via
the Sugawara prescription (7.12). It is also assumed that the underlying Lie algebra g
corresponds to a compact group G. The central charge of the Virasoro algebra is given
by eq.(7.14).
Take now h to be a subalgebra of g. We define
LGm =
1
k + cg
dg∑
A=1
n∈Z
: JAm−nJ
A
n : L
H
m =
1
k + ch
dh∑
a=1
n∈Z
: Jam−nJ
a
n : . (7.44)
They satisfy Virasoro algebras of central charges kdg/(k+cg) and kdh/(k+ch), respec-
tively. (We adopt in this section the convention that capital group indices take values
in g and lower case indices in h.) This corresponds to energy-momentum tensors of the
Sugawara form
TG =
1
k + cg
: JA(z)JA(z) : T
H =
1
k + ch
: Ja(z)Ja(z) :, (7.45)
and we define
TGKO ≡ TG − TH (7.46)
Due to the feature (7.13) we find that
[LGm − LHm, Jan ] = 0 (7.47)
which has the obvious consequence that
[LGm − LHm, LHn ] = 0 (7.48)
and hence
[LGm − LHm, LGn − LHn ] = [LGm, LGn ]− [LHm, LHn ]. (7.49)
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This shows that not only LGm and L
H
m satisfy Virasoro algebras, but so does also their
difference Km = L
G
m − LHm. The corresponding central charge is
c =
kdg
k + cg
− kdh
k + ch
. (7.50)
If h is not simple but, for example, consists of two simple pieces, we will subtract one
piece for each simple part.
If we take the coset SU(2)k × SU(2)1/SU(2)k+1 we will reproduce exactly the
discrete series of central charges of eq.(2.33) with m = k+2, as was found in reference
[48].
Furthermore, we will get as condition on the state space of the coset that
Jan |φ〉 = 0 n > 0 Jα0 |φ〉 = 0 ∀ α ∈ ∆+. (7.51)
We will refer to this as the GKO coset condition in the following.
The Kazama-Suzuki coset construction is a generalization of the GKO construction
for an N=1 superconformal algebra. We are here using a different notation compared
to the one in paper V. In order to compare one should exchange J and Jˆ as well as k
and kˆ. We take an N=1 super conformal algebra and represent its generators in terms
of a superaffine Lie algebra
Lm =
1
k
κAB
(∑
l
: JˆAm−lJˆ
B
l +
∑
r
(r − 1
2
n) : χAn−rχ
B
r : +aδn,0
)
Gr =
2
k
κAB
∑
s
: JAr−sχ
B
s : +
4i
3k2
fABC
∑
s,t
: χAr−s−tχ
B
s χ
C
t : (7.52)
where a = 3/16 for the Ramond and a = 0 for Neveu-Schwartz boundary conditions.
We have here used the affine generator
JˆAm ≡ JAm +
i
k
fABC
∑
r
: χBn−rχ
C
r : (7.53)
which obeys an affine Lie algebra of level k − cg and decouples from the fermions χA.
Note that this is then just an affine algebra plus a free fermion.
We now want to make a decomposition of Lm and Gr in terms of a subalgebra h
and and a coset g/h. We thus want an orthogonal decomposition of the generators
LGm = L
G/H
m + L
H
m G
G
r = G
G/H
r +G
H
r (7.54)
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such that
[LG/Hm , L
H
n ] = 0 [G
G/H
r , L
H
m] = 0 [L
G/H
m , G
H
r ] = 0 {GG/Hr , GHs } = 0 (7.55)
The decomposition is given by using the N = 1 generators (7.52) for the algebra g
as well as the subalgebra h and using (7.54) we may obtain expressions for L
G/H
m and
G
G/H
r . It is of crucial importance to note that the generator Jˆa to be used in (7.52)
for LH and GH is not the restriction of JˆA to the subalgebra but rather the generator
given by substituting uppercase indices by lowercase indices in (7.53). In this way Jˆa
will have level k− ch while the restriction of JˆA to the subalgebra would still have level
k − cg. The central charge of the coset will be
cG/H = cG − cH =
1
2
dg +
(k − cg)dg
k
− 1
2
dh − (k − ch)dh
k
(7.56)
As usual, dg and dh denote the dimensions of the underlying Lie algebras.
Goddard, Kent and Olive were able to construct a superconformal series for the
special choice of (g⊕ g)/g where the generators of the affine Lie algebra were all repre-
sented by bilinears in fermions. They then obtained a superconformal algebra of central
charge
c = dg
k(k + 3cg)
2(k + cg)(k + 2cg)
(7.57)
This central charge is found to be a special case of the Kazama-Suzuki construction. If
we introduce the shifted levels kˆ = k − cg, take the diagonal coset (g1 ⊕ g2)/g1+2 and
choose kˆ2 = 0 we obtain (7.57) but in terms of kˆ1 instead of k.
7.4 The Gauged Wess-Zumino-Novikov-Witten Model
The WZNW model possesses, as pointed out above, an affine invariance given by (7.5).
In addition there is also a global invariance
g(x+, x−) −→ h−1L g(x+, x−)hR (7.58)
where hL, hR take values in some sub-group H of G. In order to promote this global
invariance to a local one
g(x+, x−) −→ h−1L (x+)g(x+, x−)hR(x−) (7.59)
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we introduce non-propagating gauge fields A+ and A−. We require A+ and A− to
transform as
A+ −→ h−1L (x+)(A+ + ∂+)hL(x+), A− −→ h−1R (x−)(A− + ∂−)hR(x−) (7.60)
in order to have the covariant derivatives D+g ≡ ∂+g + A+g and D−g ≡ ∂−g − gA−
to transform in the desired fashion D+g −→ h−1L D+ghR and D−g −→ h−1L D−ghR.
We now choose hL and hR to take values in the same sub-group and substitute the
derivatives for covariant derivatives in the action. This gives the action for the chirally
gauged WZNW model
Sk(g, A) = Sk(g)− k
4π
∫
d2xTr
(
A+∂−gg
−1 −A−g−1∂+g −A+gA−g−1
)
. (7.61)
For our purposes, we instead of this left right invariance, desire a gauged WZNW
model with so-called vector invariance i.e. invariance under the vector transformation
g(x+, x−) −→ h−1(x+, x−)g(x+, x−)h(x+, x−). (7.62)
We may now use the Polyakov-Wiegmann identity (7.6) to convince ourselves that it
is sufficient to add the term A+A− to the chirally gauged WZNW action to get an
invariant action under (7.62). The resulting action becomes
Sk(g, A) = Sk − k
4π
∫
d2xTr
(
A+∂−gg
−1 −A−g−1∂+g −A+gA−g−1 +A−A+
)
. (7.63)
A± transforms in the adjoint representation of H which is taken to be an anomaly-free
vector subgroup of G. Following [28], we may parametrize the gauge fields as
A+ = −∂+hh−1 A− = −∂−h˜h˜−1 (7.64)
where h and h˜ are group elements of H.
The partition function is given as
Z =
∫
DgDA+DA−e(−Sk(g,A)). (7.65)
Using the parametrization (7.64), and the Polyakov-Wiegmann identity (7.6) we can
write the action as
Sk(g, A) = Sk
(
h−1gh˜
)
− Sk
(
h−1h˜
)
. (7.66)
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This change of variables will render us Jacobians detD+detD−, where D± are covariant
derivatives. Following Polyakov-Wiegmann [55, 56] we rewrite this as
detD+detD− = e
S2ch (h
−1h˜)det∂+det∂−. (7.67)
ch denotes, as usual, the quadratic Casimir of the adjoint representation of H. The
two remaining determinants are represented by a bc−ghost system. The b−ghost has
conformal weight one and the c−ghost weight zero. Changing variables h−1gh˜ −→ g,
choosing the gauge h˜ = 1 i.e. A− = 0 and finally changing variables again into h
−1 −→
h we may write down the final form of the partition function
Z =
∫
DgDhDb+Db−Dc+Dc−exp (−Sk(g)) exp (Sk+2ch(h))
exp
(
−
∫
d2xTr (b+∂−c+ + b−∂+c−)
)
. (7.68)
The total action (7.68) gives us a total conserved current consisting of three parts,
(now in holomorphic coordinates as above),
Ja,tot(z) = Ja(z) + J˜a(z) + Jagh(z). (7.69)
The three parts of the current each obey affine Lie algebras of levels k, −k − 2ch and
2ch respectively. This means that J
a,tot(z) satisfy an affine Lie algebra of level zero.
The energy-momentum tensor is found to be
T (z) =
1
k + cg
: JA(z)JA(z) : − 1
k + ch
: J˜a(z)J˜a(z) : − : ba(z)∂zca(z) :
≡ TG + TH + T gh (7.70)
where, as above, capital indices take values in g, and lower case indices in h. The total
conformal anomaly becomes
ctot =
kdg
k + cg
+
(−k − 2ch)dh
(−k − 2ch) + ch
− 2dh = kdg
k + cg
− kdh
k + ch
(7.71)
which, as noted in [27], coincides with the conformal anomaly of the GKO construction
(7.50).
The total action of eq.(7.68) is invariant under the BRST transformation [28, 60]
δBg = c−g − gc+
δBh = c−h− hc+
7.4. THE GAUGED WESS-ZUMINO-NOVIKOV-WITTEN MODEL 87
δBc± =
1
2
{c±, c±}
δBb+ =
k
4π
g−1∂+g− k + 2ch
4π
h−1∂+h + {b+, c+}
δBb− = − k
4π
∂−gg
−1 +
k + 2ch
4π
∂−hh
−1 + {b−, c−}. (7.72)
The BRST charge is then found to be
Q =
∮
dz
2πi
[
: ca(z)(J
a(z) + J˜a(z)) : − i
2
fade : ca(z)cd(z)b
e(z) :
]
. (7.73)
We note that the BRST transformation (7.72) is not nilpotent. The transfomations on
the c-ghosts and the currents are nilpotent but for example
δ2Bb+ =
k
4π
g−1∂+c−g − k + 2ch
4π
h−1∂+c−h +
(
− k
4π
+
k + 2ch
4π
)
∂+c+ (7.74)
A similar expression holds for δ2Bb−. We thus se that nilpotency is aquired on shell for
c-ghosts and if the level of the auxiliary sector k˜ had been k˜ = −k and not k˜ = −k−2ch
as above. This is, however, not a surprise since the contribution of −2ch to the level of
the auxiliary sector is a quantum anomaly and (7.72) is just a classical invariance. On
the quantum level, like in the BRST charge, the ghosts will contribute by the necessary
amount to aquire nilpotency.
This may also be seen from another point of view. Classically we have a constraint,
Ja(z) ≈ 0, which is of second class if k 6= 0. In order to make it first class we introduce
a new set of variables J˜a(z) which are affine currents of level k˜. The new constraits
will be first class if we take k˜ = −k. This will give us the BRST operator (7.73). The
requirement of nilpotency of the BRST operator gives that the current J˜a(z) must have
level −k − 2cH , where the additional −2ch is a quantum correction originating from
the ghosts.
Using the BRST charge we find that [28]
T (z) = TGKO +
1
k + ch
[
Q, : ba(z)
(
Ja(z) + J˜a(z)
)
:
]
(7.75)
where TGKO is given by eq.(7.46). This means that the energy-momentum tensors will
coincide when inserted between physical states since Q|phys〉 = 0.
When we have an abelian H it was shown, [28], that the two constructions are iden-
tical, i.e. that the GKO coset condition eq.(7.51) and the BRST projection Q|phys〉 = 0
yield the same spectrum of physical states.
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The generalization to non-abelian groups H is, as mentioned before, the subject of
paper I. We approach the problem using the BRST technique. The state space will
be given by the BRST cohomology, which is solved by a standard technique known as
spectral sequences of filtered complexes. The essential step is to introduce a grading
of the operators such that one may start by analyzing a smaller and hopefully easier
part of the BRST operator. In the generic case the degree may either be exact or not.
Exact means that the degree is preserved by the commutation relations. If the degree
is exact one relates the cohomology of the part of the BRST operator to the full BRST
operator. In the case where the degree is not exact, which is the one at hand in paper
I, one must solve the BRST cohomology order by order in the degree.
It is found that the states in the cohomology will be ghost free if one restricts the
representations to integrable representations of the G sector and to representations that
excludes null-vectors in the H sector. We will refer in what follows to the latter type
of representations as anti-dominant highest weight representations. The states in the
cohomology will be restricted to highest weight primary states in both the G and the
H sectors, and to a ghost vacuum for the ghosts. We take the level of the affine Lie
algebra k to be positive for the G sector and, hence, it follows that it is negative in the
H sector. The restrictions of representations thus confines us to the modules furthest
to the left in figure (5.2) for the G sector and the module furthest to the right in figure
(5.3) for the H sector. This means that there exists infinitely many null-vectors in the
G module. If we, however, restrict ourselves to the irreducible sub-module in the G
sector we have a unique solution. The BRST condition (6.25) will then coincide with
the conventional coset condition (7.51).
The cohomology for arbitrary representations will in the general case include states
at ghost numbers different from zero. Those states arise due to the presence of null-
vectors in the Verma modules over affine Lie algebras. In paper IV we provide with a
technique by which one may construct non-trivial states in the cohomology for arbitrary
representations. The basic idea is to use the fact that in the irreducible L sub-module
the null-vectors are identified with the zero element. Thus if a state |S〉 in L is BRST
exact with a null-vector |N〉 i.e. Q|N〉 = |S〉 then |S〉 may be a non-trivial state in
the cohomology over L. Conversely, if a state |S〉 ∈ L obeys Q|S〉 = |N〉 where |N〉 is
null, then in the irreducible sub-module |S〉 will be BRST invariant. All states of those
two forms are not in the cohomology, we refer, however, to paper IV for an explicit
account for the restrictions for non-triviality of such states. The rigorous proof of the
cohomology is provided by Stephen Hwang [61].
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We now wish to gauge the supersymmetric WZNW model in a manifestly super-
symmetric way. The result becomes [62], similarly to the non-supersymmetric WZNW
model, a sum of two supersymmetric WZNW models the original and an auxiliary. We
denote their levels kˆ and ˆ˜k, respectively. The determinant from the gauge fixing may
be represented by a superghost system of conformal weight (0, 12) which in components
is equivalent to a (0,1) fermionic ghost system, and a (12 ,
1
2) bosonic ghost system. The
entire ghost system contributes to the conformal charge by −3ch.
In paper V we show that the effective action possesses a BRST symmetry which is
nilpotent if and only if kˆ +
ˆ˜
k = 0. For this choice of level for the auxiliary sector the
total conformal anomaly becomes
Ctot = C(G, k − 1
2
cg) + C(H,−k − 1
2
ch) +
1
2
dg +
1
2
dh − 3dh
=
(
C(G, k − 1
2
cg) +
1
2
dg
)
−
(
C(H,−k − 1
2
ch) +
1
2
dh
)
(7.76)
with C(G, k) ≡ kdg
k + 12cg
.
This may be recognized as the conformal anomaly of the algebraic N=1 coset construc-
tion of Kazama and Suzuki [53].
In complete analogy to the bosonic case we were able to show that the total stress-
energy tensor of the gauged supersymmetric WZNW model coincides with the Kazama-
Suzuki coset stress-energy tensor plus a term which is BRST exact.
In paper I the BRST invariant branching function is also defined which leads us to
the last subject of this thesis, characters. This is also the subject of paper II and III.
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Chapter 8
Characters And Modular
Invariance
Consistent string theories are required to be completely reparametrization invariant.
We have above discussed local reparametrization invariance which for example mani-
fests itself in the vanishing of the stress-energy tensor. There may, however, be global
reparametrization invariances left and requiring invariance under these is equivalent to
requiring modular invariance.
If modular invariance is not met we should be able to find this at the one loop level
in string perturbation theory. We hence consider this case.
The one loop contribution in the string perturbation series comes from the path-
integral on the torus. We hence require the contribution to be invariant under global
reparametrizations of the torus. This is also intuitively clear. A conformal field the-
ory on the torus must be independent of how we choose to parametrize the torus.
Reparametrizations on the torus are generated by the modular group.
To define a torus we use the complex coordinate w of a conformal field theory on a
cylinder, and identify two periods. We can take one period to be w ≡ w + 1, and the
other w ≡ w + τ , where τ = τ1 + iτ2 is the modular parameter. τ1 and τ2 are taken
to be real. (Usually one takes w ≡ w + 2π and w ≡ w + 2πτ but we have normalized
by 2π.) By this we of course mean that conformal fields φ(w) that are defined on the
torus should satisfy φ(w+1) = φ(w), and φ(w+ τ) = φ(w). In coordinates this means
that we identify the opposite sides of the parallelogram as depicted in fig.(8.1).
The action of the group of modular transformations may be visualized by cutting
along one of the non-trivial cycles, and the reglue after a twist of 1 (read 2π). If we
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take w = σ1+ τσ0 for real σ0 and σ1 we may cut along the lines of constant σ0 and σ1.
The cycle corresponding to σ0 constant is the one parallel to the real axis. Cuts along
σ0 and σ1 corresponds to the transformations T : τ −→ τ + 1 and U : τ −→ τ/(τ + 1),
respectively. We may represent these transformations in diagrams as in fig.(8.2). Note
that τ + 1 and τ/(τ + 1) are the new ratio of periods.
The transformations T and U generate the group of transformations
τ −→ aτ + b
cτ + d
,
(
a b
c d
)
∈ Sl(2,Z). (8.1)
The modular group is then Sl(2,Z)/Z2, since we can reverse the signs of a, b, c and
d without changing the the physical content. One conventionally chooses the transfor-
mation T and S, S ≡ T−1UT−1 : τ −→ −1/τ instead of U , to generate the modular
group.
When, in string theory, one wishes to calculate loop amplitudes a` la Polyakov
[63, 64], one integrates over all inequivalent metrics of the world sheet. If one considers
a one-loop zero point diagram, one finds the (gauge-fixed) expression∫
d2τ
(Imτ)2
Z(τ) (8.2)
where Z(τ) is the partition function on the torus, and d2τ/(Imτ)2 is the modular
invariant measure.
Under T and S we have the transformations
T : dτdτ¯ −→ d(τ + 1)d(τ¯ + 1) = dτdτ¯
T : τ22 −→ τ22
S : dτdτ¯ −→ d(−1
τ
)d(−1
τ¯
) = |τ |−4dτdτ¯
S : τ22 −→
(
Im(−1
τ
)
)2
= (|τ |−2τ2)2. (8.3)
It thus follows that d2τ/τ22 is invariant under the modular group.
We must now also demand that the partition function is modular invariant, i.e.
Z(τ) = Z(τ + 1) = Z(−1
τ
). (8.4)
From the requirement of modular invariance it follows that we must then restrict the
region of integration in the parameter space of τ . We find that the fundamental region
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F is sufficient to integrate over.
F = {τ |τ ∈ H, |Reτ | < 1
2
, |τ | > 1}
∪{i∞} ∪ {τ |Reτ = −1
2
, |τ | ≥ 1} ∪ {τ | |τ | = 1,−1
2
≤ Reτ ≤ 0} (8.5)
Here H denotes the upper half of the complex plane. The rest of the upper-half of
the complex plane is covered by transformations of the modular group of points in the
fundamental region. Thus every point outside this region is in the same equivalence
class as some point inside the strip.
In order to find a consistent string theory we thus have to investigate the modular
properties of the partition function. In the theories of our interest the partition function
factorizes into a holomorphic and an anti-holomorphic part such that
Z(τ, τ¯) =
∑
a,b
Mabχ¯
a(τ¯ )χb(τ). (8.6)
The functions χ(τ) and χ¯(τ¯) will be denoted characters. The factorization of the
partition function is related to the fact that the symmetry algebras are direct sums
of holomorphic and anti-holomorphic parts. The modular properties of the partition
function is hence encoded in the modular properties of the characters.
We first consider the critical closed bosonic string for the flat case and in the light-
cone gauge. The partition function is given by the trace over the Hilbert space of the
zero mode of the Virasoro algebra
Z(τ) = Tre2πiτ(L0−1)e2πiτ¯(L¯0−1). (8.7)
The Hilbert space is the Fock space of oscillators αµ−n in the 24 transverse directions act-
ing on a tachyonic vacuum. L0 is given by k
2/8+N where k is the tachyon momentum
and N , the total mode number operator, satisfies [N,α−n] = nα−n.
For each transverse direction we may consider the infinite tower of states
|1, k〉 ⇐⇒ α−1|0, k〉
|2, k〉 ⇐⇒ α−2|0, k〉, (α−1)2|0, k〉
|3, k〉 ⇐⇒ α−3|0, k〉, α−2α−1|0, k〉 (α−1)3|0, k〉
...
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The character will get a contribution of e2πiτmn ≡ qmn from each (α−n)m|k, 0〉. It is
not difficult to convince oneself that the total mode number operator contributes to
the partition function by a factor
∞∏
n=1
(1− qn)−d (8.8)
where d is the number of transverse directions, and we have used the identity 1 + qn +
q2n + ... = (1− qn)−1. If we introduce the well-known Dedekind η-function
η(q) = q1/24
∞∏
n=1
(1− qn) (8.9)
we find the left character
χL(q) = q
k2/8q(d−24)/24(η(q))−d. (8.10)
η(q) has very nice modular properties, it is a particular example of what is known as a
modular form.
For the closed bosonic string propagating on a group manifold, i.e. a WZNW
model, the analysis is more complicated. It is, however, greatly simplified by the fact
that the complicated part of the partition function can be found from the affine Lie
algebra characters. The relevant characters have nice modular properties since we may
formulate them in terms of modular forms.
8.1 Characters
We take an irreducible highest weight gˆ module L(Λˆ) over a dominant weight Λˆ (5.20).
There exists a weight space decomposition of L(Λˆ) into finite dimensional subspaces
L(Λˆ)λˆ. The dimensions of those subspaces will be denoted multΛˆ(λˆ).
The character of the gˆ module L(Λˆ) is defined by
chL(Λˆ) =
∑
λˆ
multΛˆ(λˆ)e
λˆ (8.11)
where the formal exponential eλˆ operates as (eλˆ)h = eλˆ(h) for h ∈h the Cartan sub-
algebra.
We may write the character more explicitly if we introduce an arbitrary vector in
the root space. If we chose an orthonormal basis for the roots of the finite Lie algebra
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g to be νi i = 1, ..., r then an arbitrary vector in the affine root space is
vˆ = −2πi(
r∑
i=1
θiνi, τ, u) (8.12)
where θi, τ, u ∈ C. In what follows we will denote
∑r
i=1 θiνi by θ. Thus we may write
the character
chL(Λˆ) =
∑
λˆ
multΛˆ(λˆ)e
−2πi(λ·θ+nτ+uk/2) (8.13)
for a weight λˆ = (λ, k/2, n). For the special values u = θi = 0 i = 1, ..., r we have
the contribution we desire for the string partition function. Note that the states in the
Verma modules all have negative grade so the sign for the term proportional to τ in
in (8.13) will turn out correctly for the parametrization (8.12). Also since the level is
constant in the module we may take this part outside the sum.
It is, however, worth while to consider the general point in root space before taking
u = θi = 0 i = 1, ..., l because the affine character may be represented in terms of what
is known as Θ-functions. Θ-functions are, like the Dedekind η-function, modular forms
and have very nice and well-studied modular properties.
For the case at hand, namely modules over dominant weights, the character is given
by the celebrated Kac-Weyl formula [65]
chL(Λˆ) =
∑
wˆ∈Wˆ ǫ(wˆ)e
(wˆ(Λˆ+ρˆ/2)−ρˆ/2)∏
αˆ∈∆ˆ+
(1− e−αˆ)multαˆ . (8.14)
Here ǫ(wˆ) is plus or minus one corresponding to whether wˆ can be expressed in terms
of even or odd number of simple reflexions. multαˆ is the multiplicity of the affine roots,
which is one for the real roots and r for the light-like roots.
The denominator of (8.14) may be reformulated, using the character for the trivial
representation chL(0) = 1, into∏
αˆ∈∆ˆ+
(1− e−αˆ)multαˆ =
∑
wˆ∈Wˆ
ǫ(wˆ)e(wˆ(ρˆ/2)−ρˆ/2). (8.15)
This reformulation is desirable in order to write the character in terms of modular
forms, and hence for examining modular properties. In explicit calculations, however,
like the ones presented in paper II and III, the first form is much more convenient.
Note that for ŝu(2) (8.15) corresponds to the famous Jacobi triple product identity.
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The affine Weyl group Wˆ is a semidirect product of the finite Weyl group and
translations on the co-root lattice see chapter 5.2. We may use this to split the sum
over the affine Weyl group into sums over the finite Weyl elements and the translations.
The numerator of the character (8.14) may then, in the basis (8.12), be written as
proportional to
e−πiuk
∑
w∈W
ǫ(w)
∑
t∈M
e−2πiθ·(σα(Λ+ρ/2+t)−ρ/2)e2πiτ(Λ+ρ/2+t)
2/(k+cg). (8.16)
The constant of proportionality is exp(−2πiτ(Λˆ+ ρˆ/2)2/(k+cg)). HereM is the lattice
spanned by the translation part of the affine Weyl group Wˆ .
In the basis for the root space (8.13) we define the Θ-function
Θλ = e
−2πiku
∑
γ∈M+λ/k
e(πikτ |γ|
2−2πikγ·θ) (8.17)
where M is the lattice of the translation part of the Weyl group Wˆ . Using this we may
rewrite the numerator and the denominator of the Kac-Weyl formula (8.14) into
e
(−ρˆ·vˆ/2−2πiτ
(Λˆ+ρˆ/2)2
(k+cg)
) ∑
w∈W
ǫ(w)Θw(Λ+ρ/2) (8.18)
and
e
(−ρˆ·vˆ/2−2πiτ
(ρˆ/2)2
cg
) ∑
w∈W
ǫ(w)Θw(ρ/2) (8.19)
respectively. We hence find the affine character expressed in therms of Θ functions to
look like
chL(Λˆ) = e
(−2πiτ(
(Λˆ+ρˆ/2)2
(k+cg)
−
(ρˆ/2)2
cg
))
∑
w∈W ǫ(w)Θw(Λ+ρ/2)∑
w∈W ǫ(w)Θw(ρ/2)
. (8.20)
The number (Λˆ+ρˆ/2)
2
k+cg
− (ρˆ/2)2cg may be rewritten using the very strange formula
(ρ)2
2cg
=
dg
12 valid for any simple Lie algebra g, into
cR
cg+k
− kdgcg+k 124 where cR is the
quadratic Casimir of the representation with highest weight Λ. This is then nothing but
the conformal dimension of the representation minus 124 times the conformal anomaly.
Finally we note that the appropriate extension of the action of the modular group
is
τ → aτ + b
cτ + d
θ → θ
cτ + d
u→ u+ cθ
2
2(cτ + d)
(8.21)
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under the transformation matrix [
a b
c d
]
(8.22)
Taking u = θ = 0 gives the ordinary action as it must.
The case of particular interest to us is the coset construction. For dominant highest
weights the character of the full algebra may be decomposed into characters of a sub-
algebra with coefficients known as branching functions i.e.
chL(Λˆ) =
∑
λˆ
bΛˆ,λˆchL(λˆ). (8.23)
Here λˆ are the weights of the sub-algebra which ranges over dominant weights. The
generic branching function is not easy to find using conventional methods. Conventional
calculations of branching functions have been restricted to studies of special cases or
by considering general formulas obtained under some assumptions.
In paper I a branching function of the gauged WZNW model which respects the
BRST symmetry is introduced. This branching function factorizes into three parts, one
of which is the Kac-Weyl formula. The other two are also of simple forms. This indi-
cates that this branching function should be most suited for investigations of modular
properties.
It is shown in paper I that the BRST invariance of this branching function guaran-
tees that only the coset degrees of freedom are propagating. Furthermore, this branch-
ing function respects the symmetries of the full group G, and does not rely on a de-
composition of G in H. This is an essential and novel feature compared to previous
branching function calculations.
We also, in paper I, compute explicitly the branching functions for the parafermion
theory SU(2)k/U(1) as well as for minimal models SU(2)k⊗SU(2)1/SU(2)k+1. We find
that our result coincides with previously obtained results using conventional methods.
In paper II we give an alternative proof of the correctness of the branching function
introduced in paper I. We prove that this branching function coincides up to a possible
normalization to the conventional definition of a branching function (8.23). In the proof
we make extensive use of representation theory for affine Lie algebras. We also give the
general form for the type of branching functions known as string functions.
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Paper III deals with the application of the branching function introduced in paper
I to a number of general coset constructions. Included in those are for example N = 1
superconformal minimal models SU(2)k ⊗ SU(2)2/SU(2)k+2. Some of those cases has
been studied before using some assumption or for some specific choice of coset. We
partly verify previously obtained results.
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Figure 8.1: A torus with its two nontrivial cycles (dashed lines).
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