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Abstract
Deep neural networks are increasingly being used in cognitive
modeling as a means of deriving representations for complex
stimuli such as images. While the predictive power of these
networks is high, it is often not clear whether they also offer
useful explanations of the task at hand. Convolutional neural
network representations have been shown to be predictive of
human similarity judgments for images after appropriate adap-
tation. However, these high-dimensional representations are
difficult to interpret. Here we present a method for reducing
these representations to a low-dimensional space which is still
predictive of similarity judgments. We show that these low-
dimensional representations also provide insightful explana-
tions of factors underlying human similarity judgments.
Keywords: similarity judgments; neural networks; deep learn-
ing; dimensionality reduction; interpretability
Introduction
Judging similarity between any pair of stimuli is an am-
biguous problem: deciding what counts as similar is subjec-
tive and sensitive to context (Medin, Goldstone, & Gentner,
1993). Nevertheless, people are relatively consistent in mak-
ing similarity judgments, which is perhaps explained in part
by the biases they develop towards emphasizing some stim-
ulus features over others (e.g., shape over size, color, or ma-
terial; Diesendruck & Bloom, 2003). Understanding the fea-
tures (and the weights upon them) that people employ when
evaluating the similarity of complex stimuli like images re-
mains an open problem.
Deep neural networks have been demonstrated to be
predictive of multiple aspects of human visual perception
in visuoperceptual tasks (e.g., Lake, Zaremba, Fergus, &
Gureckis, 2015; Kubilius, Bracci, & Op de Beeck, 2016).
This utility has led to their increasing use as proxies of hu-
man cognition to understand mechanisms underlying cogni-
tive processes or as proofs-of-concept to establish the pos-
sibility of a certain cognitive strategy (Kriegeskorte, 2015;
Cichy & Kaiser, 2019). For example, Sanders and Nosof-
sky (2020) show that CNNs can be trained using multidimen-
sional scaling representations to derive psychological repre-
sentations of images. In other work, Peterson, Abbott, and
Griffiths (2018) show correspondences between similarities
in convolutional neural net (CNN) representations and hu-
man similarity judgments for natural images. They find that,
while out-of-the-box CNN representations are only partially
reflective of human psychological representations, they can
be adapted to support a more fine-grained correspondence.
The success of CNNs in predicting human similarity judg-
ments suggests that they might also be helpful in identifying
the features which inform those judgments. However, CNN
representations are high-dimensional, potentially redundant,
and likely include psychologically irrelevant stimulus infor-
mation. An important question, given their increasing use in
cognitive modeling is how many relevant features/dimensions
they really contribute and what the nature of those features
might be.
In this work, we propose a method inspired by previ-
ous work by Rumelhart and Todd (1993) which we call
similarity-driven dimensionality reduction (SimDR), which
obtains low-dimensional projections of CNN image represen-
tations that best capture human similarity judgments. Surpris-
ingly, our method reveals that human similarity judgments
continue to be well-preserved even up to two orders of magni-
tude fewer dimensions than previous work. This suggests that
the dimensionality of psychological representations is con-
siderably less than the full set of CNN features. We further
probe the individual dimensions of these representations that
capture concepts essential to judging similarity, and find that
most of them are interpretable. In particular, we show that
broad categories are given more importance by our model
than finer ones captured in subsequent dimensions, in line
with the hierarchical structure oft-found to characterize hu-
man cognition (Cohen, 2000; Rogers & McClelland, 2004).
Method
Peterson et al. (2018) show that the final representation layer
of a CNN can be adapted to better predict human similar-
ity judgments. The size of the final representation in CNNs
is typically of the order of 103, which makes interpretation
difficult. To serve our purpose of leveraging CNN represen-
tations to understand human similarity judgments, we require
representations that are interpretable and can give us insights
into the actual cognitive task.
Rumelhart and Todd (1993) constructed a connectionist
model to mimic human similarity judgments. The model
takes two stimuli as input and outputs a similarity judgment.
The hidden layer is of lower dimensionality than the input, re-
sulting in a compressed representation. Extending this idea to
modern CNNs, our method (SimDR) reduces the CNN rep-
resentations of images to a low-dimensional space which is
optimal for predicting human similarity judgments. If the
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obtained representations have sufficiently low dimensional-
ity, we can interpret individual dimensions to see what they
capture and make inferences about similarity judgments in
humans. This model and the data used are explained in the
following sections.
Datasets
Peterson et al. (2018) collected six human similarity datasets
for natural images drawn from the following domains: ani-
mals, vehicles, vegetables, fruits, furniture and a dataset en-
compassing a variety of domains (“various”). Each of these
sets comprises pairwise similarity ratings from ten people for
120 images, which we employ in all analyses that follow.
Similarity-driven Dimensionality Reduction
Peterson et al. (2018) showed that the final, fully-connected
representation layer of VGG-19 (Simonyan & Zisserman,
2015) is most predictive of human similarity judgments,
hence we use the same 4096-dimensional VGG-19 represen-
tations for all our experiments. The task of obtaining low-
dimensional representations of images which capture factors
underlying human similarity judgments is split by SimDR
into two objectives: (a) projecting VGG-19 representations
to a low-dimensional space, and (b) predicting human simi-
larity judgments using the low-dimensional representations.
These two objectives are jointly optimized leading to low-
dimensional representations that are predictive of human sim-
ilarity judgments. VGG-19 representations of two input im-
ages are passed through a single linear layer of small width
(i.e., a bottleneck layer) which projects them to a lower-
dimensional space. This is followed by an inner product of
the outputs of the bottleneck layer to obtain the predicted sim-
ilarity rating for the input pair (Fig. 1). The inner product is
our representational similarity measure, which contrasts with
Rumelhart and Todd (1993), and more directly generalizes
the method of Peterson et al. (2018). For both input images,
the weights of the bottleneck layer are shared. The weights
are learned by back-propagating the loss incurred during the
prediction of human similarity judgments, hence optimiz-
ing the projected representations to predict human similarity
judgments. This contrasts with the method of Peterson et al.
(2018), which learns weights for each of the 4096 input di-
mensions, or principal component analysis (PCA), which pre-
serves as much information as possible as opposed to just that
which is relevant to human similarity judgments (and thus
may inflate the estimated intrinsic dimensionality).
We first trained a separate model for each dataset. CNN
feature vectors were first normalized such that their norms
were one. We used mean squared error loss with L2 regular-
ization to train each model. The L2 coefficient was selected
between 10−3 and 103 by 6-fold cross-validation over the 120
images. Further, for every dataset, the number of nodes in the
bottleneck layer is varied in the range of 1− 64. We also
compare the above with a simple unsupervised baseline that
alternatively obtains low-dimensional representations by run-
ning PCA over the input VGG-19 representations. These low-
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Figure 1: Overview of SimDR. CNN representations for
an image pair are down-projected using a shared low-
dimensional bottleneck layer. An inner product of the outputs
gives predicted similarity rating for the input pair.
dimensional representations are then transformed by ridge re-
gression using the method of Peterson et al. (2018) to predict
similarity ratings. As above, we vary the number of principal
components in the range of 1−64.
Few dimensions predict similarity judgments
We observe for all datasets that the SimDR R2 score at 64 di-
mensions is higher than that of the raw (untransformed) CNN
representations (Table 1). The PCA-based model performed
worse than SimDR for all datasets (except for the vegetables
dataset), suggesting that supervision is much more selective
of the human-relevant dimensions. We also observe that the
prediction performance of SimDR quickly saturates as the
number of dimensions increases beyond 10− 20, approach-
ing the prediction performance obtained using all VGG-19
features (Fig. 2; dashed lines). Notably, the animals dataset
requires only 6 nodes to achieve an R2 score of 0.6 while the
various dataset achieves an R2 of 0.49 at 6 nodes. These re-
sults strongly suggest that human similarity judgments can be
captured by considerably fewer dimensions (by at least two
orders of magnitude) than those comprising VGG-19 repre-
sentations, and more generally that psychological representa-
tions as measured by similarity experiments are much lower-
Dataset Raw Peterson et al. (2018) SimDR PCA
Animals 0.58 0.74 0.64 0.47
Vehicles 0.51 0.58 0.57 0.51
Fruits 0.27 0.36 0.30 0.27
Furniture 0.19 0.35 0.33 0.28
Various 0.37 0.54 0.50 0.31
Vegetables 0.27 0.34 0.30 0.32
Table 1: R2 scores for all datasets (SimDR values are for bot-
tleneck layer of size 64).
Figure 2: Explained variance (R2) of our models in predicting human similarity judgments on each dataset. The dashed lines
correspond to the prediction performance in Peterson et al. (2018) when all input dimensions are used.
dimensional than CNN representations. Additional evidence
for this can be seen in the intrinsic dimensionality of the CNN
representations themselves without respect to human judge-
ments. Fig. 3 illustrates this using PCA: cumulative variance
explained is shown as a function of the number of compo-
nents, for each dataset. Notably, the dimensionality elbow is
both longer and later than those in Fig. 2. Interestingly, CNNs
also appear to assign equal dimensionality to all datasets (ex-
cept various), apparently much unlike humans (Fig. 2).
Interpretation of low-dimensional features
Now that we have demonstrated the sufficiency of low-
dimensional representations to predict similarity judgments,
we can attempt to interpret the reduced dimensions. For
this experiment, we focus on the top 3 datasets based on
R2 score—animals, vehicles, various. As mentioned above,
SimDR achieves an R2 score of 0.6 on the animals dataset us-
ing only 6 dimensions. On the various dataset, it achieves an
R2 score of 0.49 using 6 dimensions, and an R2 score of 0.45
on vehicles dataset using 16 dimensions. We fix these as the
bottleneck layer sizes for each of these datasets. The afore-
mentioned dimensions for each of the three datasets are cho-
sen by visually identifying an elbow in performance (Fig. 2)
such that the rate of increase in R2 score is small beyond this
point. We want to understand these individual dimensions;
however, they may not be orthogonal. To address this, we fur-
ther orthogonalize our low-dimensional representations using
PCA to ensure that each dimension encodes unique informa-
tion. We then take the top few dimensions which explain most
of the variance for each dataset. This contrasts with the use of
PCA above to produce a baseline reduced feature set in that
it is performed after supervised dimensionality reduction.
Visualizing individual dimensions
The ability of the low-dimensional representations to predict
similarity indicates that they are efficiently encoding informa-
tion essential for making similarity judgments. Hence, they
can further be leveraged to understand what factors allow
them to predict similarity judgments. To this end, for each
of the three datasets, we visualize image embeddings along
the top four principal dimensions of the low-dimensional fea-
tures learned via SimDR. We visualize validation images for
a single fold (out of the 6 cross validation folds), though we
observe that the dimensions were consistent across all folds
in terms of capturing the same concepts (Fig. 4).
Figure 3: Cumulative variance explained in the full VGG-19
representations as a function of principal component.
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Figure 4: Image embeddings along the top four principal components of low-dimensional SimDR representations.
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Figure 5: Examples of image embeddings for three datasets using the top principal components of the SimDR representations.
We observe that the first dimension for each dataset appears
to be largely continuous, and captures broad categories. In the
animals dataset, this dimension goes from non-mammals to
mammals. The first dimension of the various dataset goes
from inanimate objects to dogs and humans. The first di-
mension of the vehicles dataset shows a gradation from ve-
hicles with two or no wheels (e.g., sled, wheelchair) to those
with four wheels (e.g., trucks, buses), though the interpreta-
tion in this case is not as evident, which may stem from the
low variance (12%) captured by the top component. Some
of the other principal components are also apparently inter-
pretable and interesting. For example, the second principal
component of the vehicles dataset distinguishes water trans-
port from land transport, the third principal component of
the various dataset distinguishes natural things from artifi-
cial ones, while the fourth dimension in the animals dataset
distinguishes birds from non-birds. Each of these individual
dimensions captures a different taxonomic relationship, sug-
gesting that such relationships are important factors in deter-
mining similarity judgments of natural images.
Clusters formed by pairs of dimensions
As an alternative visualization strategy, we explore 2D pro-
jections of the image representations along two of the top
four principal components in Fig. 5. These plots are useful
in observing clusters of images formed by a combination of
principal components, where each cluster tells us what kind
of images are considered similar by the model.
BPrimates G EWCH RP
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Figure 6: Dendrograms of hierarchical clustering for 2-dimensional representations and 6-dimensional representations on ani-
mals dataset. H: Herps, B: Birds, P: Primates, R: Rodents, WC: Wild cats, G: Grazers, E: Dogs, Bears and Large animals.
Echoing Peterson et al. (2018), we observe clusters for
herptiles, primates, birds, wild cats, rodents, and grazers in
the animals dataset. We see clusters for human faces and
body parts, animals, vegetables, houses, and natural things in
the various dataset. The vehicles dataset shows distinct clus-
ters for trains, bikes, horses, airplanes, and tanks.
Hierarchical similarity and bottleneck effects
Next, we analyze the effect of changing the width of the bot-
tleneck layer. We know that increasing the width improves
prediction performance. Here, we are interested in interpret-
ing the information captured by different bottleneck sizes.
To visualize this, we explore dendrograms (Shepard, 1980)
for the animals dataset. Fig. 6 shows that when the size of the
bottleneck layer in SimDR is 2, two clusters—primates and
non-primates—are formed. This suggests that belonging to
the primate group is the most important trait influencing sim-
ilarity judgments in the animals dataset, which is encoded in
as little as two dimensions. At a bottleneck size of 6, how-
ever, further hierarchical structure can be seen where many
more categories are present. At intermediate sizes between
2 and 6, additional clusters continue to emerge (not shown).
The hierarchical structure formed by the 6-dimensional repre-
sentations is closely related to that formed using human sim-
ilarity data in Peterson et al. (2018).
We observe that increasing the bottleneck width introduces
further categorical distinctions in other datasets too. For the
various dataset, at a bottleneck width of 4, we observe dis-
tinct clusters for animals and humans (and their body parts).
In the case of the vehicles dataset, 4-dimensional bottleneck
layer representations preserve distinctions based on wheels.
Hence, these are primary traits influencing similarity judg-
ments which are captured at small bottleneck widths. These
results motivate a hierarchical organization of factors under-
lying human similarity judgments in our model, providing
empirical results consistent with mathematical theories of
hierarchical semantic knowledge organisation in neural net-
works (Saxe, McClelland, & Ganguli, 2019).
Shared features across domains
We have seen that each of the six individual SimDR models
can discover low-dimensional representations which are pre-
dictive of similarity judgments separately for each domain. A
natural question that follows from this is whether the dimen-
sions learned by these models trained on specific domains are
also shared across domains. Translating this into the frame-
work of human judgments, the question we pose is the fol-
lowing: do different domains share factors underlying human
similarity judgments?
Canonical Correlation Analysis
We use L2-regularized canonical correlation analysis (CCA;
Bilenko & Gallant, 2016) to evaluate the degree of shared
information or factors between low-dimensional represen-
tations belonging to any two domains. From each of the
six models trained on individual domains, we obtain 64-
dimensional representations for all pairs of images (from
all 6 datasets). We then perform regularized CCA on 64-
dimensional representations from every pair of domains.
We observe in Fig. 7 that the R2 score is highest for fruits
and vegetables, followed by animals and vehicles. This im-
plies that the model trained on fruits and the model trained
on vegetables have overlapping latent factors and hence, their
similarity predictions are also based on some common fac-
tors. The same is true for animals and vehicles datasets.
While it seems reasonable for fruits and vegetables to share
Figure 7: Inter-domain relatedness (R2) as measured by reg-
ularized CCA between all domain pairs.
common factors for similarity, the relationship between an-
imals and vehicles is less clear, although we suspect it may
have something to do with common backgrounds (which of-
ten contain scene information such as grass, sky, and water,
unlike our other categories).
Domain-agnostic SimDR
To determine whether a more general set of dimensions could
be learned that generalizes across domains, we trained a
SimDR model on image pairs from all six datasets using 6-
fold cross-validation. We compared this to models trained
on individual domains and tested on all others to assess how
they generalize on their own. The results, shown in Fig. 8,
reveal that the pooled model nears saturation at a few hidden
dimensions. Hence, even with a diverse dataset, few dimen-
sions are enough to predict similarity judgments. Next, we
see that the domain-specific models do not generalize well
when tested on all datasets, lending credibility to our earlier
claim that these models learn dimensions which are specific
to individual domains. Lastly, Fig. 9 shows the performance
of the pooled model in predicting individual domains, and
reveals that certain domains (animals, vehicles, various) are
well-explained by general features learned from the pool of
all domains, while others require more domain-specific fea-
tures (vegetables, fruits, furniture).
Conclusion
Our work shows that CNN representations can be trans-
formed to lower dimensions—where interpretation is far less
cumbersome—while still being predictive of similarity judg-
ments. We also observe that only a few dimensions are re-
quired to predict psychological representations as opposed to
a considerably larger, full set of CNN features. This find-
ing is interesting because the deep feature sets increasingly
being used in both cognitive modeling (for a review, see Ma
& Peters, 2020) and neuroscience (Kriegeskorte, 2015; Ki-
etzmann, McClure, & Kriegeskorte, 2019; Cichy & Kaiser,
2019) are much higher-dimensional. Indeed, some work may
already suggest that our findings could generalize to model-
ing neural activity as well (Mur et al., 2013), though future
work must bear this out.
Moreover, in this low-dimensional space, we are able to
visualize individual dimensions and show that they code for
unique concepts. Hence, they provide insights into poten-
tial factors that influence human similarity judgments, and
potentially various other visual tasks. We observe that in-
Figure 8: Performance of models tested on all domains (with
varying bottleneck layer size). The dashed line shows the per-
formance of the model trained on all domains in Peterson et
al., 2018. Solid lines correspond to models trained on differ-
ent datasets.
Figure 9: Performance of pooled model tested on individual
domains and on all domains (with varying bottleneck layer
size). The dashed line shows the performance of the model
trained on all domains in Peterson et al., 2018. Solid lines
correspond to the pooled model tested on different datasets.
creasing the size of the bottleneck layer introduces finer lev-
els of distinction, mirroring hierarchical clustering in human
cognition. These results together show the ability of CNN
representations to both predict and explain human similarity
judgments using a few dimensions.
This work takes a step towards showing that psychologi-
cal representations can be predicted by far fewer dimensions
than used in CNNs; and that they are not only quantitatively
predictive of human similarity judgments but provide insights
about how people make similarity judgments. We think our
approach can help bridge the interpretation gap between CNN
representations and psychological representations by provid-
ing interpretable factors which influence human similarity
judgment.
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