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Machine learning methods provide a general framework for automatically finding and representing the essential
characteristics of simulation data. This task is particularly crucial in enhanced sampling simulations, where
we seek a few generalized degrees of freedom, referred to as collective variables (CVs), to represent and drive
the sampling of the free energy landscape. These CVs should separate the different metastable states and
correspond to the slow degrees of freedom. For this task, we propose a new method that we call multiscale
reweighted stochastic embedding (MRSE). The technique automatically finds CVs by learning a low-dimensional
embedding of the high-dimensional feature space to the latent space via a deep neural network. Our work
builds upon the popular t-distributed stochastic neighbor embedding approach. We introduce several new
aspects to stochastic neighbor embedding algorithms that makes MRSE especially suitable for enhanced
sampling simulations: (1) a well-tempered selection scheme for the landmark features that gives close to
equilibrium representation of the training data; (2) a multiscale representation via Gaussian mixture to model
the probabilities of being neighbors in the high-dimensional feature space; and (3) a reweighting procedure to
account for the training data being drawn from a biased probability distribution. To test the performance
of MRSE, we use it to obtain low-dimensional CVs for two model systems, the Müller-Brown potential and
alanine dipeptide, and provide a thorough analysis of the results.
Keywords: Enhanced sampling | Collective variables | Machine learning | Dimensionality reduction | Parametric
embedding
I. INTRODUCTION
Modeling the long-timescale behavior of complex dynamical systems that vary over a wide range of spatial and
temporal scales is a fundamental task in physical sciences. Molecular dynamics (MD) simulations allow us to probe
the spatiotemporal details of molecular processes, but the so-called sampling problem severely limits their usefulness.
This sampling problem comes from the fact that a typical free energy landscape is characterized by many metastable
states separated by free energy barriers that are much higher than the thermal energy. Therefore, on the timescale
one can simulate, barrier crossings are rare events, and the system remains kinetically trapped in a single metastable
state. One way to solve this sampling problem is to employ enhanced sampling methods.1 In particular, one class of
such methods works by identifying a few critical slow degrees of freedom, commonly referred to as collective variables
(CVs), and then enhancing their fluctuations by introducing an external bias potential.1–3
The performance of CV-based enhanced sampling methods depends heavily on the quality of the CVs. Effective
CVs should discriminate between the relevant metastable states and include most of the slow degrees of freedom.4
Typically, the CVs are constructed manually by using physical and chemical intuition, and there is a large selection of
generally applicable CVs5–7 that have been developed and are available in open-source codes.5,8,9 However, despite
immense progress in devising CVs, it may be far from trivial to construct a set of CVs that quantify all the essential
characteristics of a system.10
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2Machine learning (ML) techniques provide an alternative solution to this problem by finding or constructing the CVs
directly from the simulation data.11–14 Such dimensionality reduction methods typically work in a high-dimensional
feature space (e.g., set of distances or dihedral angles) instead of directly using the microscopic coordinates, as this is
much more efficient. They employ linear (e.g., principal component analysis,15 time-lagged independent component
analysis16) or nonlinear (e.g., diffusion map,17–20 stochastic neighbor embedding (SNE),21–23 sketchmap,24 UMAP25)
transformations. In the recent years, there has been a growing interest in performing dimensionality reduction with deep
neural networks (NNs) to advance the field even further. Such methods, unlike the classical dimensionality reduction
methods,26,27 provide embeddings that are parametric. Several interesting developments in application of NNs to
MD simulations include variational autoencoders,28–31 time-lagged autoencoders,32,33 Gaussian mixture variational
autoencoders,34 variational approaches to Markov processes,35,36 generative models,37–41 deep linear discriminant
analysis,42 and stochastic kinetic embedding.43
In this work, we propose a proof-of-concept of our novel technique called multiscale reweighted stochastic embedding
(MRSE) that unifies dimensionality reduction via deep NNs with enhanced sampling methods. The method constructs
CVs by learning an NN embedding from a high-dimensional feature space to a low-dimensional latent space. Our
work builds upon the promising and popular t-distributed SNE (t-SNE).22,23,44 We introduce several new aspects
to SNE algorithms that makes MRSE particularly suitable for enhanced sampling simulations: (1) a well-tempered
selection scheme for the landmark features that gives close to an equilibrium representation of the training data; (2) a
multiscale representation via Gaussian mixture to model the probabilities in the high-dimensional feature space; and
(3) a reweighting procedure to account for the training data being drawn from a biased probability distribution. We
show a simplified outline of the protocol employed in this work in Fig. 1.
We note that our ultimate objective is to employ our MRSE method within an enhanced sampling scheme, where we
will iteratively improve the CVs. However, in this work, we focus on the learning procedure. Therefore, to eliminate
the influence of incomplete sampling, we employ idealistic sampling conditions that are generally not achievable in
practice.45 To gauge the performance of the learning procedure and the quality of the resulting embeddings, we apply
MRSE to two model systems, the Müller-Brown potential and alanine dipeptide, and provide a thorough analysis of
the results.
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FIG. 1. Outline of the protocol introduced in this work. Our framework consists of (1) an enhanced sampling method that gives
us features sampled from a biased probability distribution that we use as training data; (2) a landmark selection procedure that
selects landmarks based on their statistical weights; and (3) a deep NN that learns low-dimensional CVs embedded in the latent
space by minimizing a loss function.
II. METHODS
A. Collective variable based enhanced sampling
We start by giving a theoretical background on CV-based enhanced sampling methods. We consider a molecular
system, described by microscopic coordinates R and a potential energy function U(R), which we want to study using
MD or Monte Carlo simulations. Without loss of generality, we limit our discussion to the canonical ensemble (NVT).
3At equilibrium, the microscopic coordinates follow the Boltzmann distribution:
P (R) =
e−βU(R)∫
dR e−βU(R)
, (1)
where β = (kBT )−1 is the inverse of the thermal energy.
In CV-based enhanced sampling methods, we identify a small set of coarse-grained order parameters s, generally
referred to as CVs, that correspond to the essential slow degrees of freedom. The CVs are defined as s(R) =
[s1(R), s2(R), . . . , sd(R)], where d is the number of CVs, and the dependence on R can be either explicit or implicit,
see below. Having defined the CVs, we obtain their equilibrium distribution as:
P (s) =
∫
dR δ [s− s(R)]P (R)
=
〈
δ[s− s(R)]〉, (2)
while the free energy surface (FES) is given by F (s) = −β−1 logP (s).
In systems plagued by sampling problems, the FES is characterized by many metastable states separated by free
energy barriers much larger than the thermal energy kBT . Therefore, on the timescales we can simulate, the system
stays kinetically trapped and is unable to explore the full FES. In other words, barrier crossings are rare events.
CV-based enhanced sampling methods overcome the sampling problem by introducing an external bias potential
V (s(R)) acting in CV space that facilitates better sampling. We can trace this idea to the seminal work by Torrie and
Valleau published in 1977.46 Most of such methods adaptively construct the bias potential during the simulation to
reduce free energy barriers or even completely flatten them. At convergence, the CVs then follow a biased distribution:
PV (s) =
e−β[F (s)+V (s)]∫
ds e−β[F (s)+V (s)]
(3)
that is easier to sample. CV-based methods differ in how they construct the bias potential and which kind of biased
CV sampling they obtain at convergence. A non-exhaustive list of such techniques includes local elevation,47 adaptive
biasing force,48 the Wang–Landau algorithm,49 energy landscape paving,50 Gaussian-mixture umbrella sampling,51
metadynamics,1,52,53 variationally enhanced sampling,54,55 and on-the-fly probability-enhanced sampling.56
We focus here on well-tempered metadynamics (WT-MetaD)1,53 as this is the method we use in this work. However,
we note that we can employ our MRSE technique with any CV-based enhanced sampling approach. For instance,
another choice might be variationally enhanced sampling.
In WT-MetaD, the bias potential is constructed by periodically depositing repulsive Gaussian kernels at the current
location in CV space. The height of the Gaussian is scaled according to a specific rule such that in the long-time limit
the height goes to zero. At convergence, this leads to a so-called well-tempered distribution:
PV (s) =
P (s)1/γ∫
dsP (s)1/γ
, (4)
where γ is a positive parameter greater than 1, called bias factor, that determines how much we enhance CV fluctuations.
The limit γ → 1 corresponds to the unbiased ensemble, while the limit γ → ∞ corresponds to conventional (non-
well-tempered) metadynamics.52 If we take the logarithm on both sides of this equation, we can see that sampling
the well-tempered distribution is equivalent to sampling an effective FES where the barriers of the original FES are
reduced by a factor of γ. In general, one should select a bias factor γ such that effective free energy barriers become
on the order of the thermal energy kBT .
Next, we want to describe certain aspects of CV-based enhanced sampling methods as they are important for the
discussion below.
Due to the external bias, each configuration R carries an additional weight w(R) that needs to be taken into account
when calculating equilibrium properties. For a static bias potential, it is given by w(R) = eβV (s(R)). In WT-MetaD,
we need to take into account the time-dependence of the bias potential. The weight is given by:
w(R, t) = eβ[V (s(R))−c(t)], (5)
4where c(t) is a time-dependent constant that can be calculated from the bias potential at time t as:1,57
c(t) =
1
β
log
∫
ds exp
[
γ
γ−1βV (s, t)
]
∫
ds exp
[
1
γ−1βV (s, t)
] . (6)
There are also other ways for obtaining weights for reweighting WT-MetaD simulations.58–61
In MD simulations, we do not only need to know the values of the CVs but also their derivatives w.r.t. the microscopic
coordinates ∇R s(R), as we need this to calculate the biasing force:
−∇R V (s(R)) = −∂sV (s) · ∇R s(R). (7)
In practice, however, the CVs might not depend directly on R, but rather indirectly through another set of features
or CVs x(R) = [x1(R), x2(R), . . . , xk(R)] of dimension k that depends on R. In such cases, it is sufficient to know
the derivatives of the CVs w.r.t. the input features, as we can obtain the total derivatives via the chain rule. In
programs5,8,9 implementing CVs and enhanced sampling methods, like PLUMED8,62 that we use in this work, the
code automatically takes care of applying the chain rule. Thus, when programming a CV, we only need to calculate
the values and the derivatives w.r.t. to the input features x(R). In practice, we can even define a chain of multiple
CVs that depend sequentially on each other.
Having provided the basics of CV-based enhanced sampling simulations, we now introduce our MRSE method for
learning CVs.
B. Multiscale reweighted stochastic embedding (MRSE)
As a starting point for our method, we use t-SNE,22 a popular dimensionality reduction method that is derived from
SNE.21 t-SNE has been used to analyze unbiased MD trajectories.63–66 We introduce here a parametric and multiscale
variant of a SNE method aimed at learning CVs for atomistic simulations. In particular, we focus on using the method
within enhanced sampling simulations, where we need to consider biased simulation data. We refer to this method as
multiscale reweighted stochastic embedding (MRSE).
Consider a set of N observations of features [x1, . . . ,xN ]T , each of dimension k, which we collect from a molecular
simulation to be our training data. The features can be, for example, distances or dihedral angles. We use a parametric
embedding function fθ(x) = s(x) to map the high-dimensional feature space to the low-dimensional CV space (i.e.,
the latent space) s = [s1, . . . , sd], where d is the dimension of s. Using these definitions, the problem of finding a
low-dimensional set of CVs boils down to using the training data to find an optimal parametrization of θ for the
embedding function using a non-linear ML model. We can then use the embedding as CVs and project any point in
feature space to CV space.
1. Kullback-Leibler divergence as loss function
SNE methods approach dimensionality reduction by introducing pairwise probability distributions P(xi,xj) ≡ pij and
Q(si, sj) ≡ qij for distances in the feature and the latent space, respectively. The pairwise probability distributions are
defined below in Sec. II B 2 and Sec. II B 4. The statistical distance between the two distributions is then minimized
by introducing a loss function. Here, we use the Kullback-Leibler (KL) divergence (or the relative entropy67,68) as a
loss function. For this, we split the training data into B batches of size Nb. The KL divergence of one batch is then
defined as:69
DKL
(
P‖Q) = 1
Nb
Nb∑
i=1
Nb∑
j=1
i 6=j
pij log
(
pij
qij
)
, (8)
5where DKL
(
P‖Q) ≥ 0 with equality only when P = Q. For the probability matrix P (Q), the interpretation of a single
element pij (qij) is that higher the value, higher is the probability of picking a feature xj (sj) as a neighbor of xi (si).
We show the derivation of the KL divergence for the full set of N training data in Appendix A1.
2. Feature pairwise probability distribution
We use kernel functions to describe the high-dimensional feature probability distribution.70 We model the feature
pairwise probability distribution as a discrete Gaussian mixture where each term is a Gaussian kernel, Ki(xi,xj) =
exp
(−i‖xi − xj‖22) that is characterized by its bandwidth i. As i 6= j , the kernels are not symmetric. We
employ a Euclidean distance between data points ‖ · ‖2, as is appropriate for representing high-dimensional data on
a low-dimensional manifold.71 Then, a pair xi and xj that is embedded as two nearby points in the latent space
has a higher probability of being neighbors than a pair that is embedded as two distant points.72 For a schematic
representation of this, we refer to Fig. 2(a).
In the case of training data from an enhanced sampling simulation, we need to account for the fact that we are sampling
the features from a biased probability distribution. Each feature x then has an associated statistical weight w(x). In
this work, we primarily accomplish this task through the selection of the features used for the training by employing a
selection scheme that takes the weights into account and gives close to an equilibrium representation of the training
data, as described in Sec. II C. However, it is still beneficial to incorporate a reweighting procedure into the training as
the selected features might have varying weights.
To account for the weights in the training of the embeddings, we follow Coifman20 and define a reweighted Gaussian
kernel as:
K˜i(xi,xj) = r(xi,xj)Ki(xi,xj), (9)
where r(xi,xj) =
√
w(xi)w(xj) is a reweighting factor. The exact expression for the weights depends on the enhanced
sampling method used. For example, in WT-MetaD simulations, the weights are given by Eq. 5. It might also be
possible to use unbiased simulations at a higher temperature to train an embedding for a lower temperature. The
weights would then account for the difference in temperature. If we collect the training data from a unbiased simulation,
all the weights are equal to 1. We note that a similar symmetric weight
√
w(xi)w(xj) is also used in Refs. 73 and 74.
A reweighted probability distribution for the feature space is then written as:
pij =
K˜i(xi,xj)∑
k K˜i(xi,xk)
, (10)
where each pij represents the pairwise probability of features xi and xj for a given set of bandwidths  = [1, 2, . . . , N ],
and pii=0. The pairwise probabilities pij are not symmetric due to the asymmetric kernels. This is in contrast to
t-SNE, where the symmetry of the pairwise probabilities is enforced.22
As suggested in the seminal work of Hinton and Roweis,21 the feature probability distribution can be extended to
mixtures. To introduce such a multiscale procedure, we write the total probability distribution pij used in Eq. 8 as an
average over different sets of bandwidths (i.e., a Gaussian mixture), as described in the following Sec. II B 3.
3. Multiscale representation
The bandwidths used for the Gaussian kernels in Eq. 10 are positive scaling factors that need to be optimized to
estimate the density of the data. We can write i = 12σ2i , where σi is the standard deviation of the kernel (Fig. 2(a)).
We want a smaller σi in dense regions, and a larger σi in sparse regions. To achieve this task, we define the Shannon
entropy of the ith Gaussian probability as:
H(xi) = −
∑
j
piij log p
i
ij , (11)
6where we note that piij refers to the ith row of p

ij as Eq. 11 is solved for each row of pij independently.
Inserting piij from Eq. 10 leads to the following expression:
H(xi) =
1
p˜i
(
i
∑
j
piij‖xi − xj‖22−
∑
j
piij log r(xi,xj)︸ ︷︷ ︸
HV (xi)
)
+ log p˜i, (12)
where the factor p˜i =
∑
j p
i
ij is a row-wise normalization constant. The correction term HV (xi) is due to weights
introduced in Eq. 10. If the weights are of exponential form, w(xi) = eβVi , like in WT-MetaD (Eq. 5, Vi then also
includes the c(t) factor), the reweighting factor is defined as r(xi,xj) =
√
eβVieβVj , and the correction term takes a
simpler form:
HV (xi) = −β
2
Vi + 1
p˜i
∑
j
piijVj
 . (13)
For the derivation of Eq. 12 and Eq. 13, see A2 in Appendix.
We use Eq. 12 to define an objective function for an optimization procedure that fits the Gaussian kernels to the data:
min
i
(
H(xi)− log2 P
)
, (14)
where P is a model parameter that represents the perplexity of a discrete probability distribution. Perplexity is
defined as an exponential of the Shannon entropy, P = 2H , and measures the quality of predictions for a probability
distribution.75 We can view the perplexity as the effective number of neighbors in a manifold.22,23 To fit an optimal
value of bandwidth, we perform the optimization procedure using a binary search for each row of the data.
For a given value of the perplexity P , we find the optimal set of bandwidth P using Eqs. 12 and 14. We do this for
multiple values of the perplexity, Pl = 2L−l+1, where l goes from 0 to L = blog(Nb)c. We then write the probabilities
pij as an average over the different set of bandwidths:
pij =
1
NP
NP∑
P
p
P
ij . (15)
Therefore, by taking pij as a Gaussian mixture over different perplexities, we obtain a multiscale stochastic representation
of the features.
In t-SNE, the perplexity is a fixed model parameter that the user needs to set. Thus, it is often customary to run
multiple t-SNE embeddings for different perplexities to obtain an embedding with quantifiable characteristics.76
Consequently, we can see that this multiscale representation of MRSE is of great advantage as we remove a single fixed
perplexity value from the ML model. Furthermore, we do not need to select any perplexity parameters, and we obtain
a parameter-free dimensionality reduction method. We note that our multiscale representation is similar to the one
used in the multiscale SNE method presented in Ref. 77.
Having established the model of the pairwise probability distributions for the feature space, we now consider the latent
space.
4. Latent pairwise probability distribution
A known issue, caused partly by the curse of dimensionality, which occurs in many dimensionality reduction methods
is the so-called “crowding problem”.21,78 In the context of atomistic simulation data, this issue leads to the definition
of CVs that do not properly discriminate between metastable states, partially due to the use of highly-localized kernel
7functions in the latent space. As can be seen in Fig. 2(b), if we change from a Gaussian kernel to a more heavy-tailed
kernel, like a t-distribution kernel, we ensure that similar data points are grouped together and dissimilar data points
are separated in the latent space.
For the pairwise probability distribution in the latent space, we use a heavy-tailed t-distribution, which is the same
choice as in t-SNE. As discussed in Sec. II B 1, we set Q(si, sj) ≡ qij , which further translates to:
qij =
(
1 + 1p‖si − sj‖22
)− p+12
∑
k
(
1 + 1p‖si − sk‖22
)− p+12 , (16)
where p represents the number of degrees of freedom of the t-distribution, and the latent variables (i.e., CVs) are
obtained via the embedding function, e.g., si = fθ(xi). As given in Ref. 23, we set p = d− 1, where d is the dimension
of the latent space. In Eq. 16, qii = 0.
t − distribution
FIG. 2. Schematic representation depicting how MRSE (and also t-SNE) preserves the local structure of high-dimensional data.
The probability matrices are represented by Gaussian kernels in the high-dimensional feature space and by the t-distribution
kernels in the low-dimensional latent space. (a) The probability of picking the jth neighbor given the ith high-dimensional data
point is modeled by a Gaussian kernel exp
(−i‖xi − xj‖22), where i = 1/2σ2. (b) The minimization of the Kullback-Leibler
divergence between the discrete probability distributions groups similar data points and separate dissimilar data points in the
latent space. As the difference between the distributions fulfills d′ > d, MRSE is likely to group similar points into metastable
states that are properly separated.
5. Neural network embedding function
For the embedding function fθ(x), we employ a deep NN. See Fig. 3 for a schematic representation. NNs with at
least one hidden layer are universal function approximators, and NNs with multiple layers (i.e., deep NNs) can express
strongly non-linear functions with few nodes per layer.79 Using an n-layer NN, we start from the feature space and
reduce the dimensionality of the data through a succession of continuous non-linear mappings f :
fθ(x) =
(
fn ◦ · · · ◦ f1
)
(x), (17)
where the mappings f· depend on the parameters θ (i.e., the weights and biases of the NN).
To find the optimal parameters θ for the NN embedded function, we use the training data to minimize the loss function
(Eq. 8) w.r.t. to θ. We obtain the derivatives of the NN and the loss function w.r.t. θ using backpropagation. In this
work, we use the Adam optimizer80 for the minimization of the loss function. For additional information about the
training procedure, see Sec. IIID.
Once we have obtained the optimal parameters, we can use the parametric embedding function to project any given
point in feature space to the latent space without re-running the training procedure. Therefore, we can use the
8x1
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FIG. 3. Representation of the NN used to embed the high-dimensional feature space into a low-dimensional CV space (i.e.,
the latent space). The input features x, dim(x) = k are fed into the NN to generate the output CVs s, dim(s) = d. In this
schematic representation of the NN, the input layer is shown in blue, and the output layer is depicted in red. The hidden layers
(gray) use dropout with a probability of 0.1, and the leaky ReLU activations. For more details, we refer to Sec. III C.
embedding (i.e., the NN) as CVs, s(x) = fθ(x). We can obtain the derivatives of fθ(x) w.r.t. x using backpropagation.
Using the chain rule, we can then calculate the derivatives of s(x) w.r.t. microscopic coordinates R, which is needed to
obtain the biasing force for enhanced sampling methods, as discussed in Sec. IIA.
C. Well-tempered landmark selection
A critical point in getting accurate embeddings is the selection of the features in the training set. This is indeed an
important issue in ML methods.81,82 The training set cannot be too large as the training procedure would take an
excessively long time, and not too small as it would not represent all characteristics of the data. Instead, we need to
select an appropriate number of landmark features (∼ 1000) that best represent the underlying simulation data.83,84
Ideally, we want the landmark features to be representative of the equilibrium distribution. In unbiased simulations,
we can achieve this by selecting landmarks at random, or by collecting landmarks at some given frequency. In the case
of biased simulations, however, we need to account for sampling from a biased distribution. One way to do this is the
random sampling algorithm presented in Ref. 84, which takes the weights into account. However, as seen in Sec. IVB,
by using such random sampling, we cannot get an equilibrium representation of metastable states lying higher in free
energy, at least not for the test systems we employ here.
Another algorithm used for picking the landmarks is farthest point sampling (FPS).85 The idea behind this is to select
a set of landmark features from the initial simulation data that are most broadly spread. However, our experience for
the systems tested here is that landmarks selected using FPS give bad embeddings, caused by the inclusion of features
from higher-lying regions and the transition states.
In this work, we use a method called well-tempered farthest point sampling (WT-FPS).86 This method allows
interpolating between random selection and FPS. We give an intuitive explanation of how the procedure works below.
Assuming we want to select N landmarks from a simulation dataset that consists of M features, we start by selecting
K =
√
NM features using FPS. This is computationally inexpensive as compared to the full FPS. We then treat the
K features as the centers of a Voronoi diagram that we build by assigning each of the M −K remaining features to its
nearest center. Next, we assign each center a weight obtained by summing over the weights of all the features that
belong to it, ω(xi) =
∑
k w(xk). The Voronoi centers are uniformly spread, so we can define a measure of the density
in the vicinity of center i as:
di =
ω(xi)∑K
j=1 ω(xj)
. (18)
9In the spirit of the well-tempered distribution53 (Eq. 4), we introduce a parameter α and modify Eq. 18 as d˜i = d
1/α
i .
We proceed with selecting the remaining number of landmarks by selecting one of the centers at random, according to
their weights d˜i. We then choose at random one of the features belonging to that center, again taking the weights into
account. We repeat this procedure until we have N landmarks.
If α = 1, we recover the random sampling. However, by choosing α > 1, we increasingly favor the algorithm to ignore
the underlying probabilities, and pick a more uniformly distributed set of landmarks. In the limit of α→∞, we obtain
FPS. Thus, by using α > 1 that is not too large, we can obtain a set of landmarks that better represent higher-lying
metastable states while still not being too far from the equilibrium distribution, which is our objective when selecting
landmarks from enhanced sampling simulations.
As the optimal value of α is case-dependent, we cannot say too much about what value to use in general. However, α
should not be too large and ideally the smallest value that achieves a balanced selection. By balanced, we mean a
landmark selection that is close to the equilibrium distribution and gives a proper representation of all metastable
states but excludes points from higher-lying free energy regions and transition states.
D. Implementation
We implemented both the MRSE method and the WT-FPS landmark selection algorithm in an additional module in a
development version (2.7.0-dev) of the open-source PLUMED8,62 enhanced sampling plug-in. We use the LibTorch87
library (PyTorch C++ API, git commit 89d6e88) that allows us to perform immediate execution of dynamic tensor
computations with automatic differentiation.88
Having a PLUMED implementation of our MRSE method is of great benefit as we can use it with all the MD codes
that PLUMED supports and learn CVs both in post-processing and on-the-fly during a simulation. Furthermore,
PLUMED implements the calculation of various features/CVs that we can use as input features. We can then use the
learned CVs in the different CV-based enhanced sampling methods implemented in PLUMED. We will make our code
publicly available under open-source license by contributing the module to the official PLUMED repository in the near
future.
III. COMPUTATIONAL DETAILS
A. Müller-Brown potential
We consider the dynamics of a single particle moving on the two-dimensional Müller-Brown potential:89
U(x, y) = α
3∑
j=0
Aj exp
[
aj(x− x0,j)2 + bj(x− x0,j)(y − y0,j) + cj(y − y0,j)2
]
, (19)
where x, y are the particle coordinates, and A, a, b, c, x0 and y0 are the parameters of the potential given by A =
(−200,−100,−170, 15), a = (−1,−1, 6.5, 0.7), b = (0, 0, 11, 0.6), c = (−10,−10,−6.5,−0.7), x0 = (1, 0,−0.5,−1), and
y0 = (0, 0.5, 1.5, 1). We can see the form of the potential in Fig. 4(a). We employ units such that kB = 1 and write all
values as unitless. We reduce the height of the highest barrier from around 120 to 20 by employing a scaling factor of
α = 0.2.
What matters for the dynamics of the particle is the ratio of the barrier height to the thermal energy kBT . Here,
we simulate the system at a temperature of T = 1, such that kBT = 1. Therefore, we have a substantial barrier of
around 20 kBT between the two states and a rare event system. For the coordinates x and y, there is no CV projection
needed, and we can obtain the reference FES directly from the potential, F (x, y) = U(x, y).
10
For the WT-MetaD simulations, we use the pesmd code from the PLUMED enhanced sampling package.8,62 The pesmd
code implements a simple MD integrator with a Langevin thermostat90 for analytical model potentials. We employ a
time step of 0.005 and a friction coefficient of 10 for the Langevin thermostat.
In the WT-MetaD simulations, we take x and y as CVs. We use the bias factors of 3, 5, 7, 10, and 20, and an initial
Gaussian height of 1.2, a Gaussian width of 0.1 for both CVs, and deposit Gaussians every 200 steps. The simulations
are run for a total time of 100000 (2 · 107 steps). We calculate the c(t) factor needed for the weights every time a
Gaussian is added using Eq. 6 as implemented in PLUMED (using a grid of 500×500 over the domain [−5, 5]× [−5, 5]).
When training the embeddings from the WT-MetaD simulations, we skip the first 20% of the runs (up to step 4 · 106)
to ensure that we avoid the period at the beginning of the simulations where the weights might be unreliable due to
rapid changes in the bias potential. To avoid numerical issues, we normalize the weights such that they lie in the range
0 to 1.
For the embeddings, we use the coordinates x and y as input features (k = 2), while the number of output CVs is also
2 (d = 2). We do not standardize or preprocess the input features.
B. Alanine dipeptide
We perform the alanine dipeptide (Ace-Ala-Nme) simulations using the GROMACS 2019.2 code91 patched with a
development version of the PLUMED plug-in.8,62 We use the Amber99-SB force field,92 and a time step of 2 fs. We
perform the simulations in the canonical ensemble at 300 K using the stochastic velocity rescaling thermostat93 with
a relaxation time of 0.1 fs. We constrain hydrogen bonds using LINCS.94 We perform the simulations in vacuum
where we employ no periodic boundary conditions and no cut-offs for the electrostatic and non-bonded van der Waals
interactions.
For the parallel tempering (PT) simulation, we employ 4 replicas with temperatures distributed according to a
geometrical distribution in the range of 300 K to 800 K (300.0 K, 416.0 K, 576.9 K, 800.0 K). We run the PT simulation
for 100 ns per replica. We attempt exchanges between neighboring replicas every 10 ps. We obtain the FESs from the
PT simulation using a histogram in which we use 300 bins for each CV. We use only the 300 K replica for analysis.
We perform the WT-MetaD simulations using the backbone dihedral angles Φ and Ψ as CVs and different values for
the bias factor (2, 3, 5, 10, and 20), as discussed below. We use an initial Gaussian height of 1.2 kJ/mol, a Gaussian
width of 0.2 rad for both CVs, and deposit Gaussians every 1.0 ps. We run the WT-MetaD simulations for 100 ns.
We calculate the c(t) factor needed for the weights every time a Gaussian is added using Eq. 6 as implemented in
PLUMED (using a grid of 500× 500 over the domain [−pi, pi]× [−pi, pi]).
When training the embeddings from the WT-MetaD simulations, we skip the first 20 ns to ensure that we avoid the
period at the beginning of the simulations where the weights might be unreliable due to rapid changes in the bias
potential. To avoid numerical issues, we normalize the weights such that they lie in the range 0 to 1.
For the embeddings, we use 21 heavy atoms pairwise distances as input features (k = 21), while the number of output
CVs is 2 (d = 2). To obtain an impartial selection of features, we start with all 45 heavy atoms pairwise distances.
Then, to avoid unimportant features, we automatically check for low variance features and remove all distances with a
variance smaller than 2 · 10−4 nm2 from the training set (see Fig. S2 in the SM). This procedure removes 24 distances,
and we are left with 21 distances that we use for the embeddings (both training and projections). The remaining
distances are standardized such that their mean is zero, and their standard deviation is 1.
We note that we only do this trimming of distances to avoid including redundant features into the NN that only
add noise to the training procedure. There is no intrinsic limitation to MRSE that limits us to using this number of
features.
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C. Neural network architecture
For the NN architecture (size and number of layers), we use the same setup as from the work of van der Maaten
and Hinton.23,95 Namely, the NN consists of an input layer with a size equal to the dimension of the feature space k,
followed by three hidden layers of sizes h1 = 500, h2 = 500, and h3 = 2000, and an output layer with a size equal
to the dimension of the latent space d. For the MB potential and alanine dipeptide, we use k equal to 2 and 21,
respectively. In both cases the embeddings map the feature space to 2D latent space (d = 2). For the details regarding
the architecture of NNs, see Tab. I.
The following details differ from the NN setup used in Refs. 23 and 95. To allow for any output value, we do not wrap
the output layer within an activation function. Moreover, for all hidden layers, we employ leaky rectified linear units
(ReLU)96 with a leaky parameter set to 0.2. Each hidden layer is followed by a dropout layer97 (dropout probability
p = 0.1) as dropping out nodes with a small probability value reduces overfitting. The dropout layer is only used
during the training.
We note that we tried to reduce the number of nodes in each of the NN layers, but this resulted in a bad embedding
that was unable to discriminate between the metastable states. We find the NN architecture used here to work well
for the systems examined in this study, although modifications may be needed when considering more complex and
challenging cases.
D. Training procedure and hyperparameters
We use the WT-FPS algorithm to select 2000 landmark features that we use as training data. Unless otherwise
indicated, we use α = 5 for the selection (see Eq. 18). We then shuffle the selected landmark features and divide them
into batches of size 500. We initialize all trainable weights of the NNs with the Glorot normal scheme98 using the gain
value calculated for leaky ReLU. The bias parameters of the NNs are initialized with 0.005.
We minimize the KL divergence between feature probability distribution and latent probability distribution using the
Adam optimizer,80 where we use learning rate η = 10−3, and momenta β1 = 0.9 and β2 = 0.999. We also employ a
standard L2 regularization term on the trainable network parameters θ in the form of weight decay set to 10−4. We
perform the training for 100 epochs in all cases. The KL divergence learning curves for the systems considered here
are shown in Figs. S7 and S8 of the SM.
We report all hyperparameters used to obtain the results in this work in Tab. I. For reproducibility purposes, we also
list the random seeds used while launching the training (the seed affects both the landmark selection and the shuffling
of the landmark features during the training). The training procedure and hyperparameters used here worked well for
the systems examined in this study, but modifications may be needed when analyzing more difficult cases.
TABLE I. Hyperparameters used to obtain the results reported in this paper.
Hyperparameter Müller-Brown Alanine dipeptide
Architecture [2, 500, 500, 2000, 2] [21, 500, 500, 2000, 2]
Optimizer Adam Adam
Number of samples N = 2000 N = 2000
Batch size Nb = 500 Nb = 500
Training iterations 100 100
Learning rate 10−3 10−3
Seed 111 111 (main text); 222, 333 (SM)
Leaky parameter 0.2 0.2
Dropout 0.1 0.1
Weight decay 10−4 10−4
β1 and β2 0.9 and 0.999 0.9 and 0.999
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E. Cluster analysis
We perform the cluster analysis on the MRSE embeddings by fitting a Bayesian Gaussian mixture99 to the data. We
run this procedure with the number of components (clusters) equal to 4, where each component has its own general
covariance matrix. We use the scikit-klearn machine-learning library100 and scipy101 to perform this analysis.
F. Data availability
We used git commit 89d6e88 of LibTorch to obtain all results. All the data and PLUMED input files required to
replicate the results presented in the main text are available from the PLUMED Consortium repository62 under
plumID:XX.YYY at https://www.plumed-nest.org/eggs/XX/YYY/ (will be added upon publication).
IV. RESULTS
A. Müller-Brown potential
We start by considering a single particle moving on the two-dimensional Müller-Brown potential shown in Fig. 4. We
use this system as a simple test to check if the MRSE method can preserve the topography of FES when performing a
simple 2D to 2D mapping, in the absence of any dimensionality reduction. In other words, we select the dimensionalities
of the feature space and the latent space to be equal. Such simple mappings are known to be a problem for some
methods, e.g., variational autoencoders as shown in Figure 4(d) in Ref 34.
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FIG. 4. MRSE embeddings for the Müller-Brown potential (1st panel) obtained from the WT-MetaD simulation with bias
factor γ = 5. We show FESs for the embeddings obtained without (2nd panel) and with (3rd) incorporating weights during the
training. The units for the MRSE embeddings are arbitrary and thus not shown.
We train the MRSE embeddings on biased simulation data coming from WT-MetaD simulations using the coordinates
x and y as CVs. Here we show results obtained with γ = 5, while the results for the remaining bias factors (3, 7, 10,
20) are shown in Fig. S1 in the SM.
We present the FESs obtained with the MRSE embeddings in Fig. 4. We can see that the embeddings preserve the
topography of the FESs well and demonstrate a fine separation of metastable states, both when we incorporate the
weights into the training (see Eq. 9), and when we do not. The same can be said for most of the other bias factor
shown in Fig. S1 in the SM.
In Fig. 5, we show how the embeddings map the x and y coordinates. We can see that most of the points lie along the
identity line, which shows that the embeddings preserve well the original coordinates of the system. In other words,
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FIG. 5. Normalized Müller-Brown coordinates x and y versus the normalized CVs from the MRSE embedding. The MRSE
embeddings for the Müller-Brown potential are obtained from the WT-MetaD simulation with bias factor γ = 5. We show how
the embeddings map the coordinates x and y. We show both reweighted (red) and non-reweighted (blue) embeddings.
the embeddings maintain distances between points when going from the feature space to the latent space. We analyze
this point in a detailed manner for a more high-dimensional system in Sec. IVB.
B. Alanine dipeptide
Next, we consider alanine dipeptide in vacuum, a small system often used to benchmark free energy and enhanced
sampling methods. The free energy landscape of the system is described by the backbone (Φ,Ψ) dihedral angles as
shown in Fig. 7(a), where we can see that the FES is characterized by three metastable states. We can consider the
C7eq and C5 states as one superstate since these states are only separated by a small barrier of around 1–2 kBT , so
transitions between the two states are frequent. The C7ax state lies higher in free energy (i.e., is less probable) and is
separated by a high barrier of around 14 kBT from the other two states. Generally, the (Φ,Ψ) angles are taken as CVs
for biasing, though for this particular setup in vacuum it is sufficient to bias Φ to drive the sampling between states
(i.e., Ψ is a fast CV compared to Φ).
In the training of the MRSE embeddings, we do not use the (Φ,Ψ) angles as input features, but rather a set of 21
heavy atom pairwise distances that we have impartially selected in an automated way as described in Sec. III B. Using
only the pairwise distances as input features makes the exercise of learning CVs more challenging as the Φ and Ψ
angles cannot be represented as linear combinations of the interatomic distances. We can assess the quality of our
results by how well the MRSE embeddings preserve the topography of the FES. However, before considering the MRSE
results, let us consider the landmark selection, which we find to be a rather crucial issue to get accurate embeddings.
As discussed in Sec. II C, we need to have a landmark selection scheme that takes into account the weights of the
configurations and gives a balanced selection that ideally is close to the equilibrium distribution. Our choice is
WT-FPS86 that has a single parameter α that interpolates between random and FPS selection of landmarks. In Fig. 6,
we show the results using the WT-FPS scheme for one of the WT-MetaD simulations (γ = 5).
For α = 1, which is equivalent to a random selection with weights, we can see that we get an insufficient representation
of the C7ax state. We can understand this by looking at the weights of configurations in the C7ax state as they are
considerably smaller than the weights from the other states. As expected, using the α = 1 landmark selection results
in a poor MRSE embedding due to the lack of data from the C7ax state (see Fig. S5 in the SM).
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FIG. 6. Results of WT-FPS landmark selection for the WT-MetaD simulation (γ = 5) for alanine dipeptide biasing (Φ,Ψ). (a)
In the first two panels, we show in the (Φ,Ψ) space, the reference FES and the points sampled during the simulations. In the
subsequent panels, we show the 2000 landmarks selected for different values of the α parameter. (b) In the bottom row, we show
the results projected on Φ, where the reference FES is shown in light blue. The projections (black) are calculated as a negative
logarithm of the histogram of the selected landmarks.
However, we can see that using α = 5 yields a much more balanced selection that is relatively close to the equilibrium
distribution, as shown in the FES projected on Ψ in the bottom row in Fig. 6. Using larger values of α results in
selections closer to the sampling from the underlying biased simulation, with more features higher in free energy. We
observed that using α = 5 gave the best results for the MRSE embeddings. In contrast, higher values of α resulted in
embeddings characterized by the overlapping metastable states, as can be seen in Fig. S6 in the SM for the α = 20
case. The reason for this worse behavior for higher values of α is the inclusion of features from higher-lying regions and
the transition states in the training dataset. Therefore, in the following, we use WT-FPS with α = 5 for the landmark
selection.
The above results for WT-FPS landmark selection underline the importance of having a balanced selection of landmarks
that is close to the equilibrium distribution and gives a proper representation of all metastable states but excludes
points from higher-lying free energy regions and transition states. The exact value of α that achieves such optimal
selection depends on the energy landscape of the system of interest. Though we cannot say too much about what value
to use in general, it is clear that α should not be too large and ideally the smallest value that achieves a balanced
selection.
Having established how to perform the landmark selection, we now consider result for MRSE embeddings trained on
unbiased and biased simulation data. The unbiased simulation data comes from a parallel tempering (PT) simulation
that gives an accurate description of the equilibrium distribution.102 We refer to the embedding trained on this data as
the PT embedding. The biased simulation data comes from WT-MetaD simulations biasing the (Φ, Ψ) angles where
we employ different values of the bias factor γ, going from 2 to 20. We refer to these embeddings as the WT-MetaD
embeddings. Here we use the bias factor to generate a set of biased simulations that progressively go from a biased
distribution closer to the equilibrium one to more flatter distribution as we increase γ (see Eq. 4). In this way, we
can test how the MRSE reweighting procedure works when handling simulation data obtained under different biasing
strengths. To be consistent and allow for a fair comparison, after training the embeddings, we always apply them to
the same PT simulation data and use the resulting projections to perform all analysis and to generate the FESs.
In Fig. 7, we show the FESs obtained from the different MRSE embedding. In Fig. 8, we also show results of cluster
analysis (see Sec. III E for the details) of the data that shows how the different embedding map the metastable states.
Both the PT embedding in Fig. 7(b) and the WT-MetaD embeddings in the upper row of Fig. 7(c) are somewhat
similar. We can see from Fig. 8 that the embeddings preserves the topography of the FES and correctly map the
important metastable states from the feature space to the latent space. This means that the embeddings map both
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FIG. 7. Results of the MRSE embeddings on unbiased and biased simulation data of alanine dipeptide in vacuum at 300 K. (a)
The free energy landscape F (Φ,Ψ) from the PT simulation. The metastable states C7eq, C5, and C7ax are shown. (b) The FES
for the MRSE embedding trained using the unbiased PT simulation data. (c) The FESs for the MRSE embeddings trained using
WT-MetaD simulation data. We show results obtained from runs using different bias factors γ. The upper row (reweighted)
shows results obtained by incorporating weights (see Eq. 9), while the lower row shows results obtained by not incorporating
weights (not reweighted). We obtain all the FESs using the PT simulation data. The units for the MRSE embeddings are
arbitrary and thus not shown.
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FIG. 8. Clustering of the data from the PT simulation at 300 K for the different embeddings (See Sec. III E). The results show
how the embeddings map the metastable states. The clustered data points are colored accordingly to their cluster. The first
panel shows the metastable state clusters in the (Φ,Ψ) space. The second panel shows the results for the PT embedding. The
third and fourth panels show the results for the WT-MetaD embedding, using γ = 5 as a representative case, obtain without
and with reweighting, respectively. We note that due to periodic boundary conditions, the C7eq metastable state is split into
two separate clusters (blue and green). The units for the MRSE embeddings are arbitrary and thus not shown.
the local and global similarities accurately. For the WT-MetaD embeddings, we can see that the γ = 20 embedding is
slightly worse than the others, but this can be explained by the high bias factor used, see below.
Next, we investigate the effect of not incorporating the weights into the training of the WT-MetaD embeddings (i.e.,
not using them in Eq. 9). We can see in the lower row of Fig. 7(c) that the embeddings are mostly similar to the
reweighted ones in the upper panel. This similarity is most likely because the WT-FPS scheme already takes the
weights into account. The γ = 10 and γ = 20 embeddings seem to be slightly better when not incorporating the
weights.
To further check the quality of the embeddings, we calculate the free energy difference between the different metastable
states:1
∆FA,B = − 1
β
log
∫
A ds e
−βF (s)∫
B ds e
−βF (s) , (20)
where the integration domains are the regions in CV space corresponding to the states A and B, respectively. This
equation is only valid if the CVs correctly discriminate between the different metastable states. We can thus calculate
the free energy differences for the different embeddings and compare them to a reference value. A deviation from the
reference value indicates that the embedding does not correctly map the metastable states. In Fig. 9, we show the
results for the free energy differences for the embeddings. The reference values are obtained by doing the integration
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FIG. 9. Free energy differences between different metastable states of alanine dipeptide for the FESs obtained with the
embeddings shown in Fig. 7. We show the reference values from the (Φ, Ψ) FES for the PT simulation as horizontal gray lines.
The results for the reweighted embeddings are shown as blue dots, while the non-reweighted embeddings are shown as red dots.
in the (Φ, Ψ) FES for the PT simulation (Fig. 7). The results are consistent with our conclusions from Figs. 7 and 8,
and corroborate the reliability of the embeddings. All free energy differences obtained with the MRSE embeddings
agree with the reference values within a 0.5 kBT uncertainty.
FIG. 10. The joint histogram of distances in the high-dimensional feature space and the low-dimensional latent space. We show
the results for the embeddings shown in Fig. 7. We show the identity line y = x as a black line. For an ideal embedding, all the
density would lie on this line. We have normalized the distances to lie in the range 0 to 1.
As a final test of our embeddings, we follow the approach presented by Tribello and Gasparotto83,84 to compare
different dimensionality reduction methods. We calculate distances between points in the high-dimensional feature
space and the corresponding distances between points in the low-dimensional latent (i.e., CV) space given by the
embeddings. We then calculate the joint histogram of the distances. The density will be concentrated on the identity
line if an embedding is perfect. As we can see in Fig. 10, for most embeddings, the density is concentrated close to the
identity line.
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For the WT-MetaD embeddings with γ > 3, we can see for the reweighted embeddings that the density for middle
distances is distributed non-linearly along the identity line, in contrast to the non-reweighted embeddings. This
difference is due to using an additional criterion during the training of the embedding: apart from Euclidean distances,
we also include the weights. However, we can expect this difference, as having points with low weights in the feature
space will decrease the probability of being neighbors with these points in the latent space.
Looking at Figs. 7, 9, and 10 together, we can see that the γ = 10 and γ = 20 embeddings are worse than the
embeddings with the lower bias factors. This worse behavior is very likely because the biased CV distribution has
started to deviate much more from the equilibrium distribution in these simulations. Therefore, it is harder for the
WT-FPS scheme to get good landmarks. And the reweighting during the training is unable to correct for this. However,
we do not think this a significant issue. Bias factors γ > 10 are unnecessarily large for this particular system. It is
sufficient to employ a bias factor of around 5 to get a good sampling. Therefore, when judging our results, we should
focus on the WT-MetaD embeddings for the lower bias factors that are remarkably good.
To test the effect of the stochastic nature of the method, we obtain embeddings with two other predefined random
seeds, see Figs. S3 and S4 in the SM. Apart from some irrelevant rotation, the embeddings are similar to ones shown in
Fig. 7 on both local and global scales. We can see that from Fig. 7 and Figs. S3 and S4 that all embeddings obtained
with the same random seed are rotated similarly, despite being trained on different simulation data. We believe this to
be due to the initialization of the NN, which depends on the seed and thus is the same for all embeddings obtained
with the same seed. In any case, a rotation of the embeddings is irrelevant. We can always apply a transformation to
the embeddings to rotate them if needed.
V. DISCUSSION AND CONCLUSIONS
ML methods are quickly making an impact in the field of atomistic simulations. They provide a general framework for
automatically finding and representing the essential characteristics of the simulation data. This task is particularly
crucial in the field of enhanced sampling simulations. In CV-based enhanced sampling simulations, we seek a few
generalized degrees of freedom (i.e., CVs) to represent and drive the sampling of the free energy landscape. The
CVs should separate the different metastable states and correspond to all the slow degrees of freedom. For this task,
we propose here a method called multiscale reweighted stochastic embedding (MRSE). This method can find CVs
automatically by learning a low-dimensional embedding from a high-dimensional feature space.
The MRSE method is parametric as we employ a deep NN for the embedding function representing the CVs. Thus,
once we have learned the embeddings, we can use the NN to project any given point in feature space to the CV space
without re-running the training procedure. Furthermore, we can obtain the derivatives of the NN with respect to the
input features, and therefore bias the learned CVs within enhanced sampling simulations. We will make use of this
property in future work.
For the model system used in this work, we have used up to 21 input features for the MRSE embeddings. However, as
we construct the probability matrices for the high-dimensional feature space through kernels,70 the method scales well
with the dimension of the feature space. Therefore, we can employ MRSE with a larger number of input features,
compared to the number used in this work. In fact, t-SNE, which is the starting point for our method and also employs
kernels for the feature space, has been used with up to 104 input features.22 Only when using larger feature spaces are
we likely to need larger training datasets, but this is not an issue as we discuss in the following.
A significant limitation of SNE methods is the poor scalability of the probability matrices with the size of the dataset.
Instead, in our approach, we feed the NNs in batches and compute the probability matrices only within each batch.
That reduces the memory restrictions immensely and allows us to train MRSE embeddings on datasets of virtually
any size. Additionally, as discussed in Ref. 23, parametric techniques using only an encoder network, like t-SNE and
MRSE, provide computational advantages over autoencoders, which consists of an encoder part and a decoder part,
during the training stage. As a result, in our MRSE method, derivatives (i.e., errors in ML terminology) have to be
backpropagated through roughly half the number of NN layers as compared to autoencoders.
One of the issues with using kernel-based dimensionality reduction methods like diffusion maps20 and SNE algorithms21
is that the user needs to select bandwidths for the Gaussian kernels. It is not always clear what values to use. For
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example, in t-SNE,22,23 one optimizes a single Gaussian bandwidth to match a parameter called perplexity, which we
can view as the effective number of neighbors. However, this only redirects the issue. Now the question is — how to
select the perplexity value?76 Larger perplexities lead to a larger number of nearest neighbors and to an embedding
that is less sensitive to small topographic structures in the data. Conversely, a lower perplexity considers a smaller
number of neighbors, and thus ignores more global information in favor of the local neighborhood. Furthermore, what
if several length scales characterize the data? In this case, it is impossible to represent the density of the data with a
single bandwidth. In t-SNE, it may be challenging to grasp the topological details within a single embedding. Instead,
people resort to viewing multiple embeddings obtained with different perplexities.76
In our MRSE method, we circumvent the issues of selecting the bandwidth or perplexity by employing a multiscale
representation of the feature space, as described in Sec. II B 3. Instead of a single Gaussian kernel, we use a Gaussian
mixture where each term has a bandwidth optimized for a different perplexity value. We perform this procedure in an
automated way so that the user does not have to think about selecting any parameter. The multiscale representation
allows us to describe both local and global characteristics of the underlying topography. This multiscale nature of
MRSE makes the method particularly suitable for investigating complex systems, where the free energy landscape
consists of several metastable states of different sizes.
Using ML methods is particularly tricky when considering training data obtained from enhanced sampling simulations.
In this case, we sample the features from a biased probability distribution and need to consider a reweighting procedure
to correct for this. In this work, we address this issue in a twofold way.
First, we use the WT-FPS landmark selection scheme that takes into account the weights of the configurations. This
scheme allows us to obtain a balanced selection of landmarks that is close to the equilibrium distribution. Although
MRSE does not require any parameters, the WT-FPS landmark selection scheme depends on the choice of the α
parameter. The exact α value to be used is case-dependent. However, one should try to select it such that one obtains
a landmark selection that gives a proper representation of all metastable states but excludes points from higher-lying
free energy regions and transition states.
Second, we propose a reweighting scheme based loosely on the one used in diffusion maps.20,74 This scheme provides a
way to incorporate weights into the training of the MRSE embeddings via reweighted Gaussian kernels. For the system
considered in this work, the MRSE embeddings obtained by including the weights are slightly different, though it is
hard for us to conclude that including the weights improves the embeddings, in fact, the opposite seems to be the case
for some of the results. This is most likely because we already include the weights when selecting the landmarks with
the WT-FPS scheme, which seems to be a more critical issue and mostly solves the reweighting problem. However, we
should not take too much from these results as this might be a rather system-dependent issue. Therefore, we need to
consider further the effect of reweighting on the MRSE embeddings in future work.
We implemented the MRSE method into the PLUMED enhanced sampling plug-in. This native PLUMED implemen-
tation has numerous benefits. We can use the MRSE method with the various MD codes that PLUMED support. We
can use MRSE to learn CVs in post-processing, like we have done here, and on-the-fly during a simulation. We will
make use of on-the-fly training in future work, as discussed below. PLUMED implements the calculation of various
features/CVs that we can use as input features for MRSE embeddings. Finally, we can employ the learned CVs with
the different biasing methods implemented in PLUMED. We will make MRSE publicly available by contributing the
code to the official PLUMED repository in the near future.
In this work, we have focused on the learning procedure, when employing unbiased and biased simulation data, and the
effect of reweighting. Therefore, to eliminate the influence of incomplete sampling, we have employed idealistic sampling
conditions that are not always achievable in practice.45 We can clearly observe the promising performance of the MRSE
method for learning CVs from the results presented here. The next step is to use the MRSE method within an enhanced
sampling scheme, where we will iteratively improve the CVs, in a similar fashion to other techniques.30,31,43,103,104 We
will pursue this objective in future work.
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APPENDIX
A1. KULLBACK-LEIBLER DIVERGENCE LOSS BETWEEN P(xi,xj) AND Q(si, sj) FOR FULL SET OF TRAINING DATA
We present a derivation of the KL divergence between two pairwise probability distributions P(xi,xj) and Q(si, sj)
given by Eq. 8. For discrete probability distributions p and q defined on the same probability space χ, the KL
divergence of p and q is defined to be:
DKL(p || q) =
∑
x∈χ
p(x) log
(
p(x)
q(x)
)
, (A1)
where q(x) = 0 implies p(x) = 0, and the base of the logarithm is arbitrary. For two pairwise probability matrices,
Eq. A1 needs to be rewritten as the row-wise average of the KL divergences:69
DKL
(
P‖Q) = 1
Nb
Nb∑
i=1
DKL(Pi ||Qi), (A2)
where Pi and Qi are the i rows of P(xi,xj) and Q(si, sj), respectively, and Nb is the number of rows in the matrices or
the batch size. Then, if we take an average of the partial KL divergence losses for all B batches of the data using
Eq. A2, we arrive at Eq. 8 for the full set of training data:
DKL
(
P‖Q) = 1
B
B∑
b=1
1
Nb
Nb∑
i=1
Nb∑
j=1
i6=j
pij log
(
pij
qij
)
(A3)
=
1
N
B∑
b=1
Nb∑
i=1
Nb∑
j=1
i 6=j
pij log
(
pij
qij
)
. (A4)
A2. SHANNON ENTROPY FOR THE REWEIGHTED GAUSSIAN KERNEL
Here we derive Eq. 12 and Eq. 13 from Sec. II B 3. The Shannon entropy of a discrete Gaussian kernel is:
H(xi) = −
∑
j
piij log p
i
ij , (A5)
where piij is the ith row of the reweighted feature probability distribution:
pij =
K˜i(xi,xj)∑
k K˜k(xi,xk)
, (A6)
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for the reweighted Gaussian kernel K˜i(xi,xj) = r(xi,xj)Ki(xi,xj), where r(xi,xj) is a reweighting factor. We define
a row-wise normalization constant of Eq. A6 as p˜i =
∑
k K˜i(xi,xk). By plugging Eq. A6 to Eq. A5, we arrive at:
H(xi) = − 1
p˜i
∑
j
K˜i(xi,xj) log
(
1
p˜i
K˜i(xi,xj)
)
(A7)
= − 1
p˜i
∑
j
K˜i(xi,xj) log
(
1
p˜i
r(xi,xj)Ki(xi,xj)
)
(A8)
= − 1
p˜i
∑
j
K˜i(xi,xj)
(
log r(xi,xj) + logKi(xi,xj)− log p˜i
)
(A9)
= − 1
p˜i
∑
j
K˜i(xi,xj)
(
log r(xi,xj)− i‖xi − xj‖22 − log p˜i
)
(A10)
=
1
p˜i
(
i
∑
j
K˜i(xi,xj)‖xi − xj‖22 −
∑
j
K˜i(xi,xj) log r(xi,xj) + log p˜i
∑
j
K˜i(xi,xj)︸ ︷︷ ︸
=p˜i
)
(A11)
=
1
p˜i
(
i
∑
j
K˜i(xi,xj)‖xi − xj‖22 −
∑
j
K˜i(xi,xj) log r(xi,xj)
)
+ log p˜i (A12)
=
1
p˜i
i
∑
j
K˜i(xi,xj)‖xi − xj‖22 −
1
p˜i
∑
j
K˜i(xi,xj) log r(xi,xj) + log p˜i (A13)
= HU (xi) +HV (xi) + log p˜i. (A14)
The full Shannon entropy vector is H = [H(x1), H(x2), . . . ,H(xN )]T .
If the weights are given by WT-MetaD, then HV (xi) may be further reduced:
HV (xi) = − 1
p˜i
∑
j
K˜i(xi,xj) log r(xi,xj) (A15)
= − 1
p˜i
∑
j
K˜i(xi,xj) log
√
eβVieβVj (A16)
= − β
2p˜i
∑
j
K˜i(xi,xj)(Vi + Vj) (A17)
= −β
2
 1
p˜i
∑
j
K˜i(xi,xj)Vj + Vi
 , (A18)
which is Eq. 13 from the main text.
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