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Abstract
To analyze the impact of neural threshold variability in the mushroom body (MB) for pattern recognition, we used a computational
model based on the olfactory system of insects. This model is a single-hidden-layer neural network (SLN) where the input layer
represents the antennal lobe (AL). The remaining layers are in the MBs that are formed by the Kenyon cell (KC) layer and the out-
put neurons that are responsible for odor learning. The binary code obtained for each odorant in the output layer by unsupervised
learning was used to measure the classification error. This classification error allows us to identify the neural variability paradigm
that achieves a better odor classification. The neural variability is provided by the neural threshold of activation. We compare
two hypotheses: a unique threshold for all the neurons in the MB layer, which leads to no variability (homogeneity), and different
thresholds for each MB layer (heterogeneity). The results show that, when there is threshold variability, odor classification perfor-
mance improves. Neural variability induces populations of neurons that are specialists and generalists. Specialist neurons respond
to fewer stimulus than the generalists. The proper combination of these two neuron types leads to performance improvement in the
bioinspired classifier.
Keywords: Artificial neural networks, neural threshold, neural variability, heterogeneity, homogeneity, olfactory system, pattern
recognition, generalist neuron, specialist neuron, odor learning, odor classification, odor discrimination, gain control,
unsupervised learning, neural sparseness condition.
1. Introduction
The olfactory system of insects is made of a complex neu-
ral machinery made of at least four processing layers [1] capa-
ble of classifying a large number of odorants from an unlim-
ited number of stimuli that are highly variable [2] (different gas
concentrations, mixtures, etc). The main reasons to chose the
olfactory system of insects are: the simplicity of the structural
organization [3, 4, 5, 6, 7, 8, 9, 10], the nature of the neural
coding [11, 12, 13, 14, 15, 16, 17, 2, 18, 19], the advent of the
genetic manipulation techniques that isolate brain areas during
the formation of memories [20, 21, 22, 23], and the extensive
odor conditioning experiments that shed light into the dynamics
of learning during discrimination tasks [24, 25, 26, 27, 28, 29].
Olfactory systems implement simple mechanisms to realize a
quick and stable odorant discrimination [30], a goal we want to
achieve through computer modeling. Our focus in this work is
on neural variability. The driving question is how neural het-
erogeneity impacts system performance in pattern recognition.
Neural diversity is widespread in the brain, even within the
same neural types there is a large heterogeneity in the intrin-
sic properties and the connectivity patterns, one hypothesis that
explains this puzzling observation is functional differentiation
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within the same types [31]. Another explication is the hypothe-
sis of homeostatic regulation of neural systems, in particular in
the olfactory system [32, 33, 34, 35]. However, as we show in
this paper, neural heterogeneity can be very beneficial in terms
of improving performance in pattern recognition tasks.
Typical models of the olfactory system use very little vari-
ability in the excitability in the neurons, implemented by fixed
neural thresholds. However, recent applied research on artificial
noses determined that using heterogeneous detection thresh-
olds for different odorants, you can improve gas discrimina-
tion [36, 37]. This is one of the motivations why we study neu-
ron threshold variability in the information process achieved by
neural olfactory system. Additionally, it has been reported that
neural thresholds vary in olfactory receptor neurons (ORN) [38]
and in Kenyon cells (KCs) [39]. Neural variability in the form
of a broad distribution of thresholds is a generic property of
neurons in the brain.
To investigate if neural threshold variability increases odor-
ant classification performance, we use a simple model of the
olfactory system [40, 41] based on McCullouch-Pitts neu-
rons [42]. The insect olfactory pathway starts at the antenna,
where a massive number of receptors encoding the odor stimu-
lus in a high-dimensional space. This information is then sent
to the AL for additional processing. The AL exhibits complex
dynamics produced by the interaction of its excitatory and in-
hibitory neural populations [43, 44, 13]. The excitatory cells
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are called projection neurons, PNs, because they only trans-
mit the result of AL computation to deeper regions. Moreover,
recordings from the AL in the locust indicate that the activity
in the projections of the excitatory neurons of the Locust re-
mains nearly constant despite large variations of the odor con-
centration [45]. Therefore, a gain control mechanism [46, 47]
controlling neuronal activity in the AL is likely to exist [48].
The projection neurons deliver the AL output to a very large
number cells of Kennyon of the MB using a fan-out connec-
tivity that increases the separability between different odor en-
codings. This fan-out phase combined with the sparse firing
for these KCs [39, 49, 50] facilitates the odorant discrimination
process realized in a fan-in phase by output neurons, which are
involved in memory formation and storage [51, 52, 20].
We focus on the AL and MB (model in Fig.1), where the
input to single-hidden-layer neural network (SLN) is the AL
activity, which is connected to MB through a non-specific con-
nectivity matrix [50]. The reason for this non-specific connec-
tivity matrix is due to the individual connection variability of
insects of the same species [53, 54]. The other layers of the
SLN, hidden and output, are composed by KC and output neu-
rons respectively. These are connected by a connectivity matrix
that implements Hebbian-like learning [52, 55].
Figure 1: The structure of the model is divided into the antennal lobe (AL) and
mushroom body (MB). The MB is divided into the Kenyon cell (KC) layer and
output neurons (OutN). The ratios shown are taken from the locust brain size in
this particular case.
Our goal is to analyze, first, how information is processed in
the olfactory system and, second, the role of threshold variabil-
ity in this system. Hence, we compare the existence of thresh-
old variability (heterogeneous thresholds) with their absence
(homogeneous threshold) to determine whether this improves
odorant classification. To this end, we measure the classifica-
tion error obtained in the output layer after applying unsuper-
vised learning. A correctly classified odorant always generates
the same output pattern class A′ for a given input pattern class
A.
We conclude that odorant classification can improve with
neuron threshold variability or heterogeneity, leading us to la-
bel neurons as generalists or specialists [56, 57]. Moreover, the
classification performance is closely related to sparse activity
of the KC population [39, 58] which can be regulated by neural
thresholds too in addition to the connectivity degrees [50].
2. Olfactory model
2.1. Neuron model
In locusts, activity patterns in the AL are practically time-
discretized by a periodic feedforward inhibition onto the MB
calyxes [59] with very low KC activity [39]. Thus, the infor-
mation is represented by time-discrete, sparse activity patterns
with the KCs locked on the 50 ms local field potential oscilla-
tion cycle. Because of these neurons are inactive most of the
time, but being activated, their neuronal response is produced
by the coincidence of concurrent spikes followed by a reset,
we have used the McCulloch-Pitts model [42] in all neurons of
the hidden and output layers, as mentioned above. This neuron
model uses the threshold step function as activation function.
Therefore, we have the following (see network model in Fig.2):
y j = ϕ(
NAL∑
i=1
c jixi − θ j), j = 1, . . . , NKC ,
zl = ϕ(
NKC∑
j=1
wl jy j − εl), l = 1, . . . , NOutN ,
(1)
where xi, y j and zl are activation states for a input, hidden and
output neuron respectively, c ji and wl j are weights linking two
neurons, θ j and εl are thresholds for the hidden and output neu-
ron respectively, and ϕ is the Heaviside activation function. The
Heaviside activation function ϕ is 0 when its argument is nega-
tive or 0 and 1 otherwise.
2.2. Network model
Figure 2: Network model composed of 3 layers: Antennal Lobe, Kenyon cells
and output neurons. The input layer X is connected to the hidden layer Y by a
random matrix C. This hidden layer is connected to the output layer Z by other
random matrix W, whose weights are updated by Hebbian learning. These ran-
dom matrices are created with connection probabilities pc and pw. The thresh-
olds, biases, of hidden neurons and output neurons are θ and ε respectively.
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The network model is a SLN (Fig.2) with an input layer of 50
neurons, a hidden layer with 2, 500 neurons (locust has a ratio
of 1:50 between neurons of the input and hidden layer) and an
output layer with 5 neurons [41] (Table 1). These dimensions
were chosen because they ensure a high probability of classifi-
cation for the input used [40] for a relatively low computational
cost.
The connectivity matrices, C and W, are initialized at the be-
ginning of each learning process. We generate a matrix with
random values uniformly distributed in the range [0, 1]. The
binary connection values in the connectivity matrix use pc and
pw, as a threshold on the values of the random matrix such that
if an entry value is equal or less than pc or pw, the connec-
tion is established otherwise is set to 0. The connectivity ma-
trix C remains fixed throughout the learning process, while the
connectivity matrix W is updated using Hebbian learning. The
synaptic model of this network is completely binary. Therefore,
activation states for a neuron and weights can only take values
0 or 1, except for the input X.
2.3. Hebbian learning
As mentioned above, the connectivity matrix W linking the
KCs and output neurons undergoes associative learning, which
can be simulated by using Hebbian learning [52, 55]. This
learning is subjected to certain thresholds, whose selection will
be detailed in an upcoming section. Hebbian learning allows
the strengthening or weakening of the connections given by the
following connectivity matrix [40, 41]:
wl j(t + 1) = H(zl, y j,wl j(t)),
H(1, 1,wl j(t)) =

P(H(1, 1,wl j(t)) = 1) = p+
P(H(1, 1,wl j(t)) = wl j(t)) = 1 − p+
H(1, 0,wl j(t)) =

P(H(1, 0,wl j(t)) = 0) = p−
P(H(1, 0,wl j(t)) = wl j(t)) = 1 − p−
H(0, 1,wl j(t)) = wl j(t), H(0, 0,wl j(t)) = wl j(t),
(2)
where the future connection state wl j(t + 1) is determined by
a function H(zl, y j,wl j(t)), which depends on the output layer
neuron zl, the hidden layer neuron y j and the current connec-
tion state wl j(t). If the output layer neuron has not fired, the
connection state is not changed. However, if the output layer
neuron has fired, the connection state depends on the hidden
layer in the following ways:
• If the hidden layer neuron has fired, then the connection
between these neurons is created with a probability p+.
• If the hidden layer neuron has not fired, then the connec-
tion between these neurons is destroyed with a probability
p−.
2.4. Classification error
The classification error represents the percentage of odorants
which have not been correctly classified. To calculate this per-
centage, we assume that a correctly classified odorant always
generates the same output pattern class A′ for a certain input
pattern class A. Therefore, since we know how many clusters
there are in the input, we expect the same number of clusters
to appear in the output. This is the expected clustering used
to measure the classification error which is calculated after ob-
taining the model output. The output is clustered and compared
with the original ground truth, all of those odorants that are in-
consistent with this clustering is our classification error:
error =
#(Cin \Cout)
#Cin
× 100 (3)
where error is the number of elements in the algebraic set dif-
ference (symbol ”\” in the equation 3) of the input clustering
Cin with the output clustering Cout, divided by the number of
elements in the input clustering #Cin.
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Figure 3: Examples of orthogonal, character, normalized real patterns (in or-
der from top to bottom). Colors: black (fully active neuron), white (inactive
neuron), gray (different degrees of activity).
We use odorant patterns with different complexity degrees
(Fig.3). The simplest odorants are orthogonal with no overlap-
ping activity. Character odorants have overlapping and con-
tain binary information (input neurons are active or inactive
0,1). Finally, the more complex odorants are extracted from
data provided by electronic noses. These are real numbers (in-
put neurons have different degrees of activation) and we refer
to them as real odorants. We use 100 patterns of each kind
of odorant. This model is robust to noise [60]. Therefore,
to get 100 patterns of orthogonal and character odorants, we
replicate the 10 pattern classes of these odorants adding some
noise. Real patterns are composed by recordings of 16 chem-
ical sensors [61, 62] for 5 pattern classes: ethanol, ethylene,
ammonia, acetaldehyde and acetone. Each pattern is subjected
to gain control [48, 47], that keeps a constant neuronal activity
for all of them. These sets of patterns are evaluated by 5-cross-
validation, such that the training data set has 80 patterns and
test set has 20 patterns (Table 2).
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Parameter Value Description
NAL 50 Number of neurons for the input layer
NKC 2500 Number of neurons for the hidden layer
NOutN 5 Number of neurons for the output layer
xi {0, 1}, [0, 100] ∈ R Input neuron i
y j {0, 1} Hidden neuron j
zl {0, 1} Output neuron l
ci j {0, 1} Weight between a input neuron i and a hidden neuron j
w jl {0, 1} Weight between a hidden neuron j and an output neuron l
θ j [0,+∞] ∈ R Threshold for a hidden neuron j
εl [0,+∞] ∈ R Threshold for an output neuron l
pc [0, 1] → {0.1, 0.3, 0.5} Connection probability between an input neuron i and a hidden neuron j
pw [0, 1] → 0.5 Connection probability between a hidden neuron j and an output neuron l
p+ [0, 1] → 0.2 Probability of strengthening of weight w jl
p− [0, 1] → 0.1 Probability of weakening of weight w jl
Table 1: Table of parameters and their values in the model. These parameters, in order of appearance, correspond to dimensions, neurons, weights and thresholds of
the network, and probabilities used in the model.
Odorants Orthogonal Character Real
Classes 10 10 5
Patterns for each class 10 10 20
Patterns 100 100 100
Training 80 80 80
Test 20 20 20
Table 2: Table of odorants. This table shows, for each kind of odorant, the
number of pattern classes and number of patterns for each class. Also, the total
number of patterns and those used for training and test sets.
4. Threshold selection
Every neuron is capable of firing and transmitting informa-
tion to the next neuron when it exceeds a certain threshold. To
select the value of these thresholds, we use the concept of limit
threshold. A limit threshold is the number of stimuli received
in a neuron for a given odorant. This is the minimum threshold
which prevents a neuron from spiking for a given odorant.
To compare the use of a unique threshold for all neurons in
the MB layer (homogeneous thresholds) with the use of differ-
ent thresholds for each neuron of the MB layer (heterogeneous
thresholds), we use these limit thresholds in the training stage.
In the case of homogeneous thresholds, the minimum and max-
imum values for these limit thresholds determine the range of
selected thresholds. For heterogeneous thresholds, the variance
of limit thresholds establishes the populations of generalist and
specialist neurons. The threshold selection method varies ac-
cording to the type of neuron.
4.1. Limit thresholds
A limit threshold is the minimum threshold value which pre-
vents a neuron from spiking for a given odorant. This value has
been used as threshold in order to prove how important thresh-
old variability is for classification tasks. This limit threshold is
calculated for each neuron and each odorant as follows:
θOj =
NAL∑
i=1
c jixOi , ε
O
l =
NKC∑
j=1
wl jyOj (4)
where neuron j spikes ∀θ j, 0 ≤ θ j < θOj , and neuron l spikes
∀εl, 0 ≤ εl < εOl . Being θ
O
j the limit threshold for a KC ( j) and
an odorant (O), and εOl the limit threshold for an output neuron
(l) and an odorant (O). These thresholds are calculated only
one time in the odorant classification process before Hebbian
learning is applied. Therefore, the limit threshold matrix stores
all limit thresholds of a layer. In case of hidden layer, it has
dimension NKC×Nodor, and NOutN×Nodor for the KC and output
layer.
Θ =

θ11 · · · θ
Nodor
1
...
. . .
...
θ1NKC · · · θ
Nodor
NKC

E =

ε11 · · · ε
Nodor
1
...
. . .
...
ε1NOutN · · · ε
Nodor
NOutN

(5)
The purpose of these matrices is to know all possible thresh-
olds for each layer, for all neurons and odorants, and choose the
one which improves odorant classification.
4.2. Homogeneous thresholds
To calculate the threshold of each layer, we set the network
weights, C and W, and obtain the limit threshold matrix of the
hidden layer. We take the minimum and maximum of this ma-
trix and use these values, and those among them, as thresholds
for the hidden layer (Algorithm.1, lines 3-5). The goal is to ob-
tain the minimum classification error for each threshold and the
spike rate for the minimum value.
In order to achieve this minimum classification error, we ob-
tain the limit threshold matrix for the output layer, of each hid-
den layer threshold, and we take the minimum and maximum of
this matrix. Moreover we modify the weights of W by Hebbian
learning. We calculate the classification error for all possible
combinations and take the minimum observed. This value is
4
the minimum classification error for a hidden layer threshold
(Algorithm.1, lines 9-18).
Algorithm 1 Homogeneous thresholds
1: Set C and W in function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: θmin = min(Θ) //minimum matrix Θ
4: θmax = max(Θ) //maximum matrix Θ
5: N = θmax − θmin + 1 //number of thresholds
6: error[N] = 1 //vector that stores the minimum error for
each θ
7: for n = 0 → N − 1 do
8: θ = θmin + n
9: E = W tY //Limit threshold matrix for the output layer
10: εmin = min(E) //minimum matrix E
11: εmax = max(E) //maximum matrix E
12: M = εmax − εmin + 1
13: for m = 0 → M − 1 do
14: ε = εmin + m
15: HebbianLearning(z, y,w)
16: if error < error(θ) then
17: error(θ) = error
18: end if
19: end for
20: end for
4.3. Heterogeneous thresholds
We set the C and W weights and calculate the limit threshold
matrix for the hidden layer. Using this matrix, we obtain the
distribution of limit thresholds for each hidden layer neuron.
Then, neurons are labeled as generalists or specialists [56, 57]
depending on the distribution. This labeling determines the
subsequent threshold selection. Generalist neurons extract the
general properties of odorants and therefore respond to a wide
range of them. Specialist neurons are essential for odor discrim-
ination and therefore respond only to a single odorant. Thus,
variance of limit thresholds may be a measure that allows us
neural labeling as generalist or specialist. Mainly because gen-
eral neurons should have a low variance of limit threshold, since
these neurons are similarly stimulated by all odorants, and spe-
cialists neurons should have a greater variance because they are
more sensitive to a certain odorant (Fig.4). The reasoning being
that if the variance of the threshold limit increases, the greater
the distribution of limit thresholds. Then, this greater value al-
lows that the neuron in question can be more specific.
We use different proportions of generalist and specialist neu-
rons to select thresholds. To achieve this we first calculate
the variance of limit thresholds for each neuron. Subsequently
these values are sorted from lowest to highest and, as we in-
crease the percentage of generalist neurons from 1 to 100,
we take a higher percentage of neurons with low variance
(Algorithm.2, lines 5-8).
Once the neurons are labeled, the neural thresholds are cal-
culated (Algorithm.2, line 9). Since generalist neurons do not
provide sufficient information to discriminate odorants, these
neurons cannot fire. Thus, we assigned them to the maximum
limit threshold for these neurons. For specialist neurons, we
used a specialization coefficient α. This coefficient determines
the percentage of odorants that the neuron does not respond to.
Since the coefficient may vary from one neuron to another, it
is calculated based on the variations of the distribution of limit
thresholds. Therefore, we take the previous value as thresh-
old where the largest decrease of odorants by limit threshold
is located. This method has its limitations, but in many cases
it allows us to achieve the neuron’s appropriate specialization
(Fig.4).
Algorithm 2 Heterogeneous thresholds
1: Set C and W in function of pc and pw
2: Θ = CtX //Limit threshold matrix for the hidden layer
3: N = 100
4: error[N] = 1
5: var = variance(Θ) //threshold variance for each neuron
6: for n = 1 → N do
7: p = percentile(var, n) //variance value for which a n per-
centage of neurons is below
8: label neuron(p) //it labels using p each neuron as gener-
alist or specialist
9: θ = threshold selection //each threshold is assigned de-
pending on the maximum limit threshold for generalist
neurons or αθ for specialist neurons
10: E = W tY //Limit threshold matrix for the output layer
11: var = variance(E)
12: for m = 1 → N do
13: p = percentile(var,m) //variance value for which a m
percentage of neurons is below
14: label neuron(p) //it labels using p each neuron as gen-
eralist or specialist
15: ε = threshold selection //each threshold is assigned
depending on the maximum limit threshold for gener-
alist neurons or αε for specialist neurons
16: HebbianLearning(z, y,w)
17: if error < error(n) then
18: error(n) = error
19: end if
20: end for
21: end for
To achieve this minimum classification error, for each per-
centage used in the hidden layer we take all possible integer
percentages and calculate the threshold for each neuron in the
output layer. Also we update the weights of W by Hebbian
learning. We calculate the classification error for all possible
combinations and take the minimum observed. This value is
the minimum classification error for a percentage used in the
hidden layer (Algorithm.2, lines 10-20).
5. Results
The results are divided into two parts. First, we compare
the paradigm that provides better classification results, that use
5
0 2 4 6
0
20
40
60
80
100
Limit threshold
G
en
er
al
ist
 n
eu
ro
n
N
um
be
r o
do
ra
nt
s
Orthogonal Odorants
0 2 4 6
0
20
40
60
80
100
Limit threshold
N
um
be
r o
do
ra
nt
s
Character Odorants
0 2 4 6
0
20
40
60
80
100
Limit threshold
N
um
be
r o
do
ra
nt
s
Real Odorants
0 2 4 6 8
0
10
20
30
40
Limit threshold
Sp
ec
ia
lis
t n
eu
ro
n
N
um
be
r o
do
ra
nt
s
Orthogonal Odorants
0 2 4 6 8 10
0
10
20
30
40
Limit threshold
N
um
be
r o
do
ra
nt
s
Character Odorants
0 5 10 15
0
20
40
60
80
Limit threshold
N
um
be
r o
do
ra
nt
s
Real Odorants
θ θ θ
θθ θ
αθ
No Fire
1 − αθ
Fire
Figure 4: Examples of minimum (generalist neuron) and maximum (specialist
neuron) variance of limit thresholds. θ is the neural threshold of a hidden neu-
ron. For a generalist neuron, θ is the maximum limit threshold and, thus, this
neuron cannot fire for the training patterns. For a specialist neuron, the neural
threshold is taken from a degree of specialization, αθ where neurons can fire.
homogeneous thresholds (no threshold variability) or heteroge-
neous ones (threshold variability). We show the results for dif-
ferent sets of odorants and different connection probabilities for
the hidden layer, pc. Finally, we present the results for a par-
ticular pc, which shows the relationship between classification
error and spikes rate for different odorants.
5.1. Results on different odorant sets and connection probabil-
ities
We have run 100 simulations for each set of odorants and
each pc probability. We used connection probabilities pc rang-
ing from 0.1 to 0.5 based on previous studies [50, 63]. In case
of probability pw, we took a single value, pw = 0.5, since W
weights are subject to Hebbian learning and therefore the vari-
ability of this probability does not involve substantial changes
in classification. For the Hebbian learning probabilities, we
took as reference the results of another study [41] for the com-
putational model that we used. This paper shows a clear divi-
sion between successful pairings obeying roughly p− ≥ 0.2p+
and unsuccessful ones for smaller p− (p− < 0.1). Thus, we
decided to take p+ = 0.2 and p− = 0.1 as our Hebbian proba-
bilities, because they let us to perform a good classification. We
ran the Hebbian learning for 20 iterations without inserting an
output target (unsupervised learning).
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Figure 5: Comparison between the absence and presence of threshold vari-
ability for test sets of odorants, for different sets of odorants and connection
probabilities. Sample means with 95% confidence intervals of standard errors
(error bar calculated over 100 simulations).
These averaged results for the test set (Fig.5) show that
threshold variability allows to achieve a lower classification er-
ror. Moreover, the classification success is related to low pc
probabilities, specifically pc = 0.1.
The odorants with the best results are the real odorants. The
success of these odorants over other simpler as orthogonal odor-
ants may be due to the following reasons. Although a gain con-
trol was applied to all odorants, the total neuronal activity of an
input pattern (nAL) is different depending on the set of odorants:
orthogonal nAL = 5, character nAL = 22 and real nAL = 100.
These differences are due to the characteristics of each odor-
ant. Considering that, for real odorants, there are almost no
inactive neurons in the input that induces greater variability of
limit thresholds. Furthermore, the change of the network di-
mensionality regarding the previous work [60] meant that the
noise introduced in the orthogonal and character odorants have
greater negative impact on the results. Finally, in the case of
real odorant we have 5 pattern classes instead of 10 that may
improve the results.
5.2. Classification error - spike rate
We have taken the averaged results, which we have seen
above, and observed the relationship between classification er-
ror and spike rate for a particular case of connectivity probabil-
ity, pc = 0.1.
These results show that minimum classification error in both
strategies (homogeneous and heterogeneous thresholds) is re-
lated to a low spike rate (Fig.6). Because we can observe in
Table 3 that all spikes values are low (≤ 30%). This is consis-
tent with the hypothesis that high population sparseness in the
KC layer improves odorant discrimination. The reason for this
behavior is that if spike rates are high, neurons cannot be se-
lective when firing and therefore its discrimination ability may
worsen. However, if spike rates are too low, neurons can be too
selective and the output layer cannot receive enough informa-
tion to properly classify the input.
Orthogonal Character Real
No Threshold Variability 1% 7% 30%
Threshold Variability 22% 25% 20%
Table 3: Table of the maximum spike rate associated to the minimum classifica-
tion error observed in Figure 6. These values are the spikes rate for the odorant
that stimulate a higher number of neurons and not the average of all odorants.
This rationale is observable when there is no threshold vari-
ability (top panels Fig.6), since thresholds go from the lowest to
highest limit threshold. However, threshold variability always
try to get selective neurons. Since what varies is the percent-
age of generalist neurons, which do not imply higher or lower
thresholds. In this case it is observed that the variation in the
percentages of generalist and specialist neurons only have rele-
vance to real odorants that offer a greater range of limit thresh-
olds. Since orthogonal and character odorants can be classified
even if the percentage of specialist neurons is reduced, only
when they finally disappear the classification error increases
to its maximum value. Therefore, these odorants can maintain
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Figure 6: Classification error and maximum spike rate for different kind of odorants (pc = 0.1). The neurons labeled as generalists are those with a lower variance
of limit thresholds. These results are the average of 100 simulations for different C and W weights. These results show, for all pattern classes, that classification
error is always lower for threshold variability.
uniform classification success even with a 1% of specialist neu-
rons (25 Kenyon cells).
The final threshold distributions that achieve the minimum
classification error of the figure (Fig.6), selected by our model,
can be seen in figure (Fig.7) for a particular network configu-
ration. These distributions show that generalist neurons have a
fixed threshold. These neurons, as we mentioned above, do not
respond to the input.
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Figure 7: Example of final threshold distribution that minimizes classification
error for a particular network configuration (C and W weights) and a connec-
tivity probability pc = 0.1. For threshold variability, percentages of generalist
neurons are 1% (orthogonal), 3% (character) and 74% (real) in Fig. 6. Since the
error does not minimize for a certain value in case of orthogonal and character
odorants, these percentages vary significantly for other network configurations.
However, for real odorants where there is a clear minimization, the percentage
varies slightly. Generalist neurons have a fixed threshold which corresponds to
the maximum limit threshold. We established that generalist neurons do not fire
in this problem for the training patterns.
6. Conclusions and discussions
The main objective of this work is to analyze how informa-
tion is processed by investigating the role of threshold variabil-
ity. To accomplish this, we used a simple model of the olfactory
system based on a connectionist model that uses random con-
nections. Thus the model focuses on the AL and MB, where
the input to single-hidden-layer neural network (SLN) is the
AL activity, which is connected to MB through a non-specific
connectivity matrix. The other layers of the SLN, hidden and
output, are composed by KCs and output neurons respectively.
These are connected by a connectivity matrix that implements
Hebbian learning. Using different kind of odorants: orthog-
onal, character and artificial sensor array data; we compared
threshold variability (heterogeneous thresholds) against the ab-
sence (homogeneous threshold) to investigate whether odorant
classification is improved. Classification errors measured in the
output layer after applying unsupervised learning.
We show that neural threshold variability can indeed improve
classification performance as shown in Fig.5 for real odorants
from a comprehensive dataset of artificial chemical sensors.
The success for these odorants can be related to their greater
variability of limit thresholds. Furthermore, classification er-
rors are lower when the connection probability between AL and
MB, pc is low as well, which is consistent with information
maximization criteria provided in [50].
Neural threshold variability also allows us to label neurons as
generalist or specialist [56, 57] (section 4). Generalist neurons
extract the general properties of odorants and therefore respond
to a wider range. Specialist neurons are essential for odor dis-
crimination and therefore respond only to a single odorant. To
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label neurons as generalists or specialists we use the variance of
limit thresholds for the training patterns. Limit threshold is the
minimum threshold value which prevents a neuron from spiking
for a given odorant. Neurons with low variance are labeled as
generalists and the others as specialists. Generalist neurons take
the maximum limit threshold as their threshold, therefore these
neurons do not fire at least for the training patterns. Special-
ist neurons select the threshold by a specialization coefficient
α (bottom panels Fig.4). In data classification from electronic
noses, we can observe a solution with the proper combination
of generalist and specialist neurons (Fig.7). The percentage of
neurons labeled as generalists for this solution is 74% for con-
nectivity probability pc = 0.1 (Fig.6).
Finally, we proved that success in discrimination is related to
the sparse activity documented in the KC layer [39, 58] (Fig.6).
The maximum spike rate associated to the minimum classifica-
tion error is 30% in the worst case (Table 3). If spike rates are
high, neurons cannot be selective when firing and therefore its
discrimination ability worsens. However, if spike rates are too
low, neurons can be too selective and the output layer cannot
receive enough information to properly generalize the input.
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