We give new and improved perturbation estimates for the solution of the matrix quadratic equations X ± A * X −1 A = Q. Some of the estimates depend and some do not depend on knowledge of the exact solution X. These bounds are compared numerically against other known bounds from the literature.
Introduction
Sun [5] has derived perturbation bounds for the discrete algebraic Riccati equation (DARE)
This equation can be written in the form (R > 0)
X − S * X(I + GX)
It is well known, see [4] , that if both (S, B) and (S T , C T ) are d-stabilizable pairs, then there exists a unique Hermitian positive semidefinite solution X to DARE (1) and the matrix (I + GX) −1 S is d-stable. We can rewrite the equation X − A * X −1 A = Q as X = Q + A * X −1 A. Following [1] we have that if X is a solution of X = Q + A * X −1 A, then it is a solution of
Assuming that A is invertible, this equation can be written as
By using the Woodbury matrix identity
we then obtain
which is a special case of (1). Ferrante and Levy [1] have considered the nonlinear equation
where Q is an n × n positive definite matrix, A / = 0, and X is unknown. If A is nonsingular then the maximal Hermitian solution of (4) is also the maximal Hermitian solution of the special DARE (3) . Hence the perturbation problem for (4) is equivalent to the same problem for (3) and one can obtain perturbation bounds that are valid for the special DARE (3) in case F = A − * A and R = AQ −1 A * . This special case was also studied by Sun [5] .
Many authors have considered the equation X + A * X −1 A = Q and its positive definite solutions. Xu [6] and Ran and Reurings [3] have developed perturbation bounds for this equation. We also investigate this equation and derive improved perturbation bounds.
Moreover we give a new perturbation analysis for X − A * X −1 A = Q and compare our results with those of Sun [5] and Ran and Reurings [3] .
Throughout we use a monotone matrix norm · with A = A * , such as the matrix 2-norm A 2 [6] has investigated the perturbation behaviour of solutions to the nonlinear matrix equation
Perturbation estimates for
where Q is positive definite. We have two new results for (5). 
where
For completeness we prefer to give both relative and absolute error bounds whenever possible, despite the fact that in the above theorem for example, (7) readily follows from (6) . 
X L
Q . Using Lemma 1 and condition ( )
holds, see [6] . Thus by the reverse triangle inequality
Using (8) and the triangle inequality differently, we observe that
Therefore we have (7)
The theorem is proved.
Theorem 2.
Assume that X L andX L are the maximal positive definite solutions of the equations X + A * X −1 A = Q andX +Ã * X−1Ã =Q, respectively. If
Proof. The following identity is easily verified, see [3] :
Following [6] the equationX +Ã * X−1Ã =Q is equivalent to Z + B * Z −1 B = I where Z =Q −1/2XQ−1/2 , B =Q −1/2ÃQ−1/2 , andQ 1/2 is a Hermitian positive definite square root ofQ. Then
Using Lemma 1 and condition ( ) we obtain Q −1 2 Ã 2 Q −1 Ã X L Q , and thereforeQ
We consider the left hand side of (11) and use the reverse triangle inequality:
Using (11) differently we obtain
Hence we have shown (10)
From this inequality we can readily derive (9).
Perturbation estimates for
Here we consider the perturbed equatioñ
whereÃ andQ are small perturbations of A and Q in (4). We assume that X and X are the maximal solutions of (4) and of the perturbed equation, respectively. We again use X =X − X, Q =Q − Q, and A =Ã − A.
In this section we develop several new perturbation bounds for the solution of (4). These become increasingly looser as we progress. In turn the new bounds depend increasingly less on the data of the problem. For example, the relative bound in Theorem 3 depends on our knowledge of the exact solution X and of the perturbations of A and Q in (4), while the relative perturbation bound of Theorem 5 does not use any knowledge of the actual solution X of (4). 
Proof. The following identity is easy to verify:
As Q is derived from X by subtracting a positive definite matrix, we have Q X and likewiseQ X . Hence X −1 Q −1 and X −1 Q −1 . Note that
We first use the reverse triangle inequality to estimate
We continue with this inequality and make use of (14) now:
Thus we have proved (13)
Furthermore, we can easily obtain (12)
The theorem is proved. 
then any positive definite solutions X andX of the two respective equations
X − A * X −1 A = Q andX −Ã * X−1Ã =Q
satisfy (12) and (13).
Proof. To prove the corollary it suffices to show thatε
In case of ( ) this is obvious since 1 − A Q −1 X −1 A > 0 is assumed. In case of ( ) the identitỹ
And the corollary is proved.
Theorem 5.
Assume that A,Ã, Q,Q ∈ C n×n with Q andQ positive definite. If
then for any positive definite solutions X andX of the two respective equations
X − A * X −1 A = Q andX −Ã * X−1Ã =Q we have Q Q ε and X X 1 ε Q Q + A A 2 + A A .(16)
Moreover, if
Proof. Using the notation and arguments of Theorem 3 we conclude that Q X andQ X . Hence X −1 Q −1 and X −1 Q −1 . Using conditions ( ), ( ) and A / = 0 we have
Moreover, it follows from (15) and ( ) that
Note that in our case
and
As before we estimate via the reverse triangle inequality first:
Using (18) we have
And from (19) we have
Since Q X we have Q X , and since X −1 A < 1 we know that
Hence we have proved (16):
Note that clearly
Next we assume
Thus (17):
Theorem 6.
Assume that A,Ã, Q,Q ∈ C n×n and that Q andQ are positive definite. Let
then any two positive definite solutions X andX of the respective equations
Proof. Using the notation of Theorem 3 we have
From the two identities
we obtain
From (14) we furthermore obtain that
This gives us the following quadratic inequality:
which depend on X . From (22) we must have
by assumption, we conclude that
Theorem 7. Assume thatX approximates the unique positive definite solution X of (4) and thatε
Proof. Since R(X) =Q − Q and
we havẽ
Setting X =X − X we have
Numerical experiments
We experiment with our estimation formulas and the corresponding formulas proposed by Sun [5] for DARE (3), and Xu [6] and Ran and Reurings [3] . We compare estimates and note the level of information needed to compute these estimates from the input and possibly the solution data. The estimates depend in part on knowledge of the true solution X and possibly on an expression of X, a function f of X, such as f (X) = X −1 and likewise on the perturbed solutionX or possibly on an expression inX such as f (X) =X −1 . For example Sun's estimates generally use more complicated functions f of the true solution X than the other estimation formulas do, while Ran and Reurings' perturbation bounds also depend on knowing a global bound M for the supremum of the Jacobi matrix norms of the map F : X → X −1 when X roams over the space of solutions, which requires a separate mental or hand computation in each instance. See Tables 1 and 2 .
Each of the papers of Ran and Reurings [3] , Sun [5] , Xu [6] , and our own results here use slightly differing assumptions on A and Q in their perturbation estimates (Tables 3 and 6 ). In the tables that follow we compute and compare the respective estimates. We indicate when the particular estimation formula does not apply by an asterisk * . See Tables 4 and 7 for further details.
The experiments are organized as follows. Our examples depend on random perturbations. We compute the true perturbation error and its various estimates. The computed data depends on the random perturbing matrices that were chosen. Both the true perturbation error and the estimates change when we alter the perturbations. Therefore we repeat the randomly perturbed examples 50 times for each fixed j and k. Then we compute the ratios of each individual run, namely the ratio of computed 
Here a + sign indicates a need for this information, while a − sign indicates no such need. 
perturbation error estimate/true perturbation error which we call the gap factor of the estimate. This gap factor is larger than 1. In our tables we display the geometric average gap factor, i.e., the 50th root of the product of all 50 gap factors computed within one category for the 50 runs. Moreover we give the absolute value of the true perturbation error, averaged with its geometric mean over the whole run in the first row of the following tables. The larger the gap factor, the worse is the estimate. If a gap factor has an exponent of m 0 in floating point arithmetic, then the true perturbation error and the particular estimate differ by a factor of 10 m or 10 m+1 . For example, a gap factor of 158 = 1.58e+2 (with exponent 2) indicates a perturbation estimate that differs from the true perturbation error by an average factor of 158, or by 2 or 3 digits, while a gap factor of 2.38 indicates that the estimate loses only about half of the true perturbation error in its estimation.
Note that we use the spectral norm in numerical experiments.
Experiments on
We compute and compare the perturbation bounds for (4) obtained by Sun [5] for DARE (3) with F = A − * A and R = AQ −1 A * and our estimates of the previous section.
The notations 1 , ξ * , KPC , ξ KPC are the same as in [5] .
Example 1 (Example 4.1 in [6]).
We study the matrix equation
with n = 5 and The exact maximal solution of the equation is given by
We consider perturbations of the maximal solution X (k) when the coefficient matrix A k is perturbed to A kj = A kj − A k = δ 2 j k A 0 , where
and C is a random matrix generated by MATLAB function randn. We know the exact solution
Note that Q = 0 since Q =Q = I . We compute the perturbation estimates in (12):
as well as in (20)
We compute and list the ratios of the estimated error and the true error such as
in formula (12) for example, averaged as the geometric mean of 50 randomly perturbed runs (Table 3) . To verify that our assumptions and those in the paper of Ran and Reurings [3] apply for this example, we have computed the various constants used for one run of Example 1 with k = 2 below. For the Ran and Reurings estimation experiments we first check the condition of Remark 4.2. Proposition 4.1 of [3] holds under two conditions (a) or (b). For condition (b) we compute whether
There are empty boxes in Table 4 in case we do not need to check condition (b) once (a) holds. In this table the inequalitiesν := ε Q −1 −1 − Q 0 in Theorem 5 ( ), and
in Theorem 6 must hold for each theorem to apply. Next we check how often the various theoretical assumptions are valid for our and Ran and Reurings' perturbation estimates for 50 randomly perturbed examples ( Table 5 ). Note that our various assumptions and Ran and Reurings's assumptions for Remark 4.2 are satisfied for all 50 runs. For Ran and Reurings' Proposition 4.1 and j = 3, condition (a) is satisfied 21 times in 50 runs and for the remaining 29 runs, condition (b) is satisfied, making Proposition 4.1 universally applicable. Likewise Table 3 Example 1: 50 runs with k = 2 Average true error Note that according to our earlier * convention, six of Sun's estimates do not apply in case j 4.
for j = 4 and j = 5. In case j = 2, however, condition (a) is satisfied only 23 times for the 50 runs and for those 27 runs that violate condition (a) of Proposition 4.1, condition (b) is also NOT satisfied. This explains our entries in Tables 3 and 4 . Table 4 Example 1: Assumptions check (k = 2, 1 run) Table 5 Example 1: Assumption check statistics (k = 2, 50 runs) 
Example 2. Consider the equation
X − A * X −1 A = Q for A = 1 5      1 0 0 0 1 −1 1 0 0 1 −1 −1 1 0 1 −1 −1 −1 1 1 −1 −1 −1 −1 1     j = 2 j = 3 j = 4 j = 5
Assumption tests for Our assumptions
j = 2 j = 3 j = 4 j = 5
Assumption tests for Assumptions are satisfied
and C is a random matrix.X j is computed by applying the MATLAB function dare (Table 6 ).
To verify that our assumptions and those in the paper of Ran and Reurings [3] apply for this example, we have computed the various constants used for one run of Example 2 in Table 7 . Note that according to our earlier * convention, Sun's estimate KPC / X (j ) does not apply in case j = 2. In this table we use the same constants ν, λ, andb for our Theorems 5 and 6 and in Ran and Reurings' Proposition 4.1 as defined for Table 4 .
We check on the probabilities that the assumptions for our and Ran and Reurings' perturbation estimates are satisfied for 50 random runs ( Table 8 ). Note that for this example run and Ran and Reurings' Proposition 4.1, either one of the assumptions (a) or (b) is always true, making Proposition 4.1, as well as all other estimates apply universally in this case. Table 7 Example 2: Assumptions check (1 run) Similar applicability criteria can easily be computed for the + equation and its various perturbation estimates, but for brevity, we give no further such tables.
Assumption tests for Our assumptions
Looking back at Table 6 , our formula (21) for example estimates the perturbation wrongly by an average factor of around 3, or it predicts X (j ) / X on average to be 4.127. . . e−09 rather than the true perturbation error of 1.3489e−09 for j = 4. Sun's third and fourth error estimates miss the true error by factors of around 9500 when j = 4, i.e., they predict the average error to be around 1.275. . . e−05 instead of 1.3489e−09.
Notice that our formula (16) uses the least information of all estimators according to Table 2 . Yet it loses only about one to two digits in accuracy from the apparently best overall estimator, our formula (21), according to Tables 3 and 6 .
Experiments on
We compute and compare the perturbation bounds for X + A * X −1 A = Q obtained by Xu [6] and Ran and Reurings [3] with our estimates from Section 2. In particular, we use the spectral norm here. We use the new bound
The bound S + err can be obtained in the similar way as the bound S err defined in (21) and Theorem 6. Example 3 (Example 4.1 in [6] ). We study the matrix equation
with n = 5 and
The exact maximal solution of the equation is given by
A k is perturbed to A kj = A kj − A k = 10 −k·j A 0 , where
and C is a random matrix. We have run the example with k = 2 and k = 3 (Tables 9  and 10 ). 
and C is a random matrix. X j is computed using the MATLAB function dare (Table 11) . These numerical experiments confirm that our perturbation estimates are uniformly much closer to the actual perturbation errors than the estimates derived by others for each of our two matrix equations. Moreover, our estimates appear to apply a bit more widely than the others in the literature.
