Abstract Rivest & Wells (2001) proposed estimators of the marginal survival functions in a right-censored model that assumes an Archimedean copula between the survival time and the censoring time. We study the extension of these estimators to the context of rightcensored semi-competing risks data with an independent second level censoring time. We intensively use martingale techniques to derive their large sample properties under mild assumptions on the true distribution of the data. As compared to the simpler context of right-censored data, a primary difference is the need to enlarge the filtrations with respect to which we use the Doob-Meyer decompositions of counting processes.
Introduction
Rivest & Wells (2001) addressed the problem of the estimation of the survival functions of two failure times T and U when T is subject to right-censoring via U and when assuming a known Archimedean copula for the joint distribution of T and U. It is easy to extend the derivation of their estimators to the context of right-censored semi-competing risks data. The failure times T and U are termed as semi-competing risks when the available data are some repeated observations of min(T,U),U). Right-censored semi-competing risks data is then the situation when the semi-competing risks T and U are subject to right-censoring via another failure time V and the data are some repeated observations of (min(T,U,V ), min(U,V ), 1l {T ≤U,T ≤V } , 1l {U ≤V } ). For instance, T , U and V could respectively represent the time to first relapse of a disease, the time to death, and the time to lost to follow-up of an individual under medical treatment.
When assuming a one-dimensional parametric family of Archimedean copulas for the law of (T,U) and an independent right-censoring, methods to estimate the copula parameter and the marginal survival function of T have been proposed by Fine & al (2001) , Jiang & al (2005) , Lakhal & al (2008) . These methods consist in plugging-in an estimate of the copula parameter in an estimate of the marginal function of T depending on the copula parameter, and Lakhal & al (2008) used the above mentioned extension of the Rivest & Wells estimator.
We will study the large sample properties of these Rivest & Wells estimators extended to the context of independent right-censored semi-competing risks. Mathematically, this could appear to be only a slight generalization of the case treated by Rivest & Wells (2001) , since we will partly follow their proofs, which intensively use the martingale techniques for the statistical analysis of counting processes. However, a substantial difference arises with the martingale approach as compared to the case treated by Rivest & Wells: we will need to enlarge the usual filtrations for the Doob-Meyer decompositions of the encountered counting processes (namely, we will use the immersion of a filtration in a bigger one). Morever, the proofs given by Rivest & Wells (2001) often refer to other proofs in the book of Fleming & Harrington (1991) , whereas the one we provide is self-contained, and a point in the proof of their theorem 2 is not clear: it seems to justify that a process is Gaussian by the fact that it is the sum of two Gaussian processes. We will use a bivariate martingale central limit theorem to give a correct proof of our extension of this theorem to the context of independent right-censored semi-competing risks. In addition, we also discuss about the joint asymptotic behaviour of the Rivest & Wells estimator of T with the Kaplan-Meier estimator of U.
To be more precise, we now specify the statistical model under study and we introduce our main notations. The observations are the realizations x i , y i , δ Ti ,
of n independent replicates of a random four-tuple (X,Y, ∆ T , ∆ U ) defined as follows. Consider three positive random variables T , U, V , which we respectively interpret as, for some individual, the time to some nonterminal event of interest (e.g. time until the first relapse of a certain disease), the censoring time of type 1 (e.g. the time until death), and the censoring time of type 2 (e.g. the time until lost to follow-up). Then the observable random variables are X = min(T,U,V ), Y = min(U,V ), and the censoring indicators
(type 1 censoring occurs before type 2 censoring).
We will always assume that V is independent of (T,U) and 0 < P(T ≤ U) < 1. One goal of this paper is to provide consistent (in a sense to be precised later) estimators of the survival functions of T and U when assuming that the dependence between T and U is given by a survival Archimedean copula C φ with a strict generator denoted by φ . That means that
is a continuous strictly decreasing convex function satisfying φ (0) = ∞ and φ (1) = 0, and the joint survival function of T and U is given by
where S and F respectively are the marginal survival functions of T and U, and the copula
The survival function of the independent censoring V is denoted by G. We will focus on the case when S and F are continuous, but no assumption is made about G. Additional assumptions on the generator φ will be given later; these assumptions will always be fulfilled for the Clayton and Frank families of Archimedean copulas. We will define and study estimatorsŜ φ andF φ of S and F that coincide with the Rivest & Wells estimators in the particular case when there is no type 2 censoring, which corresponds to the case when G ≡ 1 hal-00759809, version 1 -2 Dec 2012 in our setting, i.e. when V = ∞ almost surely. Similarly to Rivest & Wells (2001) , we will also study the large sample properties ofŜ φ andF φ without assuming that the distribution of (T,U) is given by the survival Archimedean copula C φ . In addition we will study the joint large sample properties ofŜ φ with the Kaplan-Meier estimator of F constructed on the observations
. The estimators and the framework are presented in section 2. These estimators are written as stochastic integrals with respect to counting processes. We will fix a filtration and provide the corresponding intensity processes of these counting processes, i.e. their DoobMeyer decomposition. The large sample properties of the estimators are the object of section 3. We assume the reader to be familiar with the basic martingale framework in the theory of counting processes; see e.g. chapters 1 and 2 in Fleming & Harrington (1991) . Nevertheless we hope that an intuitive overview of these notions is sufficient for understanding our approach. We will use twice the following easy corollary to Lenglart's inequality; we refer to Fleming & Harrington (1991) or Karatzas & Shreve (1988) for the statement of this inequality and we left the proof of this corollary to the reader.
Corollary to Lenglart
The same statement with o P instead of O P also holds true.
Estimators and martingale tools
We denote by Γ the survival function of min(T,U). Remark that V is independent of min(T,U) and X equals min(T,U) if and only if ∆ T = 1 or ∆ U = 1, therefore the Kaplan-Meier etimator Γ of Γ and the Kaplan-Meier estimatorĜ of G are available as statistics of the observations
. Similarly to Rivest & Wells (2001) , we seek estimatorsŜ φ andF φ which are right-continuous step-functions satisfyingŜ(0) =F(0) = 1 and
and we also require thatŜ φ jumps at x i when δ Ti = 1 and thatF φ jumps at x i when δ Ti = 0 and δ U i = 1. Assuming no tied values, relation (1) implies that the sizes of the jumps of φ •Ŝ φ and φ •F φ must equal the sizes of the jumps of φ •Γ , therefore the unique estimators satisfying the desiderata are given by
is the size of the jump of φ •Γ at s. Note that S φ andF φ are Kaplan-Meier estimators when φ = − log. It is possible thatΓ (x n ) = 0, and in this case eitherŜ φ (x n ) = 0 orF φ (x n ) = 0. With counting processes notations,
whereN S andN F are the counting processes defined byN
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We will focus onŜ φ . The analogous asymptotic results forF φ will be mentioned at the end of section 3.
As a first step to the asymptotic study ofŜ φ , we give in lemma 2.1 below another decreasing right-continuous step functionŜ * φ starting at 1 and which is asymptotically equivalent toŜ φ whatever the distribution of (T,U). The advantage ofŜ * φ is that φ •Ŝ * φ is written as a stochastic integral with respect toN S of a left-continuous process. From now on, we denote by π = Γ G the survival function of X = min(T,U,V ) and byπ the empirical survival function of the x i . Remark that the equalityπ =ΓĜ can fail in the presence of ties in the jump times ofΓ andĜ, but it almost surely holds since the law of min(T,U) is continuous by assumption. Throughout the sequel, we will implicitly assume that there are no such tied values.
Lemma 2.1 LetŜ * φ be the right-continuous step function defined by
and let t 0 > 0 be such that π(t 0 ) > 0. If φ is twice differentiable with continous second derivative, then
Therefore, for such a s ≤ t 0 , by Taylor expansion, the inequality
, whose probability converges to 1 as the sample size increases. The result follows from the obvious inequalitȳ
π -is the Nelson-Aalen estimator of the cumulative crude hazard rate of T subject to be censored by Y = min(U,V ), which is conceptually given by
, we see that
is also the crude hazard rate of T subject to be censored by U. It is possible that dΛ < ∞, for example when the joint law of T and U is given by an Archimedean Clayton copula with generator x → x −1 − 1 acting on the marginal survival functions S(t) = (t + 1) −1 and
From equality (2), it is expected that φ •Ŝ * φ , and then also φ •Ŝ φ owing to lemma 2.1, converges to φ • S * φ given by
where, from now on, we denote by ψ the positive function ψ(x) = −xφ ′ (x), in accordance with the notations of Rivest & Wells (2001) . The decreasing function S * φ is not always a proper survival function: consider for instance our preceding example of the integrable crude hazard rate Λ , and take φ = − log, so that S * φ = exp(−Λ ) and S * φ (∞) > 0. It is easy to check that S * φ = S when S is absolutely continuous and when the joint law of (T,U) is given by the Archimedean copula C φ acting on the marginal survival functions with a differentiable generator φ , by knowing that in that case, 
Proposition 2.1 If
The asymptotic behavior of (φ •Ŝ φ ) − (φ • S * φ ) will be rigorously studied with the help of martingale techniques. Now, first of all, we seek a filtration with respect to which φ •Ŝ * φ has a simple Doob-Meyer decomposition. When considering the filtration (F t ) defined bȳ
it is known (Fleming & Harrington 1991 ) that the counting processN S has the Doob-Meyer decompositionN S =M S +Ā whereM S is a square integrable martingale and the compensator A is the (increasing and predictable) process given bȳ
where Λ is the cumulative crude hazard rate introduced above. In our study, the compensator A is a continuous process since we assume that T has a continuous distribution. However the filtrationF is not adequate for our study, since, for example, the stochastic processesΓ -andĜ -are not adapted toF , therefore φ •Ŝ * φ is not written as a stochastic integral with respect toN S of a predictable process, while being left-continuous, because it is not adapted toF . From now we will consider the bigger filtrationH = (H t ) defined bȳ
as the underlying filtration. In particular,Γ -andĜ -are predictable processes with respect toH . But we will keep the Doob-Meyer decompositionN S =M S +Ā ofN S because, as we will now see (lemma 2.4), it is actually the same w.r.t. eitherF orH , that is,M S remains a martingale with respect toH . It would be sufficient to prove this fact by deriving the compensator ofN S w.r.t.H in the same way as one derives its compensator w.r.t.F , as done by Fleming & Harrington (1991) . But it is more instructive to prove that the filtration F is immersed in the filtrationH , which is the statement of lemma 2.4. We say that a filtration F is immersed in a filtration G and we write F m ⊂ G if all F -martingales are Gmartingales. This property is also known in the literature as the (H)-hypothesis. We refer e.g. toÉmery & Schachermayer (2001) or Mansuy & Yor (2006) and references given therein for more information on the notion of immersion, which is very useful in many aspects of stochastic calculus, but which seems to be rather unfamiliar to statisticians. The notion of immersion already appeared in the literature on survival analysis without being explicitly mentioned: it could be used to formulate the property (M) in Jacobsen (1989) about the concept of independent right-censoring. It is more popular in the literature on credit risk models: it explicitly appears e.g. in the papers by Gapeev & Jeanblanc (2008) and Bielecki, Jeanblanc & Rutkowski (2008) .
We have claimed just above that it is more instructive to prove the immersion ofF in H than just show that the compensator ofN S inF is the same as its compensator inH by a direct calculation. Indeed, the immersion is a clean statement from which the stability of the compensator is a direct obvious consequence, hence it is a better explanation of why the compensator is stable. Moreover the immersion ofF inH will be derived from lemma 2.3 which will be also used to derive another immersion property (lemma 2.5). Lemma 2.2 below will allow us to restrict our attention to the case n = 1.
Lemma 2.2
Let F 1 and G 1 be two filtrations on some probability space and let F 2 and G 2 be two filtrations on a possibly other probability space. If
Proof See lemma 2 inÉmery & Schachermayer (2001).
⊓ ⊔
Owing to this lemma, in order to prove thatF m ⊂H it is sufficient to prove that F m ⊂ H where the filtrations F and H are defined by
Note that the event {X > t} is an atom of both F t and H t and on the event {X ≤ t} one has F t = F ∞ and H t = H ∞ .
Lemma 2.3 Let G be any filtration containing F and such that for each t ≥ 0 the event {X > t} is an atom of G t and G
Proof Under these assumptions, for every random variable V ∈ L 1 (F ∞ ) and every t ≥ 0,
The equality 
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Proof The immersion stems from lemma 2.2 and lemma 2.3, and the consequence obviously follows.
⊓ ⊔
The quadratic variation M S of the square integrable martingaleM S will be needed. It equals the compensatorĀ since this one is continuous; this fact is the well-known particular case when N 1 = N 2 = N in the following theorem that we will need and that we prove because we do not find it in the literature. 
Each process M -1 and M -2 is adapted, left-continuous and has right-hand limits, and is therefore locally bounded and predictable so that each process M -1 dM 2 and M -2 dM 1 is a local (square integrable) martingale. Finally the right-hand side of the equality above is a rightcontinuous local martingale, thereby showing that A = M 1 , M 2 .
⊓ ⊔ Precisely, we will need to apply this theorem with the counting processN S which counts the jumps ofŜ φ and the counting processN Γ which counts the jumps of the Kaplan-Meier estimatorΓ of Γ , that is,N Γ (t) = ∑ n i=1 η i 1l {x i ≤t} where η i = min(1, δ Ti + δ U i ). When considering the filtrationḠ defined bȳ
it is known thatN Γ has the Doob-Meyer decompositionN Γ =M Γ +Ā Γ withĀ Γ (t) = n t 0π -(s) dΛ Γ (s) where Λ Γ (ds) = P(min(T,U) ∈ ds)/P(min(T,U) ≥ s), and in particular Λ Γ (ds) = λ Γ (s) ds with λ Γ (s) = −Γ ′ (s)/Γ (s) when Γ is absolutely continuous. In our study we do not work in the filtrationḠ but in the filtrationH previously introduced, but that does not change the Doob-Meyer decomposition, according to the following lemma.
Lemma 2.5 The filtrationḠ is immersed in the filtrationH , and consequently the DoobMeyer decomposition ofN Γ is the same with respect to eitherḠ orH .
Proof Similar to the proof of lemma 2.4.
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Note that the compensatorĀ Γ is a continuous process since min(T,U) has a continuous distribution by assumption. Therefore M Γ =Ā Γ . In addition to the quadratic variation processes M S and M Γ we will also need the covariation process M Γ ,M S (with respect to the big filtrationH ).
Lemma 2.6
The covariation process M Γ ,M S of the local square integrableH -martingales M Γ andM S equals the variation process M S ofM S .
Proof This straightforwardly stems from theorem 2.1 since the process which counts the simultaneous jumps ofN Γ andN S is nothing butN S .
⊓ ⊔ Now we are ready to turn to further preliminaries for the asymptotic study ofŜ φ . The final aim of this section is to provide the asymptotic representation of φ •Ŝ φ − φ • S * φ given in proposition 2.2. It is the cornerstone of the next section. The Doob-Meyer decomposition ofN S yields
Thus, φ •Ŝ * φ is a local submartingale: the first term in (5) is a local square integrable martingale since
1l {π -(s)>0} defines a locally bounded predictable process, and the second term is an increasing predictable process. Lemma below allows us to replace the (local) martingale part of φ •Ŝ * φ (the first term of (5)) by a more convenient process for the asymptotic study.
Lemma 2.7 If φ is twice differentiable with continuous second derivative, then, for any t
Proof W.r.t. the underlying filtrationH , the processH given bȳ
G(s)
starts at 0, is adapted and left-continuous with finite right hand limits, hence it is a locally bounded predictable process, and therefore the processŪ = H dM S is a local square integrable martingale whose variation process is given by
Since Γ (t 0 ) > 0 and G(t 0 ) > 0, and since bothΓ -
, hence the result follows from the corollary to Lenglart's inequality.
⊓ ⊔
Now we state and prove the final result of this section, which is the main tool for the next section. Recall that φ • S * φ is defined by (3).
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Proposition 2.2 If φ is twice differentiable with continuous second derivative, then, for any
Proof By lemma 2.1 and lemma 2.7, it suffices to show that
uniformly in t ∈ [0,t 0 ]. Since ψ ′ is uniformly continuous on compact subsets of (0, 1], this follows from a Taylor expansion of ψ and from the fact thatΓ -
In case when P(V = ∞) = 1 and φ = − log thenŜ -log is the Kaplan-Meier estimator. In that case the proposition above shows that
uniformly in t ∈ [0,t 0 ]. Also note that this still holds whenŜ -log is replaced by its leftcontinuous versionŜ --log sinceŜ --log (t) =Ŝ -log (t) + O P (n −1 ) uniformly for t ∈ [0,t 0 ].
As a consequence of remark 2.1 and lemma 2.5,
uniformly for t ∈ [0,t 0 ], whereM Γ is the (square integrable) martingale part in the DoobMeyer decompositionN Γ =M Γ +Ā Γ with respect to the filtrationH given above lemma 2.5.
In the next section we will study the joint asymptotic behavior ofŜ φ andΓ -. Then the joint asymptotic behavior ofŜ φ andF φ will derive from equality 1. We will also study the joint asymptotic behavior ofŜ φ and the Kaplan-Meier estimatorF of F which is available as a statistic of the observations {y i , δ U i } n i=1 .
Large sample properties
We fix some assumptions throughout this section. We consider t 0 > 0 such that π(t 0 ) > 0, we assume that φ is twice differentiable with continuous second derivative and that φ ′ is bounded away from 0, that is, φ ′ (1) < 0. This last assumption will serve us to derive the asymptotic behavior ofŜ φ from the one of φ •Ŝ φ . It is met by numerous common families of Archimedean copulas, such as Clayton, Frank, or interior power Frank families, but not by the Gumbel family (these families are defined in Nelsen, 1999) .
We start by proving the consistency ofŜ φ . Recall that S * φ = S and when the model is well-specified, that is, when the survival copula of (T,U) is the Archimedean copula C φ .
Theorem 3.1 The process φ •Ŝ φ is a uniformly consistent estimate of the function
Proof The consequence easily follows from the fact that φ −1 is Lipschitz under the assumption that φ ′ is bounded away from 0. To prove the first assertion, it suffices, in view of proposition 2.2, to prove that both 
We putW (t) = t 0
Hence the key step is to study the joint asymptotic distribution of n − 1 2W and √ n(logΓ -− logΓ ), which will be given in proposition 3.1. Note that we can replace logΓ -− logΓ by its asymptotic martingale representation (6) . The tool we will use is the following version of the martingale central limit theorem (see Ethier & Kurtz, 1986 ).
Martingale central limit theorem. For each n
≥ 0, let U (n) 1 , . . ., U (n) d be d (cdlg) lo- cal
square integrable martingales w.r.t. some filtration F (n) satisfying the usual conditions (complete and right-continuous) and form the d-variate martingale U
(n) = (U (n) 1 , . . .,U (n) d ). Assume that the variation processes U (n) are continuous. Let U ∞ = (U ∞ 1 , . . . ,U ∞ d ) be
a continuous d-variate centered Gaussian martingale and t
This theorem is often used in the following context. We have counting processes
j is a local square integrable martingale and the compensator A (n) j is continuous, and we consider the local square integrable martingales U (n) By applying the martingale central limit theorem we easily get
where G is a continuous centered Gaussian martingale with
we can heuristically claim that
which yield proposition 3.1 since logΓ -(t)−logΓ (t) ≈ −
in the sense of the asymptotic martingale representation (6). We will rigorously prove (8) with the martingale central limit theorem. Lemma 3.1 below is a preliminary step. 
Proof It is easy to check that M 1 = V 1 . Now we apply the martingale central limit theorem. The process n − 1 2H on the interval (0,t 0 ) whereH is given bȳ
is predictable since it is deterministic, and it is bounded. Therefore the processŪ := n − 1
2W
is a square integrable martingale whose variation process Ū is given by
and Ū (t) goes to V 1 (t) in probability since
The other condition E sup s≤t ∆Ū(s) 2 → 0 required by the martingale central limit theorem obviously follows from the boundedness ofH. ⊓ ⊔
Proposition 3.1 The bivariate process
converges weakly in D[0,t 0 ] to the centered Gaussian martingale (M 1 , −M 2 ) whose variance function at time t is given by:
hal-00759809, version 1 -2 Dec 2012
Proof The variance function of (M 1 , M 2 ) is easy to derive. We have seen that n − 1 2W M 1 in lemma 3.1. The weak convergence logΓ -− logΓ −M 2 also results from this lemma in view of remark 2.1 and the asymptotic martingale representation (6) . Still due to (6), we are equivalently seeking to derive the limit law of the joint process
To do so, we apply the martingale central limit theorem. It remains to show that the covariation process Ū 1 ,Ū 2 of the square integrable martingalesŪ 1 andŪ 2 goes to v 12 and to check the condition about the jumps. The covariation process Ū 1 ,Ū 2 is given by
, and we know that M S ,M Γ (s) = M S (s) by lemma 2.6, hence
The condition E sup s≤t ∆Ū (s) 2 → 0 required by the martingale central limit theorem obviously holds because of the boundedness of the jumps of √ nŪ 1 and √ nŪ 2 .
⊓ ⊔
From now on, we denote byD the process defined byD(t) =Γ -(t) − Γ (t), so that the right member in (7) is
Proposition 3.2 The tridimensional process
The variance of the second component of the limit process at t is
where v 2 is defined in the preceding lemma, and the covariance between the first two components at t is
Proof First, in view of proposition 3.1 and the Delta method (proposition A.1), the process √ n(n −1W ,D) converges weakly to the continuous centered Gaussian process
whenever g is continuous (see Prigent, 2003) , the announced weak convergence stems from the continuous mapping theorem. By Fubini's theorem, This error results from the erroneous claim that the limit variance of
Theorem 3.2 below describes the asymptotic distributional behavior of our estimate of interestŜ φ . Recall that S * φ = S and Λ (ds) = −
φ ′ (Γ (s)) S ′ (s) ds in case when the Archimedean copula C φ is the survival copula of (T,U). 
where
Consequently,
converges weakly to a centered Gaussian process with
Proof The consequence follows from the Delta method (proposition A.1). By the asymptotic representation (7) and proposition 3.2, 
Now we turn to the estimatorF φ of F introduced in section 2. All our results forŜ φ and S * φ admit analogous statements forF φ and F * φ , where F * φ is defined similarly to S * φ with
By the similar relation (1) betweenŜ φ andF φ , we obtain the following result.
Proposition 3.3 The process
converges weakly in D[0,t 0 ] to the centered continuous Gaussian process
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Proof Using the asymptotic representation (7) and proposition 3.2, this results from the equality
and from the Delta method (proposition A.1).
⊓ ⊔
Finally, we will discuss about the Kaplan-Meier estimatorF of F constructed on the
. Even when φ is known,F can be preferable toF φ since it jumps at each y i for those i with δ U i = 1, whereasF φ only jumps at the y i for those i with δ U i = 1 and δ Ti = 0 (hence y i = x i ). We will argue that the bivariate process √ n(Ŝ φ − S * φ ,F − F) converges weakly to a continuous Gaussian process on D[0,t 0 ] for any t 0 such that π(t 0 ) > 0. Of course we already know that this is true for the two marginal processes. With the same type of arguments used before, we see that the statement above is true if the trivariate process
converges weakly to a continuous Gaussian process. We know that logF − log F has an asymptotic martingale representation
, whereM is a certain square integrable martingale with respect to the filtrationJ defined byJ
and h is a measurable function bounded on [0,t 0 ]. Therefore we have an asymptotic representationΘ
but the square integrable martingalesM S ,M Γ andM are not martingales with respect to the same filtration. But since we know that each of the marginal processes ofΘ converges weakly to a centered continuous Gaussian process, then we know that the joint sequence is tight (corollary VI.3.3 in Jacod & Shiryaev, 2003), hence it suffices to check that the finite-dimensional distributions ofΘ converge to the same finite-dimensional distributions of a trivariate Gaussian process. This is achievable since each of the martingalesM S ,M Γ andM is the sum of n independent identically distributed terms, each of these terms being constructed from the observations (x i , y i , δ Ti , δ U i ) for one individual i.
Discussion
We have derived the large sample properties of the estimatorŜ φ defined as the extension of the Rivest & Wells estimator (2001) from the context of right-censored data to the context of right-censored semi-competing risks data. We firstly note that further work is needed to cover the case when φ ′ (1) = 0, which occurs for the Gumbel copula. Our approach confirm that martingales techniques are an adequate tool in the theoretical study of survival analysis (see Aalen & al, 2009 , for an exposition of the use of martingale methods in survival analysis). We used the natural and helpful notion of immersion of a filtration in a bigger one and we hope that our work will contribute to the popularization of this notion.
A first possible extension of our work is to generalize it to the case when the survival function of Y is possibly improper, with a point mass at +∞ representing the proportion of cured patients. In the simpler context of right-censored data, Li, Tiwari and Guha (2007) generalized the works of Rivest & Wells (2001) to this case.
A second possible extension is to allow the model to incorporate covariates. In the simpler context of right-censored data (when only min{Y,C} is observed and is not censored), a way to do so has been achieved by Braekers & Veraverbeke (2005) , and this could be extended to the context of semi-competing risks data. They propose to estimate the survival function of min{Y,C} by a Beran-type estimateΓ (· | z i ) depending on the covariate z i , and then to defineŜ φ (· | z i ) similarly toŜ φ by usingΓ (· | z i ) instead of the Kaplan-Meier estimatorΓ . The large sample properties of the corresponding estimatorŜ φ (· | z i ) are then derived with the help of empirical processes theory.
Some methods to fit a right-censored semi-competing risks model with an unknown Archimedean copula have been proposed e.g. by Lakhal & al (2008) and Xu & al (2010) . The drawback of the Lakhal & al approach is that it only allows for one-parameter Archimedean copulas. The Xu & al model approach adopts a different modeling. Heuchenne & al (2012) studied the performance of another method through simulations. Some of the results of the present paper could help to investigate the theoretical study of the large sample properties of their approach, by using the Chen & al (2003) theory.
Methods allowing for both an unknown copula and the incorporation of covariates also have been developed, most recently by Chen (2012) .
