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Abstract
In this paper we propose ten-dimensional realizations of the non-geometric fluxes Q and R.
In particular, they appear in the NSNS Lagrangian after performing a field redefinition that
takes the form of a T-duality transformation. Double field theory simplifies the computation
of the field redefinition significantly, and also completes the higher-dimensional picture by
providing a geometrical role for the non-geometric fluxes once the winding derivatives are
taken into account. The relation to four-dimensional gauged supergravities, together with
the global obstructions of non-geometry, are discussed.
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1 Introduction
The theory of general relativity provides a beautiful description of gravity in terms of space-
time geometry. According to the principle of general covariance, the Einstein-Hilbert action
is based on the invariance of the theory under space-time diffeomorphisms, that is, under
general coordinate transformations. According to Einstein’s field equations, the geometry of
space-time is not decoupled from matter, but rather the matter particles back-react when
moving in space-time.
In more general terms, the form and even the notion of geometry will depend on which kind
of objects are used to probe space-time. For point particles and their geometrical description
one uses differentiable Riemannian manifolds that are continuous, and hence the distance
between different points on them can be arbitrarily small. In string theory there is a lot
of convincing evidence that the notion of space-time geometry gets drastically changed, as
compared to that of point particles, when reaching distances that are comparable to the
extension of the string itself. The description of geometry in terms of continuous Riemannian
manifolds is expected to break down and to get replaced by some ‘stringy’ geometry, which has
been thought of in various ways. Generically, stringy geometry is characterized by symmetries
that have their physical origin in the finite extent of the string and which suggest an extension
of the standard diffeomorphism group of general relativity. Such a generalization goes beyond
standard geometry and is therefore referred to as non-geometry [1–3] (see [4] for a review on
non-geometry).
Mirror symmetry is one well-known example of a stringy symmetry. T-duality is another
prime example, which exchanges momentum and winding modes of a closed string on a torus.
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Since T-duality typically exchanges spaces with large and small radii, it introduces the notion
of a shortest possible distance that can be resolved by a string. More specifically, at large
radii the background geometry is probed by the ordinary Kaluza–Klein (KK) momentum
modes, and an important part of their effective, low-energy supergravity action is given by
the well-known Neveu–Schwarz (NSNS) Lagrangian
L “ e´2φ
a
|g|
ˆ
R` 4pBφq2 ´
1
12
HijkH
ijk
˙
. (1.1)
In the stringy regime, where the radii are of the order of the string length, the mass scale of
momentum and winding modes become comparable, and the effective supergravity description
of the momentum modes in general breaks down.
In the simplest case of a constant background metric g and b-field, OpD,Dq T-duality
transformations are just acting as automorphisms on the moduli space of string backgrounds.
More generally, one can consider the case of non-constant background fields with non-vanishing
NSNS H flux. As we will explain in more detail in section 4, it has been argued that there
exists a chain of T-duality transformations starting with the H flux, leading to four different
types of geometrical and non-geometrical fluxes:
Habc
TaÝÑ fabc
TbÝÑ Qc
ab TcÝÑ Rabc . (1.2)
Here Ta denotes T-dualizing along direction a, H is a three-form and f are called geometric
fluxes. The latter are given by the first derivatives of the vielbein and are related to the
Levi–Civita spin connection and therefore to the curvature of the manifold. On the other
hand, the geometric meaning of the Q and R fluxes remains unclear, and will be clarified in
this paper.
Originally, the above chain of (non-)geometric fluxes has been discussed in the context
of gauged supergravities in lower dimensions [5, 6]. These theories, which deform ungauged
supergravities by certain mass parameters, can be the result of flux compactifications of ten-
dimensional string theory or supergravity. It turns out, however, that only a subset of the
consistent gauged supergravities in, say, four dimensions can be obtained through conventional
(flux) compactification. The four-dimensional scalar potential contains terms corresponding
to the geometrical H and f fluxes, which have a clear higher-dimensional origin, but also
to the Q and R fluxes, which until recently lacked a higher-dimensional interpretation. In
particular, the gauged supergravities that have a conventional higher-dimensional origin do
not appear in a T-duality covariant way, as we will discuss in more detail below.
The main purpose of this paper is to construct a ten-dimensional effective action for the
non-geometric Q and R fluxes, which will lead to an understanding of their geometric role. In
this we report on results that have recently been announced in [7]. At first sight, finding a ten-
dimensional realization of Q and R seems to be a difficult task, since they are apparently not
part of the NSNS spectrum. In addition, they are thought to correspond to ten-dimensional
non-geometric situations. For such configurations, the standard NSNS fields, g, b and φ, are
not globally well-defined because of the stringy symmetry needed to glue the fields. This
prevents a flux compactification to four dimensions. These two problems were solved in [4],
at least for some examples, using the following field redefinition1
pgij , bij , φq Ñ pg˜ij , β
ij , φ˜q , (1.3)
1This field redefinition was inspired by studies using generalized geometry, where a relation between β and
non-geometry had been noted [8–10]. It appeared independently in [11].
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(see [12,13] for summaries of this paper). This field redefinition can be easily characterized in
terms of the so-called generalized metric HMN for a D-dimensional space-time, with OpD,Dq
indices M,N “ 1, . . . , 2D, whose inverse can be written as
H
MN “
ˆ
gij ´ bikg
klblj bikg
kj
´gikbkj g
ij
˙
“
ˆ
g˜ij ´g˜ikβ
kj
βikg˜kj g˜
ij ´ βikg˜klβ
lj
˙
, (1.4)
where i, j “ 1, . . . ,D. We will consider D “ 10 in this paper.
The idea is then that performing the redefinition (1.3) in the NSNS action (1.1) makes
the non-geometric fluxes appear, in such a way that the new action with a new metric g˜ij , an
antisymmetric bi-vector βij and a new dilaton φ˜ is well-defined. In particular, the Q flux can,
at least in some examples, be expressed as the derivative of the bi-vector βij as Qk
ij “ Bkβ
ij .
In [4] a simplifying assumption has been made to the effect that all terms involving βijBj
are ignored, which in turn has the consequence that the R flux disappears. In this paper we
relax this assumption and investigate both the ten-dimensional NSNS action and the so-called
double field theory (DFT) [11,14–16] in terms of these new variables.
In ten-dimensional supergravity a fully covariant expression for the R flux can be derived.2
We did not find, however, a covariant tensor Q that would reduce to Qk
ij “ Bkβ
ij upon using
the assumption, and so the role of Q remained somewhat mysterious. It turns out that both
for the technical problem of writing the action in terms of the new field variables (1.3) and for
the geometric interpretation of Q it is of great help to use the formalism of DFT. In particular,
the field redefinition (1.3) takes the form of a T-duality transformation, as we will make more
precise below. DFT formally uses not only the momentum coordinates x, but also the dual
winding coordinates x˜, and hence allows to apply T-duality transformations in absence of
isometries. It follows that the complete DFT expression for the R flux also involves derivates
with respect to the dual coordinates, as first noted in [18]. The need for including the dual
coordinates in the derivation of the R flux can be understood from the fact that starting from
a background with H flux, the R flux is precisely the complete dual background field, which
is seen by the winding modes of the original geometry. The presence of dual derivatives also
makes the R flux background not even locally geometric, in accordance with the discussions
in [6, 21,22].
Following our recent letter [7], we will provide in this paper a full derivation of an ac-
tion containing the non-geometric Q and R fluxes. We will show that these fluxes have a
particularly nice geometric meaning within DFT, namely as a new connection and a new
covariant tensor. The Q flux arises as a connection rather than a tensor, which allows us to
construct a derivative for the dual x˜ coordinates that is covariant with respect to the x dif-
feomorphisms. The R flux corresponds to a covariant tensor under x diffeomorphisms, being
completely dual to the original H flux. Hence the R flux also satisfies a dual Bianchi identity.
We are proposing in this way a new geometrical calculus that captures aspects of a ‘stringy’
geometry.
The DFT action in terms of the new fields takes the following schematic form:
SDFTpg˜, β, φ˜q “
ż
dxdx˜
a
|g˜| e´2φ˜
”
Rpg˜, Bq `Rpg˜´1, B˜q (1.5)
´
1
4
Q2 ´
1
12
RijkRijk ` 4
´
pBφ˜q2 ` pB˜φ˜q2
¯
` . . .
ı
.
2Higher-dimensional expressions for the Q and R fluxes have also been derived in [10,17–20].
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There are two Einstein-Hilbert terms: one based on the conventional derivative Bi, and
one based on the winding derivatives B˜i, where the inverse metric g˜ij plays the role of the
usual metric, and so works consistently with the lower indices of the winding coordinates x˜i.
Even though the first Einstein-Hilbert term is manifestly invariant under x diffeomorphisms
xi Ñ xi ´ ξipxq, and the second Einstein-Hilbert term is manifestly invariant under x˜ diffeo-
morphisms x˜i Ñ x˜i´ ξ˜ipx˜q, the invariance of the full action as written in (1.5) is not manifest
for either of them. The reason is that in the full DFT the parameters ξi and ξ˜i can a priori
depend both on x and x˜. Moreover, as mentioned above, Q is not a tensor and therefore
the Q2 term is not separately diffeomorphism invariant. We will show that in our formalism
precisely half of the gauge symmetries can be made manifest, here the diffeomorphisms pa-
rameterized by ξi, by introducing a novel tensor calculus. The Q can then be interpreted as
the antisymmetric part of the ‘dual’ connection coefficients, so that the Q2 term is just part
of an extended dual Einstein-Hilbert term. In our opinion, this clarifies the geometrical role
of the Q flux.
A further aim of this paper is to relate this action to the known four-dimensional (gauged)
supergravity action after dimensional reduction and thereby to justify our identification of
Q and R fluxes. We will show that the dimensional reduction of the new action (1.5), and
in particular its supergravity version, gives precisely rise to 4D potential terms of the ex-
pected non-geometric type. Our results therefore provide an oxidation of four-dimensional
gauged supergravity up to ten dimensions which was previously lacking. This oxidation is
not complete, however, as we discuss in detail in section 4. The technical reason for this
incompleteness is that we only consider supergravity or strongly constrained DFT, whereas
some gauged supergravity solutions in dimension D ě 7 have been shown to correspond to
DFT solutions where the strong constraint is relaxed [23] (see also [18,19,24]).
We believe, nevertheless, that the new action and field variables considered in this paper
provide the first step towards the general case and that the novel geometrical structures
identified here, or some further generalization, will have to play a role there too. Moreover,
it may well be that certain solutions, like de Sitter vacua, that are hidden in the standard
formulation can be found more easily in the new one, or that global issues that obscure local
solutions of the usual action are demystified.
This paper is organized as follows. In section 2 we provide a short review of DFT and
write it in terms of the new variables in (1.4). In section 3 we will introduce the geometrical
formalism of the non-geometric fluxes in terms of new connections, covariant derivatives,
curvature tensors and Bianchi identities with the aim of providing a covariant description of
the theory with respect to standard diffeomorphisms. Section 4 is devoted to the relation
between the 10D and 4D effective actions with non-geometric fluxes, showing in this way
that the new formalism provides those missing terms in the 4D action that are required by T-
duality covariance. Computational details are presented in two appendices. In particular, how
the field redefinition is performed in DFT is detailed in appendix A, and how it is performed
directly in supergravity is shown in appendix B.
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2 Field redefinition and double field theory
In this section we describe how the action of double field theory (DFT), restricted to the NSNS
sector, is rewritten under the field redefinition (1.3) which takes the form of a T-duality. The
result is an action that contains an R flux term and several terms that are related to the Q
flux. This DFT action can be reduced to a supergravity action and then matches the result
obtained after performing the same field redefinition directly in the NSNS action.
2.1 Generalities of DFT
DFT was introduced in [11, 14–16], and has been developed in a sequence of papers [25–42].
In this theory, T-duality is turned into a manifest symmetry by doubling the coordinates
at the level of the effective space-time action for string theory. As already discussed in the
introduction, T-duality relates momentum and winding modes of a closed string moving on a
torus TD via the T-duality group OpD,Dq.3 When the coordinates are doubled, this duality
symmetry can be made manifest. Such ‘doubled’ approaches to string theory have previously
been studied at the level of the world sheet [43–47], and at the space-time level [45–49].
Thus, in DFT every conventional coordinate xi, associated to momentum modes, is com-
plemented by a dual coordinate x˜i, associated to winding modes. The coordinates combine
into a fundamental OpD,Dq vector XM “ px˜i, x
iq. Although the coordinates are formally
doubled we impose the ‘strong constraint’
ηMNBMBN “ 0 , η
MN “
ˆ
0 1
1 0
˙
, (2.1)
where ηMN denotes the OpD,Dq invariant metric and BM “ pB˜
i, Biq denote partial derivatives
with respect to the dual coordinates and the standard ones. This constraint is a more stringent
version of the level-matching condition in string theory, and is necessary for the consistency
of the DFT action, as we will show below. It holds on arbitrary fields, parameters and their
products, so that in particular
BiA B˜
iB ` B˜iA BiB “ 0 , (2.2)
for any A,B. A consequence of the strong constraint is that the fields locally depend only on
half of the coordinates for any DFT solution.
There are several formulations of DFT. In terms of the generalized metric H, and the
dilaton density
e´2d “
a
|g|e´2φ , (2.3)
where g “ detgij , the DFT action reads [16]
SDFT “
ż
dxdx˜ e´2d
´ 1
8
H
MNBMH
KL BNHKL ´
1
2
H
MNBNH
KL BLHMK
´ 2 BMd BNH
MN ` 4HMN BMd BNd
¯
.
(2.4)
3In general, D refers to the total number of space-time dimensions, that is, here we set D “ 10. In the
context of a KK reduction to n “ D´ d dimensions on a torus, however, it is more appropriate to double only
the d internal coordinates, leaving the global Opd, dq T-duality symmetry.
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For our analysis, it is more convenient to express the DFT action in terms of the quantity
Eij “ gij ` bij . (2.5)
Writing out (2.4) in terms of E , one obtains [11]
SDFT “
ż
dxdx˜ e´2d
”
´
1
4
gikgjl gpq
´
DpEklDqEij ´DiElpDjEkq ´ D¯iEpl D¯jEqk
¯
` gikgjl
`
Did D¯jEkl ` D¯id DjElk
˘
` 4gijDidDjd
ı
,
(2.6)
with the calligraphic derivatives
Di “ Bi ´ EikB˜
k , D¯i “ Bi ` EkiB˜
k . (2.7)
Both these DFT actions are background independent.
A crucial property of SDFT is that for B˜
i “ 0 it is a rewriting of the standard NSNS action.
To be precise, the corresponding DFT Lagrangian LDFT reduces to the NSNS Lagrangian up
to a total derivative term [11]
LDFT
ˇˇˇ
B˜“0
“ e´2φ
a
|g|
ˆ
R` 4pBφq2 ´
1
12
HijkH
ijk
˙
(2.8)
` Bk
”
e´2φ
a
|g|
´
Bmg
km ` gkmgijBmgij
¯ı
.
A second important feature of this DFT action is that it is T-duality invariant under the
OpD,Dq transformation
E
1pX 1q “ paEpXq ` bqpcEpXq ` dq´1 , d1pX 1q “ dpXq , X 1 “ hX , (2.9)
where
h “
ˆ
a b
c d
˙
P OpD,Dq . (2.10)
This transformation generalizes the well-known Buscher rules [50, 51]. More precisely, it has
been shown in [11] that each term of (2.6) is separately OpD,Dq invariant, i.e.,
´
1
4
gikgjl gpq DpEklDqEij “ ´
1
4
g1ikg1jl g1pq D1pE
1
klD
1
qE
1
ij , etc. (2.11)
These two properties are immensely helpful when performing the field redefinition in DFT,
as we will see in the next section.
Finally, DFT also has the essential feature that it is invariant under a generalized dif-
feomorphism symmetry parametrized by the OpD,Dq vector ξM “ pξ˜i, ξ
iq. This symmetry
reduces in the supergravity limit B˜i “ 0 to conventional general coordinate transformations
xi Ñ xi ´ ξipxq and b-field gauge transformations parametrized by ξ˜i. Conversely, keeping B˜
i
non-zero but setting Bi “ 0, the gauge transformations of DFT reduce in particular to general
coordinate transformations in the dual coordinates, x˜i Ñ x˜i´ ξ˜ipx˜q. The full gauge symmetry
is not manifest in the DFT formulations (2.6) and (2.4), but can be verified using the strong
constraint [11]. Employing earlier work by Siegel [48, 49], more geometrical formulations of
DFT have been further developed in [16,29,52–54]. In these formulations, the DFT action is
written in the manifestly gauge invariant form
SDFT “
ż
dx˜dx e´2d RpH, dq , (2.12)
where RpH, dq is a generalized curvature scalar associated to H and d. For earlier and further
interesting work see [55–64].
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2.2 Field redefinition and T-duality
In order to identify the ten-dimensional action for Q and R fluxes, we now express the full
DFT action (2.6) in terms of the component fields g˜, β and d, which are related to g, b and d
through the field redefinition (1.4). It is readily checked, using (B.1) and (B.2) in appendix
B, that this equality can be rewritten as4
pg˜´1 ` βq´1 ” E˜´1 “ E “ g ` b , (2.13)
where we have introduced
E˜
ij “ g˜ij ` βij . (2.14)
We also redefine φ in order to keep the NSNS measure invariant:a
|g|e´2φ “ e´2d “
a
|g˜|e´2φ˜ . (2.15)
The redefinition (2.13) has the form of an overall T-duality, which implies that theOpD,Dq
invariance of DFT renders the associated rewriting particularly simple. Indeed, consider the
following OpD,Dq transformation, which corresponds to a T-duality in all directions
h “
ˆ
0 1D
1D 0
˙
ñ xØ x˜ , B Ø B˜ , Epx, x˜q Ñ E 1px, x˜q “ E´1px˜, xq , (2.16)
where we have introduced
E
1 “ g1 ` b1 . (2.17)
Combined with the field redefinition (2.13), this implies the following set of relations
pE 1q´1px˜, xq “ Epx, x˜q “ E˜´1px, x˜q , (2.18)
where the coordinate dependence is written out in order to show that x Ø x˜ in the T-
duality transformation, but not in the field redefinition.5 Decomposing this equality into its
symmetric and antisymmetric parts, we find
g1px˜, xq “ g˜´1px, x˜q , b1px˜, xq “ βpx, x˜q . (2.19)
Since LDFT is OpD,Dq invariant, we have that LDFT in terms of the T-dual E
1 is the same
as the one we started with (in terms of E). Thus, using this result and (2.18) we get LDFT
in terms of the tilded variables without any computation. We simply take LDFTpE
1, dq, and
replace
E
1
ij Ñ E˜
ij , D1i Ñ D˜
i “ B˜i ´ E˜ ikBk , D¯
1
i Ñ D˜
i “ B˜i ` E˜kiBk , (2.20)
which results in the Lagrangian
LDFTpg˜, β, dq “ e
´2d
”
´
1
4
g˜ikg˜jlg˜pq
´
D˜
p
E˜
kl
D˜
q
E˜
ij ´ D˜iE˜ lpD˜j E˜kq ´ D˜iE˜pl D˜j E˜qk
¯
(2.21)
` g˜ikg˜jl
`
D˜
id D˜j E˜kl ` D˜id D˜j E˜ lk
˘
` 4g˜ijD˜
id D˜jd
ı
.
4We change conventions with respect to [4] so that βhere “ ´βthere.
5The position of indices in this relation and (2.16) can appear confusing. However, according to (2.9), we
should really write E 1px, x˜q “ bE´1px˜, xqc´1 in (2.16), where the matrices b and c´1 lower the indices of E´1
and restore the good index structure. Since for us b “ c “ 1D, these matrices have been dropped.
8
Before continuing our analysis, let us pause to summarize our method by the diagram
LDFTpE , dq
T´d. inv.
LDFTpE
1, dq
(2.20)
LDFTpE˜ , dq
LNSNSpg, b, dqpxq ` Bp. . . q
(2.8) B˜“0
❴❴❴❴❴❴ ❴❴❴❴❴❴ ❴❴❴❴❴❴ ❴❴❴❴❴❴ Lfinalpg˜, β, dqpxq ` Bp. . . q
B˜“0
(2.22)
The upper line of this diagram is the rewriting of the DFT Lagrangian just described. The
vertical lines correspond to taking the supergravity limit B˜ “ 0, and reproduces the NSNS
Lagrangian and a Lagrangian written in terms of the new fields, respectively. The dashed
equality in the bottom line represents that the field redefinition can be performed directly
on the NSNS Lagrangian, as is shown in appendix B. Here, we obtain the same equality by
going through a chain of DFT Lagrangians, an idea that has been discussed in [4].
When expressing the Lagrangian (2.21) in terms of component fields, it is convenient to
work with
D˜
i “ ´g˜ijBj ` D˜
i , D˜i “ g˜ijBj ` D˜
i , (2.23)
where we introduce the derivative operator
D˜i ” B˜i ´ βijBj . (2.24)
A consequence of the strong constraint and the antisymmetry of β is that, for any fields A
and B, we have
D˜iABiB ` BiAD˜
iB “ 0 . (2.25)
For now, D˜i is primarily a convenient book-keeping device, that allows us to separate the
conventional Ricci scalar and dilaton term from other terms in the rewritten Lagrangian.
However, we will show in section 3 that introducing this derivative operator is a first step to
a geometric action for the Q and R fluxes.
Re-expressing the DFT Lagrangian in terms of D˜i is straightforward, and we refer the
reader to appendix A for the explicit calculations. For later convenience we also integrate by
parts, thus removing the terms that are linear in dilaton derivatives. After some simplifica-
tions the resulting Lagrangian is, up to total derivatives,
e2dLDFTpg˜, β, dq “ Rpg˜q ` 4pBφ˜q
2 ` 4pD˜dq2 ´
1
4
g˜ikg˜jlg˜pq
`
D˜pβklD˜qβij ´ 2D˜iβlpD˜jβkq
˘
´ D˜iD˜j g˜ij ´
1
4
g˜ikg˜jlg˜pq
`
D˜pg˜klD˜q g˜ij ´ 2D˜ig˜lpD˜j g˜kq
˘
(2.26)
´ 2g˜ij D˜
iBkβ
kj ´ 2D˜ig˜ij Bkβ
kj ´ g˜jlg˜pq Bkβ
lpD˜j g˜kq
´
1
4
g˜ik g˜jlg˜
rs Brβ
kl Bsβ
ij ´
1
2
g˜pqBkβ
lpBlβ
kq ´ g˜ij Bpβ
pi Bqβ
qj .
In the above expression we recognize the standard Ricci scalar for the metric g˜ in terms
of the conventional derivatives Bi, and the standard kinetic term for the dilaton. The last two
terms on the first row in (2.26) are also easily identified; they combine to the square of the R
flux
Rijk “ 3D˜riβjks . (2.27)
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This R flux is a tensor, as will be verified in section 3, and represents the covariant field
strength of β. The remaining terms are more difficult to interpret. They contain derivatives
of β and g˜, as we would expect for terms related to the Q flux. However, in contrast to the
R flux, it remains obscure how to define a Q flux that reproduces the structures we find.
Concretely, it seems difficult to find a tensor whose square gives the relevant terms. We will
return to this question, and the geometric interpretation of Q, in section 3. Looking ahead
to the result we will find, let us relax the covariance condition on Q and define, as in [4],
Qm
nk “ Bmβ
nk , (2.28)
so that in the end we have the DFT Lagrangian
e2dLDFTpg˜, β, dq “ Rpg˜q ` 4pBφ˜q
2 ` 4pD˜dq2 ´
1
12
RijkRijk
´
1
4
g˜ikg˜jlg˜
rsQr
klQs
ij ´
1
2
g˜pqQk
lpQl
kq ´ g˜ij Qp
piQq
qj
´ 2g˜ij D˜
iQk
kj ´ 2D˜ig˜ij Qk
kj ´ g˜jlg˜pqQk
lpD˜j g˜kq
´ D˜iD˜j g˜ij ´
1
4
g˜ikg˜jlg˜pq
`
D˜pg˜klD˜q g˜ij ´ 2D˜ig˜lpD˜j g˜kq
˘
.
(2.29)
2.3 Supergravity limit
In the supergravity limit the DFT fields are taken to be independent of the dual coordinates,
i.e. one sets B˜i “ 0 in the action. This is the final step in the diagram (2.22), and allows us to
check that the rewriting of the NSNS Lagrangian in appendix B agrees with the DFT result.
In order to facilitate this check, we use the form (A.6) of the DFT Lagrangian, which in the
supergravity limit becomes, up to total derivatives,
e2dLfinalpg˜, β, dqpxq “ Rpg˜q ` 4pBφ˜q
2 ´
1
12
RijkRijk
` 4g˜ijβ
ikβjlBkd Bld´ 2Bkd Bl
´
g˜ijβ
ikβjl
¯
´
1
4
g˜ikg˜jlg˜
rsQr
klQs
ij `
1
2
g˜pqQk
lpQl
kq (2.30)
` g˜jlg˜pqβ
jm
`
Qk
lpBmg˜
kq ` Bkg˜
lpQm
kq
˘
´
1
4
g˜ikg˜jlg˜pq
`
βprβqsBrg˜
klBsg˜
ij ´ 2βirβjsBrg˜
lpBsg˜
kq
˘
.
Here the R flux term is to be read as the square of the supergravity part of R
R|ijk
B˜“0
“ 3βpriBpβ
jks . (2.31)
This expression is still covariant. Indeed, using the antisymmetry of the three free indices,
and the symmetry of the Christoffel symbols, it can be shown that
R|ijk
B˜“0
“ 3βpri∇pβ
jks , (2.32)
where ∇p is the standard covariant derivative, and hence R|B˜“0 is a well-defined tensor. Also
in the supergravity limit, it is difficult to find a tensor whose square reproduces the last three
rows of (2.30), and so we stick to the definition (2.28) for the Q flux. In particular, the rather
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natural guess that Q should be the covariant derivative of β does not lead to the observed
terms.
It is readily checked that the Lagrangian (2.30) agrees with the result (B.39) of the rewrit-
ing performed in appendix B. Furthermore, by comparing (A.5) and (B.26), and recalling
(2.8), it can be checked that the total derivatives obtained through the two procedures match.
Finally, with Lfinal we have found the generalization of the Q flux Lagrangian that was
computed by some of us in [4]. Indeed, using a simplifying assumption, (2.30) matches the Q
flux Lagrangian found in this paper
e2dLfinalpg˜, β, dqpxq
βijBj“0 , Bjβij“0
ÝÑ Rpg˜q ` 4pBφ˜q2 ´
1
4
g˜ikg˜jlg˜
rsQr
klQs
ij , (2.33)
and, using the same assumptions, one can also check that the total derivative term matches
the one in [4].
In DFT we may equally well solve the strong constraint by setting the conventional deriva-
tives to zero, Bi “ 0, keeping the winding derivatives B˜
i. This corresponds to a T-duality
inversion in all directions. The action corresponding to the Lagrangian (2.29) then reduces
to
SDFT “
ż
dx˜
b
|det g˜ij | e´2φ
1
´
Rpg˜ij , B˜q ` 4 g˜ij B˜
iφ1 B˜jφ1 ´
1
12
RijkRijk
¯
, (2.34)
where we introduced a new dilaton φ1 byb
|det g˜ij | e´2φ
1
“ e´2d , (2.35)
and where the R flux now reads
Rijk “ 3B˜riβjks . (2.36)
Here, g˜ij with upper indices plays the role of the metric (rather than the inverse metric) on
the space with coordinates x˜i. Similarly, this metric appears in the definition (2.35) of the
new dilaton φ1, which guarantees that φ1 transforms as a scalar under x˜ diffeomorphisms. (In
contrast, the dilaton φ˜ above transforms as a scalar under x diffeomorphisms.) Finally, the
field βij transforms as a two-form under x˜ diffeomorphisms so that Rijk plays exactly the
same role as the H field strength in the standard NSNS action. More generally, as discussed
in [11,34], the whole action (2.34) is precisely equivalent to the NSNS action (1.1), just with
all upper and lower indices interchanged and with pg, b, φq replaced by pg˜, β, φ1q. Note that
the easiest way of obtaining (2.34) is to start from (3.56) and use (A.11).
3 Geometry of non-geometric fluxes
In this section we present a geometrical formalism that allows us to write the above DFT
action for the new field variables g˜ij and β
ij in terms of geometrical quantities that make
the diffeomorphism symmetry in the x coordinates manifest. To this end we introduce novel
connections that covariantize the winding derivatives B˜i with respect to the diffeomorphisms
of momentum coordinates, and we construct invariant curvatures.
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3.1 Connections for winding derivatives and diffeomorphism invariance
We begin by recalling the gauge symmetries in DFT spanned by ξM “ pξ˜i, ξ
iq, which act on
the original field Eij “ gij ` bij as
δEij “ LξEij ` Biξ˜j ´ Bj ξ˜i
` Lξ˜Eij ´ Eik
`
B˜kξl ´ B˜lξk
˘
Elj .
(3.1)
Here, we used the standard Lie derivative with respect to ξi,
LξEij “ ξ
kBkEij ` Biξ
k
Ekj ` Bjξ
k
Eik , (3.2)
but also a ‘dual’ Lie derivative for winding coordinates with respect to ξ˜i,
Lξ˜Eij “ ξ˜kB˜
k
Eij ´ B˜
k ξ˜i Ekj ´ B˜
k ξ˜j Eik . (3.3)
We note that the sign differences between (3.2) and (3.3) reflect the fact that Eij is a covariant
tensor with respect to the usual diffeomorphism group but a contravariant tensor with respect
to the dual diffeomorphisms x˜i Ñ x˜i ´ ξ˜i with lower indices. We infer from (3.1) that the
gauge transformation parametrized by ξ˜i has an inhomogeneous term but otherwise acts
linearly, and that the diffeomorphisms parametrized by ξi act non-linearly. Although not
manifest in this form, the gauge transformations (3.1) are OpD,Dq covariant. In particular,
the transformation Eij Ñ E˜
ij discussed in sec. 2.2 simply exchanges Bi Ñ B˜
i and ξi Ñ ξ˜i, such
that (3.1) becomes
δE˜ ij “ Lξ˜E˜
ij ` B˜iξj ´ B˜jξi
` LξE˜
ij ´ E˜ ik
`
Bk ξ˜l ´ Blξ˜k
˘
E˜
lj .
(3.4)
We observe that in this field basis the ξi transformations carry an inhomogeneous term but
are otherwise linear, and that the ξ˜i transformations are non-linear. In the following we will
develop a geometrical formalism that renders the ξi transformations manifest, leaving the ξ˜i
transformations aside for the moment. We will return to them in section 3.3. Setting thus
ξ˜i “ 0 in (3.4) and decomposing E˜
ij “ g˜ij ` βij we obtain
δξ g˜ij “ Lξ g˜ij , δξβ
ij “ B˜iξj ´ B˜jξi ` Lξβ
ij . (3.5)
We will refer to a transformation under ξi as covariant if it only involves the Lie derivative
Lξ. In the following we will denote the non-covariant part of a variation by ∆ξ ” δξ ´Lξ, so
that from (3.5)
∆ξ g˜ij “ 0 , ∆ξβ
ij “ B˜iξj ´ B˜jξi . (3.6)
Let us now introduce connections for winding derivatives, B˜i Ñ ∇˜i, that covariantize the
‘momentum’ diffeomorphisms parametrized by ξi. We start by considering a scalar like the
dilaton φ˜, which transforms covariantly,
δξφ˜ “ ξ
jBj φ˜ . (3.7)
Therefore, its tilde derivative transforms as
δξpB˜
iφ˜q “ B˜ipξjBj φ˜q “ ξ
jBjpB˜
iφ˜q ` B˜iξjBj φ˜ . (3.8)
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Next, we rewrite this transformation in a form that is closer to the Lie derivative by adding
on the right-hand side
´ Bjξ
iB˜j φ˜´ B˜jξiBj φ˜ “ 0 , (3.9)
which is zero due to the strong constraint (2.2), and obtain
δξpB˜
iφ˜q “ LξpB˜
iφ˜q ` pB˜iξj ´ B˜jξiqBj φ˜ . (3.10)
We infer that the non-covariant term is of the same form as the inhomogeneous variation
of β in (3.6). Thus, the non-covariant term can be cancelled by introducing the derivative
operator (2.24),
D˜i ” B˜i ´ βijBj , (3.11)
so that
δξpD˜
iφ˜q “ LξpD˜
iφ˜q , (3.12)
and therefore ∆ξpD˜
iφ˜q “ 0. The derivative (3.11) will play the role of a partial but anholo-
nomic derivative that has a non-trivial commutator,“
D˜i, D˜j
‰
“ ´RijkBk ´Qk
ijD˜k , (3.13)
where as in (2.27)
Rijk “ 3D˜riβjks “ 3
`
B˜riβjks ` βpriBpβ
jks
˘
. (3.14)
The verification of (3.13) is straightforward but requires the strong constraint (2.2).
Before we continue with the construction of covariant derivatives we briefly discuss that the
R flux (3.14) is a covariant tensor under (3.5). In order to see this we first recall that, as noted
in (2.32), the second term in Rijk can be written in terms of the usual Levi-Civita covariant
derivative. This term is therefore covariant under the Lie derivative part of the variation
(3.5) of βij . Since the first term in Rijk takes the form of a curl in the winding derivatives it
is manifestly invariant under the inhomogeneous variation of βij in (3.5). However, the first
term is not covariant under the variation by the Lie derivative, and the second term is not
covariant under the inhomogeneous variation of βij , but it turns out that their non-covariant
variations precisely cancel. To see this we determine the non-covariant terms in the variation
of the first term,
∆ξ
`
B˜riβjks
˘
“ B˜pβrij Bpξ
ks ` Bpβ
rij B˜ksξp ` 2B˜riBpξ
j βksp , (3.15)
and the second term,
∆ξ
`
βpriBpβ
jks
˘
“ Bpβ
rij B˜|p|ξks ´ Bpβ
rij B˜ksξp ´ 2B˜riBpξ
j βksp . (3.16)
The non-covariant variation of Rijk therefore reads
∆ξR
ijk “ 3
`
B˜pβrij Bpξ
ks ` Bpβ
rij B˜|p|ξks
˘
“ 0 , (3.17)
by the strong constraint (2.2). Thus, Rijk is a covariant tensor that can be viewed as the field
strength of βij .
We now return to the construction of covariant derivatives. For a vector V i and a co-vector
Vi we set
∇˜
iV j “ D˜iV j ´ qΓkijV k , ∇˜iVj “ D˜iVj ` qΓjikVk , (3.18)
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which extends in the usual way to tensors with an arbitrary number of upper and lower
indices. As for the scalar discussed above, D˜iV j transforms nicely under the transport term,
but due to the extra term in the Lie derivative of a vector V i we have
∆ξ
`
D˜iV j
˘
“ ´D˜iBkξ
j V k . (3.19)
Thus, in order for (3.18) to transform covariantly, we have to assign the following inhomoge-
neous transformation to the connection components
∆ξqΓkij “ ´D˜iBkξj . (3.20)
Our task is now to determine the connection qΓkij in terms of the physical fields. We do so
by imposing covariant constraints. We first note from (3.20) that the antisymmetric part ofqΓkij does not transform as a tensor and therefore cannot be set to zero. As the first constraint
we demand the usual metricity condition that the metric is covariantly constant,
∇˜
ig˜jk “ D˜ig˜jk ´ qΓpij g˜pk ´ qΓpikg˜jp “ 0 . (3.21)
Since qΓkij has an antisymmetric part, this condition does not determine the connection com-
pletely, but it allows us to solve for the symmetric part in terms of the antisymmetric part
and D˜ig˜jk in the usual way,
qΓkpijq “ Γ˜kij ´ g˜kl´g˜piqΓprjls ` g˜pjqΓprils¯ , (3.22)
where
Γ˜k
ij “
1
2
g˜kl
´
D˜ig˜jl ` D˜j g˜il ´ D˜lg˜ij
¯
(3.23)
are the conventional Christoffel symbols in the winding coordinates, with B˜i replaced by
D˜i. In order to determine the antisymmetric part we consider the commutator of covariant
derivatives on a scalar φ˜,“
∇˜
i, ∇˜j
‰
φ˜ “
“
D˜i, D˜j
‰
φ˜´ qΓkijD˜kφ˜` qΓkjiD˜kφ˜
“ ´RijkBkφ˜´
`
Qk
ij ` 2qΓkrijs˘D˜kφ˜ , (3.24)
where we used (3.13). As Rijk transforms as a tensor it is a covariant condition to demand
that the commutator (3.24) is given by the R flux only,“
∇˜
i, ∇˜j
‰
φ˜ “ ´RijkBkφ˜ . (3.25)
This constraint is then solved by
qΓkrijs “ ´1
2
Qk
ij . (3.26)
In total, the covariant constraints (3.21) and (3.25) determine the connection completely,
which is given by
qΓkij “ Γ˜kij ` g˜klg˜ppiQpjql ´ 1
2
Qk
ij . (3.27)
By construction, this transforms as required by (3.20), which one may also verify explicitly.
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3.2 Bianchi identities and invariant curvatures
After having defined connections and covariant derivatives we apply them now by discussing
Bianchi identities and invariant curvatures. We start by noting that the R flux satisfies the
Bianchi identity
∇˜
riRjkls “ 0 , (3.28)
which reads explicitly
4 B˜riRjkls ` 4βpriBpR
jkls ` 6Qp
rijRklsp “ 0 . (3.29)
In this form the Bianchi identity can be verified by a straightforward computation.
We now construct invariant curvatures. In addition to a Riemann curvature tensor that
appears through the commutator of covariant derivatives, using the familiar rBi, Bj s “ 0, there
is a new torsion due to the new constraint B˜iBi “ 0. We find
∇˜
i
∇iφ˜ “ ∇i∇˜
iφ˜ “ T i∇iφ˜ , (3.30)
where
T
i “ qΓkki “ 1
2
g˜pqD˜
ig˜pq ´Qk
ki . (3.31)
Thus, curiously, the trace of the connection transforms as a tensor, which can also be verified
directly with the transformation rule (3.20),
∆ξqΓkkj “ ´BkB˜kξj ` βkpBpBkξj “ 0 , (3.32)
using the strong constraint and the antisymmetry of β. Thus, while the usual torsion tensor
given by the antisymmetric part of the connection coefficients does not have tensor character in
this formalism, as noted above, the trace of the connection is a tensor and therefore naturally
viewed as a new torsion.
We note that the rules for partial integration involve the new torsion T i:ż
dxdx˜
a
|g˜|Vi∇˜
iW “ ´
ż
dxdx˜
a
|g˜|W
`
∇˜
iVi ´ 2T
iVi
˘
, (3.33)
as may be verified with (3.31).
Next, we define a covariant curvature or Riemann tensor and prove algebraic and differen-
tial Bianchi identities. A Riemann tensor can be defined through the commutator of covariant
derivatives on a co-vector, “
∇˜
i, ∇˜j
‰
Vk “ ´R
ijp
∇pVk ` qRijklVl , (3.34)
where
qRijkl “ D˜iqΓkjl ´ D˜jqΓkil ` qΓkiq qΓqjl ´ qΓkjq qΓqil `Qqij qΓkql ´Rijq Γlqk . (3.35)
The verification of (3.34) requires (3.13). Note the appearance of the conventional Christoffel
symbols Γkij (with respect to g˜ij) in the definition of the Riemann tensor. In (3.34) this
term cancels against the connection inside the covariant derivative in the first term. We have
written this first term with a covariant derivative such that it is separately diffeomorphism
invariant. Therefore, with the left hand side of (3.34) being manifestly covariant, the Riemann
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tensor (3.35) must be a covariant tensor as well, as one may also verify explicitly. The
commutator of covariant derivatives on a vector reads similarly“
∇˜
i, ∇˜j
‰
V k “ ´Rijp∇pV
k ´ qRij lkV l . (3.36)
Let us now discuss the symmetry properties of the Riemann tensor. By construction it is
manifestly antisymmetric in its first two indices. As a consequence of the metricity condition
it is also antisymmetric in its last two indices, which can be proved as follows. Raising the
index k on both sides of (3.34) we obtain“
∇˜
i, ∇˜j
‰
V k “ ´Rijp∇pV
k ` qRijklVl , (3.37)
which by comparison with (3.36) impliesqRijkl “ ´ qRijlk . (3.38)
There is no exchange symmetry between the two index pairs, because this Riemann tensor
satisfies a modified Bianchi identity. We derive this Bianchi identity from the Jacobi identity´“
∇˜
i,
“
∇˜
j, ∇˜k
‰‰
`
“
∇˜
j ,
“
∇˜
k, ∇˜i
‰‰
`
“
∇˜
k,
“
∇˜
i, ∇˜j
‰‰¯
φ˜ “ 0 . (3.39)
Using (3.25) and (3.36) this implies
0 “ ´∇˜riRjksl Blφ˜´R
lrij
“
∇˜
ks,∇l
‰
φ˜` qRrij lks ∇˜lφ˜ . (3.40)
This can be simplified using “
∇˜
i,∇l
‰
φ˜ “ qΓlpiBpφ˜´ ΓilpD˜pφ˜ . (3.41)
We finally get
0 “ ´4∇˜riRjkls∇lφ˜` 3 qRrij lks ∇˜lφ˜`∇pRijk D˜pφ˜ , (3.42)
where we used that the strong constraint implies
D˜lRijk Blφ˜` BlR
ijk D˜lφ˜ “ 0 . (3.43)
Therefore, using the Bianchi identity (3.28) for the R flux, we obtain the algebraic Bianchi
identity
3 qRrij lks `∇lRijk “ 0 . (3.44)
After raising the index l this identity reads explicitlyqRijkl ` qRjkil ` qRkijl “ ∇lRijk . (3.45)
Writing this equation with four different index permutations and taking an appropriate linear
combination it is straightforward to deriveqRijkl ´ qRklij “ ∇riRjskl ´∇rkRlsij . (3.46)
Thus, under exchange of the index pairs the Riemann tensor goes into itself only up to
corrections involving the covariant derivative of the R flux. We finally give an alternative,
more explicit form of (3.44) by writing out the connections,
BlR
ijk “ 3
`
D˜riQl
jks ´Qq
rijQl
ksq
˘
. (3.47)
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Upon setting B˜i “ 0 this reduces to eq. (75) in [20].
Let us now introduce a Ricci tensor and Ricci scalar. Due to the antisymmetry in each
index pair of the Riemann tensor there is one independent non-vanishing contraction,
qRij ” qRkikj . (3.48)
Explicitly this reads
qRij “ D˜kqΓkij ´ D˜iqΓkkj ` qΓkij qΓqqk ´ qΓpki qΓkpj , (3.49)
where we used (3.26) to simplify and combine terms. Recalling that the trace of the connection
equals the tensor (3.31) this can also be written as
qRij “ D˜kqΓkij ´ qΓqki qΓkqj ´ ∇˜iT j . (3.50)
Remarkably, the Ricci tensor thus decomposes into two structures that have separately tensor
character. The Ricci tensor is not symmetric, rather by taking the trace of (3.46) we infer
qRrijs “ ´1
2
∇kR
kij , (3.51)
i.e., the antisymmetric part of the Ricci tensor is determined by the R flux. Finally we can
define a scalar curvature in the usual way,
qR “ g˜ij qRij , (3.52)
which by construction is a scalar under diffeomorphisms and can thus be used to define an
invariant action.
3.3 Invariant action
We have now all ingredients at hand in order to write the full DFT action in terms of the
geometrical objects introduced above,
SDFT “
ż
dxdx˜
a
|g˜| e´2φ˜
”
R` qR´ 1
12
RijkRijk
` 4
´
pBφ˜q2 ` pD˜φ˜q2 ` ∇˜iTi ´ T
i
Ti
¯ı
.
(3.53)
In here, every term is manifestly diffeomorphism invariant. This action contains two Einstein-
Hilbert terms. The first is the conventional one based on derivatives Bi and the metric g˜ij .
The second one is based on the novel Ricci scalar (3.52) that involves winding derivatives
and generalized connections that contain the Q flux as the antisymmetric part. Moreover,
the new torsion T i is required. It is shown in appendix A that this action indeed equals the
DFT action in terms of g˜ij , β
ij and φ˜ determined in (2.29).
Up to total derivatives the terms involving the new torsion T i can be rewritten as a square
with the D˜iφ˜ terms as follows. We have by (3.33)
4
ż
dxdx˜
a
|g˜|e´2φ˜∇˜iTi “ 4
ż
dxdx˜
a
|g˜|e´2φ˜
`
2∇˜iφ˜Ti ` 2T
i
Ti
˘
, (3.54)
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and therefore
4
ż
dxdx˜
a
|g˜|e´2φ˜
`
∇˜
i
Ti ´ T
i
Ti
˘
“ 4
ż
dxdx˜
a
|g˜|e´2φ˜
`
2∇˜iφ˜Ti ` T
i
Ti
˘
. (3.55)
The full action (3.53) can then be written as
SDFT “
ż
dxdx˜
a
|g˜| e´2φ˜
”
R` qR´ 1
12
RijkRijk ` 4pBφ˜q
2 ` 4
`
D˜iφ˜` T i
˘2ı
. (3.56)
Let us note that this action is particularly convenient to derive (2.34), where qR reduces
to the Ricci scalar.
Summarizing, we have written the full DFT action for the fields g˜, β and φ˜ in terms
of geometrical quantities that make the invariance under x diffeomorphisms parametrized
by ξi manifest. In this formulation the remaining gauge invariance, that is, under the x˜
diffeomorphisms parametrized by ξ˜i, is hidden. However, we may now choose different field
variables, including the original fields g and b, and use the ‘dual’ of the geometrical objects
introduced above in order to make the ξ˜i gauge invariance manifest. Specifically, in addition
to g and b we introduce the new dilaton φ2 according tob
|det gij | e´2φ
2
“ e´2d , (3.57)
which in analogy to (2.35) is defined such that it transforms as a scalar under x˜ diffeomor-
phisms. We can then define the dual of the full R flux (3.14), which gives a ‘covariantized H
flux’
Hijk “ 3
`
Bribjks ` bpriB˜
pbjks
˘
, (3.58)
and the dual of the anholonomic tilde derivative D˜i, giving
Di “ Bi ´ bij B˜
j . (3.59)
Similarly, all other geometrical objects are obtained by systematically sending g˜ij Ñ g
ij ,
βij Ñ bij and interchanging all upper and lower indices. In particular, the conventional
Christoffel symbols based on gij are extended to the dual of the connection components
(3.27), defining an object qΓkij with which we can construct a Ricci scalar as in (3.52). The
full DFT action can then be written as
SDFT “
ż
dxdx˜
b
|det gij |e´2φ
2
”
Rpgij , B˜q ` qRpqΓkijq ´ 1
12
HijkH
ijk
` 4pB˜φ2q2 ` 4
`
Diφ
2 ` Ti
˘2ı
.
(3.60)
The proof for this expression of the DFT action proceeds in exactly the same way as in section
2.2, just with all upper and lower indices interchanged. In this form the invariance under ξ˜i
gauge transformations is manifest. In total, given the two actions (3.56) and (3.60) that make
either the ξi or ξ˜i gauge invariance manifest, this provides an alternative proof for the full
gauge invariance of DFT.
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4 Relating ten- and four-dimensional non-geometric fluxes
In this section, we first discuss which uplifts of lower-dimensional gauged supergravities our
ten-dimensional field redefinition provides. We then turn to the dimensional reduction of
the ten-dimensional Lagrangian obtained in this paper, which reproduces the non-geometric
terms of the four-dimensional scalar potential. This provides a ten-dimensional origin for
these terms, and further motivates why the ten-dimensional Q and R are related to the
four-dimensional non-geometric fluxes. We finally come back to the global aspects of this
reduction, and the relation to non-geometric field configurations.
4.1 Gauged supergravity and OpD, Dq orbits
String compactifications from ten to lower dimensions in general lead to supergravity theories,
which describe the interactions of the light modes after integrating out all massive string
excitations. One important requirement is that the lower-dimensional supergravity action is
consistent with the duality symmetries that act on a given background space. In case the
considered backgrounds are completely symmetric under the duality group, i.e. the duality
transformations act as automorphisms on the moduli space of the massless moduli fields (like
e.g. for toroidal compactifications), the corresponding effective actions must be given in terms
of duality invariant functions (automorphic functions) of the scalar moduli fields [65,66]. On
the other hand, if the duality group acts as transformations between different, but from the
string point of view equivalent backgrounds, e.g. a geometric space is mapped to a non-
geometric background as is true for the duality chain in (1.2), differently looking supergravity
actions will be transformed into each other by the action of the duality group on the scalar
fields. However these seemingly different effective actions are completely equivalent as low
energy theories, and in particular the vacuum structure of the theory will not change within
given orbits of the duality group. Of course, different backgrounds that are not related by
duality transformations will in general lead to physically inequivalent effective descriptions in
lower dimensions.
A convenient way to think about gauged supergravity in dimensions D ă 10 is in terms of
the so-called embedding tensor formalism, see [67] and references therein. Gauged supergrav-
ities can be classified by an embedding tensor Θ that lives in a certain representation of the
global duality group of the ungauged theory. It encodes which subgroup of the duality group
is promoted to a local symmetry and describes the mass parameters and coupling constants
due to the gauging. The embedding tensor formulation formally preserves covariance under
the full duality group, because Θ can be thought of as a covariant tensor, but any choice of
a constant non-vanishing embedding tensor breaks the symmetry down to the subgroup that
leaves Θ invariant. Even though the original duality group is thus not a proper rigid sym-
metry of the gauged theory, any two embedding tensors related by a duality transformation
lead to physically equivalent theories. The reason is that by the duality covariance of the
embedding tensor formulation the simultaneous action of a duality group element h on the
fields, generically denoted by Φ, and Θ, leaves the action invariant,
Sgauged
“
Φ,Θs “ Sgauged
“
hpΦq, hpΘqs . (4.1)
In other words, the gauged supergravity obtained by sending ΘÑ Θ˜ “ hpΘq is equivalent to
the original one because they can be related by a field redefinition ΦÑ hpΦq. Thus, physically
inequivalent theories are in one-to-one correspondence with the orbits of the duality group.
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However, the gauged supergravities obtained in, say, 4D upon flux compactifications of the
standard 10D supergravity (1.1) do not fill complete orbits under Op6, 6q (which generically is
part of the duality group in 4D), as we discussed in the introduction for the missing Q and R
flux terms. Our method provides a higher-dimensional origin for those gauged supergravities
that complete the Op6, 6q orbit by giving the appropriate field basis, as indicated by the
following diagram.
DFT pHq
vv♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
10D supergravity pg, bq
flux compactification

✤
✤
✤
✤
field redefinition //oo 10D supergravity pg˜, βq
flux compactification

✤
✤
✤
✤
4D gauged supergravity Θ
h P Op6,6q duality
//oo 4D gauged supergravity Θ˜ “ hpΘq
Here, the upper horizontal arrow indicates the field redefinition (1.3) in 10D that, upon
reduction, corresponds to a field redefinition (4.1). From the point of view of DFT these
different choices of field basis are just different parameterizations of the fundamental field
given by the generalized metric HMN . In fact, being a symmetric tensor and an OpD,Dq
group element, HMN may be parametrized in terms of symmetric tensor and either a two-
form or an antisymmetric bi-vector, as indicated in (1.4) and also discussed in [4]. While the
standard parametrization in terms of a two-form leads to the usual NSNS action, here we
investigate the result of the second parameterization.
According to the above picture we can uplift to 10D those non-geometric fluxes that are
T-dual to geometric ones. However, for a given background, it is to be expected that only one
of the 10D descriptions is well-defined, and hence an uplift of the 4D theory requires using
this preferred field basis. In order to lift more 4D solutions, and possibly find a complete
uplift of the Op6, 6q orbit, we need to complement the field redefinition with other T-duality
transformations of the background, as in the toroidal example discussed in [4].
It remains an open question whether the new Lagrangian L˜, depending on g˜ and β, would
be of use to uplift other 4D solutions, which are not in an Op6, 6q orbit that contains geometric
solutions. There might be globally well-defined solutions to the equations of motion derived
from L˜ that are not related to well-defined solutions corresponding to L. Concretely, the
restriction that a 10D solution is reducible to 4D, via a flux compactification, is a global
restriction, and can hence differentiate between two locally equivalent solutions. We come
back to this discussion in section 4.3.
4.2 Dimensional reduction
4.2.1 Preliminary ideas: the T-duality chain
For a compactification on a background with isometries, the four-dimensional theory should
inherit the T-duality transformation properties from the ten-dimensional theory. Terms in the
superpotential of four-dimensional supergravity, as well as the corresponding scalar potential,
should transform into each other by T-duality transformations. In this way, it has been
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realized that new types of terms are needed in the potential, that should be generated by
specific discrete quantities Qc
ab and Rabc. Equivalently, one can study gauge algebras of
gauged supergravities, in which fluxes enter as structure constants. There as well, these
new quantities have been required for the algebra to be T-duality covariant [5, 6]. Note that
the different terms of the superpotential transform into each other in a specific order, as
summarized by the T-duality chain (1.2), that is
A : Habc
TaÐÑ B : fabc
TbÐÑ C : Qc
ab TcÐÑ D : Rabc , (4.2)
where A,B,C,D denote the different backgrounds obtained by performing T-duality.6 This
four-dimensional chain (4.2) was first inspired by the famous toroidal example worked out
in [68, 69] and recalled in [4]. In that example, while the field configurations are geometric
in situations A and B, the second T-duality leads to a non-geometric configuration in the
ten-dimensional sense of [1, 3]. Indeed, the metric and b-field in C need a stringy symmetry
(in practice a T-duality) to glue when going from one patch to the other. From the four-
dimensional perspective, this corresponds to the situation with Q. For this reason, Q (and
R) were named the non-geometric fluxes.
The R flux remains more mysterious in this discussion, because the situation D where it
should appear, would be reached in the toroidal example by performing a T-duality along a
non-isometry direction. This requires to extend the standard definition of the T-duality. To
this end, various proposals have appeared in the literature [70, 71], including the relation to
mirror symmetry [72]. In DFT, which is inspired from string field theory [73, 74], T-duality
transformations along non-isometry directions are naturally realized by virtue of the doubled
coordinates. There, not only the fields get transformed by the OpD,Dq element, but also
the coordinates do. In particular, when the OpD,Dq element is a Buscher transformation in
a specific direction, this action on the coordinates results in exchanging x and x˜ along this
direction. This is obviously not seen when T-dualizing along an isometry direction, since the
fields do not depend on the associated coordinate. On the contrary, it has a non-standard
effect when T-dualizing along non-isometries. In particular, this allowed in [18,75] to perform
a last T-duality in the toroidal example, realizing in ten dimensions the last step of the chain
(4.2).
4.2.2 Dimensional reduction, scalar potential, and non-geometric terms
We now want to dimensionally reduce the ten-dimensional Lagrangian (2.30) to four dimen-
sions, to see specifically how the four-dimensional scalar potential emerges. In particular, we
would like to verify that our ten-dimensional Q and R give rise precisely to non-geometric
potential terms.
We start with a ten-dimensional space-time and restrict ourselves to the set of fields
considered so far: a metric, a dilaton, and b or β. We then split the space-time into a four-
dimensional maximally symmetric space-time times a six-dimensional internal space. We
consider a compactification ansatz for our fields accordingly. First, the metric is factorized
6The geometric flux fabc is given in terms of the vielbein e
a
m and its inverse e
m
a as
f
a
bc “ e
a
m
´
e
k
b Bke
m
c ´ e
k
c Bke
m
b
¯
“ ´2ekrbe
m
csBke
a
m . (4.3)
Its appearance in (4.2) rather denotes the potential term obtained by dimensional reduction from the internal
Ricci scalar.
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to fit with the product structure, and the four-dimensional metric only depends on the four-
dimensional coordinates. Second, any flux constructed out of b or β is restricted to have
purely internal components. This implies in particular that b and β are purely internal, and
that they only depend on internal coordinates.
Given this ansatz, we consider only two scalar fields in this dimensional reduction: the
volume scalar ρ and the four-dimensional dilaton σ. This simplified set-up is enough for
our purposes, because the appearance of these two fields in the scalar potential is model-
independent, and is sufficient to distinguish the non-geometric terms from the others. These
fields are defined as follows with respect to the internal metric g6 and the dilaton φ
g6ij “ ρ g
p0q
6ij , e
´φ “ e´φ
p0q
e´ϕ , σ “ ρ
3
2 e´ϕ , (4.4)
where the index p0q denotes the vacuum expectation values. We then restrict the background
metric g
p0q
6 to depend purely on internal coordinates, and the background dilaton to be con-
stant in order to define the string coupling constant eφ
p0q
“ gs, while ρ and σ depend only
on four-dimensional coordinates. Note that the vacuum value of these scalars is obviously 1.
Finally, the other ten-dimensional fields are simply set to their vacuum value.
To illustrate the dimensional reduction, we first describe it for the NSNS action 12κ2
ş
d10x L,
where the Lagrangian L is given in (1.1). We will then apply it to the ten-dimensional La-
grangian of interest (2.30). To obtain the reduced four-dimensional theory, we should first
insert the fields just defined into the ten-dimensional action. In particular, using (4.4), the
dependence on ρ is easy to determine: it is simply given by the scaling with respect to the
internal metric. One gets for instancea
|g6| “ ρ
3
b
|g
p0q
6 | , R6 “ ρ
´1
R
p0q
6 , HijkH
ijk “ ρ´3 H
p0q
ijkH
p0qijk , (4.5)
where we denote by R6 the internal Ricci scalar. We define the background volume as
v0 “
ş
d6x
b
|g
p0q
6 | and the four-dimensional Planck mass M4 by M
2
4 “ v0{p2κ
2g2sq. We
go to the four-dimensional Einstein frame by scaling the metric g4 with the dilaton σ as
g4µν “ σ
´2gEµν . Eventually, the ten-dimensional NSNS action reduces to the following four-
dimensional action in Einstein frame
SE “M
2
4
ż
d4x
b
|gE |
ˆ
R
E
4 ` kin ´
1
M24
V pρ, σq
˙
, (4.6)
where “kin” denotes the scalar kinetic terms that are not needed explicitly here. The scalar
potential V is given by
V pρ, σq “ σ´2
`
ρ´3 V 0H ` ρ
´1 V 0f
˘
, (4.7)
where we defined the following quantities
V 0H “
M24
v0
ż
d6x
b
|g
p0q
6 |
1
12
H
p0q
ijkH
p0qijk , V 0f “ ´
M24
v0
ż
d6x
b
|g
p0q
6 | R
p0q
6 . (4.8)
Note that there is an implicit assumption made here: the background fields are supposed to
be globally well-defined, so that they can be integrated. We will come back to this point in
section 4.3.
Now we want to perform a similar dimensional reduction starting with the ten-dimensional
Lagrangian (2.30). The latter depends on the fields g˜, β, and φ˜, so the scalar fields ρ and σ
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are now defined with respect to g˜ and φ˜. The same holds for the background volume v0, the
internal Ricci scalar denoted rR6 and the string coupling constant gs. Let us recall from the
compactification ansatz that φ˜ “ φ˜p0q ` ϕ, where φ˜p0q is taken as a constant, while ϕ only
depends on four-dimensional coordinates. In addition, β is restricted to have only internal
components. Therefore, any contraction of the type βkmBmφ˜ vanishes in this dimensional
reduction. In particular, one gets
´ 2βkmBmd “ β
kmBm ln
a
|g˜| “
1
2
βkmg˜pqBmg˜pq . (4.9)
Out of (2.30), the only contribution to the dilaton kinetic term is therefore the standard one
coming from the ten-dimensional pBφ˜q2.
Let us also consider the terms of the ten-dimensional Lagrangian (2.30) involved in the Q
and R flux terms of the potential (as given below in (4.11)). Using similar arguments from
the compactification ansatz, one can verify that in all these terms, indices and derivatives
can be restricted to be internal ones. This implies that the dependence on ρ of these terms is
obtained only by scaling arguments, since no derivative acts on it. With these simplifications,
we obtain after dimensional reduction the following scalar potential
V pρ, σq “ σ´2
`
ρ´1 V 0f ` ρ V
0
Q ` ρ
3 V 0R
˘
, (4.10)
where
V 0f “ ´
M24
v0
ż
d6x
b
|g˜
p0q
6 |
rRp0q6 , (4.11)
V 0R “
M24
v0
ż
d6x
b
|g˜
p0q
6 |
1
12
Rp0qijkR
p0q
ijk ,
V 0Q “ ´
M24
v0
ż
d6x
b
|g˜
p0q
6 |
˜
´
1
4
g˜ikg˜jlg˜
rsQr
klQs
ij `
1
2
g˜pqQk
lpQl
kq
` g˜jlg˜pqβ
jm
´
Qk
lpBmg˜
kq ` Bk g˜
lpQm
kq
¯
´
1
4
g˜ikg˜jlg˜pq
´
βprβqsBrg˜
klBsg˜
ij ´ 2βirβjsBrg˜
lpBsg˜
kq
¯
`
1
2
a
|g˜|
g˜pqBkg˜pq Bm
´a
|g˜|g˜ijβ
ikβjm
¯¸
,
and the indices p0q and 6 are understood on all fields in V
0
Q.
With this last reduction, we see that we obtain two new types of scaling behaviour with
respect to ρ. These correspond to the non-geometric terms of the scalar potential. Indeed, it
was argued in [76] that the most general potential (from the NSNS sector) should be given
by
V pρ, σq “ σ´2
`
ρ´3 V 0H ` ρ
´1 V 0f ` ρ V
0
Q ` ρ
3 V 0R
˘
, (4.12)
where V 0Q and V
0
R are constants depending on the four-dimensional Q and R fluxes, respec-
tively. These two non-geometric terms make this scalar potential T-duality covariant, as
discussed in section 4.2.1. From our dimensional reduction, we obtained expressions for V 0Q
and V 0R in terms of ten-dimensional fields, as in (4.8). We conclude that the field redefinition
performed on the NSNS Lagrangian provides a lift to ten dimensions of the four-dimensional
Q and R fluxes, since the corresponding potential terms are reproduced.
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Note that for a given background, only some of the four terms of (4.12) could be turned on.
For the toroidal example mentioned above, only one out of the four is present. In particular,
for the situation C, one gets V 0Q non-zero, and given by the formula (4.11). This was actually
already shown in [4]. Indeed, the simplifying assumption used in that paper is automatically
satisfied in the toroidal example, and our V 0Q then reduces to its first term, the square of the
Q flux, while the R flux vanishes. Given the more complete formulas (4.11) derived here, it
would also be interesting to have an example with a non-trivial R.
Let us now have a closer look at the formulas (4.11). The R flux term in (4.11) is given
by the square of Rijk “ 3βpriBpβ
jks. By analogy with the H flux term in (4.8), one can
view this Rijk as being the ten-dimensional supergravity R flux and corresponding to its
four-dimensional counterpart. On the contrary, the Q flux term is more complicated, and
it is difficult to identify directly the four-dimensional Q flux there. For this reason, the
ten-dimensional Qk
mn should here only be understood as a notation, corresponding to the
one of [4]. The study of DFT diffeomorphisms nevertheless revealed a structure behind V 0Q.
Indeed, the formula (4.11) of the Q flux term can be derived from the DFT Lagrangian
(3.56) up to total derivatives, following section 2.3 and appendix A. More precisely, this four-
dimensional term would be obtained from the Ricci scalar qR|B˜“0, together with the last square
term in (3.56). Therefore, instead of a single square, the four-dimensional Q flux term should
rather be thought of as a sum of squares, as are Ricci scalars with constant connections. This
is then analogous to the geometric flux term. We already noticed that both f and Q have a
mixed index structure, they are not tensors, and they are related to connections. In addition,
the standard Ricci scalar is sometimes expressed as a sum of squares of fabc, as, for instance,
in the case of twisted tori (solvmanifolds) for which the fabc are constant. The same should
hold for Q here.
Obtaining V 0Q from the DFT Lagrangian (3.56) which has the Ricci scalar involves total
derivatives. Those could actually contribute non-trivially, as will be discussed in section 4.3,
and therefore modify the expression we gave for V 0Q. Put differently, knowing which total
derivative should be discarded, as in (4.13), and which should be kept (to form a Ricci scalar
for instance), is not clear here. It probably depends on the background considered, as we
discuss in the following.
4.3 Global aspects and preferred field basis
A ten-dimensional Lagrangian, as the one considered above, is a local quantity, whereas an
action is sensitive to the global aspects through the integration. In dimensional reductions,
as discussed previously, one needs to integrate the background fields over the six-dimensional
space to get the four-dimensional potential. However, a non-geometric configuration in ten
dimensions usually has global issues (for instance the fields are not single-valued). Therefore,
it is not clear how to perform this integration. Put differently, the geometry is not the
standard one, and so the usual compactification procedure, which could produce the desired
four-dimensional potential, cannot be applied. This question was discussed at length in [4],
and the field redefinition was again proposed as an answer.
To illustrate this idea, let us first come back to the toroidal example mentioned previously.
In the situation C, the metric and the H flux are ill-defined because we face a non-geometric
configuration. Therefore, the integrals (4.8) do not really make sense. Equivalently, the
associated NSNS Lagrangian is globally ill-defined, preventing to consider the NSNS action.
However, by performing the field redefinition to g˜ and β, the new Lagrangian obtained turns
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out to be well-defined. In particular, the new metric g˜ is that of a flat torus, so in a sense,
the field redefinition restores the standard notion of geometry. The other quantities in the
Lagrangian, as the Q flux for instance, are also well-defined. One can then perform the
integration without trouble. This argument is example-based, but as we proposed in [4],
it may work as well for other examples, at the possible cost of considering another field
redefinition. In general, the situation would be the following:
LNSNS “ Lnew ` Bp. . . q . (4.13)
The NSNS Lagrangian can be rewritten as a new Lagrangian up to a total derivative, where
this Lnew is expressed in terms of the redefined fields (in this paper this is exemplified by
Lnew being (2.30) and the total derivative given by (B.26)). The idea is then that for a
non-geometric configuration, while LNSNS would be ill-defined, the field redefinition would be
such that Lnew is well-defined. One can then perform the dimensional reduction with this
last Lagrangian, since the associated action and integrals will make sense. This way, the Q
flux term of (4.12) was reproduced in [4] for the toroidal example.
The field basis which allows to get a well-defined Lnew in (4.13) has been named the
“preferred field basis”. The proposal of [4] was that this set of fields and associated Lnew is the
proper low energy effective description of string theory on a given non-geometric background.
Note that naively, the low energy description is given by the LNSNS, but since the two differ
by a total derivative (4.13), our proposal is then to discard this total derivative. This last
point is less trivial than it seems. Indeed, in a non-geometric configuration, LNSNS can be
non-single valued. If we have at hand a preferred basis, then Lnew is single-valued. Therefore,
given (4.13), the content of the total derivative is not single-valued. It means that it does
not integrate to zero. Throwing away the total derivative is then not a trivial statement.
This is why there is a difference between choosing one field basis or the other, and their
associated actions, as the low energy effective description of string theory. Thus we propose
that there should be a preference according to whether the background is geometric or not.
To make such a proposal more concrete, a world sheet perspective on this question could be
useful [17,77,78].
5 Conclusions and Outlook
Since the introduction of the non-geometric Q and R fluxes in four-dimensional gauged su-
pergravity, a wealth of studies has been devoted to better understand their properties. The
subsequent realization that these fluxes help in the constructions of phenomenologically in-
teresting four-dimensional solutions has further fuelled the interest in this subject. One of
the main questions raised by these studies is whether these four-dimensional solutions have a
higher-dimensional description in string theory.
In this paper we have taken a first step towards such a realization. By studying the NSNS
action, and its generalization to strongly constrained DFT, we have shown how a change
of field basis, replacing the NSNS fields gij , bij , φ with a new metric g˜ij , an antisymmetric
bi-vector βij and a new dilaton φ˜, gives rise to a new action which contains Q and R. The
field redefinition can equally well be applied to ten-dimensional supergravity or to DFT, as we
have shown by performing both analyses. However, since the change of field basis takes the
form of a T-duality OpD,Dq transformation in all directions, the computations are greatly
simplified using DFT, which can be formulated in an OpD,Dq invariant fashion.
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Using the DFT framework, we can also give a precise geometrical meaning to the non-
geometric fluxes. Concretely, the DFT action for the new fields takes the form
SDFT “
ż
dxdx˜
a
|g˜| e´2φ˜
”
R` qR´ 1
12
RijkRijk ` 4pBφ˜q
2 ` 4
`
D˜iφ˜` T i
˘2ı
, (5.1)
where the standard Ricci scalar R and dilaton kinetic term pBφ˜q2 are accompanied by a dual
Ricci scalar qR, an R flux term, and a dual kinetic term for the dilaton φ˜ that includes the new
torsion T i. All terms in this action are separately covariant under the DFT diffeomorphisms
of the x coordinates, and hence the corresponding quantities have a clear geometrical meaning.
Particularly, we have identified the R flux with the covariant field strength of β, and so the
R2-term is manifestly covariant. The geometric interpretation of Q is more subtle; we find
that it is the antisymmetric part of a dual connection, and therefore appears in the action as
a part of the dual Ricci scalar qR and the torsion T i. Thus, the R flux is a three-form with
respect to the dual coordinates x˜ and Q is related to a connection. This should not come as
a surprise, since it precisely matches the dual situation for the geometrical fluxes, where H
is a three-form and f is related to the Levi–Civita spin connection.
We have checked, by performing a model-independent dimensional reduction, that the
higher-dimensional Q and R flux produce the expected non-geometric flux terms in the four-
dimensional scalar potential. This check further strengthens our higher-dimensional identifica-
tion of the flux terms, and shows that we have found ten-dimensional lifts of four-dimensional
gauged supergravity solutions that were previously lacking. We have restricted our analy-
sis to supergravity or strongly constrained DFT, whereas some lower-dimensional gravities
have been shown to correspond to situations where the strong constraint is relaxed [23] (see
also [18, 19, 24]). Consequently, our lift is not exhaustive. We believe, however, that the
structures found here, and in particular the geometric interpretation of the Q and R fluxes,
will be a guide for more general treatments of non-geometric situations.
In this paper, we have focused on the NSNS sector of DFT and supergravity. In order
to study explicit compactifications and derive four-dimensional solutions, further ingredients
must be added to the theory. In heterotic compactifications, gauge fields should be con-
sidered. In geometric type II solutions, Ramond-Ramond (RR) fluxes as well as D-branes
and orientifold planes play an important role, and the same is expected for non-geometric
solutions. It would be interesting to include these degrees of freedom into our analysis, for
example along the lines of [34, 35, 63], and thus complete our final action (5.1). Moreover,
using such a completed action, or its supergravity version, we could solve the corresponding
ten-dimensional equations of motion and look for concrete compactifications. One interesting
set of examples to study would then be generalized Calabi–Yau compactifications with non-
geometric fluxes. For elliptically fibered Calabi–Yau manifolds, mirror symmetry reduces to
T-duality [72], and it is possible that the field redefinition we propose is useful for the study
of their non-geometric duals [9, 79,80].
To conclude our discussion, let us comment on the possible relation between the ge-
ometrical formulation of the non-geometric Q and R fluxes to the non-commutative and
non-associative structures, which are present in non-geometric string backgrounds. Non-
commutative and non-associative algebras have been found both for open strings ending on
D-branes [8, 81–86] as well for closed strings moving on non-geometric backgrounds [87–91].
In an example where a two-torus is fibered over a base circle, it has been shown that a non-
commutative algebra for the string coordinates of the fibre torus emerges if there is a Q flux
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present, whereas the algebra for all three coordinates becomes non-associative in the presence
of an R flux.7
Let us therefore try to relate the geometrical objects βmn, Qm
nl and Rmnl discussed in
this paper to the deformation parameters of the associated non-commutative respective non-
associative algebras. One first relevant observation in this context is that these objects are
closely related to the non-commutative open string geometry on these spaces. In fact, by
comparing with eq. (2.5) in [83], one can easily convince oneself that the dual metric g˜ and
the bi-vector β correspond, respectively, to the open string metric and the open string non-
commutativity deformation parameter defined in this reference (see also [98]). Concretely,
for D2-branes that are wrapped around the torus fibre of the Q flux space, one obtains the
following equal-time commutator for the open string coordinates (at the location σ “ 0, π of
the D2-brane):
rXmpτq,Xnpτqsopen “ β
mn . (5.2)
This defines a so-called Poisson structure in analogy to the momentum algebra of a point
particle moving in a (constant) magnetic field.
Now let us turn to the non-commutative geometry of closed strings moving in the non-
geometric Q flux background. A first guess could be that the non-commutativity is again
directly related to the bi-vector β, leading to the same algebra (5.2) as for the open strings.
However, this will not be quite correct: as discussed in [88, 91], only an extended closed
string which is wrapped p˜k times around the base of the fibration is sensitive to the global
ill-definedness of the two-dimensional fibre torus. As a result the fibre geometry becomes non-
commutative with non-commutativity deformation parameter given in terms of the winding
number p˜k:
rXmpτ, σq,Xnpτ, σqsclosed „ ǫk
mnp˜k . (5.3)
In view of this result, we propose the following integral relation between the non-geometric
Q flux and the closed string non-commutativity:
rXmpτ, σq,Xnpτ, σqsclosed “
¿
Ck
Qk
mnpXq dXk , (5.4)
where Ck is a non-trivial homology base cycle, around which the closed string is wrapped p˜
k
times. In the case of constant flux Qk
mn “ Qǫk
mn and Ck “ S
1 one gets
rXmpτ, σq,Xnpτ, σqsclosed “
¿
Ck
Qk
mndXk “ 2πQǫk
mnp˜k , (5.5)
in agreement with (5.3). We hope to come back to the relation between Q flux and non-
commutativity in future work.
Finally let us discuss the R flux background obtained by a T-duality transformation,
Xk Ø X˜k, in the k
th direction from the previous case. The corresponding closed string
background becomes non-associative, as discussed in [87] in the context of the SUp2q Wess–
Zumino–Witten model, and investigated in [89] by the computation of conformal field theory
amplitudes in the chain of T-dual H, f,Q,R-backgrounds leading to a non-associative algebra
7These non-commutative and non-associative structures also appeared in the more mathematically oriented
literature [92–97], where twisted K-theory is applied to characterize non-geometric backgrounds with D-branes
and B-fields.
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of closed string vertex operators. So it is quite natural to conjecture that the non-geometric
flux R corresponds to the parameter that controls the violation of the Jacobi identity, i.e. to
the deformation parameter of the non-associative algebra of the R flux backgrounds:
rrXmpτ, σq,Xnpτ, σqs,Xkpτ, σqsclosed ` perm. “ R
mnk . (5.6)
Note that this non-associativity relation can be at least formally derived from the commutator
(5.5) by using the Heisenberg commutation relation rXk, pks “ i in the kth direction [88].8
It would be interesting to expand on these connections between non-geometric fluxes and
non-commutative and non-associative string backgrounds in future work. We believe that
our higher-dimensional expressions for the Q and R fluxes, which have a clear geometrical
meaning, will be helpful in this regard.
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A Computational details
This appendix contains some of the computational details of section 2 and 3. Specifically, we
work out the various structures in the DFT Lagrangian (2.21) in terms of g˜, β and d and the
derivative D˜i (2.24). We then show that this Lagrangian corresponds to the geometric action
(3.53).
Using (2.23), the quadratic dilaton term in the DFT action becomes
4g˜ijD˜
id D˜jd “ 4
`
g˜ijBidBjd` g˜ijD˜
idD˜jd
˘
, (A.1)
where the cross-terms BjdD˜
jd vanish because of the constraint (2.25). The off-diagonal dilaton
terms give rise to
g˜ikg˜jlD˜
id D˜j E˜kl ` g˜ikg˜jl D˜
id D˜j E˜ lk “ ´2
“
Bkd Blg˜
kl ` g˜jl Bkd D˜
jβkl
´ g˜ik D˜
id Blβ
kl ´ g˜ikg˜jlD˜
id D˜j g˜kl
‰
.
(A.2)
The first term quadratic in E˜ reduces to
´
1
4
g˜ik g˜jl g˜pq D˜
p
E˜
kl
D˜
q
E˜
ij “ ´
1
4
g˜ik g˜jlg˜
rsBrg˜
kl Bsg˜
ij ´
1
4
g˜ik g˜jlg˜
rsBrβ
kl Bsβ
ij
´
1
4
g˜ik g˜jlg˜pq
`
D˜pg˜kl D˜q g˜ij ` D˜pβkl D˜qβij
˘
,
(A.3)
where the strong constraint (2.2) was used to cancel some terms. Finally, for the sum of the
last two structures in (2.21) we get
1
4
g˜ikg˜jlg˜pq
`
D˜
i
E˜
lp
D˜
j
E˜
kq ` D˜iE˜pl D˜j E˜qk
˘
“ `
1
2
g˜pq Bkg˜
lp Blg˜
kq `
1
2
g˜pq Bkβ
lp Blβ
kq
`
1
2
g˜ikg˜jlg˜pq
`
D˜ig˜lpD˜j g˜kq ` D˜iβlpD˜jβkq
˘
´ g˜jlg˜pq
`
Bkβ
lp D˜j g˜kq ` Bkg˜
lpD˜jβkq
˘
.
(A.4)
The four structures (A.1)–(A.4) contain some terms that are independent of β and only
contain standard derivatives. These are exactly the terms we would get if we would set
B˜ “ 0 and b “ 0 in the original DFT action (2.6), but with the fields replaced by their tilded
counterparts. Consequently, they combine to the Ricci scalar and the standard kinetic term
for the dilaton, up to a total derivative (see [11] for details on this computation)
4g˜ijBidBjd´ 2Bkd Blg˜
kl ´
1
4
g˜ik g˜jlg˜
rsBrg˜
kl Bsg˜
ij `
1
2
g˜pq Bk g˜
lp Blg˜
kq
“ Rpg˜q ` 4pBφ˜q2 ´ Bk
´
e´2d
´
´Blg˜
lk ´ g˜ij g˜lkBlg˜ij
¯¯
.
(A.5)
As result, we find that the DFT Lagrangian is
e2dLDFTpg˜, β, dq “ R` 4pBφ˜q
2 ` 4pD˜dq2 ´
1
4
g˜ikg˜jlg˜pq
`
D˜pβklD˜qβij ´ 2D˜iβlpD˜jβkq
˘
` 2g˜ikg˜jlD˜
idD˜j g˜kl ´ 2g˜jlBkd D˜
jβkl ` 2g˜ikD˜
id Blβ
kl
´
1
4
g˜ikg˜jlg˜
rs Brβ
kl Bsβ
ij `
1
2
g˜pqBkβ
lpBlβ
kq
´ g˜jlg˜pq
`
Bkβ
lpD˜j g˜kq ` Bk g˜
lp D˜jβkq
˘
(A.6)
´
1
4
g˜ikg˜jlg˜pq
`
D˜pg˜klD˜q g˜ij ´ 2D˜ig˜lpD˜j g˜kq
˘
` e2d Bk
´
e´2d
´
Blg˜
lk ` g˜ij g˜lkBlg˜ij
¯¯
.
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For later convenience we integrate the second row of this expression by parts, thus removing
the terms that are linear in dilaton derivatives. This results in the Lagrangian (2.26) in
section 2.
It is now straightforward to identify the above Lagrangian with the geometric DFT action
(3.53). Starting with the Lagrangian (2.29), we expand the pD˜dq2 term in φ˜ and g˜, and
integrate the result by parts. After some simplifications we find
e2dLDFTpg˜, β, dq “ R` 4pBφ˜q
2 ` 4pD˜φ˜q2 ´
1
12
RijkRijk
´
1
4
g˜ikg˜jlg˜
rsQr
klQs
ij ´
1
2
g˜pqQk
lpQl
kq ´ g˜ij Qp
piQq
qj
´ 2Ql
lkD˜ig˜ik ´ g˜jlg˜pqQk
lpD˜j g˜kq `Qp
ipg˜ij g˜
klD˜ig˜kl (A.7)
´ D˜iD˜j g˜ij ´ D˜
i
”
g˜ij g˜
klD˜ig˜kl
ı
´ 2g˜jl D˜
jQk
kl
´
1
4
g˜ikg˜jlg˜pq
`
D˜pg˜klD˜q g˜ij ´ 2D˜ig˜lpD˜j g˜kq
˘
´
1
4
g˜ij g˜klg˜mnD˜
ig˜klD˜j g˜mn
` e2d B˜i
”
e´2d
´
D˜j g˜ij ´ g˜ijQl
jl ` g˜ij g˜
klD˜ig˜kl
¯ı
` e2d Bk
”
e´2d
´
g˜jlD˜
jβkl ´ βikpD˜j g˜ij ´ g˜ijQl
jlq
`Blg˜
lk ` g˜ij g˜lkBlg˜ij ´ β
ikg˜ij g˜
mlD˜ig˜ml
¯ı
.
Using (3.49) and (3.52) we find
qR “ ´1
4
g˜ij g˜mng˜
klQk
miQl
nj ´
1
2
g˜ijQk
ljQl
ki ´ g˜ijQk
kiQl
lj
` 2Ql
lkD˜ig˜ik ´ g˜jlg˜pqQk
lpD˜j g˜kq `Qp
jpg˜ij g˜
klD˜ig˜kl
´ D˜iD˜j g˜ij ` D˜
i
”
g˜ij g˜
klD˜j g˜kl
ı
` 2g˜ijD˜
iQp
pj
`
1
4
g˜ij
´
D˜ig˜klD˜
j g˜kl ´ 2D˜ig˜klD˜
kg˜lj ´ g˜klg˜mnD˜
ig˜klD˜j g˜mn
¯
, (A.8)
and hence we have, up to total derivatives,
e2dLDFTpg˜, β, φ˜q “ R` qR` 4pBφ˜q2 ` 4pD˜φ˜q2 ´ 1
12
RijkRijk
´ 4D˜i
”
Ql
lkg˜ik
ı
´ 2D˜i
”
g˜ij g˜
klD˜j g˜kl
ı
. (A.9)
The last two terms of this expression can be rewritten in terms of the new torsion T i:
´ 4D˜i
”
Ql
lkg˜ik
ı
´ 2D˜i
”
g˜ij g˜
klD˜j g˜kl
ı
“ 4
`
∇˜
i
Ti ´ T
i
Ti
˘
. (A.10)
We have thereby shown that the DFT Lagrangian corresponds to the geometric action (3.53).
Let us finally record a relation that is useful when going from (3.56) to the second super-
gravity action (2.34):
e´φ˜
a
|g˜|
`
D˜iφ˜` T i
˘
“ B˜i
´
e´φ˜
a
|g˜|
¯
` Bm
´
βmie´φ˜
a
|g˜|
¯
. (A.11)
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B Rewriting of the NSNS Lagrangian
In this appendix, we rewrite, as discussed in the Introduction, the NSNS Lagrangian (1.1) by
simply replacing the NSNS (untilded) fields by their expressions in terms of the new tilded
fields. The same method was used in [4], so we make use of some partial results from this
paper.
Before starting the computation, let us give a few useful relations. It was detailed in [4]
how equation (1.4) is equivalent to the relations
g “
`
g˜´1 ´ βg˜β
˘´1
“ pg˜´1 ˘ βq´1g˜´1pg˜´1 ¯ βq´1 ,
“
1
2
`
pg˜´1 ` βq´1 ` pg˜´1 ´ βq´1
˘
, (B.1)
b “ ´pg˜´1 ˘ βq´1βpg˜´1 ¯ βq´1 ,
“
1
2
`
pg˜´1 ` βq´1 ´ pg˜´1 ´ βq´1
˘
. (B.2)
From (B.1) and (B.2), one can easily get the converse relations defining g˜ and β, and in
particular (2.13). As in [4], we introduce for later convenience the notation
Gmn˘ “ g˜
mn ˘ βmn , pG´1˘ qmn “
`
pg˜´1 ˘ βq´1
˘
mn
, (B.3)
where one can notice that GT˘ “ G¯. This property will allow us in the following to use
mainly G`, that we will denote for simplicity as G “ G`.
9 The definition (B.3) allows us to
rewrite (B.1) and (B.2) as
gmn “ pG
´1
˘ qmkg˜
kppG´1˘ qnp , g
mn “ Gmk˘ g˜kpG
np
˘ , bmn “ ´pG
´1
˘ qmkβ
kppG´1¯ qpn . (B.4)
Equivalently, one has gmn “ pG
´1
` qkmg˜
kppG´1` qpn , g
mn “ Gkm` g˜kpG
pn
` , using the ˘ freedom,
and the transpose of G. Finally, note that from (B.4), we get pdetpgqq´1 “ pdetpGqq2 detpg˜q,
which implies that detpgq and detpg˜q have the same sign. This will be useful in the following,
in particular for the dilaton definition.
Given a matrix A of coefficient Apq, we will also make use of the following formulas
lnpdetpAqq “ trplnpAqq , (B.5)
BmtrplnpAqq “ trpA
´1BmAq , (B.6)
Apq
`
BkA
´1
qr
˘
“ ´A´1qr pBkA
pqq , (B.7)
valid for an invertible A, independently of its signature (using a complex ln if needed). By
convention, a derivative acts on the first object on its right, unless brackets are used.
We can now use the expressions (B.1), (B.2) and (2.15) to rewrite10 the NSNS Lagrangian
in terms of the variables g˜, β and φ˜.
9With respect to the DFT notation used in the bulk of this paper, G “ E˜ .
10 We change conventions with respect to [4] by taking β Ñ ´β. As we can see from (B.1) and (B.2),
g is independent of this sign while b gets a global minus sign. The computation of the Christoffel symbols,
Ricci scalar, and dilaton terms, all rely on the replacement of g by its expression (B.4). Since this relation
is independent of the change of sign, the same goes for these computations. A fortiori, the treatment of the
second order derivative terms and the total derivative are also unaffected by the change of convention. Finally,
the minus in b leads to a global minus sign of the H flux component, which is of no consequence in H2.
Therefore, the whole computation of this appendix is independent of the change of convention, and so is the
final result.
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Ricci scalars for g and g˜
We start by recalling the definitions needed here. For a generic metric gmn with Levi-Civita
connection, one has for the connection coefficients
2Γmkn “ pBkgmn ` Bngmk ´ Bmgknq , Γ
p
kn “ g
pmΓmkn “ Γ
p
nk , Γ
pq
n “ g
qkΓpkn . (B.8)
Then the Ricci scalar is given by
Rpgq “ glnBkΓ
k
nl ´ g
lpBpΓ
k
kl ` Γ
pn
nΓ
k
kp ´ Γ
pn
kΓ
k
np (B.9)
“ glmgkuBkBmglu ´ g
lugkmBkBmglu (B.10)
`
1
2
BmglnBkgpu
ˆ
2gklgmngpu ´
1
2
gkmglngpu `
3
2
gkmgnpglu ´ gmpgknglu ´ 2gmngkpglu
˙
.
Each of the four terms in (B.9) was given explicitly in terms of the metric in [4], and out of
them, one gets the resulting expression (B.10) for the Ricci scalar.
Now, we want to compute the NSNS Ricci scalar Rpgq for g given in (B.4). To do so, we
compute the four terms of the definition (B.9) in terms of the tilded fields and get
glmBmΓ
k
kl “ ´
1
2
glmBmpg˜
pqBlg˜pqq ` g
lmpG´1qqrg˜
rp pg˜uqBmBlg˜pu ´ g˜puBmBlβ
uqq (B.11)
` glmpG´1qqrg˜
rpBmG
quBlg˜pu ` g
lmpG´1qqupG
´1qrkBlG
kq pBmG
ur ` g˜usGvrBmg˜svq ,
ΓpnnΓ
k
kp “ ´
ˆ
pG´1qruBpG
ur `
1
2
g˜rsBpg˜rs
˙
gpm
ˆ
pG´1qlvBmG
vl `
1
2
g˜knBmg˜kn
˙
(B.12)
´
1
2
g˜mlBpg˜mlBkg˜rs
´
g˜rkg˜sp ´ βspβrk
¯
`
1
2
g˜mlBpg˜ml
´
g˜rsβ
skBkβ
rp ` g˜rsβ
spBkβ
rk
¯
` g˜uqG
qkpG´1qsrBpG
rsBkG
up ` g˜luG
uppG´1qsrBpG
rsBkG
lk `GqkGuppG´1qsrBpG
rsBkg˜qu ,
ΓpnkΓ
k
np “ ´
1
2
Bkg˜psBmg˜uq
ˆ
1
2
g˜usg˜pq g˜km `
1
2
g˜usg˜pqβlmg˜lrβ
rk ´ g˜sqβpmβuk
˙
(B.13)
` βukBkβ
qnBng˜uq `
1
2
g˜qsBkβ
qnBnβ
sk
` g˜usG
skpG´1qlrBkG
rnBnG
ul ` pG´1qnlg˜
lq g˜puBkG
unBmg˜qr
´
GpmGrk ´ g˜rpgkm
¯
`
1
2
BkG
unBmG
rl
´
´gkmpG´1qlupG
´1qnr ` gnlg˜pug˜rvpG
pmGvk ´ g˜pvgkmq
¯
,
gpnBkΓ
k
np “
1
2
gkmBkpg˜
pqBmg˜pqq `
´
g˜pkg˜qn ´ βpkβqn
¯
BkBng˜pq ´ 2β
qng˜pqBkBnβ
pk (B.14)
` Bkg˜suBng˜pq
ˆ
g˜uq
ˆ
βsnβpk ´
1
2
gkng˜sp ´ g˜skg˜pn ´ g˜kpg˜sn
˙
´
1
2
g˜pq
´
g˜ksg˜nu ` βnsβuk
¯˙
´ 2βpkBkg˜pqBnβ
qn `
1
2
g˜pqBkg˜pq
´
g˜urβ
rlBlβ
uk ` g˜urβ
rkBlβ
ul
¯
´ g˜pqBkβ
pkBnβ
qn
` BnG
vlBkG
qn
´
2pG´1qlq g˜vuG
uk ` pG´1qlv g˜qpG
pk
¯
` BmG
vnBkG
rkg˜rsG
smpG´1qnv
´ BmG
vlBkG
ps
´
´gslg˜uvG
ukg˜pqG
qm ` gkm
`
gslg˜pv ` 2pG
´1qsvpG
´1qlp
˘¯
` BmG
vlBkg˜pq
´
2Gqmg˜vuG
ukpG´1qlrg˜
rp `GpmGqkpG´1qlv ´ 3δ
p
vg
kmpG´1qlrg˜
rq
¯
´ gkmpG´1qvq g˜
qpBmG
vlBkg˜lp ´ g
kmpG´1qnl
´
g˜png˜luBkBmg˜up ´ BkBmβ
ln
¯
.
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One can check that these four terms reduce to their standard expressions given in [4] when
β “ 0. Using (B.10) for Rpg˜q, one ends with
Rpgq ´Rpg˜q “ ´
ˆ
pG´1qruBkG
ur `
1
2
g˜rsBkg˜rs
˙
gkm
ˆ
pG´1qlvBmG
vl `
1
2
g˜pnBmg˜pn
˙
(B.15)
`
´
2g˜qpg˜km ` g˜pqβkrg˜rsβ
ms ´ βpkβqm
¯
BkBmg˜pq ´ 2β
qmg˜pqBkBmβ
pk
´ 2gkmpG´1qnl
´
g˜png˜luBkBmg˜up ´ BkBmβ
ln
¯
` Bkg˜suBmg˜pq
«
1
2
g˜uq
ˆ
βsmβpk ´ 4g˜spg˜km ´ g˜kpg˜sm ´
5
2
g˜spβkrg˜rvβ
mv
˙
´
1
2
g˜pq
ˆ
4g˜ksg˜mu ` 2βmsβuk ´
1
2
g˜kmg˜su
˙ff
´ 2βpkBkg˜pqBmβ
qm ´ βukBmg˜uqBkβ
qm ` g˜pqBkg˜pq
´
g˜urβ
rmBmβ
uk ` g˜urβ
rkBmβ
um
¯
´ g˜pq
ˆ
Bkβ
pkBmβ
qm `
1
2
Bkβ
qmBmβ
pk
˙
` 2BmG
vnBkG
rkg˜rsG
smpG´1qnv ` BmG
vlBkG
qm
´
pG´1qlq g˜vuG
uk ` 2pG´1qlv g˜qpG
pk
¯
´ BmG
vlBkG
ps
ˆ
´
1
2
gslg˜uvG
ukg˜pqG
qm `
1
2
gkm
`
gslg˜pv ` 5pG
´1qsvpG
´1qlp
˘˙
` BmG
vlBkg˜pq
´
Gqmg˜vuG
ukpG´1qlrg˜
rp ` 2GpmGqkpG´1qlv ´ 3δ
p
vg
kmpG´1qlrg˜
rq
¯
´ 2gkmpG´1qvq g˜
qpBmG
vlBkg˜lp .
One can check that this vanishes for β “ 0. Plugging the assumption of [4] in the previous ex-
pression, we also recover the formula given there. For the sake of brevity or later convenience,
we have left a few terms containing gkm and g
km.
Dilaton terms, second order derivative terms, and total derivative
Using the definition (2.15) of the new dilaton φ˜, we showed in [4] that
Bmφ “ Bmφ˜´
1
2
Am , (B.16)
4
`
pBφq2 ´ pBφ˜q2
˘
“ 4pgkm ´ g˜kmqBkφ˜Bmφ˜` g
kmAkAm ´ 4g
kmAkBmφ˜ , (B.17)
where we mean pBφq2 “ gkmBkφBmφ, pBφ˜q
2 “ g˜kmBkφ˜Bmφ˜, and we introduced for convenience
Am “ pG
´1qklBmβ
lk ` pG´1qklg˜
lnBmg˜npβ
pk . (B.18)
One can also show that Am “ g˜
pqBmg˜pq`pG
´1qlkBmG
kl. Then the first row in (B.15) becomes
´
ˆ
pG´1qruBkG
ur `
1
2
g˜rsBkg˜rs
˙
gkm
ˆ
pG´1qlvBmG
vl `
1
2
g˜pnBmg˜pn
˙
“ ´gkmAkAm (B.19)
` gkmg˜pqpG´1qlnBkG
nlBmg˜pq `
3
4
gkmg˜pq g˜uvBkg˜pqBmg˜uv .
Adding to (B.15) the dilaton terms (B.17), one cancels the term in gkmAkAm using (B.19).
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We now turn to the second order derivative terms, contained in the second and third
row of (B.15). These terms cannot be canceled against any of the remaining terms in L,
which have only first order derivatives. So we rewrite them with a total derivative term. For
combinations of fields f and F km one has generically
F kmBkBmf “
Bk
`
e´2d F kmBmf
˘
e´2d
`
˜ˆ
2Bkφ˜´
1
2
g˜pqBkg˜pq
˙
F km ´ BkF
km
¸
Bmf , (B.20)
where we used (2.15) for the measure. Before using this formula, let us rewrite slightly the
terms of interest in (B.15) using the definition of G. One has´
2g˜qpg˜km ` g˜pqβkrg˜rsβ
ms ´ βpkβqm
¯
BkBmg˜pq ´ 2β
qmg˜pqBkBmβ
pk (B.21)
´ 2gkmpG´1qnl
´
g˜png˜luBkBmg˜up ´ BkBmβ
ln
¯
“
´
2g˜qpg˜km ` g˜pqβkrg˜rsβ
ms ´ βpkβqm
¯
BkBmg˜pq ´ 2β
qmg˜pqBkBmβ
pk ´ 2gkmg˜pqBkBmg˜pq
` 2gkmpG´1qnl
´
βpng˜luBkBmg˜up ` BkBmβ
ln
¯
Now using (B.20), one obtains for the last two terms of (B.21)
2gkmpG´1qnl
´
βpng˜luBkBmg˜up ` BkBmβ
ln
¯
´ e2d Bk p. . . q (B.22)
“ 4gkmAkBmφ˜´ g
kmg˜pqpG´1qlnBkG
nlBmg˜pq
´ gkmg˜pq g˜uvBkg˜pqBmg˜uv ` 2g
kmg˜prg˜usBmg˜upBkg˜rs
´ 2g˜pqBmg˜pq
´
g˜prβ
rkBkβ
pm ` g˜prβ
rmBkβ
pk ´ Bkg˜uvpg˜
kug˜vm ` βmuβvkq
¯
´ 2g˜rsG
rkpG´1qlpBmG
plBkG
sm ´ 2g˜rsG
rmpG´1qlpBmG
plBkG
sk ` 2gkmpG´1qslpG
´1qnrBmG
lnBkG
rs
´ 2GpmGukpG´1qnsBkG
snBmg˜up ` 2g
kmpG´1qnlBkpg˜
lug˜pnqBmg˜up ,
where we used the definition of G, and where the total derivative is given by (see (B.18))
Bk
´
e´2φ˜
a
|g˜| 2gkmpG´1qnl
´
βpng˜luBmg˜up ` Bmβ
ln
¯¯
“ Bk
´
e´2φ˜
a
|g˜| 2gkmAm
¯
. (B.23)
The other second order derivative terms in (B.21) need more attention. A first use of (B.20)
gives the total derivative Bk
`
e´2d
`
pg˜pqpg˜km ´ gkmq ´ βpkβqmqBmg˜pq ´ 2β
qmg˜pqBmβ
pk
˘˘
, where
the first equality in (B.1) was used. However, a piece of this total derivative, namely
Bk
`
e´2d
`
´βqmg˜pqBmβ
pk ` βpkg˜pqBmβ
qm
˘˘
, can be developed. Indeed, this piece has the
particularity of producing no second order derivative terms. Doing so, one is left with a
simpler total derivative, given below. These manipulations finally result in´
2g˜qpg˜km ` g˜pqβkrg˜rsβ
ms ´ βpkβqm
¯
BkBmg˜pq ´ 2β
qmg˜pqBkBmβ
pk ´ 2gkmg˜pqBkBmg˜pq (B.24)
“ ´2Bkφ˜
´
g˜pqBmg˜pqβ
krg˜rsβ
ms ` Bmpβ
rkg˜rsβ
smq
¯
´ βkrg˜rsβ
msg˜qug˜vpBmg˜pqBk g˜uv
`
1
2
g˜pqBkg˜pq
´
g˜rsBmg˜rsβ
kug˜uvβ
mv ` 3g˜rsβ
smBmβ
rk ` 3g˜rsβ
rkBmβ
sm ` 3βrkβsmBmg˜rs
¯
` 2Bmg˜pq
´
βqmBkβ
pk ` βpkBkβ
qm
¯
` g˜pq
´
Bkβ
qmBmβ
pk ` Bkβ
qkBmβ
pm
¯
` e2d Bk
´
e´2d
´
g˜pqpg˜km ´ gkmqBmg˜pq ´ Bmpg
km ´ g˜kmq
¯¯
. (B.25)
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The two total derivative terms (B.23) and (B.25) actually combine nicely. Indeed, using
(B.16), (2.15), and then (B.5), (B.6), one gets 2Am “ g˜
pqBmg˜pq ´ g
pqBmgpq. Then, the sum
of the total derivatives in (B.23) and (B.25) becomes
Bk
”
e´2φ˜
a
|g˜|
´
g˜kmg˜pqBmg˜pq ´ g
kmgpqBmgpq ´ Bmpg
km ´ g˜kmq
¯ı
. (B.26)
It is illuminating to compare this total derivative with that in (A.6), which is obtained when
rewriting the DFT Lagrangian in a form that contains the Ricci scalar. Taking the difference
between the DFT total derivatives for g and g˜, as suggested in (2.22), we reproduce (B.26).
Putting all pieces together, namely (B.15), (B.17), (B.19), (B.21), (B.22), (B.24) and
(B.26), nice cancelations occur. We finally obtain (with the total derivative given by (B.26))
Rpgq ´Rpg˜q ` 4
`
pBφq2 ´ pBφ˜q2
˘
´ e2d Bkp. . . q (B.27)
“ 4pgkm ´ g˜kmqBkφ˜Bmφ˜´ 2Bkφ˜
´
g˜pqBmg˜pqpg
km ´ g˜kmq ` Bmpg
km ´ g˜kmq
¯
`
1
2
Bk g˜suBmg˜pq
«
g˜uq
ˆ
βsmβpk ´ g˜kpg˜sm ´
1
2
g˜spβkrg˜rvβ
mv
˙
` g˜pq
ˆ
βsmβuk `
1
2
g˜supgkm ´ g˜kmq
˙ff
` βukBmg˜uqBkβ
qm `
1
2
g˜pqBkg˜pq
´
g˜urβ
rmBmβ
uk ` g˜urβ
rkBmβ
um
¯
`
1
2
g˜pqBkβ
qmBmβ
pk
´
1
2
BmG
vlBkG
ps
´
´gslg˜uvG
ukg˜pqG
qm ` gkm
`
gslg˜pv ` pG
´1qsvpG
´1qlp
˘¯
` pG´1qlq g˜vuG
ukBmG
vlBkG
qm ` BmG
vlBkg˜pq
´
Gqmg˜vuG
ukpG´1qlrg˜
rp ´ 3δpvg
kmpG´1qlrg˜
rq
¯
´ 2gkmpG´1qvq g˜
qpBmG
vlBkg˜lp ` 2g
kmpG´1qnlBkpg˜
lug˜pnqBmg˜up .
Let us now rearrange and simplify a bit (B.27). First, thanks to the symmetry of pn, lq in
the very last term of (B.27), it can be rewritten as ´4gkmpG´1qvq g˜lpBkg˜
qpBmg˜
vl. Using this,
one can show that the last row of (B.27) cancels with 2 out of 3 of the term in δpv , in the last
but one row. Secondly, we pick the following terms from (B.27)
4pgkm ´ g˜kmqBkφ˜Bmφ˜´ 2Bkφ˜
´
g˜pqBmg˜pqpg
km ´ g˜kmq ` Bmpg
km ´ g˜kmq
¯
(B.28)
`
1
2
g˜pqBkg˜pq
«
Bmg˜su
ˆ
βsmβuk `
1
2
g˜supgkm ´ g˜kmq
˙
` g˜urβ
rmBmβ
uk ` g˜urβ
rkBmβ
um
ff
.
Using the first equality in (B.1), these terms can be recombined into an expression propor-
tional to 2Bkφ˜´
1
2 g˜
pqBkg˜pq “ ´Bk ln
´
e´2φ˜
a
|g˜|
¯
.
Given these rearrangings, (B.27) eventually simplifies to
Rpgq ´Rpg˜q ` 4
`
pBφq2 ´ pBφ˜q2
˘
´ e2d Bkp. . . q (B.29)
“ pgkm ´ g˜kmqBk ln
´
e´2φ˜
a
|g˜|
¯
Bm ln
´
e´2φ˜
a
|g˜|
¯
` Bmpg
km ´ g˜kmqBk ln
´
e´2φ˜
a
|g˜|
¯
`
1
2
g˜uqBkg˜suBmg˜pq
ˆ
βsmβpk ´ g˜kpg˜sm ´
1
2
g˜spβkrg˜rvβ
mv
˙
` Bkβ
qm
ˆ
βukBmg˜uq `
1
2
g˜pqBmβ
pk
˙
´
1
2
BmG
vlBkG
ps
´
´gslg˜uvG
ukg˜pqG
qm ` gkm
`
gslg˜pv ` pG
´1qsvpG
´1qlp
˘¯
` pG´1qlq g˜vuG
ukBmG
vlBkG
qm ` BmG
vlBkg˜pq
´
Gqmg˜vuG
ukpG´1qlrg˜
rp ´ δpvg
kmpG´1qlrg˜
rq
¯
.
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The H flux term
In [4], it was shown that
1
3
HijkH
ijk “ 3 ppIq ` pIIq ` pIIIqq , (B.30)
with 3pIq “ pg˜p1p2 g˜q1q2 g˜s1s2 ´ g˜p1s2 g˜q1q2 g˜s1p2 ´ g˜p1p2 g˜q1s2 g˜s1q2qD
s1
ǫ β
p1q1Ds2ǫ β
p2q2 (B.31)
3pIIq “4 pg˜p1p2 g˜t1q2 g˜s1s2 ´ g˜p1s2 g˜t1q2 g˜s1p2 ´ g˜p1p2 g˜t1s2 g˜s1q2q (B.32)
ˆ βt1t2pG´1ǫ qq1t2D
s1
ǫ G
p1q1
ǫ D
s2
ǫ β
p2q2
3pIIIq “2pg˜p1p2 g˜t1t2 g˜s1s2 ´ g˜p1s2 g˜t1t2 g˜s1p2 ´ g˜p1p2 g˜t2s2 g˜s1t1 (B.33)
´ g˜p1t1 g˜p2t2 g˜s1s2 ` g˜p1s2 g˜t2p2 g˜s1t1 ` g˜p1t1 g˜t2s2 g˜s1p2q
ˆ
`
δt2q1 ´ pG
´1
ǫ qq1u2 g˜
u2t2
˘ `
δt1q2 ´ pG
´1
ǫ qq2u1 g˜
u1t1
˘
Ds1ǫ G
p1q1
ǫ D
s2
ǫ G
p2q2
ǫ ,
where ǫ “ ˘1 was left unspecified and the notation Dpǫ “ G
pq
ǫ Bq was introduced. Here we
develop and rewrite these expressions further.
Let us first note that δt2q1 ´ pG
´1
ǫ qq1u2 g˜
u2t2 “ pG´1ǫ qq1u2 ǫβ
u2t2 . Applying this to the term
of 3pIIIq in δt1q2, and using the antisymmetry appearing between p2 and q2, this term reduces
to ´3pIIq. Therefore, we get that
3pIIq ` 3pIIIq “ ´2pG´1ǫ qq2u1 g˜
u1t1
`
δt2q1 ´ pG
´1
ǫ qq1u2 g˜
u2t2
˘
Ds1ǫ G
p1q1
ǫ D
s2
ǫ G
p2q2
ǫ (B.34)
ˆ pg˜p1p2 g˜t1t2 g˜s1s2 ´ g˜p1s2 g˜t1t2 g˜s1p2 ´ g˜p1p2 g˜t2s2 g˜s1t1
´ g˜p1t1 g˜p2t2 g˜s1s2 ` g˜p1s2 g˜t2p2 g˜s1t1 ` g˜p1t1 g˜t2s2 g˜s1p2q
We then multiply g˜u1t1
`
δt2q1 ´ pG
´1
ǫ qq1u2 g˜
u2t2
˘
with the parentheses containing metrics, use
again a few symmetry arguments and finally obtain
3pIIq ` 3pIIIq “ ´4ǫg˜pq g˜nrG
rm
ǫ Bkβ
npBmG
qk
ǫ ´ 2g˜npBkG
nm
ǫ BmG
pk
ǫ (B.35)
` 4Bk g˜
npBmG
qr
ǫ pG
´1
ǫ qrppg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ` 4BkG
np
ǫ BmG
qk
ǫ pG
´1
ǫ qpqg˜nrG
rm
ǫ
` 2BkG
np
ǫ BmG
qr
ǫ
”
pgpr ´ 2pG
´1
ǫ qrpqpg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ´ g
kmpG´1ǫ qpqpG
´1
ǫ qrn
ı
The quantities multiplying pgpr ´ 2pG
´1
ǫ qrpq are actually symmetric in pr, pq, so we can use
that @ǫ , pG´1ǫ qprpq “
1
2
`
pG´1qrp ` pG
´1qpr
˘
“ grp, as can be seen in (B.1). In addition, we
develop the first line of (B.35), so we finally obtain
3pIIq ` 3pIIIq (B.36)
“ ´2g˜pq
´
Bkg˜
pmBmg˜
qk ` Bkβ
mpBmβ
qk ` 2g˜nrβ
rmBkβ
nppBmg˜
qk ` ǫBmβ
qkq
¯
` 4Bk g˜
npBmG
qr
ǫ pG
´1
ǫ qrppg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ` 4BkG
np
ǫ BmG
qk
ǫ pG
´1
ǫ qpqg˜nrG
rm
ǫ
` 2BkG
np
ǫ BmG
qr
ǫ
”
´gprpg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ´ g
kmpG´1ǫ qpqpG
´1
ǫ qrn
ı
.
From (B.31), we develop and get, using some symmetry arguments
3pIq “ g˜prg˜nqg
kmBkβ
npBmβ
qr ´ 2g˜prg˜nsβ
smg˜qlβ
lkBkβ
npBmβ
qr (B.37)
´ 2g˜pr
´
Bkβ
mpBmβ
kr ` 2ǫg˜qsβ
skBkβ
mpBmβ
qr
¯
“ g˜prg˜nqg˜
kmBkβ
npBmβ
qr ` 2βlkβsmBkβ
rnBmβ
pq
ˆ
1
2
g˜qng˜prg˜sl ´ g˜qng˜plg˜rs
˙
´ 2g˜pr
´
Bkβ
mpBmβ
kr ` 2ǫg˜qsβ
skBkβ
mpBmβ
qr
¯
.
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Finally, combining all these results as in (B.30), we obtain
´
1
12
HijkH
ijk “ ´
1
4
g˜prg˜nqg˜
kmBkβ
npBmβ
qr ´
1
2
βlkβsmBkβ
rnBmβ
pq
ˆ
1
2
g˜qng˜prg˜sl ´ g˜qng˜plg˜rs
˙
`
1
2
g˜pqBkg˜
pmBmg˜
qk ` g˜pq g˜nrβ
rmBkβ
npBmg˜
qk (B.38)
´ Bkg˜
npBmG
qr
ǫ pG
´1
ǫ qrppg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ´ BkG
np
ǫ BmG
qk
ǫ pG
´1
ǫ qpq g˜nrG
rm
ǫ
´
1
2
BkG
np
ǫ BmG
qr
ǫ
”
´gprpg˜nqg
km ´ g˜nsG
sm
ǫ g˜qlG
lk
ǫ q ´ g
kmpG´1ǫ qpqpG
´1
ǫ qrn
ı
,
and in the following we choose for the free parameter ǫ “ 1.
Combining results
Combining (B.29) and (B.38), and using e´2d “ e´2φ˜
a
|g˜|, we finally obtain the following
equality, where the total derivative is given in (B.26)
Rpgq ´Rpg˜q ` 4
`
pBφq2 ´ pBφ˜q2
˘
´ e2dBkp. . . q ´
1
12
HijkH
ijk (B.39)
“ 4pgkm ´ g˜kmq Bkd Bmd´ 2Bmpg
km ´ g˜kmq Bkd
´
1
4
g˜prg˜nqg˜
kmBkβ
npBmβ
qr `
1
2
g˜pqBkβ
qmBmβ
pk
` βukBmg˜uqBkβ
qm ´ g˜qkg˜nrβ
rmBkβ
npBmg˜pq
`
1
2
g˜uqBkg˜suBmg˜pq
ˆ
βsmβpk ´
1
2
g˜spβkrg˜rvβ
mv
˙
´
1
2
βlkβsmBkβ
rnBmβ
pq
ˆ
1
2
g˜qng˜prg˜sl ´ g˜qng˜plg˜rs
˙
,
It is remarkable that all pG´1q have been cancelled. In order to match with (2.30), note that
the last row of (B.39) gives the R flux term, and gkm ´ g˜km “ βkpg˜pqβ
mq follows from (B.1).
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