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Celem naukowym niniejszej rozprawy jest analiza matematyczna dynamiki modeli struk-
turalnych ([9, 17, 18, 20, 28, 29, 37, 41, 49, 50]) w przestrzeniach metrycznych. Modele
strukturalne opisują ewolucję populacji organizmów, zróżnicowanej ze względu na wybra-
ne cechy. Cechy te zależą od modelowanej populacji, mogą być to, między innymi, wiek
[49] lub rozmiar osobnika [4], dojrzałość pojedynczej komórki [48], stan jej zróżnicowania
[20] lub fenotyp [9]. Przestrzenią metryczną, w której analizujemy równania dynamiki
populacyjnej jest przestrzeń skończonych, nieujemnych miar Radona M+ z metryką flat
ρF [22, 4.1.12], [39], [53]. Nasze wyniki dotyczą między innymi istnienia i jednoznaczności
miarowych rozwiązań dla szerokiej klasy modeli ze strukturą. W szczególności, rozpa-
trujemy modele mające zastosowanie w demografii, biologii i epidemiologii. Otrzymane
rezultaty gwarantują także stabilność rozwiązań względem współczynników modelu, co
bezpośrednio przekłada się na możliwość tworzenia stabilnych schematów numerycznych.
Budowa takich schematów, opartych na metodzie cząstek i algorytmie split-up oraz ich
zastosowanie do wyżej wymienionych modeli jest jednym z elementów rozprawy.
Przy założeniu struktury o charakterze ciągłym, większość modeli dynamiki popu-
lacyjnej sprowadza się do ewolucyjnych równań różniczkowych cząstkowych [18, 50] dla
rozkładu populacji względem wybranej cechy. Typową przestrzenią, w której analizuje
się takie zagadnienia jest przestrzeń funkcji L1. Równania różniczkowe w abstrakcyjnych
przestrzeniach metrycznych rozpatruje się od lat 50’ XX wieku. Analiza ta zazwyczaj
ograniczana była do przestrzeni Banacha [36]. Warto tutaj wspomnieć o podejściu, które
opiera się na rozwiązywaniu równań w nieujemnym stożku przestrzeni Banacha. Stosuje
się wtedy teorię równań różniczkowych dla funkcji przyjmujących wartości w przestrze-
niach Banacha (kraty Banacha). Takie podejście pozwala na udowodnienie istnienia glo-
balnych rozwiązań przy słabszych założeniach, np. [5]. Niestety narzędzie to nie pozwala
na udowodnienie stabilności otrzymanych rozwiązań względem danych początkowych i
współczynników modelu, co z naszego punktu widzenia jest kluczowe. Ponadto, metody
opierające się na kratach Banacha są odpowiednie dla problemów, gdzie główna część jest
liniowa. Dlatego też, w pracy stosujemy podejście z [15], gdzie przy pewnych założeniach
pokazano lokalne istnienie jednoznacznych rozwiązań dla równań różniczkowych w prze-
strzeniach metrycznych oraz udowodniono twierdzenia dotyczące algorytmu split-up dla
operatorów nieliniowych.
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2. Przestrzeń miar Radona z metryką flat
Jak już wspominaliśmy, w ramach tej rozprawy rozpatrujemy przestrzeń skończonych,
nieujemnych miar Radona z metryką flat, która jest ściśle powiązana z metrykami Was-
sersteina. Zależności pomiędzy ww. metrykami a zagadnieniem optymalnego transportu
analizowane są wielu współczesnych pracach, np. [3, 46, 47]. Autor dwóch ostatnich po-
zycji jest laureatem Medalu Fieldsa 2010, co potwierdza aktualność i zainteresowanie
jaką cieszy się ta dziedzina matematyki. Jako motywację do rozpatrywania przestrzeni
miar z metrykami powiązanymi z zagadnieniem optymalnego transportu przedstawiamy
następujący problem
∂tµ + ∂xµ = 0, µo = δ0,
gdzie δ0 jest deltą Diraca w x = 0. Jeżeli stosujemy wariację miary ∣ ⋅ ∣, nie możemy spo-
dziewać się ciągłości rozwiązań, co to z faktu, iż ∣δt1 − δt2 ∣ = 2 dla t1 ≠ t2. Wprowadzenie
metryki Wassersteina rozwiązuje powyższy problem. Ponieważ równania dynamiki popu-
lacyjnej nie są zazwyczaj w formie zachowawczej (a odległość Wassersteina jest skończona
jedynie dla miar o jednakowej masie), w naszej pracy używamy zatem metryki flat ρF
zdefiniowanej jako
ρF (µ, ν) = sup{∫ ψ(x)d(µ − ν) ∶ ψ ∈ C1, ∣∣ψ∣∣W1,∞ ≤ 1} , µ, ν ∈M+.
Dla ww. metryki otrzymujemy ρF (δt1 , δt2) = ∣t1 − t2∣, co gwarantuje ciągłość rozwiązań.
Kolejnym powodem, który uzasadnia kierunek naszych badań jest empiryczna stabilność,
czyli kompatybilność modelu z danymi eksperymentalnymi. W istocie, rezultatem ekspe-
rymentu są zazwyczaj dane zagregowane na przestrzeni pewnego przedziału I (np. dane
dotyczące struktury wiekowej populacji to liczba osobników w danych kohortach). Ba-
zując na takich danych możemy aproksymować rzeczywisty rozkład populacji poprzez
funkcję klasy L1 lub sumę delt Diraca. Zdefiniujmy zbiór
A = {µ ∈M+(R+) ∶ ∫[nh,(n+1)h) dµ = an, n ∈ N} .
Jeżeli rozważymy wariację miary ∣ ⋅ ∣ lub normę L1, zauważamy że średnica zbioru A nie
zależy od długości h przedziału I, a dokładniej diam∣⋅∣(A) = diam∥⋅∥L1(A∩L1) = 2∑n∈N an.
W przypadku metryki ρF otrzymujemy diamρF (A) ≤ h∑n∈N an. Zaletą stosowania tego
podejścia jest zatem korelacja pomiędzy błedem aproksymacji a długością przedziału I
([29, Section 1]). Jest to powodem, dla którego przestrzeń skończonych, nieujemnych miar
Radona z meryką flat wydaje się być właściwa z punktu widzenia stabilności rozwiązań
względem danych początkowych. Wybór przestrzeni (M+, ρF ) spowodowany jest także
jej dobrymi własnościami – przestrzeń ta jest zupełna i ośrodkowa.
3. Rezultaty
Pierwsza część pracy (Rozdział 2 oraz Rozdział 3) skupiona jest na uzyskaniu analitycz-
nych wyników dotyczących istnienia jednoznacznych i stabilnych rozwiązań dla równań
(1) oraz (3) w przestrzeni miar (M+, ρF ). Równanie (1) opisuje ewolucję jednopłciowej
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populacji ze strukturą⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tµ + ∂x (b(t, µ)µ) + c(t, µ)µ = ∫R+ (η(t, µ))(y) dµ(y), (t, x) ∈ [0, T ] ×R+,
µo ∈ M+(R+). (1)
Wcześniejsze wyniki dotyczące ww. problemu bazowały m.in. na słabych∗ półgrupach [17],
gdzie udowodniono globalne istnienie slabo∗ ciągłych rozwiązań względem czasu i danych
początkowych. W [28] i [29] zastosowano teorię półgrup nieliniowych, co zaowocowało
pierwszymi rezultatami stabilności dla mniej ogólnego równania, w którym zamiast ope-
ratora całkowego po prawej stronie równania występuje warunek brzegowy. Jeszcze innym
sposobem postępowania było wykorzystanie teorii kinetycznej w [10, 11, 19]. W naszej
pracy podążamy i rozwijamy podejście z [28, 29]. Konstruujemy rozwiązania za pomocą
metody split-up w przestrzeniach metrycznych [14, 15], co pozwala na znaczne skrócenie
dowodów w porównaniu z [28, 29], a jednocześnie pozwala na osiągnięcie ogólniejszych
rezultatów. Wynikiem naszej pracy w tym zakresie jest następujące twierdzenie.
Twierdzenie 2. Niech
b, c ∈ C1,αb ([0, T ] ×M+(R+);W1,∞(R+;R)),
η ∈ C1,αb ([0, T ] ×M+(R+); (Cb ∩Lip)(R+;M+(R+))).
Wtedy, istnieje jednoznaczne rozwiązanie µ ∈ (Cb ∩Lip) ([0, T ];M+(R+)) problemu (1).
Ponadto,
i) dla każdego 0 ≤ t1 ≤ t2 ≤ T istnieją stałe K1 i K2, takie że
ρF (µt1 , µt2) ≤K1eK2(t2−t1)µo(R+)(t2 − t1).
ii) Niech µ˜o ∈M+(R+) i funkcje b˜, c˜, η˜ spełniają założenia twierdzenia. Niech µ˜ będzie
rozwiązaniem (1) z danymi początkowymi µ˜o i współczynnikami b˜, c˜, η˜. Wtedy,
istnieją stałe C1, C2 i C3 takie że, dla każdego t ∈ [0, T ] zachodzi
ρF (µt, µ˜t) ≤ eC1tρF (µo, µ˜o) +C2eC3tt ∥(b, c, η) − (b˜, c˜, η˜)∥.
W powyższym twierdzeniu C1,αb ([0, T ] ×M+(R+);X) oznacza przestrzeń funkcji ograni-
czonych względem normy ∥ ⋅ ∥X , Ho¨lderowsko ciągłych z wykładnikiem α względem czasu
i Lipschitzowsko ciągłych względem zmiennej miarowej. (Cb∩Lip)(R+;M+(R+)) oznacza
przestrzeń funkcji ograniczonych i Lipschitzowskich o wartościach w przestrzeni miar, zaś
W1,∞(R+;R) jest standardową przestrzenią Soboleva. Kolejnym rozpatrywanym przez
nas zagadnieniem jest model dwupłciowej populacji ze strukturą wiekową wprowadzony
w [24, 32].⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tµit + ∂yµit + ξf(t, µmt , µft )µit = 0, (t, y) ∈ [0, T ] ×R+,
Dλµit(0+) = ∫R2+ bi(t, µmt , µft )(z)dµct(z),
µfo ∈ M+(R+), dla i =m,f, (3)
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tµct + ∂z1µct + ∂z2µct + ξc(t, µmt , µft , µct)µct = T (t, µmt , µft , µct), (t, z) ∈ [0, T ] ×R2+,
µct({0} ×B) = µct(B × {0}) = 0,
µco ∈ M+(R2+).
Pierwsze z równań opisuje ewolucję populacji męskiej (równanie dla populacji żeńskiej
jest analogiczne), zaś drugie ewolucję par. Istotnym elementem powyższego modelu jest
operator T , który odpowiada za interakcje pomiędzy przeciwnymi płciami i jednocześnie
jest głównym źródłem nieliniowości. Dla powyższego systemu udowodniliśmy twierdzenie
o istnieniu, jednoznaczności i stabilności, analogiczne do Twierdzenia 2. W tym przypad-
ku, w dowodzie wykorzystaliśmy metodę regularyzacji.
Rozdział 4 oraz Rozdział 5 poświęcone są rozwijaniu i analizie schematów nu-
merycznych opartych o metodę cząstek i algorytm split-up dla (1). Pierwsza z metod
pochodzi z fizyki matematycznej i jest szeroko stosowana do modeli opisujących zacho-
wanie dużych grup oddziałujących ze sobą cząstek lub osobników. Jest ona z powodzeniem
wykorzystywana do numerycznego rozwiązywania modeli kinetycznych [31, 33, 43, 44],
równania Eulera w mechanice płynów [7, 25, 51], równania Vlasov’a w fizyce plazmowej,
równania Boltzmann’a czy równania Fokker-Planck’a. Podejście to staje się coraz bar-
dziej popularne w dynamice populacyjnej o czym świadczyć mogą między innymi prace
takie jak [1, 2, 11, 21, 27, 28, 29, 42]. Powodem intensywnego rozwoju tejże gałęzi ma-
tematyki jest kompatybilność kinetycznego podejścia z danymi eksperymentalnymi, czyli
z pomiarami (zazwyczaj) dyskretnymi. Wykorzystywanie metody cząstek do problemów
dynamiki populacyjnej wymaga jednak dostosowania jej do specyfiki tych modeli. Warun-
kiem koniecznym do stosowania tej metody jest bowiem to, aby rozwiązanie było sumą
delt Diraca dla każdego momentu czasu. W równaniu (1) regularyzujący efekt nielokalne-
go operatora całkowego sprawia, iż rozwiązanie może natychmiast przestać być sumą delt
Diraca, nawet dla danych początkowych będących w takiej formie. Kolejnym problemem
jest pojawianie się nowych osobników (równania dynamiki populacyjnej zazwyczaj nie są
konserwatywne). Każdy krok schematu numerycznego skutkuje pojawieniem się nowych
cząstek, co jest odzwierciedleniem procesu narodzin. W przypadku np. populacji komó-
rek, które ulegają podziałowi w procesie mitozy, każdy krok skutkuje podwojeniem ilości
delt Diraca, co z kolei prowadzi do nieakceptowalnych kosztów numerycznych. Innym z
problemów związanym z niekonserwatywnym charakterem modeli jest brak możliwości
stosowania metryk Wassersteina, o czym była już mowa powyżej.
W ramach naszej pracy dostosowaliśmy metodę cząstek do rozpatrywanych przez
nas modeli. Jednym z zaproponowanych rozwiązań jest wykorzystanie algorytmu split-up.
Idea tej metody polega na rozdzieleniu równania na dwa problemy o prostszej strukturze
- problem z operatorem transportu i z całkowym operatorem nielokalnym. Formalnie,
półgrupa generowana przez rozwiązania przedstawiona zostaje jako produkt dwóch pół-
grup o prostszej strukturze. Jeśli chodzi o wzrost liczby delt Diraca, stosujemy dwie
metody aproksymacji takiej miary przez mniejszą liczbę delt - rekonstrukcję „równych
przedziałów” oraz rekonstrukcję „równych mas”. Pierwsza z ww. metod polega na zcał-
kowaniu danej miary µ po równych przedziałach o długości ∆x i położeniu delty Diraca
o odpowiedniej masie w środku każdego przedziału. Przy takiej aproksymacji odległość
między miarą µ a jej aproksymacją przez sumę delt Diraca µ˜ szacuje się następują-
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co ρF (µ, µ˜) ≤ ∆x/2. W drugim podejściu dzielimy przedział na takie podprzedziały Ij,
j = 1, . . . ,N , że ∫Ij dµ są równe dla każdego j. Oszacowanie błędu jest tutaj podobne.
Rezultatem dotyczącym metody split-up jest następujące twierdzenie dostarczające in-
formacji o zbieżności i jej prędkości w zależności od parametrów.
Twierdzenie 4. Niech ∆t będzie długością kroku czasowego i ∆x będzie parametrem
(dokładnością) aproksymacji danych początkowych. Niech µ będzie rozwiązaniem (1) i µ˜
będzie rezultatem metody split-up. Załóżmy, iż tm jest momentem rekonstrukcji miary i
niech j będzie ilością przeprowadzonych rekonstrukcji do momentu tm. Wtedy, istnieją
stałe C1, C2, C3, C4 takie że
ρF (µtm , µ(tm)) ≤ C1∆t +C2(∆t)α +C3(∆x) +C4(∆x)j, (5)
gdzie α związana jest z regularnością współczynników względem czasu.
W Rozdziale 5 analizujemy numeryczna metodę „Escalator Boxcar Train” opisa-
ną ponad 20 lat temu w [16]. Metoda ta może być stosowana do szczególnego przypadku
równania (1), gdzie operator całkowy redukuje się do warunku brzegowego. Idea me-
tody EBT polega na aproksymowaniu rozkładu populacji sumą delt Diraca, z których
każda reprezentuje średni stan osobników xi oraz ich liczbę mi w pewnych przedziałach,




xi(t) = b(t, µnt )(xi(t)), dla i = B + 1, . . . , J,
d
dt




B(t) = b(t, µnt )(xb)mB(t) + ∂xb(t, µnt )(xb)piB(t)−c(t, µnt )(xb)piB(t),
d
dtm




i=Bmi(t)δxi(t) oraz xB(t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
piB(t)
mB(t) + xb, dla mB(t) > 0,
xb, wpp.
W naszej pracy po raz pierwszy (zgodnie z wiedzą autora) podajemy dowód istnienia
rozwiązań systemu (6)-(7) na pewnym przedziale czasowym [0, q∗], gdzie q∗ zależy od
współczynników modelu. Jeśli chodzi o samą metodę, pomimo iż od momentu jej opisa-
nia jest ona szeroko stosowana w naukach przyrodniczych [8, 26, 40, 52], pierwszy wynik
dotyczący jej zbieżności został uzyskany dopiero kilka miesięcy temu w [6]. Rezultat ten
nie podaje jednak oszacowania na prędkości zbieżności. W niniejszej rozprawie uogól-
niamy powyższy wynik dowodząc zbieżności schematu EBT w przestrzeni (M+, ρF ) i
jednocześnie podając oszacowanie na rząd zbieżności.
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