Abstract. In this paper we investigate the existence of multiple solutions for the following two fractional problems (−∆Ω)
Introduction
In this paper we focus our attention on the multiplicity of the following two fractional problems where {ϕ k } k∈N denotes the orthonormal basis of L 2 (Ω) consisting of eigenfunctions of −∆ in Ω with homogeneous Dirichlet boundary conditions associated to the eigenvalues {α k } k∈N , that is,
The fractional Laplacian operator (−∆ R N ) s may be defined for any u : R N → R belonging to the Schwarz space S(R N ) of rapidly decaying C ∞ functions in R N by (−∆ R N ) s u(x) = C N,s 2 R N 2u(x) − u(x + y) − u(x − y) |y| N +2s dy, (1.4) where C N,s is a normalizing constant depending only on N and s; see [15, 22] for more details. As observed in [30] , these two operators are completely different. Indeed, the spectral operator (−∆ Ω ) s depends on the domain Ω considered, while the integral one (−∆ R N ) s evaluated at some point is independent on the domain in which the equation is set. Moreover, in contrast with the setting for the fractional Laplacian, it is not true that all functions are s-harmonic with respect to the spectral fractional Laplacian, up to a small error; see [1, 16] for more details. Recently, many papers have appeared dealing with the existence and the multiplicity of solutions to problems driven by these two operators, by applying several variational and topological techniques. In particular, a great attention has been devoted to the study of fractional problems like (1.1) and (1.2) involving superlinear nonlinearities with subcritical or critical growth; see for instance [3, 4, 5, 6, 7, 8, 9, 10, 12, 22, 26, 28, 29, 31, 34] . It is worth observing that a typical assumption to study this class of problems is to require that the nonlinearity f verifies the well-known AmbrosettiRabinowitz condition [2] , that is there exist µ > 2 and R > 0 such that 0 < µF (x, t) ≤ tf (x, t) for any x ∈ Ω, |t| > R. (1.5) This condition is quite natural and fundamental not only to guarantee that the Euler-Lagrange functional associated to the problem under consideration has a mountain pass geometry, but also to show that the Palais-Smale sequence of the Euler-Lagrange functional is bounded. We recall that (1.5) is somewhat restrictive and eliminates many nonlinearities. For instance the function f (x, t) = 2t log(1 + t 4 ) + 4t 5 t 4 + 1 with (x, t) ∈ Ω × R (1.6)
is superlinear at infinity but does not verify the condition (1.5).
The purpose of this paper is to investigate the multiplicity for the above two fractional problems when the parameter λ lies in a suitable neighborhood of any eigenvalue of the fractional operator under consideration, and f is superlinear and subcritical, but does not fulfill (1.5).
More precisely, along the paper we assume that f :Ω × R → R is a continuous function satisfying the following conditions (f 1) there exist c 1 > 0 and p ∈ (1, 2 * s − 1), with 2 * s =
2N
N −2s , such that
where
As a model for f we can take the function defined in (1.6). Now we state our first main result regarding the multiplicity for the problem (1.1):
Then for any i ≥ 2 there exists δ i > 0 such that for any λ ∈ (α s i − δ i , α s i ), problem (1.1) admits at least three nontrivial solutions. In order to prove Theorem 1.1, we apply suitable variational methods after transforming the problem (1.1) into a degenerate elliptic equation with a nonlinear Neumann boundary condition by using the extension technique [11, 12, 13, 14] . Thanks to this approach we are able to overcome the nonlocality of the operator (−∆ Ω ) s and we can use some critical point results to study the extended problem. More precisely, we show that the functional associated to the extended problem respects the geometry required by the ∇-Theorem introduced by Marino and Saccon in [19] . Roughly speaking, this theorem says that if a C 1 -functional I defined on a Hilbert space has a linking structure and ∇I verifies an appropriate condition on some suitable sets (see Definition 2.1 below), then I has two nontrivial critical points which may have the same critical level. We will apply this abstract result to the functional associated to the extended problem and we will get the existence of two nontrivial solutions. Finally, exploiting an additional linking structure, we get the existence of a third nontrivial solution. We recall that in the local setting, similar arguments have been developed and applied in many situations to obtain multiplicity results for several and different problems such as, elliptic problems of second and fourth order, noncooperative elliptic systems, nonlinear Schrödinger equations with indefinite linear part in R N , variational inequalities; see [18, 20, 25, 32, 33] . Differently from the classic case, in the nonlocal framework, the only result comparable to Theorem 1.1 is due to Mugnai and Pagliardini [24] who obtained a multiplicity result to problem (1.1) when s = 1 2 and f satisfies (1.5). Our second main result concerns the multiplicity of solutions to (1.2). The proof of the above result is obtained following the approach developed to prove Theorem 1.1. Anyway, we do not make use of any extension method and our techniques work also when we replace (−∆ R N ) s by the more general integro-differential operator −L K defined up to a positive constant as
, and there exists θ > 0 such that
In this context, we take care of the well-known results on the spectrum of integro-differential operators obtained by Servadei and Valdinoci in [29, 30] . We point out that in a recent paper Molica Bisci et al. [21] proved a similar result to Theorem 1.2 when f verifies condition (1.5), obtaining a nonlocal counterpart of the multiplicity result established in [23] .
The paper is organized as follows. In Section 2 we recall some useful results related to the extension method in a bounded domain and then we provide some useful lemmas which will be fundamental to apply a critical point theorem of mixed nature. In Section 3 we deal with the existence of three nontrivial weak solutions to the problem (1.2).
2. multiplicity for the problem (1.1) 2.1. Extended problem in the half-cylinder. In order to study problem (1.1), we use a suitable variant of the extension technique due to Caffarelli and Silvestre [13] ; see [11, 12, 14] for more details. Firstly, we collect some useful notations and basic results which will be useful along the paper. Fix s ∈ (0, 1). We say that u ∈ H s (Ω) if u ∈ L 2 (Ω) and it holds
We define H s 0 (Ω) as the closure of C ∞ c (Ω) with respect to the norm
00
(Ω) is the Lions-Magenes space [17] which consists of the function u ∈ H
Let us introduce the Hilbert space
It is well known [17] that interpolation leads to
. Let us define the cylinder C = Ω × (0, +∞) and its lateral boundary ∂ L C = ∂Ω × [0, +∞). Let us denote by H 1 0,L (y 1−2s ) the space of measurable functions v : C → R such that v ∈ H 1 (Ω × (α, β)) for all 0 < α < β < +∞, u = 0 on ∂ L C and for which the following norm is finite
We recall the following trace theorem which relates 
. Thus, we get the following fundamental result which allows us to realize the fractional spectral Laplacian (−∆ Ω ) s . Theorem 2.3. [11, 12, 14] 
We also recall that if u =
, then the extension of u is given by
where θ ∈ H 1 (R + , y 1−2s ) solves the problem
and
; see [11, 12, 14] for more details.
Remark 2.1. In order to simplify notation, when no confusion arises, we shall denote by v the function defined in the cylinder C as well as its trace Tr(v)
on Ω × {y = 0}.
Taking into account the above results, we can deduce that the study of (1.1) is equivalent to consider the following degenerate elliptic problem with nonlinear Neumann boundary condition
For simplicity, in what follows, we will assume that κ s = 1.
2.2.
Technical lemmas and ∇-condition. For i ≥ 2, let us introduce the following notations.
Since {α k } k∈N is increasing, a direct calculation yields the next result.
Lemma 2.1. For any i ≥ 1, the following inequalities hold
Now, we prove an auxiliary lemma.
Proof. Let {u n } n∈N be a bounded sequence in L 2 (Ω). From the weak formulation of (2.4) and Theorem 2.2, we can see that
Then, in view of Theorem 2.2, we may assume that
Now, by using (2.4), we can see that for any n ∈ N
Taking into account (2.5) and the fact that {u n } n∈N is bounded in L 2 (Ω), from (2.6) we can deduce
) is a Hilbert space, we can conclude the proof.
In order to deduce a multiplicity result for (2.1) we need to recall the ∇-Theorem due to Marino and Saccon [19] . We begin giving the following definition. Definition 2.1. Let X be a Hilbert space, I ∈ C 1 (X, R) and M a closed subspace of X, a, b ∈ R ∪ {−∞, +∞}. We say that the condition (∇)(I, M, a, b) holds if there is γ > 0 such that
Therefore, if the above condition holds, then I |M has no critical points u such that a ≤ I(u) ≤ b, with some uniformity.
Theorem 2.4. [19]
Let X be a Hilbert space and X i , i = 1, 2, 3 three subspaces of X such that X = X 1 ⊕ X 2 ⊕ X 3 and dim(X i ) < +∞ with i = 1, 2. Let us denote by
Especially, if R ′ = 0, T may be defined as follows:
Assume that
Let a and b such that a ′ < a < a ′′ and b > sup I(Γ). Assume that (∇)(I, X 1 ⊕ X 3 , a, b) holds and that the (P S) c condition holds at any c ∈ [a, b]. Then I has at least two critical points in
Now, we introduce the energy functional I λ : H 1 0,L (y 1−2s ) → R associated to (2.1), that is,
. From the assumptions on f , it is clear that the functional I λ is well-defined, I λ ∈ C 1 (H 1 0,L (y 1−2s ), R) and its derivative is given by
Since we aim to show that I λ verifies the assumptions of Theorem 2.4, we need to prove some useful lemmas which allow us to verify that there exist 0 < a < b such that the condition (∇)(
Up to a subsequence, we may assume that
By using (2.7) and (2.8) with v = u n , from inequality (2.9) we get
Now, let us observe that
and (2.8), we have 12) where c 3 = min
. From Theorem 2.2 and by applying Hölder's inequality, we can infer that
.
(2.13)
Taking into account (2.12) and (2.13), and recalling that u n ≡ 0, we have
for some positive constant c 4 . Now, by using (f 1), Theorem 2.2, (2.11) and Hölder's inequality we can deduce that
Therefore, putting together (2.10), (2.12) and (2.15), we deduce that {u n } n∈N is bounded in H 1 0,L (y 1−2s ). Hence, in view of Theorem 2.2, we may assume that, up to a subsequence, there are a sequence {u n } n∈N and a function u ∈ H 1 0,L (y 1−2s ) such that 
which, combined with the assumptions (f 2) and (f 4), gives u = 0. Now, we distinguish two cases. Let us assume that u n → 0 as n → ∞ in H 1 0,L (y 1−2s ). From (f 1) and (f 2) we know that for any ε > 0 there exists c ε > 0 such that
By using (2.14), (2.17) and Theorem 2.2, we have
On the other hand, if there exists α > 0 such that u n H 1 0,L (y 1−2s ) ≥ α for n large enough, then from (2.14), (2.16), (f 2), the Dominated Convergence Theorem and u = 0, we get
which is a contradiction. This ends the proof of the lemma.
Proof. Assume by contradiction that, up to a subsequence, u n H 1 0,L (y 1−2s ) → ∞ as n → ∞. Note that u n = P u n + Qu n , P u n → 0 in H 1 0,L (y 1−2s ) and Q∇I λ (u n ) → 0, where ∇I λ (u n ) = v n is such that
where K is defined as in Lemma 2.2. Now, we recall that u n = P u n + Qu n and P u n → 0 in H 1 0,L (y 1−2s ). Then, by exploiting the assumption (f 1), Hölder's inequality and the fact that all norms in H 0 i are equivalent, we can see that
with c 5 > 0. Now, from the assumption (f 4) and (2.18), we can deduce that
Here we used that for every z ∈ H 1 0,L (y 1−2s ), P z is smooth and ∇P u n = P ∇u n due to u ∈ span{ψ i , . . . , ψ j } and P z ⊥ Qz, so we have
Since 1 < p < β, dimH 0 i < +∞ and P u n L ∞ (Ω) → 0 as n → ∞, from (2.19) we can infer that
. By using (f 1), Theorem 2.2, (2.2) and Hölder's inequality we have
).
Therefore, (2.20) and Hölder's inequality imply that
In similar fashion we can infer that
We can also show that → ℓ ∈ (0, +∞) and we can see that
which is impossible. Putting together (2.21), (2.22) and (2.23) we deduce that
which is a contradiction. Thus {u n } n∈N is bounded in H 1 0,L (y 1−2s ).
Lemma 2.5. Assume (f 1) and (f 4). Then, for any δ ∈ (0, min{µ i+1 − µ i , µ i − µ i−1 }) there exists ε 0 > 0 such that for any λ ∈ [µ i − δ, µ i + δ] and for any ε 1 , ε 2 ∈ (0, ε 0 ) with ε 1 < ε 2 , the condition (∇)(I λ , H i−1 ⊕ H ⊥ i , ε 1 , ε 2 ) holds. Proof. Suppose by contradiction that there exists a positive constant δ 0 such that for all ε 0 > 0 there are λ ∈ [µ i −δ 0 , µ i +δ 0 ] and ε 1 , ε 2 ∈ (0, ε 0 ) with ε 1 < ε 2 such that the condition (∇)(I λ , H i−1 ⊕ H ⊥ i , ε 1 , ε 2 ) does not hold. Let ε 0 > 0 be as in Lemma 2.3. Then, we can find a sequence
and Q∇I λ (U n ) → 0. By Lemma 2.4 we deduce that {u n } n∈N is bounded. Thus, by applying Theorem 2.2, there are a subsequence (still denoted by u n ) and u ∈ H 1 0,L (y 1−2s ) such that u n ⇀ u in H 1 0,L (y 1−2s ) and u n → u in L q (Ω) for any q ∈ [1, 2 * s ). Taking into account assumption (f 1), Q∇I λ (u n ) → 0, P u n → 0 and Lemma 2.2, we can see that
0,L (y 1−2s ) and u is a critical point of I λ constrained on H i−1 ⊕ H ⊥ i . Hence, in view of Lemma 2.3, we can infer that u = 0. Since 0 < ε 1 ≤ I λ (u), we obtain a contradiction.
Let us introduce the following notations: for fixed i, k ∈ N and R, ̺ > 0, let
Proof. By using (2.2) and the assumption (f 5), for any u ∈ H i−1 and λ ∈ (µ i−1 , µ i ) we have
Taking into account the assumption (f 3) and the continuity of F , for any c 6 > 0 there is M 1 > 0 such that
By using (2.2) and (2.25), for any u ∈ H i and λ ∈ (µ i−1 , µ i ) we have
Taking c 6 = 2(µ i − λ), from (2.26) we deduce that
Now, we note that (f 1) and (f 2) imply that for any ε > 0 there is C ε > 0 such that
Thus, from (2.29), we can see that for any u ∈ H ⊥ i−1
Recalling that λ ∈ (µ i−1 , µ i ) and p + 1 > 2, from (2.24), (2.27) and (2.30), we can find R > ̺ > 0 such that
Lemma 2.7. Assume that (f 5) holds. Then, for R > 0 in Lemma 2.6 and for any ε > 0 there exists
Proof. By using (2.2), the assumption (f 5) and λ < µ i , we deduce that, for any u ∈ H i we deduce Proof. Let {u n } n∈N be a Palais-Smale sequence of I λ . Taking into account (f 1), we have only to show that {u n } n∈N is bounded. From the arguments in Lemma 2.4, it is enough to prove that
In view of (f 4), we know that there exist c 7 , c 8 > 0 such that
Then, by using the above inequality, the equivalence of the norms on the finite-dimensional space, and Theorem 2.2, we get Now we are in the position to give the proof of the main result of this section.
Proof of Theorem 1.1. Firstly, we prove the existence of two critical points. Taking into account Lemma 2.5, Lemma 2.6 and Lemma 2.7, we can take a ∈ (0, inf I λ (S + i−1 (̺))) and b > sup I λ (B i (R)) such that 0 < a < b < ε 0 . Then the condition (∇)(I λ , H i−1 ⊕ H ⊥ i , a, b) is satisfied.By applying Lemma 2.8 and Theorem 2.4, we can deduce that there exist two critical points u 1 , u 2 ∈ H 1 0,L (y 1−2s ) such that I λ (u i ) ∈ [a, b] for i = 1, 2. Now, we prove the existence of a third critical point by invoking the Linking Theorem [27] . Taking into account Theorem 5.3 in [27] and Lemma 2.8, it is enough to prove that there are δ ′′ i > 0 and
Let us note that (2.3), (2.29) and Theorem 2.2 yield
. Then, recalling that p > 1, in view of (2.34), we can find ̺ 1 > 0 and α > 0 such that
(2.35) Now, by using (2.2) and (f 5), we deduce that
Hence, by using (2.36), we can see that there exist δ ′′ i > 0 and
On the other hand, by using (2.2) and (f 5), we can see that for any u ∈ H i+1 and λ ∈ (µ i − δ ′′ i , µ i ), we have
Putting together (2.35), (2.37) and (2.38) we can infer that (2.33) is verified. By applying the Linking Theorem, we can deduce that there exists a critical point
is given in Lemma 2.7, we can conclude that Theorem 1.1 holds.
multiple solutions for the problem (1.2)
This section is devoted to the proof of Theorem 1.2. Since many calculations are adaptations to the ones presented in the previous section, we will emphasize only the differences between the "spectral" and the "integral" case. Firstly, we collect some notations and results which we will use in the sequel. For more details we refer the interested reader to [22, 28, 29, 30] . Let us define
endowed wit the norm
Then, X 0 is a Hilbert space, and the following useful embedding result holds.
Theorem 3.1.
[28] X 0 is compactly embedded into L q (R N ) for any q ∈ [1, 2 * s ). Let us denote by {e k , λ k } k∈N the eigenvalues and corresponding eigenfunctions of the fractional Laplacian operator (−∆ R N ) s with homogeneous boundary condition in R N \ Ω, that is,
We recall that λ 1 is simple, 0 < λ 1 < λ 2 ≤ · · · ≤ λ k ≤ λ k+1 ≤ . . . , λ k → +∞ and e k are Hölder continuous up to the boundary (differently from the ones of (−∆ Ω ) s that are as smooth up the boundary as the boundary allows). As in Section 2, for any i ≥ 2, we denote by P : X 0 → H 0 i and Q : X 0 → H i−1 ⊕ H ⊥ i the orthogonal projections, where H 0 i = span{e i , . . . , e j }. The next lemma is proved in [29] . Lemma 3.1. [29] The following inequalities holds
We say that a a function u ∈ X 0 is a weak solution to (1.2) if it satisfies the identity
for any v ∈ X 0 . For this reason, we will look for critical points of the Euler-Lagrange functional I λ : X 0 → R defined by
Since we will proceed as in Section 2, we prove some technical lemmas which will be fundamental to deduce Theorem 1.2. With suitable modifications, it is easy to see that the next lemma can be proved following the lines of the proof of Lemma 2.3.
Proof. Suppose by contradiction that, up to a subsequence, u n X 0 → ∞ as n → ∞. Set u n = P u n + Qu n . By using (f 1), Hölder's inequality and the fact that all norms in H 0 i are equivalent, we get
), (3.5) with c 5 > 0. Now, we observe that
Since P u, v X 0 = u, P v X 0 for any u, v ∈ X 0 , we can see that
Thus (f 4) and (3.5) give
). (3.6)
. By using (f 1), Theorem 3.1, (3.1) and Hölder's inequality we have
Arguing as in the proof of Lemma 2.4, we can see that
Putting together (3.8) and (3.9) we can see that
which is impossible.
Lemma 3.4. Assume that (f 1) and (f 4). Then, for any δ ∈ (0, min{λ i+1 − λ i , λ i − λ i−1 }) there exists ε 0 > 0 such that for any λ ∈ [λ i − δ, λ i + δ] and for any ε 1 , ε 2 ∈ (0, ε 0 ) with ε 1 < ε 2 , the condition (∇)(I λ , H i−1 ⊕ H ⊥ i , ε 1 , ε 2 ) holds. Proof. The proof follows the lines of the proof of Lemma 2.5 replacing Lemma 2.3, Lemma 2.4 and Theorem 2.2 by Lemma 3.2, Lemma 3.3, and Theorem 3.1 respectively. Moreover, in this case, to prove that u n converges strongly in X 0 , we use that fact that
Now, we define the following sets: for fixed i, k ∈ N and R, ̺ > 0, let
Proof. By using (3.1) and the assumption (f 5), for any u ∈ H i−1 and λ ∈ (λ i−1 , λ i ) we have
Recalling (f 3) and (3.1), for any u ∈ H i and λ ∈ (λ i−1 , λ i ) we get
Taking c 6 = 2(λ i − λ), from (3.11) we deduce that > 0, and by using λ ∈ (λ i−1 , λ i ), p + 1 > 2, (3.10), (3.12) and (3.13), we can deduce that there exist R > ̺ > 0 such that sup I λ (T i−1,i (R)) < inf I λ (S Proof. Let {u n } n∈N be a Palais-Smale sequence of I λ . We have only to show that P u n X 0 u n X 0 → 0 as n → +∞. (3.14)
By using (f 4) and the equivalence of the norms on the finite-dimensional space, we get Putting together (3.8) and (3.15), we can deduce that (3.14) holds.
Proof of Theorem 1.2. In view of Lemma 3.4, Lemma 3.5 and Lemma 3.6, we can take a ∈ (0, inf I λ (S + i−1 (̺))) and b > sup I λ (B i (R)) such that 0 < a < b < ε 0 . Thus the condition (∇)(I λ , H i−1 ⊕ H ⊥ i , a, b) holds. By using Lemma 3.7 and Theorem 2.4, we can find two critical points u 1 , u 2 ∈ X 0 such that I λ (u i ) ∈ [a, b] for i = 1, 2. The existence of a third critical point will be obtained by applying the Linking Theorem. We prove that there are δ ′′ i > 0 and R 1 > ̺ 1 > 0 such that for any λ ∈ (λ i − δ ′′ i , λ i ) it results sup I λ (T i,i+1 (R 1 )) < inf I λ (S + (̺ 1 )). On the other hand, by using (3.1) and (f 5), we deduce that Therefore (3.19) implies that there exist δ ′′ i > 0 and R 1 > 0 such that for any λ ∈ (λ i − δ ′′ i , λ i ) we get I λ (u) < α for any u X 0 ≤ R 1 . (3.20)
Thus by using (3.1) and (f 5), we can see that for any u ∈ H i+1 and λ ∈ (λ i − δ ′′ i , λ i ), we have
Putting together (3.18), (3.20) and (3.21) we can deduce that (3.16) is verified. By applying the Linking Theorem, we can find a third critical point u 3 ∈ X 0 of I λ such that I λ (u) ≥ inf I λ (S + i (̺ 1 )). Choosing δ i = min{δ ′ i , δ ′′ i }, where δ ′ i is given in Lemma 3.6, we can conclude that Theorem 1.2 holds.
