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ABSTRACT 
In this work we introduce a variable step-size normalized LMS algorithm for adaptive echo cancellation in a FIR 
structure. In the proposed scheme, the step-size adjustment is controlled by using the square of the cross-correlation 
between the squared output error and the adaptive filter output. The proposed algorithm (that we call VSSSC after 
variable step size based on the squared cross-correlation) was evaluated using white noise and speech signals. 
Simulation results show that our proposal achieves better performance than similar algorithms in single and double 
talk. The proposed algorithm can be used in a number of applications such as in echo reduction for long-haul voice 
communications. 
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RESUMEN 
En este trabajo presentamos un algoritmo LMS normalizado de paso variable para la cancelación adaptable de eco 
en una estructura FIR. En el esquema propuesto, el ajuste del tamaño del paso se controla usando el cuadrado de la 
correlación cruzada entre el cuadrado del error de salida y la salida del filtro adaptable. El algoritmo propuesto, que 
llamamos VSSSC (de las palabras en inglés variable step size based on the squared cross-correlation) se evaluó 
usando ruido blanco y señal de voz. Los resultados de simulación muestran que nuestra propuesta logra un mejor 
desempeño en comparación con algoritmos similares tanto en el caso de un hablante como cuando existe traslape en 
la conversación de dos hablantes. El algoritmo propuesto se puede utilizar en varias aplicaciones tales como la 
reducción de eco en comunicaciones de voz de larga distancia. 
 
 
1. Introduction 
 
Adaptive filters have been used in a large number 
of applications such as system identification, 
channel equalization, noise reduction and echo 
cancelling. Among such applications, echo 
cancelling is of paramount importance in the 
transmission of voice conversations across long 
distances.  
In electrical terms, echo can be defined as a 
delayed and distorted version of the transmitted 
signal that is reflected back from the receiver to the 
source. Such phenomenon is more noticeable in 
long-haul communications where it makes voice 
conversations less intelligible. In order to deal with 
this problem, communication links make use of 
echo cancellers which are placed at the destination 
end point. The echo canceller estimates the 
magnitude of the echo component in the signal to  
 
 
be propagated back to the originator end point and 
subtracts it. Such procedure generates a residual 
echo that is used by an adaptive filter in order to 
adjust the echo canceller and decrease the 
estimation error. 
 
Adaptive filters must have fast convergence rates 
and produce low estimation errors in order to be 
successfully used in echo cancellers and in many 
other applications. A landmark in the development 
of adaptive filters was the introduction of the least 
mean square (LMS) algorithm by Widrow and Hoff 
in 1960 [1]. This algorithm has found diverse 
applications due to its simplicity and robustness 
that has also made it the preferred benchmark in 
performance evaluation studies [2]. Furthermore, 
there is a wide availability of related studies  
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including analytical models for prediction of its 
performance under different input conditions. 
However, the LMS algorithm updates the filter 
coefficients through a fixed-size adaptation step 
which may lead to long convergence times. A great 
deal of current research effort is aimed at 
increasing convergence rates and reducing the 
steady-state estimation error. For instance, 
Raymond et al. in [3] proposed a variable step size 
(VSS) LMS algorithm in which the step size 
adjustment is controlled by the square of the output 
error, providing less misadjustment and faster 
tracking than conventional LMS. Mayyas et al. in [4] 
proposed a variable step-size LMS algorithm that 
provides fast convergence at early stages of the 
adaptation. As a final example, we can mention the 
algorithm by Wee-Peng et al. [5] who proposed a 
new class of variable step LMS algorithms with 
reduced complexity but good performance. 
Additional work on this area has more recently 
been reported in [6] and [7]. 
 
In this paper, we introduce and evaluate a variable-
step-size algorithm in which the step size 
adjustment is controlled by the square of the cross-
correlation between the squared output error and 
the adaptive filter output. We call this algorithm 
VSSSC after variable step size based on the 
squared cross-correlation. The remaining of this 
paper is organized as follows. In Section 2, we 
provide an overview of related work and we also 
define the metrics of performance to be used in this 
work. In Section 3, we describe the proposed 
VSSSC algorithm. In Section 4, we present 
simulation results that compare the performance of 
the proposal against the VSS and the conventional 
normalized LMS. Finally, in Section 5, we provide 
some conclusions. 
 
2. Background concepts and related work 
 
Consider a system identification configuration as 
depicted in Figure 1. In such a system the  N 1  
vector      n  contains the coefficients of the 
adaptive filter. According to the NLMS algorithm, at 
the (n+1)st iteration the filter coefficients are 
updated as follows: 
 
      1                     	    	     
 
(1) 
 
with 
 
 
 
and 
 
 
 
where      is the output error,      is the desired 
signal,  0   1  is a convergence factor that 
controls both stability and convergence rate, the 
   1   vector 	    	 contains the last   samples of 
the input and ‖    ‖  is its norm. 
 
Several variable step-size LMS algorithms have 
been proposed to achieve better performance 
figures than conventional NLMS algorithms. They 
provide smaller mean square error without 
restricting the tracking ability or reducing 
convergence rates. In this context, one algorithm 
worth mentioning is the one introduced by 
Raymond et al. in  [3]. They proposed a variable 
step-size LMS algorithm (VSS) in which a 
convergence factor is proportional to the power of 
the output error. In this algorithm the filter 
coefficients are updated as follows (see Figure 2): 
 
        1                                 (4)   
 
where parameter         is the step size and its 
value is updated as 
 
       1      
     if	    1         
     if	    1         
    1   otherwise
 
 
(5) 
where  
 
    1                                       (6) 
   
for  0   1 	 and    0 . Raymond et al. [3] 
experimentally found that     0.997 and   
0.00048	provide adequate performance. In (5), 
parameter       is set to ensure that the algorithm 
remains stable and      is fixed to avoid a too 
small convergence factor after convergence. 
 
 
(2)            
 
‖    ‖  
                           (3)  
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A commonly used metric of performance to evaluate 
the performance of adaptive filters in echo cancelling 
applications is the echo return loss enhancement 
(ERLE). This metric given by [8]. 
 
      
 
 
 1 0 	           
2
 
 1   
 
where 
 
 
 
 1 0 	           
        
        
  
 
is the signal-to-noise ratio between the signal      
and noise     . The noise is assumed to be 
uncorrelated with the input signal      [2]. 
Another commonly used metric of performance 
is convergence time.  
 
This concept provides a measure related to 
how fast an algorithm is able to reach its 
steady-state value. We define the convergence 
time as the number of iterations that is needed 
for the ERLE metric to remain above  1      
times its steady-state value, for some given 
  0 . 
 
A performance comparison between our 
proposal, described in the following section, 
and the algorithms described above will be 
carried out in Section 4, in terms of both ERLE 
and convergence time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(7) 
(8) 
 
Figure 1. Normalized LMS algorithm in a system identification configuration. 
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Figure 2. The VSS LMS algorithm in a system identification configuration. 
Figure 3. The VSSSC algorithm in a system identification configuration.  
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3. VSSSC: a variable-step-size NLMS algorithm 
 
Let us consider the system identification 
configuration depicted in Figure 3. The derivation 
of the proposed algorithm starts with the recursive 
equation  
 
      1                      	    	     
 
(9) 
with 
 
                   	       
 
where        ,      	and       have the same 
meaning as in the NLMS algorithm previously 
explained. In order to update the step size, it is 
proposed to take into consideration the squared 
cross-correlation, at lag zero, between the squared 
output error and the filter output. This quantity is 
defined as follows:  
 
   ,   
                          |     
                    
 
 
 
and denote by    
  ,   
      its estimated value by 
means of a time average. The step size is then 
updated as follows: 
 
           
    
‖    ‖  
 
where we propose to update      by using 
 
    1      
     if	     1         
     if	     1         
     1   otherwise
 
 
 
 
where 
 
 ′   1    
   
  ,   
       
           
 
 
with 
   
  ,   
     1         
  ,   
                       
 
(15) 
and 
 
       1                        
 
Parameter   satisfies 
 
  1 
1
 
 
 
and 1  ⁄  is approximately equal to the number of 
samples  , used for estimating the averages, i.e., 
 
  
 
  
 
Parameters   and   allow us to control the weight 
of past samples against the present ones as it has 
been done in a number of algorithms. In (13), 
parameter       is set to one to ensure fast 
convergence and      is fixed to avoid a too small 
convergence factor   (after convergence is 
achieved). 
 
The rationale behind this algorithm can be 
explained as follows. From Figure 3, it can be seen 
that 
 
                           
 
Recall that        is the estimate for      and      is 
additive noise. From (11) and (19) we have 
 
   ,   
                                          
 
 
Note that at the beginning the squared correlation 
between        and        is large because  	
               is large too. Therefore, the step 
size will also be large (see (14)). On the other 
hand, when the algorithm converges, the 
correlation     
  ,   
      decreases since      ≅       
and (20) approximately becomes 
 
 
(10) 
(11) 
(12) 
(13) 
(14) 
(16) 
(17) 
(18) 
(19) 
(20)  
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   ,   
                                         
≅                   
 
 
 
In such conditions, the step size is small since 
      and       	 are almost uncorrelated.  
 
4. Performance evaluation 
 
In this section, we describe the experiments and 
the corresponding results that were obtained from 
the performance evaluation that was carried out 
with the NLMS, VSS and the proposed VSSSC.  
 
In our experiments, the system to be identified had 
an impulse response      given by  
 
       
1    0
        ⁄    0  
 
where   is the number of taps in the transversal 
filter and parameter   is the cutoff frequency of the 
low pass filter in the frequency domain. Table 1 
shows the parameters used in the simulations. 
 
 
 
 
 
 
 
 
The ERLE metric given by (7) was estimated as 
 
E        1 0 	                  
 
where 
 
      1    
     1  
     1  
 
with 
 
     1                      
 
and 
 
     1                      
 
where we used     0.997 and     0.00048. 
 
In addition to the ERLE metric we also took 
measurements of the convergence time for the 
three different algorithms under test. In our 
experiments, we used   0 . 1  so that the 
convergence time corresponded to the number of 
iterations needed for the ERLE metric to be within 
10% of its steady-state value. 
 
                      
 
 NLMS    1     0.997   4.8x
4 10
    128 
 VSS    1    0.02    0.997   4.8x
4 10
    128 
 VSSSC    1    0.02    0.997   4.8x
4 10
    128 
          
 
Table 1. Simulation parameters. 
Algorithm  Convergence time  
(Iterations   300)  
VSSSC   27 
VSS 56 
NLMS 4 
Table 2. Convergence-time comparison for nlms, VSS and VSSSC.  
White noise as the input signal. 
(21) 
(22) 
(23) 
(24) 
(25) 
(26)  
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In what follows, we present the experiments that 
we carried out and their results. These tests are 
divided into two sets depending on the use of 
either white noise or voice signal as the input 
signal. They are described below.  
 
4.1 First set of results: experiments with white 
noise 
 
In the first set of experiments, both the input signal 
and the additive noise were white noise and we 
used an SNR of 35 [dB]. We report our results 
regarding convergence performance and steady-
state error of the three algorithms, NLMS, VSS and 
VSSSC. 
 
In these experiments, whose results are shown 
in Fig. 4, the proposed VSSSC algorithm began 
with a large   as did the conventional NLMS and 
the VSS. However, after several iterations the 
proposed algorithm provided better steady-state 
ERLE than both VSS and NLMS. The NLMS 
converged to the SNR used in the simulations 
(i.e., 35 [dB]).  
 
The convergence times that were obtained for the 
three algorithms in these experiments are shown in 
Table 2. It is shown that the shortest convergence 
time was achieved by the NLMS algorithm 
whereas the longest one was exhibited by VSS. 
The convergence time of VSSSC was located at 
some point in between.  
 
From this set of experiments, it can be concluded 
that there exists a trade-off between ERLE and 
convergence time. In comparison to VSS and 
NLMS, the VSSSC algorithm achieves the best 
performance in terms of short and long term ERLE. 
On the other hand, its fine step adjustment 
increases convergence time when compared to the 
fixed step approach (i.e., NLMS) but its 
performance is significantly better than the other 
variable step algorithm (i.e., VSS). 
 
In Figure 5, we illustrate the evolution for one point 
of the adaptive impulse response    [50], using 
the proposed VSSSC algorithm. For comparison 
purposes, the corresponding point of the unknown 
system impulse response  [50] is also shown. As 
shown in the Figure, at the beginning the 
difference between them was large but after a few 
iterations    [50] closely approximated  [50]. 
 
In order to show the adaptability of the proposed 
algorithm, we also ran tests in which the impulse 
response of the system to be identified was 
changed at some point during the simulation. 
Figure 6 shows the convergence performance of 
NLMS, VSS and VSSSC algorithms in two periods 
(labeled as I and II in the Figure) with different 
impulse responses. In period I, it is clear that the 
VSSSC algorithm achieved better figures of ERLE 
than the VSS algorithm, whereas the NLMS 
algorithm converged to the SNR ratio. After some 
iterations, the system’s response changed and   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 4. Convergence test of conventional NLMS, VSS, and VSSSC algorithms.  
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period II began. When this change occurred, the 
VSSSC algorithm was using a small  , but this 
value increased when the squared correlation 
between         and       suddenly increased. 
Figure 6 shows that in period II the VSSSC 
algorithm again achieved better performance than 
the VSS algorithm. At the end of both periods the 
VSSSC achieved significantly better performance in 
terms of ERLE than both VSS and NLMS. 
Measurements of convergence time were not 
collected for this set of experiments since the nature 
of the tests does not allow the adaptive filters to 
reach steady state. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Evolution of point  of the adaptive impulse response using the 
 proposed VSSSC algorithm. 
 
Figure 6. Convergence tests with conventional NLMS, VSS and VSSSC algorithms 
 with a change in the impulse response.  
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4.2 Second set of results: experiments with a voice 
signal 
 
In the second set of experiments, the received signal 
was a voice signal and the additive noise was white 
noise. We also used an SNR of 35 [dB]. Figure 7 
shows the convergence performance of NLMS, VSS 
and VSSSC algorithms. After some iterations the 
proposed VSSSC algorithm achieved significantly 
better figures of ERLE than both VSS and NLMS. As 
in the previous set of results, the NLMS algorithm 
converged to the SNR ratio (i.e., 35 [dB]). Table 3 
shows the convergence times that were measured 
for this set of tests. When compared with the results 
shown in Table 2, it is observed that there was a 
slight increase in convergence times when the input 
signal was changed from white noise to a real voice 
signal. However, the relative performance among the 
three algorithms remained practically the same. 
 
 
 
 
 
Figure 8 illustrates the adaptability of NLMS, VSS 
and VSSSC algorithms when there is a change in 
the impulse response of the system to be identified. 
In the first period the performance of VSS is lower 
than the one shown by VSSSC, albeit similar in 
trend. However, after the system’s response was 
changed, the VSS algorithm was unable to quickly 
react thus exhibiting a slow convergence rate. In 
both periods the NLMS algorithm converged to the 
level of SNR used in the experiments. 
 
We close this section by noting that in both sets of 
experiments (i.e., white noise and realistic voice 
signals, as the input signal) we observed that the 
proposed VSSSC clearly outperforms the other two 
algorithms in terms of ERLE. As for convergence, 
the VSSSC is clearly superior to the other variable 
step-size algorithm (i.e., VSS).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Algorithm  Convergence time  
(Iterations   300)  
VSSSC   35 
VSS 57 
NLMS 7 
Table 3. Convergence-time comparison for NLMS, VSS and VSSSC.  
Voice as the input signal signal. 
Figure 7. Comparison among the conventional NLMS, VSS, and VSSSC algorithms.  
The input signal was a voice signal. 
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5. Conclusions 
 
In this paper we introduced VSSSC, a variable 
step-size NLMS algorithm. The VSSSC algorithm 
updates the filter coefficients by taking into 
consideration the squared cross-correlation 
between the square of the output error      and 
the adaptive filter output  ) ( ˆ n y . 
 
We carried out a performance comparison of the 
proposed algorithm against the conventional 
NLMS and VSS algorithms. In this paper, we 
provide supporting evidence regarding some 
advantages that we could identify in the proposed 
VSSSC algorithm. It achieves better ERLE than 
NLMS and VSS, and better convergence 
characteristics than VSS. 
 
The proposed VSSSC algorithm can be used for 
updating the coefficients of a FIR structure in noise 
and echo canceling applications. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Comparison among the conventional NLMS, VSS, and VSSSC algorithms 
 in two periods (I and II en the Figure). The input signal and additive noise 
 were voice and white noise, respectively.  
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