Abstract. We analyze the controllability properties of systems which provide a description, at first approximation, of a kind of viscoelastic fluids. We consider linear Maxwell fluids. First, we establish the large time approximate-finite dimensional controllability of the system, with distributed or boundary controls supported by arbitrary small sets. Then, we prove the large time exact controllability of fluids of the same kind, with controls supported by suitable large sets. The proofs of these results rely on classical arguments. In particular, the approximate controllability result is implied by appropriate unique continuation properties, while exact controllability is a consequence of observability (inverse) inequalities. We also discuss some other questions concerning to the controllability of viscoelastic fluids and some related open problems.
In this paper, we will sometimes (but not always) assume that
for some x 0 ∈ R N , where n(x) is the outward unit normal vector to Ω at the point x ∈ ∂Ω. We will also set In fact, the assumptions (1.1) or (1.3) will be needed when dealing with exact controllability results, but not in the framework of approximate controllability; see below for the definition of these properties and the precise statements.
Let T > 0 be a prescribed final time. In the sequel, we will use the following notation: Q = Ω × (0, T ), Σ = ∂Ω × (0, T ), Σ(x 0 ) = Γ(x 0 ) × (0, T ); L S (R N ) will denote the space of symmetric real N × N -matrices; | · | and · (resp. (· , ·) and ((· , ·)) ) will stand for the usual norms (resp. scalar products) in L 2 (Ω) and H 1 0 (Ω); · , · will be used to denote several duality products; C will denote a generic positive constant.
The following spaces will be needed:
(Ω) N : ∇ · w = 0 in Ω, w · n = 0 on ∂Ω },
Moreover, for any τ 0 ∈ Φ, we will set Φ 0 = { Dw : w ∈ V } and Φ * (τ 0 ) = e −aT τ 0 + Φ 0 ,
where Dy is the usual deformation tensor: Dy = 1 2 (∇y + t ∇y).
The spaces H, V and Φ are Hilbert spaces for the norms | · |, · and | · |, respectively. On the other hand, V is dense in H and V .
We will consider the following system, which describes at least at first approximation the behavior of a viscoelastic fluid of the Maxwell kind : Here, 1 O is the characteristic function of O; the functions y = y(x, t), π = π(x, t) and τ = τ (x, t) are respectively the velocity field, the pressure distribution and the elastic stress tensor of the fluid (of course, y = {y i } and τ = {τ ij } for some scalar functions y i and τ ij with τ ij = τ ji ); it is assumed that the mass density of the fluid is ρ 0 ≡ 1; a and b are positive constants, y 0 ∈ H and τ 0 ∈ Φ.
The constants a and b have the dimensions of (time) −1 and (velocity) 2 , respectively.
We can obviously make (1.4) dimensionless with the help of suitable length, time and velocity reference units. For instance, we can introduce where λ 1 is the first eigenvalue of the Dirichlet Laplacian in Ω and T 0 is a characteristic time of the flow. In that case, (1.4) is rewritten as a similar system where the new parameters a and b satisfy the following:
• a = We −1 , the reciprocal of the Weissenberg number of the fluid. By definition, We is the ratio of the relaxation time and the characteristic time T 0 and physically represents the rate at which elastic energy is stored or released. In other words, We can be used as a "measure" of the elasticity of the media.
• b = We −1 Re −1 , where Re is the Reynolds number of the fluid, i.e.
where ν is the kinematic viscosity.
For more details on the physical meaning of these parameters, see for instance [25, 14] .
In (1.4), v ∈ L 2 (O × (0, T )) N is a distributed control with support in the cylinder O × (0, T ). It can be interpreted as an external force field that is active in a part of the fluid domain. We will refer to (1.4) as the distributed controlled problem for a Maxwell fluid.
We will also consider similar boundary controlled problems, that is, systems of the form (1.5)
where 1 γ is the characteristic function of γ and r ∈ L 2 (γ × (0, T )) N is a boundary control, acting on γ × (0, T ).
Notice that, in this case, we must deal in principle with linear time-dependent equations where we prescribe some non-regular data on a part of the boundary. Nevertheless, we will be able to solve problems of this kind by introducing suitable auxiliary systems.
These models can be respectively viewed as first approximations (when y and τ are small) of the following nonlinear systems, see [14] :
Here, (y · ∇)y and (y · ∇)τ are the usual transport terms and
where W y = In this paper, we will analyze some controllability properties of the linear systems (1.4) and (1.5) . This has already been the objective of some previous works; see [23, 20] .
To this purpose, let us first see that, after an appropriate change of variables, (1.4) and (1.5) can be equivalently rewritten as second-order in time hyperbolic systems.
More precisely, let (y, π, τ ) be a solution to (1.4) and let us set
e as y(s) ds, Z = e at π, u = e at v and τ (t) = e −at τ 0 + 2b
t 0 e −a(t−s) Dy(s) ds ≡ e −at τ 0 + 2be −at Dz(t).
From these identities, we easily see that τ satisfies the second equation of (1.4) and the initial condition τ (0) = τ 0 and, also, that
Multiplying by e at the previous identity and taking into account that
we deduce that z solves, together with some Z, the linear problem
where (z 0 , z 1 ) = (0, y 0 ). A similar reformulation can be found for (1.5). Indeed, if (y, π, τ ) solves (1.5), we conserve the definitions of z and Z in (1.8) and we set (1.10) w = t 0 e as r(s) ds,
we also find that
in Ω.
From (1.8) and (1.10), it becomes clear that the existence, uniqueness and controllability properties of (1.4) and (1.5) can be reformulated in terms of similar properties of (1.9) and (1.11), respectively.
Notice that, in view of the expression of τ in (1.8), τ (T ) belongs to the linear manifold Φ * (τ 0 ). Thus, in order to introduce good definitions of controllability, we will always fix the desired elastic stress tensor τ d in Φ * (τ 0 ). For technical reasons, it will also be assumed that ∇ · τ 0 ∈ L 2 (Ω) N . It will be said that (1.4) (resp. (1.5)) is approximately controllable in H × Φ at time T if, for any y 0 , y d ∈ H, any τ 0 ∈ Φ, any τ d ∈ Φ * (τ 0 ) and any ε > 0, there exist
It will be said that (1.4) (resp. (1.5)) is approximately-finite dimensional controllable if, for any finite dimensional space
any initial and final (desired) data as above and any ε > 0, the previous controls v and r can be chosen such that, in addition to (1.12), the following holds:
Here, P Y : H × Φ → Y and PỸ : H × Φ →Ỹ are the usual orthogonal projectors. It will be said that (1.4) (resp. (1.5)) are exactly controllable at time T if, for any y 0 , y d ∈ H, any τ 0 ∈ Φ and any
such that the associated solutions satisfy (1.14)
Finally, if this is satisfied for any y 0 ∈ H, any τ 0 ∈ Φ and the desired states y d = 0 and τ d = 0, it will be said that the considered system is null controllable at time T .
The controllability properties of the systems (1.4) and (1.5) will be deduced from the properties of the solutions to the linear hyperbolic systems (1.9) and (1.11). The latter can be viewed as incompressible non-scalar versions of the wave equation. Consequently, it will be convenient to recall some known results on the exact and approximate controllability of the wave equation and, also, of systems of the Stokes kind.
For any non-empty O and γ (not necessarily satisfying (1.1)), the approximate distributed and boundary controllability of the wave equation hold if T is large enough; see [16] .
In [12] , it was proved that the boundary exact controllability result for the wave equation also holds if γ ⊃ Γ(x 0 ) and T > 0 is large enough. Later, this result was improved in [16] , where the optimal control time T (x 0 ) was found. These results were proved by the multipliers method, which relies on computing the global integral in Q of the product of the equation by the gradient of the solution following some convenient vector field and then performing appropriate integrations by parts. Let us also mention the work [17] , where a more general kind of boundary control sets was found. The distributed exact controllability of the wave equation was deduced in [16] from the boundary exact controllability if O is a neighborhood of Γ(x 0 ) and T > T (x 0 ). In [2] , by using microlocal analysis and geometric optic techniques, a necessary and sufficient condition and a minimal control time were obtained for the exact controllability of the wave equation in regular domains. We also refer to [19] , [28] and the references therein for boundary and distributed exact controllability results for the wave equation with a potential. These last results were established with the help of global Carleman estimates.
The approximate controllability of the classical Stokes equations is well known. For general linear systems of the Stokes kind with distributed control, the same property was estalished in [7] . Some partial results concerning the approximate controllability for the Navier-Stokes system can be found, for example, in [7, 8, 4, 5] . The null controllability of the Stokes and Navier-Stokes systems has been studied intensively in the last years. For instance, let us mention the papers [11, 13, 9, 10] .
Our first main result concerns the approximate-finite dimensional controllability of (1.4). It is the following: Theorem 1.1. There exists a positive time
The proof relies on a unique continuation property for the solutions of a system similar to (1.9). We need a large time T due to hyperbolicity. This property will be established in Section 2.1 as a consequence of the classical Holmgren's uniqueness theorem.
A consequence of Theorem 1.1 is that, for large T , (1.5) is also approximately controllable: Theorem 1.2. There exists a positive timeT
The main tool for the proof of these two results is a uniqueness theorem that ultimately relies on Holmgren's principle. The appropriate reference is [16] ; see Chap. 1, Section 8. This provides unique continuation only for large times, depending on b but independent of a.
Our third main result deals with the exact controllability of (1.4): Theorem 1.3. Let us assume that (1.3) is satisfied for some x 0 ∈ R N and some δ > 0 and
where λ 1 is the first eigenvalue of the Dirichlet Laplacian in Ω. There exists T 2 = T 2 (a, b, Ω, x 0 , δ) with the following property: for all T > T 2 , there exists a Hilbert space F such that (1.4) is exactly controllable at time T with initial and final data in F . More precisely, for all
Moreover, F contains all couples (y, τ ) with y ∈ H and τ ∈ Φ.
Concerning the exact controllability of (1.5), we have the following: Theorem 1.4. Let us assume that (1.1) is satisfied for some x 0 ∈ R N , a and b satisfy (1.15) and T >T 2 , wherẽ
and T (x 0 ) is given by (1.2). There exists a Hilbert spaceF such that (1.5) is exactly controllable at time T with initial and final data inF . Moreover,F contains all couples (y, τ ) with y ∈ H and τ ∈ Φ.
The first key point of the proofs of these results will be a "boundary" observability inequality for a hyperbolic (adjoint) system similar to (1.11). The second key point will be a similar "distributed" estimate. Then, the proofs will be achieved by adapting the method H.U.M., introduced by J.-L. Lions in [15] and [16] .
Note: Notice that, in physical terms, taking into account that a = We
0 , (1.15) can be rewritten as follows:
If we denote by T r the relaxation time, then We = T r T 0 and the assumption (1.15) reads
This means that the "elastic Reynolds number" Re * cannot be large in Theorems 1.3 and 1.4. The extensions of these results to the case of more general control sets O or γ (for instance as in [17] ) or general positive a and b not necessarily satisfying (1.15) are open questions; see Section 4 for more details.
The rest of this paper is organized as follows. In Section 2, we will analyze the approximate-finite dimensional controllability of (1.4) and (1.5): we prove a unique continuation property and we give the proofs of the first two main results (Theorems 1.1 and 1.2). For these proofs, the main ideas have been taken from [16] and [29] .
Section 3 is devoted to prove the exact controllability of (1.4) and (1.5) , that is, Theorems 1.3 and 1.4. The key point is to deduce a suitable boundary inverse inequality that holds when γ satisfies (1.1) and T is large enough. To this end, we apply the multipliers method.
In Section 4, we make some additional remarks and comments and we mention some open questions. Finally, the proof of a basic existence and uniqueness result is sketched in an Appendix.
2. Proofs of Theorems 1.1 and 1.2. In this Section, we consider the controlled linear Maxwell systems (1.4) and (1.5).
Recall that, thanks to the change of variables (1.8), (1.4) is equivalent to (1.9) with (z 0 , z 1 ) = (0, y 0 ). Accordingly, we will first prove that (1.9) is approximately-finite dimensional controllable and we will then deduce Theorem 1.1 from this. Theorem 1.2 will be a straightforward consequence of this result. We will denote by A the usual Stokes operator in Ω. Recall that A :
where
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We will begin by considering a slightly more general problem:
where a, c ∈ R, b > 0 and z 0 and z 1 are given. We have the following existence, uniqueness and regularity result: Theorem 2.1. Let us first assume that f = 0. For any (z 0 , z
and the pressure Z can be chosen in
. Finally, all these assertions hold with continuous dependence with respect to the data. Thus, for instance, if f = 0 and (z 0 , z 1 ) ∈ V × H, the solution to (2.1) satisfies
for some positive C only depending on a, b, c, Ω and T . This result can be proved using classical and very well known arguments from semigroup theory; for completeness, we provide a sketch of the proof in the Appendix.
Notice that, due to the time reversibility of (2.1), Theorem 2.1 also holds if, in (2.1), the initial conditions are replaced by the final conditions
Taking c = 0 and using (1.8), we easily deduce the following: Theorem 2.2. Let us assume that y 0 ∈ H, τ 0 ∈ Φ and v ∈ L 2 (O × (0, T )) N . Then there exists a unique solution (y, π, τ ) to (1.4), with
2.1. A first unique continuation property. In this Section, we will present a unique continuation property which will be crucial in the proof of Theorem 1.1. Our starting point is the following result, which is proved in [16] as a consequence of Holmgren's principle (see for instance [3] ):
Lemma 2.3. There exists a positive time
Notice that, if h has the regularity in this lemma and satisfies (2.2), one actually
Lemma 2.4. Let us assume that T > T 1 , where T 1 is furnished by Lemma 2.3.
Proof. Thanks to (2.4), we deduce from the first equation of (2.3) that
Therefore, p is space-independent in O × (0, T ). On the other hand, applying the divergence operator to the first equation of (2.3) and using that ∇ · ϕ = 0, we obtain:
Consequently,
and p is also space-independent in Q.
The system satisfied by ϕ is thus reduced to N uncoupled scalar equations. By applying Lemma 2.3 to the components of ϕ, we find that ϕ ≡ 0. This ends the proof.
As we have already said in Section 1, the time T 1 provided by Lemma 2.3 is independent of a. This is clearly seen in the arguments in [16] , where only the principal part of the PDE in (2.2 )is relevant.
2.2. Approximate-finite dimensional controllability. This Section is devoted to prove Theorems 1.1 and 1.2.
The proof of Theorem 1.1 will be a consequence of the following result: Proposition 2.5. Let us assume that T > T 1 , where
is furnished by Lemma 2.3. Then, the approximate-finite dimensional controllability of (1.9) holds.
In other words, for any τ 0 ∈ Φ, any (z
where P E : V × H → E is the usual orthogonal projector.
Proof. We will write the solution to (1.9) in the form
is (together with some pressure) the solution to (1.9) with u ≡ 0 (the uncontrolled solution) andẑ is (together withẐ) the solution to
The proof of Proposition 2.5 is then reduced to see that, for any τ 0 , (z 0 , z 1 ), (w 0 , w 1 ), E and ε > 0, there exists a control u ∈ L 2 (O × (0, T )) N such that the solution to (2.7) satisfies
. To this end, we will adapt the arguments in [29] . Thus, for any (ϕ 0 , ϕ 1 ) ∈ H × V , let us consider the adjoint system (2.9)
We know that (2.9) possesses a unique solution (ϕ, p) (p is unique up to a distri-
where · , · denotes the duality pairing for H × V and H × V and A 0 : V → V is the usual isomorphism induced by the Stokes operator in Ω. Notice that, since E is a finite dimensional space, the operator P E is compact. From the unique continuation property in Lemma 2.4 and the compactness of P E , it can be deduced, arguing as in the proof of Theorem 1.3 of [29] , that J : H × V → R is continuous and strictly convex and, moreover, lim inf
Therefore, J possesses exactly one minimizer (φ 0 ,φ 1 ). Let us check that the control u =φ| O×(0,T ) , where (φ,p) solves (2.9) with (φ 0 ,φ 1 ) as final data, is such that the solution to (2.7) satisfies (2.8).
Indeed, for any (ψ 0 , ψ 1 ) ∈ H × V and any λ ∈ R, we have:
From this inequality, it is immediate that 0 ≤ λ
If we now take λ > 0, we divide by λ and we take limits as λ → 0 + , we get:
This, together with the same compuations for λ < 0, leads to the following:
On the other hand, if we multiply by ψ the equation satisfied byẑ (see (2.7)) and we integrate by parts in Q, we see that
Taking into account this identity in (2.10) we deduce that
which is clearly equivalent to (2.5)-(2.6).
We can now achieve the proof of Theorem 1.1.
Proof. Let us fix y 0 , y d ∈ H, τ 0 ∈ Φ, τ d ∈ Φ * (τ 0 ), a finite dimensional space Y ⊂ H × Φ and a real number ε > 0.
First, notice that
As a consequence, Φ 0 is a closed subspace of Φ (and thus Φ * (τ 0
such that the unique solution to (1.4) satisfies (1.12) and (1.13). This ends the proof.
Let us now give the proof of Theorem 1.2.
Proof. Let y 0 , y d , τ 0 , τ d ,Ỹ and ε be given and let us consider the boundary controlled system (1.5).
Let us introduce an auxiliary distributed controllability problem as follows. We can now choose an open setÔ ⊂ D \ Ω and consider the system (2.11)
where we have used the notationsQ = D × (0, T ) andΣ = ∂D × (0, T ). From Theorem 1.1, we know that there exist L 2 controlsv such that the corresponding states satisfy
Now, if y, π and τ respectively denote the restrictions ofŷ,π andτ to Ω × (0, T ), it is clear that they satisfy (1.5) for some r ∈ L 2 (γ × (0, T )) N and also the desired controllability requirements.
This shows that (1.5) is approximately-finite dimensional controllable at time T and ends the proof.
3. Proofs of Theorems 1.3 and 1.4. This Section is devoted to prove exact controllability results for (1.4) and (1.5). To this end, we will first establish some observability (inverse) estimates for the solutions to the linear system (2.9).
Some inverse inequalities. The first result of this Section is the following boundary inverse inequality:
Lemma 3.1. Let γ, a, b and T satisfy the assumptions of Theorem 1.4. There exists a positive constant C, only depending on a, b, Ω, x 0 and T , such that
for any ϕ 0 , ϕ 1 ∈ D(A)×V , where ϕ is, together with some p, the associated solution to (2.9).
Proof. Let us first perform a new change of variables in (2.9):
Then (2.9) can be rewritten equivalently as follows:
Lemma 3.1 will be proved if, for some C only depending on a, b, Ω, x 0 and T , we establish the following inverse inequality for the solutions to (3.3):
To this purpose, we will use the multipliers method, adapting arguments from [15, 16] .
From Theorem 2.1, we deduce that the solution to (3.3) satisfies (ψ, q)
. By multiplying the first equality in (3.3) by ( m · ∇)ψ (where m = m(x) is given in (1.2)) and integrating in Q, we get:
where we have used the standard convention of repeated index summation. After some integrations by parts, we see that the first term in the left hand side of (3.4) is equal to
The second term in the left hand side can be written in the form
Integrating by parts, we also obtain that
Using that ψ = 0 on Σ, we deduce that
Thus, from (3.4) the following identity is found:
Let us deduce the inverse inequality (3.1) from (3.5). It is not difficult to see that
Indeed, integrating by parts and taking into account that ∇ · ψ = 0, we get:
The two integrals in the right hand side of this equality vanish: the first one vanishes because ∂m k ∂xi = δ ik for 1 ≤ i, k ≤ N and ∇ · ψ = 0; the second one is zero because ψ = 0 on Σ and thus
Consequently, thanks to the choice of the function m, (3.5) can be rewritten as follows:
Notice that, by multiplying by ψ the first equation in (3.3) and integrating by parts in Q, we have:
Let us also introduce
and let us denote by E(t) the total energy of ψ at time t, that is:
Then, it is immediate that
Taking into account this equality and the definitions of A 1 and A 2 , we deduce from (3.6) that
, this gives:
In what follows, we will estimate the first two terms in the left hand side of (3.8). First, we have:
On the other hand, using (3.7) and taking into account the assumption (1.15), we find that, for all t,
where λ 1 is the first eigenvalue of the Dirichlet Laplacian in Ω. Therefore, (3.9)
We find from (3.8) and (3.9) that
we deduce (3.1) with
. This completes the proof.
Note: Let us assume that T >T 2 and let us set
for any (ϕ 0 , ϕ 1 ) ∈ D(A) × V , where ϕ is, together with p, the solution to (2.9). Then · G is a norm in D(A) × V . Let us denote by G the completion of D(A) × V for this norm. Then G is a Hilbert space and we have
with dense and continuous embeddings.
We will now prove a distributed inverse inequality for the solutions to (2.9):
Lemma 3.2. Let O, a and b satisfy the assumptions in Theorem 1.3. There exists T 2 = T 2 (a, b, Ω, x 0 , δ) with the following property: for any T > T 2 , there exists a positive constant C only depending on a, b, Ω, x 0 , δ and T , such that
for any (ϕ 0 , ϕ 1 ) ∈ H × V , where ϕ is, together with some p, the associated solution to (2.9).
Proof. Let us again introduce the change of variables (3.2). It is then clear that it suffices to prove that there exists T 2 such that, for all T > T 2 , one has
for all (ψ 0 , ψ 1 ) ∈ H × V , where C only depends on a, b, Ω, x 0 , δ and T . Let γ andT 2 be given by
Let us assume that T >T 2 and let α > 0 be such that T − 2α >T 2 . We will assume for the moment that there exists C(δ) > 0 such that, for all (u 0 , u 1 ) ∈ V × H, the solution u to (3.3) with final data (u 0 , u 1 ) satisfies
Let (ψ 0 , ψ 1 ) ∈ H × V be given, let us set u 1 = ψ 0 , let u 0 be the unique function satisfying
0 ψ 1 ) and let us introduce u, with
where ψ is (together with some q) the solution to (3.3). It is then easy to check that u is, together with some pressure h, the unique solution to (3.3)with final data (u 0 , u 1 ). Moreover,
Consequently, we see from (3.11) that
for all (ψ 0 , ψ 1 ) ∈ H × V . This shows that, in order to get (3.10), we only have to prove (3.11).
Let us now establish (3.11). Obviously, it will suffice to prove this inequality when
In this aim, we will use Lemma 3.1 and more precisely that, if T >T 2 , there exists C > 0 such that
for some C = C(a, b, Ω, x 0 , T ). Now, let ε , δ and δ be such that δ/2 < δ < δ < δ and 0 < ε < ε.
Multiplying the equation satisfied by u and h by · ∇u and integrating in Q, we easily obtain
For any small κ > 0, we have that
in view of Theorem 2.1. On the other hand, using localized energy estimates, we find easily that
Consequently, we also have the following estimate for any small κ > 0:
In view of (3.12), by choosing κ small enough, we deduce that
Finally, using a straighforward uniqueness-compactness argument (see for example Appendix 1 in [16] for a similar argument), we can eliminate the zero order term |u| 2 in the previous estimate. This gives (3.11) for a new constant C = C(δ) and ends the proof.
3.2. The distributed exact controllability result. The goal of this Section is to give the proof of Theorem 1.3. This will be possible thanks to the inverse inequality in Lemma 3.2.
We can easily connect the controllability properties of systems (1.4) and (1.9). More precisely, the exact controllability of (1.9) starting from (0, y 0 ) is equivalent to the exact controllability for the velocity field y and the stress tensor τ in (1.5) starting from (y 0 , τ 0 ).
We have the following result, which provides the exact controllability of (1.9): Theorem 3.3. Let O, a, b and τ 0 satisfy the assumptions of Theorem 1.3 and let us assume that T > T 2 . For any
N such that the unique solution to the associated problem (1.9) satisfies:
Proof. Let us give the sketch of the proof of Theorem 3.3. We will adapt the Hilbert Uniqueness Method of J.-L. Lions [15, 16] . The argument is very classical and well known; consequently, we only give a sketch of the proof.
Since (1.9) is linear and reversible in time (up to a change of sign of a), it can be assumed that τ 0 = 0 and it suffices to prove a null controllability property, that is, (3.13) for (w 0 , w 1 ) = (0, 0). On the other hand, the change of variables
allows to rewrite (1.9) (with τ 0 = 0) as follows:
and it is obviously sufficient to prove that the same property holds for (3.14). Let us assume that ϕ 0 , ϕ 1 ∈ H × V and let us consider the following homogeneous problem:
This problem admits a unique solution (ϕ, p), with
Let us now introduce the following backwards problem:
Again, this problem possesses exactly one solution ψ. Now,
Let us introduce the linear operator B :
Then B is a well defined linear continuous mapping. Let us consider an initial data (ξ 0 , ξ 1 ) ∈ H × V and let us denote by (ξ, Ξ) the solution to the corresponding problem (3.15) . Then, taking into account the definition of B, it is clear that
where · , · denotes the duality pairing associated to H × V and H × V . In particular, we have:
is a norm in H × V equivalent to the usual product norm. Consequently, for any
Let us take in (3.14) the control u = ϕ1 O , where ϕ is, together with p, the solution to (3.15) associated to this (ϕ 0 , ϕ 1 ). Then, taking into account the definition of B, it is obvious that (z * (T ), ∂ t z * (T )) = (0, 0).
Thus, we have solved the null controllability problem for (3.14) with a control u ∈ L 2 (O×(0, T )) N and an associated state that starts from the initial data (z 0 , z 1 − a 2 z 0 ). This ends the proof.
We can now achieve the proof of Theorem 1.3. Let the assumptions in this theorem be satisfied and let T , y 0 , y d , τ 0 and τ d be given, with T > T 2 , y 0 , y d ∈ H, τ 0 ∈ Φ and τ d ∈ Φ * (τ 0 ). Let us show that there exists v ∈ L 2 (O × (0, T )) N such that the solution to (1.4) satisfies (1.14). Let us set
and let us choose w 0 ∈ V such that
Then, using again (1.8), it becomes clear that what we have to prove is that, for some u ∈ L 2 (O × (0, T )) N , the solution to (1.9) satisfies (3.13). But this is true in view of theorem 3.3.
Consequently, theorem 1.3 holds.
3.3. The boundary exact controllability result. This Section is devoted to prove Theorem 1.4. Thus, let us consider the system (1.5), where T >T 2 and (y 0 , τ 0 ) ∈H × Φ and let us fix y d ∈ H and τ d ∈ Φ * (τ 0 ). Our aim is to find a control r ∈ L 2 (γ×(0, T )) N and an associated solution to (1.5) satisfying (1.14).
Since γ is an open neighborhood of Γ(x 0 ) in ∂Ω, there exists a bounded regular open set D ⊃ Ω with the following two properties:
Then, for some δ > 0, one has
• Let us denote byS 2 the timeT 2 relative to D. Then T >S 2 . As in Section 2.2, we can denote by H(D), V (D) and Φ(D) the spaces H, V and Φ relative to D and we can extend by zero the functions y 0 , y d , τ 0 and
In view of Theorem 3.3, there exist L 2 controls such that the solution to the auxiliary problem (2.11) satisfieŝ
Then, the trace on γ × (0, T ) ofŷ and the restrictions to Q of the functionsŷ,π andτ solve the considered exact controllability problem.
This proves Theorem 1.4.
Further remarks and open questions.
4.1. Exact controllability of linear Maxwell fluids with general controls. The exact controllability of the Maxwell models (1.4) and (1.5) with controls supported by more general sets is unknown. To our knowledge, we only have "abstract" results. Thus, for instance, the following holds:
Assume that, for instance, τ 0 = 0 and T > T 1 (this is the minimal time furnished by Theorem 1.1). Then there exists a Hilbert space F 1 that contains V as a dense subspace such that, for any y 0 ∈ F 1 ∩ H there exist controls v ∈ L 2 (O × (0, T )) N such that the corresponding solutions to (1.4) satisfy:
The proof can be obtained by adapting again the H.U.M. method of [16] . For completeness, let us present a sketch.
First, by means of the change of variables (1.8), we see again that (1.4) is equivalent to (1.9) with (z 0 , z 1 ) = (0, y 0 ) and the null controllability of (1.9) starting from (0, y 0 ) is equivalent to the null controllability of (1.4) starting from (y 0 , τ 0 ).
On the other hand, it can be proved that, whenever y 0 is chosen in an appropriate space, (1.9) is null controllable if T > T 1 and τ 0 = 0. More precisely, let F 0 be the completion of V × V for the norm
where ϕ is the solution to the adjoint system (2.9). Notice that · F0 is a true norm in V × V (because T > T 1 and, consequently, the previous adjoint system satisfies the unique continuation property). Let F 0 be the dual space of F 0 . Then, for any (
N such that the corresponding solution of (1.9) satisfies z(T ) = 0, ∂ t z(T ) = 0.
In particular, setting F 0 = F 1 × F 2 and F 0 = F 1 × F 2 , we see that, whenever T > T 1 and τ 0 = 0, for each y 0 ∈ F 1 there exists a control v ∈ L 2 (O × (0, T )) N such that the solution to (1.4 )satisfies (4.1.) This proves our assertion. The space F 0 is defined as the completion of V × V for a suitable norm and, obviously, depends on a, b, Ω, O and T . Unfortunately, it is not easy to identify F 0 in terms of usual functional spaces (and this is why we say that we are only able to obtain "abstract" results).
Mainly, this is because we do not know how to prove suitable inverse inequalities. For instance, if Ψ = Ψ 1 × Ψ 2 were an easy-to-handle Banach space containing V × V as a dense subspace and the inverse inequality
were satisfied, then we would have F 0 ⊂ Ψ with a continuous and dense embedding and, therefore, we would also have F ⊃ Ψ . The consequence would be that any initial (y 0 , 0) ∈ Ψ can be driven exactly to zero with controls
A related question is the following: which conditions on O and T ensure that (4.2) holds for instance for Ψ = H × V ?
In view of what is known for the wave equation, it seems reasonable to expect that the well known geometric control conditions on O and T suffice. In fact, it is maybe possible to adapt the microlocal analysis techniques in [2] and/or the Carleman techniques in [19, 28] to this context. But, at present, this is an open question.
4.2.
On the exact controllability of linear Maxwell fluids for large a 2 /b. For large a 2 /b, the arguments in Section 3 cannot be applied and do not lead to exact controllability directly. What we need is, again, an inverse inequality of the form
for the solutions to (3.3) with (ψ 0 , ψ 1 ) ∈ D(A) × V . A natural and quite tempting strategy to get (4.3) is to apply a compactnessuniqueness argument. Thus, we write the solution to (3.3) in the form ψ = η + ζ, where η is, together with some β, the solution to
and ζ is, together with some pressure, the solution to Consequently, in order to deduce (4.3), it would be sufficient to check that
N is well-defined, linear and compact and
• (ψ 0 , ψ 1 ) → ∂ψ ∂n γ×(0,T ) is one-to-one.
The first of these assertions is relatively easy to prove. However, the second one (a unique continuation property) is an open question. As in the previous Section, it is reasonable to expect that appropriate techniques lead to a positive answer, at least for T sufficiently large, depending on a. But this is unknown.
4.
3. Controllability problems for nonlinear Maxwell system. In control theory, it is relatively frequent to deduce local controllability properties for a nonlinear state equation from the controllability of its linearization at a well chosen state.
Thus, for instance, it should make sense to view (1.4) as the linearization at zero of (1.6) and to try to use Theorem 1.3 as a first step in the proof of the following local exact controllability property: there exists κ > 0 such that, whenever y 0 , y d ∈ H, τ 0 ∈ Φ, τ d ∈ Φ and
there exists v ∈ L 2 (O × (0, T )) N such that the associated solution satisfies (1.14). However, there are reasons to think that this will not be easy. First, several recent works by Renardy show that the solutions to (1.4) necessarily satisfy, even in the case of (simplified) parallel shear flows, particular structural properties of the form τ (T ) ∈ R(τ 0 , T ), where R(τ 0 , T ) is a nontrivial subset of Φ that can be complicate and not easy to identify; see [21, 22, 24, 26] . Furthermore, even if we were able to characterize attainable states, we would have to find an appropriate mathematical framework to formulate the problem and pass from the linear to the nonlinear setting (in short, an adequate inverse function theorem).
Appendix A. Appendix: a technical result. In this Section, we will give a sketch of the proof of Theorem 2.1.
Proof. Let us present the sketch of the proof of Theorem 2.1. This result is implied by classical semigroup theory, see for example [6, 18, 27] . For instance, let us prove the results that have been claimed when f = 0 and (z 0 , z 1 ) ∈ V × H. Taking into account the definition of the Stokes operator and using the classical De Rham's lemma, we find that z is, together with some Z, the unique solution to (2.1) with f = 0 and satisfies the required properties.
The regularity and estimate of Z can be established as follows. Let us first assume that (z 0 , z 1 ) ∈ D(A) × V and let us normalize Z by imposing and, finally,
These estimates show that Z ∈ L 2 (0, T ; L 2 (Ω)) and
for some C = C(a, b, c, Ω, T ). Now, an elementary density argument allows to deduce the same for general data (z 0 , z 1 ) ∈ V × H.
