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Tail dependence and conditional tail dependence functions describe, respectively, the tail
probabilities and conditional tail probabilities of a copula at various relative scales. The
properties as well as the interplay of these two functions are established based upon their
homogeneous structures. The extremal dependence of a copula, as described by its extreme
value copulas, is shown to be completely determined by its tail dependence functions. For
a vine copula built from a set of bivariate copulas, its tail dependence function can be
expressed recursively by the tail dependence and conditional tail dependence functions
of lower-dimensional margins. The effect of tail dependence of bivariate linking copulas
on that of a vine copula is also investigated.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
One goal in the theory of dependence modeling and multivariate copulas is to develop parametric families that
are appropriate as models for multivariate data with different dependence structures. In particular, when data display
dependence among extreme values and inferences based onmultivariate tail probabilities are needed,multivariate Gaussian
copulas are unsuitable as they do not have tail dependence. In this case, multivariate t copulas have been used, but they
are suitable only if the reflection symmetry can be assumed (i.e., copula C of a random vector (U1, . . . ,Ud) with standard
uniformmargins satisfies that (U1, . . . ,Ud) and (1−U1, . . . , 1−Ud) have the same distribution C). When it is necessary to
have copula models with reflection asymmetry and flexible lower/upper tail dependence, then vine copulas [1–3] may be
the best choice. In finance, for example, there is some empirical evidence of asymmetric correlations in stock returns with
market indices [4,5], so that vine copulas with appropriate choices of bivariate linking copulas can provide models to assess
such asymmetries. Special cases of vine copulas are given in [6] and Section 4.5 of [7].
The d-dimensional vine copulas are built via successive mixing from d(d − 1)/2 bivariate linking copulas on trees
of d nodes and their cumulative distribution functions involve lower-dimensional integrals. Since the densities of
multivariate vine copulas can be factorized in terms of bivariate linking copulas and lower-dimensional margins, they are
computationally tractable for high-dimensional continuous variables. Vine copulas cover awide range of dependence, and as
we will illustrate in this paper, by choosing bivariate linking copulas appropriately, vine copulas can have a flexible range of
lower/upper tail dependence, and different lower/upper tail dependence parameters for each bivariatemargin. To determine
tail dependence properties for vine copulas, we develop various multivariate tail dependence functions.
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Let F denote the distribution function of a random vector X = (X1, . . . , Xd) with continuous margins F1, . . . , Fd. From
Sklar [8], the copula C of F (or X) can be uniquely expressed as
C(u1, . . . , ud) = F(F−11 (u1), . . . , F−1d (ud)), (u1, . . . , ud) ∈ [0, 1]d, (1.1)
where F−1i , 1 ≤ i ≤ d, are the quantile functions of the margins. The extremal dependence of a multivariate distribution F
can be described by various tail dependence parameters of its copula C . The lower or upper tail dependence parameters, for
example, are the conditional probabilities that random vector (U1, . . . ,Ud) := (F1(X1), . . . , Fd(Xd)) with standard uniform
margins belongs to lower or upper tail orthants given that a univariate margin takes extreme values (small or large):
λL = lim
u↓0 Pr{U1 ≤ u, . . . ,Ud ≤ u | Ud ≤ u} = limu↓0
C(u, . . . , u)
u
(1.2)
λU = lim
u↓0 Pr{U1 > 1− u, . . . ,Ud > 1− u | Ud > 1− u} = limu↓0
C(1− u, . . . , 1− u)
u
.
where C denotes the survival function of C . Bivariate tail dependence has been widely studied [7], and various multivariate
versions of tail dependence parameters have also been introduced and studied in [9–14]. Observe from (1.2) that the tail
dependence parameters of copula C are the conditional tail probabilities that components Ui’s go to extremes at the same
rate (same relative scale), and thus theydescribe only someaspects of extremal dependence. The tail dependence parameters
also lack operational properties to facilitate the extremal dependence analysis of certain multivariate distributions, such as
vine copulas, that are constructed from basic building blocks of bivariate distributions. To overcome these deficiencies, we
introduce in Section 2 the tail dependence and conditional tail dependence functions to describe the tail and conditional
tail probabilities of a copula at various relative scales. While our tail dependence function resembles the multivariate tail
copula of Klüppelberg et al. [13], we focus in this paper on both tail dependence and conditional tail dependence functions as
a unified tool for extremal dependence analysis. In Section 3, we show that the extremal dependence structure of a copula,
as specified by its extreme value (EV) copula, is completely determined by its tail dependence functions. In Section 4, we
derive the recursive formulas of tail dependence for D-vines, and analyze how the tail dependence of a vine copula is built
up from that of lower-dimensional margins, and how the bivariate tail dependence of basic linking copulas would affect the
tail dependence of the vine. To demonstrate the vine copulas have flexible tail dependence, we tabulate in Section 5 some
ranges of bivariate tail dependence parameters for some specific parametric families of vine copulas in dimensions 3 and 4.
Finally, some remarks in Section 6 conclude the paper.
Throughout the paper, the terms ‘‘increasing’’ or ‘‘decreasing’’ are used in the weak sense, and the limits of functions are
often assumed without explicit mention. For any vector Z = (Z1, . . . , Zd) (random or deterministic), ZS := {Zi, i ∈ S} for
any non-empty S ⊆ I , where I := {1, . . . , d} denotes the index set.
2. Tail dependence and conditional tail dependence functions
Consider the d-dimensional copula C of random vector (U1, . . . ,Ud) in (1.1) with standard uniform random variables Ui,
i ∈ I . Its survival copula Ĉ is defined as
Ĉ(u1, . . . , ud) := Pr{1− U1 ≤ u1, . . . , 1− Ud ≤ ud} = C(1− u1, . . . , 1− ud), (2.1)
where C is the survival function of C . The lower and upper tail dependence functions, denoted by b(·; C) and b∗(·; C)
respectively, are defined as follows,
b(w; C) := lim
u↓0
C(uwi, i ∈ I)
u
, ∀w = (w1, . . . , wd) ∈ Rd+; (2.2)
b∗(w; C) := lim
u↓0
C(1− uwi, i ∈ I)
u
, ∀w = (w1, . . . , wd) ∈ Rd+. (2.3)
Note that the multivariate regular variation property on random vector (X1, . . . , Xd) is usually assumed to ensure the
existence of such limits [15,16]; this comment applies as well to limits that appear later. For any ∅ 6= S ⊂ I with |S| ≥ 2,
let CS denote the copula of the |S|-dimensional margin {Ui, i ∈ S}, then bS(wi, i ∈ S; CS) and b∗S (wi, i ∈ S; CS) denote,
respectively, the lower and upper tail dependence functions of the |S|-dimensional copula CS . For |S| = 1, say S = {j},
define bj(wj) = b∗j (wj) = wj. Observe from (2.1) that b(w; Ĉ) = b∗(w; C) for any copula C . Since any result regarding
b(·; C) can be translated via this duality into a similar result for b∗(·; C), we hereafter only discuss b(·; C) in detail and state
the main results involving b∗(·; C)without proof. We also use frequently the simplified notations b and b∗ (bS and b∗S ) when
no confusion arises.
The tail dependence functions share some similar properties to those of distribution functions of measures with support
on Rd+.
Proposition 2.1. 1. The tail dependence function b is grounded; that is, b(wi, i ∈ I) = 0 if at least onewi, i ∈ I , is zero.
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2. The function b is ∆-monotone; that is, ∆dd · · ·∆11 b ≥ 0 for any i ≥ 0, 1 ≤ i ≤ d, where the ith first-order difference
operator is defined as
∆
i
i b(w) = b(w1, . . . , wi−1, wi + i, wi+1, . . . , wd)− b(w1, . . . , wi−1, wi, wi+1, . . . , wd).
Proof. The ground property follows directly from the ground property of the copula. The∆-monotonicity follows from the
relation∆dd · · ·∆11 b(w) = limu↓0(∆udd · · ·∆u11 C(uw))/u, and the∆-monotonicity of the copula. 
In the bivariate case, for example, ∆y2−x22 ∆
y1−x1
1 b(x1, x2) ≥ 0 is equivalent to the rectangle inequality b(y1, y2) −
b(y1, x2)− b(x1, y2)+ b(x1, x2) ≥ 0, x1 ≤ y1, x2 ≤ y2. The∆-monotonicity trivially implies that the function b is increasing
component-wise. Moreover, the function b admits the homogeneous structure among its components.
Proposition 2.2. 1. The tail dependence function b is homogeneous of order 1; that is, b(sw) = sb(w) for any s ≥ 0.
2. b(w) = 0 for allw ≥ 0 if and only if b(k) = 0 for some positive k = (k1, . . . , kd).
Proof. The homogeneity of (1) follows from the fact that for any fixed s > 0,
b(sw) = lim
u↓0
C(usw)
u
= s lim
u↓0
C(usw)
us
= sb(w).
Wenowargue that (2) holds for any non-negative, increasing function b that is homogeneous of order 1. Suppose that b(k) =
0 for some k1 > 0, . . . , kd > 0. Let k[1] = min{k1, . . . , kd} > 0, then 0 ≤ k[1]b(1, . . . , 1) = b(k[1], . . . , k[1]) ≤ b(k) = 0.
Thus b(1, . . . , 1) = 0. For any non-negative w1, . . . , wd, it follows from the homogeneity of (1) that 0 ≤ b(w1, . . . , wd) ≤
b(1, . . . , 1)max{w1, . . . , wd} = 0, and thus (2) holds. 
The value b(1, . . . , 1) is the lower tail dependence parameter λL given by (1.2). A copula C , or its corresponding
distribution F , is said to be lower tail dependent (independent) if b(1, . . . , 1; C) is positive (zero). Because of
Proposition 2.2(2), we can rephrase this notion of tail dependence in terms of tail dependence functions as follows.
Definition 2.1. Let C be a d-dimensional copula with lower and upper tail dependence functions b and b∗. The copula C is
said to be lower (upper) tail dependent if b (b∗) is non-zero.
Since b is differentiable almost surely and homogeneous of order 1, the well-known Euler’s formula on homogeneous
functions implies that (see, e.g., [17])
b(w) =
d∑
j=1
wj
∂b
∂wj
, ∀w = (w1, . . . , wd) ∈ Rd+, (2.4)
where the partial derivatives ∂b/∂wj are homogeneous of order zero and bounded. If copula C has continuous second-order
partial derivatives, then for any 1 ≤ j ≤ d,
∂b
∂wj
= ∂
∂wj
lim
u↓0
C(uwi, i ∈ I)
u
= lim
u↓0 Pr{Ui ≤ uwi,∀i ∈ Ij | Uj = uwj}, (2.5)
where Ij := I − {j}, 1 ≤ j ≤ d. The limiting conditional tail probabilities (2.5) are vital in our extreme value analysis for
copulas, and thus need to be defined formally. Let CS1|S2 (CS1|S2),∅ 6= S1, S2 ⊆ I , denote the conditional distribution (survival)
function of {Ui : i ∈ S1} given {Uj : j ∈ S2}. For non-empty, non-overlapping subsets S1, S2 ⊆ I , define the lower and upper
conditional tail dependence functions, denoted by tS1|S2 and t
∗
S1|S2 respectively, as follows
tS1|S2(wS1 | wS2) = limu↓0 CS1|S2(uwi, i ∈ S1 | uwj, j ∈ S2), (2.6)
t∗S1|S2(wS1 | wS2) = limu↓0 CS1|S2(1− uwi, i ∈ S1 | 1− uwj, j ∈ S2).
Note that tS1|S2(· | wS2) and t∗S1|S2(· | wS2) are sub-distribution functions with possible mass at∞ (i.e., satisfying all the
properties of a distribution function except that the limiting value at∞ could be less than 1). Combining (2.4)–(2.6), we
have
b(w) =
d∑
j=1
wjtIj|{j}(wi, i ∈ Ij | wj), ∀w = (w1, . . . , wd) ∈ Rd+, (2.7)
with b(w) being zero if and only if tIj|{j} ≡ 0 for all 1 ≤ j ≤ d. In the bivariate case, b(w1, w2) = w1t{2}|{1}(w2 | w1) +
w2t{1}|{2}(w1 | w2), and in particular, b(1, 1) = t{2}|{1}(1 | 1) + t{1}|{2}(1 | 1), which has been used in deriving the tail
dependence parameter for the bivariate t-copula [18]. The non-zero conditional tail dependence functions tIj|{j} satisfy the
following properties.
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Proposition 2.3. Let copula C have continuous second-order partial derivatives with the non-zero tail dependence function b
given by (2.7).
1. For any 1 ≤ j ≤ d, the function ∂b/∂wj = tIj|{j}(wi, i ∈ Ij | wj) is a bounded function that is homogeneous of order zero,
increasing inwi, i ∈ Ij and decreasing inwj.
2. For any 1 ≤ j ≤ d, b(w) = ∫ wj0 tIj|{j}(wi, i ∈ Ij | w)dw.
3. For any ∅ 6= S ⊆ I , bS(wi, i ∈ S) ≥ limwi→∞,i6∈S b(w).
4. If the functions tIj|{j}(· | wj), 1 ≤ j ≤ d, are proper distribution functions, then bS(wi, i ∈ S) = limwi→∞,i6∈S b(w), for any∅ 6= S ⊆ I .
Proof. (1) Observe from (2.5) that tIj|{j}(wi, i ∈ Ij | wj) is a limiting probability, and thus must be bounded and increasing
in wi, i ∈ Ij. Since tIj|{j}(wi, i ∈ Ij | wj) = ∂b/∂wj is homogeneous of order zero, we have from Euler’s formula that for
1 ≤ j ≤ d,∑dk=1wk∂tIj|{j}/∂wk = 0, forwk ≥ 0, 1 ≤ k ≤ d. Since ∂tIj|{j}/∂wk ≥ 0 for any k ∈ Ij, then ∂tIj|{j}/∂wj ≤ 0 and
tIj|{j}(wi, i ∈ Ij | wj) is decreasing inwj.
(2) It follows from Proposition 2.1(1) and (2.5) that b(w) = ∫ wj0 ∂b∂vj dvj = ∫ wj0 tIj|{j}(wi, i ∈ Ij | w) dw.
(3) Consider
bIj(wi, i ∈ Ij) = limu↓0
1
u
∫ 1
0
CIj|{j}(uwi, i ∈ Ij | v) dv = limu↓0
∫ 1/u
0
CIj|{j}(uwi, i ∈ Ij | uw) dw.
For fixed wi, i ∈ Ij, let gu(wj) = CIj|{j}(uwi, i ∈ Ij | uwj)1[0,1/u](wj) ≥ 0, where 1[0,1/u](wj) is the indicator function of[0, 1/u]. Since tIj|{j}(wi, i ∈ Ij | wj) = limu↓0 gu(wj) point-wise, then Fatou’s lemma implies that
lim
wj→∞
b(w) =
∫ ∞
0
tIj|{j}(wi, i ∈ Ij | w) dw
=
∫ ∞
0
lim
u↓0 gu(w) dw ≤ limu↓0
∫ ∞
0
gu(w) dw = bIj(wi, i ∈ Ij). (2.8)
For any ∅ 6= S ⊆ I , bS(wi, i ∈ S) ≥ limwi→∞,i6∈S b(w) follows from the repeated use of (2.8).
(4) Since tIj|{j}(· | wj) is a proper distribution function, we have for any S ⊂ I with j ∈ S,
lim
wi→∞,i6∈S
∂b
∂wj
= lim
wi→∞,i6∈S
tIj|{j}(wi, i ∈ Ij | wj)
= lim
u↓0 Pr{Ui ≤ uwi,∀i ∈ S − {j} | Uj = uwj} =
∂bS
∂wj
. (2.9)
The bounded convergence theorem implies that limwi→∞,i6∈S b(w) =
∫ wj
0 limwi→∞,i6∈S
∂b
∂vj
dvj =
∫ wj
0
∂bS
∂vj
dvj = bS(wi,
i ∈ S). 
Remark 2.1. 1. It is easy to see that limwi→∞,i6∈S b(w) = bS(wi, i ∈ S) is in fact equivalent to (2.9), which also implies that
tIj|{j}(· | wj), 1 ≤ j ≤ d, are proper distribution functions. Thus the margin formula, limwi→∞,i6∈S b(w) = bS(wi, i ∈ S),
holds if and only if conditional tail dependence functions are proper distribution functions. In this case, we have
bIj(wi, i ∈ Ij) =
∫ ∞
0
tIj|{j}(wi, i ∈ Ij | w) dw. (2.10)
2. Since tIj|{j}(wi, i ∈ Ij | wj) 6= 0 is homogeneous of order zero and decreasing in wj, we can write tIj|{j}(wi, i ∈ Ij | wj) =
Hj(wi/wj, i ∈ Ij) for a (d−1)-dimensional sub-distribution functionHj, 1 ≤ j ≤ d. Summarizing Propositions 2.1–2.3, any
non-zero tail dependence function b can be described as the sub-distribution function associatedwith a finitemeasure on
Rd+ with possiblemass at∞. The homogeneous representation (2.7) can be simply rephrased as an equilibrium condition
in the limit:
b(w) =
d∑
j=1
tIj|{j}(wi, i ∈ Ij | wj) bj(wj) =
d∑
j=1
Hj(wi/wj, i ∈ Ij) bj(wj), (w1, . . . , wd) ∈ Rd+.
In general, (2.10) needs to be usedwith care. For example, consider the casewhere themargin (Ui, i ∈ Ij) is tail dependent
with the non-zero tail dependence function bIj(wi, i ∈ Ij), andUj and (Ui, i ∈ Ij) are independent. Then tIj|{j} ≡ 0 and (2.10) is
no longer valid. A non-trivial example involving a copula with tail independence is given by the Morgenstern copula family.
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Example 2.1. Let C(u1, u2; θ) = u1u2[1 + θ(1 − u1)(1 − u2)], −1 ≤ θ ≤ 1, the Morgenstern copula family. It is easy to
verify that b(w1, w2) = 0. Consider
C1|2(u | v) = u+ θu(1− u)(1− 2v) ≈ u(1+ θ − 2θv), when u is small.
Thus t1|2(w1 | w2) = limu↓0 C1|2(uw1 | uw2) ≡ 0. Observe that
w1 = b1(w1) = lim
u↓0
∫ 1/u
0
C1|2(uw1 | uw) dw
= lim
u↓0
∫ 1/u
0
uw1(1+ θ − 2uθw) dw 6=
∫ ∞
0
t1|2(w1 | w) dw,
and (2.10) does not hold. Note that when u is small, C(uw1, uw2; θ) is asymptotically homogeneous of order 2, and
C1|2(uw1 | uw2) is asymptotically homogeneous of order 1. 
The conditional tail dependence functions of multivariate t copulas are known to be sub-distributions [19], and thus
multivariate t copulas provide the examples of copulas with tail dependence for which (2.10) does not hold. The general
relations of tail dependence and conditional tail dependence functions are summarized below.
Theorem 2.4. Let S1, S2 ⊆ I be two non-empty subsets of indices with S1 ∩ S2 = ∅ and S1 ∪ S2 = I . Without loss of generality,
write S1 = {1, . . . , s} and S2 = {s+ 1, . . . , d}with 1 ≤ s < d. Assume that copula C has continuous partial derivatives of order
(|S2| + 1).
1. The tail dependence functions are given by
b(w) =
∫ ws+1
0
· · ·
∫ wd
0
tS1|S2(wS1 | vs+1, . . . , vd)
∂d−sbS2(vs+1, . . . , vd)
∂vs+1 · · · ∂vd dvs+1 · · · dvd,
b∗(w) =
∫ ws+1
0
· · ·
∫ wd
0
t∗S1|S2(wS1 | vs+1, . . . , vd)
∂d−sb∗S2(vs+1, . . . , vd)
∂vs+1 · · · ∂vd dvs+1 · · · dvd.
2. If the conditional tail dependence functions tIj|{j}(· | wj), 1 ≤ j ≤ d, are proper distribution functions, then the marginal tail
dependence functions are given by
bS1(wS1) =
∫ ∞
0
· · ·
∫ ∞
0
tS1|S2(wS1 | vs+1, . . . , vd)
∂d−sbS2(vs+1, . . . , vd)
∂vs+1 · · · ∂vd dvs+1 · · · dvd,
b∗S1(wS1) =
∫ ∞
0
· · ·
∫ ∞
0
t∗S1|S2(wS1 | vs+1, . . . , vd)
∂d−sb∗S2(vs+1, . . . , vd)
∂vs+1 · · · ∂vd dvs+1 · · · dvd.
Proof. We only establish the expressions for b and bS1 , and the proofs for the other expressions are similar. Observe that (2)
follows from (1) and the fact that bS1(wS1) = limwi→∞,i∈S2 b(w) (Proposition 2.3(4)).
To establish the expression of b in (1), let ui = uwi, i ∈ I , and observe that for sufficiently small u,
∂d−sC(uwS1 , uws+1, . . . , uwd)
∂us+1 · · · ∂ud = u
−d+s ∂
d−sC(uwS1 , uws+1, . . . , uwd)
∂ws+1 · · · ∂wd
≈ u−d+s+1 ∂
d−sb(wS1 , ws+1, . . . , wd)
∂ws+1 · · · ∂wd , as u→ 0.
Thus,
tS1|S2(wS1 | wS2) = limu→0 CS1|S2(uwS1 | uwS2) = limu→0
∂d−sC(uwS1 , uwS2)/∂us+1 · · · ∂ud
∂d−sCS2(uwS2)/∂us+1 · · · ∂ud
= ∂
d−sb(wS1 ,wS2)/∂ws+1 · · · ∂wd
∂d−sbS2(wS2)/∂ws+1 · · · ∂wd
.
That is, we have,
∂d−sb(wS1 ,wS2)
∂ws+1 · · · ∂wd = tS1|S2(wS1 | wS2)
∂d−sbS2(wS2)
∂ws+1 · · · ∂wd . (2.11)
Note that (2.11) still holds when bS2 ≡ 0, because in this case, b ≤ bS2 is also zero. The expression of b now follows from the
fact that
b(wS1 ,wS2) =
∫ ws+1
0
· · ·
∫ wd
0
∂d−sb(wS1 , vs+1, . . . vd)
∂vs+1 · · · ∂vd dvs+1 · · · dvd,
and (2.11). 
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As in the case of distribution functions, the tail dependence function of amarginwith indices in S ⊆ I and the conditional
tail dependence function conditioning on that S-margin uniquely determine the d-dimensional tail dependence function.
Example 2.2. Consider a d-dimensional copula
CMTCJd (u1, . . . , ud; δ) = CMTCJd (u; δ) :=
( d∑
j=1
u−δj − (d− 1)
)−1/δ
, δ > 0, (2.12)
which we call the MTCJ copula.1 The margin of the last d− k variables,
CMTCJd−k (uk+1, . . . , ud; δ) =
( d∑
j=k+1
u−δj − (d− k− 1)
)−1/δ
.
It is easy to derive that the tail dependence function is given by
b(w1, . . . , wd) =
( d∑
j=1
w−δj
)−1/δ
, (2.13)
and the tail dependence function of the margin CMTCJ{k+1,...,d} is given by b{k+1,...,d}(wk+1, . . . , wd) =
(∑d
j=k+1w
−δ
j
)−1/δ
. Taking
the partial derivatives, we have
∂ (d−k)CMTCJ
∂uk+1 . . . ∂ud
=
d−k−1∏
j=0
(1+ jδ)
d∏
j=k+1
u−1−δj
(
d∑
j=1
u−δj − (d− 1)
)−(d−k)−1/δ
∂ (d−k)CMTCJ{k+1,...,d}
∂uk+1 . . . ∂ud
=
d−k−1∏
j=0
(1+ jδ)
d∏
j=k+1
u−1−δj
(
d∑
j=k+1
u−δj − (d− k− 1)
)−(d−k)−1/δ
.
Thus the conditional tail dependence function, which is a proper distribution function, is given by
t{1,...,k}|{k+1,...,d}(w{1,...,k} | w{k+1,...,d}) = lim
u↓0 C
MTCJ
{1,...,k}|{k+1,...,d}(uw{1,...,k} | uw{k+1,...,d})
= lim
u↓0
(
d∑
j=1
(uwj)−δ − (d− 1)
)−(d−k)−1/δ
(
d∑
j=k+1
(uwj)−δ − (d− k− 1)
)−(d−k)−1/δ
=
(
d∑
j=1
w−δj
)−(d−k)−1/δ
(
d∑
j=k+1
w−δj
)−(d−k)−1/δ
= ∂
(d−k)b(w1, . . . , wd)
∂wk+1 . . . ∂wd
/
∂ (d−k)b{k+1,...,d}(wk+1, . . . , wd)
∂wk+1 . . . ∂wd
.
After permuting indices, for any 1 ≤ j ≤ d and i 6= j,
tIj|{j}(wIj |wj) =
(∑
i∈Ij
(
wi
wj
)−δ
+ 1
)−(1+δ)/δ
, t{i}|{j}(wi|wj) =
((
wi
wj
)−δ
+ 1
)−(1+δ)/δ
.
1 This copula is cited under different names and some authors do not know its early appearances. This copula is that of themultivariate Pareto distribution
in [20] and of the multivariate Burr distribution in [21]. It is first mentioned as a bivariate copula (notation U6) in [22] and as a multivariate copula in Cook
and Johnson [23]. The latter paper references the two papers in the 1960s. The closure property under conditioning is proved in [21].
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Therefore, for any 1 ≤ j ≤ d,
tIj|{j}(wIj | wj) =
(∑
i∈Ij
[t{i}|{j}(wi | wj)]− δ1+δ − (d− 2)
)−(1+δ)/δ
= CMTCJd−1
(
t{i}|{j}(wi | wj), i ∈ Ij; δ1+ δ
)
. (2.14)
The homogeneous representation of the tail dependence function can be written as
b(w) =
d∑
j=1
wjC
MTCJ
d−1
(
t{i}|{j}(wi | wj), i ∈ Ij; δ/(1+ δ)
)
. 
Observe that the rates of changes of the tail dependence function of a d-dimensional MTCJ copula are driven by the
(d − 1)-dimensional MTCJ copulas, which stems from the fact that the conditional copulas belong to the same family.
The approach of conditional tail dependence functions becomes especially effective for the distributions whose conditional
distributions enjoy similar invariance properties but whose copulas do not possess explicit forms. Using the same approach,
Nikoloulopoulos et al. [19] derived the homogeneous representation of the tail dependence function for d-dimensional t
copulas, whose expression depends only on the (d− 1)-dimensional t distribution functions.
In fact, (2.13) represents the lower tail dependence function of a class of Archimedean copulas whose inverse generator
or Laplace transform is regularly varying at∞. A real-valued function g : R+ → R+ is said to be regularly varying at∞
with tail index α > 0 if g(sx)/g(x) → s−α as x → ∞ for any s > 0. A regularly varying function g can be written as
g(x) = L(x)/xα , x > 0, where L(x) is a slowly varying function; that is, L(sx)/L(x)→ 1 as x→∞ for any s > 0.
Proposition 2.5. Let C(u;φ) = φ(∑di=1 φ−1(ui)) be an Archimedean copula where the Laplace transformφ is regularly varying
at∞ with tail index α > 0. The lower tail dependence function of C is given by
b(w) =
( d∑
j=1
w
−1/α
j
)−α
=
d∑
j=1
wjC
MTCJ
d−1
(
t{i}|{j}(wi | wj), i ∈ Ij; (α + 1)−1
)
,
where CMTCJd−1 (·; (α + 1)−1) is the (d − 1)-dimensional MTCJ copula with parameter (α + 1)−1, and t{i}|{j} is the conditional tail
dependence function of the bivariate MTCJ copula with parameter α−1.
Proof. Let L(x) = xαφ(x), x > 0. Since L is slowly varying at∞, L(sx) ≈ L(x), s > 0, for sufficiently large x. For any fixed
w1 > 0, . . . , wd > 0, there exists a sufficiently large N such that for all x > N ,
L(x) ≈ L(w−1/αi x), for all i = 1, . . . , d. (2.15)
For any x > N , let u = φ(x) = L(x)/xα . It follows from (2.15) that we have φ(w−1/αi x) ≈ uwi, 1 ≤ i ≤ d. Since the Laplace
transform φ is continuous, and strictly decreasing, we obtain the approximations,
φ−1(u) = x, φ−1(uwi) ≈ w−1/αi x, 1 ≤ i ≤ d.
Thus the lower tail dependence function is given by
b(w) = lim
u↓0 φ
(
d∑
i=1
φ−1(uwi)
)
/φ(φ−1(u)) = lim
x↑∞φ
(
d∑
i=1
w
−1/α
i x
)
/φ(x)
=
(
d∑
j=1
w
−1/α
j
)−α
. 
In Example 2.2, φ(x) = (1 + x)−1/δ with δ > 0 is regularly varying with tail index 1/δ. Another example is φ(x) =
1−[1− (1+x)−1/δ]1/θ for δ > 0 and θ ≥ 1; this is regularly varying at∞with tail index 1/δ and it is the Laplace transform
of the BB7 Archimedean copula ([7], p. 153).
3. Exponent functions and extreme value copulas
Let C be the d-dimensional copula of random vector (U1, . . . ,Ud) with standard uniform margins. As we will show in
this section, the tail dependence functions bS(·; CS) (b∗S (·; CS)) uniquely determine the lower (upper) extreme value copula
of C , and vice versa.
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To express the EV copulas of C in terms of tail dependence functions, define the lower and upper exponent functions of C
respectively as follows,
a(w; C) :=
∑
S⊆I,S 6=∅
(−1)|S|−1bS(wi, i ∈ S; CS) (3.1)
a∗(w; C) :=
∑
S⊆I,S 6=∅
(−1)|S|−1b∗S (wi, i ∈ S; CS). (3.2)
Let aS(·; CS) and a∗S (·; CS) denote the lower and upper exponent functions of the margin CS . Again we frequently use the
simplified notations a and a∗ (aS and a∗S ) when no confusion arises. For non-empty, non-overlapping subsets S1, S2 ⊆ I ,
define the lower and upper conditional survival tail dependence functions, denoted by tS1|S2 and t
∗
S1|S2 respectively, as follows
tS1|S2(wS1 | wS2) = limu↓0 CS1|S2(uwi, i ∈ S1 | uwj, j ∈ S2), (3.3)
t∗S1|S2(wS1 | wS2) = limu↓0 CS1|S2(1− uwi, i ∈ S1 | 1− uwj, j ∈ S2).
Note that tS1|S2(· | wS2) and t∗S1|S2(· | wS2) are sub-survival functions with possible mass at∞. The relation resembling
(2.11) can be also derived for exponent functions and conditional survival tail dependence functions. For example, let
S2 = {s+ 1, . . . , d}, we have
∂d−saS2(wS2)
∂ws+1 · · · ∂wd = (−1)
d−s−1 ∂
d−sbS2(wS2)
∂ws+1 · · · ∂wd , 1 ≤ s < d,
which, together with (2.11) and (3.1), imply that
∂d−sa(wS1 ,wS2)
∂ws+1 · · · ∂wd =
∑
S⊆S1
(−1)|S|+d−s−1 ∂
d−sbS∪S2(wS,wS2)
∂ws+1 · · · ∂wd
=
∑
S⊆S1
(−1)|S|+d−s−1tS|S2(wS | wS2)
∂d−sbS2(wS2)
∂ws+1 · · · ∂wd
=
(
1−
∑
S 6=∅,S⊆S1
(−1)|S|−1tS|S2(wS | wS2)
)
∂d−saS2(wS2)
∂ws+1 · · · ∂wd
= tS1|S2(wS1 | wS2)
∂d−saS2(wS2)
∂ws+1 · · · ∂wd . (3.4)
It follows from (2.2) and the inclusion–exclusion relation that
a(w) = lim
u↓0
1
u
∑
S⊆I,S 6=∅
(−1)|S|−1CS(uwi, i ∈ S) = lim
u↓0
1
u
Pr{Ui ≤ uwi, for some i ∈ I}. (3.5)
Thus, a is increasing component-wise. Similar to the tail dependence functions, the exponent functions also possess
homogeneous structure.
Proposition 3.1. 1. The exponent function a is homogeneous of order 1.
2. a(w) = 0 for allw ≥ 0 if and only if a(k) = 0 for some positive k = (k1, . . . , kd).
3. For 1 ≤ j ≤ d, aIj(wi, i ∈ Ij) = limwj↓0 a(w). Consequently, aj(wj) = limwi↓0,i6=j a(w) = wj, 1 ≤ j ≤ d.
4. If copula C has continuous second-order partial derivatives, then the homogeneous representation of a is given by
a(w) =
d∑
j=1
wjt Ij|{j}(wi, i ∈ Ij | wj), ∀w = (w1, . . . , wd) ∈ Rd+, (3.6)
where t Ij|{j}(wi, i ∈ Ij | wj) = limu↓0 Pr{Ui > uwi,∀i ∈ Ij | Uj = uwj}, 1 ≤ j ≤ d, is a bounded function that is homogeneous
of order zero, decreasing inwi, i ∈ Ij, and increasing inwj.
Proof. (1) follows from (3.1) and the fact that bS is homogeneous of order 1 for all S ⊆ I, S 6= ∅. (2) follows by using the
same idea of Proposition 2.2(2). From the grounding property of Proposition 2.1(1),
aIj(wi, i ∈ Ij) =
∑
S⊆Ij,S 6=∅
(−1)|S|−1bS(wi, i ∈ S)+ lim
wj↓0
∑
S⊆I,j∈S
(−1)|S|−1bS(wi, i ∈ S)
= lim
wj↓0
∑
S⊆I,S 6=∅
(−1)|S|−1bS(wi, i ∈ S) = lim
wj↓0
a(w),
and (3) follows.
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To establish (4), consider
a(w) = lim
u↓0
1
u
Pr{Ui ≤ uwi, for some i ∈ I} = lim
u↓0
1
u
(
1− Pr{Ui > uwi,∀i ∈ I}
)
= lim
u↓0
1
u
(
1− Pr{1− Ui ≤ 1− uwi,∀i ∈ I}
)
. (3.7)
Since C has continuous second-order partial derivatives, we have, for any 1 ≤ j ≤ d,
∂a
∂wj
= lim
u↓0
1
u
(
−∂ Pr{1− Ui ≤ 1− uwi,∀i ∈ I}
∂wj
)
= t Ij|{j}(wi, i ∈ Ij | wj),
which is obviously bounded, decreasing in wi, i ∈ Ij, and homogeneous of order zero. Applying Euler’s formula, we have∑d
k=1(∂t Ij|{j}/∂wk) wk = 0, for wk ≥ 0, 1 ≤ k ≤ d. Since ∂t Ij|{j}/∂wk ≤ 0 for any k 6= j, the function t Ij|{j}(wi, i ∈ Ij | wj)
must be increasing inwj. 
Note that the exponent function works with the conditional tail survival functions (see (3.6)), and thus, unlike the tail
dependence functions, the margin formula for the exponent, aS(wi, i ∈ S) = limwi→0,i6∈S a(w), ∅ 6= S ⊆ I , always holds.
It follows from (3.1) that the set of tail dependence functions {bS(·; CS)} uniquely determine the exponent function a.
Conversely, since
∑
S⊆I,S 6=∅(−1)|S|−1 = 1, we have
b(w) = lim
u→0
1
u
(
1− Pr{Ui > uwi, for some i ∈ I}
)
= lim
u→0
1
u
(
1−
∑
S⊆I,S 6=∅
(−1)|S|−1 Pr{Ui > uwi, i ∈ S}
)
= lim
u→0
1
u
∑
S⊆I,S 6=∅
(−1)|S|−1(1− Pr{Ui > uwi, i ∈ S})
= lim
u→0
1
u
∑
S⊆I,S 6=∅
(−1)|S|−1 Pr{Ui ≤ uwi, for some i ∈ S}
=
∑
S⊆I,S 6=∅
(−1)|S|−1aS(wi, i ∈ S). (3.8)
Similarly, for a margin indexed by S,
bS(w) =
∑
S′⊆S,S′ 6=∅
(−1)|S′|−1aS′(wi, i ∈ S ′).
That is, the exponent function a uniquely determines the tail dependence functions {bS(·; CS) : S ⊆ I}. The EV copulas of C
can be conveniently expressed in terms of the exponent function. Noticing that the copula of (1 − U1, . . . , 1 − Ud) is the
survival copula Ĉ of C (see (2.1)), it follows from (2.2) and (3.7) that
C(uw) = Pr{Ui ≤ uwi, i ∈ I} ≈ ub(w), u→ 0,
C(uw) = Ĉ(1− uw) = Pr{1− Ui ≤ 1− uwi,∀i ∈ I} ≈ 1− u a(w), u→ 0.
Similarly, it follows from (2.3) and (3.2) that
C(1− uw) = Ĉ(uw) = Pr{1− Ui ≤ uwi, i ∈ I} ≈ u b∗(w), u→ 0,
C(1− uw) = Pr{Ui ≤ 1− uwi,∀i ∈ I} ≈ 1− u a∗(w), u→ 0.
The lower EV limit of C is the same as the upper EV limit of Ĉ , which is given by limn→∞ Ĉn(u
1/n
1 , . . . , u
1/n
d ). For sufficiently
large n, u1/nj = exp{n−1 log uj} ≈ 1+ n−1 log uj, so that with u˜j = − log uj,
Ĉn(u1/n1 , . . . , u
1/n
d ) ≈
[
1− n−1a(u˜1, . . . , u˜d)
]n → exp{−a(u˜1, . . . , u˜d)},
as n→∞, leading to the lower EV copula. The lower as well as upper EV limits of copula C are summarized below.
Theorem 3.2. Let C be a d-dimensional copula of (U1, . . . ,Ud) with standard uniform margins.
1. The lower EV copula C LEV of C can be expressed as
C LEV (u1, . . . , ud) = lim
n→∞ Ĉ
n(u1/n1 , . . . , u
1/n
d ) = exp{−a(− log u1, . . . ,− log ud)},
where a, defined as in (3.1), can be evaluated by (3.6) if C has continuous second-order partial derivatives.
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2. The upper EV copula CUEV of C can be expressed as
CUEV (u1, . . . , ud) = lim
n→∞ C
n(u1/n1 , . . . , u
1/n
d ) = exp{−a∗(− log u1, . . . ,− log ud)},
where a∗ is defined by (3.2). If C has continuous second-order partial derivatives, then
a∗(w) =
d∑
j=1
wjt
∗
Ij|{j}(wi, i ∈ Ij | wj), ∀w = (w1, . . . , wd) ∈ Rd+,
where t∗Ij|{j}(wi, i ∈ Ij | wj) = limu↓0 Pr{Ui ≤ 1 − uwi,∀i ∈ Ij | Uj = 1 − uwj}, 1 ≤ j ≤ d, is a bounded function that is
homogeneous of order zero, decreasing inwi, i ∈ Ij, and increasing inwj.
Thus, the tail dependence functions, which describe the tail probabilities of copula C at various relative scales, determine
completely the extremal dependence structure as specified by the EV copulas of C .
Remark 3.1. 1. If C is a multivariate EV copula, then C(us1, . . . , u
s
d) = C s(u1, . . . , ud) for any s > 0; that is, C = CUEV (see
Chapter 5, [7]). For example, consider of a min-stable multivariate survival function with standard exponential margins
G(x1, . . . , xd) = exp
{
−
∫
Sd
max
i∈I
{qixi}dU(q)
}
, xi ≥ 0, 1 ≤ i ≤ d,
where U is a finite (spectral) measure on Sd = {q : qi ≥ 0, i ∈ I,∑di=1 qi = 1}. The copula of G is a multivariate EV
copula with exponent a(w) = ∫Sd maxi∈I{qiwi}dU(q). Thus its lower tail dependence function is obtained from (3.8),
b(w) =
∑
S⊆I,S 6=∅
(−1)|S|−1
∫
Sd
max
i∈S
{qiwi}dU(q) =
∫
Sd
min
i∈I {qiwi}dU(q)
due to the identity
∑
S⊆I(−1)|S|−1maxi∈S{ai} = mini∈I{ai}.
2. For any copula C , the lower (upper) tail dependence function of its lower (upper) EV copulas is the same as that of C .
Consider, for example, the upper tail dependence function b∗(w; CUEV ) of CUEV . Since− log(1− uwi) ≈ uwi, 1 ≤ i ≤ d,
for small u, and the exponent functions are homogeneous of order 1, we have from (2.3)
b∗(w; CUEV ) = lim
u→0
1
u
[
1−
∑
S⊆I,S 6=∅
(−1)|S|−1CUEVS (1− uwi, i ∈ S)
]
= lim
u→0
1
u
[
1−
∑
S⊆I,S 6=∅
(−1)|S|−1 exp{−a∗S (uwi, i ∈ S; CS)}
]
= lim
u→0
1
u
[
1−
∑
S⊆I,S 6=∅
(−1)|S|−1(1− ua∗S (wi, i ∈ S; CS))
]
=
∑
S⊆I,S 6=∅
(−1)|S|−1a∗S (wi, i ∈ S; CS) = b∗(w; C),
where the last equality follows from the identity
∑
S⊆I,S 6=∅(−1)|S|−1 = 1. That is, the tail dependence of copula C is
preserved in its EV copulas; see Theorem 6.8 of Joe [7] and Li [14] for similar discussions.
3. If all the bivariate upper tail dependence parameters b∗{i,j}(1, 1) = 0 for any i 6= j, then b∗S (1, . . . , 1; CS) = 0 for all S ⊆ I
and |S| ≥ 2, which implies that b∗S (·; CS) = 0 for all S ⊆ I and |S| ≥ 2 (see Proposition 2.2(2)). It follows from (3.2)
that a∗(w) = ∑di=1wi, and CUEV is the copula of independent margins. This rephrases a well-known fact that extremal
independence of multivariate EV models reduces to the bivariate tail independence (see Proposition 5.27 of [15]).
Example 3.1. Consider again a d-dimensional MTCJ copula (2.12). It is well known (see, e.g., [18] that all the bivariate upper
tail dependence parameters are zero, and thus its upper EV copula is the copula of independent margins. It follows from
(3.1) and the expression of b obtained in Example 2.2 that the lower EV copula has the exponent function
a(w) =
∑
S⊆I,S 6=∅
(−1)|S|−1bS(wi, i ∈ S)
=
∑
S⊆I,S 6=∅
(−1)|S|−1
∑
j∈S
wjC
MTCJ
|S|−1
(
t{i}|{j}(wi|wj), i 6= j, i ∈ S; δ1+ δ
)
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=
d∑
j=1
wj
1− ∑
S⊆Ij,S 6=∅
(−1)|S|−1CMTCJ|S|
(
t{i}|{j}(wi|wj), i ∈ S; δ1+ δ
)
=
d∑
j=1
wjC
MTCJ
d−1
(
t{i}|{j}(wi|wj), i ∈ Ij; δ1+ δ
)
,
where C
MTCJ
d−1 (·; δ) is the survival function of the (d− 1)-dimensional MTCJ copula with parameter δ. Observe that the lower
EV copula belongs to the Galambos family of copulas (labeled asM7 in [7]). As amatter of fact, it follows from Proposition 2.5
that this is the lower EV copula for any Archimedean copula C(u;φ) = φ(∑di=1 φ−1(ui)) with φ being regularly varying
at∞. 
The upper tail dependence of Archimedean copula C(u;φ) = φ(∑di=1 φ−1(ui)) emerge when the inverse Laplace
transform (or generator) φ−1 is regularly varying at 1 (or φ−1(1 − 1/x) is regularly varying at∞) with tail index β > 1.
Under this condition, Genest and Rivest [24] obtained its upper EV copula with the Gumbel exponent function a∗(w) =(∑d
j=1w
β
j
)1/β
. Thus,
∂a∗
∂wj
= t∗Ij|{j}(wIj | wj) =
(∑
i∈Ij
(wi
wj
)β
+ 1
)−(β−1)/β
, 1 ≤ j ≤ d,
t∗{i}|{j}(wi | wj) =
((wi
wj
)β
+1
)−(β−1)/β
, i 6= j. (3.9)
Therefore, for any 1 ≤ j ≤ d,
t∗Ij|{j}(wIj | wj) =
(∑
i∈Ij
[
t∗{i}|{j}(wi | wj)
]−β/(β−1)
− (d− 2)
)−(β−1)/β
= CMTCJd−1
(
t∗{i}|{j}(wi | wj), i ∈ Ij;
β
β − 1
)
,
where CMTCJd−1 (·;β/(β − 1)) is the (d − 1)-dimensional MTCJ copula. Thus, the exponent function can be also written as
a∗(w) = ∑dj=1wjCMTCJd−1 (t∗{i}|{j}(wi | wj), i ∈ Ij;β/(β − 1)). This homogeneous representation leads to an expression of the
upper tail dependence function of Archimedean copulas.
Proposition 3.3. Let C(u;φ) = φ(∑di=1 φ−1(ui)) be an Archimedean copula where the inverse Laplace transform φ−1 is
regularly varying at 1 with tail index β > 1. The upper tail dependence function of C is given by
b∗(w) =
d∑
j=1
wjĈ
MTCJ
d−1
(
t∗{i}|{j}(wi | wj), i ∈ Ij;
β
β − 1
)
,
where ĈMTCJd−1 (·;β/(β − 1)) is the survival copula of the (d − 1)-dimensional MTCJ copula with parameter β/(β − 1), and
t∗{i}|{j}(· | wj) = 1− t∗{i}|{j}(· | wj) where t∗{i}|{j}(· | wj) is given by (3.9).
Proof. Similar to the arguments employed in Example 3.1, we have,
b∗(w) =
∑
S⊆I,S 6=∅
(−1)|S|−1a∗S (wi, i ∈ S)
=
∑
S⊆I,S 6=∅
(−1)|S|−1
∑
j∈S
wjC
MTCJ
|S|−1
(
t∗{i}|{j}(wi|wj), i 6= j, i ∈ S;
β
β − 1
)
=
d∑
j=1
wj
1− ∑
S⊆Ij,S 6=∅
(−1)|S|−1CMTCJ|S|
(
t∗{i}|{j}(wi|wj), i ∈ S;
β
β − 1
)
=
d∑
j=1
wjC
MTCJ
d−1
(
t∗{i}|{j}(wi|wj), i ∈ Ij;
β
β − 1
)
=
d∑
j=1
wjĈ
MTCJ
d−1
(
t∗{i}|{j}(wi|wj), i ∈ Ij;
β
β − 1
)
,
and the result follows. 
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If the Laplace transform φ is regularly varying at∞ and its inverse φ−1 is regularly varying at 1, then the corresponding
Archimedean copula C(u;φ) = φ(∑di=1 φ−1(ui)) has both lower and upper tail dependence with tail dependence functions
given in Propositions 2.5 and 3.3. For example, consider φ(x) = 1 − [1 − (1 + x)−1/δ]1/θ with δ > 0 and θ ≥ 1, that is
regularly varying at∞ with tail index 1/δ. Its inverse φ−1(u) = [1 − (1 − u)θ ]−δ − 1 is regularly varying at 1 with tail
index θ . The corresponding multivariate Archimedean copula, which generalizes the BB7 copula in Joe [7] has both lower
and upper tail dependence as described in Propositions 2.5 and 3.3.
4. Tail dependence of vine copulas
The initial motivation for the tail dependence functions in the preceding two sections is the development of a tool
for analysis of tail dependence properties of vine copulas and other copulas constructed from mixtures of conditional
distributions.
A vine copula is a copula constructed from a set of d(d − 1)/2 bivariate copulas by using successive mixing according
to a tree structure on finite indices 1, . . . , d. Depending on the types of trees, various vine copulas can be constructed. For
example, one boundary case of D-vines are constructed on 1-ary trees and the other boundary case of C-vines are constructed
on full (d−1)-ary trees. The details of these and other regular vines can be found in Kurowicka and Cooke [3]. For reasons of
simpler notation to showmain ideas, we discuss only D-vines here in details, but similar results hold for other vine copulas.
Let {Kij, i, j ∈ I, i < j} be a set of bivariate linking copulas that constitute basic building blocks. To avoid technicalities and
to assure the density of the constructed multivariate copula exists, we assume that the Kij’s have continuous second-order
partial derivatives. A D-vine copula C of uniform random vector (U1, . . . ,Ud) is constructed as follows.
1. Level 1 (baseline): For any i = 1, . . . , d− 1, the bivariate margin of (Ui,Ui+1) is specified by Ci,i+1 = Ki,i+1.
2. Level 2: For i = 1, . . . , d − 2, the conditional distribution of (Ui,Ui+2) given Ui+1 is constructed via copula Ki,i+2. The
marginal distribution of (Ui,Ui+1,Ui+2) is given by
C{i,i+1,i+2}(ui, ui+1, ui+2) =
∫ ui+1
0
Ki,i+2
(
Ci|i+1(ui | vi+1), Ci+2|i+1(ui+2 | vi+1)
)
dvi+1.
3. Level l (l = 2, . . . , d − 1): Conditioning on (Uj, i + 1 ≤ j ≤ i + l − 1), i = 1, . . . , d − l, the conditional distribution of
(Ui,Ui+l) is constructed via copula Ki,i+l. The marginal distribution (Uj, i ≤ j ≤ i+ l) is given by
C{i,...,i+l}(u{i,...,i+l}) =
∫ ui+1
0
· · ·
∫ ui+l−1
0
Ki,i+l
(
Ci|{i+1,...,i+l−1}(ui | v{i+1,...,i+l−1}),
Ci+l|{i+1,...,i+l−1}(ui+l | v{i+1,...,i+l−1})
)
c{i+1,...,i+l−1}(v{i+1,...,i+l−1}) dvi+1 · · · dvi+l−1,
where c{i+1,...,i+l−1} is the density of C{i+1,...,i+l−1} constructed at level l− 2.
For a D-vine, the linking copula Kij appears at level (j− i). A C-vine, in standard form, is constructed similarly with bivariate
linking copulas Kij, i < j, at level i. See, for example, Aas et al. [25] for graphical illustrations and a short introduction to
D-vines vs. C-vines. A regular vine is more flexible but still has d− l linking copulas at level l, 1 ≤ l ≤ d−1. It is evident that
at each level of the construction, the conditional distribution of (Ui,Ui+l) given (Uj, i+ 1 ≤ j ≤ i+ l− 1) has the following
simple form:
C{i,i+l}|{i+1,...,i+l−1}(u{i,i+l} | u{i+1,...,i+l−1})
= Ki,i+l
(
Ci|{i+1,...,i+l−1}(ui | u{i+1,...,i+l−1}), Ci+l|{i+1,...,i+l−1}(ui+l | u{i+1,...,i+l−1})
)
, (4.1)
in which the linking copula Ki,i+l does not depend on conditioning variables ui+1, . . . , ui+l−1. This property of the linking
copulas simplifies the dependence structure of vine copulas, leading to recursive expressions for their distributions.
Example 4.1. Let C be a trivariate D-vine copula of random vector (U1,U2,U3) with baseline copulas C12 and C23 and a
second level linking copula K13.
1. If C12 = C23, and K13(u1, u3) = min{u1, u3} (Fréchet upper bound), then, from (4.1), we have C{1,3}|2(u1, u3 | u2) =
min{C1|2(u1 | u2), C3|2(u3 | u2)} = C1|2(min{u1, u3} | u2). Thus the margin C13(u1, u3) = min{u1, u3} is the bivariate
Fréchet upper bound.
2. If C12(u1, u2) = u1u2, and C23(u2, u3) = u2u3, then C{1,3}|2(u1, u3 | u2) = K13(u1, u3) does not depend on u2. Thus U2 and
(U1,U3) are independent. Similarly, if C12(u1, u2) = u1u2, and K13(u1, u3) = u1u3, then C{1,3}|2(u1, u3 | u2) = u1C3|2(u3 |
u2) and hence C(u1, u2, u3) = u1C{2,3}(u2, u3). That is, U1 and (U2,U3) are independent. In the construction of a D-vine
copula, if all the basic bivariate copulas linking Uj are the independence copulas, then Uj and the other variables are
independent. 
By choosing a flexible parametric family for each Kij (e.g., some family of copulas ranging from the Fréchet lower bound
or independence to the Fréchet upper bound), the parametric vine copula has a wide range of dependence. Furthermore, as
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shown below, a vine copula is tail dependent if all the bivariate baseline copulas are tail dependent. For this, observe first
from (2.6) and (4.1) that the lower conditional tail dependence functions are given by:
t{i,i+l}|{i+1,...,i+l−1}(w{i,i+l} | w{i+1,...,i+l−1})
= Ki,i+l
(
ti|{i+1,...,i+l−1}(wi | w{i+1,...,i+l−1}), ti+l|{i+1,...,i+l−1}(wi+l | w{i+1,...,i+l−1})
)
, (4.2)
and, similarly, the upper conditional tail dependence functions are given by
t∗{i,i+l}|{i+1,...,i+l−1}(w{i,i+l} | w{i+1,...,i+l−1})
= Ki,i+l
(
t∗i|{i+1,...,i+l−1}(wi | w{i+1,...,i+l−1}), t∗i+l|{i+1,...,i+l−1}(wi+l | w{i+1,...,i+l−1})
)
, (4.3)
for 1 ≤ i ≤ d− l and 2 ≤ l ≤ d− 1. These expressions can be used to show how the tail dependence of a D-vine depends
on its bivariate baseline linking copulas.
Theorem 4.1. If all the bivariate linking copulas Kij’s of a D-vine C have continuous second-order partial derivatives, then the
lower and upper tail dependence functions are given respectively by the recursions (for 1 ≤ i < i+ l ≤ d, l ≥ 2):
b{i,...,i+l}(w{i,...,i+l}) =
∫ wi+1
0
· · ·
∫ wi+l−1
0
t{i,i+l}|{i+1,...,i+l−1}(w{i,i+l} | v{i+1,...,i+l−1})
× ∂
l−1b{i+1,...,i+l−1}(v{i+1,...,i+l−1})
∂vi+1 · · · ∂vi+l−1 dvi+1 · · · dvi+l−1, (4.4)
up to
b(w) =
∫ w2
0
· · ·
∫ wd−1
0
t{1,d}|{2,...,d−1}(w{1,d} | v{2,...,d−1}) ∂
d−2b{2,...,d−1}(v{2,...,d−1})
∂v2 · · · ∂vd−1 dv2 · · · dvd−1,
where the t{i,i+l}|{i+1,...,i+l−1} are given by (4.2). Similar expressions can be obtained for the upper tail with b, t replaced by b∗, t∗.
If, furthermore, the supports of bivariate linking copulas are the entire [0, 1]2 and the baseline copulas Ki,i+1’s are all lower (upper)
tail dependent, then C is lower (upper) tail dependent.
Proof. The recursive formulas follow immediately fromTheorem2.4(1). To show that b(·) 6= 0 (b∗(·) 6= 0),weuse induction.
For d = 2, b{1,2} is the tail dependence function of a baseline bivariate copula and is non-zero based upon the assumption.
Suppose now that, for any l ≤ d− 1, all the l-dimensional margins of C are lower tail dependent. For d ≥ 3, since b{2,...,d−1}
is non-zero and
b{2,...,d−1}(w{2,...,d−1}) =
∫ w2
0
· · ·
∫ wd−1
0
∂d−2b{2,...,d−1}(v{2,...,d−1})
∂v2 · · · ∂vd−1 dv2 · · · dvd−1,
then ∂d−2b{2,...,d−1}(w{2,...,d−1})/∂w2 · · · ∂wd−1 is non-zero. Let A be the open subset of Rd+ on which ∂d−2b{2,...,d−1}
(w{2,...,d−1})/∂w2 · · · ∂wd−1 > 0. Since both b{1,...,d−1} and b{2,...,d} are non-zero, t1|{2,...,d−1}(·|w2, . . . , wd−1) and td|{2,...,d−1}
(·|w2, . . . , wd−1) are non-zero for some (w2, . . . , wd−1) ∈ A. Therefore,
lim
v→∞ t1|{2,...,d−1}(v | w2, . . . , wd−1) > 0, limv→∞ td|{2,...,d−1}(v | w2, . . . , wd−1) > 0. (4.5)
Since the bivariate linking copulas have supports on the entire [0, 1]2, it follows from (4.2) that t{1,d}|{2,...,d−1}(w1, wd |
w2, . . . , wd−1) > 0 for sufficiently largew1, wd. For suchw1, wd,
t{1,d}|{2,...,d−1}(w1, wd | w2, . . . , wd−1) ∂
d−2b{2,...,d−1}(w2, . . . , wd−1)
∂w2 · · · ∂wd−1 > 0. (4.6)
Since t{1,d}|{2,...,d−1} and ∂d−2b{2,...,d−1}/∂v2 · · · ∂vd−1 are continuous, we have∫ w2
0
· · ·
∫ wd−1
0
t{1,d}|{2,...,d−1}(w{1,d} | v{2,...,d−1}) ∂
d−2b{2,...,d−1}(v{2,...,d−1})
∂v2 · · · ∂vd−1 dv2 · · · dvd−1 > 0.
That is, b{1,...,d}(w1, . . . , wd) > 0, and applying Proposition 2.2, the induction is complete. The proof for upper tail
dependence is similar. 
The case ofK1d having negative dependence (e.g., Fréchet lower bound)K1d = 0 for a neighborhood of the origin including
[0, ξ ]2 for some small ξ > 0, is excluded with the conditions in Theorem 4.1. In this case, the expressions b, b∗ could be
0, because (4.2) would be 0 if t1|{2,...,d−1}, td|{2,...,d−1} were bounded above by ξ . If the conditional tail dependence functions
of baseline copulas are proper distributions (e.g., MTCJ copulas), then the full support assumption of linking copulas in
Theorem 4.1 can be dropped.
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Proposition 4.2. Suppose that all the bivariate linking copulas Kij’s of a D-vine C have continuous second-order partial
derivatives. If the lower (upper) conditional tail dependence functions of all the bivariate baseline copulas of a D-vine C are proper
distribution functions, then C is lower (upper) tail dependent.
Proof. We need to show that (4.5) can be strengthened to
lim
v→∞ ti|{i+1,...,i+l−1}(v | wi+1, . . . , wi+l−1) = limv→∞ ti+l|{i+1,...,i+l−1}(v | wi+1, . . . , wi+l−1) = 1.
This and (4.2) imply that t{i,i+l}|{i+1,...,i+l−1}(wi, wi+l | wi+1, . . . , wi+l−1) > 0 for sufficiently large wi, wi+l, and hence the
induction in the proof of Theorem 4.1 can go through.
Because a similar pattern occurs with all indices increased by a common integer, then for notational simplicity, we use
induction on d to show that tk|{2,...,d−1}(v | w2, . . . , wd−1), k = 1, d, is a proper distribution function.When d = 2, t2|1, by the
assumption, is a proper distribution function. Suppose that t1|{2,...,d−1} and td|{2,...,d−1} are proper distributions, then, by (4.2),
t{1,d}|{2,...,d−1} is a proper distribution. Since (4.6) holds for sufficiently largew1, wd, then b{1,...,d}(w) 6= 0. It follows from the
recursive formula for b obtained in Theorem 2.4(1) that limw1→∞ b{1,...,d}(w) = b2,...,d(w2, . . . , wd) for any non-negative
w2, . . . , wd. Thus
lim
w1→∞
∂d−1b{1,...,d}
∂w2 · · · ∂wd =
∂d−1b2,...,d
∂w2 · · · ∂wd .
The recursion (2.11) implies that limw1→∞ t1|{2,...,d}(w1 | w2, . . . , wd) = 1, and hence t1|{2,...,d} is a proper distribution.
Similarly, td+1|{2,...,d} is also a proper distribution. 
Observe from the proofs of Theorem 4.1 and Proposition 4.2 that the continuity assumption on second-order partial
derivatives of K1d at level d−1 is not necessary, and in fact, only continuity of K1d is used in the proofs. If K1d at level d−1 is
any bivariate copula, the results still hold. The results in Theorem 4.1 and Proposition 4.2 extend to regular vines that are not
D-vines, but the proof is notationally easier towrite for just D-vines rather than all regular vines. If the d−1 baseline copulas
are all lower (upper) tail dependent, then so is the vine copula C . For upper tail dependence, the results of Theorem 4.1 are
given in Joe [6] with less general conditions and with tail dependence functions that are not in such a convenient form; Joe
[6] concentrates on some extreme value results without an in-depth study of the tail dependence functions.
Remark 4.1. From Theorem 4.1, Propositions 2.3 and 4.2(4), if all of the lower conditional tail dependence functions of
the baseline copulas are proper distribution functions, then the lower tail dependence parameter of the {i, i + l}margin is
b{i,i+l} = b{i,....i+l}(1,∞, . . . ,∞, 1), where the upper limit of integration in (4.4) are set to∞. For the upper tail, replace b
by b∗.
If some baseline copulas of a D-vine C are tail independent, then the D-vine copula C is tail independent. Some margins
of the D-vine, however, might still be tail dependent. In this situation, whether or not a margin of a D-vine copula is tail
dependent depends not only on tail dependence of basic linking copulas at level l, 2 ≤ l ≤ d − 1, but also on the rates of
approaching zero for the conditional tail dependence functions of the baseline copulas with tail independence.We illustrate
a variety of situations for the trivariate case. A bivariate copula C is said to satisfy the asymptotic linear condition if
∂C(u, v)/∂v ≈ uS(v), as u→ 0, for a positive continuous bounded function S. (4.7)
This condition clearly implies that C must be lower tail independent.
Proposition 4.3. Let C be a trivariate D-vine copula of the random vector (U1,U2,U3) with baseline copulas K12 and K23 and a
second level copula K13.
1. If K12 and K23 satisfy (4.7) with functions S1|2 and S3|2 respectively, and K13 is lower tail dependent, then the margin C{1,3} is
lower tail dependent.
2. If K12 satisfies (4.7) with function S1|2, and K23 is lower tail dependent with t3|2(w3 | w2) ≤ βw−γ2 for sufficiently large w2,
where γ > 1 and β > 0, then the margin C{1,3} is lower tail independent.
Proof. (1) Suppose K1|2(uw1 | v) ≈ uw1S1|2(v), K3|2(uw3 | v) ≈ uw3S3|2(v) and K13(uw1, uw3) ≈ ub(w1, w3), where S1|2
and S3|2 are positive, continuous and bounded, and b(·) 6= 0. From (4.1),
C{1,3}(uw1, uw3) ≈ u
∫ 1
0
b(w1S1|2(v), w3S3|2(v)) dv, as u→ 0,
which implies
b{1,3}(w1, w3) =
∫ 1
0
b(w1S1|2(v), w3S3|2(v)) dv > 0. (4.8)
That is, C{1,3} is tail dependent.
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(2) We have the tail estimate t3|2(1 | w) ≤ βw−γ for some γ > 1 and β > 0, as w ≥ w∗. We also have K1|2(u | v)
≈ uS1|2(v) ≤ αu, where α > 0. Consider
b{1,3}(1, 1) = lim
u↓0
∫ 1/u
0
K13(uS1|2(uw), t3|2(1 | w)) dw ≤ lim
u↓0
∫ 1/u
0
min{αu, t3|2(1 | w)} dw
≤ lim
u↓0
(∫ w∗
0
αu dw +
∫ 1/u
w∗
min{αu, βw−γ } dw
)
.
Since αu ≤ βw−γ is equivalent to (αu/β)−1/γ ≥ w, we have
b{1,3}(1, 1) ≤ lim
u↓0
(∫ (αu/β)−1/γ
0
αu dw +
∫ 1/u
(αu/β)−1/γ
βw−γ dw
)
≤ lim
u↓0 Mu
1−1/γ = 0,
whereM is a positive constant. Thus C{1,3} is tail independent. 
As an example for Proposition 4.3(1), consider the case where K12 and K23 are Morgenstern copulas with parameter θ12
and θ23 respectively, and K13(u1, u2) = min{u1, u2} is the Fréchet upper bound. Example 2.1 shows that K1|2(u | v) ≈
uS1|2(v) and K3|2(u | v) ≈ uS3|2(v) as u→ 0, where S1|2(v) = 1+ θ12 − 2θ12v and S3|2(v) = 1+ θ23 − 2θ23v, 0 ≤ v ≤ 1. It
follows from Proposition 4.3(1) that the margin C{1,3} of the resulting D-vine is lower tail dependent for any θ12 and θ23. In
fact, a direct calculation shows that the lower tail dependence parameter of C{1,3}
b{1,3}(1, 1) = 1− |θ12 − θ23|/4 > 0,
for any−1 ≤ θ12 ≤ 1 and−1 ≤ θ23 ≤ 1, evenwhen one ofK12 andK23 has a negative correlation. The lack of tail dependence
at the baseline level results in b{1,2,3} ≡ 0, but strong positive coupling of components 1 and 3 at the second level can carry
over to the extreme, leading to b{1,3} > 0, provided that baseline conditional tail dependence functions approach zero in
the same order. An example for Proposition 4.3(2) includes the situation where K12 is a Morgenstern copula with parameter
θ12, K23 is a bivariate MTCJ copula and K13 is the Fréchet upper bound.
Since conditional multivariate normal distributions are also normal distributions that do not depend on values of
conditioning variables, then a D-vine with all bivariate linking copulas being Gaussian copulas is also Gaussian [6]. For
another example, it was shown in [6] that if all the baseline copulas are Morgenstern copulas and the other linking copulas
are the bivariate independence copulas, then all the bivariate margins of the resulting D-vine copula are Morgenstern
copulas. The next two results show that with a strong assumption on the parameters of the Kij, the tail dependence functions
of D-vines with all the bivariate linking copulas being of Archimedean type have closed form expressions.
Proposition 4.4. Consider a d-dimensional D-vine C whose baseline copulas are bivariate Archimedean copulas C2(u1, u2;φ) =
φ
(
φ−1(u1)+ φ−1(u2)
)
, where the Laplace transform (inverse generator) φ is regularly varying at∞with tail index α > 0. If all
the bivariate linking copulas in level l, for 2 ≤ l ≤ d− 1, are the MTCJ copula (see (2.12)),
K2(u1, u2; 1/(α + l− 1)) =
(
u−1/(α+l−1)1 + u−1/(α+l−1)2 − 1
)−(α+l−1)
,
then the lower tail dependence function of the D-vine is given by b(w; C) = (∑dj=1w−1/αj )−α .
Proof. Let CMTCJ(·; 1/α) denote the d-dimensional MTCJ copula with parameter 1/α. Observe from Example 2.2 that
b(w; CMTCJ) = (∑dj=1w−1/αj )−α is the lower tail dependence function of theMTCJ copula CMTCJ(·; 1/α). We use induction on
d to show that b(w; C) = b(w; CMTCJ). When d = 2, the bivariate tail dependence function of C equals the bivariate baseline
tail dependence function, which is, by Proposition 2.5, given by b(w; C) = (∑2j=1w−1/αj )−α . Suppose that for any J ⊂ I , the|J|-dimensional margin of C has the tail dependence function
bJ(wJ; CJ) =
(∑
j∈J
w
−1/α
j
)−α
, J ⊂ I, 2 ≤ |J| ≤ d− 1.
By virtue of Theorems 2.4 and 4.1, to show that b(w; C) = (∑dj=1w−1/αj )−α , we only need to show that the lower conditional
tail dependence functions of C and CMTCJ conditioning on (Uj, 2 ≤ j ≤ d− 1)must be the same. Now let S = {2, . . . , d− 1}.
From Example 2.2, we have
t{1,d}|S(w{1,d} | wS; CMTCJ) =
(
d∑
j=1
w
−1/α
j
)−(d−2)−α
(
d−1∑
j=2
w
−1/α
j
)−(d−2)−α
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=
((
w1
bS(wS; CS)
)−1/α
+
(
wd
bS(wS; CS)
)−1/α
+ 1
)−(d−2)−α
.
Therefore, for i = 1, d,
t{i}|S(wi | wS; CMTCJ) = t{i}|S(wi | wS; C) =
((
wi
bS(wS; CS)
)−1/α
+ 1
)−(d−2)−α
.
These expressions and (4.2) imply that
t{1,d}|S(w{1,d} | wS; CMTCJ) =
((
t{1}|S(w1 | wS; C)
)−1/(d−2+α) + (t{d}|S(wd | wS; C))−1/(d−2+α) − 1)−(d−2)−α
= K2
(
t{1}|S(w1 | wS; C), t{d}|S(wd | wS; C); 1/(d− 2+ α)
) = t{1,d}|S(w{1,d} | wS; C),
and the induction is complete. 
Consider, for example, the construction in Proposition 4.4 with all the baseline copulas being the bivariate MTCJ copula
with parameter 1/α. The resulting D-vine has the same tail dependence as that of the d-dimensional MTCJ copula with
parameter 1/α. For upper tail dependence, it is more convenient to work with exponent functions as illustrated below.
Proposition 4.5. Consider a d-dimensional D-vine C whose baseline copulas are bivariate Archimedean copulas C2(u1, u2;φ) =
φ
(
φ−1(u1) + φ−1(u2)
)
, where the inverse Laplace transform φ−1 is regularly varying at 1 with tail index β > 1. If the survival
copulas of all the bivariate linking copulas in level l, for 2 ≤ l ≤ d− 1, are the MTCJ copula
K̂2(u1, u2; 1/(l− 1− 1/β)) =
(
u−1/(l−1−1/β)1 + u−1/(l−1−1/β)2 − 1
)1/β−(l−1)
,
then the upper exponent function of the D-vine is given by a∗(w; C) = (∑dj=1wβj )1/β .
Proof. LetCG(·)be the d-dimensional Gumbel copulawith upper exponent a∗(w; CG) = (∑dj=1wβj )1/β .Weuse induction on
d to show that b∗(·; C) = b∗(·; CG). When d = 2, C and the baseline copula coincide, and thus it follows from Proposition 3.3
that a∗(w; C) = (∑2j=1wβj )1/β . Suppose that for any J ⊂ I , CJ(·) has the upper exponent function
a∗J (wJ; CJ) =
(∑
j∈J
w
β
j
)1/β
, 2 ≤ |J| ≤ d− 1.
That is, b∗J (·; CJ) = b∗J (·; CGJ ) for any J ⊂ I . Let S = {2, . . . , d− 1}. Applying (3.4) to a∗(·; CG), we have
t∗{1,d}|S(w1, wd | wS; CG) =
∂d−2a∗(w{1,d},wS; CG)
∂w2 · · · ∂wd−1
/
∂d−2a∗S (wS; CGS )
∂w2 · · · ∂wd−1
=
(
d∑
j=1
w
β
j
)−(d−2)+1/β
(
d−1∑
j=2
w
β
j
)−(d−2)+1/β =
((
w1
a∗S (wS; CS)
)β
+
(
wd
a∗S (wS; CS)
)β
+ 1
)−(d−2)+1/β
.
Therefore, for i = 1, d,
t∗{i}|S(wi | wS; CG) = t∗{i}|S(wi | wS; C) =
((
wi
a∗S (wS; CS)
)β
+ 1
)−(d−2)+1/β
.
These expressions imply that
t∗{1,d}|S(w{1,d} | wS; CG) =
((
t∗{1}|S(w1 | wS; C)
)−1/(d−2−1/β) + (t∗{d}|S(wd | wS; C))−1/(d−2−1/β) − 1)−(d−2)+1/β
= K̂2
(
t∗{1}|S(w1 | wS; C), t∗{d}|S(wd | wS; C); 1/(d− 2− 1/β)
)
= K 2
(
t∗{1}|S(w1 | wS; C), t∗{d}|S(wd | wS; C); 1/(d− 2− 1/β)
)
.
Thus, it follows from (4.3) that
t∗{1,d}|S(w{1,d} | wS; CG) = K2
(
t∗{1}|S(w1 | wS; C), t∗{d}|S(wd | wS; C); 1/(d− 2− 1/β)
)
= t∗{1,d}|S(w{1,d} | wS; C).
Moreover, b∗S (·; CGS ) = b∗S (·; CS), thus, by Theorems 2.4 and 4.1, b∗(·; CG) = b∗(·; C). Hence a∗(·; C) = a∗(·; CG). 
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Table 1
Range of λL13 and λU13 of a D-vine copula based on BB7 copulas, along with the range of λ13 for t copula with 2 d.f. and the sharp bounds of λ13 for the
{1, 3}margin given λ12 and λ23 for the {1, 2} and {2, 3}margins. Sharp bounds are from Theorem 3.14 in Joe [7].
λ12 λ23 Vine copula based on BB7 3-variate t, ν = 2 Sharp
λL13 ∈ λU13 ∈ λ13 ∈ λ13 ∈
0.1 0.9 0.099 0.132 0.099 0.132 0.068 0.139 0.0 0.2
0.2 0.8 0.190 0.310 0.189 0.309 0.109 0.322 0.0 0.4
0.1 0.4 0.063 0.444 0.059 0.429 0.001 0.493 0.0 0.7
0.2 0.6 0.163 0.460 0.159 0.458 0.047 0.483 0.0 0.6
0.3 0.9 0.296 0.365 0.296 0.365 0.238 0.370 0.2 0.4
0.4 0.8 0.377 0.560 0.375 0.560 0.261 0.566 0.2 0.6
The D-vine construction presented in Proposition 4.5 with a strong assumption of the parameters of the bivariate linking
copulas yields an upper EV copula belonging to the Gumbel copula family. Propositions 4.4 and 4.5, in comparison with
Propositions 2.5 and 3.3, illustrate the fact that under some regularity conditions, the tail dependence of Archimedean
copulas can be also constructed via D-vines of bivariate copulas on a tree. These results can be extended to general regular
vines. In comparisonwithArchimedean copulas, vine copulas provide amuch richer family of copulaswhose tail dependence
can be built recursively from bivariate copulas.
5. Range of bivariate tail dependence for vine copulas
In this section, we discuss some practical issues relevant to use of vine copulas for modeling continuous multivariate
data, and show that tail dependence parameters can be computed numerically based on Theorem 4.1 and Remark 4.1.
In applications of vine copulas for modeling multivariate data, one needs to decide: (a) the type of vine, and (b) given the
vine, the matching of variables to indices. With up to d(d−1) parameters, vine copulas can ‘‘approximate’’ a wide variety of
d-dimensional copulas. Different vines and different permutations of indices within a vine can lead to different vine copulas
with sets of lower/upper bivariate tail dependence parameters that are close to each other.
A multivariate copula can be represented by a vine if the bivariate linking copulas in levels 2 to d− 1 are approximately
constant over the conditioning variables. It is possible to construct a multivariate distribution such that, for any sequence of
conditional distributions corresponding to a vine, the linking copulas are never close to being constant over the conditioning
variables. However as a first approximation, assuming constancy over values of the conditioning variables is reasonable. Vine
copulas include multivariate Gaussian and t copulas as special cases since these have linking copulas that are constant over
the conditioning variables. Multivariate t copulaswith d.f. ν are vine copulas, with linking copulas at level l that are t copulas
with d.f. ν + l− 1.
With applications to several multivariate data sets, Aas et al. [25] demonstrate the use of vine copulas with various
choices of bivariate copula families as building blocks. It is straightforward to show that if all d(d − 1)/2 bivariate copulas
used in the construction of a vine copula C are reflection symmetric, then C is also reflection symmetric. For a model with
both lower/upper tail dependence and reflection symmetry, then the 2-parameter bivariate t copulas could be used in each
of the d(d− 1)/2 bivariate copulas, resulting in another parametric family with d(d− 1) parameters (and more parameters
than the multivariate t copula with 1 + d(d − 1)/2 parameters). If only one of lower or upper tail dependence holds, then
one could use asymmetric bivariate copulas with one-sided tail dependence. If a model having both lower and upper tail
dependence with reflection asymmetry is needed, then a good choice for bivariate linking copulas is to use the 2-parameter
BB7 copula ([7], p. 153): for θU ≥ 1, θL > 0,
C(u1, u2; θU , θL) = 1−
(
1− [{1− (1− u1)θU }−θL + {1− (1− u2)θU }−θL − 1]−1/θL
)1/θU
. (5.1)
This has the respective lower and upper bivariate tail dependence parameters of λL = 2−1/θL and λU = 2− 21/θU . Given tail
dependence parameters λL and λU , which can be set independently in (0, 1), then
θL = − log 2/ log λL, θU = log 2/ log(2− λU). (5.2)
A vine copula with bivariate BB7 linking copulas results in a family with d(d− 1) parameters.
In Table 1 we compare bivariate tail dependence parameters of the {1, 3}margin for a three-dimensional D-vine copula
based on BB7 copulas and the three-dimensional t copula with 2 d.f. Several representative values for (upper or lower) tail
dependence parameters λ12 and λ23 of the {1, 2} and {2, 3}margins are selected. For the D-vine copula, the parameters of
the baseline BB7 copulas are calculated from (5.2), and the independence copula and the Fréchet upper bound are used as
the second level linking copula for the lower and upper bounds of the range of λL13, λU13. λL13 and λU13 for the vine could
reach lower values if the Fréchet lower bound were used instead of the independence copula at the second level linking;
however the BB7 family has positive dependence only. The lower and upper bounds of λ13 for the t copula are calculated
from the formulas obtained in Nikoloulopoulos et al. [19]. For the latter, the conditional copula for {1, 3}|2 is the Fréchet
lower bound. The obvious advantage of the vine copula based on BB7 over the t copula is that the overall range of tail
dependence is similar, but the lower tail dependence can differ from upper tail dependence for each bivariate margin.
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Table 2
Range of λL14 and λU14 of vine copulas based on BB7 copulas, and the range of λ14 for the four-dimensional t copula with 2 d.f.
(λ12, λ23, λ34, λ13, λ24) C-vine BB7 D-vine BB7 C-vine BB7 D-vine BB7 t, ν = 2
λL14 ∈ λL14 ∈ λU14 ∈ λU14 ∈ λ14 ∈
(0.2, 0.2, 0.2, 0.2, 0.2) 0.10 1.00 0.10 1.00 0.16 1.00 0.16 1.00 0.000 1
(0.3, 0.3, 0.3, 0.3, 0.3) 0.19 1.00 0.19 1.00 0.25 1.00 0.25 1.00 0.026 1
(0.4, 0.4, 0.4, 0.4, 0.4) 0.29 1.00 0.29 1.00 0.34 1.00 0.34 0.99 0.100 1
(0.5, 0.5, 0.5, 0.5, 0.5) 0.40 1.00 0.40 1.00 0.44 1.00 0.44 0.99 0.210 1
(0.2, 0.3, 0.3, 0.3, 0.2) 0.15 1.00 0.15 0.89 0.20 1.00 0.17 0.75 0.014 1
(0.3, 0.4, 0.4, 0.4, 0.3) 0.25 1.00 0.24 0.91 0.29 1.00 0.27 0.81 0.065 1
(0.4, 0.5, 0.5, 0.5, 0.4) 0.35 1.00 0.35 0.91 0.39 1.00 0.37 0.85 0.158 1
(0.5, 0.5, 0.6, 0.6, 0.5) 0.49 1.00 0.48 0.95 0.54 1.00 0.52 0.90 0.309 1
In Table 2, the range of lower and upper tail dependence λL14 and λU14 of the {1, 4} margin of a C-vine (D-vine)
copula based on BB7 copulas is calculated given several values for the (lower or upper) tail dependence parameters
λ12, λ23, λ34, λ13, λ24. The C-vine, with index order 2,3,1,4, is based on the sequence ofmargins: {2, 3}, {2, 1}, {2, 4}, {3, 1}|2,
{3, 4}|2 and {1, 4}|{2, 3}; and the D-vine is based on the sequence: {1, 2}, {2, 3}, {3, 4}, {1, 3}|2, {2, 4}|3 and {1, 4}|{2, 3}. In
order to more easily compute the parameters of the BB7 copulas given the λ’s, for the second level linking, θU (θL)was set at
1 (0.0001) for the two copulas for evaluating λL14 (λU14). For the vine copula, the parameters of the BB7 copulas are obtained
at the baseline level using (5.2), and at the second level, using numerical inversions for the 3-variate case. The independence
copula and the Fréchet upper bound are used at the third level for the lower and upper bounds of the range of λL14, λU14.
For comparison, the range of tail dependence λ14 for the four-dimensional t copula with 2 d.f. is also tabulated based on the
same tail dependence parameters.
For the C-vine, λU14 = λL14 = 1 is achievable if K14 is the Fréchet upper bound, and C123 = C423 or λ12 = λ24, λ13 = λ43.
With positive values ofλ’s,λU14, λL14 cannot reach 1 for theD-vine, but does exceed 0.995 for a few cases in Table 2. The range
of λU14 or λL14 is wide but can differ for different vines depending on the values of (λ12, λ23, λ34, λ13, λ24). For vines, λL14
and λU14 could reach lower values if the Fréchet lower bound were used instead of the independence copula; for example,
in the first row of Table 2, 0.10 would go down to 0.01, and in the last row of Table 2, the figures of 0.49 and 0.48 would
decrease to 0.31. Also wider ranges in λ14 would be attained if θL, θU for the second level linking BB7 copulas are allowed to
vary more while fixing the other five λ’s.
For Table 1, the calculations of the bounds for λL13 and λU13 for the vine copula based on BB7 involved one-dimensional
numerical integrals; for Table 2, the calculations of the bounds for λL14 and λU14 involved two-dimensional numerical
integrals. For one-dimensional integrals, the function integrate in R (http://www.r-project.org) worked fine. For two-
dimensional integrals, we used the multi-dimensional Romberg method of Davis and Rabinowitz [26] to get two decimal
place accuracy.
6. Concluding remarks
Tail dependence functions describe tail probabilities of joint exceedance over lower or upper extremal thresholds. While
these functions preserve the same simple interpretation as that of tail dependence parameters, they completely characterize
the extremal dependence structure of a multivariate distribution, as specified by its EV copulas. Equipped with (dual)
exponent functions, the tail dependence functions provide a tractable tool for extremal dependence analysis. Such a tail
dependence toolbox can be established with relative ease for a variety of distributions.
1. If a copula has a closed form expression, one can obtain the lower tail dependence function b by deriving the lower
tail probabilities. If b 6= 0, then one can further obtain the conditional tail dependence functions tS1|S2 by taking partial
derivatives, and margins bS by taking limits as some components go to infinity when tIj|j’s are proper distributions.
2. For upper tail dependence of a copula, one can work on the lower tail dependence of its survival copula, or one can
work directly with the exponent function in the same way as lower tail dependence functions. That is, with lower tail
dependence, it is simplest to derive b, and then get aby inclusion–exclusion; andwithupper tail dependence, it is simplest
to derive a∗, and then get b∗ by inclusion–exclusion.
3. For a copula without explicit expression, one needs to explore conditional tail dependence functions tI−{j}|j, 1 ≤ j ≤ d,
and utilize the homogeneous representation to derive b.
For a vine copula built from a cascade of bivariate copulas, some of its tail dependence functions can be established
recursively from its lower-dimensional margins. The flexibility of tail dependence of vine copulas for high-dimensional
dependence modeling comes from not only flexible parametric families of bivariate linking copulas, but also the underlying
tree structures. It is shown that tail dependence of some margins of a vine can still emerge even when the baseline copulas
are tail independent. How tail dependence of a vine copula evolves from its baseline copulas and how the graphical structure
of a vine affect its tail dependence are among the issues for further study.
For a D-vine with lower tail dependence, Theorem 4.1 gives us an expression for bS(wS) for any subset S consisting of
consecutive indices; there is an analogous result for other vines. But if t1|2, t3|2, t1|23, t4|23 etc. are not proper distribution
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functions, then (from Proposition 2.3) we do not have formulas for bS′ for subsets S ′ consisting of non-consecutive indices,
and also we do not have an expression for the EV exponent a(w) in terms of the set of linking copulas {Kij}. Future research
will dealwith the case of conditional tail dependence functions that are not proper distribution functions, possibly by using a
second-order expansion of the conditional distributions. In addition to theoretical development of tail dependence functions
and properties of vine copulas, we plan to compare different types of vine copulas in applications. For example, we are
empirically comparing vine copulas with reflection symmetric and asymmetric bivariate linking copulas on financial return
data.
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