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Hyperuniform states are an efficient way to fill up space for disordered systems. In these states the particle
distribution is disordered at the short scale but becomes increasingly uniform when looked at large scales.
Hyperuniformity appears in several systems, in static or quasistatic regimes as well as close to transitions to
absorbing states. Here, we show that a vibrated granular layer, close to the liquid-to-solid transition, displays
dynamic hyperuniformity. Prior to the transition, patches of the solid phase form, with length scales and mean
lifetimes that diverge critically at the transition point. When reducing the wavenumber, density fluctuations
encounter increasingly more patches that block their propagation, resulting in a static structure factor that tends
to zero for small wavenumbers at the critical point, which is a signature of hyperuniformity. A simple model
demonstrates that this coupling of a density field to a highly fluctuating scalar friction field gives rise to dynamic
hyperuniform states.
Recently, hyperuniform systems have been identified as an
efficient way to fill up space for disordered configurations.
These exotic particles distributions are disordered at short dis-
tances, as liquids, and more and more uniform when looked
at large scales, just as regular, ordered lattices do. Hyperuni-
form states have been observed in jammed granular [1, 2] and
colloidal packings [3], in block-copolymer assemblies [4],
in quasicrystals [5], active circle swimmers [6], and even in
the patterns of photoreceptive cells in chicken eyes [7]. Re-
cently, these states have been obtained in systems showing
non-equilibrium transitions to absorbing states, were hyper-
uniformity is observed both in the absorbing and fluid phases,
close to the transition [8–10]. Here, we show that a vibrated
granular layer, when approaching the liquid-to-solid transition
from the liquid phase, displays hyperuniform states, which are
dynamically generated. A simple model demonstrates that it
results from coupling density to a highly fluctuating friction
field.
It is possible to characterize the decay of particle correla-
tions with distance by measuring the average number of par-
ticles 〈N〉 and its variance σ2N ≡ 〈N2〉 − 〈N〉2 in boxes of
different sizes. In condensed matter, under normal condi-
tions, correlations decay rapidly and above a certain length,
σ2N ∝ 〈N〉. This is however, not always the case. For ex-
ample, in regular lattices, fluctuations take place only at the
boundaries. But also in disordered systems it has been re-
ported that for large systems σ2N ∝ 〈N〉β/2. When β > 2,
the system is said to present giant density fluctuations and it
has been observed in several dynamic non-equilibrium sys-
tems as in vibrated nematic granular layers [11] or in active
matter swarms [12]. The opposite case, when β < 2, cor-
responds to hyperuniformity. As the system grows, number
fluctuations increase slower than the usual linear behavior,
σ2N ∝ 〈N〉, and density fluctuations become suppressed at the
very large wavelength limit. Indeed, another way to character-
ize particle spatial distributions is via the static structure fac-
tor, S(k)≡ (〈|ρ˜k|2〉− |〈ρ˜k〉|2)/N, which quantifies the ampli-
tude of the density fluctuations in Fourier space. If for small
wavevectors it follows a power law S(k)∼ kα , then β = 2−α
for 0 ≤ α < 1 and β = 1 for 1 < α . Hence hyperuniformity
is obtained when α > 0, that is, when density fluctuations be-
come smaller when reducing the wavenumber k [13]. In other
systems, showing stealthy hyperuniformity, S(k) vanishes in
a whole range of small wavevectors [14, 15]. Here, we show
that for finite systems the number variance is not the best ob-
servable to characterize hyperuniformity, but rather the struc-
ture factor, which tends to zero for small wavenumbers.
The experimental setup where we observe dynamical hype-
runiformity is the same one reported previously [16, 17]. It
consists of a rigid shallow box, where N = 11704 stainless
steel monodisperse spheres are placed inside, with diameter
a= 1mm. The box transverse dimensions are Lx = Ly = L=
100a. Its height is Lz = 1.94a±0.02a, such that the projected
2D filling fraction is φ =Npia2/4L2 = 0.919. The whole setup
is forced sinusoidally with an electromechanical shaker, with
vertical displacement z(t) = Asin(ωt) (Fig. 1a). Top view
images are obtained with a high-speed camera. The frame
rate is either 10 or 500 fps, depending on the quantity to be
measured. The control parameter is the dimensionless accel-
eration Γ = Aω2/g, which is varied in the range 1-6, where
ω = 2pi f is the angular frequency and g the gravitational ac-
celeration. For additional details, see the Supplementary Ma-
terial [18].
The box height Lz < 2a allows an efficient vertical to
horizontal collisional energy transfer mechanism, producing
liquid-like states but, at the same time, avoids particles to
jump over another. We can then track all particles in the pro-
jected two-dimensional motion and therefore analyze simul-
taneously the microscopic and global dynamics. One of the
most remarkable features of this geometry is the existence of
a liquid-to-solid transition [19, 20]. When the vibration am-
plitude increases above a certain threshold, stable crystalline
clusters are formed, coexisting with a liquid phase. Notably,
this transition can be either continuous or discontinuous de-
pending on the box height. For the continuous case, prior to
the transition, patches of the solid phase form, with length
scales and mean lifetimes that diverge critically at the transi-
tion point (Fig. 1b) [16, 17, 21].
Experiments are performed at fixed vibration frequency,
f = 80Hz, and for the box height where the transition is
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FIG. 1. a, Schematic of the experimental setup. (left) Top view of the quasi-2D cell, with Lx = Ly = 100a. (right) Side view of the setup.
The vertical height in the cell is Lz = (1.94± 0.02)a. The cell is illuminated from below with a 2D array of light emitting diodes, where
light is diffused with a white acrylic sheet placed between the array and the cell. (1) camera, (2) quasi-2D cell, (3) electromechanical shaker,
(4) accelerometer. b, Color map of the absolute value of the fourfold bond-orientational order parameter in real space, |Q j4|, for Γ= 4.5. For a
better visualization, particles are plotted at 85% of their diameter. Raw image in the Supplementary Material [18]. c, Schematic representation
of the density wave interactions with the crystalline patches shown in b.
continuous. For these parameters, the critical acceleration
is Γc = 4.73± 0.15. The vibration amplitude A is varied in
a range below the transition, where the system remains in a
stable fluid phase and the solid patches have finite lifetime.
With the particle positions obtained using a high-speed cam-
era, it is direct to obtain the two-dimensional structure factor.
For intermediate wavelengths ka∼ 0.2, a pre-peak is observed
with a height that grows when approaching the transition (see
Fig. 1 of the Supplementary Material [18]), although no crit-
ical divergence is observed [16]. For smaller wavenumbers,
the structure factor decreases when k→ 0 and it can be fitted
to the expression S(k) = S0+S1kα (see Fig. 2a), where we fix
the exponent to α = 1.12, according to the theoretical model
described below. Consistent with the increase in height of the
pre-peak, the slope S1 also increases when approaching the
transition. Notably, the scaled offset S0/S1, shown in Fig. 2b,
vanishes at the critical acceleration, resulting in a hyperuni-
form state.
Hyperuniformity in this system is closely linked to the ex-
istence of the intermittent solid patches near the critical point,
as we argue here. In Ref. [16] it was shown that the relevant
fields to describe the liquid-to-solid transition are the particle
density ρ , which is conserved, and the four-fold order param-
eter Q4, which measures the fraction of particles in the solid
phase and their degree of order. For each particle,
Q j4 =
1
N j
N j
∑
s=1
e4iθs
j
, (1)
where N j is the number of nearest neighbors of particle j and
θ js is the angle between the neighbor s of particle j and the
x axis. For a particle in a square lattice, |Q j4| = 1 and the
complex phase measures the square lattice orientation. A map
of |Q j4| for an acceleration Γ = 4.5 < Γc is shown in Fig. 1b.
Below the transition, the structure factor of Q4 presents an
Ornstein-Zernike form, S4(k) = S4(0)/[1+(ξ4k)2], where the
amplitude S4(0) and correlation length ξ4 diverge at the crit-
ical point. Friction with the top and bottom walls is always
present implying that the lateral momentum is rapidly dissi-
pated [22]. As a consequence, in the slow large-scale dynam-
ics, particle density evolves diffusively. Through the bond-
orientational order parameter Q j4, particles can be classified to
belong to the liquid or the solid phase. We have previously
shown that the stationary distribution of |Q j4| is bimodal, with
a wide maximum around |Q j4| = 0.3, and a much narrower
one at |Q j4| ≈ 0.95 (details in the Supplementary Material of
Ref. [23]). The local minimum between the two distribution
peaks is at |Q j4| = 0.7. In order to determine the diffusive
nature of particles in each phase we track them for a given
period of time To = 0.4s, which is large compared to the fast
time scale of energy injection and dissipation (vibration pe-
riod 1/ f = 12ms). To compute the mean-square displace-
ment of particles in each phase, we impose that the time av-
erage 〈|Q j4|〉To , computed for the observation time To, must be
≤ 0.4 or ≥ 0.7 to be classified as liquid or solid particles, re-
spectively [18]. Next, the mean-square displacement of the
ensemble of particles that satisfy the previous conditions is
computed using the tracked trajectories. We find that the be-
havior is radically different for the liquid and solid phases (see
Fig. 3). The former exhibits diffusion, while the later shows
subdiffusive dynamics. This subdiffusion can be modeled by
a very small diffusion coefficient, a property that is a result
of caging and the enhanced friction, which results from the
repeated rapid collisions with the top and bottom walls. The
solid patches and the liquid phase do not differ substantially
in density but, as a result of order, present important differ-
ences in their diffusive dynamics. Note, however, that the sys-
tem is not frozen in a glassy state as patches form and disap-
pear continuously, and the subdiffusive dynamics is observed
only for times comparable to their lifetime. Density fluctua-
tions with wavevector k interact with these patches of reduced
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FIG. 2. a, Experimental static structure factor, S(k), scaled with the slope S1 of the fit S(k) = S0+S1kα , with α = 1.12, in the large wavelength
limit for different reduced accelerations, ε ≡ (Γc−Γ)/Γc. The solid lines are the results of the fits performed in the range ka = [0,0.65kpp],
where kpp is the position of the pre-peak (maximum in S(k)). b, Scaled offset S0/S1 as a function of the reduced acceleration. The solid line is
a linear fit passing through zero. c, Experimental number particle variance σ2N as a function of the box size ` for three different Γ. Note that in
the available experimental range, σ2N does not follow the classical exponent β = 2, neither the hyperuniform exponent β = 1. d, S(k) obtained
from the numerical solution of the model when b= 4 in 2D for different values of ν . The solid lines are the results of the fit S(k) = S0+S1kα ,
for small wavevectors, with α = 1.12. e, Scaled offset S0/S1 in the model as a function of the distance to the critical point. The solid line is a
linear fit. f, Number particle variance σ2N obtained from synthetic data for two different cell sizes (see Supplementary Material for details [18]).
It shows that when the system size is 100a×100a, it is impossible to observe hyperuniformity, and it can only be observed for large enough
systems. The dashed line shows the expected law for α = 1.
mobility, disturbing their propagation. At the critical point,
the patches are scale free, with an intensity and lifetime that
increases when decreasing k, blocking efficiently the density
fluctuations at large scales, resulting in an hyperuniform state
(Fig. 1c). To put this hypothesis into test, we build a simple
model which retains the principal exposed features, namely
the existence of an order parameter with critical dynamics,
which controls the diffusion of the conserved density field.
With these elements, we propose the model,
∂ρ
∂ t
= ∇ · (D∇ρ+η ) . (2)
Here, η is a fluctuating mass flux, which is modeled as a
white noise satisfying 〈η(r, t)〉 = 0 and 〈ηi(r, t)ηk(r′, t ′)〉 =
C1δikδ (t − t ′)δ (r− r′), where i,k = {1,2} are the Cartesian
coordinates. The diffusion coefficient D depends on a local
order field ψ , related to Q4, which is described by the critical
equation
∂ψ
∂ t
= µ∇bψ−νψ+ξ , (3)
where ξ is a white noise satisfying 〈ξ (r, t)〉 = 0 and
〈ξ (r, t)ξ (r′, t ′)〉 = C2δ (t − t ′)δ (r− r′). The constant µ ac-
counts for the spatial coupling of ψ , while ν measures the
distance to the critical point. The order parameter ψ presents
fluctuations that grow when approaching the transition and,
hence, we identify large values of ψ as being representative
of the solid phase. Then, the diffusion coefficient is modeled
as D=D0e−λψ
2
, taking finite values in the liquid phase, while
vanishing asymptotically in the solid phase. Other expressions
for D with the same asymptotic limits generate similar prop-
erties. To fix the exponent b, we require that the ψ-ρ coupling
becomes relevant, in the renormalization group sense, at large
scales. Considering the scaling r→ sr, t→ szt and ψ→ sχψ ,
the different parameters scale as µ → sz−bµ , ν → szν , and
C2→ sz−d−2χC2, where d is the spatial dimensionality. Units
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FIG. 3. Measured mean-square displacement versus time for Γ ∈
[2.0,5.8]. Liquid particles obey a diffusive behavior, with a diffu-
sion constant that increases with acceleration; on the contrary, solid
particles are subdiffusive, presenting an increasing amount of subd-
iffusivity for increasing Γ.
are fixed by choosing that µ andC2 are not modified when the
spatial scale s is changed, resulting in z= b and χ =(b−d)/2.
For the ψ-ρ coupling to become relevant, ψ must take large
values close to the critical point at increasingly large spatial
scales. This is obtained when χ > 0 or, equivalently, b > d.
That means that for d = 1 and b= 2 (normal spatial coupling
for ψ) it is possible to observe large scale structures close to
the critical point while for d = 2, a larger exponent is needed,
for example b = 4 to keep analyticity. The need of a large
exponent suggests that this is an effective description of other
microscopic fields obeying normal diffusion. For the purpose
of this letter, it is not necessary to investigate further into this
eventual underlying dynamics.
The numerical solution of the model (see Supplementary
Material for details [18]) shows that the structure factor of ψ
displays an Ornstein-Zernike form. The density field static
structure factor indeed presents a notorious decrease when re-
ducing the wavevector, which is well fitted as S(k) = S0 +
S1kα . Imposing that α is the same for all values of ν , we
obtain α = 1.58±0.10 in 1D, independent of the spatial cou-
pling exponent b, and in 2D we get α = 1.12±0.15, for b= 4
(see Fig. 2d and the Supplementary Material [18]). As in ex-
periments, varying ν the scaled offset S0/S1 vanishes and hy-
peruniformity is obtained (Fig. 2e). Hyperuniformity appears
at a small but finite value of ν , probably due to renormaliza-
tion of the bare critical point. Within the measurement preci-
sion, in experiments, hyperuniformity takes place at the criti-
cal amplitude (Fig. 2b).
A typical landmark of hyperuniformity is the existence of
a sublinear growth of the particle number variance with the
box sizes. For this feature to be observable, it is necessary
to have a full scale separation between the system size and
the wavelength above which the structure factor displays the
power law S(k) ∼ kα . In our experiments L = 100a, with a
structure factor peak located at ka ∼ 0.2, leaving a limited
range to observe the sublinear behavior (see Fig. 2a). Further-
more, the variance must vanish for a box equal to the system
size, limiting even more the range of box sizes where hype-
runiformity can be observed. Indeed, although in the system
under study the structure factor clearly evidences the presence
of hyperuniformity, it is not possible to observe it with σ2N
(Fig. 2c). Synthetic generated values of σ2N using the exper-
imental values of S(k) show that the sublinear growth would
only be observed for large system sizes, L ≥ 1000a (Fig. 2f).
See the Supplementary Material for details [18].
We have shown that hyperuniformity can be dynamically
generated in fluid-like states if friction is highly heteroge-
neous. In our case, we have built a model where density
evolves by diffusion, with a diffusion coefficient that can be-
come very small in fluctuating patches. In systems where mo-
mentum is conserved, a similar behavior should be obtained
if the viscosities are heterogeneous, with patches of high fric-
tion.
In small systems, the finite size effects make it difficult to
identify hyperuniformity with the particle number variance.
On the other hand, in the analysis of density fluctuations the
finite size effects, boundary inhomogeneities, and small inho-
mogeneities in the setup do appear in both 〈|ρ˜k|2〉 and 〈ρ˜k〉,
but notably they cancel in the structure factor, which is re-
markably isotropic [17]. This feature makes S(k) an ideal ob-
servable to identify hyperuniform states.
Hyperuniformity is characterized by positive values of the
exponent α . In this article we report the values 1.12 (exper-
iment and model in 2D) and 1.58 (simulation in 1D). This
diversity in values is consistent with a similar variability re-
ported in the literature by measuring the structure factor: 0.45
in critical absorbing states [8], 0.5 in periodically driven emul-
sions [9], 1 in jammed packings of polydisperse spheres [1, 2],
and 1 in the photoreceptive cells of chicken eyes [7], or de-
ducing it from the measurement of the number variance expo-
nent: 0.8 in block-copolymer assemblies [4], 0.21 in jammed
packings of soft spheres [3], 1 in two-phase random me-
dia [24], and 2 in quasicrystals [5]. Systems with absorb-
ing states are related to the universality class of the Manna
model [8, 10, 25]. It remains to be understood if this range of
values is a signature of different universality classes or if α is
not an universal exponent at all.
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In this supplementary paper we present some details on the experimental setup, the experimental non-scaled
structure factor, the classification of solid and liquid particles for the computation of dynamic quantities, the
dimensionless model and its numerical solution, the analysis of the model in one and two dimensions for differ-
ent spatial coupling exponent, and the number particle variance computation and the synthetic number particle
variance generation.
System setup
The box consists of two 10-mm-thick glass plates separated
by a square metallic frame. Each inner glass surface has an
indium tin oxide (ITO) coating, which dissipates electrostatic
charges generated by collisions of particles with the walls. A
piezoelectric accelerometer is fixed to the base, allowing the
measurement of the imposed forcing acceleration with a reso-
lution of 0.01g. For each G, three videos of 3000 images were
acquired, two at 10 fps for the computation of S(k) and one
at 500 fps to obtain the diffusion coefficients. The acquired
images have a resolution of 1600⇥ 1600 pix2. Particle posi-
tions are determined at sub-pixel accuracy. The particle de-
tection is done by using a modified open source Matlab code,
which uses a least-square algorithm [1]. Our modified ver-
sion in C++ and CUDA allows faster computation for a large
number of particles [2, 3]. The algorithm allows us to de-
tect both layers of particles in a dense solid cluster, where the
top-layer particles are placed in the valleys that the bottom
particles form.
Figure 1 presents the granular system, as captured by
the camera, corresponding to the configuration displayed in
Fig. 1b of the main text.
Experimental non-scaled structure factor
Figure 2 presents the structure factors S(k), measured for
various accelerations. It is not scaled with the fitted slope S1,
showing the existence of the pre-peak.
Classification of particles in liquid and solid phases for
computing the mean square displacement
In Fig. 3a we present two typical time series of |Qj4|, for
a particle in the solid phase and one in the liquid phase for a
complete time duration of 0.4 s. The former has a high av-
erage |Qj4|, whereas the later has a lower average; both real-
izations show fluctuations. In Fig. 3b we present the stan-
dard deviation of |Qj4|, s|Qj4|, versus h|Q
j
4|i for G= {2.5,4,6}.
At lower and intermediate forcing most particles are in the
FIG. 1. Snapshot of the system captured by the camera for G = 4.5,
corresponding to the configuration displayed in Fig. 1b of the main
text with a color map depending on the value of |Qj4|.
liquid phase, with some particles that occasionally condense,
temporally, in small ordered solid clusters. Well above the
transition there are many particles that stay in the solid phase
during the complete time series. At intermediate and high ac-
celerations a large fraction of particles fluctuate between both
phases randomly, as manifested by the larger measured s|Qj4|
,
with a maximum around |Qj4| = 0.55. Thus, in order to com-
pute a dynamic quantity, such as the mean square displace-
ment, we choose particle trajectories with small fluctuations
(lower s|Qj4|
). In practice, to do so, we select particle trajecto-
ries with well defined averages: |Qj4| 0.4 for liquid particles
and |Qj4|  0.7 for solid ones.
Dimensionless model
The parameters of the dimensional model are b, µ , n ,C1, l ,
C2 and the system length L. The dimensions of y are arbitrary
then we choose to make it dimensionless. As the product ly2
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FIG. 2. Experimental static structure factor S(k) for different reduced
accelerations, e ⌘ (Gc   G)/Gc. The solid lines are the results of
the fits S(k) = S0 + S1ka , with a = 1.12, performed in the range
ka= [0,0.65kpp], where kpp is the position of the pre-peak (maximum
in S(k)).
must be also dimensionless, we can take l = 1. Considering
Eq. (3), the dimensions of the parameters are [µ] = L
b
T and
[C2] = L
d
T . It is then possible to fix length and time units such
that µ = C2 = 1. By Eq. (2) of the paper, [C1] = [r]
2Ld+2
T .
As the unities of r are arbitrary, it is possible to choose the
units of r in such a way thatC1 = 1. With these elections, the
dimensionless model has only b, n , and L as free parameters.
Numerical solution of the model
The integration of Eq. (3) of the paper was performed us-
ing the Crank–Nicolson method [4], where the spatial part is
computed with spectral methods using the FFTW library [5].
Eq. (2) was integrated with the Alternating-Direction Implicit
method [4]. The characteristic time and lengths scales are
tc = 1/n and `c = t
1/b
c . Considering the spatial and tempo-
ral discretization Dx and Dt, respectively, large structures will
be well resolved if Dx ⌧ `c ⌧ L and Dt ⌧ tc ⌧ T , where
T is the total simulation time. For both equations we used a
time step d t = 0.05 (in 1D and 2D) and spatial grid dx= 0.25
(in 1D), dx = 0.65 (in 2D), and the number of nodes for the
discretization in 1D was Nx = 4096, and in 2D in both di-
rections was Nx = Ny = 512. Simulations were first relaxed
for a time T1 = 5⇥ 106 (1D) and T1 = 2.5⇥ 105 (2D) and
later configurations were recorded every DT = 250 (1D) and
DT = 50 (2D), for a total simulation time T2 = 1⇥ 107(1D)
and T2 = 5⇥105 (2D).
Figure 4 presents the non-scaled structure factor for differ-
ent values of the spatial coupling exponent b in d = 1 and
d = 2 spatial dimensions. As predicted by the scaling analy-
sis, a decrease in S(k) is obtained for b> d, namely b= 2 and
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FIG. 3. (a) Two representative |Qj4| time series for particles in the
solid or liquid phase. (b) Standard deviation of |Qj4|, s|Qj4|, versus
h|Qj4|i for G = {2.5,4,6}. The quantities are computed over a time
series of 0.4s, as those shown in (a). The shaded regions show the
classification of particles in the liquid and solid phases during the
analyzed time series, using |Qj4| 0.4 and |Qj4|  0.7 respectively.
b= 4 is 1D, and only for b= 4 in 2D. Complementary to the
main results in the letter, the structure factor is also analyzed
in detail in 1D. Again, hyperuniformity is obtained when ap-
proaching the critical point, with an exponent a = 1.58±0.10
both for b= 2 and b= 4 (see Fig. 5).
Experimental number particle variance
In order to quantify the spatial correlations, the average
number of particles hNi and its variance s2N ⌘ hN2i   hNi2
in boxes of different sizes are measured. From each image we
compute the number of particles in subsystems of different
size, defined by square windows ranging in size from a⇥ a
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FIG. 4. Static structure factor S(k) obtained from the numerical so-
lution of the model in 1D and 2D for different values of the spatial
coupling exponent b. The control parameters are n = 0.0002 for 1D
and n = 0.0001 for 2D.
to 80a⇥ 80a. Due to the presence of some spatial hetero-
geneities, each square window of size ` is displaced through-
out the entire image (excluding 10a at each border), which
gives us a spatial average of N. Then, for the set of images at
a fixed G we determine, for each subsystem size, the average
hNi over all images and thus, its standard deviation, sN(`).
In Fig.4a of the paper we shown the behavior of s2N(`) for
different accelerations G.
Synthetic number particle variance
For a finite 2D system of size L⇥ L, the density field, its
Fourier transform, and inverse transform are
r(r) =
N
Â
i=1
d (r  ri), erk = NÂ
i=1
eik·ri , r(r) = L 2Â
k
erke ik·r.
(1)
Here ri are the positions of the particles and the wavevectors
are k= (2pnx/L,2pny/L), with nx,y 2 Z. In a subvolume `⇥
`, the number of particles is
N(`) =
Z
`⇥`
r(r)d2r. (2)
Using the expression for the inverse transform and noting that
for a statistically homogeneous system, hrki=Ndk,0, the vari-
ance in the number of particles in the subvolume can be com-
puted in terms of the structure factor as [6]
s2N(`) =
r20
N Â
0
k
S(k)|w(k,`)|2, (3)
where
w(k,`) =
Z
`⇥`
e ik·rd2r (4)
is the Fourier transform of the subvolume indicatrix and the
prime indicates that k = 0 should be excluded from the sum.
For the square subvolumes considered here,
|w(k,`)|2 =

2sin(kx`/2)
kx
 2 2sin(ky`/2)
ky
 2
. (5)
It can be easily verified that the correct limiting values are
obtained: lim`!0s2N(`) = lim`!Ls2N(`) = 0. For large box
sizes, the sum in Eq. (3) of this supplementary document can
be casted into an integral when (x,y) ⌘ (kx`,ky`) are quasi-
continuous variables. If the structure factor follows a power
law, S(k) = S0ka ,
s2N(`) =
r0S0
4p2
`2 a
⇥
Z 2p`/ac
2p`/L
(x2+ y2)a/2

4sin(x/2)sin(y/2)
xy
 2
dxdy,
(6)
where ac is an ultraviolet cutoff that indicates when the con-
tinuous description breaks down. For a < 1, the integral
converges in the thermodynamic limit (L! •), resulting in
s2N(`)⇠ `2 a . For a = 1, the lower limit of the integral must
be considered, in which case s2N(`) ⇠ ` log` [7]. In order to
determine the effects of finite experimental sizes, we fit the
measured structure factor in the range ka< 0.6 to the function
S(k) =
S0ka
1+S1(ka)n
, (7)
with S0 = 9.49, S1 = 72.7, n= 2.4, which captures the growth
and the maximum at ka ⇡ 0.2. This is done for G = 4.40 <
Gc. Note that for simplicity we use a = 1, although almost
identical results are obtained for a = 1.12. With this function,
the variance (3) is directly computed for different system sizes
(Fig. 2f of the paper). In practice, the sum is done for |nx,y|
nmax and the sum converges using nmax = 100 for Lx = 100a
and using nmax = 600 for Lx = 1000a.
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FIG. 5. Numerical solution of the model in 1D. Top: Scaled structure factor S(k)/S1 for different values of n . The solid lines are the results of
the fit S(k) = S0+S1ka , for small wavevectors, with a = 1.58. Bottom: Scaled offset S0/S1 as a function of the distance to the critical point.
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