Abstract-The primate visual system actively selects visual information from the environment for detailed processing through mechanisms of visual attention and saccadic eye movements. This study examines the statistical properties of the scene content selected by active vision. Eye movements were recorded while participants free-viewed digitized images of natural and arti cial scenes. Fixation locations were determined for each image and image patches were extracted around the observed xation locations. Measures of local contrast, local spatial correlation and spatial frequency content were calculated on the extracted image patches. Replicating previous results, local contrast was found to be greater at the points of xation when compared to either the contrast for image patches extracted at random locations or at the observed xation locations using an image-shuf ed database. Contrary to some results and in agreement with other results in the literature, a signi cant decorrelation of image intensity is observed between the locations of xation and other neighboring locations. A discussion and analysis of methodological techniques is given that provides an explanation for the discrepancy in results. The results of our analyses indicate that both the local contrast and correlation at the points of xation are a function of image type and, furthermore, that the magnitude of these effects depend on the levels of contrast and correlation present overall in the images. Finally, the largest effect sizes in local contrast and correlation are found at distances of approximately 1 deg of visual angle, which agrees well with measures of optimal spatial scale selectivity in the visual periphery where visual information for potential saccade targets is processed.
INTRODUCTION
The primate visual system receives an enormous amount of visual information as input, and rather than attempting to fully process all this information, portions of the input are selected for detailed processing while the remaining infor-¤ To whom correspondence should be addressed. E-mail: niebur@jhu.edu mation is left relatively unprocessed. Mechanisms of visual attention control this selection process by guiding eye movements toward regions of interest in the visual scene. Under natural viewing conditions, humans sequentially sample parts of the visual scene by making rapid eye movements, called saccades. The highresolution foveal representation in the retina and the non-linear mapping from the retina to the cortex serve to lter out a large fraction of the incoming visual information and focus processing on limited regions of interest. The goal of this study is to examine the statistics of the scene content which is selected by active vision to better understand the mechanisms that control the guidance of eye movements.
For a long time there has been a substantial interest in understanding the mechanisms that control eye movements. The detailed study of eye movements extend back to the seminal works of Yarbus (1967) , focusing on the behavioral aspects, and Robinson (1964) , focusing on the neurophysiological aspects of eye movements. Since that time, signi cant progress has been made on understanding many of the mechanisms that control the dynamics of eye movements. Despite this, the mechanisms that control the guidance of eye movements while viewing complex natural scenes still remains, to a large degree, elusive.
Some progress in understanding the guidance of eye movements has been made by relying on research in the eld of selective attention. Two general classes of selection mechanisms control the allocation of attention. First, bottom-up selection involves fast, and often compulsory, stimulus-driven mechanisms. That is to say that particular parts of the visual input are selected based on the properties of that input. For example, movement in the peripheral visual eld such as a shooting star, or a unique feature such as a single red apple among green apples will automatically attract attention. Such salient stimulus features capture attention in visual search tasks (Yantis and Jonides, 1984) and in uence the guidance of eye movements in free-viewing of natural scenes (Parkhurst et al., 2002) .
On the other hand, top-down selection, is a slower, goal-directed mechanism where the observer's expectations or intentions in uence the allocation of attention. For example, it is well known that task demands (Yarbus, 1967; Land and Lee, 1994) and internal models (Noton and Stark, 1971a, b; Henderson and Hollingsworth, 1998) can have a substantial in uence on eye movements.
In general, attention allocation and consequentially, eye movements, are determined by the combination of stimulus-driven and goal-directed mechanisms. An important consequence of these selection mechanisms is that they determine the statistical properties of the input that enters the visual system. These selection processes may be optimized to sample highly informative scene regions or more speculatively, to maximize coding ef ciency in the visual system (Olshausen and Field, 1996; Vinje and Gallant, 2000) . This study quantitatively examines the statistics of the scene content which is selected by eye movements made by normal observers free-viewing natural images.
QUANTITATIVE ANALYSES OF IMAGE STATISTICS
Over the years, a number of studies have examined eye movements in complex natural scenes under a variety of task conditions. For the most part, these studies have made qualitative claims about the relationship between eye movements and stimulus properties. Only recently, with rapidly improving eye tracking techniques and readily available computational resources for image processing have extensive, parametric and quantitative analyses on stimulus properties been conducted.
Some of the earliest studies of eye movements examined the kinds of stimuli that people tend to xate when free-viewing complex scenes. The results of these studies indicated that observers preferentially look at people and faces, which suggests a potentially signi cant role for top-down in uences (Buswell, 1935; Yarbus, 1967) . Later, more quantitative analyses indicated that observers look at regions which are deemed to be informative (Mackworth and Morandi, 1967; Antes, 1976) . In this case, informativeness was determined by independent raters and therefore likely to be both a function of semantic (top-down) and visual (bottom-up) stimulus features.
More recent evidence suggests that top-down semantic in uences affect attentional guidance. For instance, objects in a scene that are inconsistent with the scene context receive longer and more frequent xations (Loftus and Mackworth, 1978; De Graef et al., 1990; Henderson and Hollingsworth, 1998; Henderson et al., 1999) . Furthermore, individual observers can exhibit repetitive, idiosyncratic scanpaths upon multiple viewings of a stimulus (Noton and Stark, 1971b) , suggesting that an internal representation is created on initial viewing that later serves to guide attention.
Some of the earliest research to quantitatively examine the relationship between image features and xation locations was conducted by Mannan et al. (1996 Mannan et al. ( , 1997 . Eighteen participants free viewed a set of eleven images for a total of 3 s. The images were of people, buildings, landscapes and animals. Several image features were examined including luminance maxima, local contrast, edge density, and regions of high spatial frequency content. A similarity index was calculated between the locations of image features and locations of xation. Interestingly, once the non-uniform, centrally biased distribution of xation locations was accounted for, only the similarity indices for edge density and image contrast were signi cantly greater than that expected by chance. These quantitative results suggest that edges and intensity contrast play a role in guiding eye movements when viewing complex natural scenes.
More recently, Reinagel and Zador (1999) directly examined the local image statistics at the points of gaze. The eye movements of ve participants were recorded while viewing sixty nine natural images, each for ten seconds. Image patches of 1 deg were extracted from the viewed image every 20 ms at the instantaneous points of gaze and collected into an ensemble. A measure of contrast was calculated with this participant-selected ensemble and found to be on average 1.20 times that observed in image patches extracted from randomly chosen locations in the image. Additionally, the two-point spatial correlation between the central point in each image patch (i.e. the point of gaze) and locations close to the central point was examined. Although it has long been known that neighboring pixels in images of natural scenes tend to show some degree of correlation due to, for example, common lighting, Reinagel and Zador (1999) showed that the correlation of neighboring pixels in the image patches at the points of gaze was less than that obtained with an ensemble of image patches extracted from random locations. In other words, pixels in the selected image patches were decorrelated with the point of gaze. Finally, they demonstrated that small, high-contrast image patches extracted from the image also show a decorrelation of neighboring pixel intensities, linking the two results. Krieger et al. (2000) conducted a similar study where eye movements were recorded while participants viewed seven images spanning a variety of image types including faces, landscapes, buildings, and arti cial computer graphics. Measures of the spatial variance, the spatial frequency power spectrum and the spatial frequency bispectrum 1 were obtained for small image patches extracted only at the points of xation, not at the points of gaze as was done by Reinagel and Zador (1999) . The points of xation include only those locations where the eye is stable and able to process detailed visual information, while the points of gaze include points obtained during saccades. They found that the spatial variance in this participant-selected sample of image patches was on average 1.35 times that observed at random locations in the image. This result is similar to the contrast value obtained by Reinagel and Zador (1999) , although obtained with a slightly different analysis technique. In contrast to the results of Reinagel and Zador (1999) , Krieger et al. (2000) observe no signi cant differences between the power spectra of the participant-selected image patches and randomly selected image patches.
2 Krieger et al. (2000) conclude from this result that second-order image statistics are not 'suf cient' to characterize the structure of the participant-selected image patches and therefore they examine higher-order statistics. They report that differences are observed between the spatial frequency bispectrum of the participant-selected image patches and the bispectrum of randomly selected image patches. This result is interpreted as indicating that two-dimensional features, for example curves or T-junctions, can guide eye movements.
These studies come to different conclusions regarding the importance of different statistics used to characterize the scene content selected by active vision, and consequently the stimulus properties which are most in uential in the guidance of attention and eye movements. To resolve this controversy, we re-examine these image statistics in image patches extracted at the points of xation observed when participants free-view static images. Furthermore, we take the additional step to examine these statistics as a function of image type.
In the results that follow, we replicate the contrast and correlation results of Reinagel and Zador (1999) but nd quantitatively stronger effects. A discussion of methodological differences is given that provides an explanation for these differences. Using a similar method to that of Krieger et al. (2000) , we nd, contrary to the results of Krieger et al. (2000) , signi cant differences between the second-order spatial correlations of participant-selected image patches and randomly selected image patches. A discussion of differences in analytical, methodological and statistical techniques is given that provides an explanation for these differences as well.
EXPERIMENTAL METHOD

Participants
Four Johns Hopkins students (2 female) were paid for participation in the experiment. Each participated in 3 half-hour sessions, with a break every 5 min. All participants had normal or corrected-to-normal vision and all were naive with respect to the purpose of the study.
Stimuli
Over the course of the experiment, participants were presented images from four different databases. Two of the image databases contained 100 images ('home interiors' and 'fractals') while the other two contained 50 images ('natural landscapes' and 'buildings and city scenes'). Each image was presented exactly once to each participant for a total of 300 trials. For three of the databases (home interiors, natural landscapes, and buildings and city scenes) the images were digitized from photographs whereas the remaining database (fractals) was computer generated. All images were displayed fullscreen at a resolution of 640 £ 480 pixels in 16-bit color mode. Representative images are shown in black and white in Fig. 1. 
Procedure
Prior to beginning the experiment, participants were told to free view the images and that the only requirement was that they 'look around in the images'. At the beginning of each trial only a xation cross was presented in the center of the screen and the participants were required to xate centrally and to press a mouse button to commence the trial. At this time, an image was presented for a period of ve seconds. Subsequently, the display was blanked and the xation cross for the next trial was displayed. Participants viewed each image once until the database was exhausted. Image type was blocked such that all images from one database were viewed before proceeding to the next database.
Experimental setup
Participants were seated comfortably at a normal viewing distance (58 cm) in front of a standard 17 inch computer screen (cathode ray tube) that was used for stimulus presentation. All stimuli were presented fullscreen subtending 30.0 deg of visual angle horizontally and 22.4 deg vertically. A custom-made head rest provided support for chin and forehead in order to minimize the effects of head movements. 
Eye tracking
An ISCAN model RK-416 eye tracker was used to monitor eye position. This model is a real time digital image processor that tracks the center of the participant's pupil and measures its size from an infrared video image of the participant's eye. The unit determines the position of the pupil over the two-dimensional matrix of the eye imaging camera. Pupil coordinates and diameter are computed at a rate of 60 Hz. A bi-cubic nonlinear interpolation (cubic in both horizontal and vertical dimensions) between a grid of nine calibration points was used to calibrate the eye tracker (Stampe, 1993) . This procedure helped to minimize errors from non-linearities due to infrared source re ections. Additionally, the calibration was adjusted using a procedure where an eye sample from the xation point at the beginning of each trial was used to re-align the original nine point interpolation. Full recalibration and adjustment of the eye tracker was intermittently required during a block of trials in the case of excessive head movements. Fixation locations and durations were extracted from the raw eye tracking data using velocity (saccadic velocity: greater than 30 ± /s) and duration ( xation duration: greater than 100 ms) criteria (Stampe, 1993) .
At the beginning of each section of 25 trials, the eye tracker was calibrated. The calibration phase consisted of a series of 9 xation crosses that the participants were required to sequentially xate. At the end of each section, an eye tracking error measurement was taken by having the participants xate ten randomly positioned crosses. The mean distance between the actual and obtained positions was used to estimate the quality of eye tracking. The participants were given the opportunity to take a short break before the next section of trials.
IMAGE ANALYSIS
The images from each of the databases were analyzed using standard Fourier analysis techniques. The average power spectrum for each image database is presented in Fig. 2 . The average spatial frequency content differs from database to database. Most notably, the power in the horizontal and vertical orientations is much stronger in the home interiors than in the other databases. The natural landscapes and buildings and city scenes databases have substantial power in the vertical orientation consistent with the presence of trees and walls, respectively. For natural images in general, power .R/ decreases with increasing spatial frequency .f /. More speci cally, the relationship between power and spatial frequency is well characterized as
where m is a slope constant (Field, 1987; Ruderman and Bialek, 1994) . The slope constant describes the rate at which power drops off with increasing spatial frequencies. A least squares estimate of m was calculated for each image and averaged across images within a database. The calculated means and standard errors of those means are given in Table 1 .
EYE MOVEMENT ANALYSIS
Fixation locations, xation durations, and saccade lengths were extracted using the criteria described in Section 3.5. Given that previous reports have indicated that participants are biased to xate central locations when viewing natural images (e.g. see Mannan et al., 1995 Mannan et al., , 1996 Parkhurst et al., 2002) , the observed distribution of xation locations was examined. Shown in Fig. 3 are the normalized distributions of xation locations for each image database. The means and standard deviations of all measured eye movement statistics are presented in Table 2 . A strong central bias is seen for fractals which is substantially reduced with the other image databases, especially home interiors. There is a slight bias to look up in home interior images (presumably at objects on the walls) and down with the buildings and city scenes (presumably away from the often empty skyline). There is also a slight tendency to xate longer when viewing fractals. 
IMAGE ENSEMBLES
The analyses in Sections 8, 9 and 10 will examine the image statistics of small image patches (65 ± in radius) extracted from the images .30 ± £ 22:4 ± / presented to participants. Three types of image ensembles were generated for each image.
First, a participant-selected image ensemble P .i/ was created for each image i by extracting image patches centered on the xation locations observed across all participants. The average image statistics of these ensembles characterize the image statistics which are selected by active vision.
Second, a comparison ensemble is created for each image by extracting image patches from randomly chosen locations instead of using the xation locations. Each location in the image has an equal probability of being chosen. This uniformly selected image ensemble U .i/ characterizes the statistics of each image as a whole, and serves as a baseline against which to compare the participant-selected image ensemble. If the image statistics of the participant-selected image ensemble and the uniformly selected ensemble differ, it suggests that active vision is selecting certain image properties over others.
Finally, another comparison ensemble is created to control for the fact that viewers are biased to xate central image locations (see Section 5). It may be that the image statistics in the center of the images differ from the statistics of the images as a whole. If this is the case, the tendency to xate central locations may be due to active selection of these locations. Alternatively, it could be that other factors not dependent on stimulus properties explain this effect, for example a motor bias to make short saccades. A more conservative comparison ensemble, an imageshuf ed ensemble S.i/, is created by extracting image patches at the observed xation locations (tending to be central) but from another image in the same database. To accomplish this, the images used to create this ensemble are randomly shuf ed across trials (but not across image databases). If the image statistics of the participant-selected image ensemble and the image shuf ed ensemble differ, this suggests that active vision is indeed selecting certain image properties over others and that this effect is not due solely to a bias to xate centrally. It is important to note that if the bias to xate centrally is in part due to active selection based on image properties, that this more conservative image-shuf ed ensemble will underestimate the magnitude of the actual differences.
The three ensembles are created for each image utilizing either the xation locations obtained across all participants or random locations as described above. The relevant analyses, described later, are then applied to each ensemble and the results obtained using the ensemble for each image within an image database are averaged. Each type of ensemble (participant-selected, uniformly selected or imageshuf ed) contained an identical number of image patches, only differing in the way in which the patches were selected, as described above. Fixations made near the edge of the image where the patch would extend beyond the image border were not included in the analysis to avoid clipping effects. This constraint had little consequence when the image patch was small relative to the image size, especially given the tendency of viewers to xate central locations. When using larger image patches, this constraint biased the observed image statistics towards that present in the center of the images. As discussed later, this constraint only served to slightly reduce the differences observed with large image patches.
INFERENTIAL ANALYSES
To evaluate the signi cance of any differences observed between the participantselected and the comparison ensembles, bootstrapping procedures are utilized. The standard error of any arbitrary sample statistic can be estimated by the standard deviation of its bootstrap resampling distribution (Efron and Tibshirani, 1993) . The bootstrap resampling distribution is generated by repeatedly calculating the statistic of interest on independently resampled versions of the empirical dataset. Bootstrap resampling distributions are calculated for the baseline comparison ensembles by recalculating the statistic of interest on image ensembles generated from different sets of random locations for the uniformly selected case U .i/, or generated from the points of xation using different sets of randomly shuf ed images for the imageshuf ed case S.i/. All standard errors are based on the distribution of 500 bootstrap replications. Error bars shown in all gures represent plus or minus one standard error of the calculated statistic estimated in this way.
To determine if the statistics calculated using the participant-selected ensemble signi cantly differ from those obtained in the comparison conditions, a p-value for the statistic calculated using the participant-selected sample will be calculated from the comparison bootstrap distribution. A signi cance level of ® D 0:05 is used throughout this study. In all gures, the lightly shaded regions indicate a nonsigni cant difference as determined through this method while the unshaded regions indicate a signi cant difference. Because the image-shuf ed comparison ensemble is almost always the more conservative ensemble, that is to say that it leads to the smallest difference, the shading in the gures is based on differences in the statistics calculated using the participant-selected and the image-shuf ed ensembles.
LOCAL CONTRAST ANALYSIS
As reviewed earlier, it has been commonly found that contrast is higher at xation locations than at other locations. The goals of the analysis in this section are threefold. First, the analysis aims at replicating previous results that show greater contrast at the points of xation. Second, the analysis will extend previous results by examining the spatial scale of contrast, which is most important in guiding eye movements. This will be accomplished by calculating contrast at the points of xation utilizing a range of image patch sizes. As contrast is a local measure of the variability of image intensity, its value depends on the size of the region over which it is calculated. Finally, the analysis will examine contrast at the points of xation as a function of image type.
Method
For the purpose of this analysis, contrast is taken as the standard deviation of pixel intensities within an image patch. The contrast within one patch is thus given by
where I .x; y; p; i/ is the intensity of a pixel at location .x; y/ in patch number p of ensemble i, N I .p; i/ is the mean intensity within the patch, and r is one half of the image patch width in pixels.
Average contrast C.r/ is then calculated across image patches in each ensemble and across ensembles within each image database and is given by
where N is the number of ensembles (one ensemble for each image in a database), and M.i/ is the number of image patches in ensemble i. In the results that follow, contrast is calculated using image patches ranging in r from 0.5 to 5 deg. Pixel intensity is calculated as the average of the red, green and blue components of the RGB formatted bitmaps and ranges from 0 to 255. Fig. 4 is the average contrast as a function of image patch size for each image database. The contrast of the participant-selected image ensemble, shown as a dashed line with a circle symbol, tends to be greater than that observed for the uniformly selected image ensemble, shown as a solid line with a square symbol, and greater than that observed for the image-shuf ed ensemble, shown as a solid line with a triangle symbol. It is only for home interiors with patch sizes greater than approximately 3.5 deg that the difference between the participantselected and the image-shuf ed ensembles fails to reach statistical signi cance (areas with non-signi cant differences are shaded in gray). The largest differences observed between the participant-selected and the image-shuf ed ensembles occurs for patches with a size of approximately 1 deg. The patch size with the largest difference is indicated by an arrow in Fig. 4 for each image database, and is also given in Table 3 .
Results
Shown in
Discussion
The results of this analysis replicate previous results and indicate that contrast at the points of xation is reliably greater than that at randomly selected points. In addition, the contrast at the points of xation is greater than the contrast at those same points in other images. These results suggest that eye movements tend to be guided toward regions of high contrast. To determine the spatial scale of contrast most important in this effect, the analysis was conducted using a range of image patch sizes. For very small or very large image patches, the observed differences were small and sometimes non-signi cant, but for intermediate patch sizes, the differences were much larger. As can be seen from Fig. 4 , the greatest difference tends to be observed for image patches with a radius of approximately 1 deg. A similar value is obtained in each database. The importance of this result is discussed in Section 11.3. Another result of interest is that the magnitude of the difference between the contrast observed with the participant-selected and the image-shuf ed ensemble varies with image type. On average, bigger differences are observed for the image databases that tend to have a high degree of local contrast. The contrast obtained using the uniformly selected image patches provides an estimate for the average local contrast in an image database. This relationship can be seen in Table 3 where the average contrast at uniformly selected locations (across all image patch sizes) can be compared to the magnitude of the difference between the contrast obtained with the participant-selected and the image-shuf ed ensembles.
A plausible interpretation of this result is that when many high-contrast stimuli are in a scene, attention is strongly attracted to these locations. In scenes with few highcontrast stimuli, no one location will tend to attract attention and other factors, not dependent on image statistics will guide attention.
SPATIAL CORRELATION ANALYSIS
As described earlier, Reinagel and Zador (1999) examined the two-point spatial correlation between local pixel intensities. It is well known that local pixel intensities tend to be correlated in images of natural scenes and that this correlation drops as a function of distance between the pixels. Reinagel and Zador (1999) found that the pixels at the points of gaze tend to be less correlated with surrounding pixels than the same correlations obtained from randomly selected image patches or image patches extracted from an image-shuf ed database. In other words, pixel intensities in the participant-selected image patches were decorrelated with the point of gaze. This result suggest that active vision guides eye movements toward regions of low correlation. Krieger et al. (2000) examined the spatial correlations in image patches extracted from the points of xation using frequency domain techniques. Contrary to the results of Reinagel and Zador (1999) , no signi cant differences in spatial correlations were found. From this result, Krieger et al. (2000) concluded that second-order statistics are 'insuf cient' to describe the statistics of the image patches extracted at the points of xation and therefore they examine higher-order statistics.
To help resolve these con icting results, we conduct an analysis that is similar to that used by Reinagel and Zador (1999) to re-examine whether pixels at the points of xation are less correlated with neighboring pixels compared to the correlation obtained with random points. To evaluate the statistical signi cance of any observed effects, we use the bootstrapping procedure described in Section 7. In addition, the analysis will extend previous results by examining differences as a function of image type.
Method
The two-point correlation function gives the correlation between the points at location .x 1 ; y 1 / and the points at location .x 2 ; y 2 / in an ensemble of image patches and is given by 
where the intensity of a pixel at location .x; y/ in patch number p of image ensemble i is given by I .x; y; p; i/, the mean intensity across all patches in the ensemble at location .x; y/ is given by N I .x; y; i/, and M is the total number of patches in the ensemble. Because we are particularly interested in examining the correlation of pixel intensities at and around the point of xation, the two-point correlation function is limited to the correlation of the pixels at the center of the patch .0; 0/ with pixels at other locations .x; y/. Furthermore, for averaging purposes, the correlation is normalized by the autocorrelation of the central pixel. The normalized two-point correlation R.x; y/ averaged across ensembles for an image database is given by 
where N is the number of ensembles in an image database. By converting to polar coordinates and averaging over angle, the normalized two-point correlation function can be restated R.d/ in terms of the distance d from any pixel in the patch to the central pixel of the patch. Fig. 5 is the average normalized correlation obtained using image patches with a radius of 1 deg as a function of the distance from the point of xation. The local correlations of the participant-selected image ensemble, shown as a dashed line with a circle symbol, tend to be less than that observed for the uniformly selected image ensemble, shown as a solid line with a square symbol, and less than that observed for the image-shuf ed ensemble, shown as a solid line with a triangle symbol. It is only for small distances from the point of xation that the difference between the participant-selected and the image-shuf ed ensembles fails to reach statistical signi cance (areas with non-signi cant differences are shaded in gray).
Results
Shown in
To examine the spatial scale of selection, the analysis was also conducted using image patches with a radius of 4 deg. The results of this analysis are shown in Fig. 6 . For the most part, differences between the correlations obtained with the participant-selected and image-shuf ed ensembles were still signi cant at a distance of 4 deg. The largest differences observed occurred for distances just over 1 deg. The distance with the largest difference is indicated by an arrow in Fig. 6 for each image database, and is also given in Table 3 .
Discussion
The results of this analysis replicate the results of Reinagel and Zador (1999) , indicating that the pixels at the point of xation tends to be less correlated with surrounding pixels than the correlation obtained using randomly selected locations. In addition, even when compared to the correlation obtained with the image-shuf ed database, the correlation obtained using the participant-selected image database is still smaller. These results suggest that eye movements tend to be guided toward regions where pixel intensities are decorrelated. To determine the spatial scale most important in this effect, the differences in correlation obtained using the participant-selected and the image-shuf ed ensembles were examined at a number of distances from the point of xation. For very small or very large distances, the observed differences were small and sometimes non-signi cant, but for intermediate distances, the differences were much larger. As can be seen from Fig. 6 , the greatest decorrelation tends to be observed for distances just greater than 1 deg. A similar value is obtained in each database. The importance of this result is discussed in Section 11.3. Another result of interest is that the magnitude of the decorrelation varies with image type. On average, a stronger decorrelation is observed for the image databases that tend to have a high degree of local correlation. The correlation obtained using the uniformly selected image patches provides an estimate for the average correlation in an image database. This relationship can be seen in Table 3 where the average correlation at uniformly selected locations (across all distances) can be compared to the magnitude of the decorrelation. This effect can be explained by the fact that images with high local correlation will tend to have many regions that are relatively homogeneous which are infrequently xated. For example, in the buildings and city scenes database, an empty skyline was often present in the image and participants rarely xated this region.
As discussed earlier, in the cases where an image patch extended beyond an image boundary, that image patch was not included in the ensemble. This only occurred when an image patch was less than 4 deg from an image boundary. Exclusion of an image patch was a relatively rare occurrence due to the size of the image (30 ± £ 40 ± ) as well as the tendency to xate central image regions. In some cases, a consequence of this exclusion was a slight decrease in the observed correlations. This can be best seen by comparing the correlation obtained for the uniformly selected image ensemble at equivalent points in Figs 5 and 6. This decrease in correlation is due to the fact that the correlation of local pixel intensities in the center of most images tends to be lower than in the periphery. This reduced correlation in the center of images is most likely due to photographer bias to place important scene details near the center of images. Overall, the correlations obtained with 4 deg patches are slightly lower and the differences between the correlations obtained with each type of ensemble tend to be a bit smaller that those obtained with ensembles of 1 deg image patches.
Comparison with previous results
Reinagel and Zador (1999) report that the correlation observed with their participantselected ensemble was approximately 0.05 less than the correlation observed for their image-shuf ed ensemble at a distance of 0.75 deg. On average, we nd a slightly larger difference of 0.064 at this distance. This difference varies as a function of image type ranging from 0.036 to 0.11. On average, we nd a maximum difference (at any distance) of 0.073 which ranges as a function of image type from 0.044 to 0.12. There are a number of potential reasons for the larger differences that we observe. First, differences in image types could underly this discrepancy. Their results were obtained using an image database that consisted of 55 percent natural landscapes, 25 percent man-made objects such as buildings and the remaining 20 percent contained animals. Arguing against this explanation, the databases that we used with images most similar to those that they used (natural landscapes and buildings and city scenes) showed the largest differences (0.068 and 0.12 respectively). Other differences in overall image properties may instead be responsible. For example, their images were in grey scale while ours were in color. Previous research indicates that color can attract attention during free-viewing of natural scenes (Parkhurst et al., 2002) .
More likely, differences in analysis techniques account for the larger differences we observe. Reinagel and Zador (1999) create their image ensembles by extracting image patches at the point of gaze every 20 ms, beginning 400 ms and ending 4 s after stimulus onset. We extract image patches only at the points of xation, when the eye is stationary, during the entire duration of the ve second trial. It is known that when viewing static stimuli, humans make rapid, saccadic eye movements followed by periods of xation. Detailed processing of visual input is, for the most part, only possible when the eye is relatively stationary, during periods of xation. Furthermore, during eye movements, evidence suggests that visual sensitivity is suppressed (Burr et al., 1994) . By including image patches extracted at the point of gaze, their results underestimate the true decorrelation. Most likely, only the points of xation are actively selected by vision rather than the entire eye movement path. Furthermore, xations made within the rst 400 ms after stimulus onset are likely to be heavily stimulus dependent due to the generally slow onset of top-down in uences, and thus this exclusion should further underestimate the true decorrelation.
Other differences in the analysis techniques may also contribute to the differences in effect size. For example, Reinagel and Zador (1999) average their results over only horizontal and vertical orientations whereas we average over all orientations. As can be seen in Fig. 2 , more spatial frequency power tends to be concentrated at horizontal and vertical orientations than at the diagonal orientations. Using image patches of 4 deg, we nd that local correlations (from the uniformly selected image ensemble) tend to be approximately 11 percent higher on horizontal and vertical orientations than on the diagonal orientations. Consistent with the positive relationship between the strength of local correlations and the strength of the decorrelation for the participant-selected ensembles that we described in Section 9.3, the decorrelation tends to be approximately 18 percent stronger on the horizontal and vertical orientations than on the diagonal orientations. This difference suggests that examining the correlations only on the horizontal and vertical orientations leads to an overestimation of the average degree of decorrelation at the points of xation.
Together, the underestimation due to selecting points of gaze and the overestimation due to analyzing only the correlations on the horizontal and vertical orientations lead Reinagel and Zador (1999) to an estimate of the decorrelation that was approximately 28 percent smaller than the decorrelation that we obtained, on average. Therefore, we feel that it is important that any subsequent studies wishing to examine image content selected by active vision, utilize the image content at the points of xation rather than the points of gaze and furthermore, that an as detailed as possible characterization of the image content and analysis techniques be provided.
AUTOCORRELATION ANALYSIS
As discussed earlier, Krieger et al. (2000) examined the spatial correlations in image patches extracted from the points of xation but found no signi cant differences in spatial correlations compared to that obtained with randomly selected image patches. Their results con ict with that obtained by Reinagel and Zador (1999) and the result that we obtained in Section 9. There are a number of potential reasons explaining why they failed to nd signi cant differences. In this section we explore differences in analysis techniques.
The analysis in this section examines the spatial correlations present in image patches extracted from the points of xation using a technique similar to that used by Krieger et al. (2000) who examine spatial correlations using the spatial frequency power spectrum of image patches extracted from the points of xation. The spatial frequency power spectrum provides a description of the degree to which individual spatial frequencies are present in a signal (an image in this case). Image analyses are often conducted in the frequency domain given that some computational operations are simpli ed, but other factors such as the representation of the data, or the processes used by the system under study can in uence the choice of analysis techniques.
We conduct our analysis in the space domain utilizing the autocorrelation function. We do this to facilitate comparison of the results with the results obtained with the two-point spatial correlation analysis presented in Section 9. The autocorrelation function is the space domain counterpart to the power spectrum in the frequency domain. That is to say that the autocorrelation function can be obtained by simply taking the inverse Fourier transform of the power spectrum. The autocorrelation function describes the correlation between values of a signal at given distances. The results of our analysis would be identical if conducted in the frequency domain using power specra.
Method
The autocorrelation of an image patch p obtained from an ensemble i is given by
where the image patch dimensions are U £ V . The autocorrelation is calculated for each image patch and averaged over patches and ensembles in an image database to give the average autocorrelation:
S.x; y; p; i/:
By converting to polar coordinates and averaging over angle, the average autocorrelation function can be restated S.d/ in terms of the distance d from any pixel in the autocorrelation to the central pixel in the autocorrelation. Fig. 7 are the autocorrelations obtained for each image database using image patches with a radius of 1 deg. For the fractals and the buildings and city scenes databases, the correlations obtained using the participant-selected image ensemble, shown as a dashed line with a circle symbol, tends to be less than that observed for the uniformly selected image ensemble, shown as a solid line with a square symbol, and less than that observed for the image-shuf ed ensemble, shown as a solid line with a triangle symbol. It is only for small distances from the point of xation that the difference between the participant-selected and the imageshuf ed ensembles fails to reach statistical signi cance (areas with non-signi cant differences are shaded in gray). On the other hand, for the natural landscapes database, no signi cant differences were found between the correlations obtained with the participant-selected and the image-shuf ed correlations. In the home interiors database, only distances of approximately one degree showed a signi cant difference. Comparing the correlations obtained using the autocorrelation function in Fig. 7 to those obtained using the two-point spatial correlation function in Fig. 5 , it can be seen that the autocorrelations tend to be much higher than the two-point spatial correlations. In addition, the differences between the correlations obtained with participant-selected and the image shuf ed-ensemble tended to be smaller for autocorrelation than for the two-point spatial correlation. 
Results
Shown in
Discussion
The results of this analysis in part agree with the results obtained by Krieger et al. (2000) . They found no signi cant differences between the power spectra obtained with participant-selected image patches and randomly selected image patches. For the most part, we did not nd any signi cant differences in the autocorrelations obtained with the natural landscape or the home interior databases. On the other hand, we did nd signi cant differences in the fractals and the buildings and city scenes databases. The autocorrelations obtained with the participant-selected ensembles were less than that obtained with the image-shuf ed ensemble which were in turn less than that observed with randomly selected ensembles.
There are a number of potential reasons that our results differ from those of Krieger et al. (2000) obtained with essentially the same analysis techniques. First, we examine four different image types separately and we test a large number of images of each type. Krieger et al. (2000) utilized only 7 images, of varying type, in their analysis. As we have found, the difference in statistics seen at the points of xation depend on average image statistics present in the images. It is possible that the average image statistics present in their and our images are very different. It is also possible that they observed no signi cant differences in their analyses due to a lack of statistical power. We examined that statistics at the point of xation in a large number of images and used bootstrapping techniques to evaluate the signi cance of these differences. Had we used only seven images, the differences we observed most likely would not have been signi cant. However, the size of any effect, and therefore its statistical signi cance, would clearly depend on the type of images used.
To understand the difference in results obtained using the two-point spatial correlation analysis of Reinagel and Zador (1999) and the autocorrelation analysis of Krieger et al. (2000) , it is important to understand the difference between the correlation that each analysis measures. The primary difference is that the autocorrelation measures the average correlation between any two points at distance d in an image patch, whereas the normalized two-point spatial correlation measures only the correlation between the central pixels and other pixels at distance d in the image patches.
This difference can be seen by comparing equations (5) and (6). In equation (5), the average normalized two-point correlation is just the correlation between the central pixel in each patch and the pixel in each patch at distance .x; y/, normalized by the correlation of the central pixels with themselves. Only pixels at these two locations enter into the two-point spatial correlation. On the other hand, all pixels in the patch enter into the calculation of the autocorrelation. This can best be seen from equation (6) where the autocorrelation is de ned as the sum of each pixel in the image I .u; v/ multiplied by the pixels at a given distance I .u C x; v C y/ in the same image. In other words, the autocorrelation represents the average correlation between any two pixels at the distance .x; y/ in the image.
Because the goal of analyzing scene content at the points of xation is to better understand the mechanisms which guide eye movements, it is important that the choice of image statistics be motivated by the kinds of visual processing thought to in uence eye movements. In particular, the analysis should focus only on those parts of the image which are being selected by active vision. The two-point spatial correlation does this by treating the observed xation points as special and analyzing only the correlations between these points and neighboring points.
On the other hand, the autocorrelation averages over all the correlations in an image patch and therefore assigns equal importance to peripheral and central regions of the xated image patches. Unfortunately, the results of an autocorrelation analysis can be misleading when using large image patches. This can be seen by taking note of the fact that the autocorrelation includes the correlation between points in the peripheral regions of an image patch, which probably do not in uence selection, as well as the correlations in the central regions which do in uence selection. Given that the number of potentially irrelevant correlations increases rapidly (quadratically) as the size of the patch increases, any signi cant decorrelation present near the points of xation is likely to be obscured very quickly as patch size increases.
To demonstrate the dependence of the autocorrelation on patch size, the autocorrelation for the buildings and city scenes database was recalculated using image patches ranging from 0.5 deg to 4 deg. Shown in Fig. 8 are the autocorrelations obtained as a function of image patch size. For image patches with a radius of 0.5 deg, the difference between the autocorrelations obtained with the participantselected image databases are large and statistically signi cant. As the image patch size increases, this difference shrinks and eventually disappears completely for images patches with a radius of 4 deg. This result clearly indicates that the results of an autocorrelation analysis depend strongly on image patch size.
GENERAL DISCUSSION
The primary goal of this study was to examine the scene content selected by active vision. Previous studies have examined this issue using a number of techniques and obtained differing results. The results of this study examine these methods and provide an explanation for the observed differences. In addition, this study has gone a step further than previous ones by examining the spatial scale of visual selection as well as differences in selection based on image type.
First, measures of local contrast at the point of gaze were calculated. Consistent with previous reports (Mannan et al., 1996; Reinagel and Zador, 1999; Krieger et al., 2000) , signi cant differences were observed between the local contrast at the points of xation and that at either random locations or more conservatively, at the points of xation but using an image-shuf ed database. Furthermore, these difference were examined as a function of the size of the image patch over which contrast was calculated. The greatest difference was observed with an image patch size of approximately 1 deg, although small but signi cant effects could often be seen for patch sizes as large as 5 deg.
Second, the two-point spatial correlations between the points of xation and the points at a given distance were calculated. In agreement with the results of Reinagel and Zador (1999) , differences were observed between the correlations obtained using image patches extracted at the points of xation and those obtained using image patches extracted at random locations or those extracted from the points of xation but using an image-shuf ed database. Using a bootstrapping procedure, these differences were found to be statistically signi cant. Furthermore, an additional analysis using large image patches allowed examination of the extent of the effects. The greatest difference was observed at a distance of approximately 1 deg although smaller but still signi cant effects could often be seen for distances as large as 4 deg.
Third, an autocorrelation analysis was conducted on image patches extracted at the points of xation. Contrary to the results of Krieger et al. (2000) , signi cant differences were observed between the autocorrelations obtained using image patches extracted at the points of xation and those obtained using image patches extracted at random locations or those extracted from the points of xation but using an image-shuf ed database. These differences were found to vary as a function of the image patch size, where small patches lead to large differences and large patches lead to small differences. As discussed earlier, the correlation of effect size with patch size is a direct consequence of using autocorrelation (or equivalently, power spectrum) analysis techniques.
Higher-order statistics
As discussed in Section 10.3, using the spatial frequency power spectrum is an insensitive method to examine second-order spatial correlations of the image intensities selected by active vision. Examination of higher-order spatial correlations using a bispectrum analysis as Krieger et al. (2000) have done is likely to be even less sensitive because the same dependence on image patch size is present. Examination of third-order correlations using a three-point spatial correlation function where one point is limited to the point of gaze may in fact be a more sensitive method to examine these higher-order effects. Indeed, it is reasonable that complex stimulus con gurations such as T and L junctions, convex or concave line segments, and terminating or 'end stopped' line segments may indeed play a signi cant role in attracting attention and consequently eye movements. Whether this is the case or not, it is important that any differences in higher-order statistics found in future studies be statistically evaluated (by using bootstrapping techniques as we have done or by using analytic techniques) against the differences expected to be due to chance factors.
Image type
The results of the analyses were broken down across four different image types with different characteristics. As revealed by the image analysis in Section 4, the spatial frequency content of the images differed substantially. Such stimulus differences could lead to differences in the degree to which stimulus-driven attentional mechanisms guide eye movements. The results of the local contrast and two-point spatial correlation suggest that the observed effect sizes, which vary with image type, are a function of the differences in local contrast and spatial correlations already present in the images. In general, when there is already high local contrast or a high degree of spatial correlation present in the image, the selection of regions with high contrast or low spatial correlation appears to be facilitated.
In addition, differences in semantic content could lead to differences in top-down guidance of eye movement. For example, aside from some abstract mathematical or visual associations, fractals are devoid of meaning. Therefore, it is possible that stimulus-driven or bottom-up selection mechanisms play a major role in the selection of scene content. On the other hand, selection of scene content while viewing buildings and city scenes and home interiors is likely to depend, at least partially, on goal-oriented or top-down selection mechanisms. For example, well established internal models about the appropriate locations of cars in city scenes or vases in home interiors may in uence eye movements. The in uence of topdown attentional mechanisms is consistent with observed differences in the stimulus dependence of attention across these image types (Parkhurst et al., 2002) .
Spatial scale of selection
By examining the statistics of scene content using a range of image patch sizes, the preferred or optimal spatial scale of selection was determined. The optimal spatial scale of selection is indicated by the condition that showed the greatest difference between the statistics calculated using the participant-selected and the image-shuf ed ensembles, although using the participant-selected and the randomly selected ensembles yields similar results. For the contrast analysis, the greatest difference tended to be for image patches with a radius of approximately 1 deg and for the spatial correlation analysis, the greatest difference tended to be observed for correlations at distances of just greater than 1 deg. Across all image types, these results were surprisingly consistent, especially given the differences in scene and spatial frequency content.
These results are consistent with other measures of the optimal spatial frequency selectivity in the visual periphery. For example, Virsu and Rovamo (1979) required participants to detect sinusoidal gratings of varying spatial frequency at a range of eccentricities and found that maximal sensitivity was obtained for spatial frequency gratings of 1 cycle per degree for eccentricities in the range of 10 to 25 deg. For smaller eccentricities, maximal sensitivity shifts to higher spatial frequencies of around 3 or 4 cycles per degree.
Given that the average saccade length in this study was approximately 7 deg and maximal sensitivity at this eccentricity is just greater than 1 cycle per degree, these results are consistent with our estimate of the optimal spatial scale of active visual selection of approximately 1 cycle per degree. Participants are most in uenced by this image content at this spatial frequency because potential saccade targets must be selected using the reduced visual sensitivity in the periphery.
Computational modeling
To better understand visual processing, it is often helpful to use computational models. In other work, we have developed a biologically realistic model of stimulus-driven visual selective attention (Niebur and Koch, 1996; Itti et al., 1998) . This model takes a visual scene as input and processes it in three parallel feature pathways (color, intensity and orientation) using elementary and centersurround representations in an manner analogous to the processing thought to occur in the primate visual system. This processing ultimately culminates in the development of a salience map that indicates the most salient, or visually important, regions in the scene. Through a dynamic winner-take-all process in the salience map, attention in sequentially allocated to the most salient locations in the scene. Although, attentional allocation is determined by both stimulus-driven and goal-oriented mechanisms in humans, the model has been shown to account for a signi cant portion of attentional allocation in a free-viewing of natural scenes paradigm (Parkhurst et al., 2002) . Preliminary examination of the image statistics of the scene content selected by the model indicates that it can more than account for the observed contrast and correlation effects (Parkhurst and Niebur, 2001 ). As the model is purely stimulus-driven, this result suggests that the observed effects are primarily a result of stimulus-driven mechanisms of attention rather than goaloriented mechanisms of attention.
CONCLUSIONS
Together, the results of this study indicate that the image statistics of scene content at the points of xation do vary from those statistics which are generally available in natural scenes. This indicates that vision actively selects particular scene content for attentional allocation and eye movements. Given the complexity of the selection processes involved in active vision, further work needs to be done to completely characterize the image statistics at the points of xation for a wider variety of image types and task conditions. This work is a rst step in that direction and clearly indicates not only that careful attention must be paid to the details of the analysis techniques utilized but also that rigorous statistical evaluation must be applied to the results of these analyses.
