We call a ring strongly indecomposable if it cannot be represented as a non-trivial (i.e. M / = 0) generalized triangular matrix ring R M 0 S , for some rings R and S and some R-S-bimodule R M S .
We call a ring strongly indecomposable if it cannot be represented as a non-trivial (i.e. M / = 0) generalized triangular matrix ring R M 0 S , for some rings R and S and some R-S-bimodule R M S .
Examples of such rings include rings with only the trivial idempotents 0 and 1, as well as endomorphism rings of vector spaces, or more generally, semiprime indecomposable rings. We show that if R and S are strongly indecomposable rings, then the triangulation of the non-trivial generalized triangular matrix ring R M 0 S is unique up to isomorphism; to be more precise, if ϕ :
is an isomorphism, then there are isomorphisms ρ :
R → R and ψ : S → S such that χ := ϕ | M : M → M is an R-Sbimodule isomorphism relative to ρ and ψ. In particular, this result describes the automorphism groups of such upper triangular matrix rings R M 0 S .
Introduction
Triangular matrix rings appear naturally in Lie theory of both nilpotent and solvable Lie algebras. Since then they have become an important ring construction; indeed a main tool in the description of semiprimary hereditary rings (see, for example, [7] ). For this reason the isomorphism of triangular matrix rings, in particular, the automorphism group of a triangular matrix ring, is an interesting field of study. In this paper we compute the automorphism groups of certain generalized triangular matrix rings. Recall that a ring R is a generalized upper triangular matrix ring of size n × n if there is a decomposition 1 = e 1 + · · · + e n , where the e i 's are pairwise orthogonal idempotents such that e i Re j = 0 for all i > j. For further information on this topic we refer to [3, 8, 10, 11] .
The isomorphism problem, in the other words, the recovery of the underlying Boolean matrix involved in a structural matrix ring, or equivalently, the underlying preordered set in an incidence ring, is an essential aim in the investigation of generalized matrix rings, and was studied in [1, 4, 5] .
The uniqueness of the tile in the non-diagonal position in a 2 × 2 upper triangular tiled matrix ring, i.e. in position (1, 2) , was considered in [6] . However, as was shown by an example in [4] , additional conditions are necessary in order to obtain a positive result.
Consequently a search was initiated in [9] for a possible recovery. It was shown there for a generalized triangular matrix ring A := R M 0 S that if R and S have only the two trivial idempotents 0 and 1, for example, if R and S are indecomposable commutative rings or local rings (not necessarily commutative), then R and S can be recovered up to isomorphism, and although it turns out (see Lemma 2.2) that M is independent of the choice of isomorphic copies of R and S in A, in general M cannot be recovered in the ordinary sense of an R-S-bimodule, but it can indeed be recovered relative to an automorphism of R and an automorphism of S. It is the purpose of this paper to extend the latter result from the class of rings with only the two trivial idempotents to the class of strongly indecomposable rings, which also includes the endomorphism ring of a vector space, or more generally, semiprime indecomposable rings. Our result provides a description of the automorphism group of such a generalized triangular matrix ring R M 0 S . For commutative rings the concepts of indecomposability and strongly indecomposability coincide.
Generalized triangular matrix rings
We say that a ring A with identity 1 (say) admits a generalized (upper) triangular matrix ring decompostion if there is a non-trivial idempotent e (i.e. e / = 0 and e / = 1) in A such that fAe = 0, with f := 1 − e. Then e and f are orthogonal idempotents, i.e. ef = 0 = fe, and e + f = 1. Therefore,
for every a ∈ A. Consequently A = eAe ⊕ eAf ⊕ fAf , and thus the following assertion follows immediately. We point out that if a ring A admits a generalized triangular matrix ring decomposition, then such a decomposition is, in general, not unique. In fact, for any element x ∈ eAf , set e x := e + x and f x :
Since x = exf , we have that
and similarly,
Therefore,
Also,
Proof. (i) For a ∈ A we obtain from (1) and (3) that
which shows that e x Ae x = {u
Clearly, ϕ is additive and onto. If ϕ(u) = 0, then, keeping in mind that x ∈ eAf and fe = 0, we obtain that
and so ϕ is 1-1. Next, if u ∈ eAe, then using (iii) Similar to the proof of (i).
Isomorphism of generalized triangular matrix rings
We call a ring A with 1 strongly (upper) indecomposable if, whenever there is a nonzero idempotent e in A with (1 − e)Ae = 0, then e = 1. (We note that such a ring is called a semicentral reduced ring in [2] .) One can dually define a generalized lower triangular matrix ring decomposition, as well as strongly (lower) indecomposability.
Remark. Note that strong indecomposability is indeed a stronger concept than indecomposability.
To wit, the 2 × 2 upper triangular matrix ring it can be verified that there is no non-trivial idempotent e in
, and so we obtain the well known fact that U 2 (k) is indeed an indecomposable ring.
Clearly a ring having only the trivial idempotents 0 and 1 is strongly indecomposable, as is the endomorphism ring of a vector space, or more generally: 
We divide the proof of part I of Theorem 3.2 essentially into a number of lemmas, namely Lemmas 3.3-3.5. In these, as well as in the statements of Corollaries 3.6 and 3. 
Hence, 
Multiplying the last equation in (5) from the left by α, we deduce that αmβ = 0, and so we conclude from (5) and (7) that
Since We conclude from (6), (8) and (9) 
forcing bR 1 a to be 0. Since R 1 is strongly indecomposable, we deduce that a = 0 or b = 0, and so the desired result follows from (6) and (9). 
Without loss of generality, assume the second possibility, i.e. assume that (12) and (13) 
Since 1 / = 0, we conclude that (14) cannot hold, and so (15) must be true, i.e. β = 1.
The following result should be seen against the background of Example 1.1 in [4] , where it was shown that it can happen that all possible 2 × 2 structural matrix rings over a ring R are isomorphic to one another; in particular, it is possible that , and so eA 1 e A 1 (i.e. eA 1 e is an ideal of A 1 ), which implies that EA 2 E A 2 .
Invoking Lemma 3.4, we first consider the case E = 1 m 0 0 for some m ∈ M 2 . If x is an arbitrary element in M 2 , then using 0 x 0 0 as an element in A 2 and the fact that EA 2 E A 2 , we conclude that
Since E is the identity of the ring EA 2 E, it follows that
However, matrix multiplication tells us that 0 
and so EA 2 E = The ideas in the proof of Lemma 3.5 serve to a large extent in proving the following result, which we state separately, since it will be the starting point of the proof of the main part of Theorem 3.2. for some m ∈ M 2 , then M 2 = 0.
The proof is concluded by adapting the appropriate arguments in the proof of Lemma 3.5.
The foregoing results give rise to
We are now in a position to complete the proof of Theorem 4.
Proof of part II of Theorem 3.2. Since the "if" part is direct verification, it suffices to prove the "only if" part of II.
To this end, assume that R 1 and R 2 are strongly indecomposable, that M 1 and M 2 are nonzero and that ϕ is an isomorphism. Let m be the fixed element in M 2 for which ϕ(e) = 
i.e. χ is precisely the restriction ϕ | M 1 of ϕ to M 1 .
Denoting ϕ(e) = Hence Lemma 2.2 implies that
and again with rws ∈ M 1 , we deduce from (19) that
and
where, by Lemma 2.2, the last isomorphisms in (21) and (22) 2. Let R = S = F, with F = Q or F = R, the fields of rational numbers or real numbers, and let V be a vector space over F. Then Aut
3. Let R = Q and S = R, and let V be a vector space over R. Then Aut
