Improving Frequency Stability Based on Distributed Control of Multiple Load Aggregators by Hu, Jianqiang et al.
   
 
Aalborg Universitet
Improving Frequency Stability Based on Distributed Control of Multiple Load
Aggregators
Hu, Jianqiang; Cao, Jinde; Guerrero, Josep M.; Yong, Taiyou; Yu, Jie
Published in:
I E E E Transactions on Smart Grid
DOI (link to publication from Publisher):
10.1109/TSG.2015.2491340
Publication date:
2017
Document Version
Early version, also known as pre-print
Link to publication from Aalborg University
Citation for published version (APA):
Hu, J., Cao, J., Guerrero, J. M., Yong, T., & Yu, J. (2017). Improving Frequency Stability Based on Distributed
Control of Multiple Load Aggregators. I E E E Transactions on Smart Grid, PP(99). DOI:
10.1109/TSG.2015.2491340
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            ? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            ? You may not further distribute the material or use it for any profit-making activity or commercial gain
            ? You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.
Downloaded from vbn.aau.dk on: April 29, 2017
IEEE TRANSACTIONS ON SMART GRID, VOL. *, NO. *, ** 2015 1
Improving Frequency Stability Based on Distributed
Control of Multiple Load Aggregators
Jianqiang Hu, Jinde Cao, Senior Member, IEEE, Josep M. Guerrero, Fellow, IEEE,
Taiyou Yong, Senior Member, IEEE, Jie Yu, Member, IEEE
Abstract—In the power demand side, responsive loads can pro-
vide fast regulation and ancillary services as reserve capacities in
interconnected power systems. This paper presents a distributed
pinning demand side control (DSC) strategy for coordinating
multiple load aggregators, i.e., aggregated responsive loads, to
provide frequency regulation services. Specifically, a leader-
following communication protocol is considered for the load
aggregators, in which there is a centralized pinner (leader) and
multiple load aggregators (followers). The regulation objective
is generated from the pinner and only shared with a small
fraction of load aggregators. Moreover, a multi-step algorithm
is proposed to determine the control gains in the DSC, which
not only guarantees the stability of the close-loop system, but
also restrains the plant disturbance. Furthermore, the distributed
pinning DSC algorithm is integrated into the traditional central-
ized PI-based AGC framework, which has formed the coupled
secondary frequency control structure. It has been shown that
the total power mismatch in each control area is shared with
both AGC units and load aggregators and the system frequency
can be improved by considering the distributed pinning DSC
for load aggregators. Finally, simulation results are provided to
demonstrate the effectiveness of the proposed coupled frequency
control strategy.
Index Terms—Frequency regulation, demand side control, load
aggregator, Distributed control, Pinning consensus.
NOMENCLATURE
M Number of control areas in the power system
Ni Number of load aggregators in ith control area
ni Number of generating units in ith control area
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fi Frequency deviation from the normal value in ith
control area
PLi Mismatched active power in ith control area
P+max Upper regulation capacity of AGC units in the current
control area
P min Lower regulation capacity of AGC units in the current
control area
Ptie;i Tie-line power deviation in ith control area
PCi Control action for AGC units in ith control area
Tij Synchronizing coefficient with jth control area
Di Area load frequency characteristic in ith control area
Hi Area equivalent inertia in ith control area
Ri Speed droop characteristic in ith control area
Bi Frequency bias coefficient in ith control area
 Participation factor for AGC units in ith control area
PLj; Optimal operational power for jth load aggregator
PLj;max Maximal regulation capacity of jth load aggregator
 H1 control preferment index
 Positive feedback gain of the centralized pinner in the
DSC
 Coupling strength of the distributed pinning protocol
 Sharing proportion of AGC capacity in the current
control area
0(t) Utilization level of the centralized pinner
j(t) Utilization level of jth load aggregator
uj(t) Communication protocol of jth load aggregator
yj(t) Measured actual power output for jth load aggregator
AGC Automatic generation control
DSC Demand side control
ACE Area control error
I. INTRODUCTION
Frequency stability and control are essential for the safe
operation of power systems, which are closely related to the
balance of active power between generation and consumption.
With the development of smart grids and energy networks,
power systems are facing a high penetration of renewable
generations and smart loads (towards future power systems),
which may result in difficulties in frequency control [1].
Generally, generating and reserve units need to follow the load
fluctuation so as to maintain the frequency within specified
limits. This load following process takes place in three, timely
decoupled stages, which form three distinct frequency control
levels in power systems [2].
Primary frequency control exists on the first regulation
process, which is a decentralized proportional control (i.e.,
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droop control) designed to stabilize the frequency following
large generation or load outages. All the generators are e-
quipped with droop controllers to drive the speed governor
to perform this control automatically. Secondary frequency
control is a centralized automatic control that adjusts the active
power output of the generating units to restore the frequency
and the interchanges with other control areas to their target
values following an imbalance. While, only partial generators
are equipped with secondary frequency controllers and the
capacity of these AGC units is always limited. Moreover,
external spinning reserves must be available in the system to
compensate for the shortage of regulation capacity for this
part. Tertiary frequency control refers to the unit commitment
and economic dispatch of generating units, which aims at re-
distributing the load to generating units economically. For the
secondary and tertiary control, they are often realized within
different control areas [3]. The response time of these control
levels varies from seconds to days. The primary frequency
control reacts very quickly within the first few seconds after a
disturbance; AGC responds in a time interval from 10 s to 5
min and spinning reserves can be activated in 5 min to 15 min.
Tertiary reserves (operating reserves and capacity reserves) are
manually activated after the secondary reserves [4].
In future power systems, the above mentioned three control
levels may not regulate the system frequency in a satisfactory
way for a decreasing trend of the rotational inertia in the
system. This rotational inertial is crucial in restricting the rate
of change of frequency (ROCOF) right after the occurrence of
a power contingency [5]. Therefore, extra frequency reserve
provisions are needed to supply timely services in power
systems with high penetration.
Demand side resources have considerable potential, which
can provide efficient ancillary services (regulation, spinning
reserve, and operating reserve) so as to maintain the supply-
demand balance together with traditional generating units [6],
[7]. For instance, demand side reserves are integrated into
unit commitment problems, which could reduce the generation
cost and improve the number of maximum possible multiple
contingencies [8]. Demand response problem of China has
been discussed in [9], which still has broad space to be
implemented. The focus of these demand response services has
generally been on responsive loads, such as water heaters, air
conditioners, heat pumps, refrigerators, and electric vehicles.
They could change their consumption levels by detecting the
system frequency or responding to the time-based energy price
signal (known as indirect load control), or executing load
curtailment or load shedding actions (known as incentive-
based direct load control), according to Federal Energy and
Regulatory Commission (FERC), for more details, see [10],
[11].
Compared with the number of generating units, the number
of responsive loads is pretty copious. Meanwhile, the distribu-
tion of these loads is decentralized in different control areas
[12]. Generally, responsive loads are aggregated to numerous
load aggregators, by which groups of loads can emerge the
desired characteristic like generation. Such an aggregation
process is beneficial, because markets typically require that
participating resources must have a minimum capacity which
is well beyond each single load [13]. Load aggregator, which
can also be viewed as a load utility, is composed of abundant
terminal loads, such as, electric vehicle (EV) aggregator, ther-
mostatically controlled load (TCL) aggregator. The objective
of a load aggregator is to regulate the total load consumption
so as to track the scheduled electricity profile, which serves
as an interface between users and the grid operator with joint
consideration for benefits of both users and the grid. Even so,
the number of load aggregators is considerable. How to control
these load aggregators becomes a critical problem.
Frequency regulation contributed from the demand side
resources is always implemented in two general classes of con-
trol modes: centralized and decentralized strategies. Central-
ized control is closed related to a secure star communication
network, which can present a high degree of controllability
and reliability. According to a centralized reserve provision
algorithm, demand response resources were cooperated with
spinning reserves for balancing generation and demand in [14]
under power contingency conditions. Based on a centralized
hierarchical model predictive control algorithm [3], electric
vehicles were integrated into the smart grid to provide fre-
quency regulation service together with generating units. The
authors in [15] considered the centralized load control problem
for a large population of thermostatically controlled appliances
(TCAs) and shown that they could provide the regulation and
load following services.
While, decentralized control does not depend on explicit
communications, each terminal load makes a decision based
on a local measurement unit. For example, by proposing a
dynamic frequency threshold control and incorporating it into
certain consumer appliances [16], it had been indicated that
this control strategy could improve the frequency stability
and reduce the dependence on rapidly deployable backup
generation. The authors in [17] shown that the aggregated
responsive load was close to a synchronous generator when
participating in frequency control based on decentralized fre-
quency deviation signals. In Ref. [18], decentralized optimal
load control problem was considered based on local frequency
measurement and neighborhood area communication, which
could serve as a contingency reserve for the power system.
Traditional centralized management strategy perceived d-
ifficulties in dealing with abundant terminal responsive loads
rather than a limited number of generating units. For example,
millions of terminal load devices connected in a 16-layer deep
wireless meshed network often result in unaccepted stochastic
delay for critical applications if the control signal is issued
from the control center [7]. Some responsive loads supplying
regulation must be capable of receiving control signals every
6 seconds, which will pose significant challenges for commu-
nication [19]. While for the decentralized control, collective
behavior of all terminal loads will be definitely interesting
and worth noting. On the other hand, certain complexities
might arise from local measurement units, such as, local
measurement of power frequency signal with proper precision
is a hard task in demand response management systems.
Recently, distributed control, as the third control strategy
(centralized, decentralized and distributed), has received con-
siderable attention in scenarios of multiple interactive units in
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power systems. For example, a distributed multi-agent-based
load shedding algorithm was proposed in [20], which could
make efficient load shedding decision when the generation was
insufficient to power all loads. Distributed control was utilized
to coordinate multiple energy storage units (ESUs) [21] and
it was shown that such a control strategy could improve the
control capability in the regulation of frequency and voltage.
The authors in [22] proposed a distributed frequency regula-
tion framework to coordinate multiple prosumers (proudcer-
consumer) in electric energy systems. Average consensus
algorithm was utilized in [23] to distribute portions of the
desired aggregated demand among multiple residential ener-
gy management systems. In Ref. [24], distributed secondary
control for islanded microgrids was discussed based on a
distributed networked control system.
In the present paper, a novel distributed pinning control for
coordinating multiple load aggregators is proposed such that
active power compensation contributed from load aggregators
takes place at the secondary frequency control process to
assist AGC units in restoring frequency stability when a large
power mismatch occurs. Different from previous literatures,
we consider a leader-following communication structure for
multiple aggregated responsive loads, in which there are a
central pinner unit and multiple following units. The regulation
objective generated from the pinner is only shared with a small
fractional of load aggregators instead of issuing to all ones
(if issued, i.e., centralized control), and the remaining load
aggregators coordinate each other to achieve the scheduled
regulation objective through a dispersed communication. It
has been demonstrated that the frequency stability can be
improved considerably by integrating the DSC of multiple load
aggregators to the traditional AGC framework.
To summarize, the main contributions of this paper are listed
as follows: (1) A distributed pinning DSC strategy for coordi-
nating multiple load aggregators has been proposed, which is
better than the traditional centralized or decentralized control
in terms of robustness and scalability; (2) DSC algorithm has
been integrated into the secondary frequency control structure
to provide ancillary services with generating side AGC units;
(3) Stability about the proposed DSC algorithm against the
plant disturbance is provided and a multi-step algorithm is
given to determine the control gains in the DSC algorithm.
The rest of the paper is organized as follows. In Section
II, problem formulation and some preliminaries on frequency
regulation model with DR resources are briefly outlined. In
Section III, the distributed pinning DSC for multiple load
aggregators is designed and the feedback control gains are
determined by a two-step algorithm. Case studies are provided
in Section IV to demonstrate the effectiveness of the proposed
coupled frequency control strategy. Finally, discussions are
provided in Section V and conclusions are drawn in Section
VI.
II. PROBLEM FORMULATION AND SOME PRELIMINARIES
A. Problem formulation
Suppose that the power system is working around an
operating point where the total load demand and the total
generation are not balanced. All load aggregators in each
control area are managed by a load agent. Load agents and
power plants can obtain their regulation capacities through
bidding in a regulation market or from system operator in a
deregulated system. The mismatched power in each control
area can be calculated form ACE signal in the transient
process. Furthermore, based on the ACE signal, we consider
the detailed active power allocation strategy for AGC units
and multiple load aggregators in each control area. Note that
the traditional centralized control strategy is still utilized for
AGC units. While, for the load aggregators, we propose a
novel distributed pinning control strategy.
Taking a single-control area power system for an example,
assuming the mismatch of active power between the total
demand and the overall power generated is PL. For the mul-
tiple load aggregators in the control area, they are distributed
over a communication network. Suppose the communication
network of the load aggregators is modelled by a digraph
G = fV; E ; Ag, where the nodes V = f1; 2; : : : ; Ng in the
network denote the set of load aggregators and the links E de-
note the set of communication links. The edge eij = (i; j) 2 E
indicates that the jth aggregator can receive the information
from the ith aggregator. A graph is said to be undirected if
eij 2 E implies eji 2 E . A directed tree is a digraph, where
every node, except the root, has exactly one parent node. A
spanning tree of G is a directed tree whose node set is V
and whose edge set is a subset of E . For a digraph G, the
adjacency matrix A 2 RNN is defined as aij  0, in which
aij = 1, eji = (j; i) 2 E while aij = 0 if eji 62 E , and it is
further required that self links are not allowed, i.e., aii = 0.
The Laplacian matrix L is defined as L = D A, where D is
a diagonal matrix with ~dii =
P
j 6=i aij .
The objective of the distributed coordination of the load
aggregators is to drive the mismatch PL towards the regula-
tion interval (P min;P
+
max) of online AGC units. That is,
how to share the mismatched power with both AGC units and
load aggregators by considering the regulation capacity limit
of AGC units. Such a coupled control structure is presented in
Fig. 1, in which generating control and demand side control
coexisted.
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Fig. 1. Coupled active power allocation structure of power systems in a
control area.
In the proposed distributed pinning control strategy, there
is a virtual leader (also called the centralized pinner), which
is utilized to generate a virtual pinning regulation signal for
all load aggregators. This pinning signal is only shared with
a small fractional of load aggregators (called followers in
the distributed pinning system) and other load aggregators
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communicate with their neighbors. Such a distributed pin-
ning strategy can realize the fair participation for all load
aggregators. On the other hand, the coordination of these load
aggregators can fulfill an expected regulation objective.
The reason why we utilize a distributed pinning strategy is
at least in three aspects: (1) Compared with limited numbers
of AGC units, the number of load aggregators is large and
the distribution of these load aggregators is decentralized in a
wide range of areas, which resulted the traditional centralized
allocation strategy is time-consuming and inefficient. (2) Load
aggregators have more flexibility, they can choose to partic-
ipate the DR or not by their own hobby, where distributed
strategy can provide a more robust solution to handle with
this scenario and realize the plug-in and plug-out of load
aggregators. (3) Different from the classical distributed average
consensus strategy, there is a global coordination objective to
fulfill the expected active power regulation in this problem. So,
the distributed pinning strategy (i.e., leader-following strategy)
is the optimal allocation strategy for the management of
numerous load aggregators.
B. Implementing frequency regulation from AGC+DSC
Aggregated responsive loads, similar to negative generating
units, can also be utilized to provide the primary and secondary
frequency regulation services. Instead of generating units with
physical constraints, these responsive loads can fulfill the
demand in a faster time scale and are capable of ramping up or
down faster than the traditional generators. In this subsection,
we will focus on the provision of secondary frequency control
from aggregated responsive loads by supporting the existing
AGC service in the power system. Suppose there are M
control area in the interconnected power system, and the
frequency regulation system with aggregated responsive loads
of ith control area is provided in Fig. 2. It is easy to derive
the system frequency model as follows.
fi(s) =
1
2His+Di
n NiX
j=1
PLji(s) PLi(s)
+
nX
k=1
Mki(s)

PCki(s)  1
Rki
fi(s)

 Ptie;i(s)
o
;
where the dynamic of turbine-governor is
Mki(s) =
1
(1 + Tgks)
 1
(1 + Ttks)
;
and the tie-line power deviation is
Ptie;i(s) =
2
s
h MX
j=1;j 6=i
Tij(fi  fj)
i
;
where Tgk and Ttk are governor and turbine time instants,
respectively.
The state-space model of LFC (load frequency control)
dynamical system with DR participation in ith control area
can be obtained as follows8>>>><>>>>:
_xi =Aixi +B1iPLi +
NX
j=1;j 6=i
Tij xj
+B2iPCi;
yi =Cyixi; i = 1; 2; : : : ;M;
(1)
where the state xi = [fi;Ptie;i; xmi; xgi]T 2 R2ni+2,
the output yi = ACEi = Bifi + Ptie;i 2 R. Fur-
thermore, the internal states xmi and xgi are refined to
xmi = [Pm1i ; : : : ;Pmni ] and xgi = [Pg1i ; : : : ;Pgni ].
The control input PCi = f(ACEi)  
PNi
j=1P
L
ji . If
PI control is utilized in the secondary frequency regula-
tion, then f(ACEi) = kPiACEi + kIi
R
ACEi, where kPi
and kIi are real constant numbers. The coefficient matri-
ces Ai; B1i; B2i; Cyi and the synchronizing torque matrix
T = (Tij) 2 RNN and the inner coupling matrix   2
R(2ni+2)(2ni+2) can be found in any LFC literature, thus
omitted here.
In steady state, the total power mismatch is compensated
by both the AGC units and the load aggregators, i.e., at the
new equilibrium,
PLi =
niX
k=1
PCki +
NiX
j=1
PLji:
In the presented secondary frequency regulation system,
generating units are controlled by the traditional centralized
control and aggregated responsive loads are controlled by the
proposed distributed pinning control. The power mismatch is
allocated to AGC units by the participation factors and to
load aggregators by the pinning regulator, i.e., the centralized
pinner. Utilizing the load aggregators to support AGC units
means the control effort is shared with both the AGC units
and load aggregators. The participation of responsive loads can
relieve a part of AGC burden on the traditional power plants
and improve the frequency stability of the power system.
III. DISTRIBUTED PINNING CONTROL OF MULTIPLE LOAD
AGGREGATORS
In this section, we provide the detailed designing algorithm
for multiple load aggregators in one control area. The control
objective is to achieve the fair participation for all load
aggregators proportional to its maximum regulation capacity
(i.e., the utilization level). A centralized pinner is introduced
to generate a virtual iterative signal (i.e., pinning utilization
level), which can guide the whole group moving towards the
global objective asymptotically. The centralized pinner can be
viewed as a dynamic high level control structure, which is
only connected to a small fraction of load aggregators and the
communication network of these load aggregators is described
by a digraph.
To achieve the fair participation for all the load aggregators,
the required active power is to be shared at the same ratio as its
maximum available active power regulation capacity for each
load aggregator (PLj;max). Suppose the active power of jth load
aggregator under the current environment is PLj (t), then the
fair regulation issue among multiple load aggregators means
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Fig. 2. System frequency response model with demand side control of flexible load aggregators.
that each aggregator should operate at an identical ratio, i.e.,
pinning consensus participation. So, at the equilibrium, there
is:
PL1
PL1;max
=
PL2
PL2;max
= : : :
PLN
PLN;max
= ; (2)
where  is the steady state pinning equilibrium.
The pinner is updated by a first-order differential equation,
in which the right side is related to the total mismatched
power in the current control area, iteration results of all load
aggregators, and the active power regulation capacity of online
AGC units. The internal control structure of the leader is
shown in Fig. 3.
 !"# $ !
 !"$"
#!
# !"
$
% &  %
&
%
%
' $$
%
&
#
'
'
(
$
)
$#
$'
'
% &'$
 !"$
#!  !"#
$%#  !" $ $"
#'! !
Fig. 3. Control structure for the centralized pinner (3).
The mismatched power is shared with both AGC units
and load aggregators in this control area. And these two
kinds of participants can be involved in the energy markets
to gain the regulation capacities through dynamic bidding,
respectively. Thus, the sharing proportion  of AGC capacity
can be determined easily. Here, we consider the scenario of a
positive power mismatch, i.e., PL > 0. The pinner initiates
the pinning rate 0 by
_0(t) = 

PL   P+max  
NX
j=1
j(t)P
L
j;max

(3)
with the initial value 0(0) = 0, where 0 is the state of the
virtual leader,  is a positive feedback gain to be determined,
and the coefficient  is a positive constant satisfying 0   
1; j(t), j = 1; 2; : : : ; N are the utilization levels for the
load aggregators. Thus,
PN
j=1 j(t)P
L
j;max is the total amount
of power regulation of all aggregated responsive loads at the
sampling time t, which can be detected by the transformer
terminal unit (TTU) installed at the terminal of the load agent.
For the leader (3), it is easy to derive that the equilibrium 
satisfies the following equation:
PL   P+max  
NX
j=1
PLj;max = 0: (4)
Remark 1. The coefficient  in the leader (3) can be varied
from 0 to 1 according to the economic costs of both units in
the regulation market or the system operator. When  = 0, all
the power mismatch is taken by responsive loads. However, it
may lead to high costs for some load aggregators, such as,
industrial ventilation equipment, especially when the online
AGC units are capable of the regulation at a lower cost. When
 = 1, the AGC units are operated at a full load. Such a case
should be avoided for the operation security and economic
cost of generators, meanwhile additional ancillary services
are needed.
Next, we consider the simple control model of N load
aggregators. The control structure of each load aggregator is
simplified by an integrator, i.e., the dynamics of jth controller
installed at the terminal of jth load aggregator can be ex-
pressed by:(
_j(t) = !j(t) + uj(t);
yj(t) = j(t)P
L
j;max; j = 1; 2; : : : ; N;
(5)
where !j(t) 2 L2[0;1) (space of square integrable functions
over [0;1)) is the plant disturbance for jth load aggregator.
The objective is to design the communication protocol uj(t),
j = 1; : : : ; N such that the utilization level of each load
aggregator could track the pinning rate 0 of the virtual leader.
Under the influence of the plant disturbance, it may be hard
for the aggregator of responsive loads to respond accurately to
IEEE TRANSACTIONS ON SMART GRID, VOL. *, NO. *, ** 2015 6
the pinning rate. In view of this, we attempt to design a dis-
tributed communication protocol to attenuate the interference
of the plant disturbance to the pinning consensus performance.
In the following, we always assume that the total regulation
capacity and reserve capacity are capable of coping with the
mismatch power in this control area.
To relieve communication and information transmission
burden for the load aggregators by centralized control, a
distributed control strategy which utilizes the local commu-
nication with load aggregator’s neighbors is a good choice. In
this subsection, we consider the following distributed pinning
consensus protocol, which is composed of two items with the
first one being the distributed communication and the second
one being the pinning selection:
uj(t) = 
NX
k=1
ajk
 
k(t)  j(t)
  dj j(t)  0(t);
(6)
where ajk is the element of the adjacent matrix A of the
communication topology among the load aggregators; and
dj = 1 if the jth load aggregator is pinned by the virtual
leader, otherwise dj = 0.
By substituting the control protocol (6) back to (5) and
defining the error variances r(t) = 0(t)    and ej(t) =
j(t)  0(t), one can further derive the corresponding error
systems:8>>>>>>>>>>><>>>>>>>>>>>:
_r(t) =  
NX
j=1
 
ej(t) + r(t)

PLj;max;
_ej(t) =
NX
k=1
ajk
 
ek(t)  ej(t)
  djej(t)
+ 
NX
j=1
 
ej(t) + r(t)

PLj;max + !j(t);
(7)
for j = 1; : : : ; N .
By denoting e(t) = [e1(t); : : : ; eN (t)]T 2 RN , one can
further transform the error system (7) to the following matrix
form:8><>:
_r(t) =  B e(t) + 1Nr(t);
_e(t) =  (L+D)e(t) + (1NB)e(t)
+ (1NB1N )r(t) + !(t);
(8)
where B = [PL1;max; : : : ; P
L
N;max] and 1N = [1; : : : ; 1]
T 2
RN ; L is the Laplacian matrix of the communication topology;
D = diagfd1; : : : ; dNg is the pinning matrix; and !(t) =
[!1(t); : : : ; !N (t)]
T 2 RN . To this end, we define a controlled
output function z(t) = [rT (t); eT (t)]T to measure the dis-
agreement of i(t) to the pinning rate 0(t), i = 1; 2; : : : ; N .
Since z(t) = 0 implies the error e(t) ! 0, the attenuating
ability of the system (5) against the external disturbance can
be quantitatively measured by theH1 norm of the closed-loop
transfer function Tz!(s) from the external disturbance !(t) to
the controlled output z(t), which is defined by
kTz!(s)k1 = sup
v2R
max(Tz!(jv))
= sup
06=!(t)2L2[0;1)
kz(t)k2
k!(t)k2 : (9)
Therefore, the objective is to design a distributed pin-
ning consensus protocol uj(t), j = 1; : : : ; N such that
kTz!(s)k1 <  holds for a given index  > 0, or equivalently,
the closed-loop system satisfies the dissipation inequalityZ 1
0
kz(t)k2dt < 2
Z 1
0
k!(t)k2dt; 8! 2 L2[0;1):
In this way, pinning consensus control of the cluster of load
aggregators with external disturbances is transformed into the
above H1 control problem [25]. So, the objective is to design
a distributed pinning consensus protocol (6) such that
1). The pinning consensus of system (5) under the protocol
(6) is reached in the presence of !(t) = 0, that is,
lim
t!1(j(t)   0(t)) = 0, j = 1; : : : ; N is satisfied for
any initial values j(0) of each load aggregator.
2). Under the zero initial state condition and for arbitrary
!j(t) 2 L2[0;1), the L2-induced norm of System (8)
from ! to z satisfies kzk2  k!k2.
For the distributed pinning protocol (6), a pinned node can
access the objective information 0. That is, there is a directed
link from the leader to the pinned node. If the objective
trajectory 0 is labeled as the dynamic of the node 0, then
a new digraph appears. We use the union of the digraph G
and the node f0g ( ~G , G [ f0g) to denote the pinning joint
communication topology. The Laplacian matrix of ~G is
~L =

0 01N
  ~d L+D

;
in which ~d = [d1; d2; : : : ; dN ]T and D is the pinning matrix
defined above. Before proposing the main results, we need the
following lemma.
Lemma 1. [26] The matrix L+D is a nonsingularM -matrix
if and only if the pinning joint communication topology ~G has
a directed spanning tree.
Algorithm 1. Under the assumption that the load pinning
joint communication topology has a directed spanning tree,
then the feedback gains of the leader and the communication
protocol can be designed as follows:
1) Solve the following linear matrix equation
(L+D)T  = 1N ; (10)
to get a positive column vector  = [1; 2;    ; N ]T .
Then, set the diagonal matrix  = diagfg.
2) Solving the following linear matrix inequality:
~
 =
"
1 B1N 12
 
(1NB1N )
T B

0
 	 
   2IN
#
< 0;
(11)
to obtain two scalars  > 0 and  > 0, where 	 =
IN + 1NB   
 
(L+D) + (L+D)T

.
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Fig. 4. The frequency control structure of single-control area power system model by considering demand side control.
Remark 2. According to Lemma 4 in [27], the matrix  in
step 1) is a positive definite matrix, which will be used in the
step 2).
Theorem 1. Consider the multiple load aggregator system
(5) under the assumption that the load pinning joint commu-
nication topology has a directed spanning tree, together with
the distributed pinning protocol (6), if the gain parameters
;  can be constructed by Algorithm 1, then the closed-loop
error system (8) is asymptotically stable with kT!zk2   for
a given  > 0. That is, the load aggregator can fulfill the
expected regulation objective in a fair circumstance via the
proposed distributed pinning allocation strategy.
Remark 3. In the proposed distributed pinning communica-
tion protocol (6), a sparse communication network can be
counterbalanced by a strong coupled gain; while a dense
communication network can fulfill the control performance
with a smaller coupled gain. In the implementation of the
distributed load control, engineers can programme an optimal
communication structure by setting up local communications
among load aggregators, such as WiFi connections. Algo-
rithm 1 and Theorem 1 show that the relationship between
the coupled, control gains and the communication topology,
pinning matrix, system parameters. On the other hand, limited
transmission capacity and time delays are unavoidable in
the practical communication network. Therefore, distributed
pinning protocol with saturated input and communication
delays need further investations, such as, utilizing saturated
control input [28], determining the maximal allowable bound
of delays [29] by the method of delayed networked control
system [30].
IV. SIMULATION RESULTS
In this section, the proposed coupled frequency control
structure is first tested on a single-control area system, and
then for a three-control area scenario. The implementation
of the AGC+DSC control strategy is based on Simulink
in Matlab 2014a and the control performance is compared
with the conventional AGC only scheme. Specifically, we
formulate the simulation results from three cases, where Case
1 demonstrates the improved frequency stability in a single-
control area power system; Case 2 illustrates the flexibility of
the distributed pinning control strategy by plug-in or plug-out
of load aggregators; Case 3 shows that the improved frequency
stability in a three-control area interconnected power system.
A. Case 1: Single-control area power system
In this subsection, a single-control area power system model
is employed for simulation-based experiments, where the case
of two generators and one bus load agent is considered. When
the power system is exposed to a large active power mismatch,
additional spinning reserves are needed if the AGC units
cannot undertake such a disturbance due to the operational
limitations. However, multiple aggregated responsive loads
under this bus load agent could provide frequency regulation
services. They could be encouraged to reduce the consumption
of active power by the proposed distributed pinning control in
the demand side.
The frequency-based control structure of the single-control
area power system with DSC is given is Fig. 4. The balance
between the generation and load is achieved by detecting the
system frequency to generate the primary and supplementary
control signals for generators and pinner in the DSC. As for
the supplementary control for the generator, we utilize the
centralized PI control K(s) = kPf(s) + kI
R
f(s); and
as for the load control, we utilize the proposed distributed
protocol given in (6) to regulate the power consumption of
multiple load aggregators. The parameters for the simulation
under study are given in Tab. I.
TABLE I
PARAMETERS USED FOR THE FREQUENCY RESPONSE MODEL.
Gen. Rating(MW) i Ri(Hz/pu) Tgi(s) Tti(s)
G1 800 0:50 2:40 0:06 0:36
G2 1000 0:50 3:30 0:07 0:42
Sys. D(pu/Hz) 2H(pu s) B(pu/Hz) K(s)(=s)
Val. 0:0084 0:1667 0:8675  0:2695  0:3788
According to the control structure given in Fig. 4, one can
derive the following power system model with demand side
contribution and without tie-line power.
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8>>>><>>>>:
 _f =   D
2H
f +
1
2H
  2X
i=1
Pmi +
NX
j=1
PLj  PL

 _Pmi =   1
Tti
Pmi +
1
Tti
Pgi
 _Pgi =   1
Tgi
Pgi +
1
Tgi
 
Pci   1
Ri
f

By letting x = (Pg1;Pg2;Pm1;Pm2;f)T , Pc =
(Pc1;Pc2)
T , then the following state-space model can be
obtained:(
_x(t) = Ax(t) +BPc(t) + EPL;
f(t) = Cx(t);
(12)
where coefficient matrices A, B, E, and C are omitted here
due to space limitation.
Since the objective of DSC is to drive the mismatched power
to the operating interval of the online AGC units, then the
power system (12) is stable by the PI control. That is, the
remanding mismatched power can be accomplished by the
AGC units finally in the steady-state.
In this test case, the load disturbance is assumed to be a step
disturbance at t = 50s with PL = 150MW (PL = 0:15
per unit (pu), where the baseline power is Pbase = 1000MW
and P+max = 0:06 pu). If all load aggregators do not
participate in the frequency regulation, then the load distur-
bance is undertaken by the primary/supplementary control of
generators. Obviously, additional spinning reserve capacity is
needed for a large load disturbance, and the reserve capacity
can be provided by both generating units and load agents.
In the following, we consider the DSC of multiple aggre-
gated responsive loads. Suppose there are ten load aggregators
under the bus agent with the maximal available regulation
capacity of each aggregator given in the Tab. II.
TABLE II
MAXIMAL REGULATION CAPACITIES OF LOAD AGGREGATORS.
PL1;max P
L
2;max P
L
3;max P
L
4;max P
L
5;max
16 MW 12 MW 24 MW 12 MW 40 MW
PL6;max P
L
7;max P
L
8;max P
L
9;max P
L
10;max
28 MW 10 MW 8 MW 30 MW 20 MW
The total regulation capacity is
P10
j=1 P
L
j;max = 200MW ,
i.e.,
P10
j=1 P
L
j;max = 0:2 pu. The communication structure
among ten load aggregators and the pinning selection are given
in Fig. 5, where only the first load aggregator is pinned. That
is, the objective information is only shared with the first load
aggregator, and the rest aggregators communicate with their
neighbors.
1 2 3 4 5
678910
0
 Load Aggregators
Leader
Fig. 5. The communication topology of ten load aggregators.
On the other hand, the plant disturbance !(t) = [ 0:04; : : :,
 0:02]Tw(t), where w(t) is assumed to be an energy-limited
Gaussian white noise (given in Fig. 6). The H1 performance
index  is chosen as 0:1 and the coefficient of AGC capacity is
 = 0:9. By Algorithm 1 and pinning the first load aggregator,
one can derive  = f0:7723; : : : ; 0:5162g. The feedback gains
 and  are determined with  = 0:0296,  = 211:0856.
By simulation, one can find the convergence of the pinning
equilibrium  t 0:4892 and active power changes of the
load aggregators under the distributed pinning communication
protocol (see Fig. 7) with the initial value of each load
aggregator equal to its maximum available regulation capacity.
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Fig. 6. The energy bounded white noise !(t) = [!1(t); : : : ; !10(t)].
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Fig. 7. The pinning equilibrium and pinning power changes of aggregated
responsive loads.
As can be seen from Fig. 7, the optimal operation power
PLj; for each load aggregator is P
L
 = [8:3178; : : : ; 10:3992],
and the curtailment for jth load aggregator is PLj =
PLj;max   PLj;. It is not difficult to calculate the total cur-
tailment of load achieved by DSC is
P10
j=1P
L
j = 95:9941
MW. The pinning consensus trajectories can converge to the
equilibrium within 2 seconds. If the load aggregators respond
without time delays, then the dynamic response of frequency
deviation and supplementary control output with and without
demand side control are given in Fig. 8.
If load aggregators response with 3s time delay, then the
dynamic response of frequency deviation and supplementary
control output with and without load control are given in Fig.
9.
In fact, some load aggregators may respond with a longer
time delay more than 3s with uncertainties. Thus, the expected
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Fig. 8. Frequency deviation and control action for AGC units with/without
DSC.
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Fig. 9. Frequency deviation and control action for AGC units with/without
DSC (3s response time delay for DSC).
active power regulation cannot be finished at one time in
practice. Instead, the distributed pinning cooperative can be
performed at each sampling instant with a sampling period
(such as t = 5min). The main purpose of the proposed
distributed strategy is to regulate the aggregated behavior of
all responsive loads and make them participate in frequency
control of the system under a large load disturbance, especially
in the peak period of the power system.
In order to illustrate the communication delay on the sta-
bility of the proposed distributed protocol, we simulate the
time-delayed case to show the robustness of the protocol to the
small violations (time delays resulted from the communication
network). Fig. 10 provides the simulation results, i.e., the
changing of the pinning equilibrium and pinning power of
the aggregators under two iteration cycles’ delay for the
distributed calculation. As can be seen from Fig. 10, the
convergence of the distributed algorithm affected by small
violations of the communication delay is acceptable.
B. Case 2: Time-varying communication topology
In this subsection, we intend to illustrate the effect of the
communication failures to the performance of the distributed
protocol in the demand side. The single-control area power
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Fig. 10. The pinning equilibrium and pinning power changes of aggregated
responsive loads with two iteration cycles’ delay.
system model in Case 1 is still utilized to test the simulation.
The main difference lies in that there are 200 load aggregators,
which are placed and connected using an undirected scale-
free network (the topology is omitted here for the space
limit) instead of 10 load aggregators in Fig. 5; the step
load disturbance occurs at two times and the communication
topologies are time-varying ones. The load disturbance is
assumed to be two step disturbances: at t = 50s with
PL1 = 200MW (PL1 = 0:2 per unit (pu)), at t = 350s
with PL2 = 150MW (PL2 = 0:15 pu) and the last
five load aggregators dropped out from the communication
network, which resulted in the communication network to
be a piece-wise one. In this case study, we let the maximal
regulation capacity of jth load aggregator PLj;max to be a
positive random number picked from the interval [1; 3] and
choose
P200
j=1 P
L
j;max = 400MW and the maximum regulation
capacity for online AGC units is P+max = 100MW . The
simulation results show that the proposed DSC algorithm is
robust to communication failures and can realize the plug-in
and plug-out of load aggregators.
Remark 4. Scale-free network was first introduced in [31], in
which the authors had found that a class of network exhibits a
power-law degree distribution, at least asymptotically. That is,
the fraction P (k) of nodes in the network having k connections
to other nodes goes for large k as P (k) s k ~ , where ~ is
a parameter whose value is typically in the range of 2  3.
Many networks have been reported to be scale-free, such as
internet, the citation network, double-star electric power sys-
tem dispatching data network, and power telecommunication
network [32].
Similar to the discussion about the stability of the primary
and supplement control for generating units in Case 1, the
joint control structure is stable since the objective of DSC is
to drive the mismatched power to the operating interval of the
online AGC units. And the remanding mismatched power can
be accomplished by AGC units finally in the steady-state.
In the following, the external disturbance ! is still assumed
to be an energy-limited white noise as in Case 1. The H1
performance index  is chosen as 0:1 and the coefficients of
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AGC capacity are 1 = 0:6 and 2 = 0:9. By Algorithm
1 and pinning 9 nodes according to maximum degree (i.e.,
nodes 1,3,4,5,6,9,17,20,83), one can derive the corresponding
matrix , which is omitted here. The feedback gains  and
 are given with  = 0:0112,  = 56:2164. By simulation,
one can derive the convergence of the first pinning equilibrium
 t 0:3499 and the second pinning equilibrium  t 0:7885
and active power changes of the partial load aggregators under
the distributed pinning communication protocol (see Fig. 11)
with the initial value of each load aggregator is equal to its
maximum available regulation capacity.
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Fig. 11. The pinning equilibrium and pinning power changes of aggregated
responsive loads.
As can be seen from Fig. 11, the expected mismatch power
is shared by multiple load aggregators through communication
network. The pinning consensus trajectories can converge to
the first equilibrium within 4 seconds and to the second
equilibrium within 4 seconds. The optimal operation power
PLj; for each load aggregator after the first load disturbance
is PL = [1:4626; : : : ; 1:2995], and the curtailment for jth
load aggregator is PLj = P
L
j;max   PLj;. It is easy to
calculate the total curtailment of load achieved by DSC isP200
j=1P
L
j = 139:9986MW . Similarly, one can derive the
optimal operation power PLj; for each load aggregator after the
second load disturbance is PL = [0:8213; : : : ; 0:7300], and the
total curtailment of load achieved by DSC is
P195
j=1P
L
j =
113:9942MW .
Remark 5. As for the changing of active power in Fig.11,
the transient process of the convergence for the distributed
pinning consensus algorithm experiences rebound and fluctu-
ation, which are mainly caused by the communication network.
Different communication structures contribute to different con-
vergence rates and response time. While, the change of the
regulation rate reflects the change of active power for the load
aggregator which is an agglomeration effect. In practice, only
the steady-state values of regulation rates are utilized for each
load aggregator.
If the load aggregators respond without time delays, then the
dynamic response of frequency deviation and supplementary
control output with and without demand side control are given
in Fig. 12.
If the load aggregators respond with 3s time delay, then the
dynamic response of frequency deviation and supplementary
control output with and without demand side control are given
in Fig. 13.
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Fig. 12. Frequency deviation and control action for AGC units with/without
DSC.
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Fig. 13. Frequency deviation and control action for AGC units with/without
DSC (3s response time delay for DSC).
As for the case of 3 seconds’ time delays, the frequency
with DSC will drop more than the free of time delay case,
and the AGC units will sustain the power output for coupled
of ten seconds until the load curtailment is achieved after
3 seconds’ delay. In fact, there is an upper bound for the
time delay of DSC and once the time delay has passed the
upper bound, the frequency stability of the coupled control
structure cannot be guaranteed until other spinning reserves
are provided. As for the boundedness of PI controller output,
it is because we assume that the capacity of AGC units is
limited in each control area. The control action for AGC units
cannot exceed its maximal regulation capacity, so the control
action, i.e. PC , for the generating units is bounded. Under
such a condition, frequency stability cannot be ensured without
additional spinning reserves.
If all aggregated responsive loads do not participate in fre-
quency regulation, then the load disturbance is undertaken by
the primary/supplementary control of online AGC units with
rate and capacity constraints, which are incapable of frequency
regulation. Thus, additional spinning reserves are needed to
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provide supplementary services; and load aggregators can be
stimulated to reduce the consumption of active power for
frequency regulation. The proposed distributed pinning control
is able to coordinate these load aggregators to fulfill the
expected regulation objective; and such a leader-following
regulation process can be performed at multiple sampling
instants until the frequency regulation capacity is derived to
the regulation interval of online AGC units.
C. Case 3: Multi-control area power system
In this subsection, we consider the frequency stability
problem of a three-control area power system, which is shown
in Fig. 14. It is assumed that each control area has three
generating units (part of them are AGC units) and lots of
load aggregators which can provide supplementary frequency
regulation services. The frequency control structure coupled
by AGC and DSC has been provided in Fig. 2. For the
generating units, all AGC units are controlled in a centralized
PI controller with corresponding participation factors; For
the load aggregators, they are controlled by the proposed
distributed pinning control algorithm.
The DSC algorithm can achieve the fair participation for the
load aggregators against the external disturbance based on the
theoretical analysis in Theorem 1 and the PI control algorithm
can regulate the active power output of AGC units with
approximate feedback gains, which can ensure the coupled
system (1) is stable. Both AGC units and load aggregators
are cooperated to track the load disturbance and maintain the
frequency stability.
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Fig. 14. Three-control area power system with multiple load aggrega-
tors in each area.
Next, we test the coupled control structure to verify the
effectiveness of the demand side control algorithm. The power
system parameters are given in Tab. III. While for the respon-
sive loads, suppose there are 10, 15 and 12 load aggregators
(they are connected using an undirected scale-free network)
in control area Ar1, Ar2 and Ar3, respectively. The load
disturbance is assumed to be a step disturbance in each control
area: at t = 100s with PL1 = 100MW , at t = 300s with
PL2 = 150MW , and at t = 600s with PL2 = 120MW .
The maximal regulation capacity of jth load aggregator in ith
control area PL;ij;max is a positive random number picked from
the interval [8; 12] and satisfies the
P10
j=1 P
L;1
j;max = 100MW ,P15
j=1 P
L;2
j;max = 150MW and
P12
j=1 P
L;3
j;max = 120MW ;
and online AGC units’ capacities in each control area are
P+max;1 = 100MW , P
+
max;2 = 120MW and P
+
max;3 =
150MW .
TABLE III
PARAMETERS USED FOR THE THREE-CONTROL AREA POWER SYSTEM.
Gen. Rating(MW) i Ri(Hz/pu) Tgi(s) Tti(s)
G1 1000 0:4 3:0 0:08 0:4
G2 800 0:4 3:0 0:06 0:36
G3 1000 0:2 3:3 0:07 0:42
G4 1100 0:6 2:7273 0:06 0:44
G5 900 0 2:667 0:06 0:32
G6 1200 0:4 2:5 0:08 0:4
G7 850 0 2:8235 0:07 0:3
G8 1000 0:5 3:0 0:07 0:4
G9 1020 0:5 2:9412 0:08 0:41
Area Di(pu/Hz) 2Hi(pu s) Bi(pu/Hz) Ki(s)(=s)
Ar1 0:0143 0:1677 0:3483  0:0121  0:0672
Ar2 0:0161 0:2017 0:4140  0:0223  0:0583
Ar3 0:0152 0:1874 0:3692  0:0673  0:0676
T12 = 0:12, T23 = 0:15, T13 = 0:25 Pbase = 1000 MW
The external disturbance ! is still assumed to be an energy-
limited white noise similar to the above two cases. The H1
performance index  is chosen as 0:1 and the coefficients of
AGC capacity are Ar1 = 0:6, Ar2 = 0:8 and Ar3 = 0:5.
By Algorithm 1 and pinning the first load aggregator in each
control area, one can derive the corresponding matrix i,
which is omitted here. The feedback gains i and i can
be derived from Algorithm 1 as well, which are given with
1 = 0:0695, 1 = 43:1532, 2 = 0:0549, 2 = 53:8412,
3 = 0:0991, 3 = 38:3732. By simulation, one can derive the
convergence of the pinning equilibrium and the corresponding
active power changes for the aggregated responsive loads in
each control area, which are given in Figs. 15-17.
Under the above parameters’ setting and considering fre-
quency compensation actions in each control area, one can run
the simulation easily. Here, the system frequency responses in
each control area are shown in Fig. 18 and the ACE deviations
in each control area are given in Fig. 19.
It can be seen from the simulation results, the system
frequency is greatly improved by considering the distributed
control of populations of responsive loads. The participation
of these responsive loads can assist the AGC units to fulfill
the frequency regulation and relieve a part of AGC burden on
the traditional power plants.
V. DISCUSSIONS
For the communication topology among the load aggre-
gators, it is required that the joint communication topology
has a directed spanning tree according to Theorem 1. The
communication topology in Fig. 5 is just one satisfying the
constraint (directed spinning tree). In fact, any communication
topologies satisfying this constraint can be utilized for the
communication of load aggregators. Such a constraint can be
used as a guidance for the planning of the communication
topology in the practical engineering implementation.
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Fig. 15. The pinning equilibrium and pinning power changes of aggregated
responsive loads in Area 1.
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Fig. 16. The pinning equilibrium and pinning power changes of aggregated
responsive loads in Area 2.
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Fig. 17. The pinning equilibrium and pinning power changes of aggregated
responsive loads in Area 3.
In an actual demand side control system, there are always
two possibilities of time delays; one is the communication de-
lay resulted from the communication network and another one
is the responsive delay related to the dynamic response of the
load aggregator. There is an upper bound for the time delay in
the DSC; and once the time delay has passed the upper bound,
the frequency stability of the coupled control structure cannot
be guaranteed until other spinning reserves are provided. In our
current work, we have simulated the communication delays to
illustrate the robustness of the communication network and the
responsive delay of load aggregator to show the relationship
between the effective of the DSC and the supporting time of
AGC units.
On the other hand, the maximal regulation capacity of each
load aggregator is time-varying, which is not always available.
We have illustrated this phenomenon in Case 2, where there
are two load disturbances occurring at different time instants
in this control area. The maximal regulation capacities of the
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Fig. 18. Frequency deviations in three control areas with/without DSC.
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Fig. 19. ACE signals in three control areas with/without DSC.
load aggregators are reduced at the second load disturbance.
In the proposed demand side control algorithm, there are
a centralized pinner and multiple load aggregators. For the
pinner, independent system operator in each control area is
responsible to initialize it and determine to send the objective
information to which load aggregator. As for the load aggrega-
tor, it may be an energy management system for an intelligent
residential district or a commercial building.
As for the coupled control structure (Fig. 2), the main
challenge is that the load aggregator may not respond to
the control input (utilization level for the load aggregator)
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accurately due to the responsive uncertainties from load aggre-
gators, which may result in the frequently action for the pinner.
On the other hand, the load modeling is important to analyze
the maximal capacity of an aggregator and to derive the
approximate aggregated power of the load agent. In short, the
participation of load aggregators is beneficial to the generating
units since the load aggregators can provide faster reserve
or regulation services without environmental contaminants.
Meanwhile, such a DSC algorithm can improve the frequency
stability by considering the primary and secondary regulation
services provided by load aggregators.
VI. CONCLUSIONS
This paper presented a distributed pinning demand side
control strategy for coordinating the operation of multiple
load aggregators, which was integrated into the secondary
frequency control of traditional power plants. Thus, a coupled
frequency control structure by considering the traditional AGC
and the proposed DSC was derived. For the distributed control
of load aggregators, the convergence of the proposed distribut-
ed strategy was analyzed and the detailed designing steps
were summarized as a multi-step algorithm for determining
the feedback gains in the distributed pinning control. While,
for the supplementary control of power plants, we still utilized
the traditional centralized PI control to manage all AGC units
in each control area. It was justified that the proposed coupled
frequency framework can handle the plant disturbances for
load aggregators and relieve the burden of traditional online
AGC units. Furthermore, the system frequency could be im-
proved by considering the AGC+DSC compared with AGC
only.
Future works will explore the coordinating operation of
multiple energy storage units [33]; centralized look-ahead
dispatch for flexible load agents with responsive uncertainly
[34] under the electricity market environment.
APPENDIX A
PROOF OF THEOREM 1
Proof: Firstly, we study the stability of the error system
(8) without disturbances. Consider the following Lyapunov
candidate:
V (t) =
1
2
r2(t) +
1
2
eT (t)e(t); (13)
where  is a positive definite matrix. Then the time derivative
of V (t) along the solution of error system (8) is
_V (t) =  r(t) B1Nr(t)  r(t)Be(t)
+ r(t)
 
1NB1N
T
e(t)
  eT (t) (L+D) + (L+D)Te(t)
+ eT (t)
 
1NB

e(t)
,zT (t)
z(t);
where z = [rT (t); eT (t)]T and 
 is given as follows,

 =

 B1N 12
 
(1NB1N )
T B

 1NB [(L+D)+(L+D)T]

:
By Schur complement Lemma, one knows that 
 < 0 is
equivalent to  > 0 and
1NB   [(L+D) + (L+D)T]
+

4B1N
[1NB1N  BT ][(1NB1N )T  B] < 0;
that is,
 >

min
1NB +

4minB1N
[1NB1N  BT ]
 [(1NB1N )T  B]; ( > 0);
where min = min
 
(L + D) + (L + D)T

, which
gives a discriminant relation for the feedback gains without
disturbances.
Since condition (11) implies 
 < 0, the system (8) is
asymptotically stable when disturbances !j(t) = 0, j =
1; : : : ; N .
Subsequently, we discuss the performance of the system (8)
with nonzero disturbance !(t). Calculating the time derivative
of V (t) along the solution of (8) results in
_V (t) =  r(t) B1Nr(t)  r(t)Be(t)
+ r(t)
 
1NB1N
T
e(t)
  eT (t) (L+D) + (L+D)Te(t)
+ eT (t)
 
1NB

e(t) + eT (t)!(t):
For any T > 0, consider the following cost function
JT =
Z T
0
[zT (t)z(t)  2!T (t)!(t)]dt:
According to the theory of linear systems [35], the solution
of error system (8) is composed of two parts: one is the zero-
input response associated with !(t)  0, which is independent
on external disturbances; the other is the zero-state response
under the initial state z(t)  0. Then, only the latter response
related to the external disturbance !(t) needs to be studied for
the H1 performance of system (8), and thus, the initial state
z(0) is supposed to be zero-valued, i.e., V (0) = 0. Under this
initial condition, we have
JT =
Z T
0

zT (t)z(t)  2!T (t)!(t) + _V (t)dt
  V (T ) + V (0)
=
Z T
0
 T (t)~
 (t)dt  V (T );
where  = [zT (t); !T (t)]T .
In terms of inequality (11) ~
 < 0, which leads to JT < 0,
i.e., Z T
0
kz(t)k2dt < 2
Z T
0
k!(t)k2dt:
Let T ! 1, one has R1
0
kz(t)k2dt < 2 R1
0
k!(t)k2dt,
which completes the proof.
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