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1. Introduccio´n
Este artı´culo reporta el estudio realizado hasta el momento en la lı´nea de investigacio´n de expli-
caciones diale´cticas [4] y propone direcciones para el trabajo a futuro. Dentro de varias a´reas de la
Inteligencia Artificial se ha puesto atencio´n al rol de las explicaciones, en particular en sistemas ex-
pertos [7, 10, 6]. El objetivo de brindar explicaciones en sistemas expertos es brindar mayor confianza
al usuario con respecto a las respuestas dadas por el sistema. No obstante, pocos han analizado el uso
de explicaciones dentro de sistemas argumentativos [8]. En general, se habla de ‘argumento’ como
una explicacio´n para un literal dado; es decir, el punto siendo explicado es puesto en discusio´n, y
a partir de ahı´ puede ser aceptado o no. Por ejemplo, el argumento “hoy esta´ lloviendo, por lo cual
me voy a quedar a dormir” puede ser una explicacio´n para el literal “hoy no voy a trabajar”. Sin
embargo, la razo´n provista para no ir a trabajar puede ser puesta en tela de juicio. Por otro lado, en
revisio´n de creencias tambie´n se ha estudiado el rol de las explicaciones [3]. ´Estas son utilizadas para
resolver inconsistencias entre las creencias y las nuevas percepciones; aquel literal soportado por la
explicacio´n ma´s fuerte es el que finalmente prevalecera´.
Si bien reconocemos que un argumento en sı´ puede ser tomado como una explicacio´n para un
literal, en esta lı´nea de trabajo estamos enfocados en otro tipo de explicaciones: aquellas que justi-
fican las garantı´as brindadas por un sistema argumentativo. Nuestro trabajo puede analizarse desde
un punto de vista abstracto, y los resultados se implementara´n en un formalismo en particular: De-
feasible Logic Programming (DeLP) [5]. Este formalismo utiliza programas lo´gicos rebatibles (de
aquı´ en adelante, DeLP-programs) para representar el conocimiento, y argumentacio´n rebatible para
el razonamiento. El procedimiento de prueba utilizado es diale´ctico, por lo cual estudiaremos un
concepto al que denominaremos explicaciones diale´cticas (de aquı´ en adelante, δ-Explanations). El
procedimiento de prueba, ante una consulta (query), responde si puede o no creerse en dicho literal,
es decir, si e´ste puede considerarse garantizado. El mecanismo para lograrlo es construir a´rboles de
diale´ctica enraizados en un argumento para el literal consultado o para su complemento. Para ma´s
detalles referirse a [5]. El conjunto completo de a´rboles de diale´ctica relacionados con la consulta
realizada sera´ considerado la δ-Explanation de la respuesta para esa consulta.
A lo largo del artı´culo mostraremos co´mo las δ-Explanations son una herramienta poderosa para
comprender y analizar las interacciones entre argumentos dentro de un a´rbol de diale´ctica, y para
asistir la codificacio´n y el depurado de bases de conocimiento. Actualmente, hay un prototipo im-
plementado en nuestro laboratorio que permite visualizar el conjunto de a´rboles de diale´ctica que
justifican la respuesta dada para una consulta. Los ejemplos mostrados en este artı´culo esta´n genera-
dos a partir de este prototipo.
En esta lı´nea de investigacio´n se propone el estudio de un a´rea poco explorada: la de explicaciones
en sistemas argumentativos. Las explicaciones que proveemos apuntan a revelar el contexto completo
de una consulta. Los ejemplos dados en este artı´culo enfatizan este punto. En la seccio´n que sigue
describimos y ejemplificamos las explicaciones diale´cticas tanto para consultas fijas como con vari-
ables, en la seccio´n 3 discutimos y hacemos una comparacio´n con un acercamiento que se relaciona
al nuestro, y en la seccio´n 4 delineamos el trabajo futuro sobre esta lı´nea.
2. Explicaciones Diale´cticas
Una consulta DeLP (DeLP-query) es un literal fijo que DeLP intentara´ garantizar. Una consulta
con al menos una variable sera´ llamada consulta esquema´tica (schematic query) y representara´ el
conjunto de DeLP-queries que unifican con ella. Ambos tipos de consultas requieren tratamientos
diferentes, por lo cual primero ejemplificaremos las explicaciones para DeLP-queries, y luego, para
schematic queries.
Pueden existir varios argumentos para un mismo literal, y cada argumento generara´ un a´rbol de
diale´ctica distinto. Por esto, la respuesta devuelta ante una consulta es so´lo la ‘punta del iceberg’
de un proceso que incluye la exploracio´n del conjunto de a´rboles de diale´ctica que soporta dicha
respuesta. Por lo tanto, para entender realmente por que´ una consulta tiene una respuesta en particular,
es esencial considerar que´ argumentos han sido generados y que´ conexiones existen entre ellos. Una
δ-Explanation para una DeLP-query Q es la unio´n de los a´rboles de diale´ctica construibles a partir de
cada argumento para Q y para el complemento de Q.
Ejemplo 1 (DeLP-query) Consideremos un programa lo´gico rebatible (Π1,∆1):
Π1 = {q, t} ∆1 =
{
(r –≺q), (∼r –≺q, s),
(r –≺s), (∼r –≺t)
}
desde el cual se pueden construir los siguientes argumentos:
〈R1,∼r〉 = 〈{∼r –≺t},∼r〉
〈R2, r〉 = 〈{r –≺q}, r〉
A partir de este programa la respuesta para la DeLP-query r es UNDECIDED, cuya δ-Explanation
puede verse en la Figura 1. Allı´ puede verse que ambos argumentos esta´n en una situacio´n de bloqueo;
es decir, ninguno bloquea al otro.
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Figura 1: δ-Explanation para la consulta r del Ejemplo 1
A continuacio´n, el Ejemplo 2 muestra co´mo la introduccio´n de un u´nico hecho en el programa del
Ejemplo 1 no so´lo modifica la respuesta para la consulta r, sino que hace una diferencia significativa
en la explicacio´n. Es en estos casos en los que recurrir a las δ-Explanations se torna necesario para el
completo entendimiento de lo que ocurre dentro del sistema.
Ejemplo 2 (Extiende al Ej. 1) Consideremos el DeLP-program (Π1 ∪ {s},∆1). Si realizamos nue-
vamente una DeLP-query por r, obtenemos NO como respuesta, y la δ-Explanation es la mostrada en
la Figura 2. Esta explicacio´n tiene dos a´rboles ma´s que la mostrada en el ejemplo anterior, debido a
dos nuevos argumentos que pueden extraerse del programa:
〈R3, r〉 = 〈{r –≺s}, r〉
〈R4,∼r〉 = 〈{∼r –≺q, s},∼r〉
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Figura 2: δ-Explanation para el Ejemplo 2
A diferencia de las explicaciones diale´cticas para DeLP-queries, las δ-Explanations para las
schematic queries tienen que lidiar con las diferentes instanciaciones posibles de la consulta dada.
Por esto, una δ-Explanation generalizada para una consulta esquema´tica Q es la unio´n de todas las
δ-Explanations para cada instancia de Q. A continuacio´n, vamos a ilustrar este concepto con un ejem-
plo.
Ejemplo 3 Consideremos el siguiente DeLP-program:
Π =

(bird(X)← chicken(X)) chicken(little)
chicken(tina) bird(rob)
scared(tina)

∆ =

flies(X) –≺bird(X)
flies(X) –≺chicken(X), scared(X)
∼flies(X) –≺chicken(X)

Supongamos que queremos saber, a partir de este programa, si se puede garantizar que algu´n
individuo no vuela. Al consultar por ∼flies(X) la respuesta es YES, debido a que hay una in-
stancia garantizada para esta consulta: ∼flies(little). El argumento que soporta esta garantı´a
es: 〈B2,∼flies(little)〉 = 〈{∼flies(little) –≺chicken(little)},∼flies(little)〉, el cual derrota a:
〈B1, f lies(little)〉 = 〈{flies(little) –≺bird(little)}, f lies(little)〉, por ser ma´s directo.
Los a´rboles de diale´ctica que componen la explicacio´n generalizada se muestran en la Figura 3.
Esta explicacio´n tambie´n muestra que la instancia ∼flies(tina) no esta´ garantizada.
Por otro lado, veamos que la respuesta para la schematic query opuesta (i.e., flies(X)) es tam-
bie´n YES. Por supuesto, el conjunto de instancias garantizadas es distinto esta vez: flies(tina) y
flies(rob). Los argumentos que soportan estas garantı´as pueden verse en la Figura 3, y son:
〈A1, f lies(tina)〉 = 〈{flies(tina) –≺bird(tina)}, f lies(tina)〉
〈A2,∼flies(tina)〉 = 〈{∼flies(tina) –≺chicken(tina)},∼flies(tina)〉
〈A3, f lies(tina)〉 = 〈{flies(tina) –≺chicken(tina), scared(tina)}, f lies(tina)〉
〈C1, f lies(rob)〉 = 〈{flies(rob) –≺bird(rob)}, f lies(rob)〉
La δ-Explanation generalizada para flies(X) es la misma que aquella para ∼flies(X), dado
que las explicaciones para un literal tambie´n incluyen el ana´lisis para el complemento del mismo.
B
2
~flies(little)
U C
1
flies(rob)
UA
2
A
3
~flies(tina)
flies(tina)
U
DA
1
A
2
A
3
~flies(tina)
flies(tina)
flies(tina)
U
U
D
A
3
flies(tina)
U
B
2
~flies(little)
U
B
1
flies(little)
D
Figura 3: δ-Explanation generalizada para ∼flies(X)
Las consultas esquema´ticas nos dan la posibilidad de hacer preguntas ma´s generales que las DeLP-
queries. Con ellas no estamos preguntando si se puede creer en una dada pieza de conocimiento,
sino que estamos preguntando si existe una instancia de la consulta (relacionada a un individuo) que
puede ser garantizada por el sistema. Esto puede llevar a un razonamiento ma´s profundo, ya que se
puede plantear una consulta, obtener las instancias garantizadas y continuar con la discusio´n con esos
individuos. Es decir, la discusio´n puede ser focalizada.
3. Trabajo Relacionado
En el sitio web del proyecto ASPIC [2] se presenta una demostracio´n de un engine argumentativo
basado en el formalismo de Gerard Vreeswijk. En ella se brindan varios casos de ejemplo, dando la
posibilidad de ejecutar consultas sobre esas bases de conocimiento, e incluso editarlas. Tambie´n se
puede crear una base de conocimiento nueva, y realizar consultas sobre ella.
Es interesante la posibilidad de visualizar, mediante un grafo, el proceso argumentativo provocado
por la consulta. Esto puede tomarse como una explicacio´n para la respuesta dada. Los argumentos y
las relaciones de ataque entre ellos se muestran de acuerdo al Argument Interchange Format (AIF) [1],
y los nodos esta´n adecuadamente coloreados para representar argumentos derrotados (rojo) y no der-
rotados (verde). Sin embargo, la visualizacio´n resulta confusa, ya que hay demasiados elementos en
pantalla. Existen estilos de flecha de distintos colores utilizados para representar rebut, undercut, etc.
y pueden hacerse muy difı´ciles de seguir, sobre todo por su longitud. Adema´s, las estructuras internas
de los argumentos no son simples y se muestran desde un principio en completo detalle.
En cambio, la representacio´n dada por nuestro sistema es estructuralmente ma´s simple, ya que
se trata de a´rboles, y los nodos (i.e., argumentos) se muestran en una versio´n simplificada, con la
posibilidad de ver su contenido mediante un tooltip. Uno o varios nodos pueden ser expandidos y
contraı´dos para revelar la derivacio´n lo´gica que hizo a la construccio´n del argumento. Tambie´n se
puede hacer zoom in/out (u´til en caso de a´rboles muy grandes) y un mapa de referencia facilita la
ubicacio´n del foco de la ventana de visualizacio´n dentro de la pantalla.
Por otra parte, en [2] se brinda otra opcio´n para obtener una explicacio´n de la respuesta dada por
el engine: una traza que muestra no so´lo la construccio´n de argumentos, sino que tambie´n describe
interferencias y defensa entre ellos y el status de cada uno: PRO o CON, es decir, a favor o en contra
del argumento que soporta la consulta, respectivamente. Se detalla el grado de fortaleza de la interfer-
encia, es decir, si un argumento logro´ derrotar a otro. No obstante, la traza tiene debilidades similares
al grafo en cuanto a visualizacio´n: es compleja desde un principio, y no brinda interaccio´n alguna,
i.e., el usuario no puede contraer/expandir secciones de la traza. El detalle con el que se muestra la
traza parece un tanto excesivo, lo cual afecta a la usabilidad. Nuestro sistema no cuenta con este tipo
de facilidades para trazar el proceso argumentativo.
4. Conclusiones y Trabajo Futuro
Esta nueva lı´nea de trabajo en el a´rea de argumentacio´n esta´ dedicada a estudiar una parte poco ex-
plorada: la de explicaciones en sistemas argumentativos, plasmando los resultados en el sistema DeLP.
Este estudio abre nuevas posibilidades para implementar, por ejemplo, sistemas expertos basados en
DeLP. La idea de este trabajo nacio´ como una necesidad al hacer testeo y depurado de programas
lo´gicos rebatibles, ya que se torna realmente difı´cil seguir la dina´mica argumentativa del sistema.
Colateralmente, esta lı´nea abarca el ana´lisis e implementacio´n de nuevos sistemas de visualizacio´n
que faciliten la tarea del usuario en el uso de las explicaciones. Este tipo de herramientas se torna nece-
sario debido a que el nu´mero y taman˜o de los a´rboles de diale´ctica generados por una consulta pueden
llegar a ser muy inco´modos de manejar. Por esto, contar con la posibilidad de visualizar los a´rboles
con las facilidades que mencionamos a lo largo del artı´culo hace que las explicaciones diale´cticas
cobren mayor sentido. Actualmente, existe un prototipo del sistema DeLP que ofrece una visual-
izacio´n interactiva de explicaciones diale´cticas. Como pro´ximo paso de investigacio´n, nos dirigimos
a la inclusio´n de nueva informacio´n dentro de las explicaciones.
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