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We prove that for any second order stochastic process X with stationary increments with
continuous paths and continuous variance function, there exists a tempered measure μ
(for which we give an explicit expression) related with the domain of the Wiener integral
with respect to X as follows: the space of tempered distributions f such that the Fourier
transform of f is square integrable with respect to μ is always a dense subset of the
domain of the Wiener integral. Moreover, we provide suﬃcient conditions on μ in order
that the domain of the integral is exactly this space of distributions. We apply our results
to the fractional Brownian motion. In particular, it is proved that the domain of the Wiener
integral with respect to the fractional Brownian motion with Hurst parameter H > 1/2
contains distributions that are not given by locally integrable functions, this fact was
suggested by Pipiras and Taqqu (2000) in [5]. We have also considered the example of
the process given by Ornstein and Uhlenbeck as a model for the position of a Brownian
particle.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the important paper [5], Pipiras and Taqqu study some questions about integration with respect to the fractional
Brownian motion on all the real line. They consider several spaces of deterministic integrands. One of them is
Λ˜H =
{
f ∈ L2(R):
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
,
where fˆ denotes the Fourier transform of the square integrable function f and H ∈ (0,1) is the Hurst parameter of the
fractional Brownian motion. They show that when H = 1/2, the space Λ˜H is not complete and then, it is a strict subspace
of the domain of the Wiener integral, see [5, Theorem 3.1].
We will prove that the following bigger space:
ΛH =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
,
where, as usual, S ′ is the Schwartz space of tempered distributions and fˆ denotes the Fourier transform of f belonging
to this space, is also a space of integrands and moreover it is complete. So, ΛH is the domain of the Wiener integral
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1
2 = Λ˜ 12 = L2(R), and that for H > 1/2 these spaces contain
distributions that are not given by locally integrable functions, see Proposition 4.2.
The purpose of this work is to prove some general results on the domain of the Wiener integral with respect to second
order processes with stationary increments that include as a particular case the above result for the fractional Brownian
motion. Concretely we show that for any X = {Xt, t ∈ R}, second order process with stationary increments, continuous
paths and continuous covariance function, there exists a tempered measure μ, such that the space
U =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2 dμ(x) < ∞
}
, (1)
is always a space of integrands for the process X (see Corollary 3.3). This measure μ can be explicitly computed. In fact, we
have that
μ = 1
2
F−1(V ′′).
Here, V ′′ denotes the second order distributional derivative of the continuous variance function V of X , and F−1(V ′′) is
the inverse of the Fourier transform of V ′′ .
Moreover, we prove that if this measure μ is absolutely continuous with respect to the Lebesgue measure, and its density
function u satisﬁes that 1/u is also a tempered function, then the space U is also complete and, as a consequence, the space
U is the domain of the Wiener integral with respect to X (see Theorem 3.5).
As examples, we apply our results to the fractional Brownian motion and also to the Ornstein–Uhlenbeck process used
as a model for the position of a Brownian particle.
The existence of distributions in our space U that are not given by locally integrable functions can be interesting in view
of applications. For instance, in the theory of stochastic partial differential equations a similar situation appears. Concretely,
in order to give a sense to mild solutions, we need to integrate the associated Green function with respect to a martingale
measure. But, as occurs with the wave equation in high dimensions, this Green function can be a distribution. See, for
instance [1].
To prove our results, we utilize some properties of the Wiener integral with respect to any continuous process X with
continuous covariance function, that are very similar to those proved by the author in [4], where integration with respect to
the fractional Brownian motion on a ﬁnite interval is considered. Concretely, we use the fact that the domain of the Wiener
integral with respect to X always contains the space D of test functions of class C∞ with compact support as a dense
subspace. This fact allows the use of distribution theory, more speciﬁcally the theory of random distributions created by Itô
in [3].
We have organized the paper as follows. Section 2 of preliminaries contains some general properties of the Wiener
integral with respect to any continuous process with continuous covariance function. We also consider the particular case
of second order processes with stationary increments. For this class of processes (more precisely, for their distributional
derivatives), the results of Itô (see [3]) can be applied. Hence, we obtain the existence of a measure μ that allows to
express the covariance of the Wiener integral of two test functions in terms of the scalar product of the Fourier transform
of these functions in L2(μ) (see quality (10)). In Section 3, we prove the mentioned results on the space U given by (1),
see Corollary 3.3 and Theorem 3.4. Section 4 is devoted to the applications to the fractional Brownian motion and the
Ornstein–Uhlenbeck model for the position of a Brownian particle. Finally, we have added an Appendix A with the proof
of the equivalence of our result and Theorem 3.3 of Pipiras and Taqqu’s paper (see [5]) that characterizes the domain of
the Wiener integral with respect to the fractional Brownian motion with Hurst parameter H < 1/2 in terms of fractional
derivatives.
2. Preliminaries
2.1. The Wiener integral and its domain
Along this section we will study some general properties of the Wiener integral with respect to a process X = {Xt, t ∈ R},
deﬁned on a certain probability space (Ω,F , P ), that will be a centered second order process with continuous paths. As in
order to deﬁne the integral only the increments of the process X are relevant, we will assume that X0 = 0. We will denote
by R the covariance function of X , that is
R(s, t) = E[Xs Xt]
and we will suppose in addition that R is continuous.
Consider the vector space E of all step functions of the form
f =
N−1∑
f j1[t j , t j+1),
j=0
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X in the natural way as follows:
I( f ) =
N−1∑
j=0
f j(Xt j+1 − Xt j ). (2)
It is easily veriﬁed that this deﬁnition does not depend on the particular representation of f as a simple function, being I
a linear operator from E into a subspace of L2(Ω).
Observe that the considered elementary functions are real-valued functions and so, the extension of the integral operator
will be deﬁned on a real vectorial space. Nevertheless, mainly due to the use of Fourier transform, some complex vectorial
spaces appear in a natural way when we try to extend the integral and we will need to distinguish between the real spaces
and the complex ones. So, for instance, given a measure μ, we will write L2(μ) for the space of real-valued μ-square
integrable functions and L2
C
(μ) for the complex-valued square integrable functions with respect to μ.
We will also consider the classical spaces of distribution theory and we denote by D the space of the real-valued C∞-
functions with compact support and by S the space of real-valued C∞-functions of rapid decrease, and denote by DC and
by SC the space of complex-valued functions of class C∞ with compact support and with rapid decrease, respectively. We
will also use the space of real distributions D′ which is the topological dual of D. The space of real tempered distributions
is denoted by S ′ and we will also need the space of complex tempered distributions, that will be denoted as S ′
C
which is
the topological dual of SC . We can consider the above real spaces of functions as subspaces of the corresponding complex
spaces by means of the obvious identiﬁcations. We can also extend a real tempered distribution T to a complex one denoted
also by T given by
〈T , φ〉 = 〈T ,Re(φ)〉+ i〈T , Im(φ)〉,
for any φ ∈ SC , where we are denoting by Re(φ) the real part of the function φ and by Im(φ) its imaginary part.
Returning to the deﬁnition of the Wiener integral, observe that by summation by parts formula, identity (2) can be
written as
I( f ) = fN−1XtN − f0Xt0 −
N−1∑
j=1
Xt j ( f j − f j−1) = −
∫
R
Xt dμ f (t),
where μ f is the following signed measure:
μ f =
N−1∑
j=1
( f j − f j−1)δt j + f0δt0 − fN−1δtN .
Notice that μ f is the Lebesgue–Stieljes signed measure associated with f .
One can easily check that for f and g in E ,
E
[
I( f )
]= 0,
and
E
[
I( f )I(g)
]=
∫
R
∫
R
R(s, t)d(μ f ⊗ μg)(s, t).
Then, we introduce in E the bilinear and symmetric form given by
( f , g)E = E
[
I( f )I(g)
]=
∫
R
∫
R
R(s, t)d(μ f ⊗ μg)(s, t),
which is a scalar product if we identify two functions f and g when the quantity ( f − g, f − g)E equals to 0.
The linear space generated by the increments of X is given by
L(X) =
{
Z ∈ L2(Ω): Z = L2(Ω) − lim
n→∞ I( fn), for some ( fn) ⊂ E
}
.
It is a closed subspace of L2(Ω) with respect to the usual topology of this space.
The following proposition gives suﬃcient conditions for a certain space to be a set of integrands with respect to X . This
result can be proved in the same way that [5, Proposition 2.1] (although in that paper the authors do not use distribution
spaces). Remember the usual identiﬁcation of a locally integrable function with its associate distribution given by
〈 f ,ϕ〉 =
∫
R
f (x)ϕ(x)dx,
for any ϕ ∈ D.
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(a) C is an inner product space with inner product ( f , g)C , for f , g ∈ C .
(b) E ⊂ C and ( f , g)C = ( f , g)E for f , g ∈ E .
(c) The set E is dense in C .
Then:
(i) There is an isometry between the space C and a linear subspace of L(X) which is an extension of the map f −→ I( f ) for f ∈ E .
(ii) C is isometric to L(X) if and only if C is complete.
Remark 2.2. If a space C satisﬁes (a), (b) and (c) of the above proposition we say that it is a space of integrands for X .
Moreover, a complete space C satisfying (a), (b) and (c) can be identiﬁed with the completion of E with respect to the
inner product (·,·)E . We call this space the domain of the Wiener integral with respect to X and denote it as Λ.
Let V0 be the set of bounded variation functions with compact support, and deﬁne for f and g in V0
( f , g)V0 =
∫
R
∫
R
R(s, t)d(μ f ⊗ μg)(s, t),
where μ f denotes the signed measure associated to the function f . The form (·,·)V0 is obviously bilinear and symmetric.
Since R is continuous and non-negative deﬁnite, we have also that
( f , f )V0 = lim|π |→0
∑
i, j
μ f
(
(si, si+1]
)
R(si, s j)μ f
(
(s j, s j+1]
)
 0,
where we have denoted by π the elements of a family of partitions of an interval that contains the support of f . Then, if
we identify two functions f , g ∈ V0 if ( f − g, f − g)V0 = 0, V0 endowed with (·,·)V0 is an inner product space.
We can prove the following result, that is a slight modiﬁcation of [4, Theorem 2.3].
Theorem 2.3. Let X = {Xt, t ∈ R} be a centered continuous second order process with continuous covariance function. The domain
Λ of the Wiener integral with respect to X contains as dense subsets the linear spaces V0 and D. If we denote by C any of these spaces,
we have that, for f ∈ C ,
I( f ) = −
∫
R
Xt dμ f (t),
where μ f is the Lebesgue–Stieljes signed measure associated with the function f .
Moreover, Λ is the completion of C with respect to the inner product given by
( f , g)C = E
[
I( f )I(g)
]=
∫ ∫
R2
R(s, t)d(μ f ⊗ μg)(s, t), (3)
for f , g ∈ C .
Remark 2.4. Observe that for f , g ∈ D we have that
d(μ f ⊗ μg)(s, t) = f ′(s)g′(t)dsdt (4)
and that
I( f ) = −
∫
R
Xt f
′(t)dt. (5)
2.2. Some consequences of Itô’s theory of random distributions
Given a centered stochastic process X with continuous covariance function R , it can be identiﬁed with the random
distribution in the sense of Itô (that is, a linear and continuous map from D into L2(Ω), with respect to the usual topologies
of these spaces, see [3]) given by
X(ϕ) =
∫
R
Xtϕ(t)dt, (6)
for ϕ ∈ D.
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deﬁned by Itô. Indeed, applying Theorem 2.3, we have that for ϕ ∈ D,
X ′(ϕ) = −X(ϕ′)= −
∫
R
Xt ϕ
′(t)dt = I(ϕ),
where the ﬁrst equality is true by deﬁnition, the second one is due to (6) and the third one to (5).
The correlation form of X ′ is given by
BX ′(ϕ,ψ) = E
[
X ′(ϕ)X ′(ψ)
]= E[I(ϕ)I(ψ)]=
∫ ∫
R2
R(s, t)ϕ′(s)ψ ′(t)dsdt,
for any ϕ , ψ ∈ D, where in the last equality we have used (3) and (4).
If X has stationary increments (wide sense), then it is easily seen that X ′ is a stationary (wide sense) random distribution.
That is, if we deﬁne for ϕ ∈ D and h ∈ R the translation by h of ϕ as the function ϕh(x) = ϕ(x+ h), we have that
BX ′(ϕh,ψh) = BX ′(ϕ,ψ).
Indeed, denoting by V the variance function of the process, that is V (t) = E(X2t ), we have
BX ′(ϕh,ψh) =
∫ ∫
R2
R(s, t)ϕ′(s + h)ψ ′(t + h)dsdt
= 1
2
∫ ∫
R2
(
V (s) + V (t) − V (t − s))ϕ′(s + h)ψ ′(t + h)dsdt
= −1
2
∫ ∫
R2
V (t − s)ϕ′(s + h)ψ ′(t + h)dsdt, (7)
where we have used that ϕ′ and ψ ′ have compact support. From expression (7) the result follows in a direct way.
By [3, Theorems 2.1 and 2.2], if X has stationary increments (wide sense), the correlation form of X ′ satisﬁes that there
exists a unique real distribution ρ ∈ D′ such that
BX ′(ϕ,ψ) = 〈ρ,ϕ ∗ ψˇ〉, (8)
where we are denoting by ψˇ the function given by ψˇ(x) = ψ(−x). Applying now [3, Theorems 3.1 and 3.3], there is a sym-
metric tempered measure μ such that
ρ = F(μ),
where F denotes, as usual, the Fourier transform deﬁned on S ′ . In the setting of the theory of random stationary distribu-
tions, the measure μ is called the spectral measure of X ′ .
Using this fact, if X has stationary increments, we have that for any ϕ,ψ ∈ D
BX ′(ϕ,ψ) =
〈F(μ),ϕ ∗ ψˇ 〉= 〈μ,F(ϕ ∗ ψˇ)〉=
∫
R
ϕˆ(t)ψˆ(t)dμ(t).
Finally, application of [3, Theorem 6.1] gives that the spectral measure μ satisﬁes that∫
R
dμ(λ)
1+ λ2 < ∞.
Summarizing all these results we can state the following proposition.
Proposition 2.5. Let X be a continuous centered second order stationary increments process null at zero with continuous covariance
function. Then, there exists a unique symmetric tempered measure μ, called the spectral measure of X ′ , satisfying that∫
R
dμ(λ)
1+ λ2 < ∞, (9)
such that
E
[
I(ϕ)I(ψ)
]=
∫
R
ϕˆ(t)ψˆ(t)dμ(t). (10)
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Suppose now that X is a centered second order process with continuous paths, null at 0, with stationary (wide sense)
increments and continuous covariance function R . We will refer to the processes with stationary increments in wide sense
simply as stationary increments processes.
In this particular case, we can easily prove that the spectral measure μ of X ′ is given by 12F−1(V ′′), where V ′′ is
the second order distributional derivative of the variance function V and F−1(V ′′) is the inverse Fourier transform of the
tempered distribution V ′′ . This is done in Proposition 2.7.
Remark 2.6. The (continuous) variance function V of a process with stationary increments deﬁnes a tempered distribution
because for each t0 > 0 there exists a constant A > 0 such that
V (t) At2, for any t  t0,
see, for instance, [7, Eq. (4.238)].
Proposition 2.7. Let X = {Xt, t ∈ R} be a centered, null at 0, continuous second order process with stationary increments, with
continuous variance function V . Then, the spectral measure of X ′ is given by
μ = F−1
(
1
2
V ′′
)
.
Proof. Let f , g ∈ D, therefore
BX ′( f , g) =
∫ ∫
R2
R(s, t) f ′(s)g′(t)dsdt
= −1
2
∫ ∫
R2
V (t − s) f ′(s)g′(t)dsdt
= −1
2
∫
R
V (u)
( ∫
R
f ′(s)g′(u + s)ds
)
du
= −1
2
∫
R
V (u)
( ∫
R
f ′(s)g′(s − u)ds
)
du,
where we have used that V is an even function. This last expression equals to
1
2
∫
R
V (u)( f ∗ gˇ)′′(u)du =
〈
1
2
V ′′, f ∗ gˇ
〉
,
where V ′′ is the second order distributional derivative of the function with slow growth V .
Then, the real distribution ρ appearing in (8) equals to 12 V
′′ , and then, the spectral measure μ of X ′ satisﬁes that
1
2 V
′′ = F(μ). 
As a consequence of the above proposition, Theorem 2.3 and identity (10) we can state the following corollary.
Corollary 2.8. Let X be a centered, null at 0, continuous process with stationary increments and continuous variance function V . Then,
the domain Λ of the Wiener integral with respect to X is the completion of D with respect to the inner product
(ϕ,ψ)D =
∫
R
ϕˆ(t)ψˆ(t)dμ(t),
with μ = F−1( 12 V ′′).
3. The domain of the Wiener integral for processes with stationary increments
In view of Corollary 2.8, one can guess that, for a continuous process with stationary increments, the domain of the
Wiener integral is given by Λ = { f ∈ S ′: ∫
R
| fˆ (x)|2 dμ(x) < ∞} and that the inner product in Λ is equal to
( f , g)Λ =
∫
fˆ (x)gˆ(x)dμ(x).R
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{ f ∈ S ′: ∫
R
| fˆ (x)|2 dμ(x) < ∞} contains the space D as a dense subset and, as a consequence, U ⊂ Λ. In the second
one, we show that U is complete under the additional condition that the measure μ is absolutely continuous with respect
to the Lebesgue measure and its density function u satisﬁes that 1/u is also a function with slow growth. As a consequence,
we obtain in the third theorem that under this last assumption Λ = U .
We will need the following lemma on the Fourier transform of real tempered distributions.
Lemma 3.1. Let f ∈ S ′ and suppose that fˆ is a function, then
fˆ (−x) = fˆ (x) (a.e.).
Proof. This property is easily veriﬁed for f ∈ S . Suppose now that f ∈ S ′ . It suﬃces to see that, for any ϕ ∈ S , we have
that ∫
R
fˆ (−x)ϕ(x)dx =
∫
R
fˆ (x)ϕ(x)dx.
In fact,∫
R
fˆ (−x)ϕ(x)dx = 〈( fˆ ) ,ˇ ϕ〉= 〈 fˆ , ϕˇ〉 = 〈 f , (ϕˇ)ˆ〉= 〈 f , ϕˆ〉 = 〈 f ,Re(ϕˆ)〉+ i〈 f , Im(ϕˆ)〉
= 〈 f ,Re(ϕˆ)〉− i〈 f , Im(ϕˆ)〉= 〈 f , ϕˆ〉 =
∫
R
fˆ (x)ϕ(x)dx. 
Theorem 3.2. Let X = {Xt, t ∈ R} be a centered, null at 0, continuous second order process with stationary increments with contin-
uous covariance function, and let μ be the spectral measure of X ′ . Consider U = { f ∈ S ′: ∫
R
| fˆ (x)|2 dμ(x) < ∞}, endowed with the
inner product
( f , g)U =
∫
R
fˆ (x)gˆ(x)dμ(x).
Then D is a dense subspace of U .
Proof. First of all, (·,·)U is actually a (real-valued) inner product, if we identify two elements f , g ∈ S ′ when ( f − g,
f − g)U = 0. This is easily checked by using Lemma 3.1 and the symmetry of μ.
We have that if f ∈ U then fˆ ∈ {h ∈ L2
C
(μ): hˇ = h¯}. Indeed, for f ∈ U it is clear that fˆ ∈ L2
C
(μ) and, again by Lemma 3.1,
we have that fˆ (−x) = fˆ (x).
Denote by G = {h ∈ L2
C
(μ): hˇ = h¯}. We must see that, for all f ∈ U , there exists a sequence ( fn)n ⊂ D such that
‖ fn − f ‖2U =
∫
R
∣∣ fˆn(x) − fˆ (x)∣∣2 dμ(x) → 0, as n → ∞.
So, the proof will be ﬁnished if we show that the image of D by the Fourier transform, F(D), is a dense subspace of G ,
endowing this space with the topology induced by L2
C
(μ).
In the proof of [3, Theorem 4.1], it is shown that F(DC) = {ϕˆ, ϕ ∈ DC} is a dense subspace of L2C(μ). We reproduce
here the argument, for the sake of completeness:
The Fourier transform F is a homeomorphic mapping from SC onto itself, where the topology on SC is the usual in the
theory of distributions. As DC is dense in SC , so is F(DC). Taking into account (9), it is easily seen that SC ⊂ L2C(μ) and
that convergence in SC implies convergence in L2C(μ). Therefore F(DC) is dense in SC with respect to the norm of L2C(μ).
As DC is dense in L2C(μ), SC is dense in L2C(μ) and so F(DC) is dense in L2C(μ).
Due to this result, for any element h ∈ G , there exists (ϕn)n ⊂ DC such that ϕˆn converges in L2C(μ) to h. Observe that
this implies that
Re(ϕˆn) → Re(h), in L2(μ), as n → ∞, (11)
and that
Im(ϕˆn) → Im(h), in L2(μ), as n → ∞. (12)
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complex function g , consider e(g) = 12 (g + gˇ), the even part of g . Analogously, consider o(g) = 12 (g − gˇ), the odd part of g .
Since h ∈ G , we have that Re(h) is an even function and that Im(h) is an odd function. Using this fact, (11), (12), and the
symmetry of the measure μ, we can easily deduce that
e
(
Re(ϕˆn)
)→ Re(h), in L2(μ), as n → ∞,
and that
o
(
Im(ϕˆn)
)→ Im(h), in L2(μ), as n → ∞.
Deﬁne ψn = F−1(e(Re(ϕˆn)) + io(Im(ϕˆn))). The ψn are real-valued functions because the inverse Fourier transform of an
even function has only real part and the inverse Fourier transform of an odd function has only imaginary part. We have
also that ψn ∈ D and that ψˆn converges in L2C(μ) to h. This fact concludes the proof. 
By using (9) and Theorem 3.2, it is easily shown that E ⊂ U and that for f , g ∈ E ,
( f , g)E = ( f , g)U .
Thus, using Theorem 3.2, this last fact and Proposition 2.1 we can prove the following corollary which states that U is a
space of integrands for X .
Corollary 3.3. Let X = {Xt, t ∈ R} be a centered, null at 0, continuous second order process with stationary increments with continu-
ous covariance function and let μ be the spectral measure of X ′ . Then, there is an extension of I that is an isometry between the linear
space U = { f ∈ S ′: ∫
R
| fˆ (x)|2 dμ(x) < ∞} (endowed with the scalar product given by ( f , g)U =
∫
R
fˆ (x)gˆ(x)dμ(x)) and a linear
subspace of L(X). That is, U is a space of integrands for X.
For the identiﬁcation of U as the domain Λ of I , the completeness of U is needed. We have been able to prove this
completeness by imposing the additional condition that μ has a density u such that 1/u is also a slow growth function.
Theorem 3.4. Let X = {Xt, t ∈ R} be a centered, null at 0, continuous second order process with stationary increments and continuous
covariance function. Assume that the spectral measure μ of X ′ is absolutely continuous with respect to the Lebesgue measure with
density u. Suppose also that 1/u is a slow growth function. Then, the linear space U = { f ∈ S ′: ∫
R
| fˆ (x)|2u(x)dx < ∞}, endowed
with the inner product given by ( f , g)U =
∫
R
fˆ (x)gˆ(x)u(x)dx, is a real Hilbert space.
Proof. Notice that the conditions imposed on u imply that (·,·)U is (strictly) positive deﬁnite. We only must check the
completeness of U . Let ( fn)n be a Cauchy sequence of U . Then fˆnu 12 is a Cauchy sequence in L2C(R) and then, there exists
g ∈ L2
C
(R) such that
fˆnu
1
2 −→ g, in L2
C
(R), as n → ∞.
Since g ∈ L2
C
(R) and 1/u has slow growth, we have that the function gu− 12 deﬁnes a tempered distribution. Moreover, for
any x ∈ R a.e., we have the equality (gu− 12 )(−x) = (gu− 12 )(x). Then, we can consider f = F−1(gu− 12 ) that will belong to S ′ .
Indeed, it is clear that f ∈ S ′
C
, so it suﬃces to see that for any ϕ ∈ S we have 〈 f ,ϕ〉 ∈ R. Put h = gu− 12 , we have that
〈 f ,ϕ〉 = 〈F−1(h),ϕ〉= 1
2π
〈F(hˇ),ϕ〉= 1
2π
〈hˇ, ϕˆ〉
= 1
2π
∫
R
[
Re
(
hˇ(x)
)
Re
(
ϕˆ(x)
)− Im(hˇ(x))Im(ϕˆ(x))]dx
+ i 1
2π
∫
R
[
Re
(
hˇ(x)
)
Im
(
ϕˆ(x)
)− Im(hˇ(x))Re(ϕˆ(x))]dx
= 1
2π
∫
R
[
Re
(
hˇ(x)
)
Re
(
ϕˆ(x)
)− Im(hˇ(x))Im(ϕˆ(x))]dx ∈ R,
because hˇ satisﬁes that Re(hˇ) is an even function and Im(hˇ) is an odd function and ϕˆ satisﬁes also the same property.
This f also belongs to U because fˆ = gu− 12 ∈ L2
C
(μ). To ﬁnish the proof, we will see that∫ ∣∣ fˆn(x) − fˆ (x)∣∣2 u(x)dx −→ 0, as n → ∞. (13)R
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R
∣∣ fˆn(x) − fˆ (x)∣∣2u(x)dx =
∫
R
∣∣ fˆn(x) − g(x)u− 12 (x)∣∣2 u(x)dx
=
∫
R
∣∣ fˆn(x)u 12 (x) − g(x)∣∣2 dx −→ 0, as n → ∞. 
We can summarize the above theorems in the following result.
Theorem 3.5. Let X = {Xt, t ∈ R} be a centered, null at 0, continuous second order process with stationary increments with con-
tinuous covariance function and denote by μ the spectral measure of X ′ . Suppose that μ is absolutely continuous with respect to the
Lebesgue measure with density u and also that 1/u is a slow growth function. Then, the domain of the Wiener integral with respect to
X is given by
Λ =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2u(x)dx < ∞
}
.
Moreover,
E
[
I( f )I(g)
]= ( f , g)Λ =
∫
R
fˆ (x)gˆ(x)u(x)dx,
for any f , g ∈ Λ.
4. Examples
4.1. The integral with respect to the fractional Brownian motion
A fractional Brownian motion with Hurst parameter H ∈ (0,1) is a centered Gaussian process with stationary increments
and variance function given by
VH (t) = |t|2H .
It is well known that a Gaussian process with stationary increments and this variance function possesses a continuous
version. We will consider this continuous version and denote it by BH = {BHt , t ∈ R}.
The case H = 12 gives the standard Brownian motion. We will consider now the other values of the parameter, that is,
we will suppose H = 12 .
A direct application of the above section allows to prove the following characterization of the domain of the Wiener
integral.
Proposition 4.1. Let BH be a fractional Brownian motion with Hurst parameter H = 12 . Then, the domain of the Wiener integral with
respect to BH is given by
ΛH =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
.
Moreover
E
[
I( f )I(g)
]= Γ (2H + 1) sin(π H)
2π
∫
R
fˆ (x)gˆ(x)|x|1−2H dx.
Proof. We ﬁrst compute the spectral measure associated with (BH )′ , that will be denoted by μH . We have that for H > 12 ,
VH (t) is two times differentiable (except in t = 0) and V ′′H is a locally integrable function with slow growth. When H < 12 ,
V ′′H (t) exists also in all t = 0, but it is not a locally integrable function. Nevertheless, the distributional derivative V ′′H ,
formally denoted by V ′′H (t) = 2H(2H − 1)|t|2H−2 is well known from the theory of distributions and its action on a ϕ ∈ S is
given by
〈
V ′′H ,ϕ
〉= 2H(2H − 1)
∫ (
ϕ(x) − ϕ(0))|x|2H−2 dx.
R
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1
2 ) that F−1( 12 V ′′H ) =
1
2π F( 12 V ′′H ) is the tempered function given by
F−1
(
1
2
V ′′H
)
(x) = H(2H − 1)Γ (2H − 1) sin(πH)
π
|x|1−2H . (14)
Here, when −1 < λ < 0, the expression Γ (λ) is given by
Γ (λ) =
∞∫
0
xλ−1
[
e−x − 1]dx,
see Example 1 in Chapter 1, Section 3.3, of [2].
Observe also that the multiplying constant appearing in (14) can be simpliﬁed and equals to
Γ (2H + 1) sin(πH)
2π
.
Then, μH = F−1( 12 V ′′H ) is the absolutely continuous measure with density
uH (x) = Γ (2H + 1) sin(πH)
2π
|x|1−2H . (15)
It is clear that uH satisﬁes the hypotheses of Theorem 3.5, and as a consequence we obtain that the domain ΛH of the
Wiener integral is given by
ΛH =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
,
and the corresponding expression for the scalar product. 
The characterization of the domain for the Wiener integral given in the above proposition does not allow to conclude
in a direct way if the domain actually contains distributions that are not given by functions of slow growth. Nevertheless,
when H > 12 it can be shown the following result.
Proposition 4.2. Let H > 12 , then the space Λ
H contains all the elements of W
1
2−H,2(R) with compact support.
Proof. Indeed, if f is a distribution with compact support then fˆ belongs to C∞
C
(R). Moreover, if f ∈ W 12−H,2(R), we have
that ∫
R
∣∣ fˆ (x)∣∣2(1+ x2) 12−H dx < ∞.
Since in this case −1 < 1− 2H < 0, these facts imply that f ∈ ΛH = { f ∈ S ′: ∫
R
| fˆ (x)|2|x|1−2H dx < ∞}. 
Remark 4.3. Notice that the above proposition says us that, for H > 12 , Λ
H is an actual space of distributions, because
1
2 − H < 0.
For the case H < 12 , Pipiras and Taqqu in [5] characterized the domain of the Wiener integral as a space of functions
given in terms of fractional integrals and derivatives.
The fractional integrals of order α > 0 of a function φ are deﬁned as
(
Iα−φ
)
(s) = 1
Γ (α)
∫
R
φ(u)(u − s)α−1+ du,
and
(
Iα+φ
)
(s) = 1
Γ (α)
∫
R
φ(u)(u − s)α−1− du
(see [6, Chapter 2]).
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Dα±φ = lim
ε→0D
α±,εφ,
where
(
Dα±,εφ
)
(s) = α
Γ (1− α)
∞∫
ε
φ(s) − φ(s ∓ u)
u1+α
du,
see [6, p. 111].
An important relation between fractional integrals and derivatives is given by the fact that if f = Iα−φ for some φ ∈ L2(R)
(or f = Iα+φ), then
Dα± f = Dα±
(
Iα±φ
)= φ,
see [6, Theorem 6.1 on p. 125].
From [5, Theorem 3.3] and our Proposition 4.1 we can deduce that, for H < 1/2,
ΛH =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
= I
1
2−H−
(
L2
)= { f : f = I 12−H− ϕ, with ϕ ∈ L2(R)}.
Nevertheless, we can give a direct proof of this fact. This is done in Proposition 5.1, that we state and prove in Appendix A.
4.2. The integral with respect to the Ornstein–Uhlenbeck model for the position of a Brownian particle
The most known Ornstein–Uhlenbeck process is a model for the velocity of a Brownian particle. This process is a solution
of Langevin’s equation
dYt = −αYt dt + σ dWt,
with Y0 a random variable independent of the Wiener process {Wt , t ∈ R} and α > 0, σ > 0. The solution of this stochastic
differential equation is well known and it is given by
Yt = Y0e−α t + σ
t∫
0
e−α(t−s) dWs.
If Y0 ∼ N(0, σ 2/(2α)), we have that Y = {Yt , t ∈ R} is a Gaussian, centered and stationary process, with covariance function
RY (s, t) =
(
σ 2
2α
)
e−α|t−s|.
We will consider now the process X = {Xt, t ∈ R} given by the position associated with the velocity process Y , assuming
X0 = 0. That is
Xt =
t∫
0
Yu du.
It is readily seen that X is Gaussian and has stationary increments. Moreover,
Var(Xt − Xs) = σ
2
α2
[
|t − s| + 1
α
(
e−α|t−s| − 1)
]
. (16)
We will compute now the spectral measure associated with X ′ . In this case
V (u) = σ
2
α2
[
|u| + 1
α
(
e−α|u| − 1)
]
.
So, V ′(u) is the function of class C1
V ′(u) = σ
2
2
sign(u)
(
1− e−α|u|)α
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V ′′(u) = σ
2
α
e−α |u|.
The inverse Fourier transform of 12 V
′′ is easily calculated and gives another integrable function
F−1
(
1
2
V ′′
)
(x) = σ
2
2π
(
1
x2 + α2
)
.
As a consequence, the spectral measure μ is given by the density
u(x) = σ
2
2π
(
1
x2 + α2
)
.
This function u satisﬁes the conditions of Theorem 3.5, and then, the domain of the Wiener integral with respect to X is
given by
Λ =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2 1
α2 + x2 dx < ∞
}
.
Observe that we can write this last space as
Λ =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2 1
1+ x2 dx < ∞
}
= W−1,2(R).
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Appendix A
Let H ∈ (0, 12 ). In this appendix, we give a direct proof of the equality of the two spaces of functions:
ΛH =
{
f ∈ S ′:
∫
R
∣∣ fˆ (x)∣∣2|x|1−2H dx < ∞
}
and
I
1
2−H−
(
L2
)= { f : f = I 12−H− ϕ, with ϕ ∈ L2(R)},
without using that both are the domain of the Wiener integral with respect to the fractional Brownian motion with Hurst
parameter H ∈ (0, 12 ).
Proposition 4.4. Let 0 < H < 12 . Then, it holds that
ΛH = I
1
2−H−
(
L2
)
. (A.1)
Moreover the scalar product on ΛH is given by
( f , g)ΛH = Γ (2H + 1) sin(πH)
∫
R
(
D
1
2−H− f
)
(x)
(
D
1
2−H− g
)
(x)dx. (A.2)
Proof. We have that f ∈ ΛH = { f ∈ S ′: ∫
R
| fˆ (x)|2|x|1−2H dx < ∞} if and only if fˆ (x)|x| 12−H ∈ L2
C
(R) (notice that this last
fact implies that fˆ (x) = |x|H− 12 g(x), with g ∈ L2
C
(R), and then f deﬁnes a tempered distribution).
Deﬁne
CH (x) = e−i π2 ( 12−H) sign(x).
Since |CH (x)| = 1, we have that f ∈ ΛH is equivalent to the fact that
h(x) := fˆ (x)|x| 12−H(CH (x))−1 ∈ L2 (R).C
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there exists ϕ ∈ L2(R) with ϕˆ = h, that is
ϕˆ(x) = fˆ (x)|x| 12−H(CH (x))−1.
Then we can say that f ∈ ΛH if and only if there exists ϕ ∈ L2(R) such that
fˆ (x) = ϕˆ(x)|x|H− 12 CH (x). (A.3)
So, the proof of (A.1) will be concluded if we see that
̂(
I
1
2−H− ϕ
)
(x) = ϕˆ(x)|x|H− 12 CH (x), (A.4)
because this will imply that I
1
2−H− ϕ = f .
We know by [6, Theorem 6.2 in Chapter 2] that, for ϕ ∈ L2(R), I
1
2−H− ϕ ∈ L
1
H (R), and then I
1
2−H− ϕ deﬁnes a tempered
distribution. Thus, to see (A.4), we only need to prove that for any ψ ∈ S the following identity holds:∫
R
(
I
1
2−H− ϕ
)
(x)ψˆ(x)dx =
∫
R
ϕˆ(x)|x|H− 12 CH (x)ψ(x)dx. (A.5)
Since ψˆ belongs to all the Lp
C
(R) spaces and I
1
2−H− ϕ ∈ L
1
H (R), we can apply the integration by parts formula given in
[6, p. 96] and we obtain that the left-hand side of (A.5) equals to∫
R
ϕ(x)
(
I
1
2−H+ ψˆ
)
(x)dx. (A.6)
On the other hand, by [6, Theorem 6.2 of Chapter 2], and due to the fact that ψˆ belongs to L
1
1−H
C
(R), we have that I
1
2−H+ ψˆ ∈
L2
C
(R). Thus, we can apply Parseval equality to expression (A.6) and we obtain
∫
R
(
I
1
2−H− ϕ
)
(x)ψˆ(x)dx = 1
2π
∫
R
ϕˆ(x)
̂(
I
1
2−H+ ψˆ
)
(x)dx. (A.7)
Since ψˆ ∈ L1
C
(R) and applying [6, Theorem 7.1 of Chapter 2], we have that
̂(
I
1
2−H+ ψˆ
)
(x) = ˆˆψ(x)|x|H− 12 (CH (x))−1 = 2πψˇ(x)|x|H− 12 CH (x).
By substituting this equality in (A.7) we obtain∫
R
(
I
1
2−H− ϕ
)
(x)ψˆ(x)dx =
∫
R
ϕˆ(x)|x|H− 12 (CH (x))ψˇ(x)dx =
∫
R
ϕˆ(x)|x|H− 12 CH (x)ψ(x)dx,
where we have made the change of variable y = −x in the last step. This fact proves (A.1).
On the other hand, the function ϕ constructed above also satisﬁes that ϕ = D
1
2−H− f . If g is another element of ΛH , there
exists ρ ∈ L2(R) such that ρ = D
1
2−H− g and satisﬁes the analogous of equality (A.3). Deﬁne dH as the constant appearing in
expression (15), that is dH = Γ (2H + 1) sin(πH)(2π)−1. Therefore,
〈 f , g〉ΛH =
∫
R
fˆ (x)gˆ(x)uH (x)dx = dH
∫
R
fˆ (x)gˆ(x)|x|1−2H dx
= dH
∫
R
ϕˆ(x)|x|H− 12 CH (x)ρˆ(x)|x|H− 12 CH (x)|x|1−2H dx = dH
∫
R
ϕˆ(x)ρˆ(x)dx
= Γ (2H + 1) sin(πH)
∫
R
(
D
1
2−H− f
)
(x)
(
D
1
2−H− g
)
(x)dx,
where we have used identities (15), (A.3) and Parseval equality. So, we have proved (A.2) and this ﬁnishes the proof of the
proposition. 
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