Working in the complex demodulate domain allows elegant and efficient analysis of broadband three-component seismic data recorded at a single station. The analysis procedures are based upon the auto-and cross-covariances of the various pairs of components, and allow effective decomposition of many recorded time series into 'phases' according to frequency, wave type, direction of propagation, and apparent surface velocity or ellipticity.
INTRODUCTION
We can obtain much more information from seismic signals recorded at a single site if we analyse all three components of ground motion than if we use only the vertical component. Analysis procedures using three-component array data have sometimes been used (see e.g. Jurkevics 1988 and references therein; Dankbaar 1985) , but analysis of three-component data from a single station can be extremely successful in many situations. Algorithms for such analysis have recently been presented by Christoffersson, Husebye & Ingate (1988) and Roberts, Christoffersson & Cassidy (1989) . The procedure described by Christoffersson et al. is based upon the maximum likelihood (ML) estimator and, given the initial assumptions (mostly about the noise structure), produces a probability measure describing whether the given data are compatible with the arrival of a specific wave type. The procedure of Roberts et al. is statistically less sophisticated, but computationally very much more efficient. For data of reasonable quality (signal-to-noise ratio over, say, 2 in amplitude) the results of the two procedures are very similar. These algorithms operate in the time domain and examine the covariances only at zero lag. Thus phase information is not included in the covariance matrix. Because these algorithms work in the time domain and the length of the time window over which covariances are estimated is not related to the time-local frequency content of the data they are suitable for the analysis of simple signals containing energy only within a rather narrow frequency band. In addition, some properties of seismic signals are frequency dependent. Thus it is clearly desirable to examine the various frequency components in * Also at Department of Statistics, University of Uppsala, Box 513, S-751 20 Uppsala. the data independently. By bandpass filtering and processing several frequency bands we can apply these techniques to broad-band data, but this is not computationally optimal. Furthermore, as information about the phase differences between the three components is not retained in such processing, these algorithms are suitable only for those simple signals which are near-linearly polarized.
Here we present a new technique which allows greatly increased computational efficiency by analysing the data in the complex demodulate (a complex time) domain, and discarding redundant degrees of freedom for each frequency band prior to analysis. This allows a computationally efficient decomposition of the time series into parts which are both time and frequency dependent, and which are near optimally resampled in the complex time domain (two degrees of freedom per complex sample). That is, the time sampling obtained is related naturally to the frequency bandwidth of the signal we are examining. Operating in the complex demodulate domain also enables us to retain the phase information throughout the processing, and this allows the application of simple but rigorous analysis procedures which can easily handle not only near-linearly polarized signals (e.g. P-waves), but also signals involving phase shifts (e.g. Rayleigh waves, S-waves).
Our approach to the problem may be summarized as follows.
(1) All seismological data are filtered by the instrumentation. Whatever type of analysis we are doing, we generally also apply some digital filtering to enhance the signal-tonoise ratio.
(2) A frequency bandlimited time series contains only a limited amount of information per unit time.
(3) An understanding of this information content is very helpful in assessing what type of models it is meaningful to attempt to fit to the data.
(4) An absolutely fundamental problem in seismology is to isolate incoming seismic signals from noise, and to assess their wave type, direction of propagation, etc. Our analysis procedure attempts to do this using single-station threecomponent (vertical, north-south, east-west) surface motion data.
(5) To assist in the suppression of random noise we base our analysis on the covariance matrix.
(6) Seismic 'phases' are time-local and frequency-local phenomena.
(7) Complex demodulation provides a method for the generation of time-local and frequency-local covariance matrices from the recorded data, by multiplying pairs of complex demodulate traces and averaging over neighbouring time points. Due to the fundamental equivalence of the time and frequency domains, the complex demodulate series can be regarded either as complex time series or as time-local spectral estimators.
(8) In order to generate the time-local covariance matrices we must choose a frequency band. We can choose any frequency window in the range from dc to the Nyquist frequency. Naturally, we try to choose the frequency band which provides the greatest signal enhancement for the particular signal we are examining. For real seismological data it is often the case that this optimal frequency band is significantly more narrow than the frequency band recorded.
(9) The form of the frequency-domain covariance matrix for different types of seismic signals can easily be defined (assuming a 'perfect' earth). Therefore, we use a model based approach, comparing the form of our theoretical model covariance matrix with that of the empirical data.
(10) We present two quite different techniques for the comparison of the model and empirical covariance matrices. (a) A maximum likelihood approach. We iterate over azimuth. The empirical covariance matrix is rotated to each azimuth in turn. At each azimuth (and time) we maximize the likelihood function by adjusting the numerical values of the model matrix (while retaining its form). A comparison with the fit of, for example, a noise covariance matrix to the same empirical covariance matrix then allows us to derive a probability measure describing how consistent our empirical data is with the given model (wave) type. This probability measure is plotted as a function of time, azimuth and wave type. There is no attempt to assess explicitly the 'best' wave type at a particular time because we can, for example, have a high probability of 'local' (post-critical) shear wave arrival at the same time and azimuth as we have a high probability of Rayleigh wave amval (simply because the Rayleigh wave model is a subset of the shear wave model). Therefore, to make the resulting plots easily comprehensible, we plot the results for each wave type separately. (b) A transfer function approach. This requires no iteration over azimuth, giving one estimate of azimuth etc. per wave type and time. Approximate confidence limits can be directly estimated.
Flowcharts illustrating the computational procedures are given in the Appendix. 
THEORY
In this section we present a computationally efficient method for estimation of time-local complex cross-spectra, give cross-spectral models for several different wave types, and discuss methods for fitting these models to our observed data.
Complex demodulation
The elements of the models defined for the different wave types (below) are complex time-local cross-and autospectral densities, which can be estimated via complex demodulation.
The theory of complex demodulation is well described in the literature (see e.g. Bingham, Godfrey & Tukey 1967; Banks 1975; Hansen 1982; Roberts 1984; Roberts & Dahl-Jensen 1989) and here we present only a brief summary. If a time series x ( t ) is shifted in frequency by w :
and low-pass filtered from frequency +6w to -6w by convolution with the series a ( t )
x,(t, 0 ) = a(t) * X ' ( t , w )
we obtain the complex demodulate time series x,(t, w ) which contains instantaneous estimates of the real and quadrature parts (easily converted to amplitude and phase) of the energy within the frequency band w -6 w to w + 6w.
The operations described by equations (1) and (2) can be achieved efficiently using the Fast Fourier Transform (FFT).
The data are simply transformed to the frequency domain, bandpass filtered, shifted in frequency and transformed back into the time domain. We can, if we wish, truncate the part of the shifted spectrum which contains no energy before transformation back into the time domain. Reducing the number of data in this way greatly improves the efficiency of the inverse Fourier transform, and provides a complex time series in which neighbouring estimates are (almost) independent, allowing increased efficiency during later processing. Note the following points.
(1) This truncation does not imply the loss of any useful information. (2) As the relevant elements in the inverse Fourier transformation are identically equal to zero, this truncation has no effect on the time samples which we calculate (but we calculate samples at fewer time points than if we had not truncated). (3) It follows from this that time-domain leakage effects are essentially the same as for any filtering procedure. (4) Sampling theory shows that the spacing of the nodes of the time domain sinc function associated with the inverse FFT coincides with the sampling rate. That is, even for finite time series neighbouring demodulates can be completely independent. (5) In practice it is rare to have completely independent demodulates because of windowing of the data, retention of some zeros when calculating the inverse FFT, etc. To avoid interdependence caused by frequency-domain zero padding, we could consider using the direct inverse Fourier transform, rather than the FFT. From the point of view of signal processing, the choice of frequency bands is arbitrary. Thus e.g. frequency bands can overlap (but in this case we loose orthogonality between demodulates in different frequency bands). Obviously, when analysing real data the choice of frequency band is critical to help isolate the signal of interest and to enhance the signal-to-noise ratio. If we shift the time series in frequency while filtering away only the original negative frequencies we can obtain a complex time series which retains all the information contained in the original time series.
The complex time representation of a real time series which is most common in seismic methods is the 'complex trace' or 'analytic trace' technique (Taner, Koehler & Sheriff 1979) . The complex time series obtained using the analytic trace technique is simply related to the corresponding complex demodulates (see Roberts & Dahl-Jensen 1989 for details). Analytic trace analysis has been applied to three-component data by e.g. Vidal (1986) and Rene et al. (1986) .
We now examine an important property of complex demodulates. Defining the spectrum of the real infinite continuous time series x ( t ) in terms of amplitude M ( w ' ) and phase @ ( w ' ) of the spectrum at frequency 0 ' : , and k and r are constant over frequency, i.e. the amplitude spectra are linearly related and there is a constant phase difference between the two series. We can write the transfer function (complex amplitude ratio) between any pair of points in the two demodulate series at time t as Then r = 1/ITI and i.e. if the spectra of the two time series are linearly related in amplitude, but phase shifted with respect to each other by a constant, then we can recover this constant exactly, simply by calculating the phase of the transfer function between any pair of complex demodulate from the two series. That this also holds for discrete, finite time series is easily demonstrated by convolving equation (3) with an expression corresponding in the time domain to a finite delta function comb, and substituting into equation (12).
The above estimation of the transfer function could just as well have been achieved in the frequency domain. The advantage of using complex demodulates is that they provide time-local estimators: examination of equation (1) shows that the frequency shift operation operates independently on each sample, and thus introduces no leakage over time. As always, when we filter the data (equation 2) some leakage over time is introduced, but if we choose a normal filter function then the power remains strongly centred at the correct time. We know (above) that 'perfect' demodulates are independent. Thus, by a correct choice of our frequency band and time window (sampling rate) we ensure that there are two degrees of freedom associated with each demodulate point. Therefore we can obtain a series of time-local and independent estimates of k and r by using each pair of points in our two time series, but we have no information about whether these time-local estimates of k and r are constant over frequency. This is a consequence of the finite information content of a bandlimited signal. Thus, a complex demodulate decomposition of two time series and the calculation of the transfer function between pairs of points in them is always a valid operation in terms of the information content of the data. This does not mean the physical system described by the relationship between x(t) and y ( t ) has a frequency-independent time-local transfer function, but that we have no information with which to test this hypothesis. We can only test this hypothesis if we make some further (or different) assumptions. For example, that the amplitude and phase relationships should be stable over a slightly longer time window, and average over time. In the application we present here this means that in practice we need to use a frequency band that is sufficiently wide that we obtain several demodulate samples in a time window corresponding to the expected duration of an arriving seismic 'phase'. Fortunately, the bandwidth and duration of seismic signals are generally such that these conditions are fulfilled. We generally need to work with very few demodulate points (three to nine points is typical). This is usually sufficient to give stable results, and ensures that the calculation of the covariance matrix is a very efficient operation.
Cross spectral matrices of seismic signals
The polarization characteristics of the various possible types of seismic wave in a 'perfect' medium are well known (Aki & Richards 1980) . At large distances from the source a seismic (body wave) signal propagating in an isotropic homogeneous medium can be decomposed into three mutually orthogonal modes of particle motion (P, SV, SH), each of which is linearly polarized. The particle motion observed at the surface of such a homogeneous earth is always linearly polarized for the P and SH components, but can be 'elliptically' polarized (in the vertical plane) for SV signals (Fig. 1) . Rayleigh waves are generally elliptically polarized in the vertical plane, and if the earth structure is such that Love waves can exist, they are linearly polarized in the horizontal plane (SH). The well-known expressions for surface particle motion in a homogeneous isotropic earth lead to the following cross-spectral models for the different wave types.
We write the cross-spectral matrix as
a, -ib, azr -ib,, 02, -ibz,
where the subscripts z, r and t indicate the vertical, radial and transverse components of the data (relative to the direction of propagation of the signal) recorded at a single location, and a and b are the real and imaginary (quadrature) parts of the relevant cross-spectra.
i.e. there is no energy on the transverse component, and the radial and vertical components are in antiphase.
This model is valid for signals whose angle of incidence at the earth's surface is less than critical i.e. they lie within the 'shear wave window' (see e.g. Evans 1984). There is no energy on the transverse component, and the radial and vertical components are in phase. If the signal amves outside the 'shear wave window', the model becomes
The sign of b,, (i.e. retrograde or prograde particle motion) is determined by the angle of incidence.
(iii) SH-wave models
Energy only on the transverse component. This model also describes Love wave motion. Note that some of these S-wave models are valid for two or more superimposed S-waves of arbitrary amplitude, polarization and frequency content arriving with the same azimuth and apparent surface velocity. Thus we can attempt to analyse S-wave data using these models even in the presence of shear wave splitting (see e.g. Booth, Crampin & Chesnokov 1987) . If the earth in the near vicinity of the receiver is not homogeneous and isotropic, then these models are no longer exactly correct, although in many cases algorithms based on them prove very effective. That distortion which may be of the greatest practical significance is when an arriving P-wave undergoes significant P-to-S conversion at a boundary near the receiver (in terms of wavelength). In horizontally stratified media the P and SV modes of propagation are coupled to each other, but are decoupled from SH. Thus if the boundary is horizontal the net effect is to introduce a phase shift between the radial and vertical components. This leads to a model
arr +ib,, 0 a z z In practice the phase shift introduced is small, and we can constrain our model so that where @ is the phase shift we are prepared to allow. Similarly, models allowing for SV to P conversion can be defined.
We can also easily define models for other slightly more complex motions e.g. for Rayleigh wave motion where earth structure is such that the particle motion is tilted (major axis not vertical) lcf. equation 25) or is vertical but inclined to the direction of If the observed three-component records can be written as one of the above models plus noise then the expected power spectral density matrix Z(O) can be written as
( 29) where C(w) is one of the models defined above, and (i.e. assuming uncorrelated noise).
matrices of the same form, but Z ( w ) becomes Z(t, 0).
Working in the complex demodulate domain gives

Model estimation
Traditional algorithms for the analysis of three-component data work in the time domain using zero lag moments. Such techniques are suitable for analysis of e.g. models 15 and 16, where no phase shifts are involved. This is true for the classical eigenvector decomposition technique (Flinn 1965) and also for its frequency-domain derivatives (e.g. Park, Vernon & Lindberg 1987) , for the maximum likelihood approach of Christoffersson et al. (1988) and the predicted coherence technique described by Roberts et al. (1989) . However, in order to treat properly models including phase shifts (e.g. models 17 and 22), the phase information must be available. One way of doing this would be to use matrices based upon time-domain auto-and cross-correlation at a series of lags, but such procedures are computationally very inefficient. Furthermore, time-domain cross-correlation is naturally suited to examining time rather than phase lags. In contrast, operating in a complex time domain is well suited to analysis of data inolving instantaneous phase lags.
Estimators
There are several possible estimators which can be used for assessing the goodness of fit of the models to our observed data. Some of these are briefly described in Christoffersson et al. (1988) . They all are based on some fitting function measuring the difference between the observed and theoretical second order moments. The ML (maximum likelihood) estimator was chosen by Christoffersson et al. (1988) because it allows the construction of a probability measure that can be used to assess the validity of the model. The application of the ML estimator to data in the complex demodulate domain is very similar, except that the covariance matrix S(t, w ) is now complex and the number of degrees of freedom is correspondingly larger. S(t, w ) is obtained by calculating covariances between all pairs of complex demodulate components over a running time window of pre-defined length. That is, using the notation of equation (14): etc. where Z, and R, are the ith demodulates of the vertical and radial component data, A,, is the relevant element of S, * indicates complex conjugate, and the time window goes from time point i , and is of length n + 1 points.
In order to assess the probability that the observed covariance matrix s(t, o) is compatible with the model matrix I(f, w ) we can use the ML estimator which is obtained by minimizing
where I-' is the matrix inverse of I, tr indicates the trace of the matrix, and q is the dimension of the observed data (3 for three-component data). In the case of a real covariance matrix it has been shown that, under very weak assumptions, the limiting distribution of (M -l)F is x2, where M is the number of samples in each series used to compute the covariance matrix (Amemiya 1985; Anemiya & Anderson 1985; Anderson & Amemiya 1988) . Basically, these conditions are, for a non-stochastic signal, that the noise is independent between channels and has finite second-order moments. If the signal is stochastic we also have to assume that second-order moments of the signal are finite. It follows directly that the limiting distribution for the =of a complex covariance matrix is also x2 (see also Goodman 1963) . The number of degrees of freedom of the x2 distribution is 9 (the number of degrees of freedom in S)
minus the effective number of unknown parameters in the model. The construction of the 'probability measure' for the different wave models is achieved as in Christoffersson et al. (1988) , the only difference being the number of degrees of freedom in the S matrix, which is larger in the complex demodulate domain, 9 instead of 6. We also consider an approach based on transfer functions and predicted coherence very similar to that described in Roberts et at. (1989) , except that the moments are now complex. Thus, for example, P-and Rayleigh wave azimuth can be estimated using -aez be,
respectively, where a,, + ib,, is the observed cross-spectral density between the east and vertical components, and an, + ib,, that between the north and vertical components.
Finally we note the models presented so far make only weak assumptions about the character of noise present. If we wish we can build in constraints about the noise structure into our model covariance matrices (e.g. noise free, or noise equally distributed between all three channels), and if these conditions are approximately fulfilled the results can be stabilized.
Apparent surface velocity and source location
If a P-wave has been detected and we now make some assumptions about noise levels (for example that the noise power on all channels is equal) then at any given azimuth we can derive estimates of the vertical-to-radial amplitude ratio (H). If the local earth structure is homogeneous and isotropic, and the effective local seismic P-wave velocity and Poisson's ratio are known, then H can easily be converted to apparent surface velocity vapp (see Roberts et al. 1989 ). The estimated apparent velocity is rather insensitive to the true value of Poisson's ratio near the receiver. If Poisson's ratio differs from 0.25 by 0.02, then the estimated velocity will be wrong by less than 3 per cent, the proportional error being independent of the true apparent surface velocity.
We can also estimate the apparent surface velocity from the amplitude ratio H for SV-waves, but this is more involved than for P-waves. There are generally two possible apparent surface velocities compatible with a given amplitude ratio H (see Fig. 1 ). Solving a simple quadratic expression can provide us with both solutions. If the (planar) SV-wave arrives at the surface post-critically, then both the horizontal and vertical components are shifted in phase, and if the earth in the vicinity of the receiver can be regarded as a half-space the phase difference between them is f90" (Fig. 1) . Derivation of an estimate of vapp from the (imaginary) estimate of H remains simple, again giving two possible solutions for some values of H (Fig. 1) . For a signal of known azimuth this ambiguity disappears.
If we know the azimuth of arrival of an arbitrarily polarized S-wave (from analysis of the S-wavetrain itself or e.g. from analysis of the associated P phases), then by definition the radial and vertical components describe the SV part of the signal, Thus we can derive an estimate of vaPp for an arbitrarily polarized S-wave.
In order to estimate propagation velocities for surface waves, we require some additional data. For example, source time and location or data from another geographic location (not necessarily three component).
Having obtained azimuth and apparent surface velocity estimates for teleseismic events we can easily obtain estimates of source location using standard traveltime tables. Another possibility to attempt to analyse P-and S-waves from the same wavetrain to provide us with an estimate of Poisson's ratio, referring to the volume in the near vicinity of (i.e. within about a wavelength of) the receiver.
COMPLICATING EFFECTS IN REAL DATA
Most of the above formulae are derived under several assumptions. We assume that the wavefront and the earth's surface are planar, that the earth in the vicinity of the receiver is isotropic and homogeneous, and that our data give an undistorted description of ground motion at the receiver (i.e. that acoustic coupling and instrumentation introduce no distortion). Clearly, we also usually assume that only one dominant phase is present at a time (but note that some of the signal models defined above are orthogonal). In real data we can expect all of these assumptions to be violated to a greater or lesser extent, and under some circumstances this could lead to erroneous results.
The significance of local scattering is strongly dependent upon the frequency content of the signal and earth structure in the vicinity of the receiver. As their frequency is so low teleseismic signals will be much less affected by small-scale crustal structure than are local events with a higher dominant frequency. In areas where a low-velocity surface layer (e.g. sediments) exists, we can expect much more distortion than where the sensors are mounted directly onto high-velocity basement (as is often the case for permanent arrays). The type of discussion we are presenting here where we implicitly assume that it is correct to think of the seismic (body wave) disturbance as a 'ray' or 'wavefront' assumes that we are in the high-frequency (HF) asymptotic limit (see e.g. Hangya, Lenartowicz & Pajchel 1985) . In the HF limit we can regard local scattering as the combination of the following two effects. (i) Phase conversion at internal (effectively near planar) boundaries (e.g. P to SV at a horizontal boundary). Such effects are fully explained by considering the signal to be a HF ray. (ii) Diffraction due to the presence of 'scatterers' (point diffractors, edges or strongly curved boundaries). Clearly this produces curved wavefronts, as can even smoothly varying inhomogeneous earth structure. The assumption that the wave is planar can also be significantly violated if the source is too close to the receiver. The significance of curvature depends not only upon the curvature itself but also upon frequency, crustal velocities, the type of signal, and the angle of incidence with the surface. To obtain a mathematical description of the interaction of even HF significantly curved wavefronts with planar boundaries, or planar waves with significantly curved boundaries, we usually need to include at least the second term of the ray series expansion, or use a formulation explicitly including diffraction effects (e.g. Klem-Musatov & Aizenberg 1984 ). An example of such phenomena is head waves (see e.g. eerveng & Ravindra 1971).
Under the HF assumption one effect of significantly curved boundaries and incident wavefronts is to generate 'extra' phases, some of which may have significant amplitude (see e.g. Booth & Crampin 1985) . Curvature can also complicate the relationships between the observed particle motion and the associated wavefront. This is clear when we recall that we can regard a curved wavefront as the superposition of plane waves (Aki & Richards 1980; Booth & Crampin 1985) . For S phases the constituent plane waves making a significant contribution can lie in different phase quadrants (Fig. l ) , leading to more complicated amplitude ratio and phase lag relationships. Anisotropy in the near vicinity of the receiver is not allowed for in most the models defined above, and this may sometimes be significant (see e.g. Li, Leary & Aki 1987) .
Therefore it seems that at least in the HF limit we can regard local scattering as a complex multiple phase conversion process generating many (but distinct) 'extra' phases, and each of these phases can usually (but not always) be adequately described by one of our surface motion models. If earth structure is significantly inhomogeneous on a scale of the order of the wavelength of the signals, the HF asymptotic description can become cumbersome or even inadequate, and a different mathematical formulation may be required.
If near-receiver velocity contrasts are large one way to try to model waveform data is forward modelling to produce synthetic seismograms (see e.g. Booth & Crampin 1985) , or inversion based on similar algorithms. Synthetic seismograms are useful for giving indications of the general properties of signals, but unfortunately it is usually almost impossible to model details of individual recorded waveforms. Not only is the earth structure generally unknown except for the gross details, but it is also frequently significantly heterogeneous both laterally and vertically. The source function is also usually unknown, This leads to severe problems with uniqueness which, given the limited information content of the data (even for arrays), and the rather long run times of synthetic seismogram programs, would at present appear to be intractable. Therefore we suggest that the most meaningful way to approach the analysis of such data is to identify signals where the wave type, frequency content and angle of incidence are such that clearly definable phases exist. This is in fact what is usually done implicitly using visual inspection of particle motion diagrams (or intertrace correlation for array data). Thus we can use all of the above formulae even in areas with severe local scattering effects to isolate those 'well-behaved' parts of the signals. It is clearly highly desirable to do this based upon statistical criteria rather than upon potentially subjective visual inspection.
Even for teleseismic P-waves recorded on hard rock by permanent seismological observatories we sometimes observe small phase shifts between the radial and vertical components. The origin of these phase shifts remains unknown, but possible candidates are weak local scattering effects, instrumentation and acoustic coupling. Simple expressions of the type defined above (e.g. equation 25) often allow effective analysis even of such data. We have analysed a rather large body of different types of data provided by many different institutions around the world. Our experience so far is that instrumental errors are very common. Examples are misalignment of the horizontal component sensors and unmatched analogue filters on the three channels. Suspected errors of this type can usually be checked at the sensors. The explanation for the presence of these errors is simple. Until very recently no really effective algorithms for the analysis of single-station three-component data existed, and the errors and miscalibrations have not been detected. This may partly explain why, apart from in some specialized applications (e.g. analysis of 'split' shear waves), seismologists have traditionally regarded threecomponent analysis as of limited practical use, and have based analysis almost exclusively on vertical component array data.
EXAMPLES WITH SYNTHETIC DATA
In Figs 2-6 we present some analyses of synthetic data, using the Maximum Likelihood (ML) and Predicted Coherence or Transfer Function (TF) techniques and several different models. The synthetic seismograms were produced using the discrete wavenumber algorithm (Bouchon & Aki 1977; Bouchon 1981). We chose this type of modelling program rather than a dynamic ray tracer (see e.g. Cervenf 1985) because ray tracing is based on the HF assumption; it includes no 'non-geometric' arrivals, and amplitude calculations are approximate. This is the same assumption inherent in the (body wave) analysis algorithms presented here. Thus we would have been being favourable to our technique had we chosen to use a ray tracer.
The source receiver offset is 300 km, point source depth 15km, and the simple (3-D horizontal layered) earth structure used consisted of a two-layer crust (velocities 6.15 and 6.91 m s-l, boundaries at 20 and 40 km depth) over a half-space mantle (velocity 8.15 km s -I ) . We present results produced using two different sources: SYNl is vertical dip-slip, station azimuth 90". SYN2 is 45" dipping dip-slip, station azimuth 90". Fig. 2(a) shows an ML analysis using a simple (in phase) P-wave model. The input threecomponent data are plotted at the top of the figure, displayed as vertical (Z), radial (R) and transverse (T) components. Plotted below each trace are the frequency, probability and velocity filtered time-domain data corresponding to the complex demodulates which have been ' used. These time-domain data are not used in the processing. The algorithm triggers more or less continuously at the correct azimuth until the strong shear wave arrivals.
Clearly, even with our very simple earth model, a large number of different phases is received. At some times the estimated azimuth is 180" off. There are two possible explanations for this: (i) these are P-to-SV converted phases which arrive at the surface within the 'shear wave window' and thus produce linearly polarized ground motion, or (ii) this is simply an interference effect, the lack of energy on the transverse component ensuring that triggering due to such effects will be at the correct azimuth or 180" off. Ray tracing shows that there a very large number of weak 'pre-critical' shear wave arrivals in the relevant time interval, some of which are consistent in time with the observed features on Fig. 2(a) . Most of these apparent S phases (Fig. 2a) are not detected by a 'teleseismic' SV model (Fig. 2b) , being rejected on the basis of vertical-tohorizontal amplitude ratio (Fig. 1) . However, using a different synthetic source function (not shown) gives apparent S triggers at the same time points, and the vertical-to-horizontal amplitude ratio is poorly resolved. Therefore, as our estimator of azimuth is inherently more stable than that of apparent surface velocity, it is still possible that these triggers are 'real'. There is a certain amount of leakage from the P-wave arrivals [appearing at 270" on Fig. 2(b) ], but most of the P-wave arrivals have been suppressed (apparent velocity). Thus we can conclude t that the program is very successful at detecting a whole series of P-wave arrivals. There is some indication of P-to-'pre-critical' SV converted phase arrival, but the amplitude of these arrivals is very small, and most of them cannot be unambiguously resolved. Velocity filtering proves reasonably effective in suppressing P-wave arrivals (Fig.  2b) .
In Fig. 3 , we present P-wave velocity estimates for a shorter time section of the data shown in Fig. 2 . These velocity estimates are produced using the TF technique and thus refer to the direction of estimated azimuth. (Using the ML technique the iteration over azimuth means we obtain a contour of velocity versus time and azimuth, but gives essentially the same results). Note that there is some triggering prior to the first arrival. Any frequency-domain synthetics program will produce 'precursors' (of extremely small amplitude) because of leakage in the Fourier transform. This is a trivial problem and is definitely not significant. Our analysis procedure as presented here operates only with amplitude ratios and no kind of power threshold is included. Therefore, as there is no 'noise' present, the algorithms can trigger on tiny signals. Thus even if we use causal demodulates we will observe such ROT 89.72 triggering unless, for example, we add noise or apply a power threshold. Also plotted in Fig. 3 are some P-wave arrival times and associated velocities estimated using ray tracing. Even with our very simple earth model within this short time section a large number of phase are amving, but the amplitude of most of them is very low. For clarity we plot only selected arrivals in Fig. 3 . Naturally, we have chosen some of those phases which match our estimated velocities, but all the phases which are most dominant (in amplitude) are there (see figure caption), so this seems to be a fair comparison. As we might expect, the correspondence between the ray-traced results and those from our technique is excellent. Interestingly, in those parts of the coda which are not dominated by one of the major phases, changing the source mechanism can lead to a different velocity estimate [not shown-but a similar effect can be seen in the S-wave results in Figs 5(b) and 71. This is because the different source mechanisms do not excite the phases with the same amplitude, and different phases dominate at some times.
In Fig. 4(a) we see the same synthetic data analysed using a Rayleigh/post-critical SV model and the ML algorithm. Bearing in mind the highly idealized earth model we are using, we can associate this part of the wavetrain to 'Lg' or 'Rg' signals. These signals are mostly multiple reflections from within the crustal 'waveguide', and might be regarded as either multiply reflected (and perhaps phase converted) interfering body waves, as surface waves (higher modes), or as a combination of both. For this source and station azimuth no SH energy is present, so the algorithm cannot distinguish between R-and some S-waves (equation 17), except sometimes by using amplitude information. Thus the numerous distinct 'detections' prior to the main arrivals at about 80 s are consistent with the arrival of post-critical SV or P-to post-critical SV converted phases. The quadrant into which these arrivals are placed is dependent upon the sign of the phase shift between the radial and vertical components (*90°) which for a shear wave depends on the angle of incidence with the surface (Fig. 1) . However, ray tracing shows that the first geometrical post-critical shear wave arrival is after 73s, so the apparent arrivals prior to this are presumably spurious. As with the 'pre-critical' S V phases mentioned above, the amplitude of these apparent phases is extremely low, and their apparent surface velocity is poorly resolved.
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If we were to regard this part of the wavetrain as some kind of surface wave it would be natural to examine the vertical to horizontal amplitude ratio directly, but instead we have mapped this ratio to apparent surface velocity to allow direct comparison with ray-traced post-critical shear wave arrivals (Fig. 4b) . As for our P-wave analysis (Fig. 3) , the correspondence between the ray-traced and threecomponent analysis results is excellent.
The dip-slip source of the data shown in Fig. 5 (a) produces a much more complex 'Lg' wavetrain (from about 83s) at the given station azimuth. As there is energy on both the radial and transverse components, this part of the wavetrain clearly consists of superimposed Rayleigh /SV-/ P-and LovefSH-waves. While some vertical-radial energy is present, transverse horizontal signals are dominant. Despite this, using a Rayleigh wave model and a rather long time window the model triggers at the correct azimuth. This is because at the correct azimuth over a time window of this length the energy on the transverse component is effectively uncorrelated with the radial and vertical components and is treated as random noise (equations 17, 18, 29, 30) ; i.e. model 17+30 is not only a wave from e.g. Rayleigh waves, we use a 'complex P' wave model (equation 25) rather than a noise model (equation 30) as a basis for comparison in the construction of our probability measure (see Christoffersson et al. 1988) .
From Figs 5 and 6, and also from the analysis of the P-wavetrain, we have a very good estimate of the azimuth of arrival of the signal. To stabilize velocity estimates for this model it is helpful to specify the azimuth of arrival (Fig.  7) . The results match those in Fig. 4(b) very well, except the different source mechanism has apparently excited different phases more energetically.
To keep this paper to a reasonable length, we present no examples of synthetic data with added noise. The addition of a small amount of random noise actually improves the results in some ways as the algorithms tends not to trigger on very weak 'phases' (which may be spurious). The analysis procedures are rather stable, and adding more noise leads to a rather predicable degradation of results.
Thus our analysis procedures appear to have been extremely successful in the analysis of this synthetic data. At times when a single phase dominates, the algorithm works Rayleigh/post-critical S-wave model but also a combined Rayleigh/SV and uncorrelated LovelSH-wave model.
Ray tracing shows that his part of the wavetrain is dominated by post-critical S-wave arrivals, and the phase relationships between the components depends upon the angie of incidence. Therefore, if we use a shorter time averaging window, then the Rayleigh wave model no longer gives reliable results because over shorter time windows the transverse component is significantly correlated with the vertical and radial components (not at zero lag). Because of the complexity of shear waves and their interactions with the earth's surface, it is possible to define several different shear wave models, especially for 'local' shear waves, i.e. those arriving outside the 'shear wave window'. In Fig. 6 we present the results for the same synthetic data as in Fig. 5 using a shear wave model (equation 23). The recorded particle motion is allowed to be non-linearly polarized in both the vertical and horizontal planes. Such models contain more degrees of freedom than e.g. P-or Rayleigh wave models, and results are inherently less robust. To reduce spurious triggering and to help to isolate this kind of shear very well. In less energetic parts of the coda some ambiguous and some spurious triggering occurs, but the amplitude of these 'events' is very low (we could easily and reliably suppress most of them using a simple power threshold). It seems that we can associate most (well over 95 per cent) of the energy in the wavetrain with signals of a particular wave-type, and for the phases of larger amplitude we can reliably estimate apparent surface velocity (P-and S-waves) and ellipticity, allowing a clear separation of many of these more dominant phases.
EXAMPLES WITH REAL DATA
In Figs 8 and 9 we present some data from a local event recorded by ING at d'Aquila in Italy. The data are of indifferent quality but we have chosen this example as it illustrates some of the problems associated with real data. This is known to be a P-wave arrival, but if we filter around the dominant frequency and use a simple (in phase) P-wave model the algorithm fails to detect the signal. Analysing the data using a complex P-wave model (equation 25) the algorithm triggers very close to the azimuth and arrival time quoted by ING (167" and 48 s). The implication of this is that the signals are distorted either by instrumental or acoustic 9 5 . 0 0 coupling effects, or local scattering. We find that such 'complex P' models prove very useful with seismological data. They may also prove useful with reflection seismic data where acoustic coupling between geophones and the solid earth can be poor (see e.g. Knapp & Steeples 1986) .
In Fig. 9 we present an analysis of the surface wavetrain of the same event. The azimuth is again almost correct, and it is interesting to note that, while the estimated azimuths do not deviate significantly from the expected value, for the first detections (usually the most reliable) the apparent error in estimated azimuth is of the same sign and approximate magnitude as that from the complex P-wave analysis. As the wave types and frequency bands used are quite different, a possible explanation for this error is that the instrumentation was incorrectly aligned by a few degrees. Such instrumental errors are rather common, perhaps because traditionally such errors have had little or no interpretational significance.
In Fig. 10 we present the analyses of the P and S shear wavetrains from the one event recorded at 'NORESS' in Norway. According to NORESS, the source distance is 471 km and the azimuth of arrival of the signal 176". Fig.  10(a) shows an analysis of the P-wavetrain using a complex P-wave model (model 25). The velocities shown in Fig. 10 are derived from the zero-lag amplitude ratio, and show a very similar pattern of arrival. Fig. lob) . Fig. lO(c) shows an analysis of the shear wavetrain of the same event. l'here are several possible shear wave models, each suited to isolating signals of a particular character. We can also examine different frequency components of the data separately. As 'scattering' effects can be frequency dependent, the analysis of different frequency bands can lead to slightly different results. Thus space precludes a thorough discussion of the analysis of even this single shear wavetrain, and we present only one example to demonstrate that the algorithms can be effective on real, as well as synthetic, shear wave data. The dominant shear waves are arriving outside the shear wave window, and the model used in Fig. lO(c) allows elliptical surface motion in both the horizontal and vertical planes. The time axis of Fig. 1O (c) has been scaled relative to that of Fig. lO(a) so that the 'same' P and S phases should be equally spaced on the plots (PIS velocity ratio assumed to be 1.73). The time origin of this section is 45 s after that of Fig. lO(a) . Note the lack of data at the end of Fig. lO(c) .
The algorithm clearly triggers on the shear wavetrain at about the correct azimuth, and the pattern of phase arrival matches that of the P wavetrain (Fig. 10a) rather well. The associated P-and S-wave velocities also seem to be consistent. We do not present a velocity plot for the shear wave analysis, but the 'first arrival' velocities are shown on 
DS-
.a phases arrive at the surface at about the same angle to the vertical). The models for complex shear wavetrains contain more degrees of freedom than the corresponding P-wave models, and the shear waves are often interfered with by the P-wave coda. Therefore, while such shear wave analyses have proved effective on a large body of data, the analysis is naturally less robust than that of the corresponding P signals. It is possible that more degrees of freedom may be ' required in the data to decompose complex shear wavetrains routinely and reliably (i.e. array analysi-ee below).
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DISCUSSION
The algorithms described allow elegant analysis of broad-band three-component seismic data. The algorithms are computationally efficient, statistically fairly sophisticated and, at least for P-waves and Rayleigh waves, robust. As shear waves are intrinsically more complex, and are interfered with by the P-wave coda, with S-waves the procedures naturally prove to be slightly less robust. However, good results have been achieved both with synthetic and real data. This paper has been cast in terms of seismological data, but the algorithms could be applied to many types of seismic data, e.g. in reflection, refraction and VSP studies. We have described some applications in detail only for the ML or predicted coherence procedures. Models for most signals can be defined using either technique. For more simple signal types (e.g. simple P-waves) the results are essentially identical, but for more complicated signals (e.g. arbitrarily polarized 'local' S-waves), the greater sophistication of the ML technique may be required. The speed of computation is heavily dependent upon the efficiency of the Fourier transform used. As the inverse Fourier transformation uses a decimated data set it runs much more quickly than the initial forward FFT. The calculation of azimuth etc. is a fast operation, especially using the TF technique. Thus running several frequency bands simultaneously takes little more run time than running one frequency band. Thus we can consider using the algorithms as a computationally efficient multiple frequency band detector. In this case it would probably be desirable to run a complementary short-term average/long-term average detector in parallel (see Roberts et al. 1989) . Such an algorithm would naturally detect a change in frequency content of the incoming data. If instrumentation is such that the data can be digitally filtered in-field using the FlT (as is becoming common), then this type of analysis is computationally possible in-field. This has great advantages over the traditional techniques, especially when we consider that we can not only detect the signal, but can often assess signal type, and direction and apparent surface velocity of propagation. Using several frequency bands should also allow increased resolution, as we can use only the band or bands where the signal-to-noise ratio is best. It may also prove possible directly to separate simultaneously arriving phases, if their dominant frequencies are different. Alternatively, if we are prepared to accept a limited class of filter functions we can achieve complex demodulation of a single frequency band very efficiently in the time domain by using shift theorem (equation l), and low-pass filtering using (for example) multiple running averages.
We have not discussed details of the effects of leakage during Fourier transformation as this is standard theory. Power can leak over both frequency and time, and can introduce distortion. The only occasions where the distortion introduced appears to be significant is leakage in time when a strong signal follows a quiescent period. In practice such features are easily identified and lead to no problems in interpretation, but we can if we wish avoid this effect by defining 'minimum phase' (causal) demodulates instead of using 'zero phase' filtering. Minimum phase analysis leads to essentially the same results.
The limited number of degrees of freedom in our data matrix (9) limits the complexity of the models which we can fit to the data. Clearly the observed signals often consist of two or more superimposed phases of different types or directions of arrival. Some of our signal models are orthogonal, but often we must assume that only one phase is present at a time. The success of our very simple models on a large body of data suggests that where such interference occurs it may often be interference between only a few dominant phases. If this is the case then it may be possible to model such data using small arrays of a few (perhaps only two or three) three-component stations. The computational advantages of working in the complex demodulate domain become even more significant when we work with array data. The application of this type of technique to more data and more complex signals will be discussed in a forthcoming paper.
