Abstract This paper studies a queuing model where two customer classes compete for a given resource and each customer is dynamically quoted a menu of price and leadtime pairs upon arrival. Customers select their preferred pairs from the menu and the server is obligated to meet the quoted leadtime. Customers have convexconcave delay costs. The firm does not have information on a given customer's type, so the offered menus must be incentive compatible. A menu quotation policy is given and proven to be asymptotically optimal under traditional large-capacity heavy-traffic scaling.
We assume a convex-concave shape for the customers' delay cost curves. A convex-concave, or "S-shaped", cost curve models the situation where customers have a particular deadline in mind but once that deadline has passed, they are increasingly insensitive to the additional leadtime. Leclerc et al. [30] argue through various behavioral experiments that the shape of the delay cost function depends on the context effects. It follows from their experiments that the delay cost function is concave in the range where delay is relatively long, while it can be convex otherwise. We assume that our two customer classes have similarly shaped curves but one class, the "impatient" class, has a shorter deadline than the other "patient" class.
In order to solve the leadtime quotation and pricing problem we must also address how to schedule customers. If customer delay costs are convex, then First-ComeFirst-Serve (FCFS) within a customer class is optimal (e.g., [54] , ex. 5.41) but this is not the case for convex-concave cost curves, as we wish to study here. Even with convex costs the scheduling problem across classes is challenging and was first addressed from an asymptotic optimality objective in [49] .
Van Mieghem [49] considers asymptotically optimal scheduling for n customer classes each with convex increasing delay costs. He shows the "generalized cµ", or Gcµ, rule to be asymptotically optimal, where the next customer class served is that with the largest value of marginal cost times service rate. Our paper extends van Mieghem's work in four significant ways. First, we prove the asymptotic optimality of a discrete time policy reminiscent of the Gcµ rule. Second, we allow the cost functions to be convex-concave. Third, we allow for leadtime quotation at the time of arrival and require that all quoted leadtimes are respected. Finally, we require incentive compatibility and hence quote menus rather than just leadtimes. Each of these extensions is explained in more detail below.
We consider a shift-based approach to leadtime quotation. Leadtimes are quoted to the nearest shift (rather than in arbitrarily small units) and once a leadtime is quoted it must be met. In a shift-based approach, the minimum practically achievable production delay is one period. However, for ease of exposition, in what follows we will refer to this minimal delay as quoting zero leadtimes. Production quantities for a shift are assumed to be known and always met (i.e., service times are in effect deterministic). In this way we can determine feasible leadtimes as customers arrive. We consider a large-capacity asymptotic regime where both arrival rates and capacity grow proportionally in a traditional heavy-traffic sense and allow the shift length to shrink in an appropriate manner to be described later.
As discussed above, we assume a convex-concave shape for the customers' delay cost curves. We use the convex hull of the delay cost function to lower bound the cost (with its value under the Gcµ rule) and then provide a quotation and scheduling rule that asymptotically achieves this lower bound. An important feature of our model is that we are not restricted to FCFS service, even within a customer class, and can instead schedule to maximize revenue. Despite this, our asymptotically optimal scheduling rule will be seen to be both simple and highly intuitive.
The third key feature of our model is that we quote customers leadtimes as they arrive. Customers who are less patient will receive shorter, and often zero, leadtimes. However, due to variability, there will be times that even though total system congestion implies arriving impatient customers are supposed to receive zero delay, say, they actually receive leadtimes of multiple shifts. The fraction of such deviations will be asymptotically negligible but in the real system this may occur. Because our policies quote leadtimes based on actual work observed and only quote achievable leadtimes, these times cause no implementation issues. In other words, we do not blithely quote delays and then argue that these delays are asymptotically achievable; instead, we quote what is achievable and show that deviations from prescribed delays will be asymptotically negligible.
The final significant characteristic of our model is that we consider incentive compatible menus. In a recent important work in this area, Afèche [1] considers a system with two customer classes where the server cannot observe customer type and the customer cannot observe queue length. Customers make their choice based on the price and expected queue length; optimal (static) price and scheduling mechanisms are considered. Like Afèche we consider incentive compatible mechanism design for two customer classes, but our menus are dynamic rather than static.
As outlined above, our contribution is the provision of asymptotically optimal (and readily-implementable) incentive-compatible policies for dynamic leadtime quotation and pricing for revenue maximization under convex-concave cost curves for two customer classes. The paper is organized as follows. Section 2 contains a brief review of the relevant literature. Section 3 presents our model and initial formulation. Our large capacity asymptotic regime is presented in Sect. 4. Our proposed policy is then given in Sect. 5 and Sect. 6 proves its asymptotic optimality. Finally, Sect. 7 concludes the paper. A number of the more technical proofs are relegated to the Appendix.
Literature review
Research on leadtime quotation has a long history and has accumulated a significant body of literature (see, for example, [28] , for a review); most of this work does not consider revenue maximization, especially in the presence of unobservable customer types, as we consider here.
Literature that has considered revenue maximization but not incentive compatibility in the context of dynamic leadtime quotation includes [7, 10-12, 14-18, 26, 27, 32, 39, 40, 48, 51, 52] , none of which consider the convex-concave delay cost curves considered here.
Literature that has consider incentive compatibility in the context of static leadtime quotation includes [1, 21, 22, 25, 31, 33-35, 37, 38, 43, 50, 55] . We also refer the reader to [23] for a broader review of revenue optimization in queuing systems.
Work that has considered dynamic leadtime quotation with a menu of options includes [2, 9] . Çelik and Maglaras [9] consider a model where a demand function maps the (dynamic) menu of prices and (fixed) leadtimes to a vector of demand rates; with such an arrival process there are no issues of incentive-compatibility. Dynamic leadtime quotation is also considered in [2] , where a fluid model is used to analyze a social welfare maximization model. That paper provides further motivation for the convex-concave leadtime cost curve considered here.
We consider a large-capacity asymptotic regime where both arrival rates and capacity grow proportionally in a traditional heavy-traffic sense. In order to prevent the delay cost functions from becoming either negligible or overwhelming, we also scale the cost function to maintain a consistent order of magnitude as the system scales. Such scaling of costs and/or delays experienced have been done by many researchers in the field including [6, 8, 9, 20, 36, 40-42, 47, 49] .
As described in the introduction, we assume a convex-concave shape for the customers' delay cost curves where customers have a particular deadline in mind but once that deadline has passed, they are increasingly insensitive to the additional leadtime. Kahneman and Tversky's [24] prospect theory speaks to the existence of such set performance expectations and the work of Leclerc et al. [30] specializes this to a setting of delays. Other literature also considers waiting costs and utilities from a customer's perspective and some relevant references include Antonides et al. [4] who perform an experiment to evaluate peoples' perceptions of waiting time and Frederick et al. [19] who give a review of intertemporal discounting.
Ata and Olsen [6] consider a homogeneous customer analog of the problem considered here. In that paper the pricing problem was eliminated by the assumption of a single class; pricing was at the customer's marginal cost, and there were no issues of multi-class scheduling or of incentive compatibility. Moreover, the state space collapse result established in Ata and Olsen is much simpler than the one here as it only concerns state space collapse within a class so as to achieve the convex hull of the delay cost function, whereas here we must establish state-space collapse both across classes and within each class.
The model
We consider a make-to-order monopolistic firm serving two classes of delay sensitive customers, who differ in their personal costs of delay. The firm is modeled as a single-server queue, where a system manager quotes leadtimes and prices to arriving customers dynamically over time. Payments are collected upon arrival. The firm's objective is to maximize the long-run average payments received per unit time. In order to do this, the system manager chooses the sequence in which the customer orders are processed so that the quoted leadtimes are respected. A class i customer has a delay cost of c i (τ ) associated with receiving a leadtime quotation of τ . Shorter leadtimes are more attractive to customers, i.e., the delay cost function c i (τ ) is increasing in the quoted leadtime τ for each type i. All customers receive the same personal reward R from service therefore the utility they receive from the produce equals R − c i (τ ) minus the price they pay. The system is initially empty and class i customers arrive at the system at rate λ i according to a Poisson process {A i (t) : t ≥ 0}. Adopting the terminology that is standard in queuing theory, customer orders to be processed are referred to as jobs.
In order to guarantee that the quoted leadtimes will always be met, we restrict attention to deterministic production, where the production decisions are made at discrete points in time, say at times 0, κ, 2κ, . . . ; and customers are quoted leadtimes that are integer multiples of κ. Each time interval between two consecutive review points may be thought of as a production shift. We assume that new arrivals can be served immediately if there is uncommitted capacity. We also allow early delivery, should there be extra capacity, but in practice this may mean storing the item off line for an on-time delivery.
The sequencing decisions take the form of cumulative control processes. In particular, let T i (t) be the cumulative amount of service effort that the server devotes to serving class i jobs during [0, t]. Then the vector process {T (t) : t ≥ 0}, where T (t) = (T 1 (t), T 2 (t)) ′ , denotes the system manager's sequencing policy. Clearly, T (·) is nondecreasing, and satisfies
where µ is the service rate. Then, defining S(t) = ⌊t⌋ for t ≥ 0, S(T i (t)) denotes the cumulative number of class i jobs processed up to time t. Recall that both classes of jobs have the same service requirement. Also, defining
as the cumulative unused capacity up to time t, we require that
As mentioned earlier, we will assume that the delay costs c 1 (·), c 2 (·) are both convex-concave, which corresponds to c i (·) being convex on an interval [0,
The basic idea is that d i represents the customer's deadline and he is increasingly impatient leading up to this deadline and increasingly more tolerant once the deadline has passed. In our model, class 1 is the "impatient" class while class 2 is the "patient" class. In particular, the deadline of a class 1 customer is sooner than that of a class 2 customer, i.e., d 1 < d 2 , and a class 1 customer's delay cost increases at a faster rate until its deadline. For simplicity, we model this situation as follows. Let c 2 (·) denote the delay cost of class 2, where
It is easy to check that (1) implies that c 1 (·) is also convex-concave. The underlying assumption in (1) is that it is as if both classes have the same underlying cost function, but class 1 customers place their orders closer to the deadline. That is, we assume that impatient customers have a short deadline, whereas patient customers plan further in advance and have a longer time frame until their intolerance point (the point where the curve switches from convex to concave) is reached. To facilitate our analysis, let h i denote the convex hull of c i for i = 1, 2, i.e., h i is the maximal convex function with h i ≤ c i . Defining
it is easy to see that Also define
Illustrative delay cost functions and their convex hulls are displayed in Fig. 1 .
In addition to (1), which defines c 1 (·) in terms of c 2 (·), we make the following assumptions on the cost curves.
Assumption 1
Assumptions 1(i) and 1(ii) have been discussed previously. Assumption 1(iii) is necessary as the magnitude of the limit point c will be important in determining the appropriate scheduling rule. If instead the derivative of the costs tended asymptotically to zero, the scheduling rule would put too much emphasis on very long waits, which appears to be unrealistic. Assumption 1(iv) rules out the possibility of the convex hull of c 2 (·) being linear. This assumption ensures that both the convex and the concave parts of the convex function c 2 (·) are relevant for decision making. Assumption 1(v) is made for technical reasons to ensure that overly long delays are not quoted. In practice, it is a modest assumption as x i may be allowed to be very large. Finally, Assumption 1(vi) is consistent with our interpretation of patient and impatient customers. This assumption ensures that an impatient customer incurs a higher delay cost than a patient customer when they are quoted the same leadtime.
It is easy to check that Assumption 1(vi) is satisfied for any convex-concave delay cost function c 2 (·) (and c 1 (·) which is defined by (1) 
, that is, whenever the impatient customers are not too impatient, which, of course, is only a sufficient condition. However, our analysis allows arbitrary 
Thus, one may construct pathological delay cost functions c 1 (·), c 2 (·) such that (vi) is violated, which we rule out to ensure that the delay cost functions c 1 (·), c 2 (·) are consistent with our interpretation of impatient and patient customers. As an aside, note that a weaker sufficient condition for (vi) to hold (for an arbitrary convex-concave delay cost function c 2 (·)) is that
The following lemma summarizes useful properties of the function (c 1 − c 2 )(·), which will be used in subsequent sections. An illustrative function (c 1 − c 2 )(·) is portrayed in Fig. 2 .
, and is constant for x ≥ x 2 . Moreover,
The system manager cannot observe the types of the arriving customers and the customers may misrepresent themselves. Therefore, the system manager offers a menu of prices and leadtimes to distinguish the two types of customers. The menu will be updated dynamically over time depending on the system status to maximize profits. Namely, the system manager offers a menu of prices and leadtimes {(p i (t), τ i (t)) : i = 1, 2} at time t, where (p i (t), τ i (t)) is intended for a class i customer arriving at time t. Let p(t) = (p 1 (t), p 2 (t)) ′ and τ (t) = (τ 1 (t), τ 2 (t)) ′ , and denote the system manager's policy by P(T (t); p(t); τ (t) : t ≥ 0), which we require to be non-anticipating in the usual sense.
For admissibility of a policy P(T (·); p(·); τ (·)), the associated menu of price leadtime pairs must satisfy the following individual rationality (IR) and incentive compatibility (IC) constraints:
where the individual rationality constraint (3) ensures that each customer receives a nonnegative surplus. To ensure that all customers indeed receive a nonnegative sur-plus, we allow the possibility of negative prices (although in practice this is unlikely to occur). This would take the form of a discount given to the customer on the base price of the item (which is not included in the leadtime/price menu) for the excessive delay received. Indeed, in the large capacity asymptotic regime, one can show that the congestion concerns are of second order relative to the customer rewards and hence, the customers are always quoted positive prices. The incentive compatibility constraints (4)-(5) ensure that each class i customer reveals his type truthfully by choosing the price, leadtime pair (p i (t), τ i (t)) intended for him. In other words, the incentive compatibility constraints guarantee that choosing (p i (t), τ i (t)) is in the best interest of a class i customer arriving at time t.
In what follows, motivated by the (IR) constraints, we will express the prices as follows:
where i (t) ≥ 0 denotes the potential price discount for class i customers at time t (i.e., the discount the firm must give because it does not know the customer's type and therefore cannot just charge R − c i (τ i (t))). Then, the (IR) constraints can be written as follows:
i (t) ≥ 0 for i = 1, 2 and t ≥ 0. Similarly, the incentive compatibility constraints (4)- (5) are equivalent to the following:
The system manager strives to maximize the expected long-run average revenues per unit time given by
which can equivalently be stated as minimizing
We denote the number of class i jobs in the system at time t by Q i (t); also let α i (t) denote the delay experienced by the class i customer arriving at time t. Note that α i (t) is a rather complicated function of the policy employed. The system is empty initially. To facilitate future analysis, also define Q(t) as the total number of jobs in the system at time t. That is,
Also, denote the workload remaining in the system at time t by W (t) and note that
where A(t) is defined as A 1 (t) + A 2 (t) for t ≥ 0. Note that for any work-conserving policy the processes W, L jointly satisfy
Indeed, in what follows we propose a work-conserving policy which, of course, satisfies (6) . The system manager's problem can be stated as follows: Choose a policy P(T (·); (·); τ (·)) so as to minimize lim
subject to
T , L are nondecreasing with
where the constraints (8)- (9) describe the dynamics of the backlog and the cumulative idleness processes, while the constraint (10) asserts the natural requirement that the cumulative allocation and the cumulative idleness processes are nondecreasing. Constraint (11) ensures that all quoted delays are respected by requiring that the actual delays are less than or equal to the quoted delays. Finally, constraints (12)- (13) are the IR and IC constraints, respectively. The following proposition is immediate and simplifies the problem.
Proposition 1
For any feasible policy P(T (·); (·); τ (·)) for the problem formulation (7)- (13), we can find a feasible policy P ′ (T ′ (·); ′ (·); τ ′ (·)) such that ′ 1 (t) = 0 and ′ 2 (t) = (c 1 − c 2 )(τ 1 (t)) for t ≥ 0 and the objective (7) is at least as small as under P(T (·); (·); τ (·)).
Then, definingc
and substituting 1 (t) = 0, 2 (t) = (c 1 − c 2 )(τ 1 (t)), the formulation (7)- (13) reduces to the following:
subject to (8)- (11), and (15)
We can equivalently express the problem as follows: (15)- (16), (17) where the cumulative cost 1 under policy P(T (·); τ (·)) up to time t is given by
Also denote the cumulative profit up to time t under policy P(T (·); τ (·)) by P (t), where
. Unfortunately, the problem formulation (17) does not seem to be tractable analytically. Therefore, we consider a closely related sequence of problems in the heavy traffic asymptotic regime, and provide an asymptotically optimal policy. As an auxiliary step, we next introduce a lower bounding problem.
A lower bounding problem To derive a lower bound on the objective (17) we first relax the constraint (16) . Then putting τ i (t) = α i (t), we arrive at the following (intermediate) lower bounding problem: Choose a scheduling policy T (·) so as to minimize lim
To facilitate future analysis, leth 1 (·) be the convex hull ofc 1 (·) (i.e.,h i is the maximal convex function withh i ≤c i so thath 1 (·) is a lower bound on the cost c 1 (·)). Definingx
it is easy to see thatx 1 ≤ x 1 , and that
Finally, replacing the delay cost functionsc 1 and c 2 by their convex hullsh 1 and h 2 , we arrive at the lower bounding problem: Choose a scheduling policy T (·) so as to minimize lim
where
This problem is studied in [49] , which shows that the generalized cµ (Gcµ) rule minimizes the total delay cost experienced by customers asymptotically in the heavy traffic limit provided that the customers have convex increasing delay costs. This result provides an asymptotic lower bound for the formulation (7)- (13) In what follows, we propose a policy for the formulation (7)- (13), which achieves this lower bound in the heavy traffic limit. To that end, we introduce the large capacity asymptotic regime and some auxiliary definitions in the next section.
Large capacity asymptotic regime
Consider a sequence of systems indexed by n = 1, 2, . . . . A superscript n will be attached to the quantities corresponding to the nth system in this sequence. The asymptotic regime we are interested in is the one where the arrival rates and the processing capacity grow with n as specified in the next assumption.
Heavy traffic assumption
We assume for all n and some θ < 0 that
The heavy traffic assumption corresponds to having a large, balanced-flow system for n large. For such systems, the workload in the system is expected to be of order √ n, while we expect delays to be of order 1/ √ n. Thus, we scale the cost of delay as follows:
It is easy to check that the convex hull h n i (·) of c n i (·) is given by the following:
Similarly, the convex hullh 1 (·) ofc 1 (·) is given bỹ
As is customary in the heavy traffic literature, we next introduce the diffusionscale processes. Define the scaled queue length, workload, and cumulative idleness processes as follows:
Also define the scaled prices p n i (t) = √ n(p n i (t) − R) for n ≥ 0 and i = 1, 2. Finally, define the diffusion scaled cumulative delay costs and profits as follows:
Note that n P (t) = − C n P (t) for all t, n, reflecting the fact that minimizing diffusionscaled costs is equivalent to maximizing diffusion-scaled profits.
The following auxiliary result is immediate from Theorem 2.4 of Csorgo and Horvath [13] . This is a powerful result since it constructs a strong approximation of the arrival process, i.e., an approximation on the same probability space where the arrival process lives, which in turn allows us to establish all stochastic process convergence results in the almost sure sense. Therefore, in what follows all convergence results are in the almost sure sense unless stated otherwise.
Proposition 2 There exist independent Brownian motions
Having introduced the diffusion scaled quantities, we give a precise meaning to the term "asymptotic optimality" next. Recall that the system manager strives to maximize expected long-run average profit. An even more ambitious objective would be to maximize the cumulative profit up to time t almost surely. Indeed, we adopt this more ambitious objective as given by the following definition of asymptotic optimality, which is also in line with the objective criterion used in [49] .
Definition 1 (Asymptotic Optimality) A sequence of policies {P * n (T (·); τ (·)) : n ≥ 1} is called asymptotically optimal if for any other sequence of policies
To facilitate the analysis to follow, we next derive an upper bound.
An asymptotic lower bound
As a preliminary to introducing the asymptotic performance bound, the following auxiliary definitions are needed. Let
for w ≥ 0 such that q 1 (w) is minimal whenever there are multiple minimizers. The following proposition summarizes relevant properties of q i (·) for i = 1, 2 and is proved in Appendix A.
Proposition 3 For i = 1, 2, q i (·) is nondecreasing and Lipschitz continuous with
Lipschitz constant L i = 1. Moreover, for w ≥ 0 we have
Note that q i (·) will be applied to both the workload and queue length processes, which will be shown to be close in the limit. The following proposition follows immediately from Proposition 6 of van Mieghem [49] .
Proposition 4 For any sequence of admissible policies
{P n (T (·); τ (·)) : n ≥ 1}, we have lim n→∞ n P n (t) ≤ − t 0 λ 1h1 q 1 (W * (t)) λ 1 dt + t 0 λ 2 h 2 q 2 (W * (t)) λ 2 dt .
Proposed policy and its asymptotic optimality
The idea behind the proposed leadtime quotation and sequencing policies is to ensure that when the workload is w, a delay cost rate of λ 1 h 1 ( q 1 (w)) + λ 2 h 2 ( q 2 (w)) is incurred. When workload is small both classes are kept in the convex cost region and a modified version of the Gcµ rule is in operation. When workload is large, class 1 is kept in its convex region but class two is operating in its concave region. To ensure asymptotic optimality, class 2 is divided into two artificial subclasses to ensure that the cost rate of the convex hull is incurred. In particular, we artificially segment class 2 into two subclasses 2a and 2b, and will give "priority" to subclass 2a over subclass 2b while providing a small but positive amount of service capacity to subclass 2b. Small (asymptotically negligible) modifications are then made to the original policy to ensure incentive compatibility.
Recall that we restrict attention to deterministic production with a discrete-review framework. Here we choose a review-period length (or a production shift length) κ n for each system such that deterministic production is a reasonable assumption and a quota of µ n κ n jobs may be processed during each review period. In particular, we let
where 1/2 < α 1 < 1 and z 1 > 0 is a fixed integer that serves as a scaling constant. In the nth system, the system manager reviews the system status at times t n k = kκ n for k = 0, 1, 2 . . . . At the beginning of each period, she decides how to allocate resources during that period, which will be described below. The leadtime quotation and pricing decisions are made as customers arrive to the system. To be more specific, as the customers arrive, the system manager quotes them leadtimes (and corresponding prices) and decides the order (but not the exact timing) in which they will be processed in the upcoming periods so that the quoted leadtimes are respected. This results in a detailed production plan for the upcoming production shift so that the server can just process jobs as prescribed by this plan (and any new arrivals should there be sufficient capacity). Given our choice of the review-period length κ n , the server can process z 1 ⌈n 1−α 1 (λ 1 + λ 2 )⌉ jobs in each shift, and κ n is of order 1/n α 1 , which ensures that the system manager reviews the system status sufficiently frequently provided α 1 ∈ (1/2, 1), which is consistent with [5] .
To facilitate the description of the proposed sequencing and leadtime quotation policies, it is helpful to imagine that we have four server pools, where server pool i has capacity µ n i for i = 1, 2a, 2b, while the fourth server pool is a "flexible" server with capacity µ n f and will serve either class 1 or class 2. In practice, this is just an allocation of the review period production quota to the different classes. We set
, and z 2 , z 3 > 0 are fixed integers that can be used to scale the capacities. To make this more concrete, consider the situation where α 1 = 3/4, α 2 = 3/16, α 3 = 7/32, and z 1 = z 2 = z 3 = 1; these satisfy the above requirements and could be used as the values of these parameters for the policy. However, there are a range of other values possible for these parameters that are asymptotically identical but may be used in practice to fine tune the policy's performance. Continuing with the numerical example, suppose that n = 2 16 = 65536, λ 1 = λ 2 = 50, so that µ n κ n = 1600. Then we have µ n f = 2 * 4 = 8, µ n 2b = 11.3, µ n 1 = 800 − 4 = 796, and µ n 2a = 1600 − 796 − 8 − 11.3 = 784.7. As discussed above, µ n 1 and µ n 2a receive the bulk of the capacity, but notice how setting the scaling parameters z 2 = z 3 = 2 would double the capacity allocated to µ n f and µ n 2b , respectively. In each period the flexible server is allocated to either class 1 or class 2, depending on the delay cost rate associated with each class. To be more specific, the flexible server gives priority to class 1 during period k if
otherwise it gives priority to class 2. When serving class 2, the flexible server gives strict priority to class 2b and serves class 2a whenever class 2b is empty. On the contrary, server i gives priority to class i for i = 1, 2a, 2b. (The specific priority rule for the flexible server can be viewed as a discrete-time version of the Gcµ rule.) Moreover, the service policy is collectively non-idling in the sense that none of the servers idle unless the system is empty; whenever a server finds its own priority class empty it gives priority to the class with the highest index that is non-empty, where 2b > 2a > 1.
The system manager updates her routing decisions at the review points. To be more specific, at each review point t n k for k = 1, 2, . . . the system manager observes the system status. Let Q n 2a (·) be the queue-length of subclass 2a and Q n 2b (·) the queue length of subclass 2b so that Q n 2 (·) = Q n 2a (·) + Q n 2b (·). She routes the first µ n 2a class 2 jobs to subclass 2a and routes the next µ n 2b jobs to subclass 2b. Then the next [⌊λ 2 x 2 √ n⌋ − Q n 2a (t k )] + jobs are again routed to class 2a. Any further class 2 arrivals are routed to subclass 2b. Note that this routing policy ensures that Q n 2a (t) ≤ λ 2 x 2 √ n + µ n 2a at all times. Moreover, for n large enough, i.e., ⌊λ 2 x 2 √ n⌋ > µ n 2a , under the proposed policy the number of class 2 jobs Q n 2a (t) at each review point t n k is less than or equal to ⌊λ 2 x 2 √ n⌋. Note that when backlogs are small, class 2 operates in the convex region of its cost curve. Further, most of the workload is kept in class 2a; and class 2b receives just enough work to keep its server occupied. However, as the backlog in class 2 increases, it is class 2b that absorbs the added backlog, possibly receiving quite long delays, while class 2a is kept at a moderate length.
Customers are quoted leadtimes (and prices) when they arrive to the system as follows. For t ≥ 0 and i = 1, 2a, 2b, let
Then set τ n 2 (t) = τ n 2a (t) if the class 2 job arriving at time t is to be routed to subclass 2a, τ n 2b (t) otherwise.
For large n, the various processes of the original system are well approximated by their counterparts in the limiting Brownian model. Thus, we expect with high likelihood that the leadtimes quoted in the original system will inherit the property of incentive compatibility from their counterparts in the limiting Brownian model. Nonetheless, there is a vanishingly small but positive probability that the IC constraint may be violated. Moreover, the segmentation of class 2 (to achieve the bound given by the convex hull approach) requires us to take additional caution to make sure that the quoted leadtimes are indeed incentive compatible.
To insure incentive compatibility, we check to see ifτ n 1 (t)
t).
Note in this case that
which implies by Lemma 1 that
Thus, the quoted leadtimes are incentive compatible. Indeed, as will be seen in Sect. 6.4, this case will arise with probability one in the heavy traffic limit. On the other hand, ifτ n 1 (t) > x 1 /(κ n √ n) periods, then consider the following two cases:
Then, we set τ n (t) =τ n (t). Case (ii). IC constraint is violated byτ n (t). Then set
which satisfy the IC constraint. Finally, recall from Proposition 1 that n 1 (t) = 0 and n 2 (t) = (c n 1 − c n 2 )(τ n 1 (t)κ n ) for t ≥ 0. Then, the prices are given by
The following theorem states the main result of the paper and is proven in Sect. 6.5.
Theorem 1
The (sequence of) proposed policies is asymptotically optimal. Namely, we have
for all t a.s.
Proof of the main result
The proof of asymptotic optimality proceeds in three major steps. First, we establish the convergence of the workload process through a continuous mapping argument using the continuity of the one dimensional reflection map; cf. Sect. 6.1. The second step is to establish a state-space collapse result. Section 6.2 provides some auxiliary results needed for that. In Sect. 6.3 we establish two kinds of state-space collapse results: First, we establish that Q i ≃ q i (W ) in an appropriate sense, cf. Theorem 2, from which it follows, in particular, that the number of class 1 jobs in the system are sufficiently low that only the convex part of the delay cost function c 1 is relevant. Second, we establish a state-space collapse result "within class 2"; cf. Theorem 3. That is, class 2 jobs are routed to (artificial) subclasses 2a and 2b in such a way that the convex hull h 2 of c 2 is achieved. The last step is the proof of asymptotic optimality itself building on the earlier results. Section 6.4 provides further auxiliary results for the proof of asymptotic optimality. These are on the regularity of delays quoted to each class, and the regularity of the routing patterns of class 2 jobs to subclasses 2a and 2b. Finally, Sect. 6.5 establishes the asymptotic optimality of the proposed policy by showing that its asymptotic performance coincides with the lower bound provided in Proposition 4.
As a preliminary to establishing the convergence results for the queue-length processes under the proposed policy, we first establish a convergence result for the workload process in the next section.
Convergence of scaled workload process
To establish the convergence of the scaled workload process, let (ψ, ϕ) denote the one-dimensional reflection map defined on the space D[0, ∞) of r.c.l.l. functions, cf. [53] . That is, for a real-valued function x(·) :
x(s) and ψ(x)(t) = x(t) + ϕ(x)(t).
The next proposition establishes the convergence of the scaled workload process.
Proposition 5 Under the proposed policy,
where W * (t) = ψ(B * )(t), L * (t) = ϕ(B * )(t) and B * (t) = θt + B(t) for t ≥ 0.
Proof Recall that in the nth system we have the following: For t ≥ 0
It follows from (20)- (21) that
By scaling these, we have
Note that (A n (t) − µ n t)/ √ n → B * (t) u.o.c. a.s. as n → ∞, by Proposition 2. Then, by continuity of the reflection map (ψ, ϕ), cf. [53] , we conclude that ( W n , L n ) → (W * , L * ) u.o.c. a.s. as n → ∞.
As an immediate corollary, we next show the convergence of the total queue length process.
Corollary 1 Under the proposed policy,
Proof The result follows from the fact that W n (t) ≤ Q n (t) = Q n 1 (t) + Q n 2a (t) + Q n 2b (t) ≤ W n (t) + 3 for t ≥ 0 and from Proposition 5.
Auxiliary results for establishing state space collapse
This section presents auxiliary results and definitions which will be used to facilitate the proofs of the state-space collapse results of Sect. 6.3.
The following lemma provides a bound on the probability of A n k ; its proof is given in Appendix B.
Lemma 2 For T > 0, k = 1, . . . , ⌈T /κ n ⌉ and n sufficiently large, we have
where C 1 and C 2 are positive constants independent of n, k.
Proof It suffices to show that P((M n T ) c ) → 0 as n → ∞. Note that
, the right-hand side tends to zero, concluding the proof.
In the next subsection we establish a state space collapse result.
State space collapse
As a preliminary, we first provide some probability bounds under the proposed policy. Given δ > 0 and 0 < ε < min{0.5 − α 2 , α 1 − 0.5}, define
The following lemma provides a useful probability bound and is proven in Appendix B.
Lemma 3 For T > 0, and k = 1, . . . , ⌈T /κ n ⌉, under the proposed policy,
where C 3 and C 4 are positive constants independent of n, k.
B n k , the following proposition characterizes its limiting probability.
Proposition 7 For
Proof Note by Lemma 3 that
where the right-hand side converges to 1 as n → ∞ because
Hence the result follows.
Defining the processes 
Proof First, note that for i = 1, 2,
Also note that for
Then by Proposition 2, we have
Thus, for i = 1, 2,
which in turn gives the following:
where the first term on the right tends to zero as n → ∞ by Proposition 2 and the choice of κ n , cf. (19) , while the second term goes to zero as n → ∞ by Levy's modulus of continuity theorem for Brownian motion; cf. [44] .
The following theorem states the first part of the state-space collapse result under the proposed policy.
Theorem 2 For T > 0 and i = 1, 2, we have under the proposed policy that
Letting n → ∞, we conclude from Propositions 5, 6, and Lemma 3 that
Combining this with the facts that q 2 (·) is Lipschitz continuous and sup 0≤t≤T | Q n (t) − W * (t)| → 0 as n → ∞ gives sup 0≤t≤T Q n (t) − q 2 W * (t) → 0 as n → ∞.
Then using Q n 1 (t) = Q n (t) − Q n 2 (t) and q 1 (W ) = W − q 2 (W ) for W ≥ 0, the result follows.
To establish the second part of the state-space collapse result, the following lemma is needed. Its proof is given in Appendix C.
Lemma 4
Under the proposed policy, for T > 0, k = 1, . . . , ⌈T /κ n ⌉, and n sufficiently large, we have the following on the set M n T :
The following states the second part of the state-space collapse result.
Theorem 3 Under the proposed policy
It can be argued as in the proof of Proposition 6 that the last two terms on the righthand side tend to zero as n → ∞. Thus, we consider the first term on the right-hand side. Next we show that
It is easy to see that
Note that (23) is immediate if Q n 2a (t n k ) = ⌊λ 2 x 2 √ n⌋. Otherwise, i.e., if Q n 2a (t n k ) < ⌊λ 2 x 2 √ n⌋, then by Lemma 4, we observe that Q n 2b (t k ) ≤ 3µ n 2b . Thus,
That is, (23) holds. Then, clearly,
where the right-hand side tends to zero since P(M n T ) → 1. Thus, we conclude that sup Combining Theorems 2 and 3, we have the following state-state collapse result.
Corollary 2 Under the proposed policy,
( Q n 1 , Q n 2a , Q n 2b ) → (Q * 1 , Q * 2a , Q * 2b ) u.o.c. as n → ∞.
Auxiliary results for the proof of asymptotic optimality
Define C n T = τ n 1 (t)κ n ≤ x 1 / √ n,τ n 1 (t)κ n ≤τ n 2a (t)κ n for all t ∈ [0, T ] .
Proposition 9
For T > 0, we have under the proposed policy that P(C n T ) → 1 as n → ∞.
Proof Fix T > 0. Then it suffices to show that with probability one
Note that
Then the result follows since q 1 (w) λ 1 ≤x 1 and
for all w ≥ 0.
Note that on the set C n T , we have τ n 1 (t) =τ n 1 (t), and
if the class 2 job arriving at time t is routed to class 2a,
Let A n 2a (t) and A n 2b (t) denote the cumulative number of jobs routed to classes 2a and 2b, respectively, up to time t. The following lemma will be instrumental in proving the asymptotic optimality of the proposed policy.
Lemma 5 Under the proposed policy, for
Taking the sup of both sides,
where the right-hand side tends to zero as n → ∞ which proves (24) . Note that (25) follows from (24) and (26). Thus, it suffices to prove (26) .
Recall that P(M n T ) → 1 as n → ∞. Thus, it suffices to prove that (26) holds on
It is easy to see that for n sufficiently large
Therefore, for k = 1, 2, . . . ,
Then for t ≤ T , we have
Thus, we conclude that
where the right-hand side tends to zero as n → ∞. Hence, the result follows.
Proof of asymptotic optimality
Proof of Theorem 1 Fix T > 0, and recall that
Also recall that
Clearly, we can write
Consider the first term on the right-hand side:
Then passing to the limit on both sides as n → ∞, and using Corollary 1 (statespace collapse result), Lemma 5, the generalized Lebesgue convergence theorem, cf. Proposition 18 on p. 270 of [45] , the facts that c 2 (nx)/n → cx and c 2 (x)/n → 0 as n → ∞, and that P(C n T ) → 1 as n → ∞, we conclude that
Note thatc 1 (q 1 (w)) =h 1 (q 1 (w)) and
+ for all w. Substituting this into the right-hand side gives
Next, consider the second term on right-hand side of (27) , and note that on (C n T ) c we have
Thus, we write
Then passing to the limit as n → ∞, we can argue as before that
where the first inequality follows since the first multiplier of the right-hand side of (29) converges to a finite limit and 1 {(C n T ) c } → 0 as n → ∞, a.s. Then combining (27) , (28) , and (30) with Proposition 3 and the fact that π n P * n (t) = − C n P * n (t) for all t ≥ 0 concludes the proof.
Conclusions
This paper studies a two-class model of dynamic leadtime quotation and pricing, providing policies that are both intuitive and asymptotically optimal. To the best of our knowledge, this paper is the first to study the question of how to design dynamic menus of incentive-compatible prices and leadtime quotations for revenue maximization.
We assumed throughout our analysis that class 2 customers are patient, i.e., c ′ 2 (0) < c. This assumption is easy to relax, but relaxing it does not lead to any new insights. Indeed, relaxing this assumption essentially reduces the problem to a single class problem. To be specific, when c ′ 2 (0) ≥ c the convex hull of both c 1 and c 2 are given by the linear function with slope c. Thus, by quoting a small fraction of (class 2) customers very long leadtimes, while quoting all other customers zero delays, and charging prices equal to the marginal costs, the system manager achieves an incentive compatible asymptotically optimal solution.
A future research direction is to consider the case where the two classes of customers have different rewards. If patient customers have a higher reward than impatient customers then there is no tension between the ordering of rewards and the delay cost functions and the solution is similar to the one derived in this paper, except with the patient customers receiving more value. The opposite case where impatient customers have the higher reward is more complex since both classes of customers may have an incentive to pretend to be a customer of the other class. An initial step towards understand differing rewards was made in [2] but that work considered welfare maximizing; dynamic revenue maximization under heterogeneous rewards is an interesting and open problem.
In the interest of simplicity, we did not consider admission control. However, such an extension can easily be added to our model. In that case, we would expect to get a threshold based admission policy similar to that in [6] . We also did not consider capacity optimization. Indeed, we believe that it makes sense to first pursue the operational problem of leadtime quotation, pricing, and scheduling before answering the more strategic questions of demand and capacity optimization.
Asymptotically optimal scheduling and capacity setting in the presence of nonlinear delay costs has been considered by Kumar and Randhawa [29] , who study the effects of market size on capacity optimization. In contrast to their work, for our current model we in no way claim that the system "should" be operated in heavytraffic. Rather we solve a hard problem by a sensible (and tractable) approximation. We leave the problem of optimal capacity sizing, and in particular the investigation of the appropriate traffic intensity, as a topic for possible future research.
A final assumption we have made is that customers make their purchasing decisions upon arrival. However, under the assumptions of our model, there is no reason for them to defer their orders. To see this, note that the workload in the system evolves very slowly across periods due to the separation of time scales phenomenon inherent in large scale systems. Thus, the customers will face similar leadtime quotations across several periods. Because waiting is costly, no customer will chose to do so. To be more specific, the customers are presumably sensitive to delays that are in the order of days in most settings, while the backlog of work in the system may evolve in the time scale of weeks for large scale systems. Therefore, to see a desirable change in the workload (and hence in the quoted leadtimes and prices) a customer may have to wait for several weeks, which is very costly for him relative to the slight gain he may have from waiting. Thus, we do not consider the case that customers may be "strategic" or "arrival-timing" (see, for example, [46] and [3] ).
Appendix A: Technical proofs in Sects. 3 and 4
Proof of Lemma 1 First, observe that (c 1 − c 2 )(·) is increasing on (0, x 2 ∨ d 1 ). To see this, note that
Next, suppose without loss of generality that x 2 > d 1 and x ∈ (d 1 , x 2 ) . Then, since c ′ 2 (x) < c for x ≤ x 2 , and c
since the first term on the right hand side is decreasing while the second one is increasing. Also note that (2) , it suffices to show that
This is because
by the first part of the lemma. Moreover, because (c 1 − c 2 )(x 1 ) ≥ (c 1 − c 2 )(x 1 ) (again by the first part of the lemma and because x 1 < d * ) it suffices to show (31) . To this end, we consider the following two cases:
In Case (i), we have x 1 = 0. Thus, proving (2) reduces to checking (c 1 − c 2 )(x 2 ) ≥ 0, which follows from Assumption 1(vi).
In Case (ii), we have
where we use the fact that 0 < x 1 to conclude that c ′ 1
Proof of Proposition 1 Given a feasible policy for which there exists an interval (t 1 , t 2 ) such that 1 (t) > 0, we can improve the objective by modifying 1 (·) on (t 1 , t 2 ) such that 1 (t) = 0. This also relaxes the constraint (12) . Thus, without loss of optimality, we have 1 (t) = 0 for all t. Similarly, it follows that 2 (t) = (c 1 − c 2 )(τ 1 (t)) for all t.
Proof of Proposition 3
First, we verify that q i (·) is monotone. To that end, note that if W > λ 1x 1 + λ 2 x 2 , then q 1 (W ) =x 1 , and q 2 (W ) = W −x 1 , and the result follows. Otherwise, i.e., W ≤ λ 1x 1 + λ 2 x 2 , then a necessary condition for optimality is that
is minimized over q 1 , q 2 ≥ 0 such that q 1 + q 2 = W . Let W 2 > W 1 and suppose that q i (W 2 ) < q i (W 1 ) for some i ∈ {1, 2}, then we must have q j (W 2 ) > q j (W 1 ) + (W 2 − W 1 ) for j ̸ = i. Notice that setting q i (W 2 ) = q i (W 1 ) and q j (W 2 ) = q j (W 1 )+W 2 −W 1 decreases the difference in (32) by the strict convexity ofh 1 on (0,x 1 ) and h 2 on (0, x 2 ) (which follows from strict convexity of
Putting (34) gives
Then combining (33) and (35) gives the Lipschitz continuity of q 2 (·):
The Lipschitz continuity of q 1 (·) follows similarly. Finally, we note by the minimality of q 1 (·) (among multiple optimal solutions) that
Appendix B: Proofs of auxiliary results in Sect. 6.2
Proof of Lemma 2 It suffices to show that for i = 1, 2
By Theorem 2.1 of Csorgo and Horvath [13] , there exists a standard Brownian motionB i and an error processε n i for each n such that
where for positive constantsC 1 
Using this result, we write for n sufficiently large that
Note by a straightforward application of Markov's inequality that
where the last inequality follows for n sufficiently large because
, the result follows.
Appendix C: Proofs of technical results in Sect. 6.3
Proof of Lemma 3 Fix T > 0, and note that P(B n 0 ) = 1, which provides the induction basis. As the induction hypothesis assume that 
Next, we consider each term on the right-hand side:
for sufficiently large n, where the first inequality follows since q 2 ( Q n (t n k )) ≥ 0, and
for sufficiently large n. The third inequality follows from the fact that
The fourth inequality follows independence of the increments of the Poisson process, while the last inequality follow from Lemma 2 for n sufficiently large where the right-hand side δ √ n/(3n ε ) was replaced by its half to account for centering of the left-hand side.
Similarly,
Note that the second term on the right-hand side is zero for n sufficiently large since
Moreover, for sufficiently large n,
Then combining (38) - (39) we conclude that
Next, consider where
First, consider p n 1 and recall that on B n k−1 we have
Thus, on the event of interest we have
Also note that
Since W n (t n k−1 ) > δ 3n ε on the event of interest, for sufficiently large n we have
Thus, the incremental idleness during [t k−1 , t k ] will be zero. Then
Moreover, since |Q n (t) − W n (t)]| ≤ 3 for all t ≥ 0, we write
and therefore,
by Lipschitz continuity of q 2 (·). Then we can write
Also note that since (by Proposition 3)
we have Q n 2 (t) > 0 for all t ∈ [t n k−1 , t n k ] for n sufficiently large. Moreover, since Q n 2 (t n k−1 ) > q 2 ( Q n (t n k−1 )), the flexible server works on class 2
Combining (41)- (42), we see that a necessary condition for the event of interest is that
On the event of interest, we have Q n
Then for sufficiently large n,
Then we conclude by Lemma 2 that
Next, consider p n 4 and note that
We first bound the first term on the right-hand side of (44):
where the first term on the right is zero for n sufficiently large. To bound the second term on the right note that we can argue as in bounding p n 1 that
Then for n sufficiently large
by Lemma 2. Thus we have the following bound for the first term on the right-hand side of (44) .
For bounding the second term on the right-hand side of (44) note that, the flexible server gives priority to class 1 on [t n k−1 , t n k ], and since
we have
µ n κ n √ n for n sufficiently large, which in return implies that Q n 1 (t) > 0 for all t ∈ [t k−1 , t k ]. Therefore, the flexible server cannot serve any class 2 jobs during [t k−1 , t k ].
Note that on the event of interest we have
However, since W n (t n k−1 ) > δ 3n ε , we have L n (t n k ) − L n (t n k−1 ) = 0 for n sufficiently large. Hence
Moreover, since |Q n (t) − W n (t)| ≤ 3 for all t, we write
In particular,
Furthermore, since the flexible server exerts no effort on class 2, we have (48) Combining (47) and (48), a necessary condition for Q n 2 (t n k ) < q 2 ( Q n (t n k )) − δ n ε is that We can thus argue as in the case of bounding p n 1 that for sufficiently large n, 
Then combining (45) and (49) 
Next consider p n 2 , and note that a necessary condition on (B n k−1 , . . . , B n 0 ) for Q n 2 (t n k ) > q 2 ( Q n (t n k )) + δ n ε and Q n 2 (t n k−1 ) < q 2 ( Q n (t n k−1 )) is that at least one of the following holds: 
Similarly, note that 
Then combining (52) and (53), we have 
Then combining (40) , (43), (50), (51), and (54) we conclude for sufficiently large n that P B Proof of Lemma 4 First, note that on the set of M n T (for sufficiently large n) the number of class 2 jobs arriving in each period exceeds µ n 2a but is less than µ n 2a +3µ n 2b . Next, recall that Q n 2a (0) = Q n 2b (0) = 0. So, k = 0 constitutes an induction basis. As the induction hypothesis assume that (29) holds for k = 1, . . . , j , and consider k = j +1. If Q n 2a (t n j +1 ) < ⌊λ 2 x 2 √ n⌋, then there are two possibilities during [t n j , t n j +1 ] under the proposed policy: Either there were not enough arrivals during [t n j , t n j +1 ] to have Q n 2a (t n j +1 ) = ⌊λ 2 x 2 √ n⌋, or the server pool 2a received help from other server pools during [t n j , t n j +1 ] . In the latter case, (since the other server pools cannot help class 2a before helping class 2b when they are idle) it must be that Q n 2b (t) = 0 for some t ∈ [t n j , t n j +1 ]. Thus, on the set M n T , in this case If the server pool 2a did not receive help during [t n j , t n j +1 ] , i.e., the former case, then at most µ n 2b jobs are routed to class 2b during [t n j , t n j +1 ]. Then we have two further subcases to consider.
Case (i). Q n 2a (t n j ) = ⌊λ 2 x 2 √ n⌋. This is not possible because with no help to server pool 2a we would have Q n 2a (t n j +1 ) = ⌊λ 2 x 2 √ n⌋ on the set M n T , which is a contradiction.
Case (ii). Q n 2a (t n j ) < ⌊λ 2 x 2 √ n⌋, which is the only remaining possibility. Then by the induction hypothesis Q n 2b (t n j ) ≤ 3µ n 2b . Thus 
