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Abstract We propose an algorithm, called OEM (a.k.a. orthogonalizing EM), intended for var-
ious least squares problems. The first step, named active orthogonization, orthogonalizes an arbi-
trary regression matrix by elaborately adding more rows. The second step imputes the responses of
the new rows. The third step solves the least squares problem of interest for the complete orthog-
onal design. The second and third steps have simple closed forms, and iterate until convergence.
The algorithm works for ordinary least squares and regularized least squares with the lasso, SCAD,
MCP and other penalties. It has several attractive theoretical properties. For the ordinary least
squares with a singular regression matrix, an OEM sequence converges to the Moore-Penrose gen-
eralized inverse-based least squares estimator. For the SCAD and MCP, an OEM sequence can
achieve the oracle property after sufficient iterations for a fixed or diverging number of variables.
For ordinary and regularized least squares with various penalties, an OEM sequence converges to a
point having grouping coherence for fully aliased regression matrices. Convergence and convergence
rate of the algorithm are examined. These convergence rate results show that for the same data
set, OEM converges faster for regularized least squares than ordinary least squares. This provides a
new theoretical comparison between these methods. Numerical examples are provided to illustrate
the proposed algorithm.
KEY WORDS: Design of experiments; MCP; Missing data; Optimization; Oracle property;
Orthogonal design; SCAD; The Lasso.
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1 INTRODUCTION
Consider a regression model
y = Xβ+ ε, (1)
where X = (xij) is the n × p regression matrix, y ∈ Rn is the response vector, β =
(β1, . . . , βp)
′ is the vector of regression coefficients, and ε is the vector of random errors with
zero mean. The ordinary least squares (OLS) estimator of β is the solution to
min
β
‖y−Xβ‖2, (2)
where ‖ · ‖ denotes the Euclidean norm. If X is a part of a known m× p orthogonal matrix
Xc =

 X
∆

 , (3)
where ∆ is an (m−n)×p matrix, (2) can be efficiently computed by the Healy-Westmacott
procedure (Healy and Westmacott 1956). Let
yc = (y
′, y′miss)
′ (4)
be the vector of complete responses with missing data ymiss ofm−n points. In each iteration,
the procedure imputes the value of ymiss, and updates the OLS estimator for the complete
data (Xc,yc). This update involves no matrix inversion since Xc is (column) orthogonal.
Dempster, Laird, and Rubin (1977) showed that this procedure is an EM algorithm.
The major limitation of the procedure is the assumption that X must be embedded in a
pre-specified orthogonal matrix Xc. We propose a new algorithm, called orthogonalizing EM
(OEM) algorithm, to remove this restriction and extend to other directions. The first step,
called active orthogonization, orthogonalizes an arbitrary regression matrix by elaborately
adding more rows. The second step imputes the responses of the new rows. The third step
solves the OLS problem in (2) for the complete orthogonal design. The second and third
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steps have simple closed forms, and iterate until convergence.
For the OLS problem in (2), OEM works with an arbitrary regression matrix X. For
X with no full column rank, the OLS estimator is not unique, and we prove that the OEM
algorithm converges to the Moore-Penrose generalized inverse-based least squares estimator.
OEM outperforms existing methods for such an inverse.
OEM also works for regularized least squares problems by adding penalties or constraints
to β in (2). These penalties include the ridge regression (Hoerl and Kennard 1970), the
nonnegative garrote (Breiman 1995), the lasso (Tibshirani 1996), the SCAD (Fan and Li
2001), and the MCP (Zhang 2010), among others. Here, the first step of OEM uses the same
active orthogonalization as that for OLS. The second and third steps of OEM imputes the
missing data and solves the regularized problem for the complete data (Xc,yc). Both the
second and third steps have a simple closed form. We prove that OEM converges to a local
minimum or stable point of the regularized least squares problem under mild conditions.
Convergence rate of OEM is also established. These convergence rate results show that
for the same data, OEM converges faster for regularized least squares than ordinary least
squares. This difference provides a new theoretical comparison between these methods.
Compared with existing algorithms, OEM possesses two unique theoretical features. 1.
Achieving the oracle property for nonconvex penalties : An estimator of β in (1) having the
oracle property can not only select the correct submodel asymptotically, but also estimate
the nonzero coefficients as efficiently as if the correct submodel were known in advance. Fan
and Li (2001) proved that there exists a local solution of SCAD with this property. From the
optimization viewpoint, the SCAD problem can have many local minima (Huo and Chen
2010) and it is not clear which one has this property. Zou and Li (2008) proposed the local
linear approximation (LLA) algorithm to solve the SCAD problem and showed that the
one-step LLA estimator has the oracle property with a good initial estimator for a fixed p.
The LLA estimator is not guaranteed to be a local minimum of SCAD. To the best of our
knowledge, no theoretical results so far show that any existing algorithm can provide such a
local minimum. We prove that the OEM solution for SCAD can achieve a local solution with
this property. 2. Having grouping coherence: An estimator of β is said to have grouping
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coherence if it has the same coefficient for full aliased columns in X. For the lasso, SCAD,
and MCP, an OEM sequence converges to a point having grouping coherence, which implies
that the full aliased variables will be in or out of the selected model together. This property
cannot be achieved by existing algorithms including the coordinate descent algorithm. In
terms of numerical performance, OEM can be very fast for ordinary least squares problems
and SCAD for big tall data with n > p. For big wide data with p > n, OEM can be slow.
This drawback can be mitigated by adopting a two-stage procedure like that in Fan and Lv
(2008), where the first stage uses a screening approach to reduce the dimensionality to a
moderate size, and the second stage uses OEM.
The remainder of the article will unfold as follows. Section 2 discusses the active or-
thogonalization procedure. Section 3 presents OEM for OLS. Section 4 extends OEM to
regularized least squares. Section 5 provides convergence properties of OEM. Section 6
shows that for a regression matrix with full aliased columns, an OEM sequence for the lasso,
SCAD, or MCP converges to a solution with grouping coherency. Section 7 establishes the
oracle property of the OEM solution for SCAD and MCP. Section 8 presents numerical
examples to compare OEM with other algorithms for regularized least squares. Section 9
concludes with some discussion.
2 ACTIVE ORTHOGONALIZATION
For an arbitrary n × p matrix X in (1), we propose active orthogolization to actively
orthogolize an arbitrary matrix by elaborately adding more rows. Let S be a p× p diagonal
matrix with non-zero diagonal elements s1, . . . , sp. Define
Z = XS−1. (5)
Consider the eigenvalue decomposition V ′ΓV of Z ′Z (Wilkinson 1965), where V is an
orthogonal matrix and Γ is a diagonal matrix whose diagonal elements, γ1 > · · · > γp, are
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the nonnegative eigenvalues of Z ′Z. For d > γ1, let
t = #{j : γj = d, j = 1, . . . , p} (6)
denote the number of the γj equal d. For example, if d = γ1 = γ2 and γ1 > γj for j = 3, . . . , p,
then t = 2. If d > γ1, then t = 0. Define
B = diag(d− γt+1, . . . , d− γp) (7)
and
∆ = B1/2V 1S, (8)
where V 1 is the submatrix of V consisting of the last p− t rows. Put X and ∆ row by row
together to form a complete matrix Xc.
Lemma 1. The matrix Xc above is column orthogonal.
Proof. From (7) and (8),
X
′
cXc = X
′
X +∆′∆ = S(V ′ΓV + V ′1BV 1)S.
For the p× p identity matrix Ip,
dIp − Γ =

 0 0
0 B


It then follows that X ′cXc = S[V
′ΓV + V ′(dIp − Γ)V ]S = dS2, which completes the
proof.
Here is the underlying geometry of active orthogolization. For a vector x ∈ Rm, let Pωx
denote its projection onto a subspace ω of Rm. Lemma 1 implies that for the column vectors
x1, . . . ,xp ∈ Rn of X in (1), there exists a set of mutually orthogonal vectors xc1, . . . ,xcp ∈
R
n+p−t ofXc in (3) satisfying PRnxci = xi, for j = 1, . . . , p. Proposition 1 makes this precise.
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Figure 1: Expand two two-dimensional vectors x1 and x2 to two three-dimensional vectors
xc1 and xc2 with x
′
c1xc2 = 0.
Proposition 1. Let ω be an n-dimensional subspace of Rm with n 6 m. If p 6 m− n+ 1,
then for any p vectors x1, . . . ,xp ∈ ω, there exist p vectors xc1, . . . ,xcp ∈ Rm such that
Pωxci = xi for j = 1, . . . , p and x
′
cixcj = 0 for i 6= j.
For illustration, Figure 1 expands two vectors x1 and x2 in R
2 to two orthogonal vectors xc1
and xc2 in R
3.
Remark 1. In (8) ∆ has p− t rows, which does not rely on the number of rows in X, and
only p− t rows need to be added to make it orthogonal.
Remark 2. The form of S in (5) can be chosen flexibly. One possibility is S = Ip with
X
′
X +∆′∆ = dIp (9)
with d > γ1, and Xc is standardized as the Euclidean norm of each column is d.
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Example 1. Suppose that X in (1) is orthogonal. Take d = γ1 and
S = diag
[
(
n∑
i=1
x2i1)
1/2, . . . , (
n∑
i=1
x2ip)
1/2
]
. (10)
Since t = p, ∆ in (8) is empty, which indicates that active orthogonalization will not over-
shoot.
Example 2. Let
X =


0 0 3/2
−4/3 −2/3 1/6
2/3 4/3 1/6
−2/3 2/3 −7/6


.
If S = I3 and d = γ1, (8) gives ∆ = (−2/
√
3, 2/
√
3, 1/
√
3).
Example 3. Consider a two-level design in three factors


−1 −1 −1
−1 1 1
1 −1 1
1 1 −1


.
The regression matrix including all main effects and two-way interactions is
X =


−1 −1 −1 1 1 1
−1 1 1 −1 −1 1
1 −1 1 −1 1 −1
1 1 −1 1 −1 −1


,
where the last three columns for the interactions are fully aliased with the first three columns
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for the main effects. For S = I3 and d = γ1, (8) gives
∆ =


0 −2 0 0 −2 0
0 0 −2 −2 0 0
−2 0 0 0 0 −2

 .
The structure of ∆ is flexible in that the interaction columns do not need to be a product
of other two columns.
Example 4. Consider a 1000 × 10 random matrix X = (xij) with entries independently
drawn from the uniform distribution on [0, 1). Using S in (10), (8) gives
∆ =


−7.99 16.06 −6.39 −18.26 12.91 −8.67 7.56 34.08 −17.04 −11.81
26.83 −12.09 7.91 1.02 −22.75 −6.90 −19.98 26.10 −0.86 0.88
−4.01 1.48 9.51 −21.99 19.46 −10.27 −25.12 −3.39 7.29 27.90
21.77 10.72 −0.61 −6.46 28.00 1.28 −6.86 −7.04 11.13 −30.64
−15.78 5.60 −15.26 −7.67 −9.76 23.93 −14.71 12.25 29.45 −7.89
16.34 10.61 −41.82 11.82 6.49 −7.38 −6.14 −1.82 −1.86 13.09
−8.15 24.97 12.11 24.35 3.66 −2.59 −27.84 −3.45 −9.40 −13.72
−5.35 −21.70 −4.16 7.42 13.98 29.84 −10.26 7.60 −25.13 7.78
−19.62 −22.43 −2.61 22.58 11.80 −22.08 1.25 15.87 14.94 0.31


.
Only nine rows need to be added to make this large X matrix orthogonal.
3 OEM FOR ORDINARY LEAST SQUARES
We now study OEM for the OLS problem in (2) when the regression matrix X has an
arbitrary form. The first step of OEM is active orthogonalization to obtain∆ in (8). For an
initial estimator β(0), the second step imputes ymiss in (4) by yI = ∆β
(0). Let yc = (y
′, y′I)
′.
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The third step solves
β
(1) = argmin
β
‖yc −Xcβ‖2. (11)
Then, the second and third steps iterate for obtaining β(2),β(3), . . . until convergence. Define
A =∆′∆. (12)
For Xc in (3), let (d1, . . . , dp) denote the diagonal elements of X
′
cXc. For k = 0, 1, . . . , let
u = (u1, . . . , up)
′ = X ′y +Aβ(k), (13)
and (11) becomes
β(k+1) = argmin
β
p∑
j=1
(djβ
2
j − 2ujβj), (14)
which is separable in the dimensions of β. Thus, (14) has a simple form
β
(k+1)
j = uj/dj, for j = 1, . . . , p, (15)
which involves no matrix inversion.
In (13), for active orthogonalization, instead of computing ∆ in (8), one can compute
A = ∆′∆ and the diagonal entries d1, . . . , dp of X
′
cXc. If S = Ip in (8), A = dIp −X ′X,
where d is a number no less than the largest eigenvalue γ1 of X
′
X. A possible choice is
d = trace(X ′X). Another choice is d = γ1 to obtain the fastest convergence; see Remark 5.
We compute γ1 by the power method (Wilkinson 1965) described below. Given a nonzero
initial vector a(0) ∈ Rp, let γ(0)1 = ‖a(0)‖. For k = 0, 1, ..., compute a(k+1) = X ′Xa(k)/γ(k)1
and γ
(k+1)
1 = ‖a(k+1)‖ until convergence. If a(0) is not an eigenvector of any γj unequal to γ1,
then γ
(k)
1 converges to γ1. For t in (6), the convergence rate of the power method is linear
(Watkins 2002) specified by
lim
k→∞
‖γ(k+1)1 − γ1‖
‖γ(k)1 − γ1‖
=
γt+1
γ1
.
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When p > n, replace the p×p matrix X ′X with the n×n matrix XX ′ in the power method
to reduce computational cost as the two matrices have the same non-zero eigenvalues.
When X has full column rank, the convergence results in Wu (1983) indicates that the
OEM sequence given by (15) converges to the OLS estimator for any initial point β(0). Next,
we discuss the convergence property of OEM when X ′X is singular, which covers the case of
p > n. Let r denote the rank of X. For r < p, the singular value decomposition (Wilkinson
1965) of X is
X = U ′

 Γ1/20 0
0 0

V ,
where U is an n×n orthogonal matrix, V is a p×p orthogonal matrix, and Γ0 is a diagonal
matrix with diagonal elements γ1 > · · · > γr which are the positive eigenvalues of X ′X.
Define
βˆ
∗
= (X ′X)+X ′y, (16)
where + denotes the Moore-Penrose generalized inverse (Ben-Israel and Greville 2003).
Theorem 1. Suppose that X ′X +∆′∆ = γ1Ip. If β
(0) lies in the linear space spanned by
the first r columns of V ′, then as k →∞, for the OEM sequence {β(k)} of the ordinary least
squares, β(k) → βˆ∗.
Proof. Define D = Ip − γ−11 X ′X. Note that β(k+1) = γ−11 X ′y +Dβ(k). By induction,
β
(k) = γ−11 (Ip +D + · · ·+Dk−1)X ′y +Dkβ(0)
= γ−11 V
′

Ip +

 Ir − γ−11 Γ0 0
0 −Ip−r

+ · · ·+

 (Ir − γ−11 Γ0)k−1 0
0 (−1)k−1Ip−r




·V V ′

 Γ1/20 0
0 0

Uy +Dkβ(0)
= γ−11 V
′

 {Ir + (Ir − γ−11 Γ0) + · · ·+ (Ir − γ−11 Γ0)k−1}Γ1/20 0
0 0

Uy +Dkβ(0).
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As k →∞,
D
k → V ′

 0
Ip−r

V
and Dkβ(0) → 0, which implies that
β
(k) → V ′

 Γ−1/20 0
0 0

Uy = βˆ∗.
This completes the proof.
In active orthogonalization, the conditionX ′X+∆′∆ = γ1Ip holds if d = γ1 and S = Ip
in (8). Using β(0) = 0 satisfies the condition in Theorem 1.
The Moore-Penrose generalized inverse is widely used in statistics for a degenerated
system. Theorem 1 indicates that OEM converges to βˆ
∗
in (16) in this case. When r < p, the
limiting vector βˆ
∗
given by an OEM sequence has the following properties. First, it has the
minimal Euclidean norm among the least squares estimators (X ′X)−X ′y (Ben-Israel and
Greville 2003). Second, its model error has a simple form, E
[
(βˆ
∗−β)′(X ′X)(βˆ∗−β)] = rσ2.
Third, Xα = 0 implies α′βˆ
∗
= 0 for any vector α. The third property indicates that βˆ
∗
inherits the multicollinearity between the columns in X. This property is stronger than
grouping coherence for regularized least squares in Section 6.
A widely used method for computing βˆ
∗
is to obtain (X ′X)+ by the eigenvalue decompo-
sition (Golub and Van Loan 1996) and then compute the product of (X ′X)+ and X ′y. This
method is implemented in the MATLAB function pinv with core code in Fortran and in the
R function ginv with core code in C++. The R function is slower than the MATLAB function.
When some eigenvalues are close to zero, the eigenvalue decomposition method is unstable,
and OEM is more stable due to its iterative nature. The following example illustrates this
difference.
Example 5. Construct a 10 × 4 matrix X = (diag(1, 1, 1,√u) 0)′, where u is generated
from a uniform distribution on [10−16, 10−14). The eigenvalues of X ′X are 1, 1, 1, and u.
Generate all entries of y independently from the uniform distribution on [0, 1). We compare
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OEM and the eigenvalue decomposition method for computing βˆ
∗
using the MATLAB function
pinv. For OEM, the stopping criterion is when relative changes in all coefficients are less
than 10−4. The two methods are replicated 100 times in MATLAB. Over the 100 replicates, the
largest and smallest values of ‖βˆ∗‖ by the eigenvalue decomposition method are 2.06 × 107
and 0.25, indicating unstability. The two values computed by OEM are 1.48 and 0.25, which
are much more stable.
Next, we discuss the computational efficiency of OEM for computing βˆ
∗
in (16) whenX is
degenerated. Recall that X ′X and XX ′ have the same nonzero eigenvalues. The computa-
tion of γ1 in the OEM iterations by the power method has complexity O
(
min{n, p}2max{n, p}).
Since the complexity of the OEM iterations is O(np2), the whole computational complex-
ity of OEM for computing βˆ
∗
is O(np2). The eigenvalue decomposition method computes
(X ′X)+ first by eigenvalue decomposition to obtain βˆ
∗
, and has computational complexity
O(np2 + p3). The OEM algorithm is superior to this method in terms of complexity.
n p OEM eigenvalue
decomposition
50, 000
10 0.0433 0.0956
50 0.2439 0.4098
200 1.4156 4.9765
1000 5.4165 45.3270
5, 000 72.0630 442.3300
Table 1: Average runtime (second) comparison between OEM and the prevailing method for
n > p
We conduct a simulation study to compare the speeds of OEM and the eigenvalue decom-
position method for computing βˆ
∗
in (16). Generate all entries of X and y independently
from the standard normal distribution. A new predictor calculated as the mean of all the
covariates is added to degenerate the design matrix. Tables 1 and 2 compare our R pack-
age oem with main code in C++ and the eigenvalue decomposition method in computing βˆ
∗
.
The two methods give the same results. Tables 1 and 2 indicate that OEM is faster than
the eigenvalue decomposition method for any combination of n and p, validating the above
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p n OEM eigenvalue
decomposition
50, 000
10 0.0482 0.1153
50 0.4203 0.4176
200 1.9159 5.2053
1000 8.4626 47.7653
5, 000 71.8477 440.6741
Table 2: Average runtime (second) comparison between OEM and the eigenvalue decompo-
sition method for p > n
complexity analysis.
4 OEM FOR REGULARIZED LEAST SQUARES
It is easy to extend OEM to regularized least squares problems. Consider a penalized
version of (1):
min
β∈Θ
[‖y −Xβ‖2 + P (β;λ)] , (17)
where β ∈ Θ, Θ is a subset of Rp, P is a penalty function, and λ is the vector of tuning
parameters. To apply the penalty P equally to all the variables, the regression matrix X is
standardized so that
n∑
i=1
x2ij = 1, for j = 1, . . . , p. (18)
Popular choices for P include the ridge regression (Hoerl and Kennard 1970), the nonnegative
garrote (Breiman 1995), the lasso (Tibshirani 1996), the SCAD (Fan and Li 2001), and the
MCP (Zhang 2010).
Suppose that Θ and P in (17) are decomposable as Θ =
∏p
j=1Θj and P (β;λ) =∑p
j=1 Pj(βj;λ). For the problem in (17), the first step of OEM is active orthogonaliza-
tion, which computes ∆ in (8). For an initial estimator β(0), the second step imputes ymiss
13
in (4) by yI =∆β
(0). Let yc = (y
′, y′I)
′. The third step solves
β
(1) = argmin
β∈Θ
[‖yc −Xcβ‖2 + P (β;λ)] .
The second and third steps iterate to compute β(k) for k = 1, 2, . . . until convergence. Similar
to (14), we have an iterative formula
β
(k+1)
j = argmin
βj∈Θj
[
djβ
2
j − 2ujβj + Pj(βj ;λ)
]
, for j = 1, . . . , p, (19)
with u = (u1, . . . , up)
′ in (13). This shortcut applies to the following penalties:
1. The lasso (Tibshirani 1996), where Θj = R,
Pj(βj ;λ) = 2λ|βj|, (20)
and (19) becomes
β
(k+1)
j = sign(uj)
( |uj| − λ
dj
)
+
. (21)
Here, for a ∈ R, (a)+ denotes max{a, 0}.
2. The nonnegative garrote (Breiman 1995), where Θj = {x : xβˆj > 0}, Pj(βj ;λ) =
2λβj/βˆj , βˆj is the OLS estimator of βj , and (19) becomes
β
(k+1)
j =
(
ujβˆj − λ
djβˆ2j
)
+
βˆj .
3. The elastic-net (Zou and Hastie 2005), where Θj = R,
Pj(βj ;λ) = 2λ1|βj|+ λ2β2j . (22)
and (19) becomes
β
(k+1)
j = sign(uj)
( |uj| − λ1
dj + λ2
)
+
. (23)
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5. The SCAD (Fan and Li 2001), where Θj = R, Pj(βj;λ) = 2Pλ(|βj|), and
P ′λ(θ) = λI(θ 6 λ) + (aλ− θ)+I(θ > λ)/(a− 1), (24)
with a > 2, λ > 0, and θ > 0. Here, I is the indicator function. If X in (1) is
standardized as in (18) with dj > 1 for all j, (19) becomes
β
(k+1)
j =


sign(uj)
(|uj| − λ)+/dj, when |uj| 6 (dj + 1)λ,
sign(uj)
[
(a− 1)|uj| − aλ
]
/
[
(a− 1)dj − 1
]
, when (dj + 1)λ < |uj| 6 aλdj,
uj/dj, when |uj| > aλdj.
(25)
6. The MCP (Zhang 2010), where Θj = R, Pj(βj ;λ) = 2Pλ(|βj|), and
P ′λ(θ) = (λ− θ/a)I(θ 6 aλ) (26)
with a > 1 and θ > 0. If X in (1) is standardized as in (18) with dj > 1 for all j, (19)
becomes
β
(k+1)
j =

 sign(uj)a
(|uj| − λ)+/(adj − 1), when |uj| 6 aλdj,
uj/dj, when |uj| > aλdj .
(27)
7. The “Berhu” penalty (Owen 2006), where Θj = R, Pj(βj;λ) = 2λ
{|βj|I(|βj| < δ) +
(β2j + δ
2)I(|βj| > δ)/(2δ)
}
for some δ > 0, and (19) becomes
β
(k+1)
j =

 sign(uj)
(|uj| − λ)+/dj, when |uj| < λ+ djδ,
ujδ/(λ+ djδ), when |uj| > λ+ djδ.
OEM for (17) is an EM algorithm. Let the observed data y follow the model in (1).
Assume that the complete data yc = (y
′, y′miss)
′ in (4) follows a regression model yc = Xcβ+
εc, where εc is from N(0, Im). Let βˆ be a solution to (17) given by βˆ = argmaxβ∈Θ L(β | y),
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and the regularized likelihood function L(β | y) is
(2pi)−n/2 exp
(
−1
2
‖y−Xβ‖2
)
exp
[
−1
2
P (β;λ)
]
.
Given β(k), the second step of OEM for (17) is the E-step,
E
[
log{L(β|yc)} | y,β(k)
]
= −C{‖y −Xβ‖2 + E(‖ymiss −Xβ‖2 | β(k))+ P (β;λ)}
= −C{n+ ‖y −Xβ‖2 + ‖∆β(k) −∆β‖2 + P (β;λ)}
for some constant C > 0. Define
Q(β | β(k)) = ‖y −Xβ‖2 + ‖∆β(k) −∆β‖2 + P (β;λ). (28)
The third step of OEM is the M-step,
β
(k+1) = argmin
β∈Θ
Q(β | β(k)), (29)
which is equivalent to (19) when Θ and P in (17) are decomposable.
Example 6. For the model in (1), let the complete matrix Xc be an orthogonal design from
Xu (2009) with 4096 runs in 30 factors. Let X in (1) be the submatrix of Xc consisting of
the first 3000 rows and let y be generated from (1) with σ = 1 and
βj = (−1)j exp
[− 2(j − 1)/20] for j = 1, . . . , p. (30)
Here, let p = 30, n = 3000, and the response values for the last 1096 rows of Xc be missing.
OEM is used to solve the SCAD problem with an initial value β(0) = 0 and a stopping
criterion when relative changes in all coefficients are less than 10−6. For λ = 1 and a = 3.7
in (24), Figure 2 plots values of the objective function in (17) with the SCAD penalty of the
OEM sequence against iteration numbers, where the convergence occurs at iteration 13, and
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Figure 2: Values of the objective function of an OEM sequence for the SCAD against itera-
tions for Example 6.
the objective function significantly reduces after two iterations.
5 CONVERGENCE OF THE OEM ALGORITHM
We now derive convergence properties of OEM with the general penalty in (17). We
also give results to compare the convergence rates of OEM for OLS, the elastic-net, and the
lasso. These convergence rate results show that for the same data set, OEM converges faster
for regularized least squares than ordinary least squares. This provides a new theoretical
comparison between these methods. The objective functions of existing EM convergence
results like those in Wu (1983), Green (1990) and McLachlan and Krishnan (2008) are
typically continuously differentiable. This condition does not hold for the objective function
in (17) with the lasso and other penalties, and these existing results do not directly apply
here.
We make several assumptions for Θ and P (β;λ) in (17).
Assumption 1. The parameter space Θ is a closed convex subset of Rp.
Assumption 2. For a fixed λ, the penalty P (β;λ)→ +∞ as ‖β‖ → +∞.
Assumption 3. For a fixed λ, the penalty P (β;λ) is continuous with respect to β ∈ Θ.
17
All penalties discussed in Section 4 satisfy these assumptions. The assumptions cover the
case in which the iterative sequence {β(k)} defined in (29) may fall on the boundary of Θ
(Nettleton 1999), like the nonnegative garrote (Breiman 1995) and the nonnegative lasso
(Efron et al. 2004). The bridge penalty (Frank and Friedman 1993) in (33) also satisfies the
above assumptions.
For the model in (1), denote the objective function in (17) by
l(β) = ‖y −Xβ‖2 + P (β;λ). (31)
For penalties like the bridge, it is infeasible to perform the M-step in (29) directly. For this
situation, following the generalized EM algorithm in Dempster, Laird, and Rubin (1977), we
define the following generalized OEM algorithm
β
(k) → β(k+1) ∈M(β(k)), (32)
where β→M(β) ⊂ Θ is a point-to-set map such that
Q(φ | β) 6 Q(β | β), for all φ ∈M(β).
Here, Q is given in (28). The OEM sequence defined by (29) is a special case of (32). For
example, the generalized OEM algorithm can be used for the bridge penalty, where Θj = R
and
Pj(βj ;λ) = λ|βj|a (33)
for some a ∈ (0, 1) in (17). Since the solution to (19) with the bridge penalty has no
closed form, one may use one-dimensional search to compute β
(k+1)
j that satisfies (32). By
Assumption 1, {β ∈ Θ : l(β) 6 l(β(0))} is compact for any l(β(0)) > −∞. By Assumption
3, M is a closed point-to-set map (Zangwill 1969; Wu 1983).
The objective functions in (17) with the lasso and other penalties are not continuously
differentiable. A more general definition of stationary points is needed. We call β ∈ Θ a
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stationary point of l if
lim inf
t→0+
l
(
(1− t)β+ tφ)− l(β)
t
> 0 for all φ ∈ Θ.
Let S denote the set of stationary points of l. Analogous to Theorem 1 in Wu (1983) on the
global convergence of the EM algorithm, we have the following result.
Theorem 2. Let {β(k)} be a generalized OEM sequence generated by (32). Suppose that
l(β(k+1)) < l(β(k)) for all β(k) ∈ Θ \ S. (34)
Then all limit points of {β(k)} are elements of S and l(β(k)) converges monotonically to
l∗ = l(β∗) for some β∗ ∈ S.
Theorem 3. If β∗ is a local minimum of Q(β | β∗), then β∗ ∈ S.
This theorem follows from the fact that l(β)−Q(β | β∗) is differentiable and
∂
[
l(β)−Q(β | β∗)]
∂β
∣∣∣
β=β
∗
= 0.
Remark 3. By Theorem 3, if β(k) /∈ S, then β(k) cannot be a local minimum of Q(β | β(k)).
Thus, there exists at least one point β(k+1) ∈M(β(k)) such that Q(β(k+1) | β(k)) < Q(β(k) |
β
(k)) and therefore satisfies the condition in (34). As a special case, an OEM sequence
generated by (29) satisfies (34) in Theorem 2.
Next, we derive convergence results of a generalized OEM sequence {β(k)} in (32), which,
by Theorem 3, hold automatically for an OEM sequence. If the penalty function P (β;λ)
is convex and l(β) has a unique minimum, Theorem 4 shows that {β(k)} converges to the
global minimum.
Theorem 4. For {β(k)} defined in Theorem 2, suppose that l(β) in (31) is a convex function
on Θ with a unique minimum β∗ and that (34) holds for {β(k)}. Then β(k) → β∗ as k →∞.
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Proof. It suffices to show that S = {β∗}. For φ ∈ Θ with φ 6= β∗ and t > 0,
l
(
(1− t)φ+ tβ∗)− l(β∗)
t
6
tl(β∗) + (1− t)l(φ)− l(φ)
t
= l(β∗)− l(φ) < 0.
This implies φ /∈ S.
Theorem 5 discusses the convergence of an OEM sequence {β(k)} for more general penal-
ties. For a ∈ R, define S(a) = {φ ∈ S : l(φ) = a}. From Theorem 2, all limit points of an
OEM sequence are in S(l∗), where l∗ is the limit of l(β(k)) in Theorem 2. Theorem 5 states
that the limit point is unique under certain conditions.
Theorem 5. Let {β(k)} be a generalized OEM sequence generated by (32) with ∆′∆ > 0.
If (34) holds, then all limit points of {β(k)} are in a connected and compact subset of S(l∗).
In particular, if the set S(l∗) is discrete in that its only connected components are singletons,
then β(k) converges to some β∗ in S(l∗) as k →∞.
Proof. Note that Q(β(k+1) | β(k)) = l(β(k+1)) + ‖∆β(k+1) − ∆β(k)‖2 6 Q(β(k) | β(k)) =
l(β(k)). By Theorem 2, ‖∆β(k+1) −∆β(k)‖2 6 l(β(k)) − l(β(k+1)) → 0 as k → ∞. Thus,
‖β(k+1) −β(k)‖ → 0. This theorem now follows immediately from Theorem 5 of Wu (1983).
Since the bridge, SCAD and MCP penalties all satisfy the condition that S(l∗) is discrete,
an OEM sequence for any of them converges to the stationary points of l. Theorem 5 is
obtained under the condition ∆′∆ is not singular. It is easy to show that Theorem 5 holds
with probability one if the error ε in (1) has a continuous distribution.
We now derive the convergence rate of the OEM sequence in (29). Following Dempster,
Laird, and Rubin (1977), write
β(k+1) =M(β(k)),
where the mapM(β) = (M1(β), . . . ,Mp(β))
′ is defined by (29). We capture the convergence
rate of the OEM sequence {β(k)} through M. Assume that (9) holds for d > γ1, where γ1
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is the largest eigenvalue of X ′X. For active orthogolization in Section 2, this assumption
holds by taking S = Ip; see Remark 2.
Let β∗ be the limit of the OEM sequence {β(k)}. As in Meng (1994), we call
R = lim sup
k→∞
‖β(k+1) − β∗‖
‖β(k) − β∗‖ = lim supk→∞
‖M(β(k))−M(β∗)‖
‖β(k) − β∗‖ , (35)
the global rate of convergence for the OEM sequence. If there is no penalty in (17), i.e.,
computing the OLS estimator, the global rate of convergence R in (35) becomes the largest
eigenvalue of J(β∗), denoted by R0, where J(φ) is the p × p Jacobian matrix for M(φ)
having (i, j)th entry ∂Mi(φ)/∂φj. If (9) holds, then J(β
∗) = A/d with A = ∆′∆. Thus,
R0 =
d− γp
d
. (36)
For (17), the penalty function P (β;λ) typically is not sufficiently smooth and R in (35)
has no analytic form. Theorem 6 gives an upper bound of Rnet, the value of R for the
elastic-net penalty in (22) with λ1, λ2 > 0.
Theorem 6. For ∆ from (3), if (9) holds, then RNET 6 R0.
Proof. Let xj denote the jth column of n×p matrix X in (1) and aj denote the jth column
of A = ∆′∆, respectively. For an OEM sequence for the elastic-net, by (23),
Mj(β) = f(x
′
jy + a
′
jβ), for j = 1, . . . , p,
where
f(u) = sign(u)
( |u| − λ1
d+ λ2
)
+
.
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For j = 1, . . . , p, observe that
|Mj(β(k))−Mj(β∗)|
‖β(k) − β∗‖ =
|f(x′jy + a′jβ(k))− f(x′jy + a′jβ∗)|
|(x′jy + a′jβ(k))− (x′jy + a′jβ∗)|
· |(x
′
jy + a
′
jβ
(k))− (x′jy + a′jβ∗)|
‖β(k) − β∗‖
6
1
d
· |a
′
j(β
(k) − β∗)|
‖β(k) − β∗‖ .
Thus,
‖M(β(k))−M(β∗)‖
‖β(k) − β∗‖ 6
1
d
· ‖A(β
(k) − β∗)‖
‖β(k) − β∗‖ 6
d− γp
d
.
This completes the proof.
Remark 4. Theorem 6 indicates that, for the same X and y in (1), the OEM solution for
the elastic-net numerically converges faster than its counterpart for the OLS. Since the lasso
is a special case of the elastic-net with λ2 = 0 in (22), this theorem holds for the lasso as
well.
Remark 5. From (36) and Theorem 6, the convergence rate of the OEM algorithm depends
on the ratio of γp and d equal to or larger than γ1. This rate is the fastest when d = γ1 = γp,
i.e., if X is orthogonal and standardized. This result suggests that OEM converges faster if
X has controlled correlation like from a supersaturated design or a nearly orthogonal Latin
hypercube design (Owen 1994).
Example 7. We generate X from p dimensional Gaussian distribution N(0,V ) with n
independent observations, where the (i, j)th entry of V is 1 for i = j and ρ for i 6= j. Values
of y and β are generated by (1) and (30). The same setup was used in Friedman, Hastie, and
Tibshirani (2009). For p = 10, ρ = 0.1, λ = 0.5 and increasing n, the left panel of Figure 3
depicts the average values of R0 in (36) against increasing n and the right panel of the figure
depicts the average iteration numbers against increasing n, with the dashed and solid lines
corresponding to the OLS estimator and the lasso, respectively. This figure indicates that
OEM requires fewer iterations as n becomes larger, which makes OEM particulary attractive
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Figure 3: (Left) the average values of R0 in (36) against increasing n for Example 7; (right)
the average iteration numbers against increasing n for Example 7, where the dashed and
solid lines denote the OLS estimator and the lasso, respectively.
for situations with big tall data. The OEM sequence for the lasso requires fewer iteration
than its counterpart for the OLS, thus validating Theorem 6.
6 POSSESSING GROUPING COHERENCE
Data with fully aliasing structures commonly appear in observational studies and de-
signed experiments. Here we consider the convergence of the OEM algorithm when the
regression matrix X in (1) is singular due to fully aliased columns. Let X be standardized
as in (18) with columns x1, . . . ,xp. If xi and xj are fully aliased, i.e., |xi| = |xj|, then the
objective function in (17) for the lasso is not strictly convex and has many minima (Zou and
Hastie 2005).
If some columns of X are identical, it is desirable to have grouping coherence with
the same regression coefficient. This is suggested by Zou and Hastie (2005) and others.
Definition 1 makes this precise.
Definition 1. An estimator βˆ = (βˆ1, . . . , βˆp)
′ of β in (1) has grouping coherence if xi = xj
implies βˆi = βˆj and xi = −xj implies βˆi = −βˆj .
Some penalties other than the lasso can produce estimators with grouping coherence (Zou
and Hastie 2005; Bondell and Reich 2008; Tutz and Ulbricht 2009; Petry and Tutz 2012), but
they require more than one tuning parameters, which leads to more computational burden.
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Instead of changing the penalty, OEM can give a lasso solution with this property. This also
holds for SCAD and MCP. Recall that βˆ
∗
in (16), which can be obtained by OEM, has a
stronger property than grouping coherence.
Let 0p denote the zero vector in R
p. Let e+ij be the vector obtained by replacing the ith
and jth entries of 0p with 1. Let e
−
ij be the vector obtained by replacing the ith and jth
entries of 0p with 1 and −1, respectively. Let E denote the set of all e+ij and e−ij. By Definition
1, an estimator βˆ has grouping coherence if and only if for any α ∈ E withXα = 0, α′βˆ = 0.
Lemma 2. Suppose that (9) holds. For the OEM sequence {β(k)} of the lasso, SCAD or
MCP, if Xα = 0 and α′β(k) = 0 for α ∈ E , then α′β(k+1) = 0.
Proof. For u in (13), α′u = α′X ′y + α′(dIp −X ′X)β(k) = 0 for any α ∈ E with Xα = 0
and α′β(k) = 0. Then by (21), (25) and (27), an OEM sequence of the lasso, SCAD or MCP
satisfies the condition that if α′u = 0, then α′β(k+1) = 0 for α ∈ E . This completes the
proof.
Remark 6. Lemma 2 implies that, for k = 1, 2, . . ., β(k) has grouping coherence if β(0) has
grouping coherence. Thus, if {β(k)} converges, then its limit has grouping coherence. By
Theorem 5, if d > λ1 in (9), then an OEM sequence for the SCAD or MCP converges to a
point with grouping coherence.
When X in (1) has fully aliased columns, the objective function in (17) for the lasso
has many minima and hence the condition in Theorem 4 does not hold. Theorem 7 shows
that, even with full aliasing, an OEM sequence (21) for the lasso converges to a point with
grouping coherence.
Theorem 7. Suppose that (9) holds. If β(0) has grouping coherence, then as k → ∞, the
OEM sequence {β(k)} of the lasso converges to a limit that has grouping coherence.
Proof. Partition columns of X in (1) as (X1 X2), where no two columns of X2 are fully
aliased and any column of X1 is fully aliased with at least one column of X2. Let J
denote the number of columns in X1. Partition β as (β
′
1, β
′
2)
′ and β(k) as (β
(k)′
1 , β
(k)′
2 )
′,
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corresponding to X1 and X2, respectively. For j = 1, . . . , p, let
ω(j) = #{i = 1, . . . , p : |xi| = |xj|}.
By Lemma 2, for j = 1, . . . , J , β
(k)
j = β
(k)
j′ if xj = xj′ and β
(k)
j = −β(k)j′ otherwise, where
j′ ∈ {J + 1, . . . , p}. It follows that {β(k)2 } is an OEM sequence for solving
min
θ
‖y− X˜θ‖2 + 2
p−J∑
j=1
|θj |, (37)
where θ = (θ1, . . . , θp−J)
′, and the columns of X˜ are ω(J +1)xJ+1, . . . , ω(p)xp. Because the
objective function in (37) is strictly convex, by Theorem 4, {β(k)2 } converges to a limit with
grouping coherence. This completes the proof.
7 ACHIEVING THE ORACLE PROPERTY WITH
NONCONVEX PENALTIES
Fan and Li (2001) introduced an important concept called the oracle property and showed
that there exists one local minimum of the SCAD problem with this property when p is fixed.
The corresponding results with a diverging p were presented in Fan and Peng (2004) and Fan
and Lv (2011). Because the optimization problem in (17) with the SCAD penalty has an
exponential number of local optima (Huo and Ni 2007; Huo and Chen 2010), no theoretical
results in the current literature, as far as we are aware, show that an existing algorithm can
provide such a local minimum. Zou and Li (2008) proposed the local linear approximation
(LLA) algorithm to solve the SCAD problem and showed that the one-step LLA estimator
has the oracle property with a good initial estimator for a fixed p. The LLA estimator is not
guaranteed to be a local minimum of SCAD. In contrast, we prove that the OEM solution
to the SCAD or MCP can achieve this property. Like Fan and Peng (2004) and Fan and Lv
(2011), we allow p to depend on n, which covers the fixed p case as a special case.
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Suppose that the number of nonzero coefficients of β in (1) is p1 (with p1 6 p) and
partition β as
β = (β′1,β
′
2)
′, (38)
where β2 = 0 and no component of β1 is zero. Divide columns of the regression matrix X
in (1) to (X1 X2) with X1 corresponding to β1. A regularized least squares estimator of β
in (1) has the oracle property if it can not only select the correct submodel asymptotically,
but also estimate the nonzero coefficients β1 in (38) as efficiently as if the correct submodel
were known in advance. Specifically, an estimator βˆ = (βˆ
′
1, βˆ
′
2)
′ has this property if P(βˆ2 =
0)→ 1 and βˆ1 − β1 follows a normal distribution N(0, σ2(X ′1X1)−1) asymptotically.
We now consider the oracle property of OEM sequences for SCAD. First we prove that,
under certain conditions, a fixed point of the OEM iterations for SCAD can possess the
oracle property. Here in after, p depends on n but p1 and β1 are fixed for simplicity. A
definition and several assumptions are needed.
Definition 2. For a series of numbers cn →∞ and a positive constant κ, an estimator βˆ of β
is said to be cn-concentratively consistent of order κ to β if as n→∞, (i) ‖βˆ−β‖ = Op(c−1n );
(ii) P(cn‖βˆ− β‖ > hn) = O(exp(−δhκn)) for any hn → +∞, where δ > 0 is a constant.
Assumption 4. The random error ε follows a normal distribution N(0, σ2In).
Assumption 5. The matrix X/
√
n is standardized such that each entry on the diagonal of
X
′
X/n is 1, and X ′X/n+∆′∆ = dnIp with dn > γ1, where γ1 is the largest eigenvalue of
X
′
X/n.
In active orthogonalization, dn in Assumption 5 can take any number equal to or larger
than γ1.
Assumption 6. As n→∞,
X
′
1X1
n
→ Σ1,
where Σ1 is a p1 × p1 positive definite matrix.
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Assumption 7. The tuning parameter λ = λn in (24), dn in Assumption 5, and p satisfy
the condition that, as n→∞, λn/n→ 0 and p exp
(− v(cnλn/(ndn))κ)→∞ for any v > 0.
For a fixed p, the OLS estimator is concentratively consistent with cn =
√
n and κ = 1
in Definition 2 under Assumption 4. Generally, cn in the above assumptions satisfies cn =
O(
√
n). For example, cn =
√
n/ log(p) in the consistency analysis for the lasso (Bu¨hlmann
and van de Geer 2011). Let dn = O(n
q1). To satisfy Assumption 7, q1 must be smaller
than 1/2. Note that dn > γ1 > p/n. Therefore if we set p = n
q for some q > 0, q must be
smaller than 3/2. In other words, our results in this section can handle dimensionality of
order p = O(nq) for q ∈ [0, 3/2). For such a q1, we can take the tuning parameter λn ∼ nq2
to satisfy Assumption 7, where q2 ∈ (q1 + 1/2, 1).
Theorem 8. Let βˆ
f
be a fixed point of the OEM iterations for SCAD with a fixed a > 2 in
(24). Suppose that βˆ
f
is cn-concentratively consistent of order κ to β with cn = O(
√
ndn)
and κ 6 2. Under Assumptions 4-7, as n→∞,
(i) P(βˆ
f
2 = 0)→ 1;
(ii)
√
n(βˆ
f
1 − β1)→ N(0, σ2Σ−11 ) in distribution.
The proof of Theorem 8 is deferred to the Appendix. This theorem indicates that a fixed
point of OEM consistent to the true parameter is an oracle estimator asymptotically even
when p grows faster than n. If we do not know whether a fixed point is consistent, with an
initial point concentratively consistent to β, an OEM sequence can converge to that fixed
point and possess the oracle property.
Let {β(k), k = 0, 1, . . . , } be the OEM sequence from (25) for the SCAD with a fixed
a > 2 in (24). Let ηn be the largest eigenvalue of Ip1 −X ′1X1/(ndn). Clearly, ηn ∈ (0, 1).
We need an assumption on k = kn.
Assumption 8. As n→∞, dnηkn → 0, k3 exp(−v1cκn)→ 0, and pk3 exp
(−v2(cnλn/(ndn))κ)→
0 for any v1, v2 > 0.
As n → ∞, dnηkn → 0 implies k → ∞. In fact, k can grow much faster than n. For
example, suppose that cn =
√
n/ log(n) and dn = O(n
q1), where q1 ∈ [0, 1/2). Take λn ∼ nq2 ,
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where q2 ∈ (q1 + 1/2, 1). With p = O(nq) for any q ∈ [0, 3/2), one choice for k to satisfy
Assumption 8 is k = exp(nq3) for some q3 ∈
(
0, κ(q2 − q1 − 1/2)
)
.
Under the above assumptions, Theorem 9 shows that β(k) = (β
(k)′
1 ,β
(k)′
2 )
′ can achieve the
oracle property.
Theorem 9. If β(0) is cn-concentratively consistent of order κ to β with cn = O(
√
ndn) and
κ 6 2. Under Assumptions 4-8, as n→∞,
(i) P(β
(k)
2 = 0)→ 1;
(ii)
√
n(β
(k)
1 − β1)→ N(0, σ2Σ−11 ) in distribution.
The proof of Theorem 9 is deferred to the Appendix.
Remark 7. From (59) in the proof of Theorem 9, for any k = 1, 2, . . ., β(k) is consistent
in variable selection. That is, P(β
(k)
j 6= 0 for j = 1, . . . , p1) → 1 and P(β(k)2 = 0) → 1 as
n→∞.
Remark 8. The proof of Theorem 9 uses the convergence rates of P(Ak) and P (Bk). If an
OEM sequence satisfies the condition that β
(k+1)
j = 0 when |uj| < λ and β(k+1)j = uj/d when
|uj| > cλ for some positive constant c, then P(Ak+1) = P(|uj| < λ) and P(Bk+1) = P(|uj| >
cλ). Since an OEM sequence for MCP satisfies the above condition, an argument similar to
the proof in the Appendix shows that the convergence rates of P(Ak) and P(Bk) for MCP
are the same as those with the SCAD. Thus, under Assumption 4-8, Theorem 9 holds for
MCP with a fixed a > 1 in (26).
Remark 9. With minor modifications, Theorem 8 and 9 can allow p1 to tend to infinity at
a relatively low rate. They also hold if the normality condition ε ∼ N(0n, σ2In) is replaced
by weaken conditions such as the sub-Gaussian condition (see e.g. Zhang 2010).
Theorem 8 and 9 can handle dimensionality of order p = O(nq) for q < 3/2. For p
exceeding this order, penalized regression methods can perform poorly. A practical approach
is a two-stage procedure like that in Fan and Lv (2008). The first stage uses an efficient
screening method to reduce the dimensionality. OEM can be used in the second stage to
obtain a SCAD estimator with the oracle property.
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The initial point in OEM for nonconvex penalties can be chosen as the OLS estima-
tor if p < n. Otherwise, the lasso estimator, which is consistent under certain conditions
(Meinshausen and Yu 2009; Bu¨hlmann and van de Geer 2011), can be used as the initial
point.
Huo and Chen (2010) showed that, for the SCAD penalty, solving the global minimum
of the SCAD problem leads to an NP-hard problem. Theorem 9 indicates that as far as the
oracle property is concerned, the local solution given by OEM will suffice.
8 NUMERICAL ILLUSTRATIONS FOR SOLVING
PENALIZED LEAST SQUARES
Existing algorithms for solving the regularized least squares problem in (17) include those
in Fu (1998), Grandvalet (1998), Osborne, Presnell, and Turlach (2000), the LARS algo-
rithm in Efron, Hastie, Johnstone, and Tibshirani (2004) and the coordinate descent (CD)
algorithm (Tseng 2001; Friedman, Hastie, Hofling and Tibshirani 2007; Wu and Lange 2008;
Tseng and Yun 2009). The corresponding R packages include lars (Hastie and Efron 2011),
glmnet (Friedman, Hastie, and Tibshirani 2011), and scout (Witten and Tibshirani 2011).
For nonconvex penalties like SCAD and MCP, existing algorithms include local quadratic
approximation (Fan and Li 2001; Hunter and Li 2005), local linear approximation (Zou and
Li 2008), the CD algorithm (Breheny and Huang 2011; Mazumder, Friedman, and Hastie
2011) and the minimization by iterative soft thresholding algorithm (Schifano, Strawder-
man, and Wells 2010), among others. Different from these algorithms, OEM handles each
dimension of the iterated vector separably and equally as in (14), and has appealing fea-
tures such as grouping coherence in Section 6 and the oracle property in Section 7. Putting
these properties aside, one may be interested in numerical comparisons of OEM and other
algorithms. Here we compare OEM with the CD and LARS algorithms for regularized least
squares.
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8.1 COMPARISONS WITH OTHER ALGORITHMS
8.1.1 GROUPING COHERENCE
We illustrate grouping coherence of OEM in Section 6 with a simulated data set of four
predictors, where the variables X1 and X2 are generated from independent standard normal
distributions. The degenerated design matrix is formulated by X3 = −X1 and X4 = −X2,
where the predictors consist of two pairs of perfectly negative correlated random variables.
The true relationship between the response and predictors is
y = −X3 − 2X4.
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Figure 4: Solution paths of the lasso fitted by CD (the upper panel) and OEM (the lower
panel) in Section 8.1.1.
Figure 4 displays the solution paths for the data using the lasso fitted by R packages
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glmnet and oem on the same set of tuning parameters λ. The package lars gives the same
solution path as glmnet. This figure reveals that OEM estimates the perfectly negative
correlated pairs to have exactly the opposite signs but CD only has X1 and X2 in the model
and fixes X3 and X4 to be zero for any λ. This difference is due to the fact that in every
iteration, both CD and LARS will find the predictor with the largest improvement on the
target function and if more than one coordinates can give better results, only the one with
the smallest index will enter the model. In contrast, OEM considers all the predictors in
every iteration equally, so the ones with same contribution to the target will receive equal
steps.
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Figure 5: Solution paths of SCAD fitted by CD (from package ncvreg) in the upper panel
and OEM for the lower panel in Section 8.1.1..
Grouping coherence of OEM also holds for non-convex penalties such as SCAD, with the
solution paths shown in Figure 5, where the same data used above for the lasso is used.
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8.1.2 SPEED
We now compare the computational efficiency of OEM for regularized least squares problems
with the coordinate descent (CD) algorithm, which is considered the fastest among the
current choices. OEM is implemented in R package oem with main code in C++. For fitting
the lasso, we compare OEM and the R package glmnet, which has the main code in Fortran
and uses several tricks to speed up. We found that glmnet is faster than oem in most
scenarios, but oem has grouping coherence; see Section 8.1.1. Next, we focus on comparisons
of OEM and the package ncvreg developed in C for SCAD and MCP penalties.
We first consider the situation when the sample size n is larger than the number of
variables p. Three different covariance matrix structures for the predictor variables are
compared. The first is the case where all the variables are independently generated from
standard normal distribution, the second and third cases involve design matrices with a
correlation structure
Cor(Xi, Xj) = ρ
|i−j| for i, j = 1, . . . , p, (39)
where ρ = 0.2, 0.8. The response is generated independent of the design matrix and the true
model is y = ε, where ε follows the normal distribution N(0, σ2In).
p n
OEM CD
ρ = 0 ρ = 0.2 ρ = 0.8 ρ = 0 ρ = 0.2 ρ = 0.8
20
400 0.0052 0.0059 0.0240 0.0451 0.0245 0.0209
1000 0.0061 0.0073 0.0262 0.0449 0.0516 0.0452
2000 0.0088 0.0099 0.0277 0.0826 0.0927 0.0844
50
1000 0.0189 0.0261 0.1803 0.1398 0.1437 0.1797
2500 0.0311 0.0380 0.1918 0.4483 0.4808 0.4613
5000 0.0609 0.0689 0.2291 0.833 0.9233 0.8912
100
2000 0.0946 0.1193 1.0037 0.8865 0.8612 0.9964
5000 0.1689 0.2085 1.1002 2.2004 2.4043 2.691
10000 0.4551 0.5342 1.2832 4.8513 5.6488 7.7149
Table 3: Average runtime (second) comparison between OEM and CD for SCAD when n is
larger than p
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To compare the performance of the OEM and CD algorithms for SCAD penalty, data
are generated 10 times and the average runtime are given in Table 3. The table indicates
that OEM has advantages when the sample size is significantly larger than the number of
variables especially for the independent design. Both algorithms require more fitting time
when the correlations among the covariates increase. Table 4 compares the algorithms with
large p small n. It turns out that the CD algorithm is faster and the computational gap
gets wider when the ratio of p/n increases. Since regularized least squares methods are
usually more efficient after the dimensionality p is reduced from very large to moderate by
a screening procedure (Fan and Lv 2008), a remedy for this drawback is to use OEM after
screening the important variables.
p n
OEM CD
ρ = 0 ρ = 0.2 ρ = 0.8 ρ = 0 ρ = 0.2 ρ = 0.8
200
100 0.8425 0.9703 1.2412 0.1430 0.1584 0.1505
200 6.2634 6.784 8.4708 0.4800 0.4728 0.462
400 3.0315 3.2366 6.7653 0.8429 0.8311 1.0044
500
250 4.7629 5.1432 7.0855 1.3622 1.421 1.1643
500 51.338 51.941 57.536 4.4924 4.4082 3.4217
1000 31.070 32.631 54.069 10.175 9.0097 9.8956
1000
500 7.8277 8.6695 23.833 8.5252 8.1363 7.2247
1000 741.54 978.13 1063.7 64.216 67.935 45.511
2000 658.19 676.82 739.18 152.80 129.01 100.25
1200
100 14.313 12.049 14.722 0.9061 0.8197 0.9102
150 20.443 15.972 18.676 1.8636 1.3811 1.3246
240 24.885 20.313 24.714 3.6128 2.7939 2.5308
Table 4: Average runtime (second) comparison between OEM and CD for SCAD for large p
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8.2 PERFORMANCE COMPARISONS WITH ONE-STEP ES-
TIMATOR
We compare the SCAD solution computed by OEM with Zou and Li (2008)’s one-step LLA
estimator. The model used here is
Y =
p∑
j=1
βjXj + ε, (40)
where Xj’s are generated from (39), ε ∼ N(0, σ2), p = 8, and
β = (β1, . . . , β8)
′ = (3, 1.5, 0, 0, 2, 0, 0, 0)′. (41)
The sample size is fixed as 60. We first use the OEM algorithm to compute the SCAD
solution with the initial point being the OLS estimator. The tuning parameter λ in (24)
is selected by BIC (Wang, Li, and Tsai 2007). With the same λ, we compute the one-step
estimator, and compare the variable selection errors (VSEs) and the model errors (MEs) of
the two estimators. The VSE and ME of an estimator βˆ are respectively defined as
VSE(βˆ) = |{j : j ∈ A(β) but j /∈ A(βˆ)}|+ |{j : j ∈ A(βˆ) but j /∈ A(β)}|
and
ME(βˆ) = (βˆ− β)′(X ′X)(βˆ− β)/n,
where | · | denotes cardinality and A(β) = {j : βj 6= 0, j = 1, . . . , p}.
The average VSE and ME values of the two estimators over 1000 times are given in
Table 5. The SCAD estimator computed by OEM outperforms the one-step estimator in
most cases, especially when ρ is large.
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σ
OEM one-step
ρ = 0 ρ = 0.5 ρ = 0.9 ρ = 0 ρ = 0.5 ρ = 0.9
VSE
1 1.487 (1.67) 1.111 (1.36) 1.420 (0.67) 1.730 (1.92) 1.441 (1.73) 3.550 (1.14)
3 3.448 (1.12) 3.060 (1.09) 3.614 (1.26) 3.408 (1.18) 3.294 (1.17) 4.474 (0.96)
ME
1 0.091 (0.06) 0.084 (0.05) 0.076 (0.07) 0.136 (0.09) 0.123 (0.09) 0.138 (0.14)
3 1.043 (0.56) 1.048 (0.61) 1.168 (0.63) 1.070 (0.56) 1.090 (0.60) 1.207 (0.64)
Table 5: Average VSEs and MEs of OEM and the one-step estimator (standard deviations
in parentheses)
8.3 REAL DATA EXMAPLE
Consider a dataset from US Census Bureau County and City Data Book 2007. The response
is population change in percentage. The covariates include
1. Economic variables like income per capita, household income, poverty.
2. Population distribution like percentages of different races, education levels.
3. Crime rates like violent crimes and property thefts.
4. Miscellaneous variables like Republic, Democratic, death and birth rates.
These variables are in percentage of population of the individual counties.
There are 2573 (counties) observations without missing observations. The linear regres-
sion model in (1) is used to fit the data. The solution paths for the lasso, SCAD and MCP
fitted to the data set are given in Figure 6. The number of non-zero coefficients, cross val-
idation residual sum of squares, AIC and BIC are presented in Table 6, where the tuning
parameter λ is chose by BIC. The selected significant variables include
• Percentage of Household income above 750, 000 dollars, which has large positive effect
on the percentage of population change.
• Social security program beneficiaries. The larger the number of beneficiaries in the
program, the higher the population change.
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• Both the percentages of retired people and under 18 years old have negative effects
since they are major sources of migrants leaving the county.
• Birth and death rate with positive and negative effects, respectively.
The significant variables reveal that the population change is highly related to the living
standards of the counties. Table 6 compares the fitted models from different regularized
least squares problems. Note that MCP has the most sparse model with little sacrifice of
CV error, AIC and BIC scores. LASSO has the model with smallest CV error but including
nearly all the candidate predictors. In the example, the regularized models favor complex
models with many nonzero coefficients and this reveals the fact that there are many factors
that have profound influence on population change of counties in the US. In addition, the
last two columns of Table 6 also give the runtime of fitting the 10-fold cross-validation to
the data, where OEM is implemented in the R package oem, LASSO with CD from glmnet,
and SCAD and MCP from ncvreg.
Penalty
Final Model Runtime (s)
Size CV error AIC BIC OEM CD
LASSO 32 46.93 3.81 3.87 2.097 0.273
SCAD 28 47.12 3.81 3.87 1.783 3.454
MCP 23 47.17 3.82 3.88 1.433 3.032
Table 6: Lasso, SCAD and MCP results for the U.S. Census Bureau data
9 DISCUSSION
We have proposed a new algorithm called OEM for solving ordinary and regularized
least squares problems with general data structures. OEM has unique theoretical properties,
including convergence to the Moore-Penrose generalized inverse-based least squares estimator
for singular regression matrices and convergence to a point having grouping coherence for the
lasso, SCAD or MCP. Different from existing algorithms, OEM can provide a local solution
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Figure 6: Solution paths for LASSO, SCAD and MCP for US census bureau data.
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with the oracle property for the SCAD and MCP penalties. This suggests a new interface
between optimization and statistics for regularized methods.
OEM is very fast for big tall data with n > p, such as the data deluge in astronomy, the
Internet and marketing (the Economist 2010), large-scale industrial experiments (Xu 2009)
and modern simulations in engineering (NAE 2008). For applications for big wide data with
n < p like micro-array, OEM is generally slow. We can use a two-stage procedure like that
in Fan and Lv (2008) to mitigate this drawback. The first stage uses an efficient screening
method to reduce the dimensionality. OEM can be used in the second stage to obtain a
SCAD estimator with the oracle property.
An R package for the OEM algorithm has been released. The algorithm can be speeded
up by using various methods from the EM literature (McLachlan and Krishnan 2008). For
example, following the idea in Varadhan and Roland (2008), one can replace the OEM
iteration in (29) by
β(k+1) = β(k) − 2γr+ γ2v,
where r =M(β(k))−β(k), v =M(M(β(k)))−M(β(k))−r, and γ = −‖r‖/‖v‖. This scheme
is found to lead to significant reduction of the running time in several examples. For problems
with very large p, one may consider a hybrid algorithm to combine the OEM and coordinate
descent ideas. It partitions β in (1) into G groups and in each iteration, it minimizes the
objective function l in (31) by using the OEM algorithm with respect to one group while
holding the other groups fixed. Here are some details. Group β as β = (β′1, . . . ,β
′
G)
′. For
k = 0, 1, . . ., solve
β(k+1)g = argmin
βg
l(β
(k+1)
1 , . . . ,β
(k+1)
g−1 ,βg,β
(k)
g+1, . . . ,β
(k)
G ) for g = 1, . . . , G (42)
by OEM until convergence. Note that (42) has a much lower dimension than the iteration
in (29). For G = 1, the hybrid algorithm reduces to the OEM algorithm and for G = p, it
becomes the coordinate descent algorithm. Theoretical properties of this hybrid algorithm
will be studied and reported elsewhere.
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APPENDIX: PROOFS OF THEOREM 8 AND 9
Here are additional definitions and notation. Let Φ be the cumulative distribution func-
tion of the standard normal random variable. For a > 2 and λ in (24) and dn > γ1 in
Assumption 6, define
s(u;λ) =


sign(u)
(|u| − λ)
+
/dn, when |u| 6 (dn + 1)λ,
sign(u)
{
(a− 1)|u| − aλ}/{(a− 1)dn − 1}, when (dn + 1)λ < |u| 6 adnλ,
u/dn, when |u| > adnλ,
and
s(u;λ) =
[
s(u1;λ), . . . , s(up;λ)
]
.
The OEM sequence from (25) satisfies the condition that β(k+1) = s(u(k);λn/n), where
u(k) = (u
(k)′
1 ,u
(k)′
2 )
′ =
X
′y
n
+
(
dnIp − X
′
X
n
)
β(k). (43)
For k = 1, 2, . . ., define two sequences of events Ak = {β(k)2 = 0} and Bk = {β(k)1 =
u
(k−1)
1 /dn}. Without loss of generality, assume σ2 = 1 in (1).
Proof of Theorem 8. Since βˆ
f
is a fixed point, βˆ
f
= s(uˆ;λn/n), where uˆ = (uˆ1, . . . , uˆp)
′ =
X
′y/n+ (dnIp −X ′X/n) βˆf . Therefore,
uˆ
dn
= β+
X
′ε
ndn
+
(
Ip − X
′
X
ndn
)
(βˆ
f − β). (44)
Thus,
P(βˆ
f
1 = uˆ1/dn, βˆ
f
2 = 0)
= P (|uˆj| > adnλn/n for j = 1, . . . , p1, |uˆj| < λn/n for j = p1 + 1, . . . , p)
> 1−
p1∑
j=1
P(|uˆj| 6 adnλn/n)−
p∑
j=p1+1
P(|uˆj| > λn/n). (45)
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By (44) and the fact that βˆ
f
2 is concentratively consistent to β, for j = 1, . . . , p1, uˆj/dn =
βj + Op
(
(
√
ndn)
−1
)
+ Op(1/cn) = βj + op(1). By λn/n → 0 in Assumption 7, P(|uˆj| 6
adnλn/n)→ 0. For the other part in (45),
p∑
j=p1+1
P(|uˆj| > λn/n)
6
p∑
j=p1+1
P
(
|x′iε/
√
n| > λn/
√
n−√ndn
∥∥ (Ip − (X ′X)/(ndn)) (βˆf − β)∥∥)
6 2p
[
1− Φ(λn/(2√n))]+ pP(cn‖βˆf − β‖ > λncn/(2ndn))
= o
(
p exp
[−(λn/√n)2/8])+O (p exp (−δ(cnλn/(ndn))κ)) .
By Assumption 7,
P(βˆ
f
1 = uˆ1/dn, βˆ
f
2 = 0)→ 1, (46)
and (i) is proved.
Now consider (ii). Note that when βˆ
f
1 = uˆ1/dn and βˆ
f
2 = 0,
βˆ
f
1 =
uˆ1
dn
= β1 +
X
′
1ε
ndn
+
(
Ip1 −
X
′
1X1
ndn
)
(βˆ
f
1 − β1),
which implies that
X
′
1X1(βˆ
f
1 − β1) = X ′1ε ∼ N(0, σ2X ′1X1).
By (46) and Assumption 6, the proof of (ii) is completed. 
To prove Theorem 9, we need several lemmas.
Lemma 3. For k = 1, 2, . . ., if Ak occurs, then
u
(k)
1 = dnβ
(k)
1 +
X
′
1X1
n
[β1 − β(k)1 ] +
X
′
1ε
n
, (47)
u
(k)
2 =
X
′
2X1
n
[β1 − β(k)1 ] +
X
′
2ε
n
. (48)
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Proof. If Ak occurs, then by (43),
u(k) =
X
′
Xβ
n
+
X
′ε
n
+

 dnIp1 −X ′1X1/n −X ′1X2/n
−X ′2X1/n dnIp−p1 −X ′2X2/n



 β(k)1
0

 ,
which implies the lemma. 
Lemma 4. Suppose that Assumption 6 holds. For k = 1, 2, . . ., if A1, . . . , Ak−1, B1, . . . , Bk
all occur, then for sufficiently large n,
‖β(k)1 − β1‖ 6 ‖β(0)1 − β1‖+ C‖X ′1ε‖/n,
where C > 0 is a constant.
Proof. If B1 occurs, by (43), β
(1)
1 = u
(0)
1 /dn = X
′
1X1β1/(ndn) + X
′
1ε/(ndn) +
(
Ip1 −
X
′
1X1/(ndn)
)
β
(0)
1 −X ′1X2β(0)2 /(ndn), which implies
‖β(1)1 − β1‖ =
∥∥∥∥
(
Ip1 −
X
′
1X1
ndn
)
(β
(0)
1 − β1)−X ′1X2β(0)2 /(ndn) +X ′1ε/(ndn)
∥∥∥∥
6
∥∥∥∥
(
Ip1 −
X
′
1X1
ndn
)
(β
(0)
1 − β1)−
X
′
1X2
ndn
(β
(0)
2 − β2)
∥∥∥∥+ ‖X ′1ε‖/(ndn)
6
∥∥∥∥
(
Ip − X
′
X
ndn
)
(β(0) − β)
∥∥∥∥+ ‖X ′1ε‖/(ndn)
6 ‖β(0) − β‖+ ‖X ′1ε‖/(ndn).
If A1, B1, and B2 all occur, by Lemma 3, we have β
(2)
1 = u
(1)
1 /dn = β
(1)
1 + X
′
1X1(β1 −
β
(1)
1 )/(ndn) +X
′
1ε/(ndn). Therefore,
‖β(2)1 − β1‖ =
∥∥∥∥
(
Ip1 −
X
′
1X1
ndn
)
(β
(1)
1 − β1) +X ′1ε/(ndn)
∥∥∥∥
6 ηn‖β(1) − β‖+ ‖X ′1ε‖/(ndn)
6 ηn‖β(0)1 − β1‖+ (1 + ηn)‖X ′1ε‖/(ndn).
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Similarly, if A1, A2, B1, B2, and B3 all occur, we can obtain
‖β(3)1 − β1‖ 6 η2n‖β(0)1 − β1‖+ (1 + ηn + η2n)‖X ′1ε‖/(ndn).
By recursion, if A1, . . . , Ak−1, B1, . . . , Bk all occur, we have
‖β(k)1 − β1‖ 6 ηk−1n ‖β(0)1 − β1‖+
1− ηkn
1− ηn ·
‖X ′1ε‖
ndn
6 ‖β(0)1 − β1‖+
‖X ′1ε‖
n(1− ηn)dn .
This proof can be completed by noting (1− ηn)dn tends to the smallest eigenvalue of Σ1 as
n→∞ from Assumption 6. 
Lemma 5. For k = 1, 2, . . ., if A1, . . . , Ak, B1, . . . , Bk+1 all occur, then
X
′
1X1
n
(β
(k)
1 − β1) =
X
′
1ε
n
+Op(dnη
k
n/
√
n).
Proof. If Ak and Bk+1 both occur, by Lemma 3, β
(k+1)
1 = β
(k)
1 +X
′
1X1(β1 − β(k)1 )/(ndn) +
X
′
1ε/(ndn), which implies
X
′
1X1
ndn
(β
(k)
1 − β1) =
X
′
1ε
ndn
+ dn(β
(k)
1 − β(k+1)1 ). (49)
Similarly, if Ak−1 and Bk both occur, we have
X
′
1X1
ndn
(β
(k−1)
1 − β1) =
X
′
1ε
ndn
+ dn(β
(k−1)
1 − β(k)1 ). (50)
Combining (49) and (50) gives
‖β(k+1)1 − β(k)1 ‖ =
∥∥∥∥
(
Ip1 −
X
′
1X1
ndn
)
(β
(k)
1 − β(k−1)1 )
∥∥∥∥
6 ηn‖β(k)1 − β(k−1)1 ‖.
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By recursion and Lemma 4, if A1, . . . , Ak, B1, . . . , Bk+1 all occur, we have
‖β(k+1)1 − β(k)1 ‖ 6 ηkn‖β(1)1 − β(0)1 ‖
6 ηkn(‖β(1)1 − β1‖+ ‖β(0)1 − β1‖)
= Op(η
k
n/
√
n) (51)
This lemma follows from (49) and (51). 
Proof of Theorem 9. By Lemma 5 and Assumption 8, it suffices to prove P
(
(∩ki=1Ai) ∩
(∩k+1i=1Bi)
)→ 1. In what follows, C1, C2, . . . all denote positive constants. For all k = 0, 1, . . . ,
u(k) = X ′ε/n + (dnIp −X ′X/n)(β(k) − β) + dnβ. We have
|u(k)j | > dn|βj | − |x′jε|/n− ‖(dnIp −X ′X/n)(β(k) − β)‖ for j = 1, . . . , p1 (52)
and
|u(k)j | 6 |x′jε|/n+ ‖(dnIp −X ′X/n)(β(k) − β)‖ for j = p1 + 1, . . . , p. (53)
First consider A1 and B1. By (52) and Assumption 7, for j = 1, . . . , p1,
P(|u(0)j | 6 adnλn/n)
6 P(|x′jε|/(ndn) > |βj|/2− (aλn)/n) + P(‖(Ip −X ′X/(ndn))(β(0) − β)‖ > |βj|/2)
6 2
(
1− Φ(√ndn|βj|/2− adnλn/
√
n)
)
+ P(cn‖β(0) − β‖ > cn|βj|/2)
6 C1 exp(−C2cκn),
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which implies
P(B1) = P(|u(0)j | > adnλn/n for j = 1, . . . , p1)
> 1−
p1∑
j=1
P(|u(0)j | 6 adnλn/n)
> 1− C3 exp(−C2cκn). (54)
By (53), for j = p1 + 1, . . . , p,
P(|u(0)j | > λn/n)
6 P(|x′jε|/n > λn/(2n)) + P(‖(Ip −X ′X/(ndn))(β(0) − β)‖ > λn/(2ndn))
6 2
(
1− Φ(λn/(2
√
n ))
)
+ P(cn‖β(0) − β‖ > cnλn/(2ndn))
6 C4 exp(−C5(cnλn/(ndn))κ),
which implies
P(A1) = P(|u(0)j | 6 λn/n for j = p1 + 1, . . . , p)
> 1−
p∑
j=p1+1
P(|u(0)j | > λn/n)
> 1− pC4 exp(−C5(cnλn/(ndn))κ). (55)
44
Next consider Ak and Bk for k > 1. By (52) and Lemma 4,
P
(
∪p1j=1{|u(k−1)j | 6 adnλn/n}
)
6 P
(
∪p1j=1{|u(k−1)j | 6 adnλn/n} ∩ {∩k−2i=1Ai} ∩ {∩k−1i=1Bi}
)
+
k−2∑
i=1
[1− P(Ai)] +
k−1∑
i=1
[1− P(Bi)]
6
p1∑
j=1
P
(
{|βj| − |x′jε|/(ndn)− ‖(Ip −X ′X/(ndn))(β(k−1) − β)‖ 6 aλn/n}
∩{∩k−2i=1Ai} ∩ {∩k−1i=1Bi}
)
+
k−2∑
i=1
[1− P(Ai)] +
k−1∑
i=1
[1− P(Bi)]
6
p1∑
j=1
P(|x′jε|/(ndn) > |βj|/2− aλn/n) + p1P(‖β(0)1 − β1‖+ C‖X ′1ε‖/n > |βj|/2)
+
k−2∑
i=1
[1− P(Ai)] +
k−1∑
i=1
[1− P(Bi)]
6 2p1
(
1− Φ(√ndn|βj|/2− adnλn/
√
n)
)
+ p1P(‖β(0)1 − β1‖ > |βj|/4)
+ p1P(C‖X ′1ε‖/n > |βj|/4) +
k−2∑
i=1
[1− P(Ai)] +
k−1∑
i=1
[1− P(Bi)]
6 p1C6 exp(−C7cκn) +
k−2∑
i=1
[1− P(Ai)] +
k−1∑
i=1
[1− P(Bi)],
which implies
P(Bk) > 1− p1C6 exp(−C7cκn)−
∑k−2
i=1 [1− P(Ai)]−
∑k−1
i=1 [1− P(Bi)]. (56)
Similarly, we can obtain
P(Ak) > 1− pC8 exp(−C9(cnλn/(ndn))κ)−
k−2∑
i=1
[1− P(Ai)]−
k−1∑
i=1
[1− P(Bi)]. (57)
45
By recursion from (54), (55), (56), and (57), we have
P(Bk) > 1− k2C10 exp(−C7cκn)− pk2C11 exp(−C9(cnλn/(ndn))κ), (58)
and
P(Ak) > 1− k2C12 exp(−C7cκn)− pk2C13 exp(−C9(cnλn/(ndn))κ). (59)
By (58) and (59),
P
(
(∩ki=1Ai) ∩ (∩k+1i=1Bi)
)
> 1− k3C14 exp(−C7cκn)− pk3C15 exp(−C9(cnλn/(ndn))κ).
By Assumption 8, we complete this proof. 
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