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Модели случайных процессов и особенности 
их использования при оптимальной 
линейной интерполяции и прогнозировании
Рассмотрены модели корреляционных функций случайных процессов. Численными методами показа­
но, что эффективность оптимальной линейной интерполяции и прогнозирования определяется суще­
ствующей старшей производной случайного процесса. Приведены результаты численных расчетов эф­
фективности интерполяции и прогнозирования дифференцируемых конечное число раз случайных про­
цессов с используемыми на практике корреляционными функциями при фильтрации Винера-Хопфа.
Случайный процесс, дифференцируемость, фильтр
Нет необходимости говорить о важности раз­
работки методов линейного оптимального про­
гнозирования и интерполяции случайных процес­
сов, а также оценки эффективности этих опера­
ций, под которой следует понимать дисперсию 
результата прогнозирования или интерполяции 
случайного процесса [1], [2]. При использовании 
фильтра Винера-Хопфа [3], который формирует 
выходной сигнал с как линейную регрессию не­
которой выборки Z = [С| . ^2 5 •••> \к  ]'■
1=1
где и’| , м’2 , ..., Щ , i = 1, к -  коэффициенты, об­
разующие вектор W = [и’| . иъ. ..., ну. ]. Опти­
мальный вектор коэффициентов определяется как
Wopt= i? -1PT, (1)
где R -  матрица взаимной корреляции элементов 
выборки Z; Р -  вектор взаимной корреляции сиг­
нала £ и элементов выборки Z; т -  символ 
транспонирования.
Минимальная дисперсия величины £ опреде­
ляется в следующем виде:
a 2 (*\Z) = a 2 - V R - 1VT. (2)
2 ~ где сГ -  дисперсия случайного процесса. В ре­
альных ситуациях невозможно предположить фи- 
нитность спектральной плотности анализируемо­
го случайного процесса, при этом размер выбор-
Винера-Хопфа, прогнозирование, интерполяция
ки Л'и для выполнения задач прогнозирования и 
интерполяции достаточно ограничен техниче­
скими возможностями оборудования. Выборка 
для прогнозирования случайного процесса фор­
мируется в определенный момент времени, при 
формировании выборки для интерполяции слу­
чайного процесса минимально необходимо два 
таких момента. Отсюда следует необходимость 
допускать наличие остаточной дисперсии резуль­
тата прогнозирования или интерполяции случай­
ного процесса. Знание многомерной плотности 
вероятности случайного процесса также часто 
невозможно, однако для реализации оптимально­
го линейного прогнозирования или интерполяции 
случайных процессов достаточно знания их спек­
трально-корреляционных характеристик. Для 
упрощения описания случайный процесс г|(?) и 
его реализацию будем обозначать одинаково как 
i ( l )  [4]. Предположив, что i ( t )  стационарен, с
дисперсией ст“ и корреляционной функцией 
Ж т) = ст2р (т ) , где р(т) -  нормированная корре­
ляционная функция (НКФ), рассмотрим различ­
ные спектрально-корреляционные характеристи­
ки случайных процессов (таблица).
В таблице приведены наиболее часто употребля­
емые на практике НКФ и спектральные плотности 
S ( a ) случайных процессов. Кроме того в ней при­
ведены -р"(0) -  второй спектральный момент слу­
чайного процесса [4]; А/э -  эффективная ширина 
спектральной плотности случайного процесса.
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Случайный процесс № 1 с НКФ р(т) = е <х^  
не дифференцируем, хотя и непрерывен. Чаще 
всего такую корреляционную функцию исполь­
зуют при описании простых марковских случай­
ных процессов. Случайный процесс № 2 диффе­
ренцируем один раз, № 3 -  дифференцируем два­
жды, № 4 -  три раза [4].
В теоретических исследованиях часто возни­
кают математические модели, соответствующие 
недифференцируемым случайным процессам. 
Это происходит, как правило, когда реализация 
случайного процесса образуется из большого 
числа малых независимых слагаемых, например 
токового импульса от движения отдельно взятого 
электрона. Хотя вклад этот ничтожен, однако 
именно эти слагаемые определяют "тонкую" 
структуру реализации процесса. Вследствие этого 
реализации процесса могут рассматриваться как 
непрерывные, однако ни в одной точке не явля­
ются дифференцируемыми [5].
Реализация процесса № 5 (см. таблицу) с НКФ 
р (т) = cos (га0т) описывается как
L,(t) = ^ s i n ( r a 0? + ф),
где А -  амплитуда; озд -  постоянная частота; ф -  
случайная величина с плотностью вероятности 
р (  ф) = 1/(2тг), -л  < ср < п. Такой процесс диффе­
ренцируем сколь угодно много. Процесс № 6 
дифференцируем сколько угодно много раз. Од­
нако процесс № 6 с НКФ р(т) = е~ат имеет рав­
ную нулю спектральную плотность только при 
05 —> 0, в то время как процесс № 7 с НКФ
р(т) = sin(Ao5x/2)/(Ao5x/2) имеет финитную по
оси ю спектральную плотность. Можно заметить, 
что вопрос существования бесконечно диффе­
ренцируемых случайных процессов сомнителен, 
так как позволяет рассчитать реализацию таких 
процессов на бесконечное время вперед и назад, 
приводя к понятию линейной сингулярности [6] 
или вырожденное™ случайного процесса.
Рассмотрим случайный процесс № 5 с НКФ 
р(т) = cos (га т). Для расчета коэффициентов ре­
грессии с целью прогнозирования реализации 
E,(t + 0) ( 0 -  интервал прогнозирования) возьмем 
выборку Y = £,(?), £,'(?) и, используя [4], соста­
вим матрицу R и вектор Р:
1 0 2 1 0
0 1 чэ
ч о = ст 0 -га2
Р = ст2 [cos(ra0) оэ sin(со0)].
Обратив матрицу (3), получим коэффициенты 
регрессии:
м\ (0) = cos(o5 0); м’2 (0) = sin(o5 0)/o5.
Таким образом, если для прогнозирования ис­
пользуется выборка Y = £,(?), с '(/) . а НКФ про­
цесса имеет вид р ( т )  =  c o s ( o) t ) ,  алгоритм про­
гнозирования может быть записан в виде
£[(f + 0 ) | = cos((d0)[2,(t) -  ц] + sin^O^ g,40.
со
Для конкретной реализации этот алгоритм од­
нозначно позволяет рассчитать будущую реализа­
цию случайного процесса для любого интервала
прогнозирования 0. Так, например, для процесса 
№ 5 с реализацией вида Е,(?) = A sin (га/) при фазе 
Ф = 0 и математическом ожидании ц = 0 прогноз 
реализации имеет вид \ { t  + 0) = Л sin [га (? + 0)]. 
При использовании второй производной реализа­
ции этого случайного процесса матрица R станет 
вырожденной, определитель ее будет равен нулю и 
алгоритм прогнозирования получить невозможно.
Сложнее обстоит дело, если в качестве моде­
ли помехи выбрать случайный процесс, диффе­
ренцируемый конечное число раз. Как показыва­
ют численные исследования, максимальный раз­
мер выборки, обрабатываемый прогнозирующим 
фильтром, определяется существующей старшей 
производной случайного процесса. Так, если слу­
чайный процесс не дифференцируем, то вся ин­
формация о его прошлом и будущем определяется 
только его реализацией. Например, этим свой­
ством обладает простой марковский процесс с
НКФ р(т) = < Если случайный процесс
дифференцируем один раз, то максимальный раз­
мер выборки составляет 2 отсчета случайного 
процесса, если процесс дифференцируем дважды, 
то максимальный размер выборки равен трем и т. д. 
Дальнейшее увеличение размера выборки не при­
водит к уменьшению дисперсии прогноза.
В качестве примера рассмотрим трижды 
дифференцируемый случайный процесс с НКФ:
р(т) = l + a|x| + 4(otx)2 + “ (a|x |)3
Так как корреляционные функции случайных 
процессов, дифференцируемых конечное число 
раз, в явном виде не дифференцируются, целесо­
образно рассматривать выборку их значений
Х = [^(?), ф - A t ) ,  ..., ф -nAt) ,  ...],
где At -  временной интервал между элементами 
выборки; п -  целое. Получить вектор оптималь­
ных коэффициентов W0pt (1), используя вектор
выборки X и значение прогноза z(l  + 0). нетруд­
но. Построим графики зависимости нормирован­
ной дисперсии прогноза случайного процесса от 
интервала времени прогноза 0 в виде
ст5(0) =
ст2 {^(? + 0)|[^Ш , Гф - А 1 ) ,  ..., £(*-иД/)]}
ст2 ^ (?  + 0)|[^Ш , ф - A t ) ,  ..., ф -nAt)]}
-  дисперсия прогноза Е,(?) на момент времени 
t + 0 от момента времени I. Как показывают ис­
следования [1], для снижения дисперсии прогноза 
следует уменьшать временной интервал At. Вы­
берем параметр a  = 32/5 для этой корреляцион­
ной функции, тогда эффективная ширина спектра 
случайного процесса А/., = 1. На рис. 1 приведена 
зависимость нормированной дисперсии прогноза 
Ст2 (0) для случайного процесса с НКФ (4). Рас­
четы были проведены при At = 0.01 для различ­
ных размеров выборки Л'и. Как видно из рис. 1, 
эффективность прогнозирующего фильтра при 
использовании выборки с Л'и > 4 не возрастает.
Таким образом, случайные процессы, диффе­
ренцируемые конечное число раз, могут быть 
прогнозируемы трансверсальными фильтрами, 
причем порядок фильтра определяется порядком 
существующей старшей производной случайного 
процесса. Порядок выборки прогнозирующего 
фильтра для случайных процессов, дифференци­
руемых бесконечное число раз (процессы № 6 и 7 
в таблице), ограничивается исходя из других со­
ображений. Так при выборе НКФ типа гауссоиды
р(т) = ех р (-ат2) # в > 3-4 , а для НКФ вида 
р(т) = sin(ax)/(ax) ограничивается шумом 
квантования при аналого-цифровом преобразо­
вании [7].
Аналогичные соображения касаются вопро­
сов интерполяции случайных процессов. Извест­
но [8], что если при интерполяции случайных 
процессов использовать кроме значения процесса 
его производные, то интервал между отсчетами 
можно увеличить пропорционально порядку ис­
пользуемых производных. В практических инже­
нерных задачах, как правило, представляет инте­
рес интерполяция случайного процесса в пределах
ст
где
-a r t
некоторого интервала времени. Тогда на границах 
этого интервала целесообразно брать выборку зна­
чений случайного процесса и его производных или 
нескольких значений случайного процесса.
Для случайных процессов № 6 и 7 из таблицы 
этот вопрос исследован в [2]. Пусть интерполиро­
вание производится на момент времени t = + 9, 
не превосходящий интервала интерполяции 
/ о < / <  /о + Т. Рассмотрим выборку
X = [..., ^ о ) ,
ty o+T) ,  ^(t0 +T + At), t0+ T + 2At) , .. .] . (5)
На основании этого вектора составить матри­
цу R и получить вектор Р как вектор взаимной 
корреляции с (/(| + 0) и элементов вектора X не­
трудно, поэтому в настоящей статье они не приво­
дятся. Используя (1), находится вектор весовых 
коэффициентов W0pt , а используя (2) -  дисперсия
интерполированных значений ст 2[> ( 'о + е ) |х ] .
Нормированную эффективность интерполяции 
представим в виде
ст
Рассмотрим случайный процесс № 1 из табли­
цы. Для обеспечения эффективной ширины его 
спектра А/, = 1 установим для НКФ а  = 2. Также 
проанализируем трижды дифференцируемый слу­
чайный процесс с НКФ (4) и эффективной шири­
ной спектра А/, = 1, как и при рассмотренной ра­
нее оценке дисперсии прогноза. Проведем расче­
ты для трансверсального фильтра при At = 0.01. 
На рис. 2 приведены зависимости /(0) для этих 
случаев при интерполяции случайного процесса 
на интервале Т = 1.2. На этом рисунке кривая 1
построена для процесса № 1 с НКФ р(т) = е~а^  
и выборкой (5), остальные кривые -  для процесса 
с НКФ (4) при следующих выборках:
х  = [ ^ 0), гЦ 'о+ г)]
-  кривая 2;
X  = [$(t0 -A t ) ,  $(t0), Ц t0 +T), Ц t0 + T + At)]
-  кривая 3;
X  = [^(t0 -2A t) ,
^(Ч)+ Т), 2,(tft+T + At), E,(?o + Г + 2Д?)]
-  кривая -/;
X  = [Z,(t-3At),  ^( t0 -2A t) ,
$(t0), \(?0 + T ) ,
^( tQ+T + At), ^(t0 +T + 2At), £(t + T + 3At)~\
-  кривая 5.
Как следует из рис. 2, эффективность интерпо­
ляции для случайных процессов определяется су­
ществующей старшей производной случайного 
процесса. Исследования показывают, что если слу­
чайный процесс не дифференцируем, то для его ин­
терполяции на краях интервала времени достаточно 
знать его значения на этих краях. Если случайный 
процесс дифференцируем один раз, то выборку на 
краях интервала интерполяции целесообразно брать 
уже в 2 значения, если случайный процесс диффе­
ренцируем 2 раза, то на краях интервала времени 
целесообразно брать выборку в 3 значения случай­
ного процесса и т. д. Дальнейшее увеличение раз­
мера выборки не приводит к повышению эффек­
тивности интерполяции.
Таким образом, эффективность оптимального 
линейного прогнозирования и интерполяции слу­
чайных процессов с использованием фильтрации 
Винера-Хопфа определяется их старшей производ­
ной. Использование моделей тех или иных корреля­
ционных функций определяется задачей, стоящей 
перед исследователем. Так для устранения "пара­
доксальных" эффектов в виде сингулярности слу­
чайных процессов при оптимальной линейной экс­
траполяции или интерполяции можно использовать 
случайные процессы, дифференцируемые конечное 
число раз. Линейная сингулярность дифференциру­
емых без ограничений случайных процессов может 
быть устранена добавлением шумов квантования 
при аналого-цифровом преобразовании либо добав­
лением "белого" шума к самому процессу.
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Исследование алгоритмов адаптации
А
для обработки гидроакустических сигналов
Рассмотрены адаптивные алгоритмы обработки сигналов антенных решеток в режиме реального 
времени с линейными ограничениями в приложении к задачам гидроакустики. Приведены результаты  
анализа указанных алгоритмов и их сравнительные характеристики. Даны рекомендации по использо­
ванию алгоритмов.
Алгоритм адаптации, гидроакустический сигнал, антенная решетка, процессор
Задача обработки сигналов антенных ре- мо достигнуть минимума среднеквадратической
шеток. Сигнал, проходя через среду, искажается ошибки оценивания полезного сигнала за мини-
этой средой и смешивается с другими сигналами, мальное количество шагов адаптации,
в частности с шумами. В результате полезный В настоящей статье рассмотрены алгоритмы
сигнал поступает на приемник искаженным и за- обработки, ориентированные на антенные решет-
шумленным. При обработке такого сигнала зада- 1011 (АР) с большим количеством чувствительных
ча адаптивного алгоритма состоит в оценивании элементов. Такие АР применяются на подводных
его полезной составляющей с максимально воз- лодках, надводных кораблях, станциях раннего
можной точностью. Другими словами, необходи- обнаружения сейсмической активности. В насто­
ящей статье алгоритмы адаптивной фильтрации
1 Работа выполнена при финансовой поддержке Министерства образования и науки Российской Федерации (договор № 02.G25.31.0149 
от01 .12.2015 г.).
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