





A variety of multiple comparison tests for ordinal scale data
Tomoyuki Hayashi
　　 We often treat some of ordinal scale data as interval scale data, because we don’t know enough how 
to test on ordinal scale data.　We had better learn it.　In this article for focusing on multiple comparison 
tests, on the basis of Hayashi(in press)’s framework(“tightening reduplicative tests”)，we redefined multiple 
comparison tests for ordinal scale data as, “tightening reduplicative Mann-Whitney tests” in between-
subjects data, or “tightening reduplicative signed tests” in within-subjects data.　And, using ranking and 
central limit theorem together, Tukey method or Scheffe method are valid to use on ordinal scale data.















































































的である。平均順位法とは，例えば（８, ３, ３, ３, 
２）のデータにおいて同順位３の処理として，（２位
＋３位＋４位）÷３＝３位のように平均順位を与えて，

































































































































一元配置分散分析（Kruskal-Wallis one-way analysis of 












































































































ものとして Bonferroni法， Sidak法， Ryan法， Holm法




































































尺度版 Scheffe法は，「統計量の縮小化（統計量÷ [ 変
数－1]）」の操作を行った上で，F分布で有意性判定
を行っている。間隔尺度版統計法の多くは t分布を用
いて有意性判定を行うが，自由度 aの t分布の棄却値
の二乗は自由度（1，a）の F分布と一致することを利
用して，F分布を代用している。しかし，順序尺度版
分析法の多くは t分布ではなく z分布（あるいはその
二乗のχ2分布）で有意判定を行っている。先述した
ように，t分布において df＝∞を仮定した場合 z分布
と同じになるため，順序尺度で F分布を代用する場合，
自由度は（1, ∞）と設定しなければならない。
　あるいは F分布の代わりにχ2分布を使って検定を
行う方法もある。F分布とχ2分布との関連性から，χ2
分布で検定を行う場合，「統計量の縮小化」を行わずに，
df＝（変数－1）のχ2分布を使って有意判定を行うこ
とになる（永田・吉田 , 1997）。
どの手法を用いればよいか
　順序尺度版多重比較法は SPSSなどの統計ソフトに
搭載されておらず，実施する場合には（ある程度）手
計算で行う必要がある。しかし高度な多重比較法ほど
計算が複雑となるので，ここでは比較的簡便でなるべ
く検定力の高いものを以下推奨していく。
　①一対比較型　統計量の計算には式（1）あるいは
式（5）を使うよりも，MW検定や符号検定の計算式
を使うのがよい。ただし符号検定で統計量が必要にな
る場合は式（8）を使う。
　統計ソフトを使う場合は，確率が自動的に表示され
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るので，有意水準調整型多重比較法の Holm法を使う
のがよいだろう。有意水準を自由に指定できる q分布
臨界値表があるのならば Tukey-Welch法を行うのが良
い（例えば永田・吉田（1997）を参照）。有意水準が
α＝0.05など固定されている q分布臨界値表を使う場
合は，順序尺度版 Tukey WSD法を行っても良い。た
だし，Tukey型の多重比較法は中心極限定理を援用す
るために，ある程度の標本サイズが必要となる点に注
意せよ（標本サイズが小さいならば，Holm法を用い
た方がよい）。統計量調整型の Scheffe法について
は，一対比較型では検定力がその他の手法に比べて小
さいため，他の手法を用いた方がよい。
　②対比型　本節で紹介した式（1）あるいは式（5）
を使って統計量を求める。q分布調整型多重比較法は，
統計量調整型の Scheffe法に比べて検定力が低いので，
Scheffe法がよい。有意水準調整型多重比較法も使え
るが，比較ペアの数に応じて検定力が低くなるので，
比較ペア数が多いならば Scheffe法を用いた方がよい
だろう。
　③計算例　最後に，Table 1の例題データを使った
順序尺度版多重比較法の計算例を示す。一対比較型の
比較を行い，有意水準の観点で厳格化を行っている。
対応なしデータとみなした計算例を Table 6，対応あり
データとみなした計算例を Table 7で示した。
　対応ありデータとみなした場合の多重比較法では，
比較ペアの確率の順位に同値が見られた。このような
場合の対処法は教科書には言及されていないが，Table 
7のように平均順位値を与える方法が考えられる。
Ryan法や q分布型多重比較法で重要なパラメーター
である step数についても同順位となった場合，同様
の処理を行えばよいだろう。
　本稿では，順序尺度版多重比較法が間隔尺度版多重
比較法と関連があることを強調している。学習現象と
は，一般に，学習者が持つ既有知識を基礎として新し
い知識が獲得されていく。統計的研究を行う心理学者
の多くは，間隔尺度版統計法の知識を持っていても，
順序尺度版統計法を学んでいない。本稿は，比較的馴
染みのある間隔尺度版多重比較法を既有知識として，
新しい知識である順序尺度版多重比較法をどのように
学習すればよいかの学習過程の一例を示した。効果的
な統計法の教授学習法を考えるための資料になるだろ
う。
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