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RÉSUMÉ.Dans ce travail, nous présentons un contrôle dynamique de l’échantillonnage qui per-
met d’élargir le pas d’échantillonnage de commande par retour d’état. Nous nous intéressons
au cas de systèmes échantillonnés linéaires sujets à des perturbations et des retards, et assurons
leur stabilitéL2. L’approche est basée sur une nouvelle classe de fonctionnelles de Lyapunov-
Krasovskii dont les matrices dépendent de l’état. Grâce auxLMIs obtenues, une cartographie
de l’espace d’état est réalisée hors-ligne: elle donne pourchaque point de l’espace d’état le
pas d’échantillonnage maximal admissible, ce qui permet deré uire le nombre de mises à jour
de l’actionneur pendant le contrôle du système en temps-réel.
ABSTRACT.In this work we present a state-dependent sampling control that enlarges the sampling
intervals of state-feedback control. We consider the case of perturbed delayed linear time-
invariant sampled-data systems and guarantee theirL2-stability. The approach is based on a
novel class of Lyapunov-Krasovskii functions with state-dependent matrices. It results in an
LMI problem that allows for enlarging the sampling intervalccording to the system state.
Then, a mapping of the state space is designed offline: it computes for each state of the state
space the maximum allowable sampling interval, which makesit possible to reduce the number
of actuations during the real-time control of the system.
MOTS-CLÉS :Système embarqué/commandé par réseau, échantillonnage dépendant de l’état,
Lyapunov-Krasovskii, inégalité matricielle linéaire, système à retard, stabilitéL2
KEYWORDS: Networked/embedded control system, state-dependent sampling, Lyapunov-
Krasovskii, linear matrix inequality, time-delay system,L2-stability
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1. Introduction
Ces dernières décennies, une large attention a été portée aux systèmes embarqués
et aux systèmes commandés en réseaux (Zhanget al., 2001). Ces systèmes amènent
de nouveaux défis, puisqu’ils doivent très souvent partagerdes ressources processeur
et réseau limitées avec plusieurs applications. En pratique, cela se traduit souvent par
l’apparition de retards de transmission ainsi qu’une limitation de la fréquence d’échan-
tillonnage. Ces deux phénomènes, s’ils ne sont pas correctem nt pris en compte,
peuvent fortement dégrader les performances du système, voir le rendre instable.
Du point de vue du contrôle, un enjeu majeur est d’établir deslois de commande
robustes à ces retards et pas d’échantillonnage variables.Du point de vue de l’infor-
matique, ce sont les questions d’ordonnançabilité et de réduction de l’utilisation des
ressources (processeur et bande passante) qui sont privilégiées. Dès lors, on peut se
demander si les outils de la théorie du contrôle pourraient être utilisés dans le but de
limiter l’accès aux capteurs et aux actionneurs afin de libérer des ressources et ainsi
permettre potentiellement de faire tourner plus d’applications sur le même hardware.
De nombreux travaux ont traité l’aspect de robustesse vis-à- des systèmes
à pas d’échantillonnage variable (voir (Fridmanet al., 2004), (Fridman, 2010),
(Seuret, 2009), et (Hetelet al., 2011)), des systèmes à retard variable (voir (Guet
al., 2003) et (Richard, 2003)), ou des systèmes à retard et pas d’échantillonnage va-
riables (voir (Jianget al., 2010b), (Naghstabriziet al., 2010), et (Liuet al., 2009)).
Dans tous ces papiers, l’objectif est d’établir des majorati ns sur le pas d’échan-
tillonnage (resp. le retard) qui assurent la stabilité du système quelles que soient
les variations. Cependant, les conditions sous forme d’inégalit s matricielles linéaires
(LMI) proposées dans la littérature ne permettent d’obtenir qu’un pas d’échantillon-
nage maximal unique pour tout l’espace d’état du système. Ceci constitue une restric-
tion : pour réduire le nombre de mises à jour des actionneurs,il peut se révéler utile
d’adapter le pas d’échantillonnage en fonction de la position de l’état.
Une piste de recherche récente consiste à contrôler dynamique ent le pas d’échan-
tillonnage dans le but de réduire les charges processeur ou réseau, tout en assurant les
performances de contrôle désirées. On trouve deux approches principales dans la lit-
térature. La première est le contrôle"event-triggered"((Tabuada, 2007), (Heemelset
al., 2008), (Lunzeet al., 2010)), dans lequel les capteurs n’envoient leurs informa-
tions au contrôleur que lorsque certains évènements sont réalisés (i.e. le croisement
d’une frontière de l’espace d’état, ou du niveau d’une foncti de Lyapunov). Le prin-
cipal inconvénient de cette approche est qu’elle requiert en général un hardware dé-
dié pour surveiller l’état du système et regarder si les conditions de stabilité établies
sont toujours vérifiées. La deuxième approche, le contrôle"self-triggered"((Wanget
al., 2009), (Wanget al., 2010), (Mazo-Jr.et al., 2010)), consiste à calculer à chaque
instant d’échantillonnage un minorant du prochain plus grand pas d’échantillonnage
admissible, afin d’émuler le contrôle "event-triggered" sans voir recours à un hard-
ware supplémentaire. Dans ces travaux, le calcul des prochains instants d’échantillon-
nage est fait en ligne, ce qui augmente la charge du processeur. Les études dans la
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littérature sont basées sur la théorie de stabilité de Lyapunov. Cependant, la façon de
choisir ou de calculer les fonctions de Lyapunov ne prend en compte ni les retards, ni
l’échantillonnage (les fonctions de Lyapunov sont calculées pour le système à temps
continu idéal). Par conséquent, la méthode peut se révéler conservative puisqu’il pour-
rait très bien exister d’autres fonctions de Lyapunov du même type assurant les mêmes
conditions de stabilité pour des pas d’échantillonnage plus grands.
Dans ce travail, nous concevons une fonction d’échantillonnage dépendant de l’état
qui maximise le pas d’échantillonnage sous certaines conditi s de stabilitéL2 pour
des systèmes échantillonnés linéaires avec perturbationset retards. Contrairement à
l’approche du contrôle "self-triggered", notre approche permet :
– de réduire le nombre d’échantillonnagesdans le pire des cas(i.e.d’augmenter le
minorantτ+ du plus grand pas d’échantillonnage indépendant de l’état admissible),
tout en prenant en compte les retards, les perturbations, etl’échantillonnage,
– de construirehors-ligne, une fois pour toute, la fonction d’échantillonnage dé-
pendant de l’étatτmax(x) ≥ τ+, x ∈ Rn qui maximise le pas d’échantillonnage du
système perturbé et à retard, pour chaque état de l’espace d’état.
L’analyse de stabilité est basée sur une nouvelle classe de fonctions de Lyapunov-
Krasovskii (LKF) avec des matrices dépendantes de l’état. De la même façon que l’on
calcule la fonctionτmax(x) donnant le pas d’échantillonnage maximal en fonction de
l’état, les matrices de la LKF vont être calculées et commuter en fonction de la région
de l’espace d’état dans laquelle se trouve l’état échantillo né. Les conditions LMI
obtenues permettent de calculer les matrices de la LKF assurnt les plus grand pas
d’échantillonnage dépendants de l’état admissibles.
Ce travail est une continuation naturelle de la recherche menée dans (Fiteret al.,
2011c) et (Fiteret al., 2011b), dans laquelle nous proposons une analyse de stabilité
exponentielle basée sur des fonctions de Lyapunov ou Lyapunov-Razumikhin ainsi
que sur des arguments de convexification, pour des systèmes échantillonnés idéaux,
sans retards ni perturbations.
Ici, nous introduisons l’aspect de robustesse et considérons une perturbation exté-
rieurew ∈ L2, ainsi qu’un retard variableh supposé tel que les entrées de contrôle
arrivent aux actionneurs dans l’ordre dans lequel elles ontété envoyées.
Le papier est organisé comme suit : la Section 2 formule le problème, la Section
3 présente les résultats de stabilité, et la Section 4 fournit l’algorithme permettant
de construire hors-ligne la fonction d’échantillonnage dépendant de l’état. Enfin, la
Section 5 montre quelques résultats de simulations, avant la conclusion, Section 6.
Notations : MT désigne la transposée deM ∈ Mn,m (l’ensemble des matrices
réellesn × m). Sn dénote l’ensemble des matrices symmétriquesn × n, S+n (resp.
S+∗n ) l’ensemble des matrices positives (resp. définies positive )P  0 (resp.P ≻ 0)
deSn. L2 est l’espace des fonctions de carré intégrable surR+. Enfin, on note‖.‖2 la
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2. Formulation du problème
On considère le système linéaire invariant dans le temps
ẋ(t) = Ax(t) +Bu(t) + Ew(t)
z(t) = Cx(t) +Du(t)
}
, ∀t ≥ 0
x(t) = x0, ∀t ≤ 0,
[1]
où x(t) ∈ Rn est le vecteur d’état,w(t) ∈ Rnw une perturbation exogène deL2,
u(t) ∈ Rnu la commande, etz(t) ∈ Rn la sortie.A, B, C, D, etE sont des matrices
constantes de dimensions appropriées. La commande est définie comme un retour
d’état constant par morceaux :
u(t) =
{
−Kx(sk), ∀t ∈ [tk, tk+1),
−Kx0, ∀t ∈ [0, t0), [2]
avec une matrice de retour d’étatK constante,sk le kème instant d’échantillonnage
(quand lakèmecommande est calculée) ettk le kème instant d’actuation (quand lakème
commande est reçue par les actionneurs). La séquence des instants d’échantillonnage
(sk)k≥0 vérifie0 = s0 < s1 < · · · < sk < · · · et lim
k→∞
sk = ∞.
Les instants d’échantillonnage et d’actuation sont liés par la relation
sk = tk − h(tk), [3]
avec un retardh(t) satisfaisant :
∀t ≥ 0, h(t) ∈ [h1, h2] et ḣ(t) ∈ [e1, e2],
avec0 ≤ h1 ≤ h2 et e1 ≤ e2 < 1.
[4]
Supposere2 < 1 assure que les entrées de contrôle arrivent aux actionneursdans
l’ordre dans lequel ils ont été envoyés :tk+1 − tk > 0, ∀k ≥ 0.
Le système en boucle fermée{[1],[2],[3],[4]} sera notéT. De par la présence des
perturbations extérieures inconnues, nous étudierons le sy tème du point de vue de la
stabilitéL2.
Définition. Un système linéaireF est ditL2-stable dew à Fw avec un gain induit
inférieur à γ si F est un opérateur linéaire deL2 dansL2 et qu’il existe des réels
positifsγ et ξ tels que pour toutw ∈ L2,
‖Fw‖L2 ≤ γ‖w‖L2 + ξ. [5]
L’objectif de ce travail est de construire, hors-ligne, unefonction d’échantillonnage
dépendant de l’étatτmax(.) surRn qui maximise les pas d’échantillonnage :
sk+1 − sk = τmax(x(sk)), [6]
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tout en assurant la stabilitéL2 deT dew àz, avec un gain induit inférieur à un certain
γ ≥ 0 fixé.
Comme dans (Fiteret al., 2011c) et (Fiteret al., 2011b), on suppose que l’espace
d’état est recouvert par un ensemble deq régions coniquesRσ = {x ∈ Rn, xTΨσx ≥
0}, Ψσ ∈ Sn, σ ∈ {1, · · · , q} pour lesquelles des pas d’échantillonnage maximaux
τ+σ sont définis. Une illustration de ces régions coniques dansR
2 est donnée dans la
Figure 1. Pour des dimensions supérieures, on peut utiliserle coordonnées sphériques
généralisées dansRn, chaque régionRσ étant associée à un certain intervalle pour les
(n− 1) coordonnées angulairesθi : θi ∈ [θ−i,σ, θ+i,σ].
Ici, les pas d’échantillonnage(τk = sk+1 − sk)k≥0 sont supposés vérifier la
condition
∀k ≥ 0, ∃σ ∈ I(x(sk)), τ− ≤ τk ≤ τ+σ , [7]
I(x) = {σ ∈ {1, · · · , q}, x ∈ Rσ}, [8]
avec un pas d’échantillonnage minimalτ− ≥ 0 donné.
Maintenant, notre objectif est de calculer, hors-ligne, les pas d’échantillonnage
maximum admissiblesτ+σ pour chaque sous-espaceRσ, σ ∈ {1, · · · , q} qui assurent
la stabilitéL2 pour un gainγ ≥ 0 fixé.
La fonction d’échantillonnage dépendant de l’état [6] seraalors définie par :
τmax(x) = max
σ∈I(x)


















Figure 1. Recouvrement deR2 avecq régions coniquesRσ
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Dans ce travail, nous utilisons une classe de LKF assez générale (avec des matrices
dépendantes de l’état), qui prend en compte les retards, lesperturbations, et l’échan-
tillonnage, et nous présentons des outils pour calculer lesmatrices de la LKF de sorte
à maximiser à la fois le plus grand pas d’échantillonnage indépendant de l’état ad-
missibleτ+ = minσ∈{1,··· ,q} τ+σ , et la fonction d’échantillonnage dépendant de l’état
τmax(.) [9].
3. Principal résultat de stabilitéL2
Dans cette section, nous proposons des conditions de stabilité L2 pour le système
perturbé et à retardsT avec un échantillonnage satisfaisant [7]. On considère la LKF :
V (t, x, k) = V1(t, x) + V2(t, x, k), ∀t ∈ [tk, tk+1), k ∈ N, [10]
avec





























qui est composée de termes classiques utilisés pour les système à retards ((Fridman,
2001), (Richard, 2003), (Jianget al., 2010a), (Jianget al., 2010b)), et d’un terme
additionnel














+(tk+1 − t)(t− tk)ηT (tk)Sσkη(tk),
[12]













, ∀σ ∈ {1, · · · , q}. [13]
Les matricesP , Q1, Q2, Q3, R1, R2, R3, R4, Uσ, Sσ, Xσ, X1,σ sont de dimen-
sions appropriées, avecσ ∈ {1, · · · , q}. Le paramètreσk peut être n’importe quel
élémentσ ∈ I(x(sk)) satisfaisantτ− ≤ τk ≤ τ+σ (il en existe au moins un d’après
[7]).
Le nouvel aspect du terme additionnel [12] comparé aux travaux antérieurs portant
sur les systèmes à échantillonnage variable ((Fridman, 2010), (Seuret, 2009), (Jiang
et al., 2010b)) est le fait qu’il est composé d’éléments qui commutent en fonction de
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l’état du système. En effet, notez que les termes matricielsΩσk , Uσk , et Sσk com-
mutent aux instantstk en fonction de la région dans laquelle se trouvex(sk). Cette
commutation en fonction de l’état est possible grâce au faitqueV2(tk, x(tk), k) =
limt→t−
k+1
V2(t, x, k) = 0, ce qui assure la continuité deV2.
Cette fonction avec des matrices dépendantes de l’état est un extension naturelle
des travaux basés sur des LKF pour des systèmes à retards ((Fri man, 2001), (Richard,
2003), (Jianget al., 2010a)), échantillonnés ((Fridman, 2010), (Seuret, 2009)), ou à la
fois à retards et échantillonnés ((Jianget al., 2010b)).
L’analyse de stabilitéL2, basée sur le Lemme 3 (en Annexe) est divisée en deux
étapes principales.
– Tout d’abord, on montre que la LKF [10] est continue surR et différentiable
pour toutt ∈ [tk, tk+1), et on fournit des conditions assurant son caractère positif
défini.
– Ensuite, on différentie la LKF, on majore le résultat obtenu, et on en déduit les
conditions de stabilitéL2.
On introduit deux scalaires qui seront utilisés dans le prochain lemme :
T1,σ = T1 = max
{














Lemme 1. La LKF [10] est continue surR et différentiable pour toutt 6= tk, k ∈ N.
Si ses matrices satisfontP ∈ S+∗2n ,Q1,Q2,Q3,R1,R2,R3,R4 ∈ S+n ,Uσ, Sσ ∈ S+2n,










≻ 0, ∀σ ∈ {1, · · · , q}, [15]
alorsV est de plus définie positive.
Démonstration.Pour des raisons de place, la preuve de ce Lemme est omise mais
peut être lue dans (Fitert al., 2011a).
Maintenant que la régularité et le caractère défini positif de V a été étudié, la
deuxième étape de l’étude concerne l’analyse de stabilité.On introduit les matrices
Mi∈{1,··· ,11} ∈ Mn,11n+nw etM12 ∈ Mnw,11n+nw :
(
MT1 · · · MT12
)
= I, [16]
et on définit les matricesNj∈{1,··· ,7} :


























, N7 = CM1 −DKM4.
[17]
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Théorème 2. On considère des scalairesγ ≥ 0, h1, h2, e1, e2, τ−, et un ensemble
deq régions coniques recouvrant l’espace d’étatRσ = {x, xTΨσx ≥ 0}, Ψσ ∈ Sn,
σ ∈ {1, · · · , q}, avec des pas d’échantillonnage maximauxτ+σ .
Le système avec perturbations et retardsT estL2-stable dew à z avec un gain
inférieur à γ pour toute séquence d’échantillonnage satisfaisant [7] siil existe des
matricesP ∈ S+∗2n , Q1, Q2, Q3, R1, R2, R3, R4 ∈ S+n , Uσ, Sσ ∈ S+2n, Xσ, X1,σ ∈
M2n,2n, Y1,σ ∈ M7n,2n, Y2,σ, Y3,σ ∈ M7n,n, et des scalairesεσ, εi,j,l,o,σ ≥ 0 tels




4 ΨσM4  0, [18]
avec













Ξi,j,l,2,σ = Ξi,j,σ + Tl,σ
[
















+MT5 (Q2 −Q1)M5 −MT6 Q3M6 −NT5 ΩσN5
+NT1 (R1 + hjR2 + h2R3 + (h2 − h1)R4)N1
− 11−e1M
T
7 R1M7 + (1 − ei)MT2 (Q3 −Q2)M2
− 1
h1
(M1 −M5)T ((1 − ei)R2 +R3)(M1 −M5)
−(hj − h1)MT10((1 − e2)R2 +R3 +R4)M10
−(h2 − hj)MT11(R3 +R4)M11
+Ȳ1,σ(−N2 +N4) + (−N2 +N4)T Ȳ T1,σ
+Ȳ2,σ((hj − h1)M10 −M5 +M2)
+((hj − h1)M10 −M5 +M2)T Ȳ T2,σ
+Ȳ3,σ((h2 − hj)M11 −M2 +M6)
+((h2 − hj)M11 −M2 +M6)T Ȳ T3,σ





















∈ M11n+nw,n, a ∈ {2, 3}.
[23]
Démonstration.Pour démontrer ce théorème, nous devons montrer que la fonction
V satisfait les conditions du Lemme 3 (en Annexe). Le Lemme 1 assure la bonne
régularité deV . Il ne reste alors plus qu’à montrer que l’on a
∀t 6= tk, k ∈ N, V̇ (t, x, k) + zT (t)z(t)− γ2wT (t)w(t) ≤ 0. [24]
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La démonstration (que nous omettons pour raison de place, mais que l’on peut éga-
lement trouver dans (Fiteret al., 2011a)), consiste donc à calculer puis à majorer la
dérivée deV sur un intervallet ∈ [tk, tk+1), k ∈ N quelconque. Les principaux
outils utilisés sont l’Inégalité de Jensen (Guet al., 2003) pour la majoration des inté-
grales rémanentes, le Lemme de Finsler (Fanget al., 2004), et la S-procedure (Boyd
et al., 1994) pour inclure l’information selon laquellex(sk) ∈ Rσk .
REMARQUE. — Si w vérifie zT (t)z(t) − γ2wT (t)w(t) ≥ 0, et si les LMIs (18)
sont strictes, le système échantillonnéT est asymptotiquement stable pour toute
séquence d’échantillonnage satisfaisant [7]. Dans le cas non perturbé (w(t) = 0), le
termezT (t)z(t) = φT (t)NT7 N7φ(t) et les lignes/colonnes correspondant àw(t) sont
retirées des LMIs [18].
REMARQUE. — Quand on cherche des solutions pour les LMIs [15] et [18], il est
nécessaire de retirer les lignes/colonnes de zéros (corresp ndant aux étatsν1(t),
ν3(t), ou ν4(t)) qui pourraient apparaître dans [18] suivant les valeurs dei, j, et l,
puisque les solveurs de LMIs recherchent des solutions strictes. On peut voir que
Ξi,j,l,σ est : indépendant deν1 si l = 1 ou Tj,σ = 0 ; indépendant deν3 si i = 1 ;
indépendant deν4 si i = 2.
4. Application à l’échantillonnage dépendant de l’état
La Figure 2 présente un algorithme en trois étapes pour construire la fonction
d’échantillonnage dépendant de l’état qui maximise les pasd’échantillonnage. On
rappelle que toutes ces étapes sont effectuées hors-ligne.
REMARQUE. — L’Etape 1 peut être utilisée comme une analyse robuste pour les
systèmes perturbés et à retards avec un échantillonnage variant dans le temps. L’Etape
2 mène à un algorithme de type "self-triggered", à ceci près que tous les calculs sont
réalisés hors-ligne, et que les matrices dépendantes de l’état de la LKF,Uσ, Sσ, Xσ,
etX1,σ, sont calculées lors de cette étape, et non fixées par avance.
REMARQUE. — On peut aussi calculer le pas d’échantillonnage indépendant de l’état
maximal admissibleτ+ (Etape 1) en utilisant la LKF avec des matrices dépendantes
de l’état qui commutent sur des régionsRσ prédéfinies. Bien que cela soit plus
complexe à réaliser, cela peut réduire le conservatisme, comme nous le verrons
grâce à l’Exemple 2. Pour la même raison, si la première étapea été réalisée avec




+, ce qui veut dire que même le plus grand pas d’échantillon-
nage indépendant de l’état obtenu peut être augmenté en utilisan a LKF avec des
matrices dépendantes de l’état.
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ETAPE 1
⋄ Une région unique :Rn
⋄ Fixer le pas d’échantillonnage minimalτ−
⋄ Calculer le pas d’échantillonnage indépendant de l’état maxi l admissibleτ+
⋄ Calculer les matrices de la LKF :P , Q1, Q2, Q3, R1, R2, R3, R4, (U , S, X , X1)
ETAPE 2
LMIs du Théorème 2 +
⋄ q régions coniquesRσ recouvrant l’espace d’état
⋄ Utiliser le même pas d’échantillonnage minimalτ− que dans l’Etape 1
⋄ Utiliser les matricesP , Q1, Q2, Q3, R1, R2, R3, R4 calculées à l’Etape 1
LMIs du Théorème 2 +
⋄ Construire la cartographie du plus grand pas d’échantillonnage
⋄ Calculer les matrices de la LKF :Uσ, Sσ, Xσ, X1,σ, pour chaque régionRσ
ETAPE 3
⋄ Construire la fonction d’échantillonnage dépendant de l’état
τmax(x) = maxσ∈I(x) τ
+
σ ≥ τ+, ∀x ∈ Rn
admissibleτ+σ ≥ τ+ pour chaque régionRσ
algorithme de recherche linéaire
algorithme de recherche linéaire
pour chaque régionRσ




















, z(t) = x(t), pourt ∈ [tk, tk+1).
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La fonction d’échantillonnage dépendant de l’état (9) va être construite pour quatre
cas successifs : 1) système sans retard, ni perturbations (w = 0, h = 0, stabilité
asymptotique) ; 2) système avec perturbations, sans retard(w 6= 0, h = 0, stabilitéL2
avecγ =
√
10) ; 3) système sans perturbations avec un retardh(t) ∈ [10−4, 10−1] et
ḣ(t) ∈ [−0.2, 0.6] (w = 0, h 6= 0, asymptotique) ; 4) système perturbé, avec le même
retard (w 6= 0, h 6= 0, γ =
√
10).
On règle le nombreq = 100 de régions coniquesRσ, on fixe τ− = 0, et on
utilise l’algorithme de la Section 4 pour construire la cartog aphie qui maximise le
pas d’échantillonnage pour chaque état. Puisque l’on travaille dans un espace d’état
de dimension2, les régions coniques sont définies à partir des coordonnéessphériques
(ρ, θ) de l’étatx = ρeiθ, avecρ = 1 (sur la sphère unité). Construite hors-ligne
dans chacun des quatre cas, la Figure 3 présente le pas d’échantillonnage maximal
admissible comme une fonction de l’état angulaireθ ∈ [−π, π). Dans les quatre cas,
le plus grand pas d’échantillonnage indépendant de l’état obtenu est : 1)τ+ = 0.535 ;
2) 0.445 ; 3) 0.169 ; 4) 0.145.









































Figure 3. Exemple 1 : Cartographie du pas d’échantillonnage maximal admissible
τ+σ pour le système avec ou sans perturbationsw et/ou retardh
Notons que dans le cas idéal (sans retard ni perturbation), le système est instable
pour tout pas d’échantillonnage constant supérieur àτ̄constant = 0.646. Or avec la
fonction d’échantillonnage de la Figure 3, on peut échantillo ner au delà de cette
limite dans certaines régions de l’espace d’état, jusqu’àτ = 1.472.
Notons aussi que puisqueτ− a été fixé à0, la stabilitéL2 (ou asymptotique) du
système est préservée pour n’importe quel échantillonnagev riable dans le temps in-
férieur àτ+. De plus, grâce à la cartographie réalisée, la robustesse cla sique vis-à-vis
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de la variation du pas d’échantillonnage est étendue à tout échantillonnage dépendant
de l’état et variant dans le temps se trouvant sous les courbes de la Figure 3.
La Figure 4 montre des résultats obtenus en simulation pour un système avec une
perturbation sinusoïdalew(t) satisfaisant‖w(t)‖2 = 1γ ‖z(t)‖2 ≃ 32%‖z(t)‖2, avec
ou sans retard variable.


































Figure 4. Exemple 1 : Etatx(t), pas d’échantillonnageτk = τmax(x(sk)), retard
hk = h(tk) (en haut), pour le système avec une perturbation sinusoïdale vérifiant
‖w(t)‖2 = 1γ ‖z(t)‖2, avec un retard variable (en haut), ou sans retard (en bas)
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5.2. Exemple 2
Pour montrer la réduction de conservatisme apportée par la LKF avec des matrices
















, z(t) = x(t), pourt ∈ [sk, sk+1).
On fixe τ− = 0. Si l’on applique l’Etape 1 de l’algorithme décrit en Section 4
en utilisant une seule régionRn, le plus grand pas d’échantillonnage indépendant de
l’état τ+ (i.e. valable quel que soit l’état) que l’on obtient est égal à0.267, alors que
l’on obtient0.309 si l’on utilise la LKF avecq = 100 régionsRσ. Cela correspond à
une borne de stabilité robuste qui peut être comparée à celles obt nues dans (Fridman,
2010) (τ+ = 0.259), (Fujioka, 2009) (τ+ = 0.204), ou (Seuret, 2009) (τ+ = 0.198).
Comme dans l’Exemple 1, l’Etape 2 de l’algorithme peut ensuite être utilisée pour
construire la fonction d’échantillonnage dépendant de l’état τmax(.) pour obtenir des
pas d’échantillonnage encore plus grands que cette limite indépendante de l’étatτ+
(en effet, par construction,τmax(.) est minorée parτ+ : τmax(x) ≥ τ+, ∀x ∈ Rn).
6. Conclusion
Ce travail introduit une nouvelle classe de fonctions de Lyapunov-Krasovskii avec
des matrices dépendantes de l’état. Elle permet de concevoir une fonction d’échan-
tillonnage dépendant de l’état qui réduit le nombre d’actuations, tout en garantissant
la stabilitéL2 pour un système à retour d’état linéaire avec des perturbations et des re-
tards. La méthode proposée peut être vue à la fois comme un contrôle "self-triggered"
et une nouvelle analyse de robustesse vis-à-vis des variations du pas d’échantillon-
nage amenant à un contrôle de l’échantillonnage dépendant de l’état. Nous pensons
que l’approche présente deux avantages principaux, puisqu’elle permet :
– de maximiser le pas d’échantillonnage minimalτ+ = infx∈Rn τmax(x) de la
fonction d’échantillonnage dépendant de l’état, et de calculer la fonction de Lyapunov-
Krasovskii associée, qui assure la stabilitéL2 du système ;
– de concevoir hors-ligne une cartographie de l’espace d’état avec un pas d’échan-
tillonnage maximal admissible pour chaque sous-espace. Par conséquent, aucun calcul
supplémentaire n’est nécessaire lors du contrôle du système en-ligne.
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8. Annexe
Lemme 3. Supposons qu’il existe un réelγ ≥ 0 et une fonction définie positiveV :
t ∈ R+ → V (t) ∈ R+, différentiable pour tout 6= tk, k ∈ N, qui vérifie
V̇ (t) + zT (t)z(t)− γ2wT (t)w(t) ≤ 0 [25]
sur toutes les trajectoires du systèmeT. AlorsT estL2-stable dew à z avec un gain
inférieur àγ.
Démonstration.Soit t ≫ 0 etN ∈ N tel quet ∈ [tN , tN+1). Intégrer [25] sur[0, t] :





zT (s)z(s)− γ2wT (s)w(s)
)
ds ≤ 0
montre, puisqueV (t) ≥ 0 etV (tk) = V (t−k ) ∀k ∈ N (V est continue), que :
∫ t
0
zT (s)z(s)ds ≤ γ2
∫ t
0
wT (s)w(s)ds + V (0).
PuisquezT (s)z(s) ≥ 0, on montre quez = Tw ∈ L2, et en faisant tendret → ∞ on
voit que la condition de stabilitéL2 [5] est vérifiée, avecξ =
√
V (0).
