Neocortex, the neuronal structure at the base of the remarkable cognitive skills of mammals, is a layered sheet of neuronal tissue composed of juxtaposed and interconnected columns. A cortical column is considered the basic module of cortical processing present in all cortical areas. It is believed to contain a characteristic microcircuit composed of a few thousand neurons. The high degree of cortical segmentation into vertical columns and horizontal layers is a boon for scientific investigation because it eases the systematic dissection and functional analysis of intrinsic as well as extrinsic connections of the column. In this review we will argue that in order to understand neocortical function one needs to combine a microscopic view, elucidating the workings of the local columnar microcircuits, with a macroscopic view, which keeps track of the linkage of distant cortical modules in different behavioral contexts.
Neocortex, the neuronal structure at the base of the remarkable cognitive skills of mammals, is a layered sheet of neuronal tissue composed of juxtaposed and interconnected columns. A cortical column is considered the basic module of cortical processing present in all cortical areas. It is believed to contain a characteristic microcircuit composed of a few thousand neurons. The high degree of cortical segmentation into vertical columns and horizontal layers is a boon for scientific investigation because it eases the systematic dissection and functional analysis of intrinsic as well as extrinsic connections of the column. In this review we will argue that in order to understand neocortical function one needs to combine a microscopic view, elucidating the workings of the local columnar microcircuits, with a macroscopic view, which keeps track of the linkage of distant cortical modules in different behavioral contexts.
We will exemplify this strategy using the model system of vibrissal touch in mice and rats. On the macroscopic level vibrissal touch is an important sense for the subterranean rodents and has been honed by evolution to serve an array of distinct behaviors. Importantly, the vibrissae are moved actively to touch -requiring intricate sensorimotor interactions. Vibrissal touch, therefore, offers ample opportunities to relate different behavioral contexts to specific interactions of distant columns. On the microscopic level, the cortical modules in primary somatosensory cortex process touch inputs at highest magnification and discreteness -each whisker is represented by its own so-called barrel column. The cellular composition, intrinsic connectivity and functional aspects of the barrel column have been studied in great detail.
Building on the versatility of genetic tools available in rodents, new, highly selective and flexible cellular and molecular tools to monitor and manipulate neuronal activity have been devised. Researchers have started to combine these with advanced and highly precise behavioral methods, on par with the precision known from monkey preparations. Therefore, the vibrissal touch model system is exquisitely positioned to combine the microscopic with the macroscopic view and promises to be instrumental in our understanding of neocortical function.
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Introduction
Elucidating the function of cortical networks requires an interplay between anatomical and physiological analyses, as has been emphasized repeatedly by earlier reviews of cortical function (e.g. Douglas and Martin, 2007; O'Connor et al., 2009) . Such an interactive approach will provide mechanistic ideas 'how' the cortical machinery might work. However, in order to decide between different mechanistic hypotheses of cortical function the question of 'what' is achieved by cortical processing will become increasingly important. For sensory systems this question is asked by studies on the physiology of perception (Parker and Newsome, 1998) , involving simultaneous measurement of neuronal activity and the subject's behavior and percept.
So, what is the genuine function of the cerebral cortex? A traditional way to approach this question is to measure how neocortical circuits are involved in signal processing. The best way to do that is to investigate sensory systems, because the physical stimulus leading to activation of the cerebral cortex can be brought under tight experimental control. Measurement of neocortical information about a stimulus that we control precisely, may tell us something about the capability of the neocortex to process and to respond to this specific sensory input. The problem with this approach is that sub-cortical structures typically contain much more quantifiable stimulus information than the cerebral cortex. The conclusion from this has been that neocortical circuits either lose information, or at least represent it using highly intricate (e.g. nonlinear) ways ). An alternative idea, however, is that sensory cortex is not mainly processing details of its inputs via ascending sensory pathways, but represents information about what else is going on in the brain. This tendency increases when going from sensory to associative cortical areas. Maybe the genuine cortical function has less to do with signal processing itself (in the narrow sense of the word; like the process needed to extract relevant sensory information from the output of sensory receptors), but rather with the proper organization and use of information in view of the demands and constraints of the specific situation the subject is in. This notion entails that it is the main function of neocortical processes to put externally and internally generated signals in context to allow for flexible goal-oriented behavior. In a second step, repeated processing within the same context leads to the learning of the respective behavior -possibly laid down as memory traces in cortical circuits (Fuster, 2009) .
The view that associative and mnemonic aspects are at the core of neocortical function may solve the puzzle why cortical microcircuitry is similar across areas and species although so many different kinds of signals are dealt with (reaching from sensation via cognitive processing to motor functions). It is intuitive to assume that signal processing (again in the narrow sense of the word) is not done by the generalist neocortical neuronal architecture, but is often relayed to dedicated subcortical neuronal structures -an idea that is supported by the fact that every neocortical area is connected to many of them -often in a reciprocal manner (Felleman and van Essen, 1991; Diamond et al., 2008) . In this framework, investigating neocortical function would not make much sense if the cerebral cortex is isolated physically, anesthetized or investigated in a highly rarefied experimental situation (e.g. probing it with point like stimuli). Rather, for a genuine understanding of neocortical function, its activity has to be probed in a behaving subject solving a task in an environment that offers a minimum of (experimentally controlled) contextual dependencies. Employing complex stimuli that show temporal and/or spatial contingencies that require contextual processing is a good start. Even better is to probe neocortical activity in different, meticulously controlled sensorimotor or cognitive situations.
All this would be well and good -were the neocortical structure and circuits not so complex. One column spanning a surface area of approximately 300 mm Â 300 mm consists of some 10,000 neurons, composed of excitatory and inhibitory neurons, organized in different layers and with characteristic input and output connections (Lü bke Schubert et al., 2007; Lefort et al., 2009; Oberlaender et al., 2011b ). An understanding of this complexity calls for very different types of experiments than the ones depicted in the last paragraph, namely highly precise analysis of neuronal morphology, connectivity and synaptic function -best performed in isolated preparations like neocortical slices or anesthetized in vivo preparations.
The conceptual and technical challenge to understand the function of the neocortex thus involves on one side a 'macroscopic' view of context dependencies and on the other a 'microscopic' view on the mechanisms of population, cellular, sub-cellular and molecular signal processing. Mostly, these two aspects have been investigated separately in different types of experiments. Is it possible to control local mechanistic and global behavioral parameters together in one experiment? Technological developments of the last decade have shifted this type of experiment from the realm of dreams to feasibility. First experiments combining genetic manipulation with cellular imaging employed in animals trained to perform sophisticated behavior have been conducted (Harvey et al., 2012) and optogenetic stimulation has been used for a detection task (Huber et al., 2008) .
The rodent whisker-related tactile system with its exquisite modular, cortical representation is an ideal model to study the structure-function relationship of a well-defined local cortical network and its development during early ontogenetic stages ( Fig. 1 ) (for reviews see Brecht, 2007 ; Lü bke Petersen, 2007; Schubert et al., 2007; Fox, 2008; Kanold and Luhmann, 2010) . Together with the primate, cat and, more recently, mouse visual system, the rodent whisker-related tactile system is one of the best studied sensory model systems, with relatively large amounts of data on cell properties and synaptic connectivity already available. It has the additional advantage to be easily combined with approaches to record neuronal data on the cellular and molecular level using e.g. genetic modifications, single cell recordings and cellular imaging. Most recently, such highresolution recordings have been increasingly obtained in awake animals during behavior. Thus, the rodent whisker-to-barrel cortex pathway is an excellent system in which questions about 'how' and 'what' of sensory information processing can be asked together using the same animal in the same experimental context.
The aim of this review is to give a comprehensive and state-ofthe-art overview of how these questions are currently addressed with a focus on the primary somatosensory area, the rodent barrel cortex. We will start in Section 2 with an overview of the 'microscopic', column-centered view. This section will discuss the cortical microcircuit with a short excursion to its development, and detail columnar activity and its relationship to vibrissa-related perception. Section 3 will portray vibrissal active touch as a system that supports a rich repertoire of behaviors in rodents. It will cover the neuronal correlate of associative coupling: maps, long-range projections and trans-columnar processing. We will end with recent advances to measure different vibrissa-related behaviors and its context using advanced and precise behavioral methods in head-fixed rodents. We conclude by giving an outlook on possible future developments for the elucidation of cortical function.
The microscopic view: Columnar microcircuitry

Development of the cortical barrel column
The whisker-related barrel column is -together with columns in visual cortex of cats and monkeys -the best understood model system of cortical microcircuitry. Knowledge about its development may contribute important aspects needed to understand its mechanisms of operation in the adult, both under physiological as well as pathophysiological conditions, such as neurodevelopmental disorders (for review Amaral et al., 2008; Courchesne et al., 2007) . Before we discuss the details of the mature circuit we will therefore take a short deviation into important developmental aspects. The development of the neocortex is regulated by an intricate interplay between genetic factors and spontaneous and evoked neuronal activity. Arealization, the initial division of the Fig. 1 . The study of microscopic and macroscopic levels using the barrel cortex as a model system. The microscopic barrel column circuitry is very well studied. The blow up of the barrel cortex circuit diagram on the right (taken from Schubert et al., 2007) shows the richness of intra-and transcolumnar cortical connections which outnumber by far the topographically-ordered, layer-specific thalamic inputs. The macroscopic level can be studied as sensorimotor integration needed to guide and optimize active discrimination. The neuronal correlate is highly accessible and is provided by the embedding of whisker related touch representations in unimodal primary and secondary somatosensory cortex (S1, S2), as well as association somatosensory cortices PV, PL, PM. Whisker movement is processed by association of primary motor cortex, and cognitive processes affecting whisker-related active touch can be studied in the prefrontal/premotor cortical areas (PFPM). Whisker representations are highlighted. cerebral cortex into areas during prenatal development, is essentially controlled by genes and proceeds independent from electrical activity (for review see Rash and Grove, 2006) . For instance, ectopic expression of the fibroblast growth factor 8 leads to a partial duplication of the barrel field (Fukuchi-Shimogori and Grove, 2001) . The subsequent formation of early cortical circuits, however, is in many aspects regulated by spontaneous and periphery-driven neuronal activity and by the influence of neuromodulatory systems (Khazipov and Luhmann, 2006; Allene and Cossart, 2010) . These effects are relayed to the developing cortical circuitry by the subplate, a layer of early-born GABAergic and glutamatergic neurons, which show mature functional properties (for reviews see Sur and Leamey, 2001; Ló pez-Bendito and Molná r, 2003; Kanold and Luhmann, 2010) and are receptive to acetylcholinergic neuromodulation (Dupont et al., 2006; Hanganu et al., 2009) (Fig. 2 upper panel) . At birth, the subplate mediates spindle bursts and gamma oscillations to the cortical plate (Khazipov et al., 2004; Minlebaev et al., 2007; Yang et al., 2009; Minlebaev et al., 2011) . Interestingly, these subplate-driven events are dependent on electrical synapses and synchronize local neuronal networks of 200-400 mm in horizontal dimension, thus constituting cortical 'pre-columns' or 'neuronal domains' (Yang et al., 2009; Yuste et al., 1992; Dupont et al., 2006; Sun and Luhmann, 2007) . The prominent network activity present during early corticogenesis also controls programmed cell death (for review , such as caspase-3 mediated apoptosis, by activating cell survival (e.g. neurotrophic factors) or cell death pathways (Golbs et al., 2011; Heck et al., 2008; Nimmervoll et al., 2012; Wagner-Golbs and Luhmann, 2012) . During this early postnatal period, layer 4 in rat barrel cortex shows prominent activity-dependent plasticity to whisker plucking with an expansion of the cortical representation responding to the spared whisker (for review Fox, 2002) (Fig. 2 lower panel) . At the end of the first postnatal week the activity pattern changes into massive, large scale synchronous activity patterns that appear independent from the subplate (Golshani et al., 2009) . At that age layer (L) 4 plasticity has diminished and predominantly occurs in L2/3 and L5 (Diamond et al., 1994; Fox, 1992) . The expansion of the cortical representation of spared whiskers into the representation of adjacent deprived whiskers is mediated by a weakening of the deprived input and a strengthening of the spared input (for review see Feldman and Brecht, 2005) . A third, rather drastic change of cortical activity pattern then occurs during the second and third postnatal week when the network firing is greatly reduced and decorrelated, and thus approaches the characteristic firing patterns of the adult network (Maravall et al., 2004a,b; Golshani et al., 2009) . One causal factor for reduction and decorrelation of firing appears to be the upregulation of K + channel expression and the concomitant decrement of input resistance of pyramidal cells (Kang et al., 1996; Maravall et al., 2004b; Waters and Helmchen, 2006; Golshani et al., 2009) . Another contributing factor is the developmental shift of GABAergic synaptic function from excitatory to inhibitory action (for review Ben-Ari et al., 2012) . Excitatory GABAergic synapses contribute initially to synchronized network activity (Owens and Kriegstein, 2002; Daw et al., 2007) , but at the beginning of the second postnatal week shift to inhibitory action (Luhmann and Prince, 1991;  for review see Kilb, 2011) . At the same time the number of glutamatergic synaptic connections increases dramatically and become more reliable and efficacious (Frick et al., 2007; Feldmeyer and Radnikow, 2009 ). Thus, the end of the second postnatal week sees a major reshuffling of the balance between excitation and inhibition in the columnar network, with the effect of low frequency decorrelated firing and the establishment of the rapid feed-forward inhibitory action in L4 characteristic of the mature columnar circuit. During prenatal stage the cerebral cortex consists of (i) the marginal zone (MZ, later L1) with Cajal-Retzius neurons releasing the extracellular matrix protein reelin, (ii) the cortical plate (CP, later L2 to L6a) with immature neurons migrating vertically along radial glial cells (yellow) and tangentially into the cortex, (iii) the subplate (SP, later L6b in rodents) with GABAergic and glutamatergic neurons densely connected via electrical and chemical synapses, (iv) the intermediate zone (IZ, later white matter) and (v) the neurogenic ventricular zone (VZ). At early stages of cortical development, the subplate is selectively innervated by thalamic and neuromodulatory, e.g. cholinergic, inputs, which elicit burst discharges in subplate neurons (single cell burst recording right of SP). These bursts are amplified in the subplate via electrical and chemical synapses and transmitted into the cortical plate, where they elicit local synchronized network bursts (field potential recording right of CP), which resemble in their spatial dimensions a barrel-related cortical column. For details see Kanold and Luhmann, 2010) . During early postnatal development the cortical columnar network is refined in an activitydependent manner. Sensory deprivation induces structural and functional modifications such as shrinkage of the deprived column, enhanced cell death, reduced dendritic and axonal extensions or weakening of the thalamic input (for details see Section 2.1).
Neuromodulatory systems play a special role in the development and shaping of cortical microcircuits, particularly the cholinergic system. At P0, this cholinergic input is confined to the cortical subplate (Hanganu and Luhmann, 2004; Dupont et al., 2006; Hanganu et al., 2009) , where it causes a pronounced excitation and burst firing of subplate cells (for reviews see Luhmann et al., 2009; Kanold and Luhmann, 2010) (Fig. 2, upper  panel) . With further development and in rodents until the end of the first postnatal week, cholinergic fibers have innervated all cortical layers (Mechawar and Descarries, 2001) (Fig. 2, lower  panel) . Acetylcholine release is crucial for the emergence of the barrel pattern in immature neocortex (Zhu and Waite, 1998; Zhu et al., 2002) and keeps an important role for experience-dependent functional plasticity in the mature columnar network (Ego-Stengel et al., 2001; Ramanathan et al., 2009) . Likewise monoaminergic innervations play important roles in barrel formation (for review see Gaspar et al., 2003) .
Sensory inputs are needed to shape the details of the microcircuit in rodent barrel cortex during a critical period around P10 to P14. At this time the basic morphological features of neurons in barrel cortex are fairly well established (Zhu, 2000) , but restructuring on a fine scale, e.g. higher-order branching of basal dendrites in L2/3 neurons and dendritic spine motility (Lendvai et al., 2000; Maravall et al., 2004a) , or pruning of thalamocortical axons in their final termination area in L4 of a single barrel (Bender et al., 2003; Harris and Woolsey, 1983; Lü bke et al., 2000; Schubert et al., 2003; Staiger et al., 2004) are still prominent and are strongly affected by whisker deprivation (cf. compare normal and deprived column in Fig. 2 lower panel) . Thus, sensory inputs lead to experience-dependent refinements of the detailed cell morphology, connectivity and receptive field properties during this critical period (for review Fox, 2008) . In the adult, sensory and most likely also other inputs keep governing the microcircuit on a fine scale. Map plasticity after sensory deprivation (for review see Feldman and Brecht, 2005) , and during learning (e.g. Galvez et al., 2006) have been studied extensively and lead to functional readjustments of the microcircuits throughout life.
Ascending pathway and cortical map
The sensory signal flow towards the barrel column starts in the primary afferent fibers that innervate the whisker follicle using a variety of specialized end organs, including Merkel cells, lanceolateand club-shaped endings, and free nerve endings (Ebara et al., 2002) . These diverse innervation types fall into just two functional classes, the slowly and the rapidly adapting afferents (SA and RA) (Gibson and Welker, 1983) . The primary sensory neurons with somata in the trigeminal ganglion (TG) carry strictly mono-whisker signals to the brainstem trigeminal nuclei (TN), which consist of the principal nucleus (PrV) and three spinal nuclei (oralis, SpVo; interpolaris, SpVi and caudalis, SpVc) (Fig. 3) . These nuclei are subdivided in histologically defined zones, termed 'barrelettes', with each barrellette dedicated to represent predominantly one whisker and together forming a complete map of the whiskers (Ma and Woolsey, 1984; Henderson and Jacquin, 1995) . Yet, the TN is the first station on the ascending pathway which integrates information from multiple whiskers. There are cells that respond just to one whisker (mono-whisker cells) (Henderson and Jacquin, 1995; Lo et al., 1999) and others that integrate across whiskers (multi-whisker cells) Veinante and Deschênes, 1999; Veinante et al., 2000a; Minnery and Simons, 2003) . The interconnection between the four nuclei of the TN is rich and diverse (Jacquin Fig. 3 . Schematic demonstrating the ascending pathways in the rodent whisker-related sensorimotor system, as well as possible connections associating the sensorimotor cortical signals. The ascending pathway starts with the primary afferents in the trigeminal ganglion (TG) transducing whisker vibrations into neuronal signals and projecting to the trigeminal brainstem complex (TN). The TN consist in the principal nucleus (PrV), and the spinal sub-nuclei (interpolaris SpVi; caudalis SpVc; the detailed connectivity of the oralis sub-nucleus is unknown and is omitted in the figure) . The SpVi falls into a caudal and rostral part (SpVic and SpVir). The classical mono-whisker lemniscal pathway (lemniscal 1) originates in PrV barrelettes, and projects via VPM barreloid cores to primary somatosensory cortex (S1) barrel columns. A second lemniscal pathway originating from PrV has been recently discovered which carries multi-whisker signals via barreloid heads to septa (and dysgranular zone) of S1. The extra-lemniscal pathway originates in SPVic and carries multi-whisker signals via barreloid tails in VPM to the secondary somatosensory area. Finally the parelemniscal pathway originates in SpVir and carries multi-whisker signals via POm to S1, S2, and primary motor area (M1). The different colors of connections indicate three principal pathways through which associative coupling between the sensorimotor cortical areas may be realized. Black: direct cortico-cotical connections. Blue: cortico-thalamic cascades. Brown: cortico-subcortical loops. Projections of S1 and S2 may open or close the lemniscal gate (i.e. gate signal flow through PrV) by modulating intrinsic TN circuitry. et al., 1990) , with GABAergic projections amongst them (Furuta et al., 2008) . Furthermore, feedback projections from higher stations on the ascending pathway, i.e. the primary, secondary somatosensory (S1, S2), and indirectly also the primary motor cortex (M1) exist (Fig. 3) (Furuta et al., 2010) . Despite the fact that the knowledge about TN connectivity (intrinsic and extrinsic) is still incomplete, it is clear that important tactile processing takes place at the level of the TN, e.g. integration of signals across whiskers by cells straddling the barrelettes, as mentioned already, computation of direction selectivity, and response adaptation (Minnery and Simons, 2003) . The TN divides the ascending pathway into (at least) four separate pathways, two 'lemniscal' ones, an 'extralemniscal' one and a 'paralemniscal' one. These pathways originate from different TN nuclei, and pass through dedicated zones in whisker-related, primary somatosensory thalamic nucleus, the ventro-posteriormedial nucleus (VPM) and higher order medial part of the posterior nuclei (POm) (Chmielowska et al., 1989) . POm does not contain histological compartments associated with individual whiskers, but VPM does. It contains the so-called 'barreloids' subdivided into a 'head', 'core', and 'tail' region relaying the different ascending pathways (Urbain and Deschênes, 2007; Furuta et al., 2009a) . Further, the four pathways terminate in specific ways in different cortical areas (amongst them S1, S2, and M1) and different columnar systems of the barrel cortex, the barrel columns, septal columns, and the dysgranular zone. The whisker-related barrel column is a cylindrical structure spanning vertically the six layers of barrel cortex although its border is defined exclusively by spatially aligned sub-cellular structures in L4 (mainly L4 dendrites and VPM afferents). Barrels receive their ascending input predominantly from one whisker, the so-called principal whisker (Welker, 1976; Simons, 1978) . Septal columns refer to vertically aligned neurons above and below the septa in layer 4; they surround the barrels and separate them from each other (Alloway, 2008) . Thus, the barrel columns compare to round islands ordered in rows and arcs (mirroring the spatial arrangement of the whiskers at the snout) surrounded by a sea of septal columns. S1 dysgranular zone is a continuous zone (no barrels, similar to the septal columns) located all around the barrel field but predominantly between the barrel field and the paw representations. The first lemniscal system departs from mono-whisker neurons in PrV, and is relayed via the barreloid cores in VPM to L4, basal L3, L5B, and 6A of the barrel columns (Henderson and Jacquin, 1995; Lo et al., 1999) while the second lemniscal path starts from PrV multi-whisker cells and is relayed via the head of barreloids in VPM to septal columns (Veinante and Deschênes, 1999; Furuta et al., 2009b) . The extralemniscal projection originates from multi-whisker cells in rostral SpVi (SpVir), via the barreloid tail and terminates in dysgranular S1 and in S2 (Veinante et al., 2000a; Pierret et al., 2000) . Finally the 'paralemniscal' projection starts from multi-whisker cells in the caudal part of SpVi (SpVic) and projects via the anterior POm to barrel cortex L1 and L5a irrespective of barrel and septal columns (Veinante et al., 2000b Wimmer et al., 2010 Ohno et al., 2011) . In contrast, in L4 the POm innervation is specific for septa . Further, POm projects to S2 and M1 and several other sensorimotor or somatosensory associative areas . Most of the knowledge about the microcircuitry originates from work on rat barrel cortex. Mouse barrel columns seem to organized in similar ways while this species' septal columns appear less prominent and may diverge significantly from the organization known from rats.
Columnar excitatory connections
The mature barrel columnar circuitry serves as a major cortical model system and has been a matter of intense investigation. The most successful tool of connectionist's analysis is still the detailed reconstruction of the entire neuron (Ramon and Cajal, 1921) . The best source of information in the barrel cortex, paired recordings and fillings of synaptically coupled neurons, have yielded a tremendous amount of information about the microcircuitry but also functional properties of neurons (Feldmeyer, 2012) . In addition, modern methods of precise and specific stimulation like caged glutamate release and optogenetic approaches have been used (for reviews see Helmstaedter et al., 2007; Petersen, 2007; Schubert et al., 2007; Lü bke and Feldmeyer, 2007) .
An important question is whether there exists a common blueprint of cortical connectivity and functionality that is similar for all areas across the neocortical sheet. From data obtained in cat visual cortex, Douglas and Martin defined a 'canonical' microcircuit of neocortex implying that most cortical areas have a rather similar basic neuronal network structure (Gilbert and Wiesel, 1983; Gilbert, 1983; Martin, 1991, 2004) . This concept gives good reason for debate because neocortical areas look alike, but stubbornly, are never exactly the same. For barrel cortex, which compares well to primary visual cortex, another primary sensory area, paired recording and glutamate uncaging studies have indeed revealed that the major excitatory pathways of the canonical microcircuitry defined by Douglas and Martin are present, as recently reviewed in detail (Feldmeyer, 2012; Ahissar and Staiger, 2010) . In particular, the lemniscal pathway originating in brainstem principal nucleus of the trigeminal complex is relayed via VPM thalamus and terminates in L4, as do fibers from LGN in V1. Thalamocortical inputs are met with strongly interconnected L4 circuitry which in terms of synaptic numbers and strengths is affected much more by internal cortical circuitry than the thalamic input. L4 then projects the bulk of its output fibers to L2/3 which in turn send a major pathway down to L5 in very similar ways as V1 ( Fig. 4A ) (Markram et al., 1997; Reyes et al., 1998; Feldmeyer et al., 1999 Feldmeyer et al., , 2002 Feldmeyer et al., , 2006 Petersen and Sakmann, 2000; Lü bke et al., 2000 Lü bke et al., , 2003 Schubert et al., 2001 Schubert et al., , 2003 Silver et al., 2003; Bureau et al., 2006; Lefort et al., 2009; Petreanu et al., 2009) . Furthermore, as in V1, a thalamo-cortico-thalamic feedback loop exists in which the two major thalamorecipient layers (L4 and L6A) are interconnected and report the cortical state of activity back to the thalamus (Zhang and Deschênes, 1997; Thomson, 2010; Briggs, 2010) (Fig. 4C ). Despite such similarities, it is easy to demonstrate strong differences even between sensory areas. 'Strong' means to say that these are differences that even violate a moderate definition of what is canonical, namely that a pathway in order to qualify as canonical must exist in every cortical column but may vary in strength. One immediately obvious difference is the L4 subdivision in primary visual cortex (V1) of primates and its associated microcircuitry which is unparalleled even in V1 of other species. In the barrel column L4 spiny neurons target L5A pyramidal neurons (amongst projections to all other cortical layers; Feldmeyer et al., 2005; Schubert et al., 2006; Lefort et al., 2009 ), a projection that has not been identified for V1 (Fig. 4B ). In addition there are many 'weak' differences (i.e. differences in strength) which may pass a moderate definition of what is canonical but may fail on a more orthodox one which would require similar relative strength of canonical projections. For instance, barrel cortex L5A pyramidal neurons form unusually strong projections to supragranular layers with enhanced input to L2 excitatory neurons which, in septal columns, seem to even dominate the L2/3 inputs (Shepherd and Svoboda, 2005; Bureau et al., 2006; Lefort et al., 2009; Oberlaender et al., 2011a ), a feature not known from V1. A reverse tendency exists for the projection from L6 to L4, which is functionally well characterized in V1 (Bolz et al., 1989; Stratford et al., 1996; TarczyHornoch et al., 1999) but has not been characterized in the barrel column (Lefort et al., 2009 ; but see Zhang and Deschênes, 1997; Kumar and Ohana, 2008; Pichon et al., 2012 , who show terminal endings of L6 axons in L4). The matter gets worse when comparing primary sensory to motor areas. A common notion is that motor cortex virtually lacks L4. Supporting this line of thinking, quantitative mapping and comparison of whisker-related primary and secondary sensory and primary motor cortex using glutamate uncaging led to the proposition that the projection of L2/3 to L5 is the only candidate left to qualify for a canonical projection . These conclusions, however, have to be reevaluated in light of the consistent finding from cytometric and molecular analyses that motor cortex does show a small, but functional L4 (Skoglund et al., 1997; Rowell et al., 2010) .
In summary, we think to settle the question about a canonical circuit needs further systematic investigations including the painstaking mapping of columnar projections in a large number of neocortical sites/areas. Based on today's knowledge, the result may well be that a canonical circuit according to the moderate and orthodox definition, mentioned above, does not exist, or consists only of one projection. Pondering this outlook, one cannot avoid the impression that the canonical circuit debate may result in pushing functionally important projections, for instance the one from L4 to L2/3, prominent in sensory cortices, into the abyss of non-canonicality, and thus, is in danger to miss the point. How can we better capture the diverse but clearly limited set of combinations known to make up neocortical circuitry? Perhaps a better way is to relax the definition of canonicality even a bit further and drop the requirement that a canonical projection must be found in every cortical column. Stepping short of calling neocortical connectivity random (which clearly it is not), the canonical circuit definition in its 'weak' form would define a matrix of canonical connections and associated connection strengths and simply assign the probability with which they occur in neocortex. Obviously, inhibitory circuits that are being unraveled in detail only nowadays, have to be included in the picture. A series of early investigations on fast-spiking inhibitory neurons in rabbit V1, S1 and M1 -identified by the waveform of their spike, the firing patterns and projection targets -clearly point to the notion that the essence of inhibitory circuits making up neocortical circuitry are likely to be captured by a similar strategy (Swadlow, 1988 (Swadlow, , 1989 (Swadlow, , 1990 (Swadlow, , 1991 (Swadlow, , 1994 .
Columnar inhibitory connections
The literature on neocortical GABAergic neurons is vast and many efforts have been made to describe their features and to characterize their synaptic connections (e.g. Ascoli et al., 2008) . When considering developmental, molecular, electrophysiological and morphological properties in conjunction, many studies on neocortical inhibitory neurons came up with at least 5 main types of inhibitory neurons (Kawaguchi and Kubota, 1997; Gelman and Marin, 2010) , although subdivisions have been reported frequently. These inhibitory neuron types are (i) chandelier cells (targeting exclusively axon initial segments), (ii) basket cells (believed to target largely somata and proximal dendrites), (iii) Martinotti cells (targeting distal dendrites, often in L1), (iv) neurogliaform cells (largely thought to signal using volume transmission, Olah et al., 2009 ) and (v) bipolar/bitufted cells (often targeting dendritic shafts and spines). This subcellular target structure specificity of the inhibitory neurons' axon is the hallmark of many classifications and has been suggested to be independent of the laminar location of the cell body within a cortical column (Markram et al., 2004) , but this view is far from unequivocal. Nevertheless, along these lines, several different types of inhibitory neurons have also been identified in the rodent barrel cortex (Bayraktar et al., 2000; Porter et al., 2001; Angulo et al., 2003; Staiger et al., 2004; Ma et al., 2006; Sun et al., 2006; David et al., 2007; Tan et al., 2008; Karagiannis et al., 2009; Sun, 2009; Staiger et al., 2009; Helmstaedter et al., 2009a,b,c) . A recent alternative classification of inhibitory neurons in layer 2/3 of the barrel cortex is based on the axonal projection pattern of these neurons with respect to cortical layers and barrelrelated columns (Helmstaedter et al., 2009c; Helmstaedter and Feldmeyer, 2010 ; see also Dumitriu et al., 2007 for a similar approach for visual cortex inhibitory neurons). The main types that The 'canonical' microcircuits receiving lemniscal thalamic input from the ventroposterior medial nucleus (VPM) predominantly in L4 (and to lesser degree in L5B). (B) Intracortical microcircuits involved in the processing from signals arriving from the paralemniscal pathway (input from the posterior medial thalamic nucleus, POm, to L5A pyramidal neurons). (C) Synaptic connections involved in the thalamo-corticothalamic feedback circuit between L4 spiny neurons, L5B and L6 pyramidal cells and the thalamic nuclei. L6A pyramidal cell innervate predominantly the sensory specific VPM nucleus, while L5B pyramidal cells form large terminals on neurons in the POm (for review see . Note that barrel L4 spiny neurons are intrinsic elements of all three microcircuits. Since synaptic connections involving barrel cortex inhibitory neurons have so far only been characterized in a few studies, they have been omitted for simplicity. Modified with permission from (Lü bke were distinguished by this approach are (i) local (i.e. intracolumnar) inhibitors (including chandelier neurons), (ii) lateral (i.e. transcolumnar) inhibitors, (iii) translaminar L2/3-to-L4/5 inhibitors, and (iv) translaminar L2/3-to-L1 inhibitors. These different types of inhibitory neurons have been implicated in feedback as well as feed-forward inhibition. Another approach to classify GABAergic interneurons focuses on molecular markers. There is a bewildering thicket of different molecules and their combinations, including oligopeptide co-transmitters, calcium binding proteins, and receptor subunits, suggesting a huge functional variability amongst cortical GABAergic neurons (Markram et al., 2004; Sugino et al., 2006; Ascoli et al., 2008; Taniguchi et al., 2011 ). An early attempt to capture the majority of cortical GABAergic neurons (Kawaguchi and Kubota, 1997) proposed to divide them into three groups: parvalbumin expressing (PV, a calcium binding protein), somatostatin expressing (SST), and vasoactive intestinal polypeptide expressing (VIP) (both SST and VIP are oligopeptide cotransmitters). These groups are non-overlapping and account for the majority of cortical GABAergic neurons. Recently this scheme has been improved by superseding the VIP group by those expressing 5HT3aR, an ionotropic serotonin receptor (containing the obligatory subunit 5HT3a). The 5HT3aR positive neurons are highly heterogeneous, but they are non-overlapping with the PV and SST groups and are a superset of the VIP group. Together with the PV and SST neurons, 5HT3aR cells have been reported to capture virtually 100% of cortical GABAergic neurons (Lee et al., 2010; Rudy et al., 2011) .
As in excitatory neurons, the best available information about axonal projections stems from paired recordings/fillings of coupled neurons with subsequent morphological reconstruction. The best studied synaptic connections involving inhibitory neurons are the ones between fast-spiking L4 inhibitory neurons and L4 spiny neurons and L2/3 inhibitory neurons (Sun et al., 2006; Helmstaedter et al., 2008 Helmstaedter et al., , 2009a Helmstaedter et al., , 2009b Helmstaedter et al., , 2009c . From such data it is possible to hypothesize that, for each major intrinsic excitatory connection, a parallel inhibitory one exists that provides feedforward inhibition for this particular pathway (see Fig. 5A andB) . The best studied case of cortical feedforward inhibition are the thalamocortical synapses from VPM, which target not only L4 spiny neurons, but also various types of fast spiking inhibitory neurons (Porter et al., 2001; Gabernet et al., 2005; Sun et al., 2006; Cruikshank et al., 2007; Kimura et al., 2010; Staiger et al., 1996) ( Fig. 5C and D) . The thalamo-recipient inhibitory neurons in turn disynaptically inhibit L4 spiny stellate neurons (Beierlein et al., 2003; Daw et al., 2007) . In addition to this disynaptic feed-forward mechanism, trisynaptic feedback inhibition via reciprocal synapse between spiny stellate and inhibitory neurons with a high connectivity ratio exists as well (Kö lbl et al., 2010; Cruikshank et al., 2007; Daw et al., 2007) . Much less is known about the lemniscal input to non-fast spiking inhibitory neurons or the para-/ extralemniscal input to any type of inhibitory neuron and the function of these inputs in intracortical processing (Beierlein et al., 2003; Tan et al., 2008) . Together these strong inhibitory effects in L4 are thought to set a short window for synaptic integration by excitatory L4 cells (Brecht and Sakmann, 2002a; Pinto et al., 2003; Bruno and Sakmann, 2006; Wang et al., 2010) . Feed-forward inhibition also seems to be implemented in the projection of L4 to L2/3, as tactile information of L4 microcircuits is not only transferred to supragranular pyramidal neurons, but also with high efficacy to several types of L2/3 inhibitory neurons Xu and Callaway, 2009; Xu et al., 2010) (Fig. 5B and C) . Further, the supragranular signals are passed on by excitatory pathways mainly to L5 (cf. Kampa et al., 2006) . Again a parallel inhibitory projection -albeit not yet characterized by paired recordings -appears to be present: Bipolar-bitufted VIP cells, numerous in L2/3, sample signals from local pyramidal neurons (Porter et al., 1998; Reyes et al., 1998; Rozov et al., 2001) and target L5 pyramidal cells with their rich columnar axons (Bayraktar et al., 2000) (Fig. 5A) . Thus, the three most prominent intrinsic projections in sensory cortices are controlled by parallel feedforward inhibitory pathways. More work is needed to elucidate the contribution of these trans-laminar double track pathways to the balance of excitation and inhibition and to the restriction of signal flow to narrow time windows.
Surprisingly little is known about local infragranular circuits in barrel cortex involving inhibitory neurons, with two notable exceptions. The first is the disynaptic inhibition of pyramidal cells by intervening Martinotti cells (Silberberg and Markram, 2007; Berger et al., 2009; Murayama et al., 2009 ), the second is the preferential innervation of L6 inhibitory neurons by corticothalamic pyramidal cells (West et al., 2006 ; see also Kumar and Ohana, 2008) .
Columnar network dynamics and receptive field properties
Extracellular recordings of action potential firing and intracellular recordings of membrane potential have provided rich information about barrel cortex function. Extracellular microelectrode recordings in anesthetized, awake and behaving rats revealed the typical cortical response in the main receiving column ('the principal column') to precise single-whisker deflections, which is a short lasting excitatory response typically followed by strong inhibition. The inhibitory period suppresses tactile inputs following at a short interval fitting the notion of a fine balance between excitatory and inhibitory signal flows (Simons, 1978 (Simons, , 1985 Carvell and Simons, 1988; Simons et al., 1992; Webber and Stanley, 2004; Stü ttgen and Schwarz, 2008; Crochet et al., 2011) . Accordingly, frequency adaptation (i.e. response reduction with repetitive whisker stimulation) is commonly observed in the cortex (Simons, 1978 (Simons, , 1985 Garabedian et al., 2003; Arabzadeh et al., 2003; Hartings et al., 2003; Webber and Stanley, 2004; Khatri et al., 2004; Stü ttgen and Schwarz, 2010; Sanchez-Jimenez et al., 2009) . As expected it is shaped by intracortical inhibition (Moore and Nelson, 1998; Butovas et al., 2006) , but there is also considerable evidence that short term dynamics of thalamocortical (and possibly also intracortical) synapses play a role (CastroAlamancos and Oldford, 2002; Chung et al., 2002) .
Activation of barrel cortex follows a laminar pattern (Armstrong-James et al., 1992; Welker et al., 1993; Celikel et al., 2004) . However, relating response patterns to the neuron type by juxtacellular recordings and subsequent neuronal reconstruction de Kock and Sakmann, 2008) confirmed layerspecific delays of transient responses but showed clear deviation from what would be expected from the known anatomically defined sequence of intracolumnar projections discussed before. The shortest latencies were found in L4, and L6, the thalamusrecipient layers, as expected by available anatomical data. However, L5B thick tufted cells, which in the connectionist's scheme rather appear as an endpoint of cortical processing, show similar short latency responses. It is likely that L5 neurons get significant thalamic input via their apical dendrites in L4 or their basal dendrites in L5 and L6 and therefore bypass processing in L4 and L2/3 (White, 1978; Petreanu et al., 2009; Meyer et al., 2010; Oberlaender et al., 2012) .
The best-studied properties of barrel cortex receptive fields are multi-whisker integration and directionality. It is important to point out that these properties already exist on the ascending pathway but are transformed at the entry to the barrel cortex . Therefore, it is an ongoing experimental effort to find out which aspect of the multi-whisker response is due to integration on the ascending pathway and which one is generated by trans-columnar processing (Armstrong-James et al., 1991; Goldreich et al., 1999; Brecht and Sakmann, 2002a; Fox et al., 2003; Kwegyir-Afful et al., 2005; Katz et al., 2006; Wright and Fox, 2010) . A current consensus is that trans-columnar processing plays generally a leading role in shaping excitatory and inhibitory parts of receptive fields (Moore and Nelson, 1998; Brecht and Sakmann, 2002a) . Importantly, clear differences between barrel and septal columns have been found in the rat. Matching the recent description of ascending pathways which selectively originate from either mono-whisker (lemniscal 1) or multi-whisker TN cells (lemniscal 2, but also extra-and parelemniscal), and terminate in barrel vs. septal columns respectively, it has been consistently found by pharmacological approaches and intracellular recordings that barrel columns receive mono-whisker signals and multiwhisker responses are generated by trans-columnar processes. In contrast, septal columns clearly receive multi-whisker signals which are substantiated by trans-columnar processing (Fox et al., 2003; Wright and Fox, 2010; Brecht and Sakmann, 2002a,b) . We will discuss these experiments further in a later section about trans-columnar processing.
Two-photon calcium imaging in L2/3 of barrel cortex in vivo (Helmchen and Denk, 2005; Wallace et al., 2008; Grewe and Helmchen, 2009 ) has provided additional insights into the spatiotemporal aspects of population reponses. Consistent with electrophysiological studies, action potential activity in the superficial layers was found to be low, the response probability relatively small (p < 0.4), and trial-to-trial variability high. Single whisker stimulation caused the largest number of spikes in the neuronal population of the principal barrel column, but in addition elicited clear calcium transients in the adjacent columns (Sato et al., 2007; Kerr et al., 2007) (Fig. 6 ). The work of Kerr et al. showed that population firing cannot be explained by a model assuming independent firing. Accordingly they found pairwise correlations between pairs of neurons that decreased with larger inter-neuron distance. Most interestingly, correlations showed a gradient within a barrel column, with highest correlations between pairs in the center of the principal barrel column and lower ones close to the bordering septal columns. However, individual neighboring neurons could also show highly heterogeneous responses (Sato et al., 2007) . These findings are on the one hand consistent with the coarse functional maps observed previously; on the other hand they reveal significant heterogeneity of the spatial and temporal neural response patterns on the fine scale. Further studies are required to understand this heterogeneity, which could in part arise from the various neuronal cell types, but may also indicate the existence of specific sub-networks intermingled in the barrel cortex, e.g. those reflecting specific projections to other cortical areas (Sato and Svoboda, 2010 ; see also results on heterogeneity in M1 by Huber et al., 2012) .
Another interesting question has been whether a particular spatial layout of direction tuning exists in barrel column networks. While a sub-columnar map of vibrissa motion direction was proposed to exist in L2/3 based on extracellular recordings (Andermann and Moore, 2006) , no clear relationship between anatomical position and direction selectivity was found in a twophoton imaging study (Kerr et al., 2007) . A recent two-photon imaging study reconciled these results by finding a pin-wheel like direction map in adult but not juvenile rats, interestingly suggesting a late emergence of such a map during adulthood (Kremer et al., 2011) .
The behavioral relevance of network dynamics and receptive field properties of barrel column neurons is far from being understood. It has been shown that texture discrimination (Carvell and Simons, 1990) as well as object localization (Knutsen et al., 2006; O'Connor et al., 2010a,b) can be performed with a single whisker suggesting that multi-whisker integration is not a strong requirement, at least for the so far tested whisker-related functions. The perceptual ability of rodents to discriminate the whisker being stimulated and the direction of a whisker stroke has not yet been directly investigated. However, high spatial acuity is suggested by learning experiments that allowed rats to use only one single whisker to cross a gap in the dark. Trials needed to relearn the task after changing the whisker was found to be dependent on the distance between the previously used and the new whisker (Harris et al., 1999) . Frequency adaptation has been proposed to be modulated by the level of alertness as it has been observed to be reduced during learning, but reappeared prominently after a task has been mastered (Castro-Alamancos, 2004) . However, the presence of frequency adaptation is unlikely to be controlled by the level of vigilance and engagement alone, as highly trained animals, which reliably detect near-threshold repetitive stimuli (thus showing a high level of engagement and alertness), do show frequency adaptation in response to these stimuli . Accordingly, fitting neuronal sensitivity to the animals' psychophysical performance, suggested that rats use very short read-out intervals in the range of tens of milliseconds to detect the stimuli (Stü ttgen and Schwarz, 2010). Such short integration windows are in the time range of the very short touch times during active palpation of surfaces (von Heimendahl et al., 2007) .
Perceptual functions of the barrel column
Analysis of perception, one may argue, hardly falls into the range of the microscopic, column-centered views discussed in this section, as performance on a psychophysical task likely involves higher cortical areas and requires cortico-cortical interactions to reach a decision and initialize a motor response. While this interjection is clearly justified, it is also true for the majority of perceptual studies in the whisker system performed so far, that . Spatio-temporal aspects of receptive field properties on the population level using 2 photon calcium imaging. (A) In vivo two-photon calcium imaging of neuronal population activity in an identified barrel column. The location of a barrel column (here for the E1 whisker) was identified by analyzing the whisker-evoked reflectance change DR/R using intrinsic optical imaging (left). Bolus loading of the calcium indicator Oregon Green BAPTA-1 through a glass pipette was targeted to the E1 location resulting in wide-spread green labeling of the neuronal population in L2/3 (right). Astrocytes were additionally stained using the red fluorescent dye sulforhodamine 101. (B) Calcium transients evoked in L2/3 neurons by single-whisker deflections (yellow bars). Note spontaneous calcium transients (blue asterisks) in addition to the stimulus evoked transients (red arrow heads). (C) Spatial map of response probability following whisker deflection as revealed by calcium imaging from L2/3 neuronal populations and overlaid for all experiments after alignment to the principal barrel centers. Minimum (green dashed line), maximum (red dashed line), and average (black lines) barrel column borders are shown. Arcs run vertically, rows run horizontally, and black cross indicates barrel column center. Adapted with permission from Kerr et al. (2007). associations of the barrel column with other cortical processes (despite their undeniable existence) were monitored neither on the physiological nor on the behavioral level. This columncentered (and therefore microscopic) approach is likely reasonable as it has been shown that detection and discrimination of tactile stimuli are blocked by disturbing the integrity of just the barrel column (O'Connor et al., 2010a; Miyashita and Feldman, 2012) . Therefore, in this section we will portray perceptional studies that related behavioral measurements to the internal workings of the barrel column and not its interplay with other cortical systems.
The first glimpse into whisker related perceptual capabilities was provided by an elegant study conducted by Hutson and Masterton (1986) . Using a Pavlovian conditioned suppression paradigm, it was the first study to provide psychophysical assessment of frequency detection and discrimination. The frequency range tested and the control of the sensory stimuli were limited due to the usage of air-puffs as stimuli (up to 32 Hz for detection and up to 7 Hz for discrimination). Furthermore, the whisker tips were targeted by the air stream, making it difficult to infer the vibrations of the whisker at the shaft, the location that directly stimulates the follicle because biomechanical transformation of tip deflection to shaft vibration is potentially complex (Neimark et al., 2003; Hartmann et al., 2003) . Two further groups developed early on a paradigm that is based on instrumental learning to test the whisker-related percept (Guic-Robles et al., 1989; Carvell and Simons, 1990; Guic-Robles et al., 1992) . The rats sampled textures across two gaps and chose to jump across one of them to indicate their decision. Rats readily discriminated two textures that deviated in roughness showing the feasibility to use this paradigm to test the rats' perceptual capabilities. However, none of the two studies reported psychometric curves, nor did they attempt to record neuronal activity during discriminative behavior. Using videography, Carvell and Simons (1990) offered a detailed analysis of whisker movements and reported the notable ability of rats to discriminate a smooth surface from a textured one, which featured a grid of microscopic groves 30 mm deep at 90 mm distance. Ever since this result has amazed researchers in the field as this performance was considered to be close to the sensitivity of the human fingertip. The first study that directly compared perceptual correlates with barrel column spike trains was performed more than a decade later using a variant of the task that employed a decision to drink from one of two wells instead of gap crossing as indicator response (von Heimendahl et al., 2007) . These authors found that the animals use very short touch times ($50 ms per whisker stroke on average). They also observed that correct discriminations were preceded by increased number of touches and concomitant numbers of spikes. Further behavioral studies focused on conditioned whisker movements across textures and found that so-called stick-and-slip events are generated depending on the roughness of textures, and thus, could contribute significantly to perception (Wolfe et al., 2008; Jadhav et al., 2009a) .
The highest precision in comparing neurometric with psychometric data was reached using psychophysical performance in head-fixed rats conditioned to perform a passive detection of whisker deflections (Stü ttgen et al., 2006) (Fig. 7A-C) . In this study ramp deflections of different amplitudes and maximal velocities were presented to the shaft of one whisker. Applying a Go/NoGo detection paradigm in which animals indicated the detection by licking for a water reward, the perceptual range to detect ramps at different amplitudes and maximal velocities was found to be subdivided into two sections that precisely matched the sensitivity profiles of the two classic types of primary afferents SA and RA. In a further study, the perceptual measurements in the SA-supported channel were conducted simultaneously with barrel cortex unit recordings in the behaving animals (Stü ttgen and Schwarz, 2008).
Using probabilistic modeling this study showed that given statistical independence, an ideal observer looking at the 5 most sensitive neurons of the barrel column and receiving from them on average less than one spike per stimulus presentation, is able to detect the presence of a stimulus with the same accuracy as the rat.
Another way to probe perceptual consequences of the barrel column network is the manipulation of its activity. Clearly rats can detect single electrical microstimulation pulses at very low intensity (Butovas and Schwarz, 2007) . Houweling and Brecht (2008) went one step further to test the minimum amount of spikes in a barrel related column that creates a percept (Fig. 7D-F) .
In their experiments, head-fixed rats reported juxtacellular electrical stimulation of single neurons in the barrel column. They found that a burst of 10 spikes introduced into a single barrel cortex neuron are just detectable by the animal. These results together with the psychophysical experiments of Stü ttgen and Schwarz (2008) point to the possibility that less than 10 spikes of the $4000 spikes generated in a single barrel column in response to a whisker deflection , are sufficient to cause a percept.
Using a frequency discrimination task in head-fixed rats, Gerdjikov et al. (2010) found that rats discriminate pulsatile stimulus frequencies between 60 and 90 Hz by integrating the vibrotactile signals rather than using frequency and kinematic cues (i.e. the pulse waveform). More recent work, however, suggested that stimulus integration is required in the task used by Gerdjikov et al. only because its Go/NoGo structure heavily involve mnemonic functions (Waiblinger et al., 2011) . These authors used a detection of change (DOC) paradigm, in which an unrewarded background stimulus (SÀ) and a reward predicting stimulus (S+) are presented in seamless sequence. Therefore, the detection of S+ did not require the storage of stimulus information in memory. Contrary to what has been found in the earlier study requiring mnemonic activity, the rats perform much better in the DOC paradigm if kinematic cues (i.e. changes in pulse waveform) are present in the discriminanda. Whenever kinematic cues are lacking, and thus, integration across stimulus pulses is required to do the task, the performance drops significantly. Neurons in barrel cortex reflect this perceptual effect by generating informative spikes only during the first few stimulus pulses after the switch from background to stimulus.
Conclusions: Microscopic view
The classical column-centered approach has revealed important aspects of columnar development, circuitry and function, up to the generation of behavior. Columnar circuitry is complex to say the least. Isolated layer-to-layer projections combined into a scheme of 'canonical' microcircuitry have to be interpreted cautiously in the absence of a full connectionist cortical model (Markram, 2006; Helmstaedter et al., 2007) , as columnar dynamics have been shown to deviate from the sequence expected from the microcircuit known so far. The work being done begins to unravel that the column plays a major role in perception of simple whisker stimuli, but the associative nature of this cognitive process has not been tackled in detail. In the next section we will cover advances toward exactly this aim -to combine (i) the observation of columnar activity, (ii) its association with other cortical columns, and (iii) relevant behavior. To do so modern methods of specific monitoring and manipulation of columnar circuitry are combined with precise behavioral measurement of the vibrissa related percept and/or relevant behavioral contexts. Amongst the most promising cellular tools are intracellular and juxtacellular recording/stimulation in vivo (Houweling et al., 2010; de Kock and Sakmann, 2008) which allows functional assessment together with complete morphological reconstruction of the neuron. Particular potential is offered further by in vivo calcium imaging using genetically-encoded calcium indicators (GECIs) such as GCaMP-3 (Tian et al., 2009) or Yellow Cameleon 3.60 (Nagai et al., 2004; Lü tcke et al., 2010) . Using viral approaches these protein indicators can be stably expressed in confined neuronal populations over weeks or even months (Margolis et al., 2012; O'Connor et al., 2010b) . They thus offer (i) monitoring of large populations of neurons, (ii) determining the function of genetically labeled, or Fig. 7 . Detection of tactile stimuli and sparse coding in the barrel cortex. (A) Set-up to measure psychophysical detection of a whisker deflection. A behaviorally trained headfixed rat receives a tactile ramp-and-hold stimulus (bottom, only large amplitude stimuli are shown) to one of its whiskers via a piezo-actuator ('whisker stimulator'). It generates a lick at a water spout to indicate a perceived whisker deflection. If this response is given within a 600 ms window of opportunity that starts with the stimulus onset, the rat is rewarded with a drop of water. (B) Two psychophysical channels for tactile whisker-related perception in rats. Psychometric (obtained by the procedure shown in A) and neurometric curves (phasic spike counts) of the two classes of primary afferents (slowly adapting, SA, and rapidly adapting, RA) are superimposed for small (blue/green) and large amplitude stimuli (red, orange). Choosing appropriate scales for the spike counts and the rat behavior, the two curves can be brought in close correspondence with the respective psychometric curve obtained with the same stimuli. The two psychophysical channels cover different perceptual ranges (inset). W1 (SA) is exclusively used for high amplitude/slow velocity stimuli. W2 (RA) is selectively active for low amplitude/high velocity stimuli. (C) Probabilistic model based on neurometric responses of single units recorded in the barrel column. The pool size needed to match the psychometric performance of the rat ranges between 4 and 15 neurons depending on the selection of neurons to be read out. (D) Reconstruction of the stimulated L5b neuron. Superimposed is a micrograph of a stimulation pipette and a tungsten microstimulation electrode aligned along the histologically verified electrode track. The slender apical dendritic tree (red) was fully reconstructed, whereas the axon (blue) was incompletely filled. Barrels are colored brown. WM = white matter. (E) AP (black ticks) raster plots and first lick responses (red squares) during juxtacellular single cell stimulation trials (top), nocurrent-injection catch trials (middle) and 19 randomly selected microstimulation trials (bottom). Note that the neuron was inhibited during and following microstimulation post hoc histologically identified neurons (Bock et al., 2011; Langer and Helmchen F, 2012) , and (iii) is starting to be combined with detailed behavioral observation in trained animals (O'Connor et al., 2010a,b) . Furthermore, specific manipulation of genetically identified cells by optogenetic tools has been accomplished (Cardin et al., 2009; Mateo et al., 2011) . Driving fast-spiking cells induces gamma rhythm and controls sensory responses. Similar approaches will yield decisive information about the functioning of the barrel column in different behavioral contexts.
The macroscopic view: Associative context
Specific vs. general contexts: Associative coupling vs. brain states
While the hypothetic associative function of neocortical circuits is almost commonplace, it is a nagging deficit in our current understanding of cortical function that we do not know which pathways contribute and how they establish the coupling of any two neocortical areas. Here we apply structural criteria to order the different candidate neuronal structures that could achieve this. As criteria we use the projection pathway, transmitters involved and specificity of computation. The first three use glutamatergic/ GABAergic interactions and rely on spatially precise connection patterns. They are, thus, assumed to reach high specificity of computation and fall into three projection pathways: (1) direct cortico-cortical, (2) cortico-thalamic, and (3) other cortico-subcortical interactions. Sensorimotor integration, perception, and cognitive control of any type are amongst the functions that are ascribed to these structures (Fuster, 2009) . A fourth class uses also cortico-sub-cortical connections, but involves neuromodulatory brainstem systems (e.g. ventral tegmental area, raphe nuclei, dorsolateral tegmental nuclei, locus ceruleus) using neuromodulatory transmitters (e.g. dopamine, serotonin, acetylcholine, norepinephrine), acting on a host of different postsynaptic receptors, volume transmission and axonal arborizations that extend throughout the brain. The latter class is therefore assumed to exert its functions in profuse and intricate ways in the targeted brain regions. Their functional significance is seen predominantly in the contribution to more general behavioral functions ('states') like vigilance, arousal, mood, and reinforcement. As a cautionary note, we maintain that current knowledge does not exclude the possibility that the functionality of all four discussed ways that potentially couple cortical sites may overlap considerably. In particular, we do not know in how far local release of neuromodulators can cause a change in 'local state', nor is it clear whether and how cortico-cortical coupling of neocortical areas is able to generate (or trigger) 'general brain states'. However, we think the structural differences of the different systems are well suited to guide our thinking about possibilities of cortical association. We will grossly refer to the general internal dynamics dependent on neuromodulation as 'changes in state', while more specific cortico-cortical interactions are tagged 'associative coupling', although it is clear that on the level of cortical dynamics and even more so on the level of behavior, these two influences will be hard to dissect.
The barrel cortex with its exquisite topographic layout and accessibility in rodents is ideally suited to study functional principles of the three routes of associative coupling (Fig. 3 ) and brain states. There have been extensive investigations into neuromodulation, which make the study of it feasible in conjunction with analyses of cortical coupling. Barrel cortex offers to study the associative recruitment and coupling of sensorimotor areas due to the explicit sensorimotor nature of whisker-related somatosensation. Rodents deliberately move their whiskers to explore their tactile environment, a behavior called whisking. Whisking is hypothesized to be adaptive, adjusting movement parameters to optimize perception (Carvell and Simons, 1995) . In this event, whisker movements must be carefully monitored to be able to counteract the corruption of the tactile signal by selfmotion. Thus, somatosensory and motor signals are expected to interact constantly, a fact that is reflected by a dense interconnection of the two systems on all levels of organization (Ferezou et al., 2007; Diamond et al., 2008; Sato and Svoboda, 2010; Petreanu et al., 2012) (Fig. 3) .
A boon for the study of cortical association in the whisker system is the fact that S1 is one of a series of adjacent and tightly interconnected sensorimotor areas many of which show a topographic body representation with prominent face and whisker representations and are connected to each other either by juxtaposing the face or limb areas (Fig. 1) . Many of these share input from the same thalamic nuclei, VPM, VPL, and POm. M1 is located fronto-medially from S1, shares input from POm and overlaps the limb S1 representation (Hall and Lindholm, 1974) . M1 straddles what has been called the agranular medial and lateral fields (AGL and AGM, Brecht et al., 2004; Neafsey et al., 1986) . More frontally, cortex assumes anatomical and functional properties reminiscent to pre-motor and pre-frontal areas in primates (Uylings et al., 2003) . Lateral to S1, we find the predominantly unimodal S2 (Menzel and Barth, 2005) which is oriented such that the face areas touch each other, followed more laterally by the again inverted body representation of the parietal-ventral area (PV) (Remple et al., 2003; Benison et al., 2007) . Both S2 and PV receive signals from POm thalamus, with PV showing multimodal responses and providing a link to the amygdala (Shi and Cassell, 1997; Rodgers et al., 2008) and possibly also to the parahippocampal region and hippocampus (Witter et al., 1986) . Further, little explored multimodal parieto-medial (PM) and parieto-lateral (PL) areas are located in the triangle between primary somatosensory, auditory and visual areas (Remple et al., 2003) (Fig. 1) .
In this second part of the review we will discuss the morphological underpinnings and functional aspects of the three routes of associative coupling as well as neuromodulation. Possible cortico-cortical pathways aligned to the columnar structure in S1 and interconnecting S1, S2, and M1 will be discussed. We will then cover the network dynamics generated by these networks and outline how combination with advanced behavioral observation may finally help to understand the context dependence of cortical activity on a mechanistic level.
Long-range connections
Direct cortico-cortical projections
The layout of direct cortico-cortical projections within barrel cortex is highly specific for the tiling in barrel and septal columns (Kim and Ebner, 1999 ). Kim and Ebner described two fairly separated projection systems, one originating from barrel the other from septal columns. The barrel-related horizontal projection system originates mainly from supra-and infragranular layers and shows relatively short projection range inside S1 (a few axonal projections from L4 neurons to adjacent barrel columns do exist as well; see Staiger et al., 2004; Egger et al., 2008) . A main projection target is the neighboring septal domain, but also neighboring barrels predominantly targeting L2/3 and L5 (Adesnik and Scanziani, 2010) . Horizontal connections in barrel cortex are highly anisotropic showing a clear preference to run along rows rather than arcs of whiskers (Kim and Ebner, 1999; Petersen et al., 2003a; Bruno et al., 2009) . These characteristics are similar to those known from other cortical systems, particularly V1 in cats and monkeys, where the cortico-cortical output of a column projects in a clustered fashion -each cluster being a dense innervation of a circumscribed column (Koralek et al., 1990; Lund et al., 1993; Douglas and Martin, 2004) . In the vicinity of the origin the terminal clusters are dense and decrease in density with columns farther away. The anisotropy of projections as found in barrel cortex is a typical finding in other cortico-cortical projection systems as well. It is most likely dependent on the details of the underlying spatial signal representation. For instance, the back projection from primate higher visual areas V2 and V3, to V1 is anisotropic -respecting for instance the striped representation of visual signals in V2 -while projections within V1 are isotropic (Angelucci et al., 2002) .
The termination of barrel columns projections outside the whisker-related barrel field are found in a clustered fashion in rat S2 (Koralek et al., 1990; Zhang and Deschênes, 1998; Kim and Ebner, 1999; Chakrabarti and Alloway, 2006) . Terminal fields from septal domains are more wide-spread, and farther from the home column, terminate predominantly in other septal columns. Interestingly, this specificity was observed mostly in supragranular layers while infragranular projections tend to blur the borders between barrel vs. septum territory. Like barrel columns, septal ones target S2. However, septal columns are singled out as they provide the predominant source of the strong projection to M1 (Fig. 8A-C) (Crandall et al., 1986; Alloway et al., 2004; Chakrabarti et al., 2008) . In mice, the connectivity of the relatively smaller septal columns is unknown and may differ from the portrayed scheme obtained from work in the rat. Sparse, reciprocal connections exist with bilateral perirhinal cortex (Chakrabarti and Alloway, 2006; Ferezou et al., 2007; Sato and Svoboda, 2010; Aronoff et al., 2010) , the contralateral somatosensory cortex (Petreanu et al., 2007) , and contralateral motor cortex and ipsilateral orbitofrontal cortex . Reciprocal corticocortical connectivity is generally observed, suggesting bidirectional flow of information linking these cortical regions.
Cortico-thalamic loops
The intermediate level of cortico-thalamic loops connecting S1 to S2 or M1 is prominent as well in the whisker system. In the following discussion we will ignore the fact that each cortical site feeds back to itself by a separated loop constituted by layer 6A pyramids to the thalamic nucleus providing its main input. This Fig. 8 . Long-range and local connectivity in rodent barrel cortex. (A) Schematic view of long range output projections from a single column in the barrel field of S1 somatosensory cortex (cyan) to the S2 cortex (violet) and the M1 motor cortex (green). (B) Bright-field image including S1 and S2 region of a mouse neocortex injected with lentivirus encoding green fluorescent protein (GFP) into the C2 barrel column. The original GFP epifluorescence (green central region) from the core of the C2 targeted injection site is overlaid upon the bright-field image stained by anti-GFP immunohistochemistry with nickel-enhanced DAB detection. Axonal projections from the C2 barrel column are evident within the S1 barrel field, medially in the S1 dysgranular zone and laterally as a dense column of innervation in S2. (C) Injection of biotinylated dextran amine (BDA) into the C2 barrel column resulted in prominent labeling of a column of axons projecting to ipsilateral M1. A schematic representation of this coronal section is shown on the right (Paxinos and Franklin, 2001) . (D) Fluorescence image of the thalamus from a mouse which had been injected with BDA into the C2 barrel column. The VPM and POm nuclei of the thalamus are strongly labeled. Viewed at higher magnification the boutons in VPM are small (top right) whereas there are both large and small boutons in POm (bottom right). Adapted with permission from Petersen (2007) feedback system is a gatekeeper of its own input but has limited potential to couple far distant neocortical sites (Olsen et al., 2012 , but see Zhang and Deschênes, 1997) . We will instead focus on barrel cortex L5 neurons sending collaterals to POm (Hoogland et al., 1991; Bourassa et al., 1995; Veinante et al., 2000b; Killackey and Sherman, 2003) , a higher thalamic nucleus which connects to several sensorimotor cortical areas (S1, S2, PM, M1, amongst others) Chmielowska et al., 1989) (Fig. 8D) . Cascades of such connections have been described in other cortical areas as well and have been proposed as a general means to couple different neocortical areas (Sherman and Guillery, 2011) . The L5 projections to POm terminates in efficacious synapses showing strong short term depression (Groh et al., 2008) . In vitro, the disynaptic path via POm has been demonstrated to readily drive S2 activity (Theyel et al., 2010) . A gating function of the POm pathway is discussed, based on, firstly, the thalamus relay cell's ability to switch from burst firing to tonic firing and, secondly, on synaptic inhibition from zona incerta ventralis (ZIv), a thalamus associated nucleus receiving inputs from motor cortex and sending inhibitory inputs to POm (Bartho et al., 2002; Bokor et al., 2005; Lavallé e et al., 2005) . In the quiescent state of the animal, the tactile pathway to S1 and S2 via POm is expected to be in the burst mode and corticocortical transmission would be limited to transmitting activity in a highly non-linear way (Sherman and Guillery, 2011) . However, during whisking M1 inputs would release inhibition from POm by activating an inhibitory synapse inside ZIv which in turn would reduce inhibitory ZIv output to the POm. During whisking POm could thereby switch to the regular firing mode and reliably transmit signals between S1, S2, and M1 (Trageser et al., 2006; Trageser and Keller, 2004; Urbain and Deschênes, 2007) (Fig. 3) .
Cortico-subcortical loops
The sub-cortical pathway departs mostly from L5 large pyramids that -beyond thalamus -project as well to brainstem, reticular formation, tectum, the basal ganglia, and the cerebellar networks amongst others (see for review, Bosman et al. (2011) ; see also Kozloski et al., 2001 for the visual cortex). These targets are all involved somehow in the generation (and/or orchestration) of motor output, i.e. behavior (Guillery and Sherman, 2002) . At the same time, however, they send signals back to neocortex, thereby having an unknown effect in coupling of neocortical areas. While all these projection systems are worth to be studied in their own right, we focus here on the strong cortico-fugal projections from sensorimotor areas to TN. As TN is a major relay of afferent tactile signals it closes the loop via the ascending projections to exactly the same sensorimotor areas (S1, S2, M1 amongst others). The cortico-fugal loop, therefore is closed and may serve as a relative simple model system to study the role of cortico-sub-cortical loops in cortical association (Fig. 3) . The caudal sector of the SpVi, the SpVic, contains numerous inhibitory neurons that exert inhibitory control on PrV, thus gating the flow of sensory information through this nucleus (Jacquin et al., 1989a,b; Timofeeva et al., 2004) . The SpVic is itself under the inhibitory control of the caudalis nucleus of the trigeminal complex (SpVc) which increases sensory traffic through PrV by dis-inhibiting it from the inhibitory drive of the SpVic (Furuta et al., 2010) . It is almost certain that many more such interconnections exist in the TN, leaving interesting work for the future. The important insight is that these intricate intrinsic connections may gate or block a subset of the ascending channels and that this gate may be controlled by direct cortico-bulbar connections from S1 and S2, and an indirect one from M1 (Furuta et al., 2010) . Interestingly, the projection from S1 to SpVi also appears to be directly involved in controlling whisker movements, since stimulation of S1 neurons when M1 is inactivated, and SpVi stimulation alone drives retraction of the contralateral whisker . In conclusion, these cortical-subcortical loops are candidates to establish associations between the contributing areas in parallel to their direct cortico-cortical counterparts.
Neuromodulatory systems
One potent source of setting brain states is the release of neuromodulators from the reticular formation and basal forebrain to sub-cortical and cortical networks. A major role is played by acetylcholine (ACh), norepinephrine (NE), and other neurotransmitters which act in thalamus and cortex amongst other structures (McCormick and Bal, 1997; Buzsaki et al., 1988; Kristt, 1979; Kristt and Waldman, 1981; Houser et al., 1985) . ACh modulates barrel cortex activity in complex ways, via pre-and postsynaptic mechanisms involving both nicotinic and muscarinic ACh receptors and highly specific effects on excitatory vs. inhibitory neurons. Together, ACh-related effects may increase signal to noise ratio for behaviorally relevant signals (Gil et al., 1997; Oldford and CastroAlamancos, 2003; Gulledge and Stuart, 2005; Eggermann and Feldmeyer, 2009; Gulledge and Kawaguchi, 2007; Porter et al., 1999; Christophe et al., 2002) . A recent study by Constantinople and Bruno (2011) has also implicated a decisive role for norepinephrine in the control of cortical states. They recorded from neurons in L2 to L6 of the rat barrel cortex under anesthesia and subsequent wakefulness. Both states differed markedly in their temporal pattern of synaptic inputs. During wakefulness, immediately following removal of anesthesia, prolonged periods of synaptic quiescence (DOWN states) were abolished in all layers and all neurons showed persistently depolarized membrane potential reminiscent of cortical UP states. These depolarized states were prevented by antagonists of norepinephrine, but not of ACh or 5-HT. These results in rats comparing slow wave anesthetized and desynchronized awake cortical states (Constantinople and Bruno, 2011) need to be reconciled with findings in mice comparing the slow wave cortical state during quiet wakefulness and the desynchronised active whisking state (Poulet et al., 2012) . During quiet wakefulness, when the whiskers are not moving, action potential firing rates are low in the somatosensory thalamus and the cortex exhibits prominent slow membrane potential fluctuations. However, during active whisking, thalamic firing rates increase strongly, driving the neocortex into the active desynchronized state. Interestingly, neither the change in thalamic firing rate nor the cortical state change depends upon sensory information from the periphery. The recruitment of neuromodulatory processes for vigilance related states vs. specific behavioral states needs to be elucidated by future experiments.
Transcolumnar processing
Despite the exquisitely resolved anatomical maps, most cells in the ascending whisker-related system display multi-whisker responses to varying degrees. A bias towards mono-whisker responses is present in some PrV neurons giving rise to the lemniscal 1 pathway. However, extracellular and intracellular measurements revealed that receptive fields of thalamic and cortical neurons of all layers in barrel and septal columns are surprisingly broad (Simons, 1978; Moore and Nelson, 1998; Zhu and Connors, 1999; Brecht and Sakmann, 2002a,b; Brecht et al., 2003; Manns et al., 2004) . Broad receptive fields may endow neocortical neurons with important integrative functions beyond trivial sensory representations and allow adaptive sensory processing in response to context dependent needs. Experiments designed to find out in how far multi-whisker convergence is shaped by trans-columnar processing commonly found that receptive field size is determined strongly by trans-columnar processing (Carvell and Simons, 1988; Moore and Nelson, 1998; Schubert et al., 2001 Schubert et al., , 2003 Brecht et al., 2003; Manns et al., 2004 ). An exception may be L4, where either strong or absent effects on the receptive field size after lesion of the neighboring column were found (Armstrong-James et al., 1991; Goldreich et al., 1999) . The reason may have been the usage of urethane as anesthesia or differences in the extent of the lesion in the neighboring barrel column. More recent studies inactivated all of barrel cortex with surface application of muscimol, a GABA receptor agonist, and recovered only the column of interest with local application of the competitive antagonist bicuculline, in an attempt to isolate the impact of thalamic inputs on the cortical receptive fields. Receptive fields of L4 neurons (Fox et al., 2003 , as well as those in L5: Wright and Fox, 2010) shrink considerably with respect to control under these circumstances, suggesting that a substantial part of the receptive field is generated by trans-columnar processes. Another study found that L4 receptive field changes following manipulation of receptive field size on the level of TN, can be largely explained by this sub-cortical manipulation, and thus, argues against a dominant trans-columnar effect (Kwegyir-Afful et al., 2005) . In summary, while the situation in L4 remains not fully resolved, there is otherwise consensus that inhibitory and excitatory subfields are generated by intracortical mechanisms (Carvell and Simons, 1988; Moore and Nelson, 1998; Schubert et al., 2001 Schubert et al., , 2003 Brecht et al., 2003; Manns et al., 2004) . In the thalamus sensory activation elicits excitatory or inhibitory responses which tend to be spatiotemporally segregated, i.e. different whiskers often evoke purely excitatory or inhibitory responses and if whiskers evoke both excitatory and inhibitory responses these response components are segregated in time (Brecht and Sakmann, 2002b) . In contrast, in the cortex all whiskers tend to evoke mixed excitatory and inhibitory responses, which overlap in time, although excitation tends to lead with shortest latencies (Moore and Nelson, 1998; Brecht and Sakmann, 2002a) .
Spontaneous activity is clearly transcolumnar as it sweeps through the barrel field in a wave-like fashion, reflecting the occurrence of UP states (versus more quiet DOWN states) as seen in intracellular recordings in anesthetized animals (Petersen et al., 2003b) . Studies using large scale voltage sensitive dye (VSD) recordings demonstrated the spatiotemporal progression of evoked sub-threshold tactile activity. Single-whisker deflection leads to an initially confined activation of the respective barrel column followed by a rapid horizontal spread across the entire barrel field within $50 ms (Petersen et al., 2003a) (Fig. 9A and B) . Most interestingly, sensory-evoked VSD responses depend on the network state at the moment of whisker stimulation, with more confined activation and less spread during UP states
The spread of activity across large parts of sensorimotor cortex in both hemispheres has been further studied using large craniotomies. Whisker stimulation causes not only an excitation across the whole barrel field, but at a delay, also excites M1 in anesthetized and awake mice (Ferezou et al., 2007) (Fig. 9C) . Thus, M1 activation does not happen by the travelling of a contiguous wave across the neocortex, suggesting that it is not evoked via short range interconnections from one column to the next. The wide-spread activity evoked by single whisker stimulation can be blocked by local inhibition of glutamatergic synaptic transmission, suggesting that at least in part it is driven by the activity of excitatory neurons in the barrel cortex. Future studies need to resolve the progression of sensory information within S1 and across neocortical areas at higher resolution and use optogenetic or pharmacological manipulation to elucidate which of the three cortico-cortical pathways discussed here is involved in conveying it. In vitro studies clearly show that direct cortico-cortical as well as cortico-thalamic projections may contribute in specific ways (Theyel et al., 2010; Adesnik and Scanziani, 2010) . The progression of sensory signals across large areas of neocortex speaks in favor of an integrative nature of cortical processing, in which sensory signals from an individual whisker need to be processed in the context of other sensory inputs (other whiskers, other tactile inputs and also other sensory modalities) and of expectations derived from previous sensory experience, self-generated movements and behavioral goals. In the following we will discuss experiments which have started to experimentally control such contexts.
Studying associative coupling using whisking behavior
In recent years, researchers have begun to make highresolution electrophysiological and optical recordings from neocortex in awake rodents during whisking movements in air or against objects (Fanselow and Nicolelis, 1999; Hentschke et al., 2006; Lee et al., 2006; Crochet and Petersen, 2006; Fujisawa et al., 2008; Poulet and Petersen, 2008; Jadhav et al., 2009a; Ferezou et al., 2007; Greenberg et al., 2008; Sawinski et al., 2009 ). Wholecell patch-clamp and sharp microelectrode intracellular recordings have revealed intense barrages of synaptic inputs to both excitatory and inhibitory barrel cortex neurons in awake resting mice (Crochet and Petersen, 2006; Poulet and Petersen, 2008; Gentet et al., 2010) and rats (Okun et al., 2010) (Fig. 10A) . Typically, large amplitude (10-20 mV) oscillations of the membrane potential are recorded in the 1-5 Hz range when the animal is sitting still and the whiskers are not moving. Extracellular measures of global sub-threshold synaptic activity in barrel cortex of awake mice using local field potential recordings (Poulet and Petersen, 2008) or voltage sensitive dye imaging (Ferezou et al., 2006 (Ferezou et al., , 2007 also show slow oscillations highly correlated with membrane potential recordings that form waves of activity propagating across the barrel cortex.
When mice start to move their whiskers, with no objects in the way, the slow oscillations are reduced in amplitude and replaced by faster, lower amplitude synaptic activity (Crochet and Petersen, 2006; Poulet and Petersen, 2008) (Fig. 10A and B) . Chronic recordings in infragranular layers while rats performed a whisking task have shown that firing rates are increased during whisking (Hentschke et al., 2006) , a statement which has recently been rendered more precisely to be a specific increment of firing rates in L5A . In other layers, however, firing rate does not report the change in sub-threshold activity pattern (Poulet and Petersen, 2008; de Kock and Sakmann, 2009 ). Furthermore, the horizontal spread of the sensory response has been observed to be decreased (Hentschke et al., 2006; Ferezou et al., 2006) (Fig. 9C ) and temporal interaction between repetitive stimuli is reduced (Fanselow and Nicolelis, 1999; Lee et al., 2008) . Dual whole-cell recordings and simultaneous whole-cell, local field potential and EEG recordings allowed an analysis of the patterns of correlation during different states in the barrel cortex ( Fig. 10A and B) . These experiments showed that during the resting state sub-threshold, but not spiking activity, is indeed highly correlated in nearby cortical neurons, but is significantly reduced during the active state (Poulet and Petersen, 2008; Gentet et al., 2010) . Coherence analysis showed that the slow oscillations (but reaching up to $30 Hz) were almost entirely responsible for the high correlation in resting state and decorrelation in the active state (Poulet and Petersen, 2008) . In vivo two-photon microscopy has recently been used to target whole-cell recordings to L2/3 inhibitory and excitatory neurons during resting and active states in mouse barrel cortex (Gentet et al., 2010) (Fig. 10C ) Similar to dual excitatory-excitatory neuron recordings, the membrane potential was highly correlated between pairs of excitatory, FS and non-FS inhibitory neurons during quiet wakefulness and the correlations were reduced during active whisking. A recent study worked out that activity of somatostatin containing inhibitory neurons, a class of inhibitory neurons that innervate distal dendrites of excitatory neurons, does not correlate with the membrane potential fluctuations of other types of nearby neurons. These somatostatin neurons are tonically active during quiet wakefulness but hyperpolarize and reduce firing in response to tactile input and during whisking (Gentet et al., 2012) , probably opening a Martinotti cell-dependent inhibitory gate to allow dendritic sensory signal processing in cortical L1 (Fig. 10D) .
The fact that global EEG recordings capture most of the changes seen on the cellular level in spontaneously whisking mice and that thalamic neurons are involved in the whisking-mediated changes (Poulet and Petersen, 2008; Poulet et al., 2012) are compatible with being caused by a brain state. At present, however, experiments using specific manipulation of neuromodulatory systems during behavior are lacking and the detailed contribution of corticothalamic or sub-cortical pathways has to be worked out. In fact, a combined lesion and electrophysiological study in rats, clearly pointed to a critical contribution of the sub-cortical TN in generating the hallmark effect of active touch, i.e. reduction of tactile response during whisking (Lee et al., 2008) : Using electrical stimulation at different stations of the ascending tactile pathway, these authors showed that response reduction only occurs when stimulating fibers presynaptic to TN, but is inverted when stimulating the axons leaving the TN. Therefore, they concluded that response reduction in active touch must happen in the brainstem. Lesions in TN pointed to a pivotal role of inhibition of PrV by SpVic (Lee et al., 2008; Furuta et al., 2008) . In view of the cortical control of SpVi by S1 and S2 cortices (Furuta et al., 2010) , this suggests the contribution of sub-cortical associative mechanisms. More recently, the direct cortico-cortical projection from M1 to S1 has been investigated by combining axonal transport of genetically encoded calcium dye GCaMP3 with two photon calcium imaging of M1 presynaptic terminals in barrel cortex layer 1 (Petreanu et al., 2012) . Training mice to detect an object in the vicinity of their face using whisker movements, these authors found that direct cortico-cortical connections are used to inform S1 about motor but also about sensory events (i.e. object contact). The same set of signals were found to be encoded in M1 L2/3 neurons the major site of origin for M1-S1 projection (Mao et al., 2011; Huber et al., 2012) , suggesting that M1-S1 communication via direct cortico-cortical fibers is comprehensive and thus may play an important role in sensorimotor integration. The activity of somatostin-expressing GABAergic neurons described above, might contribute to regulating the input from M1 into S1. The somatostatin-expressing neurons innervate distal dendrites in layer 1, the exact region targeted by the superficial axons from M1. That somatostatin-expressing neurons reduce firing rate during active whisking, might therefore promote the integration of motor input onto S1 pyramidal neurons during active sensing (Gentet et al., 2012) .
4. Combining the microscopic and macroscopic view. The need to study relevant sensorimotor or cognitive behavior
The studies discussed in the last section have begun to search for answers to the major questions to be resolved in future studies, which are, firstly, to what extent the observed cellular changes are due to the brain state or associative coupling via the three pathways of cortico-cortical communication, and secondly, what is the role of the columnar microcircuitry in achieving this Left: dual whole-cell recordings from L2/3 barrel cortex neurons during rest and whisker movements, right: cross correlation analysis shows a high degree of correlation in membrane potentials during rest and a reduction in correlation during the active state when whiskers are moving. (C) Two-photon targeted dual whole-cell recording from L2/3 GFP labeled GABAergic neurons in the GAD67-GFP knock-in mouse. The fast spiking (FS, red) and the non-fast spiking inhibitory neuron (NFS, blue) show largely correlated membrane potential traces (less so during whisking). (D) Whisker trace and whole-cell recording from an somatostatin expressing GABAergic interneuron (SST, left)). Like no other inhibitory cortical cell investigated in detail so far, this neuron shows whisking dependet hyperporized and its firing rate surpressed during whisking. As SST cells inhibit distal pyramidal dendrites in L1 (center) they may be able to selectively disinhibit those structures during whisking. Axonal tracings show that M1 inputs are targeted specifically to L1 in barrel cortex (right).
Figures adapted with permission from Poulet and Petersen (2008) , Gentet et al. (2010 Gentet et al. ( , 2012 coupling. Clearly, the novel optical and intracellular methods to monitor and manipulate cells, dendrites and axons in great detail in vivo will be indispensable for this endeavor. A further decisive development is the use of animals trained to operant behavior with precisely monitored sensory input and motor output, preferably involving perceptional measurements . Operant behavior and stable psychometric performance allow to control brain states due to general variables like vigilance and motivation, and attentional processes can be specifically cued. Furthermore, it assures that the cortical system under investigation is actually being used for the specific sensorimotor integration.
It is clear that brain states and associative coupling via specific pathways will be engaged differently in different behavioral situations. Thus in future work, we will need to decide which aspects of behavior will be the most promising to look at to make progress in the understanding of cortical processing. Specifically, we need to ask what is the experimental condition that engages best the communication between cortical areas? And, how can we differentiate best between effects of neuromodulation and associative coupling? In the following we will argue that we will need a fresh look at the functional aspects of barrel cortex that aims beyond the understanding of sensory processing. The extensive whisker-related behavioral repertoire of rodents suggests that in addition to tactile perception, vibrissae-related neuronal activity plays a role in sensorimotor, mnemonic and cognitive functions, the study of which will have to be incorporated in future research.
To motivate these new directions of research it is helpful to ask how barrel cortex activity relates to the animal's percept. Sensory cortices seem to contribute to perception because they undergo plastic changes during learning of perceptual tasks that reflect specific characteristics of the conditioned stimulus (CS) in space and time (Disterhoft and Stuart, 1976; Kitzes et al., 1978; Diamond and Weinberger, 1986; Diamond and Weinberger, 1989; Recanzone et al., 1992 Recanzone et al., , 1993 Schoups et al., 2001; Ghose et al., 2002) . Furthermore, neuronal activity evoked by electrical microstimulation (Butovas and Schwarz, 2007) , optogenetic stimulation (Huber et al., 2008) and even juxtacellular stimulation of single neurons (Houweling and Brecht, 2008) in V1 and barrel cortex are perceived by rodents. However, lesion studies demonstrated that the relationship between activity in primary sensory cortices and perception is complex. For instance it has been shown that conditioning of detection and discrimination performance of tactile frequency is possible after a near-complete lesion of the barrel cortex (Hutson and Masterton, 1986) . These authors used a classical conditioning paradigm (conditioned suppression) and trained rats on a gap jumping task that required palpation of a gap in a runway in order to cross it. In contrast to the psychophysical tasks, which did not involve active palpation, gap jumping was abolished by barrel cortex lesion. Hutson and Masterton suggested that it is active vs. passive perception that might be the factor that determines the indispensability of barrel cortex. However, this notion was rendered unlikely by recent experiments using operantly conditioned rats that clearly demonstrated the involvement of barrel cortex in a passive detection/discrimination task (Miyashita and Feldman, 2012) . A closer look at the behavioral methods used by Hutson and Masterton reveals that in their perceptional studies the unconditioned stimulus (US, reward, electrical shock) was presented simultaneously with the conditioned stimulus CS (sensory stimulus). Thus the conditioning was of the 'delay' type (simultaneous CS and US) rather than of the 'trace' type (CS and US presentation separated in time). A possible interpretation of this commonality is that the successful association of CS and US in these paradigms could have been achieved by their simultaneous occurrence and did not require any involvement of memory functions. The notion thus arises that it may be the requirement of a memory trace that determines whether cortical structures will be indispensable to learn a given perceptual task. In support of this notion, there is ample evidence indicating that the brain structures critical for classical delay conditioning (cerebellum, brainstem: Clark et al., 1984; Mauk and Thompson, 1987) are different from those necessary for trace conditioning (hippocampus, neocortex, cerebellum: Weiss et al., 2006) . Galvez et al. (2007) conducted experiments that directly showed that barrel cortex contribution to acquisition and retention of the classically conditioned eye lid reflex is indeed critical if the CS and US are presented in sequence, separate in time, while in the case CS and US overlapped in time, learning occurred even in the absence of barrel cortex. Long-term mnemonic functions of barrel cortex for whisker-related behavior have been suggested also based on operant conditioning of gap jumping. Harris et al. (1999) first trained single-whisker animals to cross a gap using the whisker and then cut the trained whisker and reglued it to the same or neighboring whisker stubs. The authors found that retention in the gap jumping task depended on the distance of the prosthetic whisker from the trained whisker. Moreover the authors demonstrated a quantitative correspondence between transfer in the task and physiological overlap of barrel cortex responses evoked by the two whiskers, suggesting that memories may not only be stored but also constrained by the topography of barrel cortex.
In conclusion, future experiments studying brain states and associative coupling need to accomplish a detailed monitoring and manipulation of cellular and sub-cellular processes in animals that perform tasks that optimally engage (and differentiate) brain states and cortico-cortical association. These will likely include mnemonic, and sensorimotor/cognitive tasks together with massive parallel monitoring of distributed neuronal activities and/or manipulating pathways and transmitter systems. Such an experiment has not been performed so far, but the recent achievements in this direction reviewed in this article, give cause for hope that the next couple of years will see significant progress in this endeavor.
