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Abstract Large network, as a form of big data, has re-
ceived increasing amount of attention in data science,
especially for large social network, which is reaching the
size of hundreds of millions, with daily interactions on the
scale of billions. Thus analyzing and modeling these data
to understand the connectivities and dynamics of large
networks is important in a wide range of scientific fields.
Among popular models, exponential random graph models
(ERGMs) have been developed to study these complex
networks by directly modeling network structures and
features. ERGMs, however, are hard to scale to large net-
works because maximum likelihood estimation of pa-
rameters in these models can be very difficult, due to the
unknown normalizing constant. Alternative strategies
based on Markov chain Monte Carlo (MCMC) draw sam-
ples to approximate the likelihood, which is then max-
imized to obtain the maximum likelihood estimators
(MLE). These strategies have poor convergence due to
model degeneracy issues and cannot be used on large
networks. Chatterjee et al. (Ann Stat 41:2428–2461, 2013)
propose a new theoretical framework for estimating the
parameters of ERGMs by approximating the normalizing
constant using the emerging tools in graph theory—graph
limits. In this paper, we construct a complete computa-
tional procedure built upon their results with practical in-
novations which is fast and is able to scale to large
networks. More specifically, we evaluate the likelihood via
simple function approximation of the corresponding
ERGM’s graph limit and iteratively maximize the likeli-
hood to obtain the MLE. We also discuss the methods of
conducting likelihood ratio test for ERGMs as well as re-
lated issues. Through simulation studies and real data
analysis of two large social networks, we show that our
new method outperforms the MCMC-based method,
especially when the network size is large (more than 100
nodes). One limitation of our approach, inherited from the
limitation of the result of Chatterjee et al. (Ann Stat
41:2428–2461, 2013), is that it works only for sequences of
graphs with a positive limiting density, i.e., dense graphs.
Keywords Exponential random graph models  Graph
limits  Maximum likelihood estimator  Likelihood ratio
test
1 Introduction
There has been growing interest in applying exponential
random graph models (also known as p models) to social
network analysis (see Frank and Strauss 1986; Robins et al.
2007; Handcock and Gile 2010). The class of exponential
random graph models, to which we refer as ERGMs for
short, includes many popular random graph models such as
the dyadic independence models and the Markov random
graphs, which makes ERGMs one of the most widely used
and flexible models for complex networks.
Despite its popularity, parameter estimation of ERGMs
for large networks remains a challenging problem. This is
due to the fact that the normalizing constant in the likeli-
hood function depends on the parameters of interest and is
a summation over all possible graphs of n nodes. When n is
large, the normalizing constant contains an astronomical
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number of terms, making evaluating the likelihood—
let alone maximizing it—computationally infeasible.
An early solution proposed by Strauss and Ikeda (1990)
is a pseudolikelihood method that estimates parameters by
maximizing a pseudo-likelihood function, which ignores
the dependency among edges. It is computationally ex-
pedient, but has been shown by van Duijn et al. (2009) to
produce unreliable estimates with sizable bias when de-
pendence in network is strong. Other approaches have
been focused on using Monte Carlo schemes to obtain
maximum likelihood estimator (Geyer and Thompson
1992). In particular, Markov chain Monte Carlo (MCMC)
can be used to draw samples of random graphs from a
distribution at each iteration to approximate the likelihood
function so that the likelihood can be subsequently max-
imized. However, this method is computationally expen-
sive since it usually requires a very large number of draws
and iterations, especially when the initial values of pa-
rameters are far from the unknown true maximum likeli-
hood estimates (Handcock 2003). Thus it is not able to
scale to large networks, because sampling a single net-
work of size hundreds of millions is infeasible, let alone
drawing a large number of samples in each iteration. One
variation of Markov chain Monte Carlo maximum likeli-
hood estimator (MCMCMLE) is to use the Robbins-
Monro stochastic approximation algorithm proposed by
Snijders (2002), which utilizes iterated simple direct up-
dates of parameter estimates that improve the likelihood
function locally. Again, all the above issues with MCMC-
based method remain, especially large network issue de-
scribed above and poor convergence issue due to degen-
eracy issue of ERGMs.
Recent developments of graph limits due to Lova´sz
and Szegedy (2006) and Borgs et al. (2008) and their
coauthors add new depth to our understanding of random
graphs, especially very large graphs. In particular, graph
limits theory shows that a sequence of random graphs
fGng converges to a limit if the homomorphism density
(informally, the proportion) of edges, triangles and other
small subgraphs in fGng converges. Furthermore, the
limit object is a measurable function w : ½0; 12 ! ½0; 1,
which can be viewed as an infinite weighted graph on
the points of the unit interval. We provide an overview
in Sect. 2.3. Chatterjee et al. (2013) have built upon this
emerging tool a new theoretical framework to estimate
the parameters in exponential random graph models.
First, they prove in the language of graph limits that
almost all ERGM graphs converge to a graph limit re-
alization where a certain function is maximized. Then
they give an approximation for the normalizing constant
based on the maximum of this function. Their work is
crucial in our development of a computational algorithm
to fit ERGMs to large networks and is reviewed in Sect.
2.3.
In this paper, we propose a new practical approach of
estimating exponential random graph models via graph
limits tools, which is an extension based on the work of
Chatterjee et al. (2013). Section 2 reviews existing methods
for estimating ERGMs, graph limits and theoretical results
of Chatterjee et al. (2013). Section 3 introduces our algo-
rithm augmented with simple function approximation of
graph limits to improve the generalization of their work.
Section 4 demonstrates the advantages of our algorithm
with comparison to MCMC-based method via both
simulations and real data examples. Section 4 also gives a
discussion about the degeneracy issue of ERGMs. Further,
we investigate likelihood ratio tests for ERGMs under dif-
ferent hypotheses. We conclude with a discussion in Sect. 5.
2 Background
A social network can be represented by a graph, in which
nodes typically represent individuals and ties (or edges)
represent a specified relationship of interest between indi-
viduals, such as friendship. A graph, denoted by
G ¼ ðV; EÞ, comprises a set of nodes, V , together with a set
of edges, E. Let Gn be the space of all simple graphs G on n
nodes, where simple graphs are undirected graphs with no
loops or multiple edges. Let U1; U2; . . .; Uk denote real-
valued functions on Gn, i.e., each UiðGÞ is a feature (graph
statistic) of a graph G in the space Gn. Typical features are
geometrically natural quantities such as the count of edges
or the count of triangles in the graph.
Given a set of k features UðGÞ ¼ ðU1ðGÞ; . . .; UkðGÞÞ
and a vector of real-valued parameters h ¼ ðh1; . . .; hkÞ, the
exponential random graph model (ERGM) assumes that G







¼ exp h0UðGÞ  wðhÞf g;
ð1Þ
where wðhÞ is a normalizing constant such that the total





Given a simple graph G as data, our interest is to find the
MLE of h, which maximizes phðGÞ. However, since
analytic form of wðhÞ is unknown due to the combinatorial
complexity of summing over all possible 2
n
2ð Þ graphs in Gn,
the MLE cannot generally be found analytically. Therefore,
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evaluation of the normalizing constant wðhÞ remains a
major obstacle in ERGM estimation and we seek a reliable
and easy-to-implement solution. Many different ap-
proaches have been proposed. We introduce, in the fol-
lowing, the most widely used and representative methods.
2.1 Pseudolikelihood approach
The maximum pseudo-likelihood estimator (MPLE) of
Strauss and Ikeda (1990), motivated by methods from
spatial statistics (Besag 1975), is a fast and convenient
method for parameter estimation.





h i ¼ h0dðGcijÞ;
where Gij ¼ Iði;jÞ2EðGÞ (the ði; jÞth entry of adjacency table
of G) and dðGcijÞ ¼ UðGÞ  UðG0ijÞ, the change in UðGÞ
when the ði; jÞ edge toggled in G while the rest of the
network remains Gcij. The pseudolikelihood for the model
(1) is just the product of conditional probability of all pairs
of ði; jÞ by ignoring the dependency among edges and thus













The form of pseudolikelihood (2) is identical to the like-
lihood of a logistic regression model, where the true edge
state, gij, is treated as an independent observation with the
corresponding row of the design matrix given by dðGcijÞ.
With standard logistic regression algorithms employed, the
MLE for this logistic regression model is exactly the same
as the MPLE for the corresponding ERGM, which is easy
for implementation.
Despite their easy implementation, algorithms to
compute the MLE for logistic regression models can be-
come unreliable and lead to non-convergence if the
models are nearly degenerate. In addition, the MPLE
approach ignores the dependence between edges, which
can be strong in many ERGMs. Consequently, MPLEs
usually suffer from substantial bias. The standard error
estimates derived from the MPLE method are problem-
atic, which is shown in a simulation study by van Duijn
et al. (2009). Though its properties are poorly understood
for analyzing social networks, the MPLE has been com-
monly used as a rough approximate of the MLE, espe-
cially providing initial values for other iterative methods
such as MCMC-based approaches and stochastic ap-
proximation methods. For example, MPLE is the default
method to obtain the initial values for MCMC-based al-
gorithm implemented in R function ergm from the ergm
package (Hunter et al. 2008).
2.2 Monte Carlo-based approach
Geyer and Thompson Geyer and Thompson (1992) have
proposed a Monte Carlo scheme to approximate the like-
lihood, using m samples fGtig phðtÞ for a known hðtÞ to
approximate the normalizing constant wðhÞ. More
specifically,









where Cn is a constant depending only on the number of
nodes n. Plugging in the above approximation w^ for w in






h0UðGÞ  w^ðh; Gtig
 o
:
The approximated likelihood p^h can then be iteratively
maximized to obtain the Monte Carlo maximum likelihood
estimator (MCMLE) of h.
A host of techniques for sampling graphs fGig from
ERGM with parameters h have been proposed. Liu (2008)
uses importance sampling method. Handcock et al. (2008)
recommend an MCMC-based approach that uses a local
Markov chain through adding or deleting edges via the
Metropolis algorithm, which has been most commonly
used. The corresponding estimators are usually referred to
as MCMCMLE.
Another MCMC-related approach is Snijders ’ sugges-
tion (2002) on using the Robbins-Monroe stochastic ap-
proximation algorithm for computing moment estimates,
which solves
EfZhg ¼ 0; ð3Þ
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where Zh ¼ UðGÞ  UðGobsÞ and Gobs is the observed
graph. The iteration step in the Robbins–Monroe procedure
for solving (3) with step-size at, is
h^tþ1 ¼ h^t þ atZt;
where Zt is a random variable from the distribution of Zh
specified by h ¼ h^t that noisily estimates Uh. The step sizes
at are a sequence of positive numbers converging to 0, with
classical choice of at ¼ 1=t. For more details, please see
Snijders (2002) and also Robbins and Monro (1951). Note
that in exponential families, moment estimates are also
maximum likelihood estimates. Thus, this procedure pro-
vides a promising tool to approximate MLE for ERGMs,
while also requiring drawing samples from ph for a given h
based on MCMC.
These Monte Carlo-based procedures are, in theory,
guaranteed to converge to the MLE if it exists. They have
been popular among practitioners. Handcock et al. (2008)
have implemented these methods in statnet suite of pack-
ages in the R statistical language. The particular package for
ERGMs is called ergm (Hunter et al. 2008). Despite their
popular use, one common difficulty that these schemes
share is the choice of initial values. If the starting point is
close to the true MLE, these algorithms may perform well at
finding the MLE. This is certainly not the case in practice
because we usually lack the knowledge of the approximate
location of the MLE. For the case where the starting point is
far from the MLE, the convergence of these approaches is
rather poor. Bhamidi et al. (2008) give a theoretical ex-
planation: if the parameters are non-negative, then for large
n, either the ph model is essentially the same as an Erdos-
Renyi model or the Markov chain takes exponential time to
mix. This limits the application of MCMC-based approach
to large networks. In fact, since sampling-based methods
require a large number of samples in each iteration, they are
very time and memory consuming and become incom-
putable when applied to large networks. For example, ergm
fails to run for a network of size 10;000, which is relatively
small compared to real-world network data.
2.3 Graph limits based approach
One of recent exciting developments in graph theory is the
theory of graph limits, due to Lova´sz, Szegedy, Borgs and
their coauthors. Below, we first introduce their definition of
the limit of a sequence of dense graphs.
Definition 1 (Lova´sz and Szegedy 2006) For two simple
graphs H and G, let homðH;GÞ denote the number of ho-
momorphisms (adjacency-preserving maps) from VðHÞ to
VðGÞ, where VðHÞ and VðGÞ are vertex sets. This number
is normalized to get the homomorphism density
tðH; GÞ ¼def homðH;GÞ
jVðGÞjjVðHÞj
: ð4Þ
Thus tðH; GÞ is the probability that a random map of
VðHÞ ! VðGÞ is a homomorphism. It is defined that a
sequence of simple graphs fGng is convergent, if the se-
quence tðH; GnÞ of (4) has a limit for every simple graph
H, in the sense that Gn become more and more similar as n
goes to infinity.
The main result of Lova´sz and Szegedy (2006) is that
convergent graph sequences have a limit object, which can
be represented as a measurable function. Let W denote the
space of all measurable functions w : ½0; 12 ! ½0; 1 that
satisfy wðx; yÞ ¼ wðy; xÞ for all x; y 2 ½0; 1. For every









as the homomorphism density of H in w. The intuition
behind this definition is that the interval ½0; 1 represents a
‘‘continuum’’ of vertices, serving as locations, and wðx; yÞ
denotes the probability of having an edge between ‘‘ver-
tices’’ x and y. A sequence of graphs fGng is said to con-
verge to a limit object w if for every finite simple graph H,
lim
n!1 tðH; GnÞ ¼ dðH; wÞ:
The above result works for a sequence of graphs fGng
whose corresponding graph limit object w exists when the
number of nodes n goes to infinity. In other words, w is
positive and fixed in the limit, rather than going to zero.
This results in a sequence of dense graphs, which is the
main limitation of the framework of Lova´sz and Szegedy
(2006). But parallel theories for sparse graphs are begin-
ning to emerge in Bolloba´s and Riordan (2011). On the
other hand, every finite simple graph G can also be rep-
resented as a graph limit wG in a natural way. Split the
interval ½0; 1 into n equal intervals I1; . . .; In, where
n ¼ jVðGÞj. For x 2 Ii, y 2 Ij, define




The papers on graph limit theory define not only the limit
of a sequence of graphs, but also and more importantly, the
space of limit objects, W. And (6) maps any given simple
graph into this space. This makes sense because the con-
stant sequence of any finite simple graph G, fG; G; . . .g
converges to the graph limit wG. Therefore, motivated by
this representation, Chatterjee et al. (2013) propose to map
any ERGM graph into a quotient space with an induced
probability measure.
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Let fW be a quotient space in which every simple graph
G has an equivalence class eG under measure-preserving
bijections. Specifically, denote R as the space of measure
preserving bijections r : ½0; 1 ! ½0; 1. Say that w1; w2 2
W are equivalent if w1ðx; yÞ ¼ w2ðrx; ryÞ for some r 2 R.
To any finite graph G, we associate its graph limit repre-
sentation wG as in (5) and its equivalent class fwG . A
(unique) representation of this class, gGrep , can be obtained
by relabeling nodes of G according to (strictly) ascending
orders of degrees (Bickel and Chen 2009). For notational
simplicity, we drop the superscript ðÞrep and denote eG as a
(unique) representation of fwG . Define a distance dh such
that ðfW ; dhÞ is a metric space (see Chatterjee et al. 2013;
Lova´sz and Szegedy 2006 for more details on definitions).
Intuitively, graph limit theory can be regarded as projecting
any graph on a two-dimensional symmetric function space
according to the representation (5) and introducing distance
on this space in order to define limit, continuous, etc. And
exponential random graph model can then be defined on
this metric space using ‘‘statistics of graphs’’ on this space.
Let T : fW ! R be a bounded continuous function on
the metric space ðfW ; dhÞ. Then T induces an exponential
random graph model of (1) on Gn and the probability mass








where eG is the image of G in the quotient space eW and wn
is the normalizing constant. Note that a linear combination
of continuous function is still continuous, TðeGÞ can also be
written as TðeGÞ ¼Pki¼1 hiTiðeGÞ, where k features
ðT1ðeGÞ; . . .; TkðeGÞÞ are of interest and the parameters are
ðh1; . . .; hkÞ.
Typical choice of TðÞ is the homomorphism density
dðH; Þ as in (5), which is continuous with respect to dh
distance on eW , where H can be any finite simple graph
motif. This choice coincides with the commonly used
ERGM terms such as number of edges or triangles and the
corresponding definition of (7) is equivalent to (1). For
example, consider an ERGM with number of edges, two-













¼ 2h1ð# edges in GÞ
n2
þ 6h2ð# twostars in GÞ
n3




where number of two-stars is defined as the number of
connected triples of vertices. On the other hand, choice
of TðÞ is not limited to homomorphism densities. In fact,
the main results of Chatterjee et al. (2013), the theore-
tical basis of our algorithm, work for many other
‘‘continuous function’’ on graph space, such as the de-
gree sequence or the eigenvalues of the adjacency ma-
trix. Therefore, results of Chatterjee et al. (2013), as well
as those of this paper, can be applied to more general
cases of ERGMs.
Based on the Erdos-Renyi measures defined in Chat-
terjee and Varadhan (2011), where they prove that these
probability measures obey a large deviation principle in the
space eW , Chatterjee et al. (2013) give an asymptotic for-
mula for wn of (7):
lim
n!1wn ¼ supew2eW










u log u þ 1
2
ð1 uÞ logð1 uÞ:
A more important finding is that when n is large, almost all
random graphs Gn drawn from ERGMs (7) are close to
graphs F with high probability when TðeFÞ  IðeFÞ reaches
maximum. The approximation error between eGn and eF is
given in theorem 3.2 in their paper. For any g[ 0 there
exist C; c[ 0 such that for any n,





In other words, eF is the graph limit of ERGMs (7) and can
be obtained by maximizing TðewÞ  IðewÞ.
Based on these findings, Chatterjee et al. (2013) intro-
duce a method to approximate MLE of (7), by evaluating
wðhÞ on a fine grid in h space and then carrying out the
maximization by classical methods such as a grid search.
The corresponding h is an estimate of MLE. However, this
method only works for some specific ERGM when its
graph limit is known but not for arbitrary ERGM when the
graph limit is unknown. In addition, evaluating wðhÞ on a
fine grid may be impossible since parameter space of h is
infinite. Thus, it is hard to determine the range of grid
unless we know approximately where the true MLE is lo-
cated, which is not the case in practice. These issues limit
the application of their work to more general cases.
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3 Methods
In this section, we describe a new computational procedure
of finding MLE of ERGMs for large networks via graph
limits tools. More specifically, motivated by Chatterjee
et al. (2013), we propose an improved algorithm to ap-
proximate the normalizing constant wðhÞ via (9). In addi-
tion, providing that eW is the space of all symmetric function
w : ½0; 12 ! ½0; 1, we propose to use two-dimensional
simple functions to approximate the elements in eW .
3.1 Approximating the graph limit of an ERGM using
two-dimensional simple functions
By definition, a two-dimensional simple function is a finite
linear combination of indicator functions of measurable




ðx; yÞ : x 2















where i; j ¼ 1; . . .; m. And let fcijg be a sequence of real
numbers between 0 and 1. Define a two-dimensional sim-





where cij ¼ cji for any pair of ij. The above simple func-
tions have the following properties:
1. fmðx; yÞ ¼ fmðy; xÞ.
2. The sum, difference and product of two simple
functions are again simple functions.









4. For any element f 2 eW , there is a sequence of simple
functions fm such that
f ðx; yÞ ¼ lim
m!1 fmðx; yÞ; 8ðx; yÞ 2 ½0; 1
2:
Therefore, we can use a simple function defined in (11),
with an appropriate choice of m, to approximate any
function in eW , i.e., the graph limit object.
Let Gn be a random graph on n nodes drawn from the
ERGM distribution (7). Recall that, as proved in Chatterjee
et al. (2013), the graph limit of Gn can be obtained via
maximizing TðewÞ  IðewÞ, while the graph constructed
from this graph limit captures the properties of Gn. When
the graph limit is a constant (the corresponding ERGM is a
simple Erdos-Renyi random graph model), it is trivial to
solve this optimization problem. And Chatterjee et al.
(2013) provide some cases of ERGMs with constant graph
limits. When the graph limit is more complicated and un-
known, however, it is hard to solve this optimization
problem since eW contains all symmetric two-dimensional
functions w : ½0; 12 ! ½0; 1. We address this problem us-
ing simple functions approximation described above.
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The advantage of this approximation is that it simplifies
the search for sup ~wðTð ~wÞ  Ið ~wÞÞ, making it computa-
tionally tractable. For example, consider the ERGM with
homomorphism densities of edges, two-stars and triangles
as Ti, which is (8). In the third step of the above algorithm,
TðwmÞ  IðwmÞ can be written as






















Then commonly used optimization methods, such as con-
jugate gradient or simulated annealing, can be employed to




3.2 Estimating parameters of ERGMs via graph limits
Based on the above simple function approximation algo-
rithm to maximize Tð ~wÞ  Ið ~wÞ, we obtain the corre-
sponding graph limit as well as an approximation of the
normalizing constant wnðhÞ in (7) via the optimization
procedure (9). Suppose the estimated simple function based











Plugging in the approximated w^n leads to the approximated
log-likelihood function of h:








 w^n h; w^ðtÞm
 i
: ð14Þ
Maximizing log p^n provides the graph limit maximum
likelihood estimator (GLMLE) of h. It should be noted that
the bias of GLMLE greatly depends on the accuracy of the
approximation of the log-likelihood, log p^n, which is based
on the approximation of normalizing constant using simple
functions. Thus, we propose an iterative procedure as fol-
lows:
This framework of our algorithm can be interpreted as an
iterative refinement approach. The motivation is as follows:
if we know the current value of the parameters h, we can find
the best value of the ‘‘latent variables’’ wm, as in step 2(a);
conversely, if we know the value of the ‘‘latent variables’’
wm, we can find an update of the parameters h, as in step
2(b). These two steps make our algorithm a maximization–
maximization procedure, similar to the motivation of the
generalized expectation–maximization algorithm, though
the latter requires an expectation step. Note that the above








when n and m are large enough. This guarantees that our
algorithm converges to the MLE in theory if it exists, as the
likelihood function of ERGM follows an exponential family
and is globally concave. The maximum found is also unique.
3.3 Practical remarks
3.3.1 Initial values
To compute an initial value reasonably close to the MLE
quickly, we estimate hð0Þ by constraining the graph limit to
be a constant function, i.e.,
w0ðx; yÞ ¼ c; 8ðx; yÞ 2 ½0; 12;
in which case the corresponding graph is an Erdos-Renyi
graph. c^ is obtained by solving (9). As the optimization
problem (9) is reduced to a one-dimensional problem, we
are able to compute this rough estimate as an initial value
very fast.
3.3.2 Updating wm
Note that TðwmÞ  IðwmÞ, the function to be maximized to
obtain w^m is a nonlinear function and has a simple expres-
sion as in, for example, (13). Many nonlinear optimization
techniques, ranging from slower but more accurate strate-
gies such as simulated annealing to faster greedy strategies
such as nonlinear conjugate gradient method, can be used.
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Since this optimization is carried out in each iteration, a
faster method may be preferred for better computational
efficiency in certain applications. The initial value of wm is
the simple function representation of wG, wGm, by averaging




c block of wG.
3.3.3 Updating h
ERGMs, whose distribution is in exponential families, have
log-likelihood






















This property implies that we can calculate the first deriva-




TðeGÞ, rather than the annoying rwðhÞ, which is in-
tractable. Specifically, the gradient for an ERGM graph G is








Thus the problem is converted to determine the expected
value of ERGM statistics, Eh


TðeGÞ, which is a function of
graph limit w. We illustrate this with some commonly used
ERGM terms tðHi; GÞ, homomorphism density of edges,
two-stars and triangles, as defined in (4). But (8) indicates
that they are equivalent to UiðGÞ, number of edges, two-




i; j ¼ 1
i 6¼ j




i; j; k ¼ 1
i 6¼ j 6¼ k




i; j; k ¼ 1
i 6¼ j 6¼ k
Ifði; jÞ 2 EðGÞg  Ifði; kÞ 2 EðGÞg
 Ifðj; kÞ 2 EðGÞg:
Note that the graph limit wðx; yÞ is the probability of having
an edge between node i and j given their position Xi ¼ x,
Xj ¼ y. Then
























E½U2ðGÞ ¼ 3 n
3




 Z Z Z
wðx; yÞwðx; zÞwðy; zÞdxdydz:
Therefore, using the simple function approximation w^
ðtÞ
m in
tth step, Eh½TðeGÞ can be easily approximated, since inte-
grals reduce to summations as shown in (12). This gives us
an approximation of the first derivative of the log-likeli-
hood, r log p^nðh;GÞ. Then a host of gradient methods can
be employed to update h. These techniques include, for
example, gradient descent, coordinate descent, conjugate
gradient, etc. One algorithm that worths mentioning is
long-range search algorithm for exponential families
(Okabayashi and Geyer 2012). This algorithm uses only the
first derivative of log-likelihood and is theoretically guar-
anteed to converge to the MLE if it exists and the con-
vergence rate is fast in terms of number of iterations.
Therefore, we can employ this method to update h in our
algorithm.
However, when Eh½TðeGÞ is hard to calculate, gradi-
ent-based methods will no longer work. One simple ex-
ample is triangle percent. Suppose T2; T3 is the
homomorphism densities for two-stars and triangles, re-
spectively. Though E½T2 and E½T3 are easy to calculate
as shown above, E½T3
T2
 is hard to compute. In these cases,
we can exploit non-gradient-based nonlinear optimiza-
tion methods, such as Nelder–Mead method 1965, which
only uses function values. It is robust but relatively slow,
which impacts the computational complexity of step 2b
of our algorithm though that of step 2a is not affected
and remains Oðm3Þ.
3.3.4 Stopping criteria
In practice, our algorithm stops if it is unable to reduce the
objective function p^ by a factor of dðjp^j þ dÞ, where
d ¼ 108. This popular stopping criteria is, in fact, the
default stopping rule of R function optim.
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3.3.5 Computational complexity
Our algorithm does not depend on the network size n ex-
cept for obtaining wGm in the initial step, whose time com-
plexity is Oðn2Þ. This guarantees our algorithm scales well
to large networks.
On the other hand, the complexity of our algorithm
highly depends on the most complex ERGM term in the
model because of the nonlinear function to be max-
imized in step 2a. Though the complexity is still un-
known for some ERGM terms, it is known for many
commonly used ERGMs. For example, if we consider an
ERGM with number of edges and two-stars as statistics,
the time complexity of initial step 1 is Oð1Þ. And in
each iteration, the computational complexity of step 2a is
Oðm3Þ.
4 Results
Here we illustrate our method through simulation studies
and real data analyses. In both cases, we compare our al-
gorithm with MCMC-based algorithm, which is the most
commonly used method.
4.1 Simulation study
For our simulation study, we consider an ERGM using
homomorphism densities tðHi; Þ as sufficient statistics,
where H1 is edge, H2 is two-star and H3 is triangle. This
model is actually identical to the ERGM using number of
edges, two-stars and triangles as statistics under a repa-
rameterization of h, which is shown in (8). We specify the
true value of the parameters h to be h ¼ ð2;1; 1Þ; which
is obtained by rounding parameter estimates of this ERGM
fitted to a small Facebook social network data. Using the R
function simulate.ergm from the ergm package (Hunter
et al. 2008), we generate ERGM graphs of different sizes
(n ¼ 100; 200; 500; 1000; 2000; 4000) for this model. In
each case, we simulate 100 graphs and apply our algorithm
as well as MCMC algorithm (R function ergm) to model
these data. For simple function approximation, we set
m ¼ 10.
We measure the performances of these two approaches
in terms of bias and standard errors of fitted value h^. Our
method outperforms MCMC method in almost all cases for
all parameters (see Table 1), especially when the size of
graph n is large. However, we notice that the bias and
standard error of GLMLE increase as n increases, which is
in line with those of MCMCMLE except for the h^3, the
parameter for triangle term. This may suggest that the R
function simulate.ergm, which draws samples using
MCMC, may fail to generate large ERGM random graph of
given parameters, due to the convergence issue of Markov
chains. To illustrate this, we use the W-random graph ap-
proach in Lova´sz and Szegedy (2006) to simulate graphs
from the graph limit of the same ERGM and repeat the
simulation comparison.
W-random graph is a method to generate random graph
using a given graph limit w. Given a two-dimensional
function (graph limit) w 2 eW and an integer n[ 0, we can
generate a random graph Gðn; wÞ with n nodes as follows:
first generate n independent numbers X1; . . .; Xn from the
uniform distribution Uð0; 1Þ; then connect nodes i and j by
an edge with probability wðXi; XjÞ, independently for every
pair. Lova´sz and Szegedy (2006) prove that the graph se-
quence Gðn; wÞ is convergent with probability 1 in dh
measure and its limit is the function w. This means Gðn; wÞ
captures the property of any graph Gn with limit w when n
is large. Therefore, instead of using simulate.ergm to
generate problematic large random graphs, we can first
obtain the graph limit wh of the above ERGM with the true
value of h and then simulate the corresponding W-random
graphs Gðn; whÞ as random draws from the ERGM. All
other settings are exactly the same as above. The results are
summarized in Table 2.
Table 1 Bias and standard
errors of parameter estimates by
GLMLE and MCMCMLE for
random graphs of various sizes
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Comparing the bias and standard errors of estimates in
Table 2 and those in Table 1, we find that both methods
generate more sensible estimates from the W-random
graphs when n becomes large. This indicates that W-ran-
dom graph simulating method is more likely to generate
random graph from the desired ERGM when n is large,
comparing with MCMC-based approach (R function
simulate.ergm). However, this simulation procedure utilizes
wh, which is an approximation of true w corresponding to
true h, and may deliver biased samples if m is too small.
Based on the more reliable results in Table 2, it can be
seen that graph limit approach outperforms the MCMC-
based approach under almost all settings, especially when n
is large. For small graphs such as n ¼ 100, the performance
of MCMCMLE is comparable to that of GLMLE or better.
This is reasonable as GLMLE is built upon limiting be-
havior of large graphs. Especially, our algorithm is based
on (9), an asymptotic formula for the normalizing constant
wn, which may work less effectively when n is small.
The function T : fW ! R that induces an exponential
random graph model of form (7) is not just limited to be the
homomorphism densities of edges, two-stars or triangles.
Actually, it can be any bounded continuous function, which
greatly generalizes ERGMs. In order to illustrate that our
graph-limit-based algorithm works on more general cases
of ERGMs, we consider another model that uses homo-
morphism density of edges and triangle percent as terms.
Similar to the previous model, the TðeGÞ in this ERGM can
also be expressed as a function of number of edges, two-
stars and triangles, that is,
T eG
 
¼ h1ðedges densityÞ þ h2ðtriangle percentÞ
¼ 2h1ð# edges in GÞ
n2
þ h2ð#triangles in GÞð# two-stars in GÞ  2 ð# triangles in GÞ :
ð15Þ
We specify the true value of the parameters h to be
h ¼ ð1:8;0:2Þ. Using W-random graphs generating al-
gorithm, we simulate ERGM graphs of different sizes
(n ¼ 50; 100; 200; 300; 400; 500). And all other settings are
the same as those for the previous simulation. The results
in Table 3 indicate that GLMLE also works on models
other than (8) and performs better than MCMC-based al-
gorithm when network size n is large.
Table 2 Bias and standard
errors of parameter estimates by
GLMLE and MCMCMLE for
random graphs of various sizes























































































Table 3 Bias and standard
errors of parameter estimates by
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Besides the above investigation into how network size n
impacts the performance of our algorithm, it is also very
important to examine the choice of m, the parameter used
in simple function approximation. This is a crucial pa-
rameter for two reasons. First, a too small m may cause
corresponding simple function fail to correctly ap-
proximate the true graph limit. Second, a too large m may
lead to computational infeasibility since the theoretical
complexity in each iteration is about Oðm3Þ. Thus, we
conduct a simulation study using different m to investigate
into the impact of m on GLMLE, under criteria of bias,
MSE and running time. We set n ¼ 4000 and specify the
true value of the parameters h ¼ ð2;1; 1Þ again. We
generate 100 random graphs from this ERGM model and
apply our algorithm using different choices of
m ¼ ð2; 4; 6; 8; 10; 12; 14; 16Þ.
The results are shown in Fig. 1. Clearly, bias, MSE and
variance of GLMLE decrease as m increases, and all are
much smaller than those of MCMCMLE. Plots (a–c) also
reveal that MSE seems to have a faster decreasing rate than
bias, indicating variance of GLMLE decreases faster than
bias since MSE ¼ bias2 þ variance. This phenomenon can
be explained by the fact that larger m yields a more accurate
approximation of w and hence more stable, which in return,
produces more stable estimator of h compared with
GLMLE using smaller m. Plot (d) illustrates the polynomial
increase of computation time as m increases with the order
of 1:466 approximately. It does not contradict the theore-
tical Oðm3Þ rate, because Oðm3Þ is the computational
complexity in each iteration while Oðm1:466Þ is that for the
entire algorithm. This also implies that our algorithm con-
verges at a faster rate for larger m, which makes sense since
large m provides a more accurate estimate of w and a larger
value of likelihood function. The running time of our
method increases significantly with choice of large value of
m, for example, total computational cost reaches that of
MCMC-based method when m ¼ 20. On the other side, the
improvement of GLMLE in terms of bias or MSE is not that
significant for m greater than 6. Thus, the choice of m ¼ 10
in the above simulation studies as well as the following real
data analyses seems reasonable.
4.2 Real data analysis
We apply our method to two real large social networks from
Slashdot (Leskovec et al. 2009). Slashdot is a technology-
(a) (b)
(c) (d)
Fig. 1 a Plot of bias2 vs. m,
where bias2 ¼ jj ^h hjj2, and
the bias2 for MCMCMLE is
2:3333; b plot of MSE vs. m,
where MSE ¼ jjh^ hjj2, and
the MSE for MCMCMLE is
13:926; c bar plot of variance
and bias2 vs. m where
variance ¼ MSE bias2; and
d log–log plot of running times
vs. m and the fitted line with a
slope of 1:466, where the red
dashed line is for MCMC-based
algorithm.
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related news website that has a large specific user commu-
nity. In 2002, it introduced the Slashdot Zoo feature which
allows users to tag each other as friends or foes. The two
networks used below are this ‘‘Slashdot Zoo social net-
works’’ where links represent friend/foe between users of
Slashdot. The first social network Slashdot0811 was ob-
tained in November 2008, while Slashdot0902 was obtained
in February 2009. The links are directional in the original
data but we converted the data to undirected graphs for our
examples. Statistics of these two networks are as follows:
Nodes Edges Two-stars Triangles Transtivity
ratio
Slashdot0811 77,360 469,180 68,516,301 551,724 0.02416
Slashdot0902 82,168 504,230 74,983,589 602,592 0.02411
We first fit the ERGM in (8) to these two networks.
Although MCMC-based approach works in theory for large
networks, it fails in practice, primarily because these two
networks are too large to be coerced to objects to which the
ergm function can be applied. Our GLMLE algorithm
works efficiently no matter how large the network is, as the
algorithm takes sufficient statistics as inputs and employs
simple function approximation with pre-fixed m ¼ 10. The
estimated GLMLE are
1. Slashdot0811: ð4:5109;1:5863; 1:6871Þ,
2. Slashdot0902: ð4:6502;1:8122; 1:9430Þ.
The running time for obtaining wG of Slashdot0811 on a
2:66 GHz processor is 392 s, while that for Slashdot0902 is
436 s. And the running time for estimating the parameters
of ERGM on Slashdot0811 is 153 s, while that for Slash-
dot0902 is 124 s.
To interpret the fitted ERGM parameters, consider
adding one more edge to the graph such that a two-star is
converted to a triangle. Then, the fitted values of h indicate
that the log-likelihood is decreased by 9:0216 for Slash-
dot0811, while by 9:3004 for Slashdot0902. This implies
that if we treated these two as independent networks, the
people in the former network are more likely to connect to
people who have same friends/foes compared with the
latter one. This agrees with the observed transitivity ratios
of these two network. However, they are not independent
networks but two timestamps of the same graph, indicating
the underling generative models have changed since
November 2008, which may reveal some interesting phe-
nomenon on the evolution of social networks.
Note that our algorithm has a crucial tuning parameter
m; a robustness check is necessary to study the effect of the
choice of m in real data analysis. Hence, we apply our
graph limit-based algorithm to the network Slashdot0902
using different values of m ¼ ð2; 4; 6; 8; 10; 12; 14; 16Þ.
The performance is measured by bias2 and values of nor-
malized log-likelihood 1
n2
pnðh^mÞ, where we treat h^ of m ¼
16 as the baseline to evaluate bias2ðh^mÞ ¼ jjh^m  h^16jj2.
The plots in Fig. 2 indicate that GLMLE is robust to the
choice of m since ‘‘bias’’ and likelihood values remain
steady after significant improvement for small m. This also
suggests using m ranging from 8 to 16 may be appropriate
in practice, considering the expensive computational cost
for larger m.
In order to compare our method with MCMC-based
approach, we obtain a random subnetwork Gsub from the
Slashdot0902 network via link-tracing-based sampling
method. Starting with a randomly selected node, we trace
all the nodes whose distances to the seed node are less or
equal to k, where k, the hop of the link-tracing subsample,
is the smallest number when the subnetwork size exceeds
300. In our case, the actual value of k associated with the
resulting subnetwork is k ¼ 2. This subnetwork Gsub con-
tains 376 nodes, 1;609 edges, 48;915 two-stars and 1;661
triangles, which is a much smaller graph such that both
algorithms can be applied on, for an illustration.
(a) (b)Fig. 2 a Plot of bias2 vs. m for
Slashdot0902, where
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Again consider two different ERGMs: one is (8) (re-
ferred to as model 1) while the other one is (15) (referred to
as model 2). For either model, we apply both MCMCMLE
and GLMLE to the subnetwork Gsub. Then we obtain the
graph limit corresponding to the fitted value h^ through (9)
to approximate the log-likelihood via (14). In addition, we
calculate the approximated log-likelihood using the
GLMLE and the wG, the graph limit representation of Gsub
as described in (6). All graph limit objects used,
w : ½0; 12 ! ½0; 1, are visualized in Fig. 3. It demonstrates
that the graph limits corresponding to GLMLE are closer to
the graph limit representation wG (observed data) under
both models, indicating that GLMLE estimates of ERGM
are closer to the true underlying unknown parameters. The
numerical results are listed in Table 4.
For model 1, MCMC algorithm fails to converge in 50
iterations (the default in ergm is 20), yielding a degenerate
ERGM. In fact, the corresponding w1 of this estimate is
w1ðx; yÞ ¼ 0:9999, 8x; y (see Fig. 3), indicating that it
represents a complete graph and the estimates fall into the
degeneracy region. This may be the reason why this al-
gorithm fails to converge. On the other hand, our method
works well and the estimates have a much larger value of
the approximated log-likelihood than that of MCMCMLE.
However, comparing values of log-likelihood by plugging
in the graph limit corresponding to the GLMLE and the
‘‘data’’ wG, we find that the latter is better. The difference,
not surprisingly, is due to bias coming from simple func-
tion approximation as discussed in Sect. 4.1.
For model 2, MCMC algorithm again fails to converge
after 50 updates. However, the corresponding graph limit
and the value of log-likelihood indicate that it performs
much better on this model than the performance for model
1. Moreover, the estimates of these two methods are more
similar and so are their corresponding graph limits, while









Fig. 3 Heat map of graph limits
w1,w2, w3, w4 and the graph
limit representation of Gsub, w
G,
as in Table 4. The different
shades of gray represent the
values of wðx; yÞ 2 ½0; 1, with
black being 1 and white 0.
Table 4 Estimates by
MCMCMLE and GLMLE for
two ERGMs applied to a sub-
network of Slashdot0902





MCMCMLE ð2:5161; 3:3917; 43:2382Þ w1 -44.1442
GLMLE ð1:8415;0:7689; 0:7705Þ w2 -0.0558
GLMLE ð1:8415;0:7689; 0:7705Þ wG -0.0523
Model 2
MCMCMLE ð1:6072; 0:1206Þ w3 -0.1408
GLMLE ð2:1921; 0:0714Þ w4 -0.0518
GLMLE ð2:1921; 0:0714Þ wG -0.0497
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likelihood. It is interesting to note that the MCMCMLE of
the parameter for the triangle percent term is much larger
than that of the GLMLE. This means that the graphs drawn
from the ERGM fitted by MCMCMLE are more clustered
than that of GLMLE, which is captured by the graph limit
(Fig. 3).
4.3 Near-degeneracy issue of ERGMs
Many previous attempts to develop MCMC-based estima-
tion for ERGMs have found that the algorithms nearly al-
ways converge to degenerate graphs—graphs that are
either empty or complete—or that the algorithms do not
converge consistently. This is because the ERGMs have
near-degeneracy issue, which is defined by the distribution
of some ERGMs placing disproportionate probability on a
small set of outcomes. More specifically, the distribution is
concentrated partly on very high-density (complete) and
partly on very low-density (empty) graphs. Handcock et al.
(2003) showed that this issue is a function of the form of
the model and algorithm used.
As Snijders et al. (2006) pointed out, some parts of the
parameter space of ERGMs correspond to nearly degen-
erate distributions, which may lead to convergence prob-
lems of estimation algorithms such as MCMC-based
algorithm. The reason is that, in each step, MCMC-based
algorithm needs to draw samples to update the parameters.
But once the unreliable samples drive the values of pa-
rameters update into a near-degenerate region of parameter
spaces, it is hardly to get out of that region, leading to
nonconvergent MLE which may correspond to either
complete or empty graph. We observed this phenomenon
and showed it in Fig. 3. On the other side, graph limit-
based algorithm is a deterministic method that does not
need to draw samples and thus does not have this con-
vergency issue due to degenerate region of parameter
space. This is why our method is superior than MCMC-
based algorithm in handling the degeneracy issue of
ERGMs.
From model perspective, Snijders et al. (2006) pro-
posed new specifications for ERGMs that represent
structural properties to solve near degeneracy problem.
One proposed class of models is called alternating k-tri-
angle model. Take the ERGM using counts of edges, two-
stars and triangles as sufficient statistics as an illustration,
which is a special case of k-triangle ERGM model. As
explained in Snijders et al. (2006), if all three parameters
are positive, the model will tend to complete graph, while
strongly negative value of edge parameter will force the
model toward the empty graph. But if the two forces are
balanced, the combined effect is a mixture of (nearly)
empty and (nearly) complete graphs, which is closer to
realistic observations. This is why we choose ð2;1; 1Þ
as the parameter values in our simulation study, which
follows the above idea of alternating k-triangle model.
Explicitly, the negative value of two-star parameter will
offset the effect of positive value of triangle parameter,
indicating the parameter values we choose are not in the
degenerate region of ERGM we use.
4.4 Likelihood ratio test on ERGMs
Likelihood ratio test (LRT), a widely-used inference tool,
is desirable for examining important features of ERGM
graphs, by testing whether the estimate for each parameter
in an ERGM is statistically significant. However, there are
very little literature on the examination of LRT on ERGMs,
primarily because of two issues:
1. The normalizing constant in ERGMs is intractable,
which makes it computationally infeasible to calculate
the value of likelihood function;
2. The distribution of LRT test statistics is unknown.
With the help of our GLMLE method, the first issue can be
easily solved because our approach returns an evaluation of
approximated likelihood function. The second issue re-
mains challenging because it is very difficult to determine
the exact or even asymptotic distribution of the LRT test
statistics. Traditional theoretical properties of LRT, such as
test statistics following v2 distribution according to Wilks’
theorem 1938, do not directly generalize to the case of
ERGMs for two reasons. First, general ERGM graph is not
an IID (independent and identically distributed) data. Se-
cond, the distribution of test statistics depends on the
choice of model terms as well as network size. We here,
using our proposed GLMLE, carry out a close scrutiny of
these problems associated with LRT and introduce a new
method based on empirical p values as an alternative way
to conduct LRT for ERGMs.
4.4.1 Test setup
Likelihood ratio test compares two models with one model
nested in another. Specifically, the hypotheses should be in
the form of
H0 : hi ¼ 0;
Ha : hi 6¼ 0;
where i ¼ 1; . . .; k. The test is based on the likelihood ratio,
which expresses how many times the data are more likely
to be fitted under the full model than the nested one. And
the test statistic is twice the difference in two log-likeli-
hoods for the full model and the nested model, which is
also referred as deviance, i.e.,
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D ¼ 2 log likelihood for null model
likelihood for full model
 
¼ 2 log p^n h^
H0
 





4.4.2 Distribution of the LRT test statistic on ERGMs
As mentioned above, it is very difficult to determine the
exact distribution of the test statistic (deviance) because of
the complex form of ERGM statistics. Thus investigating
into the asymptotic distribution of the test statistic may be
more feasible. Given that deviance can be expressed in the
form of maximum likelihood estimator by Taylor expan-
sion, this problem is equivalent to examining the asymp-
totic distribution of MLE. Kolaczyk and Krivitsky (2011)
addressed this problem by working on a simple ERGM and
proving that the asymptotic distribution of MLE is normal.
According to this result, the deviance will be asymp-
totically v2-distributed with degree of freedom equal to the
difference in the dimensions of parameter spaces of two
models, which coincides with Wilks’ theorem. However,
Wilks’ theorem holds for IID samples where the sample
sizes of the full and nested models are the same. In other
words, adding an ERGM term will not change the effective
sample size, which is true in most cases when LRT is
applied but not in the situation of ERGMs, due to the
special nature of graph data. For instance, assuming there is




when the ERGM only contains number of edges
as the model term. An insight into the effective sample size
of a network for an ERGM can be obtained by studying the
asymptotic behavior of the Fisher information I . For the
simple ERGM that considers only number of edges, I is on
the order of Oð n
2
 Þ. But N is about 3 n
3
 ð4n  9Þ when we
add the number of two-stars into the model terms. This
indicates that the test statistic depends not only on the
difference of dimensions of parameter spaces, but also on
n, the size of networks.
In order to show this, we run a simulation with different
network sizes n. The continuous function used in ERGM is
T eG
 
¼ h1tðH1; GÞ þ h2tðH2; GÞ;
where tðHi; GÞ is defined as the homomorphism density of
simple graph Hi in G, the same as (8), where, again, H1
represents for edge and H2 stands for two-star. And the
hypotheses are
H0 : h2 ¼ 0;
Ha : h2 6¼ 0;
ð17Þ
which is to test whether the corresponding parameter for
homomorphism density of two-stars is significant or not.
We generate 100 networks under the null model and cal-
culate the approximated likelihood of two models to show
the distribution of the test statistic under the null hypothesis
H0.
The boxplots in Fig. 4 clearly show that the distri-
bution of test statistics is not equally distributed as v21
over different sizes of network, contrasting to the Wilks’
theorem. Instead, the distribution depends on the size n.
In addition, the results in Table 5 indicate that the mean
and variance of test statistics increase as the network
size increases. In order to further examine how network
size n impacts the distribution of LRT test statistics, we
plot logarithm of means and variances vs. logarithm of
network sizes using 21 values of n ranging from 100 to
4000 (Fig. 5). And the slopes of the lines fitted are 0:63
and 1:12, respectively, which quantitatively reveal how
LRT test statistic’s null distribution depends on network
size n.
Therefore, when we carry out a likelihood ratio test for
the hypotheses in (17), the test statistic is not v21-dis-
tributed, but is expected to have a mixed v2 distribution,
where the mixture parameter depends on n. This still needs
Fig. 4 Boxplots of test statistics for LRT under different settings of
network size n
Table 5 Mean and variance of test statistics for (17) under different network sizes n
Network size n ¼ 100 n ¼ 200 n ¼ 500 n ¼ 1000 n ¼ 2000 n ¼ 4000
Mean 24.688 40.681 70.219 120.221 177.113 266.937
Variance 647.074 1184.312 3577.469 8652.449 32,385.296 42,124.496
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a rigorous proof and the proof may be expected to be rather
complicated.
Besides different model terms used in ERGMs, another
thing has made it more difficult to determine the distribu-
tion of the test statistic of LRT, that is, the dependence
among edges in ERGM graphs. More specifically, the ef-
fective sample size N is not very clear for a random graph
from ERGMs due to the dependence in the graph. For
example, N ¼ n
2
 
, the number of edges, for any dyadic




pendence among edges exists, which is the case for
ERGMs. However, except for extreme cases of ERGMs
when dependence among edges are very strong, N is at
least in the same order of network size, n, no matter it is for
sparse graph or dense graph. This indicates the amount of
information in graph data increases indefinitely as net-
works size n increases.
On the other hand, when the ERGM terms are the same
for the full and nested models and edges are IID distributed
as Bernoulli variables, assumptions of Wilks’ theorem hold
and we can still apply Wilks’ theorem to claim the LRT
test statistic follow a v2 distribution. This is the special case
when we fit the same ERGM on two samples of networks
with equal size and we use likelihood ratio test to test
whether the parameters are the same, to test whether these
two networks are from the same ERGM distribution.
Specifically, if we consider the ERGM as in (8), the hy-
potheses are of the following form:
H0 : h1 ¼ h01; h2 ¼ h02; h3 ¼ h03;
Ha : h1 6¼ h01; h2 6¼ h02; h3 6¼ h03;
ð18Þ
where ðh1; h2; h3Þ are the parameters for the first network
while ðh01; h02; h03Þ are those for the other one.
We carry out a simulation study to verify this. The
boxplots in Fig. 6 indicate that distributions of test statistics
Fig. 5 Regression plots of
logarithm of mean and variance
of LRT test statistics on
logarithm of network size n
Fig. 6 Boxplots of LRT test statistics for (18) under different settings
of network size n
Table 6 Mean and variance of test statistic for (18) and the corre-
sponding KS test p value under different settings of network sizes n
Size n ¼ 500 n ¼ 1000 n ¼ 2000 n ¼ 4000
Mean 1:1036 0:9478 1:1927 1:1288
Variance 2:5370 1:7808 3:2884 2:1232
KS test p value 0:1309 0:7507 0:1367 0:9241
Table 7 Analysis of deviance table for two ERGMs fitted to a sub-
network of Slashdot0902
Model Log-likelihood Deviance Empirical p value
Model 1
NULL 48;997:19 – –
T1 only 8085:31 81;823:76 \0:001
T1 and T2 8019:34 131:94 0:001
Model 1 7887:76 263:16 \0:001
Model 2
NULL 48;997:19 – –
T1 only 8085:31 81;823:76 \0:001
Model 2 7321:27 1528:08 0:007
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are similar over different settings of network size n. And
this is validated by the numerical results in Table 6, the
means and variances of test statistics. These results are in
contrast to those in Fig. 4 and Table 5, when ERGM terms
and the corresponding degrees of freedom are different for
the full and nested models. Moreover, the result of Kol-
mogorov–Smirnov test shows that the test statistics are
indeed from v2 distribution with degree of freedom equal to
their mean. And p-value of KS test indicates that this result
is statistically significant under any commonly used con-
fidence level, such as 0:01, 0:05 or 0:1. This special case of
hypothesis testing, from another perspective, confirms the
above discussion about distribution of LRT test statistics.
However, one thing that needs to be mentioned is that the
degree of freedom of v2 distribution that test statistic fol-
lows is not 3, which is different from what Wilks’ theorem
states. This can possibly be explained by the fact that the
number of edges, two-stars and triangles are not indepen-
dent, which reduces the dimension of parameter space for
this ERGM.
4.4.3 LRT based on empirical p values
Because the test statistic has an unknown exact distribution
or asymptotic distribution, determining the p-value of the
likelihood ratio test seems not to be tractable, where p-
value is the probability of obtaining a LRT test statistic at
least as extreme as the one that is actually observed under
the null hypothesis. Explicitly,
pvalue ¼ P D	DobsjH0f g;
where D is the test statistic (deviance) defined in (16)
and Dobs is the observed value of it. However, we can
still carry out a likelihood ratio test based on an em-
pirical p-value that approximates the exact p-value
without relying on asymptotic distributional theory or
exhaustive enumeration. And Monte Carlo procedure can
be used to obtain such empirical p-values (see Hanneke
et al. 2010). That is, we sample a large number of net-
works from ERGMs in the null. For each network, we
compute the MLE under the null hypothesis as well as
the MLE under the alternative hypothesis and then cal-
culate the LRT test statistic (deviance). This Monte
Carlo procedure provides an empirical distribution of the
deviance under the null hypothesis. Thus we can com-
pare the observed test statistic with this empirical dis-
tribution to obtain the empirical p value, which is the
percentage in the set of replicated samples that the value
of deviance is at least the observed value. We apply this
method to the above sub-network of Slashdot0902 to test
whether GLMLE for each parameter is statistically sig-
nificant or not.
The results shown in Table 7 indicate that inclusion of
homomorphism density of edges, T1, substantially im-
proves the model fit, as does the inclusion of those of two-
stars and triangles, where the last one can be seen as
transitivity term. For model 2, the results are similar, where
triangle percent term captures the transitivity of the graph.
Moreover, based on AIC criteria, model 2 performs better
than the first model. However, model 1 is to be preferred
based on theoretical results by Snijders et al. (2006). They
suggest a certain class of ERGMs that exhibit the desired
transitivity and clumping properties of network and model
1 is a special case in this class.
5 Discussion
In this paper, we propose a new computationally efficient
method for estimating the parameters of a popular model of
networks—exponential random graph models (ERGMs).
Motivated by the latest developments of graph limits the-
ory, Chatterjee et al. (2013) propose a theoretical frame-
work for estimating ERGMs based on a large-deviation
approximation to the normalizing constant. We extend
their ideas to more general cases of ERGMs, where the
unknown corresponding graph limits are not constant, by
exploiting simple function approximation and other prac-
tical tactics. Both simulation study and real data analysis
are used to compare the performance of our algorithm and
the most commonly used method—MCMC based-
algorithm.
One limitation of our method is that it applies to a se-
quence of dense graph with a positive limiting density,
which is inherited from the definition of graph limit; while
most interest in empirical large graphs is in sparse graphs,
where the graph limit tends to zero. However, this does not
limit our method to be applied to empirical large graphs.
This is because we can only observe one image of a large
graph G, rather than a sequence of graphs. And the constant
sequence fG; G; . . .g does have a graph limit object wG,
which may be very small but still positive. On the other
side, for example, though Erdos–Renyi graph with fixed p
is designed for density graph, it can still be fitted to an
empirical sparse graph (with a very small value of fitted p),
while this is not common in practice since Erdos-Renyi
model cannot capture complex structure of empirical net-
work and thus we turn to ERGMs. In fact, the theoretical
result of Chatterjee et al. (2013) shows that, in the limit,
the normalizing constant of an ERGM can be approximated
by solving an optimization problem, (9). In other words,
when network size n is large enough, one set of parameter
values correspond to a graph limit object under an
equivalent class. And the idea of our algorithm is that we
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want to use (9) to find a set of parameter values of ERGMs,
whose corresponding graph limit object is the closest to the
graph limit representation of the observed graph. There-
fore, the limitation of dense graph sequences does not re-
ally hurt the application of our algorithm to the empirical
large graphs.
Our method is primarily built upon two asymptotically
consistent approximations. The first one is an asymptotic
formula of the normalizing constant, as shown in (9). This
requires the network size n, the number of nodes, to be
large so that this approximation is close to the true nor-
malizing constant. Simulations show that the asymptotic
results are valid for n[ 100. On the other hand, we use
simple function approximation to estimate the corre-
sponding graph limit w of any values of parameters h.
Theoretically, this approach works when m, as defined in
(11), is large. However, we show that this approximation
procedure works adequately well for m as small as 10. In
order to have a more accurate approximation of graph
limits (also the log-likelihood), we should employ larger m,
which will result in higher computational cost. Choosing a
good value of m for a particular network analysis and nu-
merical stability of m are important problems that deserve
further research.
The comparison with MCMCMLE using simulations
and real data examples shows that our method, GLMLE,
remarkably outperforms MCMCMLE, in terms of bias,
standard errors of estimates and values of log-likelihood.
Furthermore, the computation of MCMCMLE becomes
impractically expensive for large graphs. The only situation
where MCMCMLE performs better is when n is small, as
we discussed earlier. Therefore, our proposed method,
GLMLE, provides a computationally efficient alternative to
MCMCMLE for large networks. We also discover that
when n is large, the MCMC-based random ERGM network
generating method fails. As an alternative, we incorporate
the W-random graph generating procedure to simulate
random graphs from ERGMs, which is shown to be a re-
liable method.
No proof is yet available for the consistency and
asymptotic normality of the GLMLE, which are intuitively
plausible based on the results of simulation studies. Table 2
indicates that GLMLE are consistent and Table 6 does
support the expectation that the estimators are asymp-
totically normal; otherwise the test statistic will not be v2-
distributed. On the one hand, it is trivial to prove the
asymptotic normality of the GLMLE under some certain
assumptions, such as using number of edges as ERGM
term and assuming no dependence exist among edges. On
the other hand, nonstandard assumptions (lack of inde-
pendence or using complicated ERGM terms) imply that a
proof is quite difficult. This leads to determining the dis-
tribution of likelihood ratio test statistic also very hard,
because it is related to the asymptotic distribution of
GLMLE. But likelihood ratio test is still doable since the
empirical p value can be used as an approximation to
p value via Monte Carlo procedures. Another problem
caused by the unknown asymptotic distribution of GLMLE
is the evaluation of the GLMLE’s sampling uncertainty,
i.e., standard error. For MLE with known asymptotic dis-
tributions, theoretical estimates are available such as the
inverse of the Fisher Information matrix. For GLMLE, we
may need to resort to resampling techniques such as
bootstrap methods for the approximation of the variance of
GLMLE, which requires further investigation.
Graph limits-based method for fitting ERGM is still in
its early stage and needs further research. For example,
we are considering more flexible functional classes for
approximating a two-dimensional function (the graph
limit), to improve accuracy. Moreover, in this paper, we
only considered two exponential random graph models—
one in (8) and another in (15). We will apply our algo-
rithm to more general exponential random graph models,
such as the new specification of ERGMs of Snijders et al.
(2006) using alternating k-star, k-triangle and k-twopath
as model terms. Theoretically, our algorithm can be
generalized to any ERGM with continuous TðÞ, which is
defined in (7).
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