In this paper, the structure of the ideals in the ring of Colombeau generalized numbers is investigated. Connections with the theories of exchange rings, Gelfand rings and lattice-ordered rings are given. Characterizations for prime, projective, pure and topologically closed ideals are given, answering in particular the questions about prime ideals in [1]. Also z-ideals in the sense of [21] are characterized. The quotient rings modulo maximal ideals are shown to be canonically isomorphic with nonstandard fields of asymptotic numbers. Finally, a detailed study of the ideals allows us to prove that (under some set-theoretic assumption) the Hahn-Banach extension property does not hold for a large class of topological modules over the ring of Colombeau generalized numbers.
Introduction
In [1] , J. Aragona and S.O. Juriaans made a detailed study of algebraic properties of the topological ring of Colombeau generalized constants K, showing, amongst other things, that the maximal ideals in K are exactly the topological closures of the prime ideals in K. Subsequently, the minimal prime ideals were characterized [2] . The main focus of investigations on ideals in K has however been on the maximal ideals. Many of the properties of maximal and prime ideals can be seen in a more general context. E.g., the characterization of the maximal ideals is an almost direct consequence of the characterization of the (topologically) closed ideals (theorems 6.2 and 6.3); prime ideals can be characterized as those ideals that are both irreducible and radical (theorem 4.6). The radical ideals in turn are exactly the idempotent ideals (proposition 4.3), and the irreducible ideals are exactly the pseudoprime ideals (theorem 4.5). The pure ideals are exactly the ideals generated by idempotents (see the next section for the definitions of the used terms). The minimal prime ideals are exactly the pure prime ideals (prop. 4.7). The projective ideals are the ideals generated by a family of mutually orthogonal idempotents (theorem 9.2). Some of these characterizations follow easily from the theories of exchange rings and lattice-ordered rings. We answer those questions in [1] about prime ideals in K that were still open: the Krull dimension of K is infinite; however, if one assumes the continuum hypothesis, there are minimal primes that are maximal. The bijective correspondence of maximal ideals M with certain ultrafilters on (0, 1), which is implicitly already in [1] , together with the characterization of the closed ideals, yields a canonical isomorphism between quotients K/M and nonstandard fields of asymptotic numbers ρ K [19, 30, 31] (theorem 7.2). In analogy with a z-ideal in the ring C(X) of continuous functions on a topological space X, G. Mason [21] introduced a notion of z-ideal in an arbitrary commutative ring with 1. The z-ideals in K have a particularly concrete characterization replacing the zeroes (points of X) of the elements of C(X) by subsets of (0, 1). Finally, we have a look at ideals from the point of view of the theory of topological K-modules [11] : in contrast with the situation in classical Banach spaces, the Hahn-Banach extension property does not hold in K, viewed as a module over itself (theorem 10.1); hence the Hahn-Banach extension property also does not hold in any K-module which contains K as a topological submodule. This answers a long-standing open question (e.g. raised in [24] ) in the negative.
Preliminaries

The rings R and C
We denote by K the field R or C and by K the ring R or C of real, resp. complex, Colombeau generalized numbers. Recall that [15, 1.2.31] by definition K = E M (K)/N (K), where E M (K) = {(x ε ) ε ∈ K (0,1) : (∃a ∈ R)(∃ε 0 ∈ (0, 1))(∀ε ≤ ε 0 )(|x ε | ≤ ε a )} N (K) = {(x ε ) ε ∈ K (0,1) : (∀a ∈ R)(∃ε 0 ∈ (0, 1))(∀ε ≤ ε 0 )(|x ε | ≤ ε a )}.
The ring K arises naturally as the ring of constants of the Colombeau (differential) algebras We denote by α ∈ R the generalized number with representative (ε) ε . For S ⊆ (0, 1), we denote by e S ∈ R the generalized number with as representative the characteristic function (χ S (ε)) ε , and S c = (0, 1) \ S. Clearly, e S = 0 iff 0 ∈ S and e S = 1 iff 0 ∈ S c . For a subset A of a topological space, we denote by A the topological closure of A.
As in [1] , S = {S ⊆ (0, 1) : 0 ∈ S ∩ S c } and P * (S) is the set of all F ⊆ S which are closed under finite union and such that for each S ∈ S, either S or S c belongs to F. For F ⊆ S, the ideal generated by {e S : S ∈ F} is denoted by g(F). K is a reduced (or semiprime) ring, i.e., a ring without (nonzero) nilpotent elements. Elements in K are either invertible, either zero divisors [15, 1.2.39] . K is neither noetherian, neither artinian [1, Thm. 4.5] . The Jacobson radical of K vanishes [1, Thm. 4.12] . K is a ring with uncountably many maximal ideals [1, Thm. 4.28] . K is not Von Neumann regular [2] . The set of idempotent elements of K (i.e., {e ∈ K : e 2 = e}) equals {e S : S ⊆ (0, 1)} [2] . K is a complete topological ring with the so-called sharp topology [1, 5, 26] , which can be defined as follows. Let x ∈ K and (x ε ) ε a representative of x. Let v(x) = sup{a ∈ R : (∃ε 0 ∈ (0, 1))(∀ε ≤ ε 0 )(|x ε | ≤ ε a )}.
Then |x| e = e −v(x) defines an ultrapseudonorm [11] on K which induces a topology through the ultrametric d(x, y) = |x − y| e .
Exchange rings and Gelfand rings
The direct sum (of rings or modules) is denoted by ⊕.
A commutative ring R with 1 is an exchange ring (or a clean ring, or a topologically boolean ring) [25, Thm. 1.7] iff one of the following equivalent conditions is satisfied:
1. for each a ∈ R, there exists an idempotent e ∈ R such that a + e is invertible 2. for each a ∈ R, there exists an idempotent e ∈ R such that a − e is invertible 3. for each ideal I of R and a ∈ R with a − a 2 ∈ I, there exists and idempotent e ∈ R such that e − a ∈ I (idempotents can be lifted modulo every ideal) 4 . for each M = N maximal ideals of R, there exists an idempotent e ∈ M \ N 5. for each a, b ∈ R with a + b = 1, there exists an idempotent e ∈ R such that e ∈ aR and 1 − e ∈ bR
Q ′ i (R has the finite exchange property).
Remark. For arbitrary rings, the previous conditions are not necessarily equivalent. The class of commutative exchange rings with 1 is closed under direct products and homomorphic images [25] .
Proposition 2.1. K is an exchange ring.
Proof. We show that property 1 holds. Let a ∈ K with representative (a ε ) ε . Let T = {ε ∈ (0, 1) : |a ε | ≤ 1/2}. Then e 2 T = e T , e T |a| ≤ e T /2 and e T c |a| ≥ e T c /2. Hence 
2. for each a, b ∈ R with a + b = 1, there exist r, s ∈ R such that (1 + ar)(1 + bs) = 0 3. every prime ideal is contained in a unique maximal ideal.
As every commutative exchange ring with 1 is a Gelfand ring [25, Thm. 1.7] , K is a Gelfand ring.
l-rings and f -rings
R is a partially ordered ring for the order ≤, where a ≤ b iff there exist representatives (a ε ) ε of a and (b ε ) ε of b such that a ε ≤ b ε , ∀ε ∈ (0, 1). This turns R into an l-ring (or latticeordered ring): for a, b ∈ R, the supremum a ∨ b is given on representatives as (max(a ε , b ε )) ε , the infimum a ∧ b is given on representatives as (min(a ε , b ε )) ε . A commutative ring R with 1 is an f -ring if R is an l-ring satisfying one of the following equivalent conditions [4, 6] :
1. R is isomorphic with a subdirect product of totally ordered rings, i.e., R is isomorphic (as an ordered ring) with a subring S of a direct product λ R λ of totally ordered rings R λ , and each projection S → R λ is surjective
For a ∈ R, we denote Ann(a) = {x ∈ R : xa = 0}. A commutative f -ring R with 1 is called normal if it satisfies one of the following equivalent conditions [18] :
A reduced commutative f -ring with 1 is normal iff [16] 1. for each a, b ∈ R with ab = 0, R = Ann(a) + Ann(b)
2. for each P 1 = P 2 minimal prime ideals of R, R = P 1 + P 2 3. each proper prime ideal P of R contains a unique minimal prime ideal 4. for each a, b ∈ R, Ann(ab) = Ann(a) + Ann(b).
Lemma 2.3. Let x, y ∈ K. The following are equivalent:
2. there exists S ⊆ (0, 1) such that xe S = 0 and ye S c = 0
Proof. (1) ⇒ (2): fix representatives (x ε ) ε of x, (y ε ) ε of y and let S = {ε ∈ (0, 1) : |x ε | ≤ |y ε |}. Then 0 ≤ (|x| e S ) 2 ≤ |x| |y| e S = 0, so xe S = 0; similarly
(1) ⇔ (4): as xy = 0 iff |x| |y| = 0, we may suppose x, y ∈ R. The equivalence holds in any reduced f -ring [6, Thm. 9.3.1], hence also in R.
Corollary. R is a (reduced) normal f -ring.
Ideals
Let R be a commutative ring with 1. We write I ⊳ R iff I is a proper ideal of R (i.e., an ideal different from R itself). A not necessarily proper ideal is denoted by I R. We adopt the convention that R is not a prime ideal of R. I R is called projective iff I is projective as an R-module [9] . I R is called idempotent iff I 2 = I. We denote the radical of I R by √ I = {x ∈ R : (∃n ∈ N)(x n ∈ I)} = I⊆P P prime P (e.g., see [13, 0.18] ). I R is called radical (or semiprime) iff I = √ I, or equivalently, iff (∀x ∈ R)(x 2 ∈ I ⇒ x ∈ I). We denote the annihilator ideal of I R by Ann(I) = {x ∈ R : (∀a ∈ I)(xa = 0)}. I R is called pseudoprime iff for each a, b ∈ R, ab = 0 implies a ∈ I or b ∈ I. I R is called irreducible (or meet-irreducible) iff for each J, K K,
The ideal generated by x λ , λ ∈ Λ (for some index-set Λ) is denoted by x λ : λ ∈ Λ .
Proposition 2.4. (e.g. [13, 0.16] ) Let A ⊂ R closed under multiplication. Let I be a proper ideal of R with I ∩ A = ∅. Then there exists an ideal P ⊇ I maximal w.r.t. the property that P ∩ A = ∅. P is a prime ideal.
An ideal I R is pure if it satisfies one of the following equivalent conditions [7, Prop. 7 .2]:
We denote by m(I) the pure part of I R, i.e., the largest pure ideal contained in I. By definition, I is pure iff I = m(I). For I, J R, m(I ∩ J) = m(I) ∩ m(J) [7, Prop. 7.9] . If R is a Gelfand ring, then [7, §8.2-3] m(I) = {x ∈ R : (∃y ∈ I)(x = xy)},
It is not hard to see that then
If R is an exchange ring, the pure ideals are exactly the ideals generated by idempotents [25, Thm. 1.7] . It is not hard to see that then m(I) = {x ∈ R : (∃e = e 2 ∈ I)(x = xe)} = e ∈ I : e 2 = e .
In particular, for I K, m(I) = e S : e S ∈ I . Let R be an l-ring. An ideal I R is an l-ideal (or absolutely order convex) iff for each x ∈ I and y ∈ R, |y| ≤ |x| implies that y ∈ I. Every ideal in R is an l-ideal [2] .
3 Correspondence between ideals in R and C
In order to transfer some results about ideals of R (obtained e.g., by the l-ring structure) to C, we use the bijective correspondence in [2] , which we can put in a more general context.
Definition. Let A be a commutative, faithful algebra with 1 over an l-ring R (hence R can be identified with a subring of A). We call A an R-normed algebra if there exists a map . : A → R with the following properties for each a, b ∈ A and r ∈ R:
We call an ideal I A norm convex iff for each a ∈ I and b ∈ A, b ≤ a implies that
Proof. It is easy to see that I ∩ R is an l-ideal of R if I is a norm convex ideal of A, and that {x ∈ A : x ∈ J} is a norm convex ideal of A if J is an l-ideal of R. Moreover, J is the smallest norm convex ideal of A that contains J. Further, I ∩ R = {x ∈ A : x ∈ I} = I for each norm convex ideal I of A and J ∩ R = {x ∈ R : |x| ∈ J} = J for each l-ideal J of R, so the correspondence is bijective. As both operations clearly preserve the order ⊆ and the l-ideals of an l-ring form a lattice, the correspondence defines a lattice isomorphism.
In particular, C is a R-normed R-algebra (with the usual absolute value on C as norm), and every ideal in C is norm convex [2] . By the previous proposition, we obtain a lattice isomorphism between the lattice of ideals of R and the lattice of ideals of C. Hence arbitrary sums and intersections are preserved. One easily checks that this isomorphism also preserves products, principal ideals, prime and pseudoprime ideals (because of |ab| = |a| |b|). It follows that all operations on ideals that can be defined in terms of those operations are preserved, e.g., maximal, idempotent and pure ideals, radicals, annihilators.
4 Prime, pseudoprime and radical ideals in K
In particular, K is a Bezout ring, i.e., every finitely generated ideal in K is a principal ideal.
Proof. 1.
In particular, if x ∈ K and x m ∈ I m , then x ∈ I.
3.
Proof.
(1) As R is an l-ring in which every ideal is an l-ideal, I m = {a ∈ R : (∃x ∈ I)(|a| ≤ |x| n )} [6, Prop. 8.2.11]. By the bijective correspondence of ideals, this also holds in C. Taking n-th roots and using the fact that I is an l-ideal, the result follows.
Proposition 4.3. The following are equivalent for an ideal I K:
4. I is an intersection of prime ideals.
Proof. 1 ⇒ 2: let x ∈ √ I. So x n ∈ I = I n , for some n ∈ N. By lemma 4.2, x ∈ I. 2 ⇒ 3: as I is an l-ideal, if x ∈ I, |x| = ( |x|) 2 ∈ I. 
For a family
In particular, the sum of a family of radical ideals is radical.
For
3. For each I K,
is the largest radical ideal contained in I. In particular, I is radical iff I = I √ .
For a family
In particular, the intersection of a family of radical ideals is radical. . Then x n K ⊆ I, for some n ∈ N.
is a radical ideal contained in I. Now let J be a radical ideal contained in I. Then for each
, then x = xe S , for some e S ∈ I, and x = xe n S ∈ I n , ∀n ∈ N. So x ∈ I √ .
Remark. For a family (I λ ) λ∈Λ of ideals I λ K, I λ ⊆ √ I λ . Equality does not hold in general, as can be seen by the example
But it is easy to see that for each n ∈ N, n |x| :
equality does not hold in general:
Theorem 4.5. The following are equivalent for an ideal I ⊳ K:
the set of ideals containing I is totally ordered (for ⊆)
Moreover, for K = R, these conditions are equivalent with 7. R/I is totally ordered.
(1) ⇒ (7): the corresponding statement holds for any l-ideal in any commutative l-ring R in which a 2 = |a| 2 , ∀a ∈ R [14, 3.5], hence also for any ideal in R.
(7) ⇒ (2): (cf. [14] ) the map J → J/I is an order preserving bijection between the (l-)ideals of R containing I and the l-ideals of R/I. As in any totally ordered ring, the l-ideals in R/I are totally ordered.
(1) ⇒ (2): the bijective correspondence of ideals yields the result for C. 
In particular, e S R ∩ e S c R = {0} ⊆ I, so e S ∈ I or e S c ∈ I. The bijective correspondence of ideals yields the result for C (since any e S ∈ R, property (4) is preserved by the correspondence).
(4) ⇒ (1): let a, b ∈ K with ab = 0. By lemma 2.3, there exists S ⊆ (0, 1) such that ae S = 0 and be S c = 0. Either e S ∈ I, hence b = be S ∈ I, or e S c ∈ I, hence a = ae S c ∈ I. (4) ⇒ (5): let F = {S ∈ S : e S ∈ I}. As e S , e T ∈ I imply that e S∪T = e S + e T − e S e T ∈ I, F ∈ P * (S).
. If e S = 0 or e S = 1, then (4) is trivially fulfilled, so we may suppose S ∈ S. Hence either e S or e S c belong to g(F) = m(I) ⊆ I.
(2) ⇒ (6): the intersection of a chain of prime ideals is prime, hence
Since e S , e S c are idempotent elements, e S ∈ I or e S c ∈ I. (Alternatively, (1) ⇔ (6) holds for any l-ideal in any commutative reduced normal f -ring with 1 [18, Thm. 2.6].) Theorem 4.6. Let I ⊳ K. Then I is prime iff I is pseudoprime and radical. Or, equivalently, iff
and (∀x ∈ I)( |x| ∈ I).
The set of (proper) prime ideals of K equals
Proof. Clearly, any prime ideal is radical (prop. 4.3) and pseudoprime. Conversely, if I K is pseudoprime and radical, then I = √ I is prime by theorem 4.5. (Alternatively, in any commutative ring R with 1, I R is prime iff I is irreducible and radical [17] .) Proposition 4.7.
1. The set of minimal prime ideals of K equals {g(F) : F ∈ P * (S)}.
If I ⊳ K is pseudoprime, then m(I) is a minimal prime ideal. In particular, a (proper)
prime ideal is minimal iff it is pure.
3. An ideal of K is pseudoprime iff it contains a prime ideal.
If I, J ⊳ K and J is pseudoprime, then
5. If I, J ⊳ K are pseudoprime, I + J ∈ {I, J, K}.
If I ⊳ K is pseudoprime, I
√ is the largest prime ideal contained in I and √ I is the smallest prime ideal containing I.
Proof. (1) This is proven in [2] . Alternatively, let F ∈ P * (S). By theorem 4.6, it is sufficient to show that g(F) is radical. Since an ideal generated by idempotent elements is idempotent, this follows from proposition 4.3. 
As m(J) ⊆ P , P is pseudoprime by proposition 4.7. As I ∩ J is radical and m(J) is pure (hence radical by proposition 4.4), P is radical. By theorem 4.6, P is prime. As
(2) By part 1, I is prime or J is prime. By symmetry, w.l.o.g. I is prime. Inspecting the proof of part 1, since I ⊆ J is now excluded by hypothesis, we conclude that also J is prime. (4) If I + J = I + m(J), then I and m(J) are radical, hence I + J is radical and pseudoprime, so I + J is prime or I + J = K by theorem 4.6. The result follows by part 3. (5) This holds in any commutative l-ring with 1 in which every ideal is an l-ideal [29, 4.13] .
z-ideals in K
As the notion of z-ideal in the ring C(X) of continuous functions on a topological space X can be expressed by a purely algebraic condition [13, 4A] , G. Mason [21] used this condition to define a z-ideal of any commutative ring R with 1.
In K, the zeroes of a moderate net in K (0,1) don't give rise to a definition of zeroes of an element x ∈ K, because they depend on representatives, so the usual notion of z-ideal in C(X) cannot directly be used in this context. But a natural generalization of the notion of zeroes of an element presents itself. We denote
So subsets of (0, 1) take the role of 'zeroes'. In this respect, it is natural to define the zero-set of x ∈ K by Z(x) = {S ∈ S 1 : e S x = 0}. Sometimes, it is useful to formulate results about zeroes in terms of invertibility:
Similarly, we define Inv(x) = {S ∈ S 1 : x is invertible w.r.t. S}. In analogy with C(X), we would then say that I K is a z-ideal iff
Fortunately, these two notions coincide, as we will see in theorem 5.2. First, we collect some elementary properties of Z and Inv.
6. Z(a) = Z(a n ) = Z(|a|) and Inv(a) = Inv(a n ) = Inv(|a|)
(3a) ⇐: on representatives, (ae S ) ε = a ε , ε ∈ S 0, otherwise. So (ae S ) ε is a negligible net, i.e., ae S = 0.
Then (b ε ) ε is a moderate net, so it represents b ∈ K for which ab = e S . (4a) ⇒: if ae S = 0, then for T ∈ S 1 and b ∈ K, ab = e T implies that 0 = abe S = e T e S = e T ∩S . So T ⊆ S. (4b) ⇒: if ∃b ∈ K such that ab = e S , then for T ∈ S 1 , ae T = 0 implies that 0 = abe T = e S e T = e S∩T . So T ⊆ S.
(3,4 a) We prove the remaining implication. Suppose (∃m ∈ N)(∀η > 0)(∃ε ∈ S∩(0, η))(|a ε | > ε m ), then there exists a sequence (ε n ) n∈N , with each ε n ∈ S and |a εn | > ε m , such that ε n → 0. So {ε n : n ∈ N} ∈ Inv(a). (3,4 b) We prove the remaining implication. Suppose (∀m ∈ N)(∀η > 0)(∃ε ∈ S ∩ (0, η))(|a ε | < ε m ), then there exists a sequence (ε n ) n∈N , with each ε n ∈ S and |a εn | < ε n , such that ε n → 0. So {ε n : n ∈ N} ∈ Z(a).
The converse implication follows dually. (6) ae S = 0 iff a n e S = (ae S ) n = 0 iff |a| e S = 0. The second assertion follows from part 5. (9) e S e T = e S∩T = 0 iff 0 / ∈ S ∩ T . By part 8, T ∈ Inv(e S ) iff e T ∈ Ke S iff e S c ∈ Z(e T ) iff 0 / ∈ T \ S. (10a) If ax = e S and by = e S , then (ab)(xy) = e S . Conversely, if (ab)c = e S , then a(bc) = b(ac) = e S . (10b) As |a| 2 +|b| 2 ≥ |a| 2 ≥ 0, (|a| 2 +|b| 2 )e S = 0 implies that ae S = 0 and, similarly, be S = 0.
The converse follows from (|a| 2 + |b| 2 )e S = |ae S | 2 + |be S | 2 .
The remaining equalities follow from part 7c and lemma 4.1.
(10c) ⊆: if ae S = 0, ∀a ∈ A, then sup a∈A |a| ≥ (sup a∈A |a|)e S c ≥ |a| e S c = |a|, ∀a ∈ A.
Hence sup a∈A |a| = (sup a∈A |a|)e S c , i.e., (sup a∈A |a|)e S = 0. ⊇: by part 7b.
(10d) as R is an ultrametric topology, a n → 0 implies that n |a n | converges (and a n → 0 implies that a 2 n → 0, hence also n |a n | 2 converges). ⊆: if a n e S = 0, ∀n, then |a n | e S = |a n | e S = 0. Similarly, |a n | 2 e S = 0. ⊇: by part 7b. (11) Fix representatives (a ε ) ε of a and (b ε ) ε of b. Let T = {ε ∈ S : |a ε | ≤ |b ε |}. 0 ≤ (|a| e T ) 2 ≤ |a| |b| e T = 0, so ae T = 0; similarly be S\T = 0. If e T = e S , S ∈ Z(a); if e T = 0, S ∈ Z(b); otherwise, e T = 0 and e S\T = 0, hence T ∈ Z(a) and S \ T ∈ Z(b). Let (a + b)c = e S . If T ∈ S 1 and T / ∈ Inv(b), then by part 4 there exists U ∈ S 1 with U ⊆ T such that be U = 0. Further, 0 ≤ |a| e U ≤ |b| e U = 0, so ae U = 0, and e U = (a + b)ce U = 0, a contradiction. So e T = 0 or T ∈ Inv(b). Similarly, e S\T = 0 or S \ T ∈ Inv(a). (12) By part 10,
Conversely, if ab = 0, S ∈ S 1 and ac = e S , then be S = bac = 0. (13) ⇒: let x ∈ Ann(a), i.e., ax = 0. By part 12, Inv(x) ⊆ Z(a) ⊆ Z(b), so bx = 0, i.e., x ∈ Ann(b). ⇐: Let S ∈ S 1 . S ∈ Z(a) iff ae S = 0 iff e S ∈ Ann(a). (14) Let a n ∈ I, ∀n ∈ N. As 0 ≤ |a n | ∧ α n ≤ α n → 0, and K is an ultrametric topology, n∈N |a n | ∧ α n converges to some a ∈ K. By absolute order convexity of ideals, a ∈ I = I. By part 10, Z(a) = n Z(|a n | ∧ α n ) = n Z(a n ). Now we are ready to prove the equivalence of the definitions of z-ideal in K.
Proof. ⇒: let S ∈ Z(a) \ Z(b), i.e., ae S = 0 and be S = 0. By lemma 5.1, there exists T ⊆ S with e T = 0 such that b is invertible w.r.t. T . As e T = 0, e T c is not invertible, so there exists a maximal ideal M containing e T c . Since ae T = ae S e T = 0, a = ae T c ∈ M . As b is invertible w.r.t. T and
Let m ∈ M and c ∈ K such that m + bc = 1. By lemma 5.1(11), either m is invertible (which is impossible since m ∈ M ), or there exists T ⊆ (0, 1) with e T = 0 such that T ∈ Inv(bc) ⊆ Inv(b) and e T c ∈ m K ⊆ M . As a ∈ M and e T / ∈ M , e T / ∈ a K, i.e., T / ∈ Inv(a). So Inv(b) ⊆ Inv(a), i.e., Z(a) ⊆ Z(b) by lemma 5.1.
Consequently, the two notions of z-ideal coincide. We can use the general theory of z-ideals to obtain some of their properties. Some of the statements are proven for z-ideals in C(X) in [3] , [22] . Proposition 5.3.
For I K,
is the smallest z-ideal containing I. We call it the z-closure of I. I is a z-ideal iff I = I z . 
For
For a family
In particular, the sum of a family of z-ideals is a z-ideal.
For
3. For I K, I z := {x ∈ K : (x K) z ⊆ I} is the largest z-ideal contained in I. We call it the z-part of I. I is a z-ideal iff I = I z .
For a family
In particular, the intersection of a family of z-ideals is a z-ideal.
For
, for some α ∈ I, β ∈ J. Choose representatives (α ε ) ε of α and (β ε ) ε of β. Let S = {ε ∈ (0, 1) : |α ε | ≥ |β ε |}. Then a = ae S + ae S c . We show that ae S ∈ I z and ae S c ∈ J z . Let T ∈ Z(α), i.e., αe T = 0. In particular, αe S∩T = 0. As 0 ≤ |β| e S ≤ |α| e S , also βe S∩T = 0. So S ∩T ∈ Z(α+β) = Z(a), i.e., ae S e T = 0 and T ∈ Z(ae S ). So Z(α) ⊆ Z(ae S ). Similarly, ae S c ∈ J z . Now for a family (I λ ) λ∈Λ of ideals, clearly
(2) holds for rings satisfying the condition that was verified in the proof of prop. 5.
(5) Let x ∈ m(I). Then x = xe S , for some e S ∈ I. Let y ∈ (x K) z . As xe S c = 0, also ye S c = 0, i.e., y = ye S ∈ I. Hence x ∈ I z , and m(I) ⊆ I z . By proposition 5.3, 
I is a z-ideal iff
3. If I and J are pseudoprime and I ∩ J is a z-ideal, then I is a z-ideal or J is a prime z-ideal. 
Every z-ideal of K is an intersection of prime z-ideals.
As 0 ≤ n √ y ≤ 1, ∀n ∈ N, the sum converges. Further, if S ∈ Z(x) = Z(y), then ae S = ∞ n=1 α n n √ ye S = 0, so also S ∈ Z(a). Hence a ∈ J z = J ⊆ √ I. So there exists n ∈ N such that a n ∈ I. As a ≥ α n n √ y ≥ 0, n √ y ∈ a K, hence x ∈ y K ⊆ a n K ⊆ I. 
Closed ideals in K
With the following definition, we want to formalize a number of methods applied at the level of representatives in [1] .
Then we call (L n ) n∈N a sequence of level sets for a.
As this definition depends on representatives, a sequence of level sets is not unique. However, many useful properties do not depend on the chosen representative. E.g., each sequence of level sets is increasing (w.r.t. ⊆) and a = lim n ae Ln for each sequence of level sets (L n ) n∈N for a. Some further properties are given in the next proposition.
2. m(a K) = e S : S ∈ Inv(a) = e Ln : n ∈ N . In particular, m(a K) is generated by a countable number of idempotent elements.
3. Ann(a) = n∈N e L c n K.
Let I K be countably generated. Then m(I) is the pure part of a principal ideal.
(1) By lemma 5.1.
(2) If e S ∈ m(a K), for some S ⊆ (0, 1) with e S = 0, then S ∈ Inv(a), so m(a K) ⊆ e S : S ∈ Inv(a) . If S ∈ Inv(a), then, by part 1, e S = e S e Ln for some n ∈ N, so e S : S ∈ Inv(a) ⊆ e Ln : n ∈ N . By part 1, L n ∈ Inv(a) if e Ln = 0. So e Ln ∈ a K, ∀n. So e Ln : n ∈ N ⊆ m(a K). (3) ⊆: let x ∈ Ann(a). By part 2, e Ln ∈ a K, ∀n. So e Ln x = 0, ∀n, i.e., x = xe L c n , ∀n. ⊇: if x ∈ e L c n K, ∀n, then xe Ln = 0, ∀n. So xa = lim n xae Ln = 0. (4) Let I = a n : n ∈ N (a n ∈ K). Let (L n,m ) m∈N be a sequence of level sets for each a n . By part 2 and the fact that K is a Gelfand ring, m(I) = m( n a n K) = n m(a n K) = e Ln,m : m, n ∈ N . Now let κ: N 2 → N a bijection, let S m = κ(i,j)≤m L i,j and let β be the element with representative (β ε ) ε , where β ε = ε m , for ε ∈ S m \ S m−1 , and β ε = 0, for ε ∈ (0, 1) \ n S n . By part 2, m(β K) = e Sn : n ∈ N = e Ln,m : m, n ∈ N .
The (topologically) closed ideals can be characterized by means of Inv.
Every closed ideal in K is the closure of a pure ideal and m(I) = m(I).
Proof. (i) let a ∈ I. If a is invertible w.r.t. S ∈ S 1 , then there is a sharp neighbourhood U of a such that each element of U is invertible w.r.t. S. As a ∈ I, there exists x ∈ U ∩ I and y ∈ K such that xy = e S . So e S ∈ I.
(ii) If e S ∈ I, ∀S ∈ Inv(x), then m(x K) = e S : S ∈ Inv(x) ⊆ I by proposition 6.1.
(iii) If m(x K) ⊆ I and (L n ) n∈N is a sequence of level sets for x, then by proposition 6.1, The characterization of maximal ideals proven in [1] can be viewed in the context of the characterization of the closed ideals. Theorem 6.3.
1. Let P ⊳ K be a prime ideal. Then P is a maximal ideal.
The maximal ideals of K are exactly g(F)
, where F ∈ P * (S).
(1) Let x ∈ K \ P . By theorem 6.2, there exists S ∈ Inv(x) such that e S / ∈ P . As P is prime, e S c ∈ P . As e S ∈ x K, 1 = e S + e S c ∈ P + x K, so P + x K = K. We conclude that P is maximal. (2) Let M be a maximal ideal of K. As the set of invertible elements of K is open, M is a proper ideal, so M = M = m(M ) by the maximality and by theorem 6.2. Since M is prime, m(M ) = g(F) for some F ∈ P * (S) by theorem 4.5. Conversely, if F ∈ P * (S), then g(F) is prime (cf. prop. 4.7), so g(F) is maximal by part 1.
In particular, an ideal I ⊳ K is closed iff it is an intersection of maximal ideals.
Proof. By theorem 6.3, maximal ideals are closed, so I ⊆
Conversely, if x / ∈ I, by theorem 6.2, there exists S ∈ Inv(x) such that e S / ∈ I. By proposition 2.4, there exists P ⊳ K prime with I ⊆ P and e S / ∈ P . By theorem 6.2, e S / ∈ P , and, as S ∈ Inv(x), x / ∈ P . By theorem 6.3, P is maximal, so
Corollary. G. Mason [21] calls an ideal I a strong z-ideal iff it is an intersection of maximal ideals. Hence the closed ideals of K are exactly the strong z-ideals of K. As every strong z-ideal is a z-ideal, every closed ideal in K is a z-ideal.
Proposition 6.5. Let I be a countably generated ideal of K. Then I is the closure of a principal ideal.
Proof. By proposition 6.1(4) and theorem 6.2. (c) ⇒ (e): as I is principal, I = a K for some a ∈ K. By proposition 4.3, I is idempotent, hence a = a 2 b, for some b ∈ K. So ab = (ab) 2 ; this implies that ab = e S , for some S ⊆ (0, 1) [2] . Further, a ∈ ab K and ab ∈ a K, so I = e S K. (e) ⇒ (a): if x ∈ I, then x = lim n x n e S , so xe S = lim n x n e S = x, and x ∈ I. 2): let I = a K and x ∈ I. By theorem 6.2, Inv(x) ⊆ Inv(a), so x ∈ (a K) z . The converse inclusion holds generally (theorem 6.2). (3): Let I = a K and let x ∈ K \ m(I). Let (L n ) n∈N be a sequence of level sets for a. As each e Ln ∈ m(I), x = xe Ln , i.e., xe L c n = 0 for each n ∈ N. Hence there exist T n ⊆ L c n with e Tn = 0 such that T n ∈ Inv(x). Fix a representative (x ε ) ε of x and let
As (y ε ) ε is moderate, it represents some y ∈ K. We show that y ∈ x K. Let (K n ) n∈N be a sequence of level sets for x and let m ∈ N. As lim n xe K c n = 0, we can find N ∈ N such that |x| e K c n ≤ α m , ∀n ≥ N . As T n ∈ Inv(x), ∀n, we can find by lemma 6.1, M ∈ N such that e Tn = e Tn e K M , forall n ≤ m. Let U = T n . Then
Hence |y| e K c n = |y| e K c n e U + |y| e K c n e U c ≤ α m/2 e U + α m e U c ≤ α m/2 , as soon as n ≥ M , n ≥ N . Hence y = lim n ye Kn ∈ x K = (x K) z by part 2. Should x ∈ I z , then y ∈ I z ⊆ I, so |y| ≤ α −N |a|, for some N ∈ N. But |a| e Tn ≤ α n e Tn , and |y| e Tn ≥ α n/2 e Tn , ∀n ∈ N, a contradiction. So x / ∈ I z . The converse inclusion holds generally (proposition 5.4).
Corollary. If I K is not closed, then I is not principal (hence not finitely generated by lemma 4.1).
Proof. Suppose I is principal. By theorem 6.7, I = e S K, for some S ⊆ (0, 1). By theorem 6.2, m(I) = e S K. Hence e S K ⊆ I ⊆ e S K, and I would be closed, a contradiction.
Remark. As shown in [2] , not every principal ideal of K is generated by an idempotent. E.g., consider β K, where β is as in example 11.5 below.
A generator of an ideal satisfying the equivalent conditions of theorem 6.7 can be described more explicitly (compare also with [1, Lemma 4.23]):
Proposition 6.8. Let a ∈ K \ {0} and (L n ) n∈N a sequence of level sets for a. Then the following are equivalent:
) and e S ≤ e Ln ≤ e S , so e Ln = e S , ∀n ≥ N .
7 Prime ideals, ultrafilters, nonstandard analysis Conversely, if I is a maximal cofilter on (0, 1) containing I 0 , then F := I ∩ S ∈ P * (S).
Proof. (1) From the fact that g(F) is a proper ideal, it follows that I is a cofilter. From the fact that g(F) is prime, it follows that I is maximal. (Cf. [1, Lemma 4.17, Thm. 4.19].) (2) If S, T ∈ F, then S ∪ T ∈ I and 0 ∈ S ⊆ S ∪ T . Should 0 / ∈ (S ∪ T ) c , then there would exist η > 0 such that (0, 1) = S ∪ T ∪ (η, 1) ∈ I, a contradiction. So S ∪ T ∈ F. If S ∈ S, then also S c ∈ S. So S ∈ F or S c ∈ F by maximality of I.
Consequently, if P ⊳ K is prime, then U := {S ⊆ (0, 1) : e S c ∈ P } is an ultrafilter on (0, 1) that contains {(0, η) : η ∈ (0, 1)}. We recall the definition of the field ρ K of nonstandard asymptotic numbers [19, 30, 31] . Let * K be a fixed nonstandard extension of K. I.e., let U be an ultrafilter on an infinite index set I (in this paper, we will be mainly considering the case I = (0, 1)). Then
For x, y ∈ * K, x ≤ y if and only if {ε ∈ I : x ε ≤ y ε } ∈ U, or equivalently, if and only if there exist representatives (x ε ) ε , (y ε ) ε such that x ε ≤ y ε , ∀ε ∈ I. Let ρ ∈ * K be a fixed positive infinitesimal ( = 0).
Consider the nonstandard field * K constructed by means of the ultrafilter U. Let ρ ∈ * K be the element with representative (ε) ε . Then ρ is a positive infinitesimal, so we can consider ρ K. Then there exists a canonical isomorphism between K/M and ρ K. On representatives in K (0,1) , the isomorphism is given by the identity map. In particular, the algebraic, order and topological structure coincide.
Proof. By the previous lemma, U is an ultrafilter and for each n ∈ N, {ε ∈ (0, 1) : ε ≤ 1/n} ∈ U, so ρ is infinitesimal.
, where x ′ ∈ * K is the element with representative (x ε ) ε .
First, as (x ε ) ε is moderate, it follows that x ′ ∈ M ρ (K)
, by the definition of U. This shows that φ is well-defined and injective. To show that φ is surjective, let x ′ ∈ M ρ (K) arbitrarily with representative (x ε ) ε ∈ K (0,1) . So there exists N ∈ N and S ∈ U such that |x ε | ≤ ε −N , for each ε ∈ S. Let y ε = x ε , ε ∈ S 0, ε ∈ S c . Then also (y ε ) ε is a representative of x ′ and (y ε ) ε is a moderate net. Since the algebraic operations are in both cases defined on representatives, φ is an algebraic isomorphism. Similarly, in both cases, x ≤ y iff there exist representatives in K (0,1) for which the inequality holds componentwise, so φ is an order isomorphism. Further, the valuation v(x) which determines the topology can in both cases be defined as sup{a ∈ R : |x| ≤ α a } (with α a the element with representative (ε a ) ε ), so φ is a homeomorphism.
Corollary. For M a maximal ideal of R, R/M is spherically complete [20, 31] .
The fields K/m (m a maximal ideal) have been studied in [27] under the name of m-reduced generalized constants.
Annihilator ideals
Proposition 8.1. Let I K. Proof. (1) ⊆: if x ∈ Ann(I) and e S ∈ I, then xe S = 0, so x = xe S c ∈ e S c K. ⊇: by proposition 6.1, e S ∈I e S c K ⊆ a∈I Ann(a) = Ann(I). The following lemma is a generalization of lemma 2.3. Lemma 8.2. Let a ∈ K and b n ∈ Ann(a), ∀n ∈ N. Then there exists S ⊆ (0, 1) such that ae S c = 0 and b n e S = 0, ∀n ∈ N. I.e.,
Ann(I) =
Proof. Let (L m ) m∈N be a sequence of level sets for a. Let (b n,ε ) ε be representatives of b n , ∀n. As b n ∈ Ann(a), b n e Lm = 0, ∀m. So (∀l, m, n ∈ N)(∃η l,m,n ∈ (0, 1))(∀ε ∈ L m ∩ (0, η l,m,n ))(|b n,ε | ≤ ε l ).
Let η m = min l,n≤m η l,m,n , ∀m ∈ N. Let S = m∈N L m ∩ (0, η m ). For each m ∈ N, e S e Lm = e Lm , so e S c e Lm = 0, ∀m. By proposition 6.1, e S c ∈ Ann(a). Further, let n ∈ N. We show that b n e S = 0, i.e., (∀l ∈ N)(∃η > 0)(∀ε ∈ S ∩ (0, η))(|b n,ε | ≤ ε l ).
For fixed n and l, let η = min m<max(n,l)
Lemma 8.3. Let S ⊆ (0, 1) with 0 ∈ S. Consider e S K as a commutative ring with e S as its unity. Let I be a proper pseudoprime ideal of e S K. Then for any countably generated ideal J with J ⊆ I, there exists T ⊆ S with e T ∈ I ∩ Ann(J) \ {0}.
Proof. Notice that a subset of e S K is an ideal of e S K iff it is an ideal of K. By proposition 6.1, m(J) = m(a K) = e Ln : n ∈ N for some a ∈ K and (L n ) n∈N a sequence of level sets for a. As I is proper, e S / ∈ J, and 0 ∈ S \ L n , ∀n ∈ N. So we can successively find for each n ∈ N, two different elements
Then e T e Ln = 0, ∀n ∈ N, so e T ∈ Ann(m(J)) = Ann(J) by proposition 8.1. As T ⊆ S, e T = e T e S ∈ e S K. As 0 ∈ T , e T = 0. Similarly, e T ′ ∈ e S K ∩ Ann(J) \ {0}. As I is a pseudoprime ideal of e S K and e T e ′ T = 0 (since T ∩ T ′ = ∅), either e T ∈ I or e T ′ ∈ I. So either T , either T ′ satisfies the required conditions.
Corollary. There exists an uncountable family of mutually orthogonal idempotents in K.
Proof. By Zorn's lemma applied to the set of all sets of mutually orthogonal idempotents contained in a given prime ideal P , ordered by inclusion, there exists a maximal set A of mutually orthogonal idempotents contained in P . If A would be countable, then there would exist e T ∈ P ∩ Ann( A ) \ {0}, contradicting the maximality of A.
The next theorem shows in particular that, in contrast with the situation in classical Hilbert spaces, for a submodule (=ideal) M of K, not necessarily M ⊥⊥ = M , and that M ⊥ = {0} does not imply that M is (topologically) dense. (The scalar product on K is defined by a, x = ax, hence M ⊥ := {a ∈ K : (∀x ∈ M )( a, x = 0)} = Ann(M ).) Theorem 8.4.
1. Let I K. Then I ⊆ Ann(Ann(I)).
Let a ∈ K.
Then Ann(Ann(a)) = a K.
3. Let I K be countably generated. Then Ann(Ann(I)) = I.
4. Let I ⊳ K be pseudoprime. Then Ann(I) = {0}. In particular, I Ann(Ann(I)) = K.
(1) Let x ∈ I. Then xy = 0, for each y ∈ Ann(I), so x ∈ Ann(Ann(I)). The assertion follows from the fact that Ann(Ann(I)) is closed.
(2) Let (L n ) n∈N be a sequence of level sets for a. Let S ⊆ (0, 1) such that e S / ∈ a K. In particular, e S = e S e Ln , so e S\Ln = 0, for each n. So we can recursively find ε n ∈ (0, ε n−1 ) ∩ (0, 1/n) ∩ S \ L n . Calling T = {ε n : n ∈ N}, we have e T e S = e T = 0 and e T e Ln = 0, ∀n. So e T ∈ Ann(a) by proposition 6.1. So e S / ∈ Ann(Ann(a)). By contraposition, m(Ann(Ann(a))) ⊆ a K. As Ann(Ann(a)) is closed, Ann(Ann(a)) ⊆ a K by theorem 6.2. The converse inclusion follows by part 1. (3) Follows by part 2, proposition 6.5 and proposition 8.1. (4) Suppose x ∈ Ann(I), x = 0. By lemma 5.1, there exists S ⊆ (0, 1) with e S = 0 such that x is invertible w.r.t. S, so e S ∈ Ann(I). Now there exists T ⊆ S such that both 0 ∈ T and 0 ∈ S \ T , i.e., e T = e S e T = 0 and e S e T c = 0. But as I is pseudoprime, either e T ∈ I or e T c ∈ I, in contradiction with e S ∈ Ann(I).
Corollary.
Projective ideals
Using the fact that K is an exchange ring, the structure of the projective ideals of K appears to be straightforward (in contrast with the situation in rings of continuous functions [8] ).
Lemma 9.1. Let R be a commutative ring with 1. Let I R be principal. Then I is projective iff I is generated by an idempotent.
Proof. If I is generated by an idempotent, then I is a direct summand of R, hence projective. Conversely, if I is projective, then I is algebraically isomorphic with a direct summand of R [9, Proof of thm. 1.2.2], hence generated by an idempotent.
Theorem 9.2. An ideal I K is projective iff I is a direct sum of principal ideals generated by idempotents (i.e., I is generated by a family of mutually orthogonal idempotents).
Proof. If I is a direct sum of principal ideals generated by idempotents, then I is projective as a direct sum of projective ideals. Conversely, by proposition 2.1, K is an exchange ring, so a projective ideal I is a direct sum of finitely generated ideals [25, Thm. 1.7] , hence a direct sum of principal ideals by lemma 4.1. Each of these principal ideals is projective (as a direct summand of a projective ideal), hence generated by an idempotent by lemma 9.1.
Corollary.
A projective ideal I K is pure.
Remark. By the corollary to lemma 8.3, there exist uncountably generated projective ideals in K.
Proposition 9.3. A countably generated pure ideal is projective.
Proof. Let I be a countably generated pure ideal. By proposition 6.1, I = e Ln : n ∈ N , where (L n ) n∈N is a sequence of level sets for some a ∈ K. Let S n = L n \ L n−1 , ∀n ∈ N. Then I = e Sn : n ∈ N . As S n ∩ S m = ∅ for n = m, also e Sn e Sm = 0 if n = m. So I = n∈N e Sn K is projective by theorem 9.2.
Proposition 9.4. A proper pseudoprime ideal of K is not projective.
Proof. Suppose that P is a proper pseudoprime ideal generated by a family E of mutually orthogonal idempotents. Let (e Sn ) n∈N be a family of different elements of E (P is not finitely generated by the corollary to theorem 8.4). For n ∈ N, e S 1 e Sn = · · · = e S n−1 e Sn = 0, so there exists η ∈ (0, 1) such that S 1 ∩ S n ∩ (0, η) = · · · = S n−1 ∩ S n ∩ (0, η) = ∅. As e Sn = e Sn∩(0,η) , we may suppose that S m ∩ S n = ∅, ∀m = n. As w.l.o.g. for each n, e Sn = 0, i.e., 0 ∈ S n , we can write S n = T n ∪ U n with 0 ∈ T n , 0 ∈ U n and T n ∩ U n = ∅. Then consider T = n∈N T n and U = n∈N U n . As T ∩ U = ∅, e T e U = 0, hence e T ∈ P or e U ∈ P . By symmetry, we may suppose that e T ∈ P . Then e T = a 1 e V 1 + · · · + a m e Vm , for some m ∈ N, a j ∈ K and e V j ∈ E. Let n ∈ N. If e Sn / ∈ {e V 1 , . . . , e Vm }, then e Tn = e T e Sn = 0 by orthogonality, a contradiction. So {e Sn : n ∈ N} ⊆ {e V 1 , . . . , e Vm }, a contradiction.
In particular, there exist pure ideals of K that are not projective.
K-linear maps
In analogy with the classical Hahn-Banach extension property, one could ask if, for (e.g.) a Banach K-module G [11, 12] , a submodule M of G and a continuous K-linear functional φ: M → K, there always exists an extension of φ to a continuous K-linear functional G → K. The following theorem shows that (under some set-theoretic assumption) this formulation of the Hahn-Banach extension property does not hold for the case where G = K. Since every Banach K-module G E constructed by means of a classical Banach space E [11] contains K as a topological submodule, this formulation of the Hahn-Banach extension property also does not hold for any such K-module. For a more restricted version of a Hahn-Banach extension property on Banach K-modules, see however [24] (the restriction there is that the obtained extension is merely L-linear for a certain subfield L of K). We also like to mention that the Hahn-Banach extension property holds for nonarchimedean normed linear spaces over ρ K [20] .
Theorem 10.1. Assume that 2 ℵ 0 < 2 ℵ 1 (e.g., assume the continuum hypothesis). Then there exists an ideal I ⊳ K and a continuous K-linear map φ: I → K that cannot be extended to a K-linear map ψ: K → K.
Proof. Let S = { 1 n : n ∈ N} ⊆ (0, 1). Let J be a prime ideal of the ring e S K. By transfinite recursion, we define for each countable non-limit ordinal ζ a subset T ζ ⊆ S as follows. Let T ξ be defined for each non-limit ordinal ξ < ζ such that e T ξ ∈ J. Let I ζ = e T ξ : ξ < ζ ⊆ J. Since ζ is countable, we find by lemma 8.3 T ζ ⊆ S with e T ζ ∈ J ∩ Ann(I ζ ) \ {0}. In particular, e T ζ ∈ J \ I ζ and e T ξ e T ζ = 0, for each non-limit ordinal ξ < ζ. Also for limit ordinals ζ, we denote I ζ = e T ξ : ξ < ζ . Let ω + be the least ordinal of uncountable cardinality. We show that there exist continuous linear functionals on I ω + that cannot be extended to a linear map K → K. Let ζ < ω + be an ordinal. We show that any φ: I ζ → K with |φ(x)| ≤ |x|, ∀x ∈ I ζ can be extended to a linear map ψ: I ζ+1 = I ζ + e T ζ K → K with |ψ(y)| ≤ |y|, ∀y ∈ I ζ+1 . Define ψ(e T ζ ) as the element with representative (c ε ) ε where |c ε | ≤ 1, ∀ε ∈ T ζ and c ε = 0, ∀ε ∈ T c ζ .
We show that the map ψ:
Also for a limit ordinal ζ, it is clear that ψ: I ζ → K: ψ(x) = φ ξ (x), if x ∈ I ξ defines a linear map satisfying |ψ(x)| ≤ |x|, as soon as the same holds for all φ ξ , ξ < ζ. Now for each non-limit ordinal ζ, we have at least two choices for defining ψ(e T ζ ), e.g. ψ(e T ζ ) = 0 or ψ(e T ζ ) = e T ζ . Denoting Λ the set of all countable non-limit ordinals and I ′ ω + the set of all continous linear functionals on I ω + , we find a surjective map from I ′ ω + onto the set {(φ(e T ζ )) ζ∈Λ : φ ∈ I ′ ω + }, which can be surjectively mapped onto the set {0, 1} Λ . As the cardinality of Λ is ℵ 1 , the cardinality of I ′ ω + is at least 2 ℵ 1 . If each φ ∈ I ′ ω + could be extended to a linear map ψ: e S K → K, we would obtain 2 ℵ 1 different continuous K-linear maps ψ: e S K → K. Now ψ is completely determined by the number ψ(e S ) ∈ e S K, so by one sequence of rational numbers (since any element in e S K has a representative consisting of 0 for ε ∈ S c , and of q 1 + iq 2 , q j ∈ Q, for ε ∈ S). The cardinality of the set of such sequences is 2 ℵ 0 < 2 ℵ 1 , a contradiction.
Examples
An ultrafilter U is called δ-stable iff the following property holds: let for each n ∈ N, J n ∈ U; then there exists J ∈ U such that, for each n ∈ N, J \ J n is finite. This theorem has the following corollary. Proof. Let U be a δ-stable free ultrafilter on N. For S ⊆ (0, 1), let 1/S = {1/ε : ε ∈ S}. Let F = {S ∈ S : N ∩ 1/S / ∈ U }. We show that F ∈ P * (S). Let S, T ∈ F, so there exist J 1 , J 2 ∈ U such that N ∩ 1/S = N \ J 1 , N ∩ 1/T = N \ J 2 . Then N ∩ 1/(S ∪ T ) = N \ (J 1 ∩ J 2 ) / ∈ U. Further, as 0 ∈ S, also 0 ∈ S ∪ T . Should 0 / ∈ (S ∪ T ) c , then (0, η) ⊆ S ∪ T , for some η ∈ (0, 1), and J 1 ∩ J 2 would be a finite element of the free ultrafilter U, a contradiction. So S ∪ T ∈ F. Let S ∈ S. Call J S = N ∩ 1/S. If J S / ∈ U, then S ∈ F. Otherwise, N ∩ 1/S c = N \ J S / ∈ U, so S c ∈ F. Let a ∈ g(F). We show that a ∈ g(F). Let (L n ) n∈N be a sequence of level sets for a. By theorem 6.2, e Ln ∈ g(F), ∀n. If a = 0, there exists N ∈ N such that for each n ∈ N with n ≥ N , L n ∈ S, so by [1, Rem. 4.18] , L n ∈ F, i.e., N ∩ 1/L n = N \ J n , for some J n ∈ U. By the δ-stability, there exists J ∈ U such that J \ J n is finite, for each n ≥ N . Let T = (0, 1) \ {1/n : n ∈ J}. Then N ∩ 1/T = N \ J, so T ∈ F. As J \ J n is finite, L n ∩ (0, η) ⊆ T , for some η > 0 (depending on n), and e Ln e T = e Ln∩T = e Ln , for each n ≥ N , and a = lim n ae Ln = lim n ae Ln e T = ae T ∈ g(F).
In C(X), there can exist prime ideals that are not z-ideals; the same holds in K (the construction of an example is however completely different [13, 2G.1]). Example 11.3. There exist infinitely many prime ideals P 2 ⊃ P 3 ⊃ · · · ⊃ P m ⊃ · · · of K that are not z-ideals. Moreover, (P n ) z = (P m ) z , ∀m, n.
Proof. Let S n ∈ S 1 , for each n ∈ N, with S n ∩ S m = ∅ if n = m. For m ∈ N, let β m ∈ K be defined as follows on representatives:
(β m ) ε = ε n m , ε ∈ S n , n ∈ N (β m ) ε = 0, otherwise.
Consider the set A = {x ∈ K : (∃N ∈ N)(∀n ≥ N )(S n ∈ Inv(x))}.
If x, y ∈ A, then there exists N ∈ N such that for n ≥ N , S n ∈ Inv(x) ∩ Inv(y) ⊆ Inv(xy), so xy ∈ A. Hence A is closed under multiplication. Further 0 / ∈ A, so by proposition 2.4, there exists a prime ideal P such that P ∩ A = ∅. We show that for each m > 1, β m−1 / ∈ m(P ) + β m K.
Suppose that there exist x ∈ m(P ), y ∈ K and n ∈ N such that x + yβ m = β n m−1 . As x ∈ m(P ), x = xe T for some e T ∈ P . So e T / ∈ A, and for each N ∈ N, there exists k ≥ N such that S k / ∈ Inv(e T ). By lemma 5.1(9), 0 ∈ S k \ T , i.e., e U k = 0 with U k = S k \ T . So yβ m e U k = β n m−1 e U k . As U k ⊆ S k , β m e U k = α k m e U k , and ye U k = α nk m−1 −k m e U k = α −k m−1 (k−n) e U k . As n, m are fixed and k can be chosen arbitrary large, this contradicts the moderateness of y.
By theorem 4.6, P m := m(P ) + β m K is a prime ideal for each m > 1. Since β m ∈ β m−1 K and β m−1 ∈ P m−1 \ P m , we have P m P m−1 , for all m > 1. Finally, by proposition 6.1, for each m ∈ N, Inv(β m ) = {S ∈ S 1 : (∃N ∈ N)(∃η > 0)(S ∩ (0, η) ⊆ S 1 ∪ · · · ∪ S N )}, so for each n, m, Inv(β m ) = Inv(β n ), hence (β m K) z = (β n K) z . By propositions 5.3(2) and 5.4(1), (P m ) z = (m(P ) + β m K) z = m(P ) z + (β m K) z . Hence (P m ) z = (P n ) z , for each m, n, and P m (P m ) z , for m > 1.
As a result, we can answer a question posed in [1] . The Krull dimension of K is defined as the supremum of n ∈ N such that there exist P 0 , P 1 , . . . , P n prime ideals of K with P 0 ⊂ P 1 ⊂ · · · ⊂ P n .
Theorem 11.4. The Krull dimension of K is infinite.
Example 11.5. There exists a prime z-ideal of K that is neither a minimal nor a maximal prime ideal.
Proof. Let S n , T n ∈ S 1 , for each n ∈ N, with T n ∩ T m = S n ∩ S m = ∅ if n = m and n∈N S n = (0, 1). Further, let 0 ∈ S n ∩ T m , ∀n, m ∈ N, let (1/n, 1) ⊆ T 1 ∪ · · · ∪ T n , ∀n ∈ N. The sequence (T n ) n∈N can be constructed starting from the sequence (S n ) n∈N , using the property that for S ∈ S 1 and η > 0, it is always possible to find T ⊆ S with (η, 1) ∩ S ⊆ T , T ∈ S 1 and S \ T ∈ S 1 . Define β, γ as follows on representatives: β ε = ε n , ε ∈ S n , n ∈ N β ε = 0, otherwise, γ ε = ε n+m , ε ∈ S n ∩ T m , n, m ∈ N γ ε = 0, otherwise.
Further, call S n = S 1 ∪ · · · ∪ S n and T n = T 1 ∪ · · · ∪ T n , for n ∈ N. Let
We show that g(F 0 ) ∩ {γ n : n ∈ N} = ∅. Let x ∈ g(F 0 ). There exist k ∈ N, (m n ) n∈N ∈ N N such that x = xe S with
In particular, for l > k and m > m l , S ∩ (S l ∩ T m ) = ∅, so e S l ∩Tm ∈ Z(x). But S l ∩ T m ∈ Inv(γ n ). So x = γ n , ∀n ∈ N. By proposition 2.4, there exists a prime ideal P ⊇ g(F 0 ) with γ / ∈ P . We show that β / ∈ (m(P ) + γ K) z . Suppose that x 1 e S + x 2 γ = y, for some x 1 , x 2 ∈ K, e S ∈ P and y ∈ K with Z(y) = Z(β). As 1 / ∈ P , S ∪ n∈N (S n ∩ T mn ) = (0, 1), for any (m n ) n∈N . So S cannot have the property that (∀n ∈ N)(∃m ∈ N)(S n \ T m ⊆ S). I.e., (∃N ∈ N)(∀m ∈ N)(S N \ T m ⊆ S). For any m ∈ N, let ε m ∈ (S N \ T m ) \ S. Let T = {ε n : n ∈ N}. By definition of S n and T n , ε n ≤ 1/n, so 0 ∈ T . Further T ∩ S = ∅, so e S e T = 0; for each m, T ∩ T m is finite, so γe T = 0. Hence ye T = 0. But T ⊆ S N , so T / ∈ Z(y) = Z(β), a contradiction. So P := (m(P ) + γ K) z is a prime z-ideal with m(P ) ⊆ P ⊆ m(P ). As β = lim n βe e Sn , β ∈ m(P ) \ P and γ ∈ P \ m(P ). Hence m(P ) P m(P ).
