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Il contributo descritto nella presente tesi si inquadra nel contesto
del Business Process Management [Wes12]. Il Business Process
Management è una disciplina che coinvolge un insieme di attivi-
tà per modellare, automatizzare, eseguire, controllare, misurare
e ottimizzare i processi di business. Un processo di business
è costituito da un insieme di attività svolte in coordinazione in
un ambiente organizzativo per realizzare un obiettivo aziendale.
Ogni processo di business è emanato da una singola organizza-
zione, ma può interagire con i processi di business svolti da altre
organizzazioni. Un modello di processo di business è costitui-
to da un insieme di modelli di attività e vincoli di esecuzione
tra loro. La notazione attualmente più diffusa per la rappresen-
tazione di modelli di processi di business è BPMN [DLRMR13]
(vedi Sezione 2.1). Questa è una notazione grafica di impatto im-
mediato e facile da comprendere per i differenti attori coinvolti
nel Business Process Management, indipendente dal loro back-
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ground culturale. In BPMN esistono modelli di processo (pool
singolo) e di collaborazione (più pool che scambiano messaggi).
In particolare, nella Figura 1.1 viene mostrato un singolo pool e
nella Figura 1.2 vengono mostrati due pool dove le linee tratteg-
giate rappresentano lo scambio di messaggi tra i due processi.
Figura 1.1: Esempio di un modello di processo BPMN
Figura 1.2: Esempio di un modello di collaborazione BPMN
In BPMN esiste uno standard XML per lo scambio di diagram-
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mi che garantisce l’interoperabilità degli strumenti di sviluppo
e analisi, ma la notazione BPMN è piuttosto informale: la se-
mantica dei vari costrutti è spiegata in linguaggio naturale, non
rigoroso, nel documento che descrive lo standard. Per poter
analizzare i diagrammi BPMN si ricorre, quindi, a traduzioni su
modelli matematici.
Una delle proprietà principali da analizzare è la soundness
(vedi Sezione 2.3), ovvero la capacità di portare il processo a
compimento senza lasciare compiti inevasi e senza bloccarsi.
Gli strumenti allo stato dell’arte per il controllo della sound-
ness sono WoPeD [WoP05] e ProM [Pro10] (vedi Sezioni 7.2.1
e 5.1). In particolare, ProM è una piattaforma di analisi basata
su plugin, sviluppata in Java e comprendente strumenti di ana-
lisi allo stato dell’arte. L’analisi di soundness avviene conver-
tendo i diagrammi BPMN in rete di Petri particolari, chiamate
reti di workflow, con il plugin Convert BPMN diagram to Petri
net [KDLvdA14] e poi analizzando la rete così ottenuta con il
plugin Woflan [VBvdA01] oppure salvando la rete in formato
PNML (Petri Net Markup Language, lo standard XML per la
rappresentazione di reti di Petri) e aprendo il file con WoPeD.
Nel caso di processi singoli, l’analisi con questi strumenti
è effettiva nella stragrande maggioranza dei casi reali. Questo
perchè le reti corrispondenti sono tipicamente free-choice (vedi
Sezione 2.2) e per esse l’analisi di soundness può essere condotta
in tempo polinomiale. Nel caso di diagrammi di collaborazione,
invece, la situazione è complicata dal fatto che il plugin di ProM
disponibile attualmente non ne permette la traduzione in rete di
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workflow e che le reti corrispondenti sono spesso non-free-choice,
a causa dei punti di attesa in corrispondenza di più messaggi
possibili dal processo partner. Infatti, per tali reti il problema è
in generale PSPACE-completo e l’analisi passa dalla costruzione
del cosiddetto grafo di raggiungibilità. Esso rappresenta lo spazio
di tutte le possibili computazioni e la sua dimensione esplode a
causa dei possibili interleaving tra gli eventi concorrenti dei pro-
cessi. Questo risultato è negativo perchè, nel caso di architetture
basate su servizi, l’analisi dovrebbe essere condotta in tempo
reale per permettere la scelta di processi compatibili quando ve
ne siano molteplici nel repository.
Scopo della tesi è quello di estendere il plugin di ProM per
la traduzione di diagrammi BPMN in reti di Petri, permetten-
do di trattare diagrammi di collaborazione e poi di sfruttare un
modello concorrente delle computazioni (al contrario del gra-
fo di raggiungibilità che è un modello sequenziale) per ridurre
drasticamente la dimensione del sistema da analizzare e riuscire
a trattare in maniera effettiva (efficace e efficiente) i diagrammi
di collaborazione usati in esempi realistici di media e grande
dimensione (comprendenti tra i 70 e i 200 elementi).
Per quanto riguarda il primo punto è stato sufficiente esten-
dere il plugin in modo da trattare più pool, seguendo lo schema
di [DDO08].
Per quanto riguarda il secondo punto abbiamo adattato una
tecnica detta di unfolding troncato proposta in passato da McMil-
lan. L’idea di base è di costruire una rete, detta di unfolding, che
rappresenta tutte le possibili computazioni della rete originale.
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Dato che in caso di iterazioni tale rete sarebbe di dimensione
infinita si tronca l’unfolding su eventi particolari, detti di cutoff,
che porterebbero a situazioni già visitate. Mentre il troncamento
di McMillan si applica solo a reti bounded (vedi Sezione 2.2) e
non permetterebbe di studiare la soundness, l’unfolding da noi
proposto permette di scoprire le situazioni che rendono la rete
unbounded (e di conseguenza non sound) e impiega una nota-
zione di cutoff più stringente che permette l’analisi della sound-
ness in maniera esatta. Inoltre il nostro approccio, chiamato BCS
unfolding (Bruni Cicciarella Spagnolo unfolding), consente an-
che l’analisi della cosiddetta weak soundness (vedi Sezione 2.3.1)
che è una proprietà più debole e ragionevole da richiedere nel
caso di diagrammi di collaborazione e per la quale non esistono
attualmente altri strumenti di analisi.
La tecnica di analisi è stata implementata come plugin di
ProM, chiamato appunto BCS Unfolding, e sperimentato su nu-
merosi diagrammi sviluppati in passato per progetti di esame
del modulo di MPB del corso di APA (Analisi delle Prestazioni
Aziendali).
I risultati sono stati molto soddisfacenti perchè in tutti i ca-
si sperimentati l’analisi viene condotta più efficientemente che
Woflan e WoPeD e si riescono a trattare diagrammi per i quali
Woflan e WoPeD non sono in grado di restituire un risultato in
tempi ragionevoli. Nella Figura 1.3 viene mostrato lo schema
riassuntivo di analisi da noi proposto. In particolare, il plugin
sviluppato esegue i seguenti passi:
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1. prende in input il diagramma BPMN;
2. trasforma il modello astratto nella rispettiva rete di work-
flow;
3. a partire da esso genera una nuova rete con la tecnica del-
l’unfolding troncato in modo da poter studiare le caratte-
ristiche della rete originale;
4. produce una pagina di diagnostica con il risultato dell’a-
nalisi, colorando opportunamente gli elementi della rete di
workflow per evidenziare le possibili cause di problemi.
Figura 1.3: Schema di analisi del plugin BCS Unfolding
1.1 Struttura della tesi
Questa tesi è organizzata come segue. Nel Capitolo 2 verran-
no introdotti i concetti teorici che stanno alla base del nostro
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strumento. Nel Capitolo 3 verranno illustrate le tecniche di un-
folding, in particolare verrà presentato l’algoritmo di unfolding
troncato proposto da McMillan e descritta l’analisi dei punti di
deadlock. Nel Capitolo 4 viene descritta la nuova tecnica di
troncamento proposta assieme agli insiemi, alle funzioni e agli
algoritmi utilizzati per lo sviluppo del software. Nel Capitolo 5
verranno descritti i dettagli implementativi del plugin realizza-
to. Nel Capitolo 6 verrà mostrato un semplice esempio del suo
funzionamento. Nel Capitolo 7 verranno mostrati alcuni casi
di studio volti a confrontare i tempi di esecuzione del plugin ri-
spetto a quelli di Woflan e WoPeD. Infine, nel Capitolo 8 saranno




Il BPMN (Business Process Modeling and Notation) [Wes12] è
la notazione standard internazionale per la rappresentazione dei
processi di business basati sulla tecnica dei diagrammi di flusso.
Essa è ritagliata su misura per modelli grafici di operazioni dei
processi aziendali ed è costituita da quattro di elementi:
• swimlanes: meccanismo per organizzare le attività in ca-
tegorie visive distinte al fine di illustrare diverse capacità
o responsabilità funzionali;
• flow objects: piccolo insieme di elementi di base esten-
dibili con decorazioni in modo che gli utenti non devono
imparare e riconoscere un gran numero di forme differenti;
• connecting objects: sono gli archi che collegano tra di loro
gli alti elementi di un diagramma per creare la struttura
8
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scheletrica di base di un processo di business;
• artefacts: vengono aggiunti a un diagramma per specifi-
care meglio il contesto del processo aziendale in corso di
modellazione.
La prima versione di BPMN (BPMN 1.0) nasceva come sforzo
congiunto del Business Process Management Initiative e Object
Management GroupTM che decisero di fondere le loro attività
nel Business Process Management per fornire una leadership di
pensiero e standard industriali per questo settore importante e
in crescita. Lo sviluppo del BPMN fu un passo importante per:
• ridurre la frammentazione che esisteva con una miriade di
strumenti di modellazione di processo e notazioni;
• sfruttare esperienze con molte proposte divergenti per con-
solidare le migliori idee;
• ridurre la confusione tra le imprese e gli utenti finali.
Il gruppo di lavoro aveva come obiettivo quello di fornire
una notazione che fosse facilmente comprensibile da parte di
tutti gli utenti, dall’analista che progetta il processo, agli svilup-
patori che implementano la tecnologia in grado di eseguire il
processo, alle persone che gestiranno il processo. La versione
finale (BPMN 2.0, prodotta nel 2011 e tuttora valida) prevede-
va, tra le altre cose, l’aggiornamento degli elementi (mediante
nuove decorazioni) di tasks, eventi e gateways. Per capire meglio
il significato di ogni simbolo BPMN consideriamo l’esempio in
Figura 2.1, in cui gli elementi principali sono i seguenti:
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Figura 2.1: Esempio di un modello BPMN
• Pool. Un pool rappresenta un partecipante in un proces-
so e viene rappresentato come un rettangolo con un nome,
nell’esempio c’è un unico pool che ha come nome Parti-
cipant. Si assume che le attività di un pool siano sotto lo
stretto controllo e responsabilità di una singola organiz-
zazione che ne può governare l’esecuzione in accordo ai
vincoli espressi dal processo.
• Evento. Un evento è qualcosa che “succede” nel corso
di un processo di business. Il tipo di un evento è uno
tra: start, intermediate o end. É rappresentato come un cer-
chio dove il tipo dipende dallo stile del bordo. Nell’esem-
pio l’elemento Start Event è l’evento iniziale e l’elemento
End Event quello finale (l’esempio non comprende eventi
intermedi).
• Attività. Un’attività è una “unità di lavoro” da svolger-
si durante il corso di un processo aziendale. Un’attività
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può essere atomica (task) o composta (sub-process). É rap-
presentata come un box arrotondato. Nell’esempio sono
quelli chiamati Task. Opportune decorazioni chiariscono
la natura dell’attività. Nell’esempio vediamo una busta
nera che simboleggia l’invio di un messaggio collegato a
una attività e la busta bianca che evidenzia le attività di
ricezione.
• Gateway. Un gateway è utilizzato per controllare la scis-
sione e la giunzione dei percorsi del flusso di sequenza.
Un gateway è rappresentato come una forma di diamante
al cui interno può essere inserita una decorazione per indi-
care la natura del controllo del comportamento. Ogni ga-
teway ha un singolo arco entrante e molteplici archi uscenti
o viceversa. I tipi principali di gateway sono:
– Data-based Exclusive Gateway: quando ha più ra-
mi in uscita, indirizza i rami di sequenza in base al-
le condizioni mutuamente esclusive ad essi associate.
Quando ha più archi entranti, si attende il completa-
mento di un ramo in entrata prima di attivare il flusso
in uscita. La decorazione di questo gateway è a for-
ma di “X”. Nell’esempio ci sono tre gateway di que-
sto tipo: sono quelli indicati con il nome di Exclusive
Gateway;
– Event-based Exclusive Gateway: ha sempre più rami
in uscita, associati al verificarsi di un evento esterno al
processo; ad esempio la ricezione di un messaggio o la
CAPITOLO 2. MODELLI DI PROCESSI 12
scadenza di un time out. Il flusso di sequenza viene
instradato al successivo evento/task che accade per
prima. Questo gateway viene marcato da un cerchio
con all’interno un pentagono. Nell’esempio è quello
con il nome Event-based Gateway;
– Parallel Gateway: viene utilizzato per dividere il flus-
so di sequenza in modo che tutti i rami uscenti vengo-
no attivati contemporaneamente. La fusione dei rami
paralleli attende l’arrivo di tutti i rami per completar-
si prima di attivare il flusso in uscita. La marcatura di
questo gateway è a forma di “+”. Nell’esempio si tro-
vano due gateway di questo tipo: sono quelli indicati
con il nome di Parallel Gateway.
Due o più pool possono essere collegati utilizzando i messa-
ge flow, questi sono usati per mostrare il flusso di messaggi tra
partecipanti di processi separati. Questi vengono rapprensenta-
ti da linee tratteggiate. Nella Figura 2.2 si mostra uno scambio
di informazioni tra due pool. Notiamo come lo Start Event del
secondo processo dipenda dall’invio di un messaggio da parte
del primo processo.
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Figura 2.2: Esempio di un collaborazione tra due pools
Nella Figura 2.3 viene mostrato il Poster del BPMN 2.0, che
descrive la notazione di ogni singolo elemento e dei suoi tipi.
Poichè la notazione BPMN è informale, per analizzare il com-
portamento dei processi BPMN si ricorre quindi a traduzioni su
modelli formali e privi di ambiguità, quali le reti di Petri.











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 2.3: Poster BPMN 2.0
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2.2 Reti di Petri
Le reti di Petri sono state introdotte in [Pet66] come strumento
per la modellizzazione di sistemi concorrenti. Da allora hanno
trovato larga applicazione, anche interdisciplinare, per lo stu-
dio di fenomeni fisici, chimici, biologici e delle proprietà di
architetture e sistemi software [Rei13].
Definizione 2.2.1 (Rete).
Una rete è una tripla N = (P, T, F) dove
• P è l’insieme delle piazze;
• T è l’insieme delle transizioni, con P ∩ T = ∅;
• F ⊆ (P× T) ∪ (T × P) è la relazione di flusso.
Graficamente, una piazza è rappresentata da un cerchio, una
transizione da un quadrato, e un arco (x, y) da una freccia che
parte da x e arriva a y. Se (x, y) ∈ F allora x è un nodo di input
di y e y è un nodo di output di x. In altre parole, dato che si può
collegare tramite F una piazza e una transizione e viceversa, ma
non piazze con piazze e transizioni con transizioni, ogni rete è
un particolare grafo bipartito.
Un multi-insieme M : P→N di piazze è chiamato marking.
Un marking è rappresentato graficamente disegnando, in cia-
scuna piazza P, un numero di token pari a M(P). Un marking
può essere rappresentato formalmente mediante la definizione
di multi-insieme:
CAPITOLO 2. MODELLI DI PROCESSI 16
Definizione 2.2.2 (Multi-insieme).
Un multi-insieme M : P → N si dice finito se il numero di elementi
di x ∈ P tali che M(x) > 0 è finito. Un multi-insieme finito può essere
scritto come {k1x1, ..., knxn} dove ogni ki ∈ N denota la molteplicità
del corrispondente elemento xi in M, ovvero M(xi) = ki e M(x) = 0
se x /∈ {x1, ..., xn}. Alternativamente, possiamo scrivere M come una
somma formale:





Le principali operazioni sono:
• multi-insieme vuoto: scriviamo ∅ per il multi-insieme tale che
∅(x) = 0 per tutti gli x ∈ M;
• multi-insieme contenuto: scriviamo M ⊆ M′ se M(x) 6
M′(x) per tutti gli x ∈ M;
• multi-insieme equivalente: scriviamo M = M′ se M(x) =
M′(x) per tutti gli x ∈ M;
• multi-insieme strettamente contenuto: scriviamo M ⊂ M′
se M ⊆ M′ e M 6= M′;
• unione di multi-insiemi: M + M′ è il multi-insieme tale che
(M + M′)(x) = M(x) + M′(x) per tutti gli x ∈ M;
• differenza di multi-insiemi: M−M′ è il multi-insieme defini-
to quando M′ ⊆ M e tale che (M−M′)(x) = M(x)−M′(x)
per tutti gli x ∈ M.
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Ovviamente un insieme {x1, ..., xn} può essere visto come un
multi-insieme che associa agli elementi dell’insieme molteplicità
1 e 0 agli altri.
Definizione 2.2.3 (Rete di Petri).
Una rete di Petri è una tupla (N, M0), dove N = (P, T, F) è una
rete e M0 : P → N è una marcatura di N detta marking iniziale e
che rappresenta lo stato iniziale del modello.
Esempio 2.1 (Una semplice rete di Petri). Nella Figura 2.4 mo-
striamo una rappresentazione grafica di una rete di Petri dove
• P = {p1, p2}
• T = {t1, t2}
• F = {(p1, t1), (t1, p1), (p1, t2), (t1, p2), (t2, p2), (p2, t2)}
• M0 = {p1}
Figura 2.4: Rete di Petri
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Introduciamo adesso la terminologia principale assumendo
sia data una rete di Petri (P, T, F, M0):
• Preset. Indichiamo con •x l’insieme di tutti i nodi di input
del nodo x, ovvero •x = {y | (y, x) ∈ F}
• Postset. Indichiamo con x• l’insieme di tutti i nodi di
output del nodo x, ovvero x• = {y | (x, y) ∈ F}
• Transizione abilitata. Una transizione t ∈ T è abilitata da
una marcatura M se e solo se •t ⊆ M e scriviamo M[t〉.
• Regola di scatto. Una transizione t ∈ T abilitata dalla mar-
catura M può scattare producendo una nuova marcatura
M′ = M− •t + t•. In questo caso scriviamo M[t〉M′.
• Marcature raggiungibili. Data una marcatura M, indichia-
mo con [M〉 l’insieme delle marcature raggiungibili da M
con una sequenza finita di scatti di transizioni.
• Liveness. Una transizione t è live, se da qualunque marca-
tura raggiungibile M ∈ [M0〉 un’altra marcatura M′ ∈ [M〉
può essere raggiunta dove t è abilitata (M′[t〉). Una rete di
Petri è live se tutte le sue transizioni sono tali.
• Deadlock-freedom. Una rete di Petri è deadlock-free, se
ogni marcatura raggiungibile M ∈ [M0〉 abilita qualche
transizione (∃t ∈ T. M[t〉).
• Boundedness. Dato k ∈N, una piazza p ∈ P è k-bounded
se ogni marcatura raggiungibile M ∈ [M0〉 ha al più k
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token nella piazza p (M(p) 6 k). Una rete di Petri è k-
bounded se tutte le sue piazze sono tali. Quando k = 1, si
dice che le piazze (rispettivamente, la rete) sono safe. Una
rete che è k-bounded per un qualche valore di k ∈ N è
detta bounded.
• Free-choice: Una rete di Petri è free-choice se per ogni
coppia di transizioni i loro preset sono coincidenti oppure
disgiunti (∀t, u ∈ T, si ha che •t =•u o •t∩•u = ∅);
• Grafo di occorrenze. Il grafo di occorrenze è un grafo,
i cui nodi sono i marking raggiungibili e i cui archi sono
etichettate con transizioni in modo tale che c’è un arco eti-
chettato con t da M a M′, scritto M t−→ M′ se e solo se
M[t〉M′. Il grafo di occorrenze rappresenta tutte le pos-
sibili computazioni interleaving (nel senso che una sola
transizione viene eseguita ad ogni passo) di una rete.
• Sequenze di scatto. Le sequenze di scatto di una rete
marcata N, e i suoi postsets, sono definiti ricorsivamente
come segue:
1. e (la sequenza nulla) è una sequenza di scatto, e e• =
1 (il marking iniziale);
2. se pi è una sequenza di scatto, t è una transizione,
e (pi•) ⊇ (•t), allora pit è una sequenza di scatto, e
pit• = (pi•)− (•t) + (t•).
Una marcatura M è raggiungibile esattamente quando c’è
una sequenza di scatto pi tale che M = pi•.
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2.2.1 Rete di unfolding
Intuitivamente, l’unfolding può essere visto come la costruzione
di una rete aciclica che rappresenta tutte le possibili computazio-
ni concorrenti di una rete di Petri, nel senso che ogni transizione
dell’unfolding (detta evento) rappresenta un possibile scatto di
una transizione della rete di Petri. La cosa interessante è che
l’unfolding è ancora una rete di Petri, chiamata rete di occorren-
ze, e offre una rappresentazione immediata e puntuale di tutti
gli eventi che possono verificarsi, delle loro dipendenze causali,
dei loro conflitti e della loro concorrenza. Ovviamente quando
la rete di Petri presenta dei cicli il corrispondente unfolding può
essere una rete con infinite piazze e transizioni.
Definizione 2.2.4 (Conflitto).
Due nodi x e y di una rete N = (P, T, F) sono in conflitto, denotato
come (x, y) ∈ # (o, in alternativa, x#y), se ci sono due transizioni
t1 6= t2 tali che
(t1, x) ∈ F+ ∧ (t2, y) ∈ F+ ∧ •t1 ∩ •t2 6= ∅
dove F+ è la chiusura transitiva della relazione F. Un nodo x è
in conflitto con se stesso se x#x. Diamo, quindi, una definizione
formale di rete di occorrenze:
Definizione 2.2.5 (Rete di occorrenze).
Una rete N = (P, T, F) è una rete di occorrenze se
1. ∀x, y ∈ P ∪ T : (x, y) ∈ F+ ⇒ (y, x) /∈ F+ (assenza di cicli);
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2. ∀p ∈ P : |•p| 6 1 (non ci sono conflitti backward);
3. nessuna transizione è in conflitto con se stessa.
Tradizionalmente, le piazze e le transizioni di una rete di oc-
correnze sono chiamate condizioni e eventi, rispettivamente. Per
comodità, usiamo N = (P,T,F) per denotare una rete di occor-
renze dove P, T e F sono gli insiemi delle condizioni, eventi e
archi rispettivamente. Denotiamo con ◦N = {c ∈ P | •c = ∅}
l’insieme delle piazze iniziali della rete di occorrenze. Dato un
multi-insieme µ1 su X e una funzione L : X → Y, la notazione
[[L(x) | x ∈ µ1]] (o, in alternativa, L[[µ1]]) denota un multi-insieme






µ1(x) ∃x ∈ X, L(x) = y
0 ∀x ∈ X, L(x) 6= y
Quindi la definizione formale di rete di occorrenze etichettata sarà:
Definizione 2.2.6 (Rete di occorrenze etichettata).
Sia (N, M0) una rete di Petri. (N, L) è una rete di occorrenze
etichettata su (N, M0) se la rete di occorrenze N = (P,T,F) e
l’omomorfismo L : P∪ T→ P ∪ T soddisfano:
1. (P∪ T) ∩ (P ∪ T) = ∅ ∧ L(P) ⊆ P ∧ L(T) ⊆ T;
2. ∀t ∈ T : L[[•t]] = •L(t) ∧ L[[t•]] = L(t)•;
3. L[[◦N]] = M0;
4. ∀t1, t2 ∈ T : (•t1 = •t2 ∧ L(t1) = L(t2))⇒ t1 = t2.
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Definizione 2.2.7 (Unfolding).
Se (N, M0) è una rete marcata, allora il suo unfolding è la massima
rete di occorrenze etichettata su (N, M0).
In questo modo l’unfolding riunisce in un’unica rete tutte le
possibili reti di occorrenze associabili a N.
Esempio 2.2 (Confronto tra una rete di Petri e il suo unfolding).
Nella figura 2.5 viene mostrata a sinistra una rete di Petri e a
destra il suo unfolding. Per semplicità ogni nodo x della rete di
unfolding è etichettato con l’elemento L(x) della rete originale.
Notiamo come nella rete di unfolding:
1. L[[◦N]] = M0;
2. siano presenti un numero infinito di piazze e transizioni
(come suggerito dai trattini punteggiati);



































x 6 x′ x 6 y′ y 6 x′′ y 6 y′′
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Figura 2.5: Rete di Petri (a) e il suo unfolding (b)
Introduciamo ora il concetto di configurazione.
Definizione 2.2.8 (Configurazione).
Sia N una rete di occorrenze etichettata. Un sottoinsieme S di T è una
configurazione di N esattamente quando:
1. è chiusa all’indietro: se t•1 ∩ •t2 6= ∅ allora t2 ∈ S implica che
t1 ∈ S;
2. è senza conflitti: ∀t1, t2 con t1 6= t2 allora •t1∩•t2 = ∅.
Una configurazione S descrive un multi-insieme di ordine par-
ziale delle transizioni della rete originale e il suo postset è defi-
nito come segue:
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Definizione 2.2.9 (Postset di una configurazione).
Sia S una configurazione di una rete di occorrenze etichettata N. Il
postset S• è l’insieme di tutte le piazze p ∈ P tale che:
1. ∀t ∈ S, p /∈•t;
2. ∀t ∈ T− S, p /∈ t•;
Lo stato finale di S, definito come F (S), è L(S•) (il multi-insieme di
etichette che appaiono in S•).
Molto importante è il Teorema 2.2.1 che mostra come gli sta-
ti finali di tutte le configurazioni rappresentino esattamente le
marcature raggiungibili della rete originale.
Teorema 2.2.1 ([EH08]).
Data una rete di occorrenze etichettata N, se S e S′ = S ∪ {t} sono
configurazioni di N, allora S′• = S•− •t + t•.
Infine, importante è il seguente teorema:
Teorema 2.2.2 ([McM95]).
Sia N l’unfolding di N. M è una marcatura raggiungibile di N se e
solo se M è lo stato finale di alcune configurazioni finite di N.
2.3 Reti di Workflow
La reti di workfow (spesso indicate come WF-net) costituiscono
una particolare sottoclasse di reti introdotta per modellare spe-
cificatamente business processes e definita come segue [VdA98].
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Definizione 2.3.1 (Reti di workflow).
Una rete di Petri (P, T, F) è chiamata rete di workflow (o WF-net)
se:
• c’è una piazza i ∈ P con •i = ∅, detta iniziale;
• c’è una piazza o ∈ P con o• = ∅, detta finale;
• ogni altra piazza e transizione appartiene ad un percorso da i a o
sul grafo indotto da F.
Per convenzione, si assume che M0 = {i}.
Figura 2.6: Workflow net
Esempio 2.3 (Esempio di una rete di Petri). Nella Figura 2.6 si
mostra un esempio di WF-net, in particolare possiamo notare
come il preset di i e il postset di o siano vuoti e qualsiasi altro
nodo giace su un percorso da i a o.
Le WF-nets sono un formalismo molto utilizzato in quan-
to si prestano alla modellazione e validazione dei processi. Il
problema è che non tutte le WF-nets rappresentano un processo
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corretto, per questo introduciamo una ulteriore sottoclasse delle
WF-net che sono dette sound, in quanto soddisfano un criterio
generalmente accettato e intuitivo di correttezza.
Definizione 2.3.2 (Rete di workflow sound).
Una WF-net è chiamata sound se:
1. no dead task: per ogni transizione t, c’è un marking M ∈ [i〉
che abilita t;
2. option to complete: per ogni marking M ∈ [i〉 raggiungibile
partendo con un token nella piazza i è sempre possibile spostarsi
in un marking M′ ∈ [M〉 che contiene un token nella piazza o
(M′(o) > 1);
3. proper completion: quando un token è nella piazza o, tutte le
altre piazze sono vuote e o contiene un solo token (formalmente,
preso M ∈ [i〉 con M(o) > 1 si ha M = o)
Se le tre condizioni vanno spiegate intuitivamente avremo:
1. ogni attività del processo deve poter essere utile (eseguibi-
le), altrimenti non avrebbe senso inserirla nel processo;
2. in ogni momento dell’esecuzione del processo deve poter
essere possibile portare il processo a compimento;
3. quando il processo è completato non ci sono attività ineva-
se.
Indichiamo con N : i → o una rete di workflow con piazza
di input i e piazza di output o, mentre con N∗ indichiamo la
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rete ottenuta aggiungendo la transizione reset a N (reset : o → i).
Abbiamo il seguente risultato principale:
Teorema 2.3.1 (Main Theorem [VdA98]).
N è sound se e solo se N∗ è live e bounded.
Inoltre è immediato verificare che se una rete di workflow N
è free-choice allora anche N∗ è free-choice. Dato che se una
rete è free-choice possiamo controllare in modo efficiente se è
live e bounded (tempo polinomiale, Rank Theorem [EH08]), se-
gue che tutte le free-choice WF-net possono essere verificate
efficacemente (rispetto alla soundness).
2.3.1 Sistemi di Workflow
Non tutti i task di una rete di workflow sono automatici, que-
sti possono essere attivati manualmente o con un messaggio, e
possono essere utilizzati per attivare altri compiti. Per rappre-
sentare questo, ogni processo ha un interfaccia per l’iterazione.
Essa consiste di alcune piazze di ingresso e uscita. Il problema
è che aggiungendo queste piazze alle reti si vìola la definizione
di WF-net.
Definizione 2.3.3 (Modulo di workflow).
Un modulo di workflow consiste di una rete di Petri (P, T, F) assie-
me a:
• un insieme PI di piazze in entrata con un insieme di archi in
entrata FI ⊆ (PI × T);
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• un insieme PO di piazze in uscita con un insieme di archi in
uscita FO ⊆ (PO × T).
Possiamo comporre assieme più moduli di workflow in mo-
do che usino le piazze delle interfacce per scambiare informazio-
ni. Solitamente si assume che una stessa transizione non possa
essere collegata al contempo a piazze di ingresso e di uscita. Una
serie di moduli di workflow vengono chiamati strongly structu-
ral compatible se per ogni messaggio che può essere inviato da
un modulo esiste un modulo che può riceverlo, e per ogni mes-
saggio che può essere ricevuto da un modulo vi è un modulo
che può inviarlo.
Dopo aver costruito i moduli di workflow per controllare che
il sistema si comporti bene complessivamente viene utilizzata la
definizione di sistema di workflow.
Definizione 2.3.4 (Sistema di workflow).
Un sistema di workflow consiste di n moduli di workflow che siano
structurally compatible, le cui piazze iniziali siano i1, .., in, e le cui
piazze finali siano o1, ..., on arricchite con una nuova piazza iniziale i
con la transizione ti : i → i1 + ... + in e con la piazza finale o con la
transizione to : o1 + ...+ on → o.
Quando si controlla la compatibilità comportamentale la sound-
ness della rete globale è un requisito troppo restrittivo. I moduli
di workflow sono progettati separatamente, eventualmente riu-
tilizzati in diversi sistemi ed è improbabile che ogni funziona-
lità che offrono sia coinvolta in ogni sistema. Per questo viene
utilizzata una proprietà più debole rispetto alla soundness:
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Definizione 2.3.5 (Weak sound).
Una rete di workflow è weak sound se soddisfa la option to complete
e la proper completion.
Quasi tutti i sistemi di workflow non sono free-choice (perchè
un modulo comprende spesso punti di attesa con una scelta che
dipende da quale messaggio si riceve). Un esempio è mostrato in
Figura 2.7, dove il postset del place p1 è costituito dall’insieme
di transizione {t1, t2}, le quali però non condividono lo stesso
preset in quanto la transizione t1 ha in ingresso {p1, inter f ace1}
e la transizione t2 ha in ingresso {p1, inter f ace2}.
Figura 2.7: Violazione della condizione free-choice
Come vedremo nella Sezione 2.4, i sistemi di workflow sono
spesso necessari per rappresentare i diagrammi di collaborazio-
ne di BPMN e il risultato negativo è che in generale l’analisi di
soundness per sistemi con free-choice è PSPACE-completa.
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2.4 Da BPMN a reti di Petri
I modelli BPMN possono essere trasformati in sistemi di work-
flow. Si illustra nel dettaglio la traduzione dei nodi utilizzati nel
modello BPMN in frammenti di rete di Petri (vedi figura 2.8).
• Start. Il nodo di start viene tradotto inserendo un place il
cui postset è costituito da una transizione che si abiliterà e
scatterà non appena avrà inizio il processo.
• Task e eventi. Il nodo task modella un’azione attiva, men-
tre il nodo evento modella un’azione passiva. La trasfor-
mazione in rete di Petri è identica in entrambi i casi: pre-
vede una piazza iniziale seguita da una transizione (la cui
abilitazione richiederà un token) che, una volta scattata,
consumerà tale token portandolo in un place di output.
• Data-based Exclusive Gateway. Il nodo di data-based ex-
clusive gateway viene modellato con una piazza iniziale il
cui postset è costituito da due transizioni le quali avran-
no entrambe una piazza finale; l’interazione avrà inizio nel
momento in cui la piazza in ingresso conterrà un token
che abiliterà le due transizioni: tuttavia solo una delle due
potrà scattare, riproducendo così la situazione di mutua
esclusività.
• Event-based Exclusive Gateway. Il nodo event-based exclu-
sive gateway nella trasformazione in rete di Petri prevede,
a livello di singolo modulo, una piazza di ingresso conte-
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nente il token derivante dalla transizione immediatamen-
te precedente, che sarà collegato a due transizioni seguite
ognuna da una propria piazza finale, ma tipicamente col-
legate anche a piazze dell’interfacce del modulo di work-
flow, ad esempio per modellare la ricezioni di messaggi.
Tuttavia solo una delle due transizioni si abiliterà in quan-
to entrambe richiedono che le rispettive piazze in ingresso
siano marcate.
• Parallel Gateway. La trasformazione del nodo parallel ga-
teway in rete di Petri prevede una piazza in ingresso se-
guita da una transizione il cui postset è costituito da due
piazze (entrambe saranno abilitate).
• End. La traduzione del nodo end in rete di Petri prevede
che la terminazione viene modellata in maniera speculare
rispetto al nodo di start.
Figura 2.8: Task, eventi e gateways come reti [DDO08]
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Considerando i modelli BPMN descritti in Figura 2.1 e in Fi-
gura 2.2, traducendo ogni suo singolo frammento in rete di Petri
con la notazione descritta in precedenza e mettendoli insieme
sulla base delle piazze e transizioni introdotte, le reti ottenute
sono mostrate in Figura 2.9 e in Figura 2.10, rispettivamente.
In particolare, per la traduzione dei modelli BPMN in re-
te di Petri è stato utilizzato il plugin di ProM: Convert BPMN
diagram to Petri net. Questo plugin però permette solo la tradu-
zione di modelli astratti che contengono un singolo pool, quindi
solo il modello BPMN in Figura 2.1 può essere tradotto in re-
te di Petri. Perciò, per risolvere questo problema, il plugin è
stato esteso con la traduzione dei diagrammi di collaborazio-
ne BPMN in reti di workflow (per ulteriori informazioni vedere
Sezione 6.2.2).
Utilizzando come strumento per il controllo della soundness
WoPeD (vedi Sezione 7.2.1), la rete di Petri mostrata in Figu-
ra 2.9 risulta essere sound, mentre la rete di Petri in Figura 2.10
non è sound (ci sono dead task). Inoltre, di particolare interesse,
sono i rispettivi grafi di raggiungibilità, mostrati in Figura 2.11
e in Figura 2.12. In particolare, essendo la prima rete di Pe-
tri free-choice, la dimensione del grafo di raggiungibilità è pic-
cola; mentre la seconda rete di Petri non è free-choice, quindi
la dimensione del grafo di raggiungibilità esplode a causa dei
possibili interleaving tra gli eventi concorrenti dei processi.
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Figura 2.9: Traduzione in rete di Petri del diagramma BPMN di
Figura 2.1
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Figura 2.10: Traduzione in rete di Petri del diagramma BPMN
di Figura 2.2
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Figura 2.11: Grafo di raggiungibilità della rete di Petri di
Figura 2.9





Avendo stabilito che le configurazioni di unfolding rappresen-
tano esattamente le marcature raggiungibili dalla rete origina-
le e le computazioni corrispondenti, quello che vogliamo fare
è costruire un frammento finito di unfolding, che sia sufficien-
te a preservare lo studio delle proprietà di interesse. La no-
stra proposta prende spunto dall’unfolding troncato proposto
da McMillan [McM95] per lo studio della raggiungibilità e per
l’analisi dei deadlock. Partendo da questi risultati mostreremo
come modificare il criterio di troncamento in modo da studiare
la soundness di reti di workflow.
L’idea di base del troncamento di McMillan sta nell’evitare di
inserire nell’unfolding quegli eventi che porterebbero in stati già
visitati con computazioni più brevi. Formalmente il troncamen-
to si basa sulla nozione di eventi di cutoff che sono determinati
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a partire dalla cosiddette configurazioni locali.
Definizione 3.1.1 (Configurazione locale).
Sia N una rete di occorrenze etichettata, e sia t ∈ T. La configurazio-
ne locale di t, denotata da dte, è la più piccola chiusura all’indietro di
T, rispetto a F, contenente t.
Una configurazione locale ha uno stato finale. Un evento è chia-
mato punti di cutoff (o cutoff ) se esiste un altro evento la cui con-
figurazione locale è più piccola, ma che ha lo stesso stato finale.
Dando una definizione formale di cutoff abbiamo:
Definizione 3.1.2 (Cutoff).
Sia N l’unfolding di una rete di Petri N. Una transazione t ∈ T è un
cutoff di N esattamente quando esiste t′ ∈ T tale che
1. Fdte = Fdt′e, e
2. |dt′e| < |dte|
dove con |dte| e |dt′e| si intende la cardinalità delle configurazioni
locali di t e t′.
La definizione formale di unfolding troncato sarà:
Definizione 3.1.3 (Unfolding troncato).
Il troncamento di N è la più grande sottorete chiusa all’indietro di N
che non contiene cutoff.
Di seguito sarà mostrato un esempio di unfolding troncato.
Esempio 3.1 (Esempio di unfolding troncato). Si consideri la
WF-net in Figura 3.1 e il suo unfolding troncato in Figura 3.2.
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In particolare, durante l’analisi della rete originale (vedi Tabella
3.1) si può notare come le transazioni t1 e t4 abbiano lo stesso
stato finale (p2) e la cardinalità della configurazione locale di t4
sia più grande di quella di t1, quindi per la Definizione 3.1.2, t4
è un cutoff. Quindi la rete dal punto di cutoff non viene estesa.
Figura 3.1: Rete di workflow
Figura 3.2: Rete di unfolding
Transazione Configurazione locale Marking Cutoff
t1 t1 p2 -
t2 t2,t1 p3 -
t3 t3,t2,t1 p4,o -
t4 t4,t3,t2,t1 p2 Si
Tabella 3.1: Risultati durante l’analisi della rete originale
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L’unfolding troncato proposto da McMillan si applica solo al
caso di rete bounded.
Teorema 3.1.1 ([McM95]).
Una rete N è bounded se e solo se il suo unfolding troncato è finito.
3.2 Livelock e deadlock
La costruzione dell’unfolding è importante per l’individuazione
dei livelock e dei deadlock. Intuitivamente, un percorso è un
livelock se e solo se il nodo corrente è già stato osservato durante
la fase di esplorazione delle rete originale. Mentre un percorso
è un deadlock se e solo se nella rete ci sono elementi bloccati, ad
esempio tasks o eventi in attesa di un messaggio e un gateway
parallelo in attesa di un flusso in ingresso che non arriverà mai.
Come descritto da McMillan in [McM95], una configurazio-
ne C viene estesa a una configurazione contenente t se e solo se
l’unione di C e la configurazione locale di t è ancora una confi-
gurazione. Se l’unione non è una configurazione, diremo che C
e t sono in conflitto. Quindi, la rete può essere in deadlock se e
solo se c’è una configurazione che è in conflitto con ogni punto
di cutoff. Per individuare una tale configurazione, introduciamo
la definizione di spoiler:
Definizione 3.2.1 (Spoiler).
Se una configurazione C è in conflitto con un punto di cutoff t, de-
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ve esserci una transazione t′ ∈ C′ che è in conflitto con t. Questa
transazione t′ sarà chiamata spoiler di t.
McMillan ha proposto il seguente algoritmo, che si basa sul
concetto di spoiler per l’individuazione dei punti di deadlock.
Algorithm 1: Detect the deadlock points
Data: Let B be the set of the cutoff points
Result: Let Ts be the set of the deadlock points
while B is not empty do
let t be the element of B with the fewest spoilers;
if t has no spoilers then
backtrack;
else
choose an element t′ from the spoilers of t;
add t′ to Ts;
delete all transitions in conflict with Ts;
end
end
Il comando backtrack consiste nel riportare la rete allo stato in
cui era al punto in cui l’esecuzione viene ripresa. Per capire il
funzionamento dell’algoritmo, sia t l’elemento di B con il minor
numero di spoilers, se la transizione non contiene spoilers allora
si esegue il backtrack; altrimenti si sceglie un elemento t′ dagli
spoilers di t, lo si aggiunge a Ts e si cancellano tutte le transizioni
in conflitto con Ts.
Teorema 3.2.1.
Data una rete bounded, è possibile trovare una configurazione Ts che
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sia in conflitto con tutti i punti di cutoff dell’unfolding troncato se e
solo se la rete non è deadlock-free.
Nella Sezione 7.1.3 viene mostrato un caso di studio in cui
vengono mostrati gli spoiler della rete di unfolding in analisi e
la successiva estrazione dei punti di deadlock.
Capitolo 4
Contributo originale
In questo capitolo saranno descritti i concetti teorici, le funzioni,
gli insiemi e gli algoritmi utilizzati per lo sviluppo del lavoro di
tesi.
4.1 BCS unfolding
Il troncamento proposto da McMillan non permette di studiare
la proprietà di soundness in maniera esatta. Per questo pro-
poniamo un principio di troncamento leggermente diverso da
quello proposto da McMillan. In particolare, la definizione di
punto di cutoff utilizzata è la seguente:
Definizione 4.1.1 (BCS cutoff).
Sia N un unfolding di una rete di Petri N. Una transizione t ∈ T è
un BCS cutoff di N esattamente quando esiste t′ ∈ T tale che
1. Fdte ⊆ Fdt′e, e
2. dt′e ⊂ dte.
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Mentre la definizione di unfolding diventa:
Definizione 4.1.2 (BCS unfolding).
Il BCS unfolding di N è la più grande rete di occorrenze chiusa
all’indietro di N che non contiene BCS cutoff.
Da questi seguono quattro importanti teoremi:
Teorema 4.1.1.
BCS unfolding è finito.
Dimostrazione.
Supponiamo che esista una rete N il cui BCS unfolding è infinito:
• non può avere branching infinito perchè la rete è finita;
• deve esistere una computazione di lunghezza infinita;
• deve esistere un cammino di lunghezza infinita sull’unfol-
ding.
Consideriamo le transizioni che compaiono in tale cammi-
no infinito t1, t2, ..., tn, ..., e prendiamo le configurazioni locali
corrispondenti
dt1e, dt2e, ..., dtne, ...
e in particolare consideriamo la sequenza dei marking corri-
spondenti
Fdt1e,Fdt2e, ...,Fdtne, ...
per la conseguenza del Lemma di Dickson [Dic13] devono esi-
stere i < j con Fdtie ⊆ Fdtje ma tale che dtie ⊂ dtje. Allora tj è
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un BCS cutoff contraddicendo il fatto che il BCS unfolding non
contiene BCS cutoff. 
Teorema 4.1.2.
Sia N una rete bounded e N il BCS unfolding di N. M è una mar-
catura raggiungibile di N se e solo se M è lo stato finale di alcune
configurazioni finite di N.
Dimostrazione.
⇐) Ovvio perchè il BCS unfolding è un troncamento dell’unfol-
ding completo.
⇒) Preso un M raggiungibile, sia t1...tn la sequenza che permet-
te di raggiungerlo M0[t1〉M1...Mn−1[tn〉Mn = M. Senza perdere
di generalità possiamo assumere che ∀i 6= j Mi 6= Mj (altrimenti
potremmo prendere una sequenza più corta). Bisogna far vede-
re che t1...tn sono presenti nell’unfolding. Supponiamo che non
lo sia, ma allora vuol dire che ∃j tale che tj è un BCS cutoff,
ma questo contraddice l’ipotesi che ∀i < j Mi 6= Mj dato che
Mi ⊂ Mj non è possibile (perchè la rete è bounded). 
Teorema 4.1.3.
Se la rete è bounded, t è una transizione dead se e solo se t non compare
nel BCS unfolding e t non è un BCS cutoff.
Dimostrazione.
⇒) Ovvio.
⇐) Supponiamo che esista un t non dead che compare nel BCS
unfolding e non è un BCS cutoff. Se t è non dead allora esiste
una computazione t1...tn che abilita t (M0[t1〉M1...Mn−1[tn〉Mn[t〉)
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e per il Teorema 4.1.2 dato che la rete è bounded esiste una con-
figurazione locale del BCS unfolding che corrisponde a Mn, ma
allora un’istanza di t risulta abilitata da tale configurazione loca-
le contraddicendo il fatto che t non compare nel BCS unfolding
e non è un BCS cutoff. 
Teorema 4.1.4.
La rete può essere deadlock se e solo se c’è una configurazione locale
in conflitto con ogni BCS cutoff.
Dimostrazione.
⇒) Se esiste un deadlock allora esiste una computazione t1...tn
tale che
M0[t1〉M1...Mn−1[tn〉Mn 6→
Prendiamo la configurazione locale {t1, ..., tn} e supponiamo ci
sia un BCS cutoff t non in conflitto con questa configurazione lo-
cale, ma allora dovrebbe esistere una configurazione più grande
che comprenda {t1, ..., tn} contraddicendo il fatto che Mn 6→.
⇐) Supponiamo ci sia una configurazione locale {t1, ..., tn} in
conflitto con ogni BCS cutoff. Se la rete non ha deadlock de-
ve essere possibile estendere la configurazione locale lungo un
cammino infinito e quindi deve esistere un BCS cutoff all’interno
di una configurazione locale che estende {t1, ..., tn}, ma questo
non è possibile perchè {t1, ..., tn} è in conflitto con ogni punto di
cutoff. 
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4.2 Strutture dati
Data una rete di workflow N = (P, T, F), per la trasformazione
della rete originale in BCS unfolding N = (P,T,F) l’algoritmo di
BCS unfolding sfrutta le seguenti strutture dati di appoggio:
• una funzione di etichettatura L che mappa P su un insieme
P e T su un insieme T;
• viceversa, una funzione di etichettatura L che mappa P su
un insieme P e T su un insieme T;
• una funzione C che associa a ogni transizione t delle rete
di unfolding la sua configurazione locale dte;
• una funzione F che associa a ogni transizione t delle rete
di unfolding il suo rispettivo marking Fdte;
• un insieme Q contenente le configurazioni locali;
• un insieme B costituito dai BCS cutoff;
• un insieme Ts costituito dai punti di deadlock.
4.3 Algoritmo di BCS unfolding
Quando applichiamo l’algoritmo assumiamo che la rete di Pe-
tri che dobbiamo troncare abbia un’unica piazza iniziale pi e
un’unica piazza finale po.
La costruzione della rete BCS unfolding a partire dalla rete
originale è divisa un due fasi. La prima consiste nell’inizializ-
zazione di Q. In particolare, come descritto nello pseudocodice
CAPITOLO 4. CONTRIBUTO ORIGINALE 47
Algorithm 2, nell’insieme Q verranno inserite tutte le configura-
zioni locali di quelle transizioni attaccate al postset della piazza
iniziale della rete di Petri pi.
Algorithm 2: Initialization of Q
forall the transitions t linked to the initial place pi do
create an instance t′ in the unfolding net;
link pi to the t′;
create an instance for all place in the postset of t′;
link t′ to each of them;
refresh L and L;
create the local configuration c = {t′};
add c to Q;
end
La rete BCS unfolding che si viene a creare dalla prima fase avrà
sempre la struttura mostrata nella figura 4.1.
Figura 4.1: Rete BCS unfolding iniziale
Nello pseudocodice di Algorithm 3, si mostra la seconda fase
dell’algoritmo per ottenere la rete BCS unfolding. Questa è si-
mile alla prima, in quanto ogni transizione t′ che viene aggiunta
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nella rete BCS unfolding sarà collegata dai place che lo abilitano
e collegherà il suo postset. Una delle differenze è proprio quella
di verificare se la transizione è abilitata, per fare questo basta
verificare che il preset di t nella rete di Petri è stato inserito nella
rete BCS unfolding, utilizzando la funzione di etichettatura L.
Infine, un’ultima differenza si ha quando deve essere inserita la
nuova configurazione locale c′ in Q; in quanto, essa viene ag-
giunta se e solo se t′ non è un BCS cutoff, altrimenti la rete da
quel punto viene troncata.
Algorithm 3: Visit of Q
Result: BCS unfolding
while Q is not empty do
pull out a local configuration c from Q;
calculate the corresponding marking;
forall the transition t of the Petri net do
if t is enabled then
create an instance t′;
add t′ in the unfolding net;
link t′ to the place that enable it;
refresh L and L;
create the local configuration c′ = c ∪ {t′};
if t′ is not a BCS cutoff then
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4.4 Algoritmo di BCS cutoff
Durante la seconda fase dell’algortimo del BCS unfolding, quan-
do una transizione viene aggiunta alla rete verifichiamo se essa
rappresenta un BCS cutoff, in modo da troncare la rete da quel
punto. Dallo pseudocodice mostrato in Algorithm 4, notiamo
che presi in ingresso due transizioni t1, t2 che condividono lo
stesso stato finale, calcoliamo i rispettivi marking F(t1) e F(t2) e
dal loro confronto si possono ottenere tre casi:
1. F(t1) = M(t2): t2 è un BCS cutoff;
2. F(t1) ⊂ F(t2): t2 è un BCS cutoff che rende la rete unboun-
ded;
3. F(t1) 6⊂ F(t2): t2 non è BCS cutoff.
Algorithm 4: Detect the BCS cutoff
Data: Transition t1, t2 with t1 ∈ dt2e
Result: Detect if t2 is a BCS cutoff and whether it becomes
the unbounded net
calculate the marking of t1, denote it with F(t1);
calculate the marking of t2, denote it with F(t2);
if F(t1) is equal to F(t2) then
return t2 is a BCS cutoff;
else if F(t1) is contained in F(t2) then
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4.5 Analisi di soundness
Presa una rete di workflow costruiamo il suo BCS unfolding. I
possibili casi per lo studio soundness della rete sono i seguenti:
1. se viene individuato un BCS cutoff unbounded allora la
rete non è sound (e non è weak sound);
2. se non ci sono BCS cutoff unbounded allora la rete è boun-
ded e quindi tutti i marking raggiungibili sono rappresen-
tati nell’unfolding:
• se c’è una transizione t che non compare nel BCS un-
folding e non è un BCS cutoff allora t è dead e quindi
la rete non è sound;
• se troviamo un insieme di spoiler in conflitto con tutti
i BCS cutoff significa che la rete può raggiungere un
deadlock e quindi non è sound;
• In tutti gli altri casi è sound.
Infine, per quanto riguarda l’analisi della weak soundness
basta controllare che la rete sia bounded e che non contenga
spoilers in conflitto con tutti i BCS cutoff.
Capitolo 5
Implementazione
In questo capitolo verranno descritti gli strumenti utilizzati per
lo sviluppo del lavoro di tirocinio. In particolare, verranno de-
scritti i software e le strutture dati utilizzati per lo sviluppo
dell’algoritmo.
5.1 ProM
ProM (Process Mining) [Pro10] è un framework estensibile che
supporta una vasta gamma di tecniche di Process Mining sot-
to forma di plugin. Ogni plugin è implementato in Java. Ad
esempio, Woflan [VBvdA01] è un plugin di ProM utilizzato per
l’analisi di soundness delle reti di workflow. La caratteristica
principale di questo plugin è che ha una velocità di esecuzione
minore rispetto a quella di WoPed (vedi Sezione 7.2.1), men-
tre quest’ultimo offre un’interfaccia interattiva tra analisi e rete
originale, non disponibile in ProM.
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Esempio 5.1 (Esempio del funzionamento del plugin Woflan).
Nella figura 5.1 viene mostrata l’interfaccia iniziale di ProM. In
particolare, da qui sarà possibile:
• importare i file che devono essere analizzati dai plugin
(pulsante “import...” in alto a destra);
• esportare i file che vengono da essi creati (pulsante “export
to disk” in basso al centro);
• visualizzare i processi: modelli BPMN, rete di Petri, ecc.
(pulsante a forma di occhio);
Figura 5.1: Interfaccia iniziale di ProM
Dopo aver importato un file, cliccando sul pulsante a forma di
play si acceda alla pagina dove sono disponibili tutti i plugin in-
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stallati nella piattaforma (mostrata in Figura 5.2). In particolare,
i plugin colorati in verde sono quelli che si possono applicare
al file caricato, viceversa, quelli di colore giallo non si possono
applicare al file scelto. Ad esempio Woflan analizzerà solo i file
.pnml, mentre un file .bpmn non potrà essere analizzato se non
verrà convertito in rete di Petri. Infine, quando un plugin viene
selezionato apparirà:
• in basso l’autore e la descrizione del plugin;
• a destra il tipo del suo output.
Quindi, eseguito il plugin Woflan, comparirà una nuova finestra
dove mostrerà le analisi effettuate (vedi Figura 5.3).
Figura 5.2: Interfaccia dei plugin di ProM
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Figura 5.3: Interfaccia del plugin Woflan
5.2 Diagramma delle classi
Nella Figura 5.4 viene mostrato il diagramma delle classi del
plugin BCS Unfolding. In particolare, in verde sono colorate
le classi esistenti in ProM e in rosso le classi realizzate per la
costruzione del BCS unfolding. In dettaglio, avremo:
• BPMNDiagram: fornisce un elevato numero di metodi che
ci permettono di gestire, creare, modificare e analizzare il
modello BPMN. Per una visualizzazione più pulita del dia-
gramma delle classi, sono mostrati solo i metodi add(), ma
sono presenti anche i rispettivi metodi get() e remove();
• BPMNConversions: prende in input il BPMNDiagram e resti-
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Figura 5.4: BCS Unfolding. Diagramma delle classi
tuisce come output la classe Petrinet. Questa classe è stata
estesa col ulteriori metodi per la traduzione dei diagram-
mi di collaborazione BPMN in sistemi di workflow (per
ulteriori informazioni vedi la Sezione 6.2.2);
• Petrinet: è simile alla classe BPMNDiagram, in quanto for-
nisce un elevato numero di metodi che ci permettono di
gestire, creare, modificare e analizzare la rete di Petri;
• BCSUnfolding: questa classe prende in input la rete di Petri
originale e restituisce la rete BCS Unfolding. Per ulteriori
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informazioni sulle strutture dati e sul metodo principale
utilizzato dal plugin vedere le Sezioni 5.2.1 e 5.2.2;
• LocalConfiguration: questa classe di supporto è stata uti-
lizzata per costruire le configurazioni locali di ogni transi-
zione che compaiono nel BCS unfolding;
• LocalConfigurationMap: estende la classe HashMap. Que-
sta è stata creata per associare ad ogni transizione t che
compare nel BCS unfolding la sua configurazione locale
dte;
• Utility: questa classe è stata costruita per effettuare varie
operazioni, ad esempio: verificare se una transizione era
abilitata, calcolare il preset e postset di una transizione,
calcolare il marking di una transizione, verificare se due
transizioni erano in conflitto, ecc.
• StatisticMap: questa classe è stata implementata per sal-
vare tutte le statistiche della rete BCS unfolding (per mag-
giori informazioni vedere Sezione 6.3).
5.2.1 Strutture dati
Per la realizzazione del plugin sono state sviluppate varie strut-
ture dati di supporto, in particolare:
• petri2UnfMap: è una HashMap che associa a ogni nodo della
rete di Petri uno o più nodi della rete BCS unfolding;
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• unf2PetriMap: è l’esatto opposto della variabile preceden-
te, ovvero, associa a un nodo della rete BCS unfolding uno
e un solo nodo della rete di Petri;
• localConfigurationMap: è una LocalConfigurationMap che
associa a ogni transazione della rete BCS unfolding la sua
configurazione locale;
• markingMap: è una HashMap che associa a ogni transazione
del BCS unfolding il suo rispettivo marking;
• xorMap: è una HashMap che associa a ogni transazione del
BCS unfolding la storia dei suoi xor-split;
• statisticMap: è una StatisticMap contentente varie stati-
stiche della rete, in particolare i punti di deadlock e i BCS
cutoff;
• queue: è una LinkedList<LocalConfiguration> contenen-
te le configurazioni locali da analizzare.
5.2.2 Metodo convert()
Nel codice 5.1 viene mostrato il metodo principale del plugin
BCS Unfolding. In particolare, le righe 8 e 9 servono per estrar-
re la piazza iniziale i e la piazza finale o dalle rete di Petri, in
modo tale che attraverso le righe 12, 13 e 14 la rete originale
viene trasformata in N∗ con l’aggiunta della transizione reset a
N (reset : o → i). Dopodichè, verrà iniziata la costruzione della
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BCS unfolding con l’aggiunta della piazza i nella nuova rete (ri-
ga 17) e vengono eseguiti i metodi initQueue() e visitQueue()
(righe 21 e 22), i quali rappresentano rispettivamente la prima
e seconda fase dell’algoritmo descritto nella Sezione 4.3. Infine,
una volta che il BCS unfolding è stato costruito, vengono estratti
i punti di dealock, utilizzando l’algoritmo di McMillan descritto
nella Sezione 3.2, e vengono effettuate le statistiche sulla nuova




2 * Convert the Petri net in a BCS unfolding
3 *
4 * @return BCS unfolding and its statistics
5 */
6 public Object [] convert ()
7 {
8 i = Utility.getStartNode(petrinet );
9 o = Utility.getEndNode(petrinet );
10
11 /* Transform the Petri net from N to N* */
12 reset = petrinet.addTransition("reset");
13 petrinet.addArc(o, reset);
14 petrinet.addArc(reset , i);
15
16 /* Start the construction of the BCS net */
17 Place i1 = unfolding.addPlace(i.getLabel ());
18 refreshCorrispondence(i, i1);
19




24 /* Pull statistics of the BCS unfolding */




29 new Object [] {unfolding , statisticMap };
30 }
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5.3 Plugin BPMN2BCSUnfolding_Plugin
Nel codice 5.2 viene mostrato la costruzione del plugin BCS
Unfolding. Per comunicare a ProM che questa classe rappre-
senta un plugin vengono utilizzate due annotazioni @Plugin e
@UITopiaVariant. Nella prima vengono inserite tutte le carat-
teristiche del plugin: nome, parametri in ingresso, parametri in
uscita, descrizione. Nella seconda annotazione vengono invece
inserite le informazioni di chi ha sviluppato il plugin: autore,
email, affiliazione.
Dopodichè viene inserito il metodo per la conversione del
modello BPMN in BCS unfolding (riga 23). In particolare, dalla
riga 31 alla riga 33, il modello astratto viene trasformato in rete
di Petri utilizzando il plugin di ProM: Convert BPMN diagram
to Petri net, il quale è stato esteso in modo da trattare più pool
(per maggiori informazioni vedere Sezione 6.2.2). Una volta che
la rete originale è stata ottenuta viene trasformata in BCS un-
folding utilizzando il metodo convert() (riga 37) descritto nella
sezione precedente.
Infine, il plugin restiuirà il BCS unfolding e le sue statisti-
che, quest’ultime saranno inviate al visualizzatore BCSVisualize
per la sua visualizzazione (per maggiori informazioni vedere
Sezione 6.3).
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Codice 5.2: BPMN2BCSUnfolding_Plugin
1 /**
2 * Convert a BPMNDiagram in BCS unfolding
3 *
4 * @author Daniele Cicciarella
5 */




10 name = "BPMN to BCS unfolding",
11 parameterLabels = {"BPMNDiagram"},
12 returnLabels = {"Visualize BCS Unfolding Statistics", "Petri net"},
13 returnTypes = {StatisticMap.class , Petrinet.class},
14 userAccessible = true ,




19 affiliation = "University of Pisa",
20 author = "Daniele Cicciarella",
21 email = "cicciarellad@gmail.com"
22 )





28 Object [] unfolding;
29
30 /* Convert the BPMN in Petri net */
31 bpmn2Petrinet = new BPMN2WorkflowSystemConverter(bpmn);
32 bpmn2Petrinet.convert ();
33 petrinet = bpmn2Petrinet.getPetriNet ();
34
35 /* Convert the Petri net in BCS unfolding */
36 petrinet2BCSUnfolding = new BCSUnfolding(context , petrinet );
37 bcsUnfolding = petrinet2BCSUnfolding.convert ();
38




Dopo aver descritto il plugin, in questo capitolo verrà mostra-
to un esempio del suo funzionamento grazie all’utilizzo del fra-
mework ProM. Nella prima parte verrà mostrato il modello astrat-
to da analizzare, mentre nella seconda verranno mostrati i vari
passi che portano alla realizzazione della rete BCS unfolding.
6.1 Modello BPMN
Nella Figura 6.1 mostriamo il BPMN da analizzare. In particola-
re, il modello contiene due attori:
• Process A: invia un messaggio a B (task A1) e si mette in
attesa di una sua risposta. Se il messaggio è “positivo”
(task A3) il processo A termina, altrimenti (task A2) rinvia
un nuovo a messaggio a B e ritorna nello stato di attesa;
• Process B: riceve un messaggio da A (task B1) e se questo
lo soddisfa invia un messaggio di conferma (task B3) e ter-
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mina, altrimenti invia un messaggio “negativo” (task B2) e
si rimette in attesa di un nuovo messaggio.
Figura 6.1: Modello BPMN
Questo esempio si può collegare nella vita reale allo scenario di
un turista che deve organizzare una vacanza presso un’agenzia
di viaggi, dove fino a quando il turista non decide di finalizza-
re l’acquisto e procedere col pagamento, egli può richiedere la
modifica dell’itinerario presso l’agenzia.
6.2 Dal BPMN al BCS unfolding
Per la trasformazione del modello BPMN in BCS unfolding sono
necessari tre passi:
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1. selezionare il file .bpmn nella classe BPMNDiagram contenen-
te il modello astratto;
2. creare la classe Petrinet che contiene la traduzione in rete
di Petri del modello astratto;
3. convertire la rete originale in rete BCS unfolding, utilizzan-
do il plugin creato, denominato BCS Unfolding.
Di seguito descriveremo in dettaglio i passi appena descritti.
6.2.1 Selezione in BPMNDiagram
Una volta caricato il file .bpmn, per la selezione in BPMNDiagram
deve essere scelto il plugin denominato Select BPMN Diagram
(vedi Figura 6.2).
Figura 6.2: ProM. Plugin Select BPMN Diagram
Una volta eseguito, ProM mostrerà il modello BPMN selezionato
(vedi Figura 6.3).
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Figura 6.3: ProM. Modello BPMN
6.2.2 Trasformazione in Petrinet
Dopo che il modello astratto è stato ottenuto, per ottenere la ri-
spettiva rete di Petri (classe Petrinet) viene selezionato il plugin
Convert BPMN diagram to Petri net (vedi Figura 6.5). Questa
classe è stata estesa con tre importanti metodi:
• inserimento delle interfacce per la traduzione dei message
flow in rete di Petri;
• inserimento degli archi per il collegamento tra le interfacce
e le transizioni;
• inserimento delle piazze e delle transizione per la trasfor-
mazione dello scenario in un sistema di workflow.
Come in precedenza, una volta che il plugin viene eseguito,
ProM mostrerà la rete di Petri ottenuta.
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Figura 6.4: ProM. Plugin Convert BPMN diagram to Petri net
Figura 6.5: ProM. Rete di Petri originale
6.2.3 Trasformazione in BCSUnfolding
Infine, deve essere selezionato il plugin BCS Unfolding, per
ottenere la rete BCS unfolding mostrata in Figura 6.7.
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Figura 6.6: ProM. Plugin BCS Unfolding
Figura 6.7: ProM. BCS unfolding
6.3 Visualizzatore BCSVisualize
Infine, per poter confrontare le due reti ottenute è stata creata
una classe @Visualizer. Questa ci permette di creare un’inter-
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faccia grafica all’interno di ProM sfruttando le librerie grafiche
messe a disposizione dal framework.
Figura 6.8: ProM. Visualizzatore BCSVisualize
Nella figura 6.8, notiamo tre componenti, di cui dall’alto verso il
basso avremo:
• la rete di Petri originale, a cui è stata aggiunta la transizio-
ne reset (reset : o→ i);
• la rete BCS unfolding, dove vengono evidenziati in rosso i
punti di deadlock ed in blu i BCS cutoff;
• le statistiche della rete BCS unfolding. In particolare, il
plugin BCS Unfolding mostrerà:
– |P|: il numero di piazze della rete BCS unfolding;
– |T|: il numero di transizione della rete BCS unfolding;
– |F|: il numero di archi della rete BCS unfolding;
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– B: la lista dei BCS cutoff;
– Ts: la lista dei punti di deadlock;
– Soundness: che indica se la rete è sound;
– Weak Soundness: che indica se la rete è weak sound;
– Time: il tempo di esecuzione dell’algoritmo;
Capitolo 7
Casi di studio
In questo capitolo verranno descritti in dettaglio alcuni casi di
studio volti ad analizzare il comportarmento del plugin in pre-
senza dei BCS cutoff e dei punti di deadlock. Successivamente,
verranno descritti altri casi di studio le cui analisi con il software
WoPeD non producevano risultati per l’elevata complessità delle
reti di workflow.
7.1 Analisi dei livelock e deadlock
I casi d’uso che si vogliono analizzare riguardano:
1. analisi dei BCS cutoff;
2. analisi dei BCS cutoff che rendono le rete unbounded;
3. analisi dei punti di deadlock.
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7.1.1 Analisi dei BCS cutoff
Nella Figura 7.1 viene mostrato un semplice pool, in cui il pro-
cesso dopo aver eseguito il task A1, decide se terminare la pro-
pria esecuzione o eseguire il task A2 e successivamente ripetere
il task A1 (essendo un ciclo può ripetere la sequenza A2-A1 molte
volte). La rete di workflow corrispondente è in Figura 7.2.
Figura 7.1: BPMN. Analisi dei BCS cutoff
L’unfolding completo sarebbe infinito a causa della presenza del
ciclo, mentre il BCS unfolding è quello in Figura 7.3. I BCS cu-
toff, come descritto nella Sezione 4.4, vengono individuati du-
rante il processo di trasformazione da rete di Petri a rete BCS
unfolding. Osservando in Figura 7.2 la rete di Petri ottenu-
ta, notiamo come le transizioni A2_merge_Exclusive Gateway e
EA_merge_Exclusive Gateway (cerchiate in rosso) condividono
la stessa piazza finale (cerchiata in arancione), inoltre il marking
della prima transizione è uguale al marking della seconda quin-
di A2_merge_Exclusive Gateway è un BCS cutoff. Dall’analisi
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emerge che la rete è bounded, non ha transizioni dead e non ha
deadlock e quindi è sound.
Figura 7.2: Rete di Petri. Analisi dei BCS cutoff
Figura 7.3: BCS unfolding. Analisi dei BCS cutoff
7.1.2 Analisi dei BCS cutoff unbounded
Nella Figura 7.4 viene mostrato un modello BPMN simile a quel-
lo precedente, con l’aggiunta di un nuovo pool Process B il quale
rimane in attesa di un messaggio dal Process A (task B1) per po-
ter terminare la propria esecuzione.
Figura 7.4: BPMN. Analisi dei BCS cutoff unbounded
Nella rispettiva rete di Petri (vedi Figura 7.5), notiamo che la
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piazza cerchiata in arancione è lo stato finale delle transizioni
SA_merge_XA e A2_merge_XA, inoltre il marking della prima
transizione è incluso nel marking della seconda transizione a
causa dell’inserimento dell’interfaccia (cerchiata in blu) che col-
lega i due processi, quindi A2_merge_XA è un BCS cutoff che
rende la rete unbounded.
Figura 7.5: Rete di Petri. Analisi dei BCS cutoff unbounded
Il corrispondente BCS unfolding è mostrato in Figura 7.6. Dato
che la rete è unbounded, il processo non è sound (e neppure
weak sound).
7.1.3 Analisi dei punti di deadlock
I punti di deadlock vengono individuati quando la rete di unfol-
ding è stata ottenuta, consideriamo, quindi, la rete di unfolding
del caso d’uso precedente (vedi figura 7.6) dove il BCS cutoff era
dato dalla transizione A2_merge_XA. Ricordiamo che una tran-
sizione è un punto di deadlock se è in conflitto con ogni BCS
cutoff, in questo caso sarà dato dalla transizione EA_split_XA.
Figura 7.6: BCS unfolding. Analisi dei deadlock
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7.2 Analisi delle prestazioni
7.2.1 WoPeD
WoPeD (Workflow Designer Petri Net) è un software open-source
che ha come obiettivo principale fornire un software facile da
usare per la modellazione, simulazione e l’analisi dei proces-
si descritti dalle reti di workflow. WoPeD è una buona scelta
per i ricercatori, docenti e studenti che si occupano, con l’ap-
plicazione di reti di Petri, di gestire flussi di lavoro o processi
aziendali [WoP05].
Nella figura 7.7 viene mostrato un esempio di analisi su una
rete di workflow. In particolare, notiamo come WoPeD restitui-
sca molte informazioni sul processo, ad esempio: se la rete è
sound, se N∗ è bounded e live, free-choice, ecc.
Figura 7.7: Analisi di WoPeD
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Al contrario di Woflan, le informazioni di diagnostica sono
collegate al diagramma in modo che sia possibile interagire con
il box sulla destra per evidenziare i problemi sulla rete di Petri
a sinistra.
Il problema principale del software è che per reti di Petri
non free-choice con medie o grandi dimensioni, in termini di
numeri di piazze e transizioni, l’analisi può richiedere un tempo
molto elevato. Ad esempio, già su reti con 70 nodi (piazze o
transizioni) i tempi di analisi sono superiori alle 24h.
7.2.2 Confronto delle prestazioni
Di seguito saranno mostrati un certo numero di casi d’uso le cui
reti di Petri hanno un’elevata dimensione in termini di numero
di piazze e transizioni. In particolare, nella Tabella 7.1 per ogni
caso di studio verranno mostrate le seguenti informazioni:
• numero di piazze e transizioni della rete di Petri;
• numero di piazze e transizioni della rete BCS unfolding;
• numero di BCS cutoff;
• tempo di esecuzione dei software: WoPeD, Woflan e BCS;
• booleano che indica se la rete originale è sound.
I casi di studio sono stati eseguiti su un MacBook Pro 2,4 GHz
Intel Core i5 con 4GB di RAM.
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Caso di studio. Assistenza
Figura 7.8: Assistenza. Rete di Petri
Figura 7.9: Assistenza. BCS unfolding
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Caso di studio. Esame
Figura 7.10: Esame. Rete di Petri
Figura 7.11: Esame. BCS unfolding
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Caso di studio. Prestito
Figura 7.12: Prestito. Rete di Petri
Figura 7.13: Prestito. BCS unfolding
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Caso di studio. Prenotazione
Figura 7.14: Prenotazione. Rete di Petri
Figura 7.15: Prenotazione. BCS unfolding
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Caso di studio. Agenzia1
Figura 7.16: Agenzia. Rete di Petri
1La rete BCS unfolding non viene mostrata per la grande dimensione.
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Nella Tabella 7.1 possiamo notare come i tempi di esecuzio-
ne tra i tre software siano molto differenti. In particolare, Il
software WoPeD già con reti di Petri di medie dimensione (|P|
e |T| ≈ 70) non riesce ad effettuare le analisi o i tempi di ela-
borazione sono molti alti, mentre Woflan riesce a trattare le reti
di workflow di medie dimensioni e non quelle di elevate dimen-
sioni (|P| e |T| > 200). Infine, il plugin BCS Unfolding riesce a
gestire anche le reti di grandi dimensioni in tempi di elaborazio-
ne molto bassi.
Caso di studio |P|/|T| |P|/|T| |B| WoPeD Woflan BCS Sound
Assistenza 55/45 70/57 3 7′′ 0′′ 0′′ Si
Esame 95/82 272/233 14 ≈ 24h 1′′ 0′′ Si
Prestito 70/78 530/490 54 ≈ 24h 1′′ 1′′ Si
Prenotazione 71/61 243/187 20 ≈ 48h 43′′ 1′′ Si
Agenzia 223/205 2273/2182 222 − − 3′ 09′′ No
Tabella 7.1: Analisi delle prestazione dei casi di studio
Capitolo 8
Conclusioni
Il Business Process Management comprende concetti, metodi e
tecniche per sostenere la progettazione, la gestione, la configura-
zione, la promulgazione e l’analisi dei processi di business. Un
processo di business è costituito da un insieme di attività svol-
te in coordinazione in un ambiente organizzativo per realizzare
un obiettivo aziendale. Ogni processo di business è emanato da
una singola organizzazione, ma può interagire con i processi di
business svolti da altre organizzazioni. Un modello di processo
di business è costituito da un insieme di modelli di attività e
vincoli di esecuzione tra loro.
La notazione più diffusa per la rappresentazione di modelli
di processi business è BPMN (vedi Sezione 2.1), in quanto for-
nisce una notazione facilmente comprensibile e intuitiva per i
diversi attori coinvolti nel Business Process Management. Poi-
chè la notazione BPMN è informale, per analizzare il compor-
tamento dei processi BPMN si ricorre a traduzioni su modelli
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matematici, quali le reti di Petri (vedi Sezione 2.2).
Una delle proprietà principali da analizzare è la soundness
(vedi Sezione 2.3), ovvero la capacità di portare il processo a
compimento senza lasciare compiti inevasi e senza bloccarsi. Gli
strumenti allo stato dell’arte per il controllo della soundness
sono WoPeD e ProM (vedi Sezioni 7.2.1 e 5.1).
Nel caso di processi singoli, l’analisi con questi strumenti è
instantanea nella stragrande maggioranza dei casi reali. Questo
perchè le reti corrispondenti sono tipicamente free-choice (vedi
Sezione 2.2) e per esse l’analisi di soundness può essere condot-
ta in tempo polinomiale. Nel caso di diagrammi di collabora-
zione le reti sono spesso non-free-choice, a causa dei punti di
attesa in corrispondenza di più messaggi possibili dal proces-
so partner. Infatti, per tali processi il problema è in generale
PSPACE-completo e l’analisi passa dalla costruzione del grafo
di raggiungibilità la cui dimensione esplode a causa dei possibili
interleaving tra gli eventi concorrenti dei processi.
La nostra proposta prende spunto dall’unfolding troncato
proposto da McMillan [McM95] per lo studio della soundness.
L’unfolding può essere visto come la costruzione di una rete aci-
clica che rappresenta tutte le possibili computazioni concorrenti
di una rete di Petri. L’idea di base del troncamento di McMil-
lan sta nell’evitare di inserire nell’unfolding quegli eventi che
porterebbero in stati già visitati con computazioni più brevi. Il
problema è che il troncamento di McMillan si applica solo a reti
bounded (vedi Sezione 2.2) e non permetterebbe di studiare la
soundness. Nel lavoro descritto in [DBL15], si tenta di appli-
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care direttamente l’unfolding di McMillan alle rete di Petri, ma
questo vuol dire effettuare un’analisi incompleta della rete.
Il lavoro descritto nella seguente tesi è stato quello di svilup-
pare una tecnica di analisi basata su modelli concorrenti che ren-
da il problema trattabile nei casi più comuni, sperimentandola
sulla piattaforma di Process Mining ProM.
Il plugin BCS Unfolding prende in input un modello BPMN,
lo trasforma nel rispettivo sistema di workflow e su di esso crea
una nuova rete mediante la tecnica del BCS unfolding descritto
nel Capitolo 4. Il software, come descritto nel Capitolo 7, per-
mette di studiare la soundness delle reti originate da diagrammi
BPMN in tempi più brevi rispetto ai software più conosciuti ed
usati (ad esempio WoPed e Woflan) che hanno tempi di elabora-
zione molto elevati e permette di effettuare anche l’analisi della
weak soundness.
In futuro l’obiettivo sarà quello di riportare le informazio-
ni estratte dalla rete BCS unfolding direttamente sul modello
BPMN di partenza. Questo permetterà, alle persone che gesti-
scono il processo, di comprendere facilmente quali sono i pro-
blemi del modello, ad esempio:
• aggiungere delle annotazioni (artefact) in cui si riportano
le analisi estratte dalla BCS unfolding;
• evidenziare quali sono i tasks che presentano dei problemi
colorandoli opportunamente (ad esempio se sono dei BCS
cutoff o punti di deadlock).
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Figura 8.1: Schema di analisi futuro del plugin BCS Unfolding
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