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Abstract
Some existence theorems are obtained for periodic solutions of a class of unbounded
nonautonomous nonconvex subquadratic second order Hamiltonian systems by using the
minimax methods in critical point theory.
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1. Introduction and main results
Consider the second order Hamiltonian systems{
u¨(t)+A(t)u(t)+∇F(t, u(t))= 0 a.e. t ∈ [0, T ],
u(0)− u(T )= u˙(0)− u˙(T )= 0, (1)
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where T > 0, A(t) is a continuous symmetric matrix of order N and F : [0, T ] ×
RN → R satisfies the following assumption:
(A) F(t, x) is measurable in t for every x ∈ RN and continuously differentiable
in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R+,R+), b ∈ L1(0, T ;R+)
such that∣∣F(t, x)∣∣ a(|x|)b(t), ∣∣∇F(t, x)∣∣ a(|x|)b(t)
for all x ∈RN and a.e. t ∈ [0, T ], where R+ is the set of all nonnegative real
numbers.
When F(t, x) is unbounded and nonautonomous nonconvex subquadratic, the
existence of periodic solutions for problem (1) is obtained in [1–10]. In the
case A(t) = 0, there are many solvability conditions for problem (1), such as
the coercive type potential condition (see [1]), the even type potential condition
(see [2]), the subquadratic potential condition in Rabinowitz’s sense (see [3]), the
bounded nonlinearity condition (see [4]), and the sublinear nonlinearity condition
(see [5]).
In the case A(t)= k2ω2I , where k is a nonnegative integer, ω = 2π/T and I
is the unit matrix of order N , Mawhin and Willem [4] proved that problem (1) has
at least one solution under the condition that∣∣∇F(t, x)∣∣ g(t)
for some g ∈L1(0, T ), each x ∈RN and a.e. t ∈ [0, T ] when
T∫
0
F(t, a cosmωt + b sinmωt) dt →+∞ as ∣∣(a, b)∣∣→∞ in R2N
or
T∫
0
F(t, a cosmωt + b sinmωt) dt →−∞ as ∣∣(a, b)∣∣→∞ in R2N .
Recently, Tang [5] considered problem (1), where A(t) = 0, under the sub-
linear nonlinearity condition, that is, there exist f,g ∈ L1(0, T ;R+) and α ∈
[0,1) such that∣∣∇F(t, x)∣∣ f (t)|x|α + g(t) (2)
for all x ∈ RN and a.e. t ∈ [0, T ]. The author proved that problem (1) has at least
one solution when
|x|−2α
T∫
0
F(t, x) dt→+∞ as |x| →∞ in RN
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or
|x|−2α
T∫
0
F(t, x) dt →−∞ as |x|→∞ in RN .
Han [6] proved that problem (1), where A(t) = k2ω2I , has at least one solution
under the sublinear nonlinearity condition when
∣∣(a, b)∣∣−2α
T∫
0
F(t, a cosmωt + b sinmωt) dt →+∞
as
∣∣(a, b)∣∣→∞ in R2N (i)
or
∣∣(a, b)∣∣−2α
T∫
0
F(t, a cosmωt + b sinmωt) dt →−∞
as
∣∣(a, b)∣∣→∞ in R2N . (ii)
But the conditions either (i) or (ii) are not checked easily. In this paper, we
consider problem (1) under the sublinear nonlinearity condition for a general
continuous symmetric matrix A(t) of order N which need not necessarily equal
to k2ω2I ; some existence theorems are obtained. It is different from Mawhin and
Willem [4] and Han [6] that we require the local coercivity conditions on the
potential not the coercivity conditions on the kernel, the former is checked more
easily than the later. The following main results are obtained by the minimax
methods in critical point theory.
Theorem 1. Suppose that F satisfies assumption (A) and (2). If the linear second
order Hamiltonian system{
u¨(t)+A(t)u(t)= 0 a.e. t ∈ [0, T ],
u(0)− u(T )= u˙(0)− u˙(T )= 0 (1
′)
has a nonzero solution assume that
F(t, x)
|x|2α →+∞ (or −∞) as |x|→∞
for a.e. t ∈E. Then problem (1) has at least one solution in H 1T , where
H 1T =
{
u : [0, T ]→ RN
∣∣∣∣ u is absolutely continuous,u(0)= u(T ) and u˙ ∈ L2(0, T ;RN)
}
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is a Hilbert space with the norm defined by
‖u‖ =
( T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∣∣u˙(t)∣∣2 dt
)1/2
for u ∈H 1T .
We can prove more generalized theorems.
Theorem 2. Suppose that F satisfies assumption (A) and (2). If (1′) has a nonzero
solution assume that there exists γ ∈L1(0, T ;R+) such that
F(t, x)
|x|2α −γ (t) (3)
for all x ∈ RN and a.e. t ∈ [0, T ], and there exists a subset E of [0, T ] with
meas(E) > 0 such that
F(t, x)
|x|2α →+∞ as |x|→∞ (4)
for a.e. t ∈E. Then problem (1) has at least one solution in H 1T .
Remark 1. There are functions A and F satisfying our Theorem 2 and not sat-
isfying the results in [1–10]. For example, let A(t) be a continuous symmetric
matrix of order N and
F(t, x)= f0(t)|x|1+α +
(
h(t), x
)
,
where f0 ∈ L1[0, T ] satisfying f0(t) 0 for a.e. t ∈ [0, T ] and f0(t) > 0 for t in
some positive-measure subset of [0, T ], 0< α < 1, h ∈L1(0, T ;RN).
Theorem 3. Suppose that F satisfies assumption (A) and (2). If (1′) has a nonzero
solution assume that there exists γ ∈L1(0, T ;R+) such that
F(t, x)
|x|2α  γ (t) (3
′)
for all x ∈ RN and a.e. t ∈ [0, T ], and there exists a subset E of [0, T ] with
meas(E) > 0 such that
F(t, x)
|x|2α →−∞ as |x|→∞ (4
′)
for a.e. t ∈E. Then problem (1) has at least one solution in H 1T .
Remark 2. There are functions A and F satisfying our Theorem 3 and not sat-
isfying the results in [1–10]. The reason is similar to that in Remark 1.
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2. Proof of theorems
For u ∈H 1T , let
u= 1
T
T∫
0
u(t) dt and u˜(t)= u(t)− u.
Then one has
‖u˜‖2∞ 
T
12
T∫
0
∣∣u˙(t)∣∣2 dt (Sobolev’s inequality)
(see Proposition 1.3 in [4]) which implies that
‖u‖∞  C‖u‖ (5)
for some C > 0 and all u ∈H 1T , where ‖u‖∞ = maxt∈[0,T ] |u(t)|. It follows from
assumption (A) that the functional ϕ on H 1T given by
ϕ(u)= 1
2
T∫
0
∣∣u˙(t)∣∣2 dt − 1
2
T∫
0
(
A(t)u(t), u(t)
)
dt −
T∫
0
F
(
t, u(t)
)
dt
is continuously differentiable on H 1T . Moreover, one has
〈
ϕ′(u), v
〉=
T∫
0
[(
u˙(t), v˙(t)
)− (A(t)u(t), v(t))− (∇F (t, u(t)), v(t))]dt
for all u,v ∈H 1T . It is well-known that the solutions of problem (1) correspond to
the critical points of ϕ (see [4]).
Lemma 1 [8]. Suppose that G satisfies assumption (A) and E is a measurable
subset of [0, T ]. Assume that
G(t, x)→+∞ as |x|→∞
for a.e. t ∈ E. Then for every δ > 0 there exists subset Eδ of E with meas(E \
Eδ) < δ such that
G(t, x)→+∞ as |x|→∞
uniformly for all t ∈Eδ .
Lemma 2. Assume that u is a nonzero solution of the linear nonautonomous
second order system
u¨(t)+A(t)u(t)= 0 a.e. t ∈ [0, T ].
Then u has at most finite distinct zeros.
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Proof. If u has infinite distinct zeros, without loss of generality we may assume
that {tn}∞n=0 ⊂ [0, T ] is a sequence of zeros for u such that
tn < tn+1 (n= 0,1,2, . . .) and tn→ t0 as n→∞.
Let u(t) = (u1(t), u2(t), . . . , uk(t), . . . , uN(t)). By Rolle’s mean value theorem,
there exist ξn ∈ (tn, tn+1) (n= 1,2, . . .) such that
u˙k(ξn)= 0 (n= 1,2, . . .).
Note that ξn → t0 as n→∞. It follows from the continuity of u˙k that u˙k(t0)= 0.
Now we have uk = 0 by the existence and uniqueness theorem of initial problem
for ordinary differential equations and the fact uk(t0) = u˙k(t0) = 0. Hence one
has u= 0, which is a contradiction. ✷
Lemma 3. Suppose that (3) and (4) hold. Assume that un = vn + wn, vn ∈ V ,
wn ∈W , satisfying that
‖un‖→∞
as n→∞ and
lim sup
n→∞
‖wn‖
‖un‖α <+∞,
where V = Ker(u¨+A(t)u), W = V ⊥ in H 1T . Then one has
‖un‖−2α
T∫
0
F
(
t, un(t)
)
dt →+∞
as n→∞.
Proof. For every β > 0, there exists mβ > 0 such that
meas
{
t ∈ (0, T ) ∣∣ ∣∣v(t)∣∣<mβ‖v‖}< β
for all nonzero v ∈ V . If it does not hold, there exist β0 > 0 and a sequence
{vn}∞n=1 ⊂ V such that
meas
{
t ∈ (0, T )
∣∣∣∣ ∣∣vn(t)∣∣< 1n‖vn‖
}
 β0
for all n, which implies that vn = 0 for all n. By the homogeneity of the above
inequality we may assume that ‖vn‖ = 1 and
meas
{
t ∈ (0, T )
∣∣∣∣ ∣∣vn(t)∣∣< 1n
}
 β0
for all n. It follows from the compactness of the unit sphere of V that there exists
a subsequence, say {vn}, such that vn converges to some v in V . Hence v = 0
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and ‖vn − v‖∞ → 0 as n→∞ by the equivalence of the norms on the finite-
dimensional space V . For every positive integer m, there exists N  2m such that
‖vn − v‖∞ < 1/(2m) whenever nN . Hence one has{
t ∈ (0, T )
∣∣∣∣ ∣∣vN (t)∣∣< 1N
}
⊂
{
t ∈ (0, T )
∣∣∣∣ ∣∣v(t)∣∣< 1m
}
which follows from the inequality∣∣v(t)∣∣ ‖vN − v‖∞ + ∣∣vN(t)∣∣ 12m + 1N  1m
for all t ∈ (0, T ) with |vN(t)|< 1/N . Thus we have
meas
{
t ∈ (0, T )
∣∣∣∣ ∣∣v(t)∣∣< 1m
}
 β0
for all m, which implies that v = 0 on a positive measure subset. It contradicts
Lemma 2.
Let
B = {t ∈ (0, T ) ∣∣ ∣∣v(t)∣∣mβ‖v‖}
for all v ∈ V \ {0}. Then we have meas((0, T ) \ B) < β . By (4) and Lemma 1,
there exists subset Eδ of E with meas(E \Eδ) < δ such that
F(t, x)
|x|2α →+∞ as |x| →∞ (6)
uniformly for all t ∈Eδ . Hence we have
meas(B ∩Eδ)measEδ −meas
(
(0, T ) \B)measE − δ− β > 0 (7)
for δ and β small enough.
By (6), for every η > 0, there exists M > 0 such that
F(t, x)
|x|2α  η
for all |x|M and a.e. t ∈Eδ . Furthermore, it follows from (3) that
F(t, x) η|x|2α − γ0(t)
for all x ∈RN , a.e. t ∈Eδ and some γ0(t)=M2α(η+ γ (t)). From (7) we obtain
∫
B∩Eδ
F (t, v) dt  ηm2αβ ‖v‖2α measB ∩Eδ −
T∫
0
γ0(t) dt.
By (3) and (5) we have
∫
[0,T ]\B∩Eδ
F (t, v) dt −C2α‖v‖2α
T∫
0
γ (t) dt.
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Hence, one has
lim inf
v∈V,‖v‖→∞‖v‖
−2α
T∫
0
F(t, v) dt  ηm2αβ measB ∩Eδ −C2α
T∫
0
γ (t) dt,
which implies that
lim
n→∞‖vn‖
−2α
T∫
0
F
(
t, vn(t)
)
dt =+∞. (8)
By (2) and (5), we have
∣∣∣∣∣
T∫
0
F(t, un) dt −
T∫
0
F(t, vn) dt
∣∣∣∣∣
T∫
0
1∫
0
∣∣∇F(t, vn + swn)∣∣|wn|ds dt

T∫
0
f (t)
(|vn|α + |wn|α)|wn|dt +
T∫
0
g(t)|wn|dt
 ‖f ‖L1
(‖vn‖α∞ + ‖wn‖α∞)‖wn‖∞ + ‖g‖L1‖wn‖∞
Cα+1‖f ‖L1
(‖vn‖α + ‖wn‖α)‖wn‖ +C‖g‖L1‖wn‖ (9)
for all n, which implies that
C1
= lim sup
n→∞
∣∣∣∣∣‖un‖−2α
T∫
0
F(t, un) dt − ‖un‖−2α
T∫
0
F(t, vn) dt
∣∣∣∣∣<+∞.
It follows from (8) that
lim inf
n→∞ ‖un‖
−2α
T∫
0
F(t, un) dt  lim inf
n→∞ ‖un‖
−2α
T∫
0
F(t, vn) dt −C1
= lim inf
n→∞ ‖vn‖
−2α
T∫
0
F(t, vn) dt −C1 =+∞.
Hence we obtain
‖un‖−2α
T∫
0
F(t, un) dt →+∞ (10)
as n→∞, which completes the proof. ✷
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Lemma 4. Under the conditions (2), (3) and (4), ϕ satisfies the (PS) condition.
Proof. Let (un) be a sequence in H 1T such that {ϕ(un)} is bounded and ϕ′(un)→
0 as n→∞. In a way similar to the proof of Proposition 4.1 in [4], we only need
to prove that (un) is bounded. If (un) is unbounded, without loss of generality we
may assume that ‖un‖→∞ as n→∞. Split
un = vn +wn = vn +w+n +w−n ,
vn ∈ V = Ker(−u¨− A(t)u), w−n ∈W− = span{u ∈ H 1T | −u¨ − A(t)u = λu for
some λ < 0}, w+n ∈W+ = span{u ∈H 1T | −u¨−A(t)u= λu for some λ > 0},
where H 1T =W− ⊕ V ⊕W+, W− is finite-dimensional and there exists δ > 0
such that
T∫
0
∣∣u˙(t)∣∣2 dt −
T∫
0
(
A(t)u(t), u(t)
)
dt  δ‖u‖2
for u ∈W+ and
T∫
0
∣∣u˙(t)∣∣2 dt −
T∫
0
(
A(t)u(t), u(t)
)
dt −δ‖u‖2
for u ∈W−. It follows from (2) and (5) that∣∣∣∣∣
T∫
0
(∇F(t, un),w+n )dt
∣∣∣∣∣ ‖f ‖L1‖un‖α∞
∥∥w+n ∥∥∞ + ‖g‖L1∥∥w+n ∥∥∞
Cα+1‖f ‖L1‖un‖α
∥∥w+n ∥∥+C‖g‖L1∥∥w+n ∥∥
for all n. Hence we obtain∥∥ϕ′(un)∥∥∥∥w+n ∥∥ 〈ϕ′(un),w+n 〉
=
T∫
0
∣∣w˙+n ∣∣2 dt −
T∫
0
(
Aw+n ,w+n
)
dt −
T∫
0
(∇F(t, un),w+n )dt
 δ
∥∥w+n ∥∥2 −Cα+1‖f ‖L1‖un‖α∥∥w+n ∥∥−C‖g‖L1∥∥w+n ∥∥
which implies that lim supn→∞ ‖w+n ‖/(‖un‖α) <+∞. In a similar way we have∣∣∣∣∣
T∫
0
(∇F(t, un),w−n )dt
∣∣∣∣∣Cα+1‖f ‖L1‖un‖α
∥∥w−n ∥∥+C‖g‖L1∥∥w−n ∥∥
for all n. Thus one obtains
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−∥∥ϕ′(un)∥∥∥∥w−n ∥∥ 〈ϕ′(un),w−n 〉
=
T∫
0
∣∣w˙−n ∣∣2 dt −
T∫
0
(
Aw−n ,w−n
)
dt −
T∫
0
(∇F(t, un),w−n )dt
−δ∥∥w−n ∥∥2 +Cα+1‖f ‖L1‖un‖α∥∥w−n ∥∥+C‖g‖L1∥∥w−n ∥∥
which implies that lim supn→∞ ‖w−n ‖/(‖un‖α) <+∞. Hence we have
lim sup
n→∞
‖wn‖
‖un‖α <+∞. (11)
By the boundedness of ϕ(un) and the continuity of A(·) there exists a constant
C2  1 such that
T∫
0
F(t, un) dt = 12
T∫
0
|w˙n|2 dt − 12
T∫
0
(Awn,wn) dt − ϕ(un)
 1
2
T∫
0
|w˙n|2 dt + 12C2
T∫
0
|wn|2 dt +C2  12C2‖wn‖
2 +C2
for all n. Furthermore, it follows from (11) that
lim sup
n→∞
‖un‖−2α
T∫
0
F(t, un) dt <+∞
which contradicts Lemma 3. Hence ϕ satisfies the (PS) condition. ✷
Now we give the proof of the main results.
Proof of Theorem 2. We only give the proof in the case that (1′) has a nonzero
solution; the other case is similar and simple. Let E =H 1T , W−, V and W+ be
the same as in Lemma 4. Then W− + V = {0} and is finite-dimensional. From
Lemma 4 we obtain that ϕ ∈C1(E,R) satisfies the (PS) condition. By the Saddle
Point Theorem (see Theorem 4.6 in [7]), we only need to prove
(ϕ1) ϕ(u)→+∞ as ‖u‖→∞ in W+, which implies that
inf
u∈W+
ϕ(u) >−∞,
and
(ϕ2) ϕ(u)→−∞ as ‖u‖→∞ in W− + V .
It follows from (2) and (5) that
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∣∣∣∣∣
T∫
0
F(t, u) dt −
T∫
0
F(t,0) dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
(∇F(t, su),u)ds dt
∣∣∣∣∣
 ‖f ‖L1‖u‖α∞‖u‖∞ + ‖g‖L1‖u‖∞
Cα+1‖f ‖L1‖u‖α+1 +C‖g‖L1‖u‖
for all n. Hence we obtain
ϕ(u)= 1
2
T∫
0
|u˙|2 dt − 1
2
T∫
0
(
A(t)u,u
)
dt −
T∫
0
F(t, u) dt
 1
2
δ‖u‖2 −Cα+1‖f ‖L1‖u‖α+1 −C‖g‖L1‖u‖−
T∫
0
F(t,0) dt
for all u ∈W+, which implies (ϕ1).
Now we prove (ϕ2). If (ϕ2) does not hold, there exist C3 ∈ R and a sequence
(un) in W− + V such that ‖un‖→∞ as n→∞ and
ϕ(un)C3 (12)
for all n. Write un = vn +w−n , vn ∈ V , w−n ∈W−. First we consider the case that
(un) has a subsequence, say (un), such that lim supn→∞ ‖w−n ‖/(‖un‖α) <+∞.
By Lemma 3, one has
lim inf
n→∞ ‖un‖
−2α
T∫
0
F(t, un) dt =+∞.
Hence we have
lim sup
n→∞
‖un‖−2αϕ(un)− lim inf
n→∞ ‖un‖
−2α
T∫
0
F(t, un) dt =−∞
which contradicts (12). Then we consider the case that ‖w−n ‖/(‖un‖α)→∞ as
n→∞, in this case, W− = 0. From (9) we obtain
ϕ(un)
1
2
T∫
0
∣∣w˙−n ∣∣2 dt − 12
T∫
0
(
Aw−n ,w−n
)
dt −
T∫
0
F(t, vn) dt
+Cα+1‖f ‖L1
(‖vn‖α + ∥∥w−n ∥∥α)∥∥w−n ∥∥+C‖g‖L1∥∥w−n ∥∥
−1
2
δ
∥∥w−n ∥∥2 −
T∫
0
F(t, vn) dt
+Cα+1‖f ‖L1
(‖vn‖α + ∥∥w−n ∥∥α)∥∥w−n ∥∥+C‖g‖L1∥∥w−n ∥∥
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for all n. It follows from (3) and (5) that
T∫
0
F(t, vn) dt −C2α‖vn‖2α
T∫
0
γ (t) dt −C2α‖un‖2α
T∫
0
γ (t) dt
which implies that
lim inf
n→∞ ‖un‖
−α∥∥w−n ∥∥−1
T∫
0
F(t, vn) dt
 lim inf
n→∞ ‖un‖
α
∥∥w−n ∥∥−1
T∫
0
γ (t) dt = 0.
Hence we obtain
lim sup
n→∞
‖un‖−α
∥∥w−n ∥∥−1ϕ(un)
−1
2
δ lim inf
n→∞
‖w−n ‖
‖un‖α + 2C
α+1‖f ‖L1 =−∞
which contradicts (12) too. Now Theorem 1 follows from the Saddle Point The-
orem. ✷
Proof of Theorem 3. As in the proof of Theorem 2, we only consider the case
that (1′) has a nonzero solution. Let E = H 1T , W−, V and W+ be the same as
in Lemma 4. In a way similar to the proof of Lemma 4 and Theorem 2, one can
prove that ϕ ∈C1(E,R), satisfies the (PS) condition and
(ϕ1) ϕ(u)→+∞ as ‖u‖→∞ in V +W+, which implies that
inf
u∈V+W+
ϕ(u) >−∞,
and
(ϕ2) ϕ(u)→−∞ as ‖u‖→∞ in W−.
In the case W− = {0}, by the least action principle ϕ has a minimum. In the
case W− = {0}, by the Saddle Point Theorem ϕ has a critical point. Hence prob-
lem (1) has at least one solution in H 1T . ✷
Acknowledgment
The authors thank the referee for valuable comments.
882 C.-L. Tang, X.-P. Wu / J. Math. Anal. Appl. 275 (2002) 870–882
References
[1] M.S. Berger, M. Schechter, On the solvability of semilinear gradient operator equations, Adv.
Math. 25 (1977) 97–132.
[2] Y.M. Long, Nonlinear oscillations for classical Hamiltonian systems with bi-even subquadratic
potentials, Nonlinear Anal. 24 (1995) 1665–1671.
[3] P.H. Rabinowitz, On subharmonic solutions of Hamiltonian systems, Comm. Pure Appl. Math. 33
(1980) 609–633.
[4] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Springer-Verlag, New
York, 1989.
[5] C.L. Tang, Periodic solutions for nonautonomous second systems with sublinear nonlinearity,
Proc. Amer. Math. Soc. 126 (1998) 3263–3270.
[6] Z.Q. Han, 2π -periodic solutions to ordinary differential systems at resonance, Acta Math.
Sinica 43 (2000) 639–644, in Chinese.
[7] P.H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential
Equations, in: CBMS Regional Conf. Ser. in Math., Vol. 65, American Mathematical Society,
Providence, RI, 1986.
[8] C.L. Tang, X.P. Wu, Periodic solutions of second order systems with not uniformly coercive
potential, J. Math. Anal. Appl. 259 (2001) 386–397.
[9] C.L. Tang, Existence and multiplicity of periodic solutions for nonautonomous second order
systems, Nonlinear Anal. 32 (1998) 299–304.
[10] X.P. Wu, C.L. Tang, Periodic solutions of a class of nonautonomous second order systems,
J. Math. Anal. Appl. 236 (1999) 227–235.
