I. INTRODUCTION
Manhattan Street Network (MSN) [9] is a directed mesh connected network (Fig. l) , with its links resembling the one-way streets and avenues of Manhattan. The HR4-Net [2] (or a 2-dimensional Torus proposed as a metropolitan area network) is similar to the MSN except that all its links are undirected (bidirectional). Both these networks are considered useful for commercial applications, such as an integrated network environment for LAN's at different sites of a city.
In a typical regularly connected network, the degree of a node determines the cost and capacity of the network, while the diameter and average distance are generally considered as the static properties of a network, as they are measured in a uniform traffic environment in which all links are assumed identical. The diameter is defined as the maximum value of the shortest distance between two nodes of the network, and the average distance is the average shortest path length from a node to any other nodes of the network. For a square grid MSN or HR4-Net, the diameter and average distance is shown [l] , [3] to be O ( 0 ) . These static properties of the MSN's are seen to be very close to that of HR4-Net (or two-dimensional (2-D) Torus), although the degree of an MSN is just half of a 2-D Torus. This encourages us to compare the performance of the MSN to the 2-D Torus on a broader basis.
This brief contribution is organized as follows. Section I1 introduces some topological information of the MSN and 2-D Torus. In Section 111, the routing schemes for the MSN are introduced. In Section IV, parameters for comparison are defined. Section V discusses the simulation result and the average terminal reliability. Finally, Section VI concludes the brief contribution.
TOPOLOGICAL DESCRIPTION
In an MSN, the network size N is expressed as ml * rn2 and the address of each node is represented by a two-tuples In this brief contribution, we only consider a regular fl * 0 square grid MSN and Torus, with 0 = even, for the sake of simplicity. A two-dimensional Torus with 0 * fl nodes has diameter of fl and average path length of N 3 / * / ( 2 h r -2); while for MSN, the corresponding values are marginally larger as fl + 1 and (N3/' + 2M -8 ) / ( 2 N -2) [3] , respectively. The number of nodes at a given distance from a fixed source for MSN and multiple shortest paths between any two nodes in 2-D Torus are listed in Table I . For N = 256, if a uniform message routing distribution and shortest path routing are assumed, the relative frequency of a message transmission length for the Torus and MSN is shown in Fig. 2 .
III. ROUTING SCHEME
To compare the MSN to the 2-D Torus, we need to take the simplicity of their routing schemes into consideration, too. It is obvious that the routing scheme for a 2-D Torus is simple and easy to implement. Therefore, in this section, we focus on the routing scheme for the MSN. Based on the cyclic structure and the relative addressing space concept, several routing schemes have been proposed for the MSN [3] , [4] , [9] , including the adaptive routing schemes, the fixed routing scheme, and the broadcasting routing scheme. A simple routing scheme proposed by Maxemchuk [9] first maps the destination address to ( 0 , O ) and computes the relative address of the current node ( U Z , a l l , which falls in one of the four quadrants. Then, the message is transmitted to the outgoing link that matches the preferred routing direction. If neither of the two outgoing links of the node matches the preferred routing directions, a message is transmitted to a randomly selected outgoing link.
We can see that the routing scheme for an MSN is simple and can be easily implemented by a VLSI chip. Although routing for MSN is relatively more complicated that the 2-D Torus, it is still fairly efficient and will not become the network performance bottleneck. On the other hand, unidirectional networks are becoming increasingly popular [2] . The use of paths in only one direction has also been recommended to avoid deadlocks in the Torus networks [5].
IV. COST-PERFORMANCE RATIO COMPARISON

A. Routing Distribution
A routing distribution basically specifies the probability that different network nodes exchange messages, thereby reflecting the application dependent feature of the network [6] . Since the networks behave differently for various message routing, we investigate three types of routing distribution.
I ) Uniform Message Routing:
A message routing distribution is said to be uniform if the probability of node i sending a message to node j is the same for all i and j , i # j and i,j E V ( G ) . Here, we exclude the case of nodes sending messages to themselves, s this is never done in actual practice, and we are interested in message transfers throughout the network. It has been observed [IO] that most data transfer occurs in an area of interest; the routing distribution should exhibit some measure of communication locality. Thus, the uniform routing distribution could be said to lead to an upper bound of the mean internode message distance.
2 ) Sphere of Locality: Suppose the uniform message routing assumption were relaxed. We would expect a node to exchange messages more frequently with the nodes in the area of interest, or in close physical proximity. One abstract way of representing this idea is to make each node as a center of locality sphere with radius L , expressed in terms of the number of hops. A node sends message to the other nodes, with some (usually high) probability y inside its sphere of locality, and with probability (1 -p) to nodes outside the sphere. This model reflects the communication locality typical in the area of interest. In the MSN and 2-D Torus, it is appropriate to define this sphere of locality as a window of size 2 * L + 1, with the source node as the center of the window. Thus, a window of size 3 consists of a square grid of 9 nodes, as shown by an example in Fig. 1 by the shaded area.
3) Decreasing Probability Message Routing: The definition of sphere of locality is useful, if the area of interest is small as compared to the size of network, and the probability of visiting the locality is relatively high. There are, however, many cases wherein the region of interest cannot be clearly defined in the form of a sphere. An altemate intuitive notion of locality, that sounds appealing, is the one with the probability of sending a message to a node to be an inverse function of the distance of the destination node from the 
B. Cost
We introduce a cost function model that incorporates the economy of the available scale, reflecting the degree per node and the link bandwidth. The use of economy of scale (a) indicates that up to a certain point, a link with twice the bandwidth does not cost twice as much. Economy of scale accounts for the cost of high-capacity channels and is modeled to reflect the dependency between the port cost and the link bandwidth. The network cost function could be defined as [7] (1)
where k is the degree of a node, B is the bandwidth of each communication link in Mbk, C, and S, are the processor and channel cost, respectively, N is the number of processors in the network, and a is an economical scaling constant, 0 5 a 5 1, reflecting a dependence of cost on the bandwidth. Because fiber optics can be used either as a bidirectional or unidirectional transmission medium, the total link cost is the same for the MSN and the Torus. However, for each port, a transmitter and a receiver are needed, while their costs are proportional to the link capacity. This cost function is used in a later section to understand the tradeoffs between the network performance and the cost.
C. Average Packet End-to-End Delay
to Y,~. Then, the input traffic load to the network becomes
Assume that the input traffic rate from node i to node j is equal
Suppose that the traffic, y -i j , encounters a number of hops along the path from the source node i to the destination node j, and such a path length is equal to d,, . As y2, /y of the traffic traverses a path of length d,, , the mean internode packet transmission distance could be given by
Once davg is known, the network load is obtained as y * davg. If we assume that the traffic load in the network is evenly distributed, then the link traffic rate for the network is To simplify the computation of end-to-end delay for a packet, we assume that the packet input process is a Poisson process, and the packet size is exponentially distributed with mean 1 / p . Then, the mean packet end-to-end delay is obtained as 
.
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i 2-D Torus (mesh).
i.e., A, = p . B. By substituting A, = p . B in (4), it can be obtained
where N * -yz = y, and yt is the input traffic rate to node i . Therefore, the network is saturated when (7) where k is the node degree. Therefore, the network capacity is proportional to the node degree, while it is inversely proportional to the network average path length.
D. Terminal Reliability
Terminal reliability, a commonly used measure of connectivity, is the probability that a processor, called the "source node,'' can successfully communicate with another processor, called the "destination node," in the network. To compute the terminal reliability in a given network, the system is modeled as a graph whose nodes represent the processing elements and whose edges represent the links of the network. The following assumptions are made: 1) the graph does not have any self-loops, 2) failure of a link is independent of other link failures,
3) a link has only two states-+perational or faulty, and 4) the processors are assumed to be fault-free.
The terminal reliability is computed by finding all possible paths from the source to the destination node. The reliability expression is obtained by making the reliability terms corresponding to each of the paths disjoint with respect to each other [8] . The average terminal reliability is obtained by fixing a source node and averaging the terminal reliabilities obtained for all possible destination nodes in the network. The average terminal reliability is another parameter used to compare the MSN and 2-D Torus network from an availability perspective.
V. PERFORMANCE COMPARISON
The average distance for the MSN and 2-D Torus of different sizes is given in Fig. 3 . Fig. 4 compares the average distance of these two networks as a function of the locality probability 9 and the window size. The networks could also be compared based on the routing decay coefficient and is shown in Fig. 5 . The two networks perform almost the same when the decay coefficient is small and have a constant gap in average distance when the decay coefficient is close to 1. If we assume the implementation cost for both the MSN and the 2-D Torus to be the same, then C, and C , will be the same. It can been seen that for a given network cost, S, the relationship between the link bandwidths of the 2-D Torus and the MSN is as follows: 
VI. CONCLUSION
This brief contribution compares the cost-performance between the MSN and 2-D Torus based on 1) the routing distribution, 2) the cost function, 3) the network capacity, and 4) the average terminal reliability. A cost function has been defined to estimate the network implementation cost as a function of the number of transmitters and receivers and the link capacity. From the index employed in evaluating the cost-performance, it is seen that the MSN performs fairly close to the 2-D Torus, even though it has only half of the number of transmitters and receivers. As the increase in bandwidth it also can be circuit-switched or packet-switched [4] . In packet switching, the packets pass through the network stages in a pipelined way, resulting in high throughput. In case of a conflict, a blocked packet is stored in an intermediate switch without occupying the whole path. In this brief contribution, we present analytical techniques to evaluate the performance of a synchronous packet-switched MIN with finite buffers at each switch.
There are some analytical models for infinite-buffered MIN's [6] , [7] . Dias and Jump analyzed single-buffered MI"s by using Timed Petri Net [SI. Jenq used a probabilistic model and by iteratively evaluating a set of probabilistic formulas, he was able to get the latency and throughput for single-buffered MIN's [9] . Yoon, Lee, and Liu extended Jenq's model to cases where buffer length at a MIN switch is more than one [lo] . Kim [9] has become somewhat of a standard for the analysis of synchronous packet-switched MIN's. However, it is assumed in Jenq's model that the basic synchronous clock periods are big enough to let the control signals pass from the last stage to the first stage. This assumption points to the major drawback of Jenq's model [9] . Rather, in practical designs, the basic clock periods should be small based on the control signals passing one stage to ensure the flow of packets in a pipelined way.
In this brief contribution, we present an analysis that considers designs based on small clock cycles and show that the throughput of the MIN is increased and the delay is reduced. We also study the MIN performance with various clock width, data width, and buffer length, etc. The brief contribution is organized as follows. In Section 11, we examine the design problems of the Jenq's model and propose a "small cycle" clock design. In Section 111-A, a probabilistic MIN analysis considering the "small cycle" is presented. In Section III-B, we provide the simulation technique that is used to verify the analytical model. In Section IV, our model is compared with Jenq's model based on switch ,.uameters such as data width, switch size, and buffer length. Final' Section V concludes the brief contribution.
CLOCK DESIGN
In this section, we first try to explain the importance of the clock period in a synchronous network analysis. An 8 x 8 MIN with multiple buffers at the input of a switch is illustrated in Fig.  1 . The conflict situation, shown in the figure, will be explained later. The analysis of such synchronous packet-switched and finitebuffered MIN's have been reported in 191-[ 121. However, the clock synchronization mechanism used in these models is not practical to MIN implementations. They all assume that each cycle T has two phases, T = TI + TZ, as shown in Fig. 2(a) . In the first phase T I that consists of a number of small phases, the control signals are passed from the last stage of the MIN toward the first stage so that every packet knows whether it can go to the next stage's input buffer in phase TZ. In the second phase 5, the selected packets may move forward by one stage. During 7 2 , a buffer may be emptied to the output and filled with a new packet from the input simultaneously. We call this model as Jenq's model [9] .
In a MIN, a packet can move forward only if it is selected among the competing packets by the routing logic of the switch. In Jenq's model, a packet can move when either the buffer of the switch to which it is destined in the next stage is not full or a packet in the next stage buffer will move forward, creating a space in the buffer. The control mechanisms for this kind of synchronization 
