We investigate the convective cooling of a fluid with a nonlinear equation of state. We performed three-dimensional direct numerical simulations of the flow, and determine the conditions under which the system is linearly stable. When unstable, the resultant convection leads to a well-mixed lower-layer, beneath a strongly stratified top boundary layer. The convective system quickly reaches a quasi-steady state and is controlled by three dimensionless parameters: the Rayleigh number (Ra), the Prandtl number (Pr), and the bottom water temperature (TB). We develop scaling laws for the thickness of the top boundary-layer and the kinetic energy of the system and demonstrate that they agree well with the numerical simulations. arXiv:2003.01761v1 [physics.flu-dyn] 
I. INTRODUCTION
Recent studies have highlighted the impact of global warming on the world's lakes, including increased summer surface temperatures (O'Reilly et al. 2015) , decreased ice cover (Benson et al. 2012 , Magnuson et al. 2000 , and a predicted decrease in bottom water oxygenation (Schwefel et al. 2016) . Importantly, O'Reilly et al. (2015) 's analysis indicates that seasonally ice-covered lakes are warming significantly faster than those that do not freeze throughout the year. The reason for this trend is unknown. Few papers on the physical processes occurring in seasonally ice-covered lakes have been published (Hampton et al. 2015 , Kirillin et al. 2012 , when compared to the vast literature on warm waters. Now that this knowledge gas has been identified, there has been a surge in research into the physical limnology of ice-covered lakes. Of particular note has been on the subject of radiatively driven convection beneath the ice (Austin 2019 , Yang et al. 2017 ). further stressed the importance of radiatively driven convection and other under-ice processes such as thermobaric instability and bottom sediment heating. Other recent advances have included a discussion of under-ice intrusions (Cortés et al. 2017) , internal wave generation (Bouffard et al. 2016, Cortés and MacIntyre 2019) , and brine rejection (Bluteau et al. 2017 , Olsthoorn et al. 2019a ).
An essential feature of freshwater lakes is that they have a nonlinear equation of state, where density is nearly quadratic with temperature, and that there exists a temperature of maximum density (T md ≈ 3.98 • C) above their freezing temperature. The significance of this nonlinearity was noticed at least as far back as Whipple (1898) . Cooling the surface of a water body that has a mean internal temperature belowT md will stabilize the water column resulting in the characteristic reverse temperature stratification found during the winter months in temperate lakes (Farmer 1975) . Stratification with temperatures on opposite sides ofT md will lead to cabbeling, which has important implications for convection (Carmack 1979, Farmer and Carmack 1981) . Kim et al. (2018) have shown that a nonlinear equation of state is significant in Arctic melt ponds, and Hewitt et al. (2013) have similarly noted its importance in geologically sequestered carbon dioxide. This paper aims is to understand how thermal convection is altered when the equation of state is nonlinear. We will ignore complicating wind effects to concentrate on the role of the thermal forcing. Veronis (1963) was the first to consider the linear stability of such a system. He considered a fluid layer with top and bottom boundaries set to have a fixed temperature of either side ofT md . Townsend (1964) followed this work with a similar experimental study. The nonlinear equation of state results in a convectively unstable lower layer beneath a stable upper layer, which will mix the lower-layer temperature stratification (similar to Figure 1(a) ) except for a bottom thermal boundary layer). Blake et al. (1984) performed two-dimensional numerical simulations of this problem and confirmed the linear stability predictions of Veronis (1963) . Recently, Toppaladoddi and Wettlaufer (2017) performed a similar set of two-dimensional simulations and highlighted that the ratio of temperature variation across the stable and the unstable layers was an important parameter. We will show that a similar ratio is important here. Further, Couston et al. (2017) highlighted the important role of the upper layer stratification to the penetrative convection. We consider a modified setup of a box of warm fluid (T >T md ) cooled from above (T <T md ). Here, the lower boundary is insulating, and the temperature stratification is transient. As is typical of these theoretical studies (Olsthoorn et al. 2019b , Townsend 1964 , Veronis 1963 , we will consider an equation of state that is quadratic with temperature, which well approximates the full equation of state of Chen and Millero (1986) . In the discussion below, we will often refer to a cooling of the surface, though it should be understood that the problem is entirely symmetric for a box of cold water that is heated from above. We are interested in quantifying the rate of cooling and the kinetic energy production from the unstable temperature forcing. Importantly, we want to understand how a nonlinear equation of state modifies convection nearT md .
We will begin, in §II, with a discussion of the numerical methods and mathematical framework of the paper, including theoretical scaling laws for both the top boundary-layer thickness and the kinetic energy of the system. We follow this with a discussion of the two-dimensional linear stability of this problem in §III. Section IV then discusses an analysis of the three-dimensional direct numerical simulations. Finally, we conclude in §V.
II. METHODS AND MATHEMATICAL FRAMEWORK
We consider a body of water that is insulated from below and cooled from above. We restrict our analysis to relatively freshwater (Salinity 24 PSU), where the temperature of maximum densitỹ T md is above the freezing temperature. Figure 1(b) is a schematic of the numeric domain of interest. We will ignore the effects of contaminants, pressure, and other higher-order terms in the equation of state (EOS) such that the density (ρ) is computed as
(1)
Here, C T is a constant andρ 0 is a reference density. We are interested in parameterizing the heat flux through the top boundary. As such, a natural time scale for this setup is the diffusive timescale of heat τ κ over the domain depth H. That is,
where κ is the diffusivity of heat. We nondimensionalized the spatial coordinates (x), the fluid velocity (ũ), time (t) and temperature (T ) as, Boldface variables denote vector quantities and ∆T =T md −T (z = H). Our choice of temperature nondimensionalization is consistent with that of Toppaladoddi and Wettlaufer (2017) , who demonstrated that the ratio of the temperature difference between the stably and unstably stratified regions is an important parameter. The equations of motion for this flow are the Navier-Stokes equations under the Boussinesq approximation. These equations are written
The Rayleigh number (Ra) and Prandtl number (Pr) are defined as
where ν is the molecular viscosity of water, and g is the gravitational acceleration. The value of the Prandtl number for freshwater varies from Pr ≈ 7 atT = 20 • C to Pr ≈ 13.4 atT = 0 • C, largely due to variations in ν. We focus on the effect of a nonlinear EOS on convection. Incorporating the functional dependence of ν on T is outside of the scope of this paper. We will assume a constant ν, and prescribe P r = 9. We enforce no-slip top and bottom velocity boundary conditions and
As we will see below, the well-mixed bottom-water temperature T B is also an important parameter in this system. In the numerical simulations, we will define
Lx Ly ·dx dy. As in Figure 1 (a), while the system is convecting, the temperature profile below the top boundary layer is nearly uniform and is not sensitive to the precise averaging window of T B .
Before continuing, we highlight that for a linear EOS, it is not possible forT md to be internal to the fluid domain. As such, for a linear EOS, we would expect a temperature profile to resemble Figure 1 (c).
A. Initial and Equilibrium Profiles
The initial interior fluid temperature is T (x, t = 0) = 1. This temperature was selected as it enforces an initial symmetry between the bottom water temperature (T B ) and the top boundary condition about T = 0. For reference, selectingT (z = H) = 0 • C and an initial water temperature ofT ≈ 8 • C with a domain height H = 0.1m would specify Ra ≈ 7 × 10 6 .
As the interior of the fluid domain cools, the top boundary temperature will remain fixed (T (z = 1) = −1). Thus, there exist two sub-domains to the mean temperature stratification: an upper
where T < 0 and a lower hydrostatically-unstable stratification where T > 0. Figure 1(a) is a representative temperature profile within the fluid domain. The total top transition layer thickness is δ BL > δ st .
B. Scaling Laws
We derive scaling laws for the evolution of δ st and the turbulent kinetic energy density (TKE). We first perform a Reynolds decomposition of the temperature and velocity field into a mean temperature profile and fluctuations from it, where
For this scaling analysis, we will simplifyT as a piecewise linear profile
as in Figure 1 (a)
Scaling Law: Boundary-Layer Thickness
The flux of heat through the top boundary is
That is, in this nondimensionalization, the boundary layer thickness solely determines the outward heat flux. As such, we will focus on δ st for the remainder of this paper. Substituting the Reynolds decomposition (9) into the temperature evolution equation (5), we derive the evolution equation for the mean temperature profile,
for some suitable averaging operator ( · ). In the numerical simulations, we will take ( · ) =< · > H , the horizontal average through the domain. Balancing the heat fluxes within the domain and top boundary layer, we determine
That is, the boundary layer thickness δ St is coupled to the bottom water temperature T B . Motivated by the results of the numerical simulations below, we will specify that
To leading order in O 1 σ , the dominant balance of T B and δ st gives
2. Scaling Law: TKE Similar to equation (11), the volume integrated turbulent kinetic energy density (TKE = 1 2 u · u ) evolution equation is written
Unlike the case of a linear EOS, the vertical buoyancy flux is not simply proportional to the vertical temperature flux (w T ). For a quadratic EOS, the vertical buoyancy flux is the sum of two components,
As a volume average, we define the ratio of these two terms as
We will similarly define a mixing coefficient
Assuming, self-similarity of TKE, we can show that (see Appendix A for details)
We need to determine the functional form of Γ and Λ to determine the TKE for each Ra and T B . We performed direct numerical simulations using SPINS (Subich et al. 2013) . SPINS solves the Navier-Stokes equations under the Boussinesq approximation using pseudospectral spatial derivatives and a third-order time-stepping scheme. As the top boundary-layer controls the dynamics of the initial instability and the subsequent convection, we implement a Chebyshev grid in the vertical, which clusters grid points at the domain boundaries. We assume periodic horizontal boundary conditions, implemented with Fast Fourier Transforms.
We performed five numerical simulations at different Rayleigh numbers. In all five cases, the Rayleigh number was large enough for the system to become unstable. We initially perturb the three velocity components with a random perturbation sampled from a Normal distribution scaled by 10 −2 . The numerical resolution (Nx × Ny × Nz) was selected such that max ∆x η B < 3. We compute the Batchelor scale η B = 1 ε 1 4 1 Pr 1 2 , for viscous dissipation rate ε and horizontal grid spacing ∆x. As the vertical grid is clustered towards the boundaries, max ∆z η B < max ∆x η B , in all cases.
III. LINEAR STABILITY ANALYSIS
We now study the linear instability of the cooling box. Unlike the model profile of II B, we will consider an initially diffusing background temperature stratification. For a deep box, the temperature profile is
We consider the growth of two-dimensional infinitesimal modal perturbations to the diffusive background state 1 . The linear vertical velocity (w ) and temperature (T ) perturbations we assumed to have the form:
1 For a confined domain, the full solution is given by the method of images. We will use the first two terms to write
Following the approach of Drazin and Reid (2004) , the linear equations of motion are written as
where I is the identity matrix, λ is the growth rate of the perturbations. The solutions to these eigenvalue equations are a function of five parameters: δ, k, Ra, Pr, and T B . We solve these equations using an in-house built eigenvalue solver using Chebyshev differentiation matrices. We found that 50 grid points were sufficient to determine the growth rate of the system. We impose the same top and bottom boundary conditions as in the numerical simulations. Figure 2(a) is a plot of the growth rate (λ) of the linear instability as a function of wavenumber k and δ for Ra = 10 6 , Pr = 9, and T B = 1. We first notice that there exists a minimum δ min , below which that system is linearly stable. For δ > δ min , the system is unstable for a finite range of wavenumbers and a peak λ at δ δ min . Figure 2(b) is a plot of the maximum λ over all wavenumbers, for each boundary layer thickness δ at different T B . The maximum λ decreases with T B , until the system becomes stable at finite T B . Figure 2 (c) is a plot of δ min as a function of T B for different Ra. Fitting the data, we find that
This fit is included as dashed lines in Figure 2(c) . As shown by Veronis (1963) , there exists a minimum Ra, below which the system is stable. For Ra close to this value, the fit (23) does not agree well with the data. Further, there is a minimum T B [T B,min ], where the system is linearly stable. Figure 2(d) is a plot of the maximum growth rate (λ max ) for all k and δ as a function of T B . For T B close to 1, the growth-rate of the system follows
Again, this fit is included as dashed lines in Figure 2 (d) As T B → T B,min , λ max diverges from the fit (24), decreasing rapidly to 0. Figure 2 (e) is a plot of T B,min for different values of Ra. Note that this panel has been rotated to so that T B,min can be easily compared with panels (c) and (d). We estimate
This linear stability analysis highlights that there exists a minimum δ, above which the system becomes linearly unstable. In the numerical simulations described below, once the system becomes unstable, perturbations about the base state will grow and results in convective mixing of the temperature field. We have also shown that, for the diffusive temperature profiles, there exists a T B,min > 0 at which the system is linearly stable. As T B decreases to T B,min , λ also rapidly decreases to zero. We will show in the numerical simulations that once T B is sufficiently small, the vertical temperature flux similarly decreases.
IV. DIRECT NUMERICAL SIMULATIONS
In this section, we will will describe both the qualitative and quantitative dynamics of the numerical simulation as they relate to the transport of heat within the fluid domain. We will focus our discussion a single representative case: Case 3, Ra= 9 × 10 5 . We will show that the convection is self-similar in T B for the range of Rayleigh numbers considered and that the results agree with the scaling laws of §II B. Figure 3 contains snapshots of the temperature field for Case 3, Ra= 9 × 10 5 . The left column of Figure 3 contains volume plots of the temperature field at different times t = {0.0025, 0.0050, 0.0075, 0.0100, 0.0125, 0.05}. The downwelling plumes are visible in the X − Z slices (Figure 3 (middle) ). The spanwise structure is presented in the X −Y slices at z = 0.9 (Figure 3 (right) ). Initially, δ < δ min and the temperature stratification is linearly stable and the temperature profile simply diffuses. At t = 0.0025 ( Figure  3 perturbations are visible at t = 0.0050 (Figure 3(d)-(f) ). Once the perturbations grow large enough, they begin to merge forming dense plumes that transport cold fluid to the bottom of the domain. The columnar plumes are both temporally and spatially turbulent, and the resultant convection will mix the bottom fluid. Eventually (Figure 3(p)-(r) ), the bottom water temperature reduces sufficiently such that the the vertical heat flux rapidly decreases. Figure 4(a) is a plot of the volume integrated turbulent kinetic energy density (TKE). As with the linear stability, the initial temperature stratification is stable such that TKE initially decays (see Figure 4 (a) inset). Once the top boundary layer is sufficiently deep, flow instability results in a large peak in the kinetic energy, which quickly decays back to an equilibrium value. From there, the TKE slowly decays. Based on the linear stability analysis of §III, we have a prediction for the initial time when the temperature stratification is unstable. We define the time when the kinetic energy reaches a minimum (vertical dashed line in Figure 4 (a) inset) as t min . Figure 4(b) is a plot of t min as a function of the Rayleigh number. The scaling law (not the amplitude) from equations (23) is included as a dashed line, where
For a diffusive boundary layer growth, we have that
which differs from the linear theory (23) by nearly a factor of 3. Our methodology of t min overestimates the minimum layer thickness δ min , resulting in the discrepancy between the linear stability theory and the numerical results shown here. Figure 5 (a)-(d) are plots of the horizontally averaged temperature profiles at times t = {0.01, 0.02, 0.03, 0.04}, highlighting the structure of the temperature stratification over time. The model profile well approximates these profiles (See Figure 1(a) ). Contours of the horizontally averaged temperature field over time are plotted in Figure 5(e) . These contours highlight the boundary-layer depth over time, and that the bottom water temperature decreases. The horizontal length scale of the three-dimensional flow structure increases as T B → 0, as viscous dissipation preferentially diffuses small scale motions. We have performed several simulations at different domain sizes and have determined that the present results are not domain size-dependent.
Seven temperature time-series were extracted from the horizontally averaged temperature profiles at evenly-spaced vertical heights and were plotted in Figure 5 comparative heat flux for a linear EOS, we define an "effective" Rayleigh number,
This Ra ef f defines an equivalent Rayleigh number for a linear equation of state with the same maximum density difference across the boundary layers. If we assume that the linear Nusselt number scales as Ra 1 3 ef f , then a comparative boundary layer thickness for the linear equation of state is found to be Figure 6 is a plot of δ st from the numerical simulations as a function of time, compared with the effective boundary layer thickness δ ef f . We find that δ ef f is much thinner than that observed with a nonlinear EOS, which will correspond to a much faster vertical heat flux than that found in the present simulations. We also include an estimate of the diffusive growth of to the top thermal boundary layer as
The prefactor comes from the diffusive solution for T = 0. We have shown that there exists a significant difference in the vertical heat flux due to the presence of the stabilizing thermal layer that can only exist with a nonlinear EOS. We further quantify the vertical heat flux in the numerical simulations by evaluating the rate of decrease of T B . Figure 7 we observe (Figure 7(b) ) that σ is nearly constant over a range of T B , and that, once the system has achieved a quasi-steady state,
Here, and for the rest of the paper, we plot in grey the transition region prior to reaching a quasiequilibirum state. Figure 7 (c) is a plot of σ, scaled by Ra 0.31 , which collapses well for all of the simulations. For sufficiently small T B , σ rapidly decreases. It is also worth noting that Case 1: Ra = 9 × 10 4 is marginally unstable to large scale convective motion.
Equations (15) and (16) define the TKE budget of the unstable flow. Figure 8 is a plot of this TKE budget as a function of (a) time and (b) T B . After the initial instability, the system reaches a quasi-steady equilibrium with dTKE dt ε ≈< w ρ > V . That is, the viscous dissipation rate nearly balances the rate of TKE production from the vertical buoyancy flux. It is also interesting that the vertical temperature flux (w T T ) results in a positive buoyancy flux that is counteracted by a negative nonlinear density perturbation flux (w T T ). That is, Λ > 0. The resultant negative buoyant production is similar to a previous result by Olsthoorn et al. (2019b) , that argued that a nonlinear equation of state results in a negative mixing pathway that decreased the rate of potential energy production. The mixing coefficients Λ and Γ, defined in equations (17)-(18), are functions of the nondimensional parameters Ra, Pr, and T B . Figure 9 is a plot of (a) Λ and (b) Γ as a function of T B . We find that Λ increases as T B decreases. While in the quasi-steady state, we approximate
We estimate C and n for each Ra with an average value of C ≈ 0.14, and n ≈ 0.5. It is important to note that Case 1: Ra = 90000 does not follow the trend of the other case. For Case 1, the low Rayleigh number results in a significant diffusive contribution to the total heat flux and is in a weakly unstable regime. As we will see below, this will aso affect the collapse of δ st and TKE below. Once the system is in quasi-equilibrium, the vertical buoyancy flux is nearly equal to the viscous dissipation rate such that Γ ≈ 0.96 for all Ra, though large fluctuations are present. As highlighted in Figure 7 , at sufficiently low T B , the flow enters a "shutdown" regime, where the vertical temperature flux drops significantly. In Figure 9 , we also see a similar deviation from the quasi-steady flow, where the ratio Λ diverges from the scaling (31). Our model does poorly (31) with fit parameters C=0.14, n = 0.5. We further include a dashed line at Γ = 0.96 in panel (d) at capturing these dynamics as we have assumed a thin boundary layer above a uniformly mixed interior. These assumptions are inadequate when the rate of temperature diffusion approaches the rate of convective heat transport. We do not pursue this further here.
In §II B, we derived scaling laws for δ st and TKE as a function of Ra, Pr, and T B . (14) and (19) . Note that for the TKE estimate, we use a scaling coefficient of 0.02, which is equivalent to a Γ = 0.96, similar to the value determined in Figure 9 . Equation (31) defines the factor Λ. The scaling laws agree with δ st and TKE from the numerical simulations.
V. CONCLUSIONS
We considered a box of warm fluid, cooled from the surface through a fixed-temperature boundary condition. The equation of state was quadratic with temperature. The initial top boundary temperature and domain temperatures were selected to be on opposite sides of the temperature of maximum density, leading to the formation of an upper stable layer and a lower convectively unstable layer. As the convection mixed the lower-layer fluid, its near homogeneous temperature decreased.
We performed a two-dimensional linear stability analysis on this problem and showed that there is a minimum boundary layer thickness required for the system to be linearly unstable. (14) and (19) are included as dashed black lines.
boundary layer thickness was also observed in the numerical simulation. However, the amplitude of the estimated minimum boundary layer thickness was different from the linear theory. We also found that there was a minimum positive T B , when the system is linearly stable for all wavenumbers and δ, suggesting that a convecting system would enter a "shutdown" regime once the lower-layer was sufficiently cooled.
We further developed a model for our system and scaling laws for both the δ st and TKE. The kinetic energy scaling depended critically on an estimate of two mixing parameters: Λ and Γ. Analyzing the numerical simulations, we determined a scaling law for Λ and showed that Γ was effectively constant over the whole range of parameters considered here. Once determined, the scaling laws agreed well with the numerically computed δ st and TKE.
Previous studies of penetrative convection with a nonlinear equation of state Couston et al. (2017) , Toppaladoddi and Wettlaufer (2017) have considered the growth of a convective layer beneath a stably stratified fluid. Couston et al. (2017) indeed have a similar Rayleigh-number dependence on the total heat flux to the one found here for our transient three-dimension simulations, with significantly different temperature dependence. One important consideration that we do not include here is that of an "entrainment zone" between the convective and stably-stratified region. In the present study, the stably-stratified layer is near the top boundary and, thus, prohibits significant penetration of the convective plumes into the upper layer at early times. The convective penetration into the stably stratified fluid may become significant as the top thermal boundary layer grows, though this is outside of the scope of the present study. Similarly, we do not consider the generation of internal waves Couston et al. (2017) , Léard et al. (2020) in the stably-stratified region for similar reasons.
One limitation to the present work is the domain dependence. As T B decreases, the system is unstable to longer and longer wavelength perturbations. Eventually, those perturbations reach the size of the domain. We have tested multiple box sizes and determined that the domain size does not significantly influence the results presented here. However, this does limit our ability to run these simulations for longer. Future work will require an adaptive domain size implementation of the current simulations.
This work is an initial step towards understanding how a nonlinear equation of state modifies convection. We are in the process of constructing a Cold Convection Facility, capable of convectively cooling the surface of a fresh body of water. In that problem, the surface boundary condition becomes much more complicated, where radiation and evapotranspiration need to be considered in that case. This work provides an initial stepping-stone to understand that much more complicated system and, subsequently, real freshwater systems.
