Abstract. Consider an interconnection of an unknown or partially known plant and a known stabilizing controller, and assume that some knowledge of the closed-loop system is available. Suppose, on the basis of that knowledge, the use of a new controller appears attractive. We present analysis and novel tests using a limited amount of experimental and possibly noisy data obtained from the existing closed-loop for verifying robust stability and performance with the new controller before it is switched in. The importance of this capability arises in multi-controller adaptive switching including iterative identification and control algorithms and multiple-model adaptive control. The results cover the linear and nonlinear cases.
model with one set of experimental conditions, but not with another set.
We shall review techniques for verifying the closed-loop stability [9] , and its extension for treating robust performance verification [5, 6] with the introduction of a new linear controller C 1 using a limited amount of noisy input-output experimental data obtained from the stable closed-loop [P, C 0 ]. We shall also present analysis results that are general enough to cover nonlinear plant and controllers [2] [3] [4] and lay the foundation for extending the aforementioned results in the linear case. In particular, we extend the applicability of the 'kernel representation' of a nonlinear system as a generalization for the existing results in the linear case.
The structure of the paper is as follows. Section 2 collects the required definitions and notations from the relevant literature. We shall state the problem of interest in Section 3 before presenting the stability verification tests in Section 4 and performance verification tools in Section 5 in a linear setting. Section 6 present the analysis results for the extension of the results of the preceding sections to the nonlinear case. Section 8 contains concluding remarks and future research directions.
Preliminaries.
The notations are standard and borrowed from [20, 22] in the linear case and [2, 4, 11, 18] in the nonlinear case. with the additional rule that half-integers are always rounded to even numbers. We utilize the coprime stable factor representations of the plant P and the controllr C, and assume that the plant and all controller transfer functions are always proper. We denote G(jω) * as the complex conjugate transpose of frequency-response function G(jω) at each ω, i.e. G(jω) F (s). We shall denote the real rational subspace of H 2 (resp. H ∞ ) by RH 2 (resp. RH ∞ ). Since L 2 and H 2 form an isomorphism through the Laplace transform (the Parseval's relations), f (t) ∈ L 2 and F (s) ∈ H 2 will be used interchangeably.
Definition 2.1. The unwrapped phase of a scalar transfer function is denoted by unwarg and refers to the phase of the frequency response when it is in the form of a continuous function of the frequency. The unwrapped phase is computed from the phase frequency response by changing absolute jumps greater than π to their 2π complements, and ensures that all appropriate multiples of 2π are included.
Consider the interconnection [P, C] in Fig. 2 .1. Given such well-posedness in Fig. 2 .1 we have
Definition 2.3. The interconnection [P, C] is said to be "internally stable" if it is well-posed and H [P,C] ∈ RH ∞ . Definition 2.4. The ordered pair {N, M }, with M, N ∈ RH ∞ , is a rightcoprime factorization ( rcf) of P ∈ R if M is invertible in R, P = N M −1 , and N and M are right-coprime over
In the sequel, the use of 'normalized' coprime factors may become necessary at places.
Definition 2.6. The graph symbol of P , G, and the inverse graph symbol of C, K, are defined by ii.
iii. det(KG)(jω) = 0 ∀ω and wno det(KG) = 0.
Definition 2.8. For a (not necessarily scalar) P , the "robust stability margin"
Clearly, larger b [P,C] corresponds to the smaller norm, but this norm cannot be smaller than unity, which means that for any P and C, b [P,C] ∈ [0, 1]; see [20] .
Theorem 2.12.
[20] Let P be scalar, and the gain margin and phase margin be denoted by GM and PM, respectively. If
Definition 2.13 (Causal). The operator Σ x is said to be causal if
is uniquely determined ∀f ∈ L m 2e and ∀x ∈ X Σ , and
Definition 2.14 (Causally Invertible). The operator Σ x is said to be causally invertible if it is causal, m ≡ k holds and there exists a causal operator (
∀x ∈ X Σ holds, where I denotes the identity operator.
Definition 2.15 (Bounded). The operator Σ x is said to be bounded if it is causal and there exists a finite constant γ and a scalar non-negative function φ with 
is finite for every T > 0 and x ∈ X Σ .
Definition 2.17 (Smoothing). The operator Σ
x is said to be smoothing if it is weakly Lipschitz and for every T > 0, γ > 0 and x ∈ X Σ there exists In the following two sections we will discuss techniques for verifying stability and performance with C 1 in advance of its insertion into the closed-loop using a limited 
Then the following are equivalent: u − r which justifies the reference to the observer-form configuration; see [7, 8] for a similar implementation.
Note that P is unknown and hence one cannot explicitly construct T r→z in closed form 1 . However, the stable mapping T r→z : r → z can be studied in a safe experiment, 1 The results of Theorem 4.1 can be extended to include experimental settings involving alternative controller implementations. If C 0 is implemented only in the forward path, provided C 0 and C 1 are bi-proper and minimum-phase, one can study the stable mapping T 1 : r →r withr = C −1 1 u + y, as a replacement for T r→z , in a safe experiment. Similarly, for the feedback-path implementation of C 0 , if C 0 and C 1 have no right half-plane poles, the stable mapping T 2 : r →w withw = u + C 1 y can be examined by utilizing the aformentioned results.
i.e. one in which no instability can occur, as shown in Fig Notice that the transfer function T r→z can be written as
for which under Assumptions 4.2 and 4.3 we have
Thus, det T r→z (j∞) is strictly positive and known and will be used as a datum for the verification of condition (d) in Theorem 4.1. Next, note the following easy-to-use test. 
The experimental test in Theorem 4.4 is quite simple to carry out; it requires recording the steady state values of m step responses. However such an experiment can only be used to check a necessary stability condition.
Condition (d) in Theorem 4.1 can be verified in both its necessary and sufficient parts by using more sophisticated identification techniques to compute the full frequency response for T r→z . However, this is not desirable on the grounds of complexity.
In fact, one does not need to estimate the full frequency response of T r→z , but instead its frequency response up to a certain finite frequency ω 0 will suffice. Moreover, experimental determination of a phase change known to be a multiple of 2π allows room for some error in the measurements. A mechanism to estimate the frequency ω 0 is advanced next by exploiting the structure of T r→z .
Lemma 4.5. [9] Let the suppositions of Theorem 4.1 hold. Then T r→z can be expressed as
The expression in (4.5) shows that T r→z is the sum of a known term (i. .5), and ω 0 ∈ [0, ∞) be a frequency such that
Then the condition
is equivalent to condition (d) in Theorem 4.1. tends to zero as ω tends to infinity. Practically, one may have a rough estimate of the bandwidth of [P, C 0 ] which can be used to obtain an estimate of ω 0 by assuming that σ(T ′ (jω)) remains below the right-hand side of (4.6) over some known high-frequency region; a conservatively larger value makes the choice of ω 0 robust.
ii. A small controller change certainly reduces the frequency ω 0 and, as a consequence, reduces the experimental effort. The structure of T ′ in (4.5) is such that ρ(T ′ (jω)) depends on the size of the controller change; e.g. for the SISO case one can chooseṼ
Techniques for finding an admissible size of the controller change are discussed in [12] .
iii. The value nint[unwarg det T r→z (jω 0 )/2π] is only used in condition (4.7); a rough estimate of unwarg det T r→z (jω 0 )/2π is enough and hence the test can tolerate considerable estimation errors.
iv. The estimate of the frequency response of T r→z (jω) up to ω 0 can be obtained via parametric [13] or non parametric [17] estimation methods. In practice, at each frequency one can use σ(
2 along with ρ(T r→z (jω)) ≤ σ[T r→z (jω)] to find an upper bound on the eigenvalues of T r→z (jω) in order to check (4.6). Alternatively the inequality σ[T r→z (jω)] ≤ √ n T r→z (jω) 1 can be utilized. v. The unwrapped phase can be obtained by phase unwrapping techniques of [14] .
Linear case
1Ũ1 is verified to be stabilizing via the techniques of the previous section.
Lemma 5.1. Consider the interconnection in Fig. 4.1 and Definition 2.6. The mapping T r→z : r → z in (4.1) and (4.2) can be expressed as
Proof. 1Ũ1 were in the feedback loop, respectively. Then
1 . From (5.1), 
Proof. The proof is easy via the arguments used to prove Theorem 5.3.
A connection between the transfer functions of the feedback setting in Fig. 2 .1 and those of the interconnection in Fig. 4 .1 can be established via calculating H [P,C1] . This is captured in the following theorem.
Theorem 5.5. Consider the configurations in Fig. 2.1 and Fig. 4 .1 and assume
Proof. The proof is straightforward via the results in Theorems 5.3 and 5.4 and by noting the stable coprime factors of Definition 2.5. 
1Ũ1
, then
The aforementioned results, particularly in Theorem 5.3, can be utilized to verify the performance of T r→u is known to be important and is termed sensitivity function. Links to the classical and standard notions of performance are also presented in and around Definition 2.8 and Theorem 2.12. Next, we present results for projecting some performance aspects with C 1 prior to its actual insertion into the closed-loop, assuming that the transfer function P is unknown.
Theorem 5.7. [P, C 1 ] is internally stable,
The results in Theorem 5.7 is a flag indicating that the sensitivity of closed-loop [P, C 1 ] might be very bad if T r→z becomes very small. The pointwise version of Theorem 5.7 is given below.
Theorem 5.8 ( [6]
). Suppose the hypothesis of Theorem 4.1 holds. Consider the setting in Fig. 4 .1 and mapping T r→z : r → z in (4.1). Then ∀ω,
Theorem 5.9. Suppose P is scalar in Fig. 4 .1 and the hypothesis of Theorem 5.7 holds. Then,
Proof. From (5.1), we have
Since T r→z (jω) is a scalar here and |T r→z (jω)| can be factored out, via (2.3) on obtains (5.12)
|T r→z (jω)| ρ(P, C 0 ) = ρ(P, C 1 ).
Corollary 5.10. Suppose P is scalar in Fig. 4 .1 and the hypothesis of Theorem
Proof. The results follow from Theorems 2.12 and 5.7. In our framework, [P, C 1 ] is verified to be internally stable and
via Theorem 5.3. At each frequency, this relationship facilitates the computation of Next, an analysis framework is presented which enables the extension of the results in the linear case to the nonlinear case. We shall now assume that the 'unknown' plant and the controllers are all nonlinear.
6. Nonlinear case: Analysis. The problem of making a stability prediction becomes even harder when any combination of the plant and/or controllers are nonlinear. The scenario of switching from a linear to a nonlinear controller is also interesting and advocated when one seeks to improve some aspects of closed-loop performance without sacrificing some other aspects. For example, a nonlinear controller is used in place of a linear controller in [21] to achieve a faster rise-time without increasing the percentage overshoot.This is partly due to the fact that there exist fewer tools for analyzing nonlinear systems.
In this context, our results not only advance the preceding results for the linear plants and controllers, but also provide additional analysis tools for nonlinear systems. In particular, we shall extend the applicability of the kernel representation of a nonlinear system as a generalization for the existing results in the linear case for controller update in an adaptive control setting. As a generalization of left fractional descriptions of LTI systems, we consider kernel representations and shall review some notations and relevant definitions mostly borrowed from [11, 18] for ease of reference.
Note that the results developed here are for classes of admissible nonlinear systems.
Kernel representations.
Kernel representations generalize the ideas of left fractional description. Similarly, bounded kernel representations generalize the ideas of bounded left fractional descriptions. This is true for the coprime property.
These properties are formally defined below.
Here, all kernel representations are assumed to be well-defined. 
Definition 6.3 (Coprime
The analogous feedback configuration in Fig. 2 .1 of [P, C] in the kernel representation is shown in Fig. 6.1 .
2e with X C , and kernel representations of
. If R P and R C are interconnected to form a feedback loop as shown in Fig. 6 .1, then a closed-loop kernel representation
where
Note that the definition of the closed-loop kernel representation above is consistent with Definition 6.1, and the operator R [P,C] takes input (u, y) and generates the output (z P , z C ) as arrows indicate in Fig. 6 .1. Next, we shall define the internal stability of systems in kernel representation, which is known as null stability. Note that if there is no external inputs in Fig. 2 .1, i.e. r 1 , r 2 ≡ 0, then the feedback interconnection in Fig. 2 .1 is equivalent to the kernel representation of Fig. 6 .1; see [11] for further details. Definition 6.5 (Null internally stability). [P, C] with a weakly Lipschitz kernel 
as shown in Fig. 6 .1. Then
is weakly Lipschitz (resp. bounded) if and only if R P and R C are both weakly Lipschitz (resp. bounded).
One can construct a mapping from R [P,C0] to R [P,C1] , where C 0 and C 1 are two different controllers used with P . Lemma 7.2. [2, 4] Let R P , R C0 and R C1 be bounded and weakly Lipschitz kernel representations for the operators P , C 0 and C 1 , respectively. Suppose R [P,C0] and R [P,C1] are kernel representations of [P, C 0 ] and [P, C 1 ], respectively. Suppose [P, C 0 ] is null internally stable; then one can define
, and there holds
Proof. For an external input (z P , z C0 ) ∈ Z P C0 , [P, C 0 ] has the plant input u and output y related by
exists, is weakly Lipschitz and bounded), one has the inverse relationship of (7.2),
[R
Hence, we can define Q C1 C0 as shown in (7.1)
, defined as proj(a, b) = a, is weakly Lipschitz and bounded. Now, we shall introduce an experimental setting for the nonlinear plant and the two controllers. Let R P and R C0 be the kernel representations of P and C 0 , respectively, where R P (u, y) = w and R C0 (y, u) = r. If we assume that [P, C 0 ] is null internally stable, we have a bounded operator R −1 exists, is weakly Lipschitz and bounded). Then one can define a family of mappings T w : r ∈ Z C0 → z ∈ Z C1 parameterized by w
as shown in Fig. 7 .1. Then the following are equivalent:
exists, is weakly Lipschitz and parametrically bounded.
Proof.
Since [P, C 0 ] is assumed to be null internally stable, Lemma 7.2 gives
One should note that
(a ⇒ b) Now suppose [P, C 1 ] is null internally stable (ie. by Definition 6.5,
exists, is weakly Lipschitz and bounded). By using Lemma 7.2 again, one can find
Note that Q C0 C1 is, in fact, the inverse of Q C1 C0 . Now define
and show that it is the inverse of T w for arbitrary but fixed w. First, observe that
Second, note that 
C0 ] 2 (w, r) via (7.6) = w, T −1 w • T w (r) = (w, r) via (7.14).
Similarly,
C0 ] 2 (w, r) via (7.6) = (w, T w (r)) = (w, z).
exists for all input (w, z) and since
To finish off, we need to show that [R 
C1 is weakly Lipschitz (Remark 2.18) and bounded (as the cascade of two bounded operators is also bounded). Given Definition 6.5, [P, C 1 ] is null internally stable. This implies that the interconnection of [P, C 0 ] can be expressed with (0, r) ∈ Z P C0 as
Hence,
Indeed, (7.18) coincides with (5.1).
In order to show the connection between the results in the linear case and those of Theorem 7.4, the following theorem is presented next. Proof. Since P , C 0 and C 1 are all LTI, we have
Note that the initial condition is considered on the term T 0 (r). One should also notice that for a fixed w, T w (0) can be regarded as a constant for all r. also exists as it is a special case with w = 0.
In principle, Theorem 7.4 offers a mechanism to verify the stability of the closedloop system [P, C 1 ] by checking the invertibility of T w , together with the weakly Lipschitz condition and boundedness of T −1 w . One should note that as (7.4) indicates, R P (or at least a good approximation or model of R P ) is required in order to be able to compute T w or to check whether T −1 w exists. If P was known, our Theorem 7.4 would provide a method to analyze C 1 before it is inserted into a stable closed-loop [P, C 0 ]. However, we want to verify whether the new C 1 will stabilize P using only a limited data collected from [P, C 0 ], where P is unknown. This is explored in [4] and we have shortened the results here for the purpose of reducing complexity.
Conclusions.
We have presented robust stability and performance validation tests for linear time-invariant systems which aim to project stability and some aspects of closed-loop performance with the introduction of a new controller C 1 . The tests utilize a limited amount of experimental data obtained from the stable closed-loop interconnection [P, C 0 ]. One of the stability verification results of Section 4 uses step response properties of T r→z in Fig. 4 .1 to falsify the controller C 1 , while Theorem 4.6 proposes a type of phase test analogous to the Nyquist criterion and utilized the noisy frequency response information of T r→z up to a finite frequency ω 0 to check if C 1 will stabilize the unknown plant P . It verifies that C 1 will be stabilizing (in place of C 0 ) if the Nyquist plot of T r→z does not encircle the origin.
The performance verification results of Section 5 project performance of the closed-loop with C 1 before its insertion into the closed-loop and raise a red flag if, for example, at any frequencies T r→z has small magnitude. Also, bounds on potential performance degradation have been developed.
The nonlinear extension of the results in the linear case has also been presented.
Using the kernel representation, the analysis results of Section 6 has laid the foundation for the case when the plant and controllers are nonlinear and established connection to the linear case results.
Our current research focuses on extending the data-based tests of [4] to a larger class of controller structures. This is very vital in applying the results in the biomedical engineering areas and in particular for the development of control methodologies for drug dosing in hemodynamic (blood flow) management and control of consciousness.
