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A.1.4 Poincaré写像の固定点の安定性 . . . . . . . . . . . . . . . . . . . . . . . . 126
A.1.5 周期解の分岐 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.1.5.1 固定点の接線分岐 (tangent bifurcation) . . . . . . . . . . . . . . 129
A.1.5.2 固定点の周期倍分岐 (period doubling bifurcation) . . . . . . . . 130
A.1.5.3 固定点のネイマルク・サッカー分岐 (Neimark-Sacker bifurcation) 130
A.1.5.4 固定点のD型分枝 (Pitch fork bifurcation) . . . . . . . . . . . . . 130
A.2 非自律系の分岐 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.2.1 周期解の安定性 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131




参考文献 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
本研究に関連する原著論文 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
本研究に関連する国際会議 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145






























2 第 1章 序論















































第 3章では，これまでの先行研究においてよく用いられてきた FitzHugh-Nagmo モデル，また

















第 5章では，Modified FitzHugh-Nagumoモデルを用いて gap junction 結合のみ，及び gap
junction結合と抑制性シナプスによって接続される結合系を提案し，各結合系の解析を行う．ま
ず，gap junction 結合のみで接続される系について，Class 1特性を示す単体モデル同士，Class
2特性を示す単体モデル同士が結合している系のそれぞれの結合ニューロンモデルにおいて結合
係数と外部刺激の変化によって生じる発火現象について検討し，クラスの違いと結合系で観測さ



















































活動電位が生じた直後，絶対不応期 (absolute refractory period) と呼ばれる大きな刺激電流を
加えても活動電位が生じない時間領域がある．この絶対不応期に続いて，大きな刺激電流をを加


















発的な活動電位が発生する現象が神経分泌細胞 (neurosecretory cells) [27]や心臓の細胞 (cardiac





8 第 2章 ニューロンの生理学的性質
る問題の 1つとして，ニューロン間の情報処理におけるバーストの役割が挙げられる．現在，情報
表現問題に関しては，大きく分けて，発火周波数に情報が乗せられていると考える rate coding(発
火率表現) [39]と，発火タイミングに情報が乗せられていると考える temporal coding(タイミン
グ表現) [40]の 2つの考え方があるが，最近では，平均発火率表現を用いることによって生じる
情報の組み合せ的爆発問題や神経生理学的実験等より，temporal codingが有力しされており，さ


























興奮性シナプス後電位 (excitatory postsynaptic potential，EPSP)と呼ばれる．また，このような
作用をさせるシナプスは興奮性シナプスと呼ばれる．そして，EPSPがしきい値を超えた時，2.2
10 第 2章 ニューロンの生理学的性質
節で述べたように活動電位が発生し軸索を通って他のニューロンに信号が送られる．一方，シナプ
ス電流が外向きにシナプス後膜を流れるとき，後膜以外の膜では内向きの電流が流れ，膜電位が





























複シナプス促通は，ニューロン 1 がニューロン 2 を介して積極的にニューロン 3 を興奮させる
働きをもち，複シナプス抑制は，ニューロン 1 がニューロン 3 を積極的に抑制させ，脱促通は，







































































































Class 1 Neural Excitability Class 2 Neural Excitability
Class 1 Spiking
Class 2 Spiking






周波数帯域の違いによって 2つのクラスに分類した．(実際には，文献 [9]の中で Class 3の特性
についても説明されており，その特徴を以下に示しておく．)
• Class 1 : 任意の低い周波数を持つ活動電位が発生し，その活動電位の周波数は加える電流
強度を強くしていくと滑らかに増加する．また，発火周波数の帯域は，5–150 impluse/sec
と非常に広い．
• Class 2：限られた周波数帯域 (75–150(impluse/sec))の発火周波数を示し， 加えられた電
流強度の変化に対して比較的鈍い反応をみせる．






















数から滑らかに周波数が増加していく興奮性のタイプを “Class 1 Excitability”，突如ジャンプし
たようにある周波数のスパイク発火がみられる興奮性のタイプを “Class 2 Excitability”と呼ぶこ
とにする．また，bistability をもつ場合 (すなわち，静止状態から発火状態へと変化する電流値と
発火状態から静止状態へと変化する電流値が異なる場合)も考慮し，0周波数のスパイク発火を持
ち得る場合を “Class 1 Spiking”，刺激電流強度をどのように変えても 0周波数のスパイク発火を
示さない場合を ‘Class 2 Spiking”とする．
subcritical Hopf  bifurcation
saddle-node on invariant circle  bifurcation
supercritical Hopf  bifurcation
saddle-node  bifurcation
図 3.2.2: 余次元 1の分岐現象の模式図 (Izhikevich [10]から引用)．












• saddle-node 分岐 (別に安定リミットサイクルが存在する)
• saddle-node on invariant circle 分岐
• supercritical Hopf 分岐
• subcritical Hopf 分岐
である (各分岐現象の詳細については，文献 [10, 13]を参照)．それぞれの分岐現象の模式図を図
3.2.2に示す．ここで，黒丸は安定平衡点，白丸は不安定平衡点，赤丸はサドルを表す．
発火現象を分岐の観点からとらえる際に注意すべき点として平衡点の分岐後，活動電位にあた
るリミットサイクルに系の状態が移行する点である．saddle-node 分岐，saddle-node on invariant




on invariant circle bifurcation
saddle-node bifurcation
homoclinic bifurcation
supercritical  Hopf bifurcation
subcritical  Hopf bifurcation
tangent bifurcation
図 3.2.3: 2次元自律系ニューロンモデルにおいて考えられうるシンプルな分岐構造の模式図 (Izhikevich [10]から引用)．
3.2. ニューロンの興奮性及びスパイク発火と分岐現象 17
ここで，Hodgkinの分類と対応させて考えると，各分岐が発生する近辺に余次元 2の分岐が存
在しない時，各分岐現象の性質から，sadlle node (off limit cycle) 分岐，saddle-node on invariant
circle 分岐は Class 1に ，supercritical Hopf 分岐，subcritical Hopf 分岐は Class 2に対応す
る [10]．しかし，Hodgkin の分類は完全ではなく saddle-node 分岐は，その時に存在するリミッ






ターンを考えることができる．この図から，saddle-node on invariant circle 分岐や supercrtical
Hopf分岐では，両方の状態を各分岐のみによって切り替えているが，saddl-node 分岐の場合は，



















































































































Class 2 Excitability and Class 1 Spking
図 3.2.4: Izhikevichによる興奮性とスパイク発火の定性的分類 (Izhikevich [10]から引用)．
分岐理論によるニューロンの興奮性の分類は，図 3.2.4に示した f -I曲線に表されるようにある
刺激電流 I に対する定常状態における発火周波数を示している．つまり，膜電位が閾値を越える
ことによって発生した活動電位に着目していることになる．しかし，saddle-node分岐とHopf分
18 第 3章 神経細胞の数理モデルと分岐現象



























Pulse 1 Pulse 2
V(t)
?
図 3.2.5: パルス印可時における各クラスの閾値下ダイナミクス (Izhikevich [14]から引用)．
3.3. バースト発火メカニズムとその定性的分類 19
一方，Class 2ニューロンの場合，静止状態に対応する安定平衡点はスパイラルであるため，閾値


























れる発火現象は，神経分泌細胞 (neurosecretory cells) [27]や心臓の細胞 (cardiac cells) [28]，口





Intrinsically bursting (IB) ニューロンが知られていたが [35]– [37]，それとは異なるニューロン












coding(発火率表現) [39]と，発火タイミングに情報が乗せられていると考える temporal coding(タ
イミング表現) [40]の 2つの考え方があるが，最近では，平均発火率表現を用いることによって生
じる情報の組み合せ的爆発問題や神経生理学的実験等より，temporal codingが有力しされてい




















































やかに遷移させることができる．ここで，I(t) = I+B sinωtと置き換えることにより，図 3.3.1に








ているバーストについて考える．ここではその中から saddle-node (or saddle-node on invariant





















I  t(  )operating point
Rest
図 3.3.1: 周期外力を加えた速いサブシステムにおける分岐図の模式図．
まず，図 3.2.3 に示している saddle-node (or saddle-node on invariant circle) 分岐を介した
バースト発火機構を考える．図の青線において saddle-node 分岐がリミットサイクル上でおこる




は saddle-node on invariant cirle分岐を示しており，名称は，“平衡点からリミットサイクルへの
遷移に関する分岐/リミットサイクルから平衡点への遷移に関する分岐” となっている．また，こ
の一連の遷移における性質から，Class1の興奮性，Class1のスパイクを持っていることが分かる．
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“Fold/Homoclinic”バーストにあたり，Type I バースト [46]，square-waveバースト [44]とも呼





次に，先程と同様に図 3.2.3に示している supercritical Hopf (or subcritical Hopf )分岐を介し















• Class1 Excitability，Class1 Spiking ： “Circle/Circle”バースト
• Class2 Excitability，Class1 Spiking ： “Fold/Circle”バースト
• Class2 Excitability，Class2 Spiking ： “SubHopf/Fold Cycle”バースト







その H-Hモデルの性質を保存しつつ 2変数の微分方程式に簡略化した FitzHugh-Nagumoモデ
ル [57,58](以下，FHNモデル)は，subcritical Hopf 分岐を経て発火することからClass 2の興奮
性のみを示すことが知られている．しかし，最近の生理学実験では，ニューロンの発火現象はClass
1を示す事例が多く報告されており，実際，Class 1 の興奮性が観測される 2次元自律系ニューロ
ンモデルとして，2変数のHindmarsh-Roseモデル [59]，Wilsonモデル [60]，Morris-Lecarモデ
ル [61]等が，高次元モデルでは，Connorモデル [66]等など数多く提案されており，それらのほ












































= −x+ by − a
c
(4.2.1)
ここで，x は細胞膜電位の符号を反転した値に相当し，y は不応性，z は神経細胞に対する外部
刺激強度を表している．
また，このモデルが神経細胞膜の振舞いをうまく再現するように方程式がもつ定性的性質から
パラメータ a，b，c は，次の範囲に限定される [57]．
1− 2b
3




舞いを図 4.2.1に示す．ここで，方程式中のパラメータは，a = 0.7，b = 0.8，c = 3.0と固定して
いる．また，xが細胞膜電位の符号を反転した値となっていることから，zも負の方向に増加させ
ていることに注意する．この図において，赤線は z = −0.4を区間 5 ≤ t ≤ 6で加えた時，緑線は
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ここで，時間軸のスケーリングを τ = t/
√
LC と行い，状態変数とパラメータをそれぞれ，





と変換し，gの特性を x− x3/3とみなすと，式 (4.2.1)となり，FitzHugh-Nagumo モデルで観測
される現象が図 4.2.2に示す回路においても実現することを示しており，単体発振器の解析のみな
らず，結合発振器の解析も比較的容易に行うことができる．















が広い cに着目し，系 (4.2.1)において，まず，パラメータ a = 0.7，b = 0.8 と固定し，外部刺激
強度 zが時間変化に対して不変であると仮定し，パラメータ c と z の領域における分岐図を求め
た．求めた分岐図を図 4.2.2に示す．このとき，a，b ，図 4.2.2内の c は条件式 (4.2.2) を満たして
いる．ここで，図中のGは周期解の接線分岐，hは平衡点の subcritical Hopf 分岐を表す．次に，
図 4.2.2において分岐曲線によって囲まれる各領域について位相平面における解軌道と Nullcline
を図 4.2.2に示す．この図から，図 4.2.2において，静止状態を表す安定平衡点のみが存在する領
域 (領域 I)と，発火状態を表す安定リミットサイクルが存在する領域 (領域 II，III)に分割する
ことができる．ただし，領域 II は，安定平衡点とリミットサイクルが共存している領域となって
おり，この様な複数の安定極限集合が存在する発振状態は，“硬い発振”と呼ばれる．





ことが分かる．実際に，パラメータを a = 0.7, b = 0.8, c = 3.0と固定した際の zの増減に対する
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図 4.2.4: 図 4.2.2の各領域における解軌道と Nullcline．
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図 4.2.5: zとスパイク数の関係図．パラメータを a = 0.7, b = 0.8, c = 3.0に固定しており，また，一定時間 (t = 100)
内におけるスパイク数を nとしている．
4.3 Modified FitzHugh-Nagumo モデルにみられる分岐現象の解析
4.3.1 Modified FitzHugh-Nagumoモデル
前節の FHNモデルは，subcritical Hopf 分岐と周期解の接線分岐によって構成される分岐構造
を持ち，それ故に Class 2sの興奮性，スパイク発火のみを示していた．本論文では，Class 1 発
火特性を示し，かつ簡素なモデルを構築するため，FHNモデルをClass 1 発火特性を示すよう修















x2 + dx− by + a
c
(4.3.1)
一般に，このナルクラインが 2次，または 3次の曲線を示す方程式である場合Class 1の発火特性





































図 4.3.1: 変数変換後の FHNモデルとMFHNモデルにおけるナルクライン．
4.3.2 MFHNモデルが示す興奮性、発火メカニズムと分岐現象
このモデルが具体的にどのような発火特性を持つのか，つまりどのような分岐構造を持つのか
を調べるために，まず，パラメータを b = 1，c = 3と固定し，外部刺激入力 zを 0とする．この
時のパラメータ a-d平面における分岐図を図 4.3.2に示す．
ここで，AHは supercritical Andronov-Hopf分岐，SN は saddle-node 分岐，SNLC は saddle-
node on limit cycle 分岐，SSL は saddle-separatrix loop 分岐，BT は Bogdanov-Takens 分岐，









(d = (1 + 12
√
2)/9)を境に SNuと SN sが発生しており，この分岐点にAH と SSLが接続してい
る．他方で，SNSL分岐点が，SN s，SNLC，SSLの終端点である．ここで，Hodgkin [9]の分類
の意味において，パラメータ aを変化させることによって静止状態から SN sLC 分岐を経て発振
し，同分岐により静止状態へと移行する経路は Class 1 特性，静止状態からAH 分岐を経て発振




次に，先程と同様にパラメータ c = 3，z = 0とし，dを図 4.3.2においてパラメータ aを変化さ
せた時にClass 1 特性を示す値 1.8とする．この時，a-b平面における分岐図は図 4.3.3となり，図
中の色づけされた領域では系の状態は発振状態を示し，他の領域は静止状態を示す．この図にお































に 0周波数を示す (図 4.3.10)．このことから，Class 1特性を持つと考えことができるが，上記の
SN sLC分岐を通過することによって示すClass 1特性と区別するために，本論文ではClass 1s と
表記する．
最後にパラメータ c = 3，z = 0とし，d = 2.2と固定して，Class 2特性を示すように設定した場
合の a-b平面における分岐図を図 4.3.4に示す．図中の記号 SAH は，subcritical Andronov-Hopf


















図 4.3.3: d = 1.8に固定した場合の a-b平面における平衡点とリミットサイクルの分岐図．
分岐，DLC は double limit cycle 分岐を表す．図 4.3.4において，パラメータ bの値により，図
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タ aを固定し，パラメータ zを増加させる行為は，パラメータ zを固定しパラメータ aを減少さ
せることと等しいことが分かる．例として，Class 1，Class 1s，Class 2の発火特性を持つよう
にパラメータを a, b, c, dを固定し，それぞれのケースにおいて，パラメータ zの値と一定時間内
(0 < t < 100)におけるスパイク数との関係を図 4.3.5に示す．また，各クラスの双安定状態を示
すタイプと示さないタイプの違いを示すために，外部刺激 zを時間変化させた時の各タイプの発























図 4.3.4: d = 2.2に固定した場合の a-b 平面における平衡点とリミットサイクルの分岐図．

























図 4.3.5: 刺激電流 z の値と時刻 0 < t < 100 の区間における発火回数との関係図． 図 4.3.2 から，(a): a = 0.42,
d = 1.8. (b): a = 0.88. d = 2.2． 図 4.3.3から，(c): a = 0.08, b = 0.6とそれぞれパラメータを固定している．




































図 4.3.6: 図 4.3.5-(a), (b), (c) に対応する各クラスの時間波形図． 各図は，図 4.3.4と同じパラメータに設定してお
り，外部刺激電流 zを図 (d)に示すように 500 < t < 1000の区間で増加， 1000 < t < 1500の区間で減少させている．













































































図 4.3.7: 分岐図 4.3.2において，a = 0.42，d = 1.8(Class 1設定)に固定し， その点からパラメータ aを減少させた
時の位相平面図と時間波形図．図 (1) では，安定な平衡点のみが存在する． この状態で a を減少させることにより，
saddle-node 分岐が発生し図 (3)に示すように平衡点が 3つの状態となる． その後，saddle-node (on limit cycle)分
岐により (4)，安定平衡点が消滅すると同時に系の状態が発振状態となる (5)． この時，分岐直後では発火周波数は低
い (5)が，さらに aを減少させることにより発火周波数が高くなっている (6)．






















































図 4.3.8: 図 4.3.7の続き．














































































図 4.3.9: 分岐図 4.3.2において，a = 0.88，d = 2.2(Class 2設定)に固定し， その点からパラメータ aを減少させて














































































図 4.3.10: 分岐図 4.3.3において，a = 0.08, b = 0.6(Class 1s設定)に固定し， パラメータ aを変化させた時の位相
平面図と時間波形図． Class 1sでは，Class 1特性における位相的変化とは異なり，安定平衡点に関する saddle-node
分岐がリミットサイクル外で発生し (4)， 系の状態がリミットサイクルへと変化する (4，5)．逆にこの状態から aを













うな 3次と 2次の非線形性をもつ方程式で表されるモデルにおいて，両ナルクラインの極値の x








1. saddle-node on limit cycle 分岐: “Class 1 Excitability and Class 1 Spiking”
2. saddle-node (off limit cycle)分岐と homoclinic 分岐: “Class 2 Excitability and Class 1
Spiking”
3. supercritical Hopf 分岐: “Class 2 Excitability and Class 2 Spiking”





























まず，zの値を適当な外力によって図 4.2.2内の斜線部の領域 (領域 II，III)とその他の領域 (領
域 I)を行き交わせることを考える．これにより，図 4.2.2，4.2.2から，静止状態から発振状態へ
の移行には Subcritical Hopf 分岐，発振状態から静止状態への移行には 接線分岐を通過させるこ
とによって状態を移行させることができる．この状態変化から発生するバーストは，文献 [10]に
おいて “SubHopf/Fold” (“Elliptic”) Bursting にあたる．また，文献 [53]では，FHN モデルにお
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ることにより)，バースト発振モデルを構築する．これは，z = B0 + B sinωt とおくことで実現












= −x+ by − a
c
(5.2.1)
次に，バイアス B0 を系 (5.2.1)において，正弦波が加えられていない場合の系の状態を連続発
振している状態になるまで加える．この状態で正弦波を加え，静止状態と発振状態の間を行き交わ
せる．このときの外力の変化を図 5.2.1に示す．以下では，c，B0 の値を図 5.2.1内の点 d (c = 2.0，
B0 = −0.45) の値に固定し，適当な周波数 ω と振幅 B を持つ周期外力を選ぶことにより，バー
ストを発生させることができることを示す．ここで，バースト発火の例を図 5.2.2に示しておく．
























図 5.2.2: 時間波形図 (ω = 0.02，B = 0.1)．
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5.2.2 バースト発振モデルにおける分岐解析
系 (5.2.1)において，a = 0.7，b = 0.8，c = 2.0，B0 = −0.45 と固定する．このとき，正弦波
が加わっていない自律系では，それぞれ一つずつ安定なリミットサイクルと不安定平衡点が存在
し，系の状態は発振状態である．この状態において，正弦波の周波数 ω と振幅 B の領域におい
て分岐図を求めた．以下，B の範囲を 0.0 ≤ B ≤ 0.1 とした場合の解析を行なう．
5.2.3 0.4 ≤ ω ≤ 1.0 の領域




また，同期化領域内に存在する周期倍分岐の連鎖により，点 h で 1 周期解だったものが点 i で
は 2 周期解，点 j では カオスが観測される．一方，同期化領域外の振幅 B の小さいところでは，
点 f のような準周期解が観測され，振幅の値を上昇させると 点 g においてカオスが観測される．






















図 5.2.3: 系 (5.2.1)における分岐図．
















































































































点 i(ω = 0.528, B = 0.045) 点 j(ω = 0.5245, B = 0.045)
図 5.2.4: 図 5.2.3の各点における位相平面図と時間波形．
5.2.3.1 0.26 ≤ ω ≤ 0.4 の領域
0.26 ≤ ω ≤ 0.4の領域における分岐図を図 5.2.5に示す．また，図 5.2.5上の点 e～l に対応す
る位相平面図と時間波形図を図 5.2.6 に示す．図 5.2.5において，接線分岐により，同期化領域が
形成されており，その領域内の点 e では，1 周期解が観測され，波形は，周期的な単一スパイク
応答となっている．また，周期倍分岐により，点 f では，2 周期解となり，波形は，周期的な単
一スパイク応答，点 g では，周期倍分岐連鎖により，バーストタイプのカオスとなっている．ま
た，同領域内の点 h では，連続発火している 1 周期解が周期倍連鎖により，点 i では，連続発火
している 2 周期解，点 j では，バーストタイプのカオスが観測される．一方，同期化領域外では，
前節と同様の結果となっている．次に，点 e～j，l が存在する B = 0.07 に固定し，最大リヤプ




































































































点 g(ω = 0.330, B = 0.070) 点 h(ω = 0.310, B = 0.070)










































































点 k(ω = 0.381, B = 0.030) 点 l(ω = 0.381, B = 0.070)















5.2.3.2 0.19 ≤ ω ≤ 0.26 の領域





4 の内部の点 e では，1 周期解が観測され，波形は，周期
的な単一スパイク応答が観られまた，周期倍連鎖により，点 f では 2 周期解，点 g ではバースト
タイプのカオスとなっている．そして同期化領域内の点 h で観られるスパイクが 2つ連続に発生
するバーストが観られる 1 周期解，また，点 k で観られる，連続発火している 1 周期解が周期
倍連鎖により，それぞれ点 j，m において，バーストタイプのカオスが観測される．次に，点 e，
f，g が存在する B = 0.095，点 h～m，o が存在するB = 0.07 にそれぞれ固定し，最大リヤプノ
フ指数を求めた．求めた図を図 5.2.10，5.2.11に示す．この図から，点 g，j，m，o において最大
リヤプノフ指数がそれぞれ正の値をとっていることからもカオスであることが確認できた．これ
らの結果から，同期化領域内において，連続発火，または，スパイクが 2つ連続に発生するバー
ストを形成する 1 周期解が存在し，また，振幅 B が大きい所では，周期的な単一スパイクを形
成する 1 周期解が存在し，それぞれが周期倍連鎖によりバーストタイプのカオスとなっているこ
とが分かった．








































































































































点 i(ω = 0.2205, B = 0.070) 点 j(ω = 0.2195, B = 0.070)






























































































点 k(ω = 0.238, B = 0.070)

















































































えるバイアス，正弦波の周波数，振幅であり，モデルに加わる総変化量を z = B0 +B sinωt とす













θ2 = π − sin−1((G−B0)/B)− sin−1((h−B0)/B)
θ3 = π + sin
−1((h−B0)/B)
(5.2.2)
さらに，t = θ/ω により求まる各時間経過量，t1，t2，t3 を式 (5.2.3) に示す．
t1 = sin
−1((G−B0)/B)/ω
t2 = (π − sin−1((G−B0)/B)− sin−1((h−B0)/B))/ω
t3 = (π + sin
−1((h−B0)/B))/ω
(5.2.3)
ここで，図 5.2.4に示すように静止状態：発振状態 = Y：X とすると，
t2 : t1 + t3 = Y : X (5.2.4)
が成り立ち，この式から式 (5.2.5)が導出することができる．




により導出した．ここで，FHNモデルのパラメータを a = 0.7，b = 0.8，c = 2.0とし，正弦波
の周波数を ω = 0.05，振幅をB = 0.5とした．この結果を図 5.2.14に示す．


































(c) : B0 = −0.558 (d) : B0 = −0.154
図 5.2.14: バースト発振の例．
図 5.2.14–(a)の静止状態と発振状態の割合は 1:2とし，(b)，(c)，(d)は，それぞれ 1:3，2:3，2:1








本節では，前章で用いた MFHN モデルを 3 次元自律系バーストモデルへと拡張するために
























モデルで Class 1 の特性を持つバーストを発生させるために，元の 2次元方程式に含まれるパラ
メータを前節の結果から a = −0.12，b = 0.6，c = 3.0，d = 1.8 と設定する．また，このときの
安定平衡点の値は xequ = −2.655 となる．ここで，この方程式の振舞いを調べるために，新たに
加えた方程式中のパラメータを e = 1.0，ε = 0.001 と固定し，I = 0.25 とした時の時間波形図を
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5.3.2 MFHNを用いたバースト発振モデルの分岐解析
式 (5.3.1)において，バースト発火の変化を調べるためにパラメータを a = −0.12，b = 0.6，
c = 3.0，d = 1.8，e = 1.0と固定し，I-ε平面における分岐図を求めた．求めた分岐図を図 5.3.2
に示す．ここで，図中の記号 h は Hopf 分岐，G はリミットサイクルの接線分岐，I は周期倍分
岐を表している．G，Iの記号の右上添字は，スパイク本数，右下添字は，同じスパイク本数，分
岐の曲線を区別するためのものである．
まず，図中の I = 0.1，ε = 0.01では，系の状態は，図 5.3.3-(1)に示すように静止状態である
が，I を増加させると Hopf 分岐によりリミットサイクルへと系の状態が遷移し図 5.3.3-(2)に示
す単発のスパイク発振が観測される．この状態で Iを減少させると I11 に周期倍分岐が発生し，そ
の直後，安定なリミットサイクルが発生し，系の状態は静止状態となる．よって，hと I11 に囲ま
れた領域は，系の初期値によって，静止状態もしくは，単発のスパイク発振が観測される．次に，











一方，比較的 I が大きい領域，例えば I = 0.52，ε = 0.015とパラメータを固定すると，図
5.3.4-(7)に示すように，図 5.3.3-(2)と同様な単発のスパイク発振が観測され，その状態から εを
減少させていくと，I12 によって，図 5.3.4-(8)に示すスパイク本数が 2本の 2周期バースト発火が
観測され，さらに減少させていくと，I22 を経て図 5.3.4-(9)に示す 4周期解となり，その後，周期
倍分岐を経て図 5.3.4-(10)に示すカオス的なバースト発火が観測される．また，カオス的なバー
スト発火からG32 によって，図 5.3.4-(11)に示すスパイク本数が 3本の 3周期バースト発火が観測













































































































(6) : I = 0.3，ε = 0.0015



































































(12) : I = 0.52，ε = 0.0018
図 5.3.4: 図 5.3.2における時間波形図
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5.4 BVP発振器を用いたバースト発振モデルの構築と解析
本節では，実回路上において，バースト発振を実現させるために，回路方程式が，Hodgkin-

































図 5.4.1: BVP 発振器．
ここで，非線形抵抗 g(v) として FET の 2SK30A-GR9L を用いた．この回路図を図 5.4.2に示
す．実測値から g(v) の特性を g(v) = −α tanh(βv)で近似した．近似した結果を図 5.4.3に示す．





= −y + tanh(γx)
dy
dτ









































次に，式 (5.4.2)において，インダクタ L，キャパシタ C をそれぞれ，10.0[mH]，0.022[µF] と
固定することにより，γ = 1.52584 を得る．この状態において，電池 E1，抵抗 R1 に関する各パ
ラメータ a，b の領域における平衡点と周期解の分岐図を求めた．求めた分岐図を図 5.4.4に示す．
ここで，h は，Hopf 分岐 (Subcritical Hopf 分岐)，G は，周期解の接線分岐 (Double limit cycle
bifurcation)であり，これらの分岐曲線により，図 5.4.4の領域は，以下のように分割できる．
• 領域 I ：1つの不安定平衡点と 1つの安定リミットサイクルが存在．
• 領域 II：1つの安定平衡点と 1つの安定リミットサイクル，不安定リミットサイクルが存在．
• 領域 III：1つの安定平衡点のみが存在．
これら各領域における位相平面の模式図を図 5.4.4の各領域内に示している．以上のことから，
L = 10.0[mH]，C = 0.022[µF] と固定したときにおける電池 E1，抵抗 R1 の変化による発振器の
ダイナミクスが明らかになった．次節では，この発振器を用いたバースト発振の設計について説
明する．














図 5.4.3: g(v) 特性の実測値と関数フィッテイング．
5.4.2 BVP 発振器におけるバースト発振の設計
前節で解析を行なった BVP 発振器に外力として正弦波を加えた系について考える．正弦波を








= −y + tanh(γx)− sx
dy
dτ











ここで，L，C の値を前節の解析と同様に固定し，抵抗 R2 = 1999.0[Ω](s = 0.33727)とした
場合の a-b 平面における平衡点と周期解の分岐図を求めた．求めた分岐図を図 5.4.6，図 5.4.6中


















図 5.4.6では，平衡点の Hopf 分岐と周期解の接線分岐との間隔が狭まっており，また，安定なリ
ミットサイクルがみられる領域の割合が小さくなっている．








= −y + tanh(γx)− sx+B0
dy
dτ











Hopf分岐と周期解の接線分岐間が狭い抵抗 R1 = 390.6[Ω](b = 0.57935)と固定し，a-B0 平面に














図 5.4.5: 正弦波を印加した BVP 発振器．
おける分岐図を求めた．求めた分岐図を図 5.4.9に示す. この図から，B0の値を大きくすること
により，発振状態から静止状態，または，静止状態から発振状態へ分岐を経ることにより，状態










= −y + tanh(γx)− sx+B sin(Ωτ)
dy
dτ



















としている．次に，正弦波の周波数 f = 800[Hz](Ω = 0.07455576)，振幅 e = 5.1[V](B =
0.41987812)と固定したときの計算結果と回路実験から得られた時間波形図をそれぞれ，図 5.4.10，











































している点より上部の I11 分岐曲線内では，図 5.4.12–(d)，(f)に示す様々な分数調波解，または，

































































図 5.4.8: 電池を加えた BVP 発振器．
らに，同期化領域を形成する分岐の 1つであるNS14 が G
1
2−2で囲まれる領域内を横断している．





















































図 5.4.10: 時間波形図 (計算結果)．
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図 5.4.11: 時間波形図 (回路実験)．











































BΩ(f) : = 0.487,     = 0.28 BΩ = 0.55,     = 0.30 BΩ(a) : = 0.78,     = 0.05
BΩ(c) : = 0.90,     = 0.15
BΩ(b) : = 0.85,     = 0.05







































































































































図 5.4.13: 図 5.4.12中の (a)–(d)，(g)，(h)に対応する実験結果．
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BΩ(j) : = 0.355,     = 0.355 BΩ(k) : = 0.355,     = 0.355































































































図 5.4.14: 系 (5.4.9)における周期解の分岐図．
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BΩ(n) : = 0.23,     = 0.40BΩ(p) : = 0.174,     = 0.42BΩ(r) : = 0.149,     = 0.40









































































































































図 5.4.15: 系 (5.4.9)における周期解の分岐図．
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(i) (m)
(n) (o)




図 5.4.17: 図 5.4.12中の (a)–(d)，(g)，(h)に対応する実験結果．
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る [76]– [82]．その中で，介在ニューロンが gap junction結合により錐体細胞間の反回性興奮を適





















82 第 6章 結合MFHNモデルの同期現象と分岐
状突起間で gap junctionの存在が示されていたが，信号伝達に関してこの結合様式が本質的な役
割を果たしていないと考えられていたため，これまでの結合系モデルの解析においても興奮性シ
ナプス結合のみ [91,92]，抑制性シナプス結合のみ [93]– [97] を用いた解析が数多く行われている．
gap junction 結合については，電気回路における発振器の結合系や化学反応の拡散方程式で用い
られている拡散結合ということもあり，古くから解析が行われている．その中で，Shermanら [98]
は，ニューロンモデルを 2個結合した系において，gap junction 結合の結合強度を強めると同期
が促進されること，弱めると様々な振動現象が発生することを明らかにしている．Chowら [99]
は，2つのモデルを結合した系において，同期した状態を安定にするためには，スパイク発火の
形状やサイズが大きな役割を果たしていると報告している．上記に示した FS細胞を gap junctin
と抑制性シナプスの双方を用いた結合系も行われており，それら研究のなかで Lewisら [100]は，
Leaky Integrate and Fire モデル (以下，LIFモデル)を用いた結合系の解析において，刺激電流
の値を増加させるとそれまで安定に存在していた逆相解が不安定になること，各結合の結合係数
の比や合計値によって逆相解が安定に存在する刺激電流値の幅が大きくなることを報告している．
















検証する．最後に，gap junction結合のみを用いた大規模結合系や gap junction結合と抑制性結
合を用いた大規模結合系を構築し，それら結合系において観測される時空間ダイナミクスと結合
様式との関係についても調べる．
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6.2 gap junction によって結合されるMFHNモデルと分岐
z1 z2
ggap
Neuron-1 (x1 , y1) Neuron-2 (x2 , y2)
gsyn
図 6.2.1: gap junction 結合により結合される 2つの単体ニューロンモデルの模式図．
本節では，模式図 6.2.1に示すような gap junction 結合のみによって結合されるMFHNモデル
の解析を行う．まず，，各ニューロンの発火特性を関連する分岐現象の違いによって分類したClass
1，Class 1s，Class 2，Class 2sのいずれかに決定しないといけないが，ここでは，Class 1，Class



































2 + d2x2 − b2y2 + a2
c2
(6.2.1)
ここで，まずClass 1モデルの結合系の解析を行うため，両単体モデルのパラメータを a1 = a2 =
0.42，b1 = b2 = 1.0，c1 = c2 = 3.0，d1 = d2 = 1.8と固定した．また，発火する直前までに脱分




z2-g平面における分岐図を図 6.2.2に示す．ここで，図中の記号 Gは周期解の接線分岐，I は
周期倍分岐を表しており，右下添え字は，同じ分岐記号を区別するためのものである．図 6.2.2に
おいて，SN sLC 分岐より左側は，両ニューロンともに静止状態であり，SN sLC 分岐を右方向に
通過することで，両ニューロンとも発火するが，I2，G6より下部の領域では，図 6.2.3-(1)に示
すようにニューロン 1は閾値下で振動している．しかし，この状態から結合係数 gを増加させる




































図 6.2.2: z2-g 平面における平衡点とリミットサイクルの分岐図．
と分岐を経てニューロン 1は発火し，上部 I2より上では，図 6.2.3-(2)に示す周期解が観測され
る．また，両モデルの発火タイミングの位相のずれが生じている．この周期解は I2を経て 2周期
解となり，分岐直後は，2巻きとも 0以上のピーク値をもつが，gの減少により 1巻きが徐々に減

















































































(4): z2 = 0.8，g = 0.20
図 6.2.3: 図 6.2.2の各点において観測される時間波形図．































































































(9): z2 = 0.63，g = 0.179
図 6.2.3: 図 6.2.2の各点において観測される時間波形図．
これら巻き数が異なる周期解の棲み分けの役割を果たしている近接する Gと I の分岐集合は，
お互いが交差する点が存在し，それらの位置的関係の違いにより両曲線に囲まれる領域にみられ
る現象が異なる (図 6.2.4)．まず，Gが上部，I が下部に存在する領域では，巻き数が 1つ少ない
周期が gを減少させることにより，Iを経て周期倍分岐が発生するが，安定に存在せず巻き数が 1
つ増加した解へと系の状態は移行し，この状態からは，gを増加させるとGにより周期解は消滅
し，巻き数が 1つ少ない周期へと系の状態は移行する．つまり，Gと I の曲線に挟まれた領域で
は，巻き数の数が 1つ異なる周期解が共存する．一方で，Gが下部，I が上部に存在する領域で
は，巻き数が 1つ少ない周期が gを減少させることにより，I を経て周期解分岐が発生し 2周期
解となり，その後，周期倍分岐連鎖によりカオスとなる．例として，G3と I4に挟まれる領域で



























88 第 6章 結合MFHNモデルの同期現象と分岐
次に，Class 2特性を示す単体モデル同士を gap junction結合した系について解析を行う．パラ
メータは．a = 0.88, b = 1.0, c = 3.0, d = 2.2と固定し，先程同様に Neuron-1に対する外部刺激





























図 6.2.5: z2-g 平面における平衡点とリミットサイクルの分岐図．




る (図 6.2.6-(6))．さらに gを減少させると，I2により 1周期中の巻き数が 1つだけ増加した周期






































































(3): z2 = 0.417，g = 0.3
図 6.2.6: 図 6.2.5の各点において観測される時間波形図．


















































































































(9): z2 = 0.9，g = 0.1
図 6.2.6: 図 6.2.5の各点において観測される時間波形図．





Neuron-1 (x1 , y1) Neuron-2 (x2 , y2)
gsyn
gsyn











ẋ1 = c1(x1 − x13/3− y1 + z1
+ggap(x2 − x1) + gsyns1(xsyn − x1))
ẏ1 = (x1
2 + d1x1 − b1y1 + a1)/c1
ṡ1 = α(1− s1)/(1 + exp(−x2/0.1))− βs1
ẋ2 = c2(x2 − x23/3− y2 + z2
+ggap(x1 − x2) + gsyns2(xsyn − x2))
ẏ2 = (x2
2 + d2x2 − b2y2 + a2)/c2






92 第 6章 結合MFHNモデルの同期現象と分岐
電位の値よりも小さい xsyn = −2.5と固定し，シナプス電位の上昇，減衰に関するパラメータを



















































































図 6.3.2: (A): gsyn-ggap 平面におけるリミットサイクルの分岐図． (B)，(C)，(D):　分岐図 (A)における部分拡大図．
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本論文では，各ニューロンモデルのパラメータを同じ値に設定する．つまり，同じ発火特性をもつ
モデル同士を結合した系について考える．そこで，各ニューロンの内部パラメータをa1 = a2 = 0.42，
b1 = b2 = 1.0，c1 = c2 = 3.0，d1 = d2 = 1.8と固定し，Class 1の発火特性を示すよう設定して












り，抑制性シナプスのみで結合される系では，0 < gsyn < 0.1の領域で，同相解と逆相解が共存し





同相同期解は，I2により 2周期解へと変化する (6.3.3-(2))．さらに ggapを減少させると，この 2




すようにパラメータ gsyn を減少させ Pf1を越えさせることにより不安定となり，枝分れし発生し
た 2つの解が安定な状態として観測される (6.3.3-(7))．ただし，ライン (b)に沿ったパラメータ
変化では，Pf1は subcriticalであり，逆向きに不安定な 1周期解が 2つ発生している．また，パ
ラメータ gsynを増加させると，逆相解はG2により消滅する．ライン (c)においては，Pf1により







































































































(3)-1: gsyn = 0.5，ggap = 0.047
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．




















































































(4)-2: gsyn = 0.5，ggap = 0.0445
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．




















































































(7)-1: gsyn = 0.13，ggap = 0.1
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．




















































































(8)-2: gsyn = 0.122，ggap = 0.1
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．




















































































(10): gsyn = 0.119，ggap = 0.1
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．
























































(11)-2: gsyn = 0.3，ggap = 0.1
図 6.3.3: 図 6.3.2の各点において観測される時間波形図．
6.4 大規模結合系にみられる時空間ダイナミクス
はじめに，Class 1 の特性を示すMFHNモデルを gap junction結合と双方向抑制性シナプス結

















この現象は，ggapを 0.2(図 6.4.4，6.4)，0.1(図 6.4.6，6.4)と減少させた場合も観測され，ggap
の値の減少に応じて協調的に発火している集団のサイズが小さくなっている．つまり，ggap の
値が小さくなるほど各ニューロンが独立に発火現象を示す傾向があることを示している．実際，




の結合系において，各結合係数を gsyn = 0.1，ggap = 0.0と設定した．この場合，規模が小さいた

















図 6.4.1: 周期的境界条件を用いた 2次元結合系の模式図．
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000





















図 6.4.3: gsyn = 0.1，ggap = 0.3に固定した時のラスタープロット (0 ≤ t ≤ 30000)．
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000





















図 6.4.5: gsyn = 0.1，ggap = 0.2に固定した時のラスタープロット (0 ≤ t ≤ 30000)．
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000





















図 6.4.7: gsyn = 0.1，ggap = 0.1に固定した時のラスタープロット (0 ≤ t ≤ 30000)．
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000





















図 6.4.9: gsyn = 0.1，ggap = 0.0に固定した時のラスタープロット (0 ≤ t ≤ 30000)．
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t = 1000 t = 2000 t = 4000
t = 8000 t = 10000 t = 10011
図 6.4.10: gsyn = 0.1，ggap = 0.02 に固定した場合に観測される時空間ダイナミクス (10 × 10 ニューロン)．
(1000 ≤ t ≤ 15000)
0
10





















図 6.4.12: 図 6.4.10において定常状態時の隣り合うニューロンモデルの時間波形図．
次に，大規模結合系における gap junction結合が果たす役割と単体モデルがもつ分岐構造や位
相的性質の違いによる発現される時空間ダイナミクスの違いを検討するために，gap junction の
みで結合された系を考える．これまでの先行研究において，藤井ら [68]は，Class 1* ニューロン
モデルの大規模結合系において，gap junction 結合のみでもカオス的遍歴が生じることを示して




とによって生じる．Morris-Lecar モデルは，Class 1sを示すため単純に Class 1と比較すること
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000
図 6.4.14: Gap junction 結合系において，各ニューロンモデルのパラメータを a = −0.41，b = 1，c = 3，d = 1.3，





であり，スパイラルに切り替わるのは，境界線と矢印が交差する点 (z = 0.743)よりも左側であ






に，つまり，パラメータ点 (B)(a = −0.41，b = 1，c = 3，d = 1.3)を新たなパラメータとして与
え，矢印方向に変化させる．この時，各設定において発火する刺激電流強度がほぼ同じ値となる
























































図 6.4.15: (a): a = −0.41，b = 1，c = 3，d = 1.3，z = 0.38，ggap = 0.2とパラメータを固定した時のラスタープ






















図 6.4.16: a = 0.42，b = 1，c = 3，d = 1.8，z = 0.38，ggap = 0.2とパラメータを固定した時のラスタープロット




















図 6.4.17: 各パラメータ設定における 1つのニューロンモデルの位相平面図．(a):a = 0.42，b = 1，c = 3，d = 1.8，
z = 0.38，ggap = 0.2． (b): a = −0.41，b = 1，c = 3，d = 1.3，z = 0.38，ggap = 0.2
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t = 5000 t = 10000 t = 15000
t = 20000 t = 25000 t = 30000
図 6.4.18: Gap junction 結合系において，各ニューロンモデルのパラメータを a = 0.42，b = 1，c = 3，d = 1.8，

































図 6.4.19: (a): 図 6.4.18 における 1 ラインに配置されるニューロンのラスタープロット．(b): 単体モデルの位相平
面図．
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ものと考えられる．つまり，Class 1ニューロンモデルよりも “resonator”である Class 2ニュー
ロンモデルのほうが，入力信号と同期しやすいことを示しており，その結果，Class 2ニューロン
モデルは，分岐曲線の数が少なく 1 : 1応答や 1 : 2に応答などの同期化領域が大きくなっている．































とを示した．藤井ら [68]は，Class 1* ニューロンの gap junction 結合系でカオス的遍歴がみられ



























そして，実際に分岐解析を行うことにより，従来の FHNがもつ subcritical Andronov-Hopf 分岐
以外に新たに supercritical Andronov-Hopf 分岐，saddle-node 分岐，saddle-node on limit cycle
分岐が生じることを示した．これらのことから，単体モデルに外部刺激を印加した際，それぞれ
の分岐を経て静止状態から発振状態へと移行するよう内部パラメータを設定することにより，単
純な方程式でありながら，Class 1, 2及びそれらのサブタイプの計 4種の発火特性を示すことを
明らかにした．
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くから同期引き込み現象として研究されてきた．本解析においても，観測される解は基本的に周













































































f(x0,λ) = 0 (A.1.2)
を満足する点 x0について考える．この点は平衡点 (equilibrium point)呼ばれ，平衡点はそれ自
身で式 (A.1.1)の解となっており全ての時刻に対して静止している状態を表している．
この平衡点から微少量のずれを ξ(t)とする．ここで，ξ(t) を x0の変分 (variation) という．こ
の変分に対する方程式を得るため，
x(t) = x0 + ξ(t) (A.1.3)
の運動を考える．ここで，式 (A.1.3)を式 (A.1.1)に代入すると，
x(t) = ẋ0 + ξ̇(t) = f(x0 + ξ(t),λ) (A.1.4)
122 付録A 非線形力学系にみられる分岐
が得られる．変分 ξ(t) が十分に小さいものとすると，右辺をテイラー展開し









ξ(t) + · · · (A.1.5)












であり，ヤコビ行列という．式 (A.1.6)を平衡点 x0 に関する変分方程式，または線形化方程式と
いう．
線形化方程式の特性方程式を
χ(µ) = det(µIn −A) = µn + a1µn−1 + a2µn−2 + · · ·+ an−1µ+ an = 0 (A.1.8)
とすると，その係数 (固有値)により平衡点の安定性を吟味することができる．ここで，In は n×n
の単位行列を表す．2次元の場合の特性方程式は




0O (沈点) a1 > 0, a2 > 0
1O (サドル) a2 < 0
2O (源点) a1 < 0, a2 > 0
A.1.2 平衡点の分岐
次式で表される n 次元自律系の平衡点が，パラメータ λ ∈ Rm の値の変化に対してどのよう
な定性的変化を伴うかという問題を考える．
ẋ = f(x,λ) x ∈ Rn, λ ∈ Rm (A.1.10)
平衡点 x0の座標は








象を平衡点の分岐 (bifurcation)という．分岐の起こるパラメータを分岐値 (bifurcation value)と
いう．以下，λのm個の成分のm− 1個を固定し，残りの 1個を変えるものとする．したがって，














χ(µ) = det(µIn −A(λ)) = µn + a1µn−1 + a2µn−2 + · · ·+ an−1µ+ an = 0 (A.1.14)
とする．双曲型平衡点では，すべての特性根について





















kO ⇔ k+2O + LC(kD) (k = 0, 1, · · · , n− 2)
kO + LC(k+1D) ⇔ k+2O (k = 0, 1, · · · , n− 2)
(A.1.18)
となる．ここで，LC(kD) はリミットサイクルを表し，次節で説明するPoincaré写像による固定
点の性質が kDタイプであることを示す．また，方程式が 2次元の場合，k = 0より式 (A.1.18)
の一つ目の式は安定平衡点 (沈点)がHopf分岐を生じ安定なリミットサイクルの発生，消滅がみ
られることから Supercrtical Hopf 分岐と呼ばれ，二つ目の式は不安定平衡点 (源点)が Hopf分
岐を生じ不安定なリミットサイクルの発生，消滅がみられることから Subcritical Hopf 分岐と呼
ばれる．
Hopf分岐が生じる条件は以下となる．
χ(jω) = det(jωIn −A(λ)) = 0 (A.1.19)






kO ⇔ k+1O + 2kO




ẋ = f(x), t ∈ R, x ∈ Rn (A.1.21)
また f は，連続でかつ必要な回数だけ微分可能であるとする．
式 (A.1.21)の周期解とは，ある正数 L があって
x(t+ L) = x(t), t ∈ R (A.1.22)
の性質を持つ解のことである．この正数 L をこの周期解の周期という．
いま，式 (A.1.21)の解を
x(t) = φ(t,x0), x(0) = φ(0,x0) = x0 (A.1.23)
と書くことにする．式 (A.1.22)の周期解があったとして，初期値 x0 をこの解となるように選ん
だとする．すると，解 (A.1.23)は周期解を表し，式 (A.1.22)の性質は
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x(L) = φ(L,x0) = x0 (A.1.24)
と書くこともできる．つまり，この式を満足する正数 L と初期値 x0 を持つ解があれば，それは
周期解である．状態空間内での集合：
γ(x0) = {x ∈ Rn|x(t) = φ(t,x0), t ∈ [0, L]} (A.1.25)
を周期軌道 (periodic orbit)または閉軌道 (closed obit)という．周期軌道上の任意の初期値を出発
する解は，式 (A.1.24)の性質を持つ．
周期 L の周期解の近傍に別の周期解が存在しないとき，つまり孤立した周期解となっていると





いま，周期 L の周期解があったとして，これを式 (A.1.23) で表したとする．このとき，初期
値 x0 は周期軌道上どこに取ってもよい．また，周期軌道の近くの解軌道はほぼ周期軌道に平行




q : Rn → R; x 7→ q(x) (A.1.26)
を用いて
Π = {x ∈ Rn|q(x) = 0} (A.1.27)
で定義する．いま考えている周期解は，点 x ∈ Πでこの超曲面を横切るものとする．すなわち，解




· f(x0) 6= 0 for all x0 ∈ Π (A.1.29)
となる．ベクトル場 f と横断的に交わる超曲面は一般に局所的にしか定義できない．式 (A.1.29)
が成り立てば，点 x0 の近傍で超曲面が局所的に存在することがいえる．この超曲面 Π のことを
周期解 (A.1.28)に関する局所断面 (local cross section)という．
さて，このような局所断面を適切に選んだとする．すると，超曲面上の点x0 ∈ Πの近傍 ∆ ⊂ Π
から Π への写像 T を，解曲線を使って次のように定義することができる．
T : ∆ → Π; x 7→ φ(τ,x) (A.1.30)
ここで，τ は初期値 x ∈ ∆ ⊂ Π を出発した解φ(τ,x) が再び最初に Π と交わるまでの時間を表
す．τ は x の関数となっている．この時間 τ を最初の帰還時間 (first return time) または単に帰




T (x0) = x0 (A.1.31)
で表される T の固定点となる．また帰還時間は
τ(x0) = L (A.1.32)








ξ(k) = x(k)− x0 (A.1.33)
これを式 (A.1.30)に代入，テイラー展開を施し，式 (A.1.31)の関係を用いると次の差分方程式を
得る．


























となる．式中で f と書いたが，実際は値 x0 を代入した f の値 f(φ(τ(x0))) を指す．この後も
適当に記号の省略を行なう．

















とともに t = 0 から t = τ(x0) まで数値積分すれば得られる基本行列解であり，これに関する特
性方程式：
ξ(µ) =
∣∣∣∣ ∂φ∂x0 − µIn
∣∣∣∣ = 0 (A.1.38)
の根によって，固定点の安定性が判別される．



























































この DT が Poincaré写像 (A.1.30)の微分値，つまりヤコビ行列である．よって，特性方程式：
∂T
∂x0





0D 完全安定 (completely stable) |µ1| < 1, |µ2| < 1
1D 正不安定 (directly unstable) 0 < µ1 < 1 < µ2
1I 逆不安定 (inversely unstable) µ1 < −1 < µ2 < 0
2D 完全不安定 (completely unstable) |µ1| > 1, |µ2| > 1
一般に，位相的に性質の異なる固定点は，全部で以下の 2n 個となる．
mD (m = 0, 1, · · · , n), mI (m = 0, 1, · · · , n− 1) (A.1.44)
Poincaré写像 (A.1.30) は，n 次元空間で定義されており，式 (A.1.42)には，固定点の周期解情
報がそのまま埋め込まれている．すなわち，特性方程式 (A.1.43)を解くと，その n 個の特性乗数
(固有値)のうち，一つは必ず 1となる．これを周期解条件といい，固有ベクトル方向の軌道の伸
び縮みはないことを示している．特性乗数 1に対応する固有ベクトルは f となる．本質的にこの
不変な情報は冗長であり，数値計算にも悪影響を及ぼす．よって，以下に述べる局所座標系を導
入することによって，この方向の情報を取り除き，数値計算を具体的に進める．
まず，局所断面上に n− 1 次元の局所座標系 Σ を取り付ける．具体的にはΠ から Σ への射影
(projection)を考えればよい：
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Π = {x ∈ Rn | q(x) = 0, q : Rn → R}
h : Π → Σ ⊂ Rn−1
(A.1.45)
この射影 h を Π の局所座標という．h の逆写像を h−1 と書き，これを埋め込み写像という．さ
て，Π の局所座標の値 (座標値)として u ∈ Σ ⊂ Rn−1 が観測できるとする．h(x0) = u0 と書く
とき，u0 ∈ Σ の近傍の点 u1 ∈ Σ̂ ⊂ Σ に対して，h−1(u1) = x1 ∈ Π̂ を初期値とする式 (A.1.21)
の解 φ(t,x1) が再び Π と交わる点を x2，その時刻を τ(x1) とする：
x2 = φ(τ(x1),x1) (A.1.46)
これらを用いて局所座標系 Σ 上の写像：
Tℓ : Σ̂ → Σ
u1 7→ u2 = h(φ(τ(h−1(u1)), h−1(u1)))
(A.1.47)
を定義する．書き換えると，
Tℓ : Σ̂ → Σ
u1 7→ u2 = h ◦ T ◦ h−1(u1)
(A.1.48)
となっている．
Tℓ(u0) = u0 (A.1.49)
のとき，u0 は固定点であるといい，対応するx0 = h−1(u0) も写像 T の固定点となっている．こ
のとき，
q(φ(τ(x0),x0)) = 0 (A.1.50)
となっていることに注意する．
さて，式 (A.1.47)は，次の n 次元方程式，






を未知数 u および τ について Newton 法で解くとよい．ここで，問題となるのは F の微分，す

































x(k + 1) = f(x(k)) (A.1.54)
いま，式 (A.1.54)の解を
x(t) = φ(t,x, λ), φ(0,x, λ) = x (A.1.55)
とし，Poincaré写像を
T : Rn → Rn; x 7→ T (x) = φ(L,x, λ) (A.1.56)
で定義する．また，式 (A.1.54)が周期 L の周期解を持つとして，これに対応する固定点方程式：
T (x0)− x0 = 0 (A.1.57)
を満たす固定点を x0 ∈ Rn，その特性方程式を
χ(µ) = det(µIn −A(λ)) = µn + a1µn−1 + a2µn−2 + · · ·+ an−1µ+ an = 0 (A.1.58)
とする．ここで，










A.1.5.1 固定点の接線分岐 (tangent bifurcation)
パラメータの変化に伴って，2つの対になった固定点が癒着消滅，あるいは発生する分岐であ
る．この分岐は特性根の一つが 1 となる場合におこる．すなわち，分岐の条件は
χ(1) = det(In −A(λ)) = 1 + a1 + · · ·+ an−1 + an = 0 (A.1.60)
となる．分岐の起こる固定点対としては
kD + k+1D ⇔ ϕ (k = 0, 1, · · · , n− 1)




A.1.5.2 固定点の周期倍分岐 (period doubling bifurcation)
この分岐は，特性根の 1つが−1を横切る場合に生じる．分岐後，固定点は安定性が変化し，対
になった 2-周期点の発生 (あるいは消滅)をみる．分岐の条件は
χ(−1) = det(−In −A(λ)) = (−1)n + a1(−1)n + · · · − an−1 + an = 0 (A.1.62)
となる．また，分岐式は
kD ⇔ k+1I + 2× kD2 (k = 0, 1, · · · , n− 2)
kD ⇔ k−1I + 2× kD2 (k = 2, 3, · · · , n)
kI ⇔ k+1D + 2× kD2 (k = 1, 2, · · · , n− 1)
kI ⇔ k−1D + 2× kD2 (k = 1, 2, · · · , n− 1)
(A.1.63)
となる．ここで，kD2 はタイプが D 型の 2-周期点で，その不安定次元が k であることを表す．
A.1.5.3 固定点のネイマルク・サッカー分岐 (Neimark-Sacker bifurcation)
1組の複素特性根が，複素平面上の単位円を横切る分岐である．平衡点のホップ分岐に対応す
る固定点の分岐といえる．分岐の条件は
χ(ejθ) = det(ejθIn −A(λ)) = ejnθ + a1ej(n−1)θ + · · ·+ an−1ejθ + an = 0 (A.1.64)
となる．一般にこの分岐が起こると，固定点の周りに写像 T によって不変な閉曲線が発生または
消滅する．分岐式のタイプは
kD ⇔ k+2D + ICC (k = 0, 1, · · · , n− 2)
kD + ICC ⇔ k+2D (k = 0, 1, · · · , n− 2)
(A.1.65)
である．ここで，ICC は不変閉曲線 (inveriant closed curve)を表す．
A.1.5.4 固定点のD型分枝 (Pitch fork bifurcation)
これは，余次元 2の分岐であり，系にある種の対称性が存在する場合，µ = 1 において発生す
る．これは，接線分岐が退化した分岐に相当し，周期点の枝分かれが発生する．
kD ⇔ k+1D + 2kD (k = 0, 1, · · · , n− 1)










= f(t,x, λ) (A.2.1)
ここで，t ∈ R，x = (x1, x2, · · · , xn) ∈ Rn，λ ∈ Rm，f は必要な限り微分可能であるとし，
f(t+ L,x, λ) = f(t,x, λ)とする．t = 0で初期値 x0 ∈ Rを出発する式 (A.2.1)の解を
x(t) = φ(t,x0, λ) (A.2.2)
とする．








えていることになり，この Tλを Poincaré 写像と言う．また図 (A.2.2)のように，写像 Tλを施し
ても変化しない点を固定点といい，
F (x0, λ) = φ(L,x0, λ)− x0 = 0 (A.2.4)
で与えられる．また解がm周期である場合の固定点は，
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図 A.2.2: 固定点と 2周期点
A.2.2 周期解の分岐










Tλ(x0)− x0 = 0 (A.2.7)
となり，式 (A.2.6)と式 (A.2.7)の連立方程式を解くことによって分岐点の精密な位置を求めるこ
とができる．
式 (A.2.6)で求まる固有値 µ の値によって固定点の分岐の種類が分かり，分岐に伴い以下に示
す現象などがみられる．
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1. 接線分岐 : 固有値の 1つが 1になる．
あるパラメータ値で，突然固定点が別の位置にジャンプする．つまり，解軌道がそのパラ
メータで大きく形状を変える．
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