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Chapter 1
Introduction
Research on moving-object data analysis [25] has been recently fostered by the widespread
diffusion of new techniques and systems for monitoring, collecting and storing location-
aware data, generated by a wealth of technological infrastructures, such as GPS position-
ing, sensor- and mobile-device networks, tracking facilities. These have made available
massive repositories of spatio-temporal data, that call for suitable analytical methods,
capable of enabling the development of innovative, location-aware applications and ser-
vices. So far, research efforts have been largely geared towards either the definition of
new movement patterns, or the development of solutions to algorithmic issues, to im-
prove existing pattern-mining schemes in terms of effectiveness and/or efficiency. As a
consequence, several intelligent tools for movement data analysis have rapidly flourished
[20].
In the meanwhile, however, the necessary attention has not been paid to the definition
of a unifying framework, wherein to set the above pattern-mining tools as specific com-
ponents of the knowledge discovery process. In the absence of a unifying framework,
the process of progressively querying and mining both movement data and patterns is a
challenging issue. Indeed, the individual mining techniques can hardly be combined into
an actual multi-step process, since their results are typically neither directly exploitable to
feed some further analysis, nor uniformly manageable with raw data. We believe that this
is a primary limitation for the real-world applications of movement data analysis, where
it rarely happens that a single pattern-mining activity (i.e. either of the foresaid tools)
suffices to meet the underlying analytical requirements. In the current state of the art, the
lack of support to knowledge discovery as an actual multi-step process makes impractical
all those applications, that involve multiple stages of analysis and manipulation for both
data and patterns, in which the results at each stage are required to become the input to
the subsequent stage.
As a motivating example, consider the following analytical requirement, that calls
for the search of common behavioral patterns in the context of specific spatial patterns:
among the movements of people, find the sequence of frequently visited regions on Sun-
day in the city center and, among them, find the groups of trajectories that exhibit uniform
movement behavior. Satisfying such a requirement involves a complex two-steps process,
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wherein multiple mining methods as well as forms of background knowledge need be
progressively and seamlessly exploited. In this approach, to the best of our knowledge,
we take a first step towards progressively mining and querying movement data. In this
direction, the contribution we propose is twofold. We first introduce a framework called
Two-World that gives the theoretical background to the progressive mining process. Con-
sequently, based on that, we realized an innovative computational environment, called
GeoPKDD system1, that provides effective support to the whole knowledge discovery
process on movement data. The core component of the system is the data mining query
language, based on the proposed framework, and capable of accommodating and com-
bining disparate mining tasks into a multi-step knowledge discovery process.
Figure 1.1: The Knowledge discovery process on movement data
Figure 1.1 depicts the main steps of the knowledge discovery process on movement
data. Here, raw positioning data is collected from portable devices and stored in the data
repository. Trajectory data is then built, stored and analyzed by data mining algorithms
to discover patterns hidden in the data. This process is typically an iterative process since
several steps of data mining methods are applied in a progressive way on data and pattern
themselves, to obtain useful patterns. Finally, the extracted patterns have to be interpreted
in order to be deployed by the final users. Therefore, a framework able to master the
complexity of the knowledge discovery process over this kind of data needs to support at
least the following functionalities:
1. Trajectory Reconstruction. Trajectory data need to be created from raw observa-
tions, approximating the original trajectory from the sample points.
1The name comes from the European project GeoPKDD for which the system was developed [1]
72. Querying spatio-temporal data. Querying capabilities are needed to filter and
combine movement data therefore spatio-temporal primivitives must be embedded
in the query language.
3. Model extraction. Trajectory models representing collective behavior have to be
extracted using mining algorithms specialized on trajectory data.
4. Model storing and progressive mining. Discovered models have to be explicitly
represented and stored, thus allowing both the re-using of the found models with
different data and the progressive mining.
5. Data and Model Manipulation. Data and models may be manipulated and com-
bined.
6. Privacy control. A set of privacy preserving methods should be used on data to
guarantee the anonymity of the data.
7. Pattern Understanding. Reasoning methods on data and models allows to auto-
matically inferring new knowledge according to an application domain representa-
tion.
8. Extensibility. The framework must provide an easy way to integrate new kind of
data, models, and algorithms.
The contribution of the thesis is twofold: we first introduce a formal framework that de-
fines the foundations of a data mining query language for spatio-temporal data. Secondly,
we introduce an associated data mining query language and an implemented system that,
based on the previously defined framework, is capable of supporting the entire knowledge
discovery process on trajectory data providing support for the above mentioned require-
ments.
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Chapter 2
Background
In this chapter we give some background of the thesis work. We first present some related
work on approaches in the literature for data mining query languages. In the second part
we introduce some concepts and technologies which are the basic bricks of the knowledge
discovery process on movement data, namely moving object databases, spatio-temporal
data mining, anonymization techniques, automatic patterns interpretation.
2.1 Related Work
To the best of our knowledge, this is the first proposal in the literature that faces the prob-
lem of proposing a uniform model and implemented system for the analysis of movement
data. However, the work has been inspired by well known literature works on the induc-
tive database vision [66]. Here, the task of extracting useful and interesting knowledge
from data is just an exploratory querying process, i.e., human-guided, iterative and inter-
active. The analyst, exploiting an expressive query language, drives the discovery process
through a sequence of complex mining queries, extracts patterns, refines the queries, ma-
terializes the extracted patterns in the database, combines the patterns to produce more
complex knowledge, and cross-over the data and the patterns. Therefore, an Inductive
Database system should provide the following features:
Coupling with a DBMS : the analyst must be able to retrieve the portion of interesting
data (by means of queries). Moreover, extracted patterns should also be stored in
the DBMS in order to be further queried or mined (closure principle).
Expressiveness of the query language : the analyst must be able to interact with the
pattern discovery system having a high-level vision of the data and the patterns.
The inductive database vision inspired several approaches to Data Mining Query Lan-
guages (DMQL), namely formalisms to formally support the patterns extraction from
data. Some approaches provide an interface between data sources and data mining tasks,
adopting an SQL-based style for creating and manipulating data mining models, thus ab-
stracting away from the algorithmic particulars. Following we present some approaches
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in the literature such as the work presented in [40] is specifically tailored for extracting
association rules extending the SQL in order to add a new operator MINE RULE, which
allows the computation of the pattern representing them in a relational format. The Min-
ing Views approach [26] is proposed as general purpose system which manages different
kind of data mining pattern integrating the data mining algorithms in a DBMS. The user
interacts with the database using the classic SQL, but when a table of patterns, not yet
computed, is requested by a query the system executes the right data mining algorithm
to populate it. An innovative work is the IQL language [57] which presents a relational
calculus for data mining including functions in their query language giving the possibility
to theoretically include every possible data mining algorithm. However, the realization of
a running system based on this approach presents some computational difficulties. Other
approaches propose DMQL to support the design of specific procedural workflows which
integrate reasoning on the mining results and possibly define ad-hoc evaluation strategies
and activations of the Data Mining tasks, see for example Clementine [62] and Weka [38].
A recent survey on the above mentioned issues appeared in [20].
The conceptual framework we present is based on the notion of a Data Mining Query
Language, where mining tasks are explicitly requested by the user through a defined query
language where to specify the data source, the mining task and the parameters. The data
model is inspired by the approach proposed in [64] and subsequently refined by [63] in-
troducing the 3W-Model, which stands for Three Worlds for data mining where three con-
ceptual entities worlds are introduced: the D(ata)-world, the I(ntensional)-world, and the
E(xtensional)-world. The 3W-Model provides a view of data mining in algebraic terms:
a knowledge discovery process is the application of a sequence of operators in order to
transform a set of tables. Furthermore, it is also fascinating from a methodological point
of view: the object representation of 3W entities and the implementation of a suitable set
of operators are key elements in the design of a powerful tool for knowledge discovery
analysis. However, some major limitations affect the 3W model: (i) in the D-World there
is no possibility to express complex relations (i.e. cyclic relation), because the nesting of
this data model has a fixed depth; (ii) furthermore, a more serious limitation lies in the
I-World, where regions are expressed by linear inequality sets, this means that fundamen-
tal mining models are not expressible, since their representations require more complex
mathematic structures (i.e. SVM and clustering results, time point series, surrounding
regions and so forth). The framework we propose called Two-World presented in the next
chapter, overcomes some of these drawbacks simplifying the definitions of Data World,
Model World and the operators.
2.2 Basic Concepts and Technologies
The framework proposed in this thesis aims at supporting the knowledge discovery pro-
cess on movement data, involving several steps and different technologies. Here, we
present some basics on the main component of this discovery process, namely the moving
object database technology to store data, the spatio-temporal mining algorithms, anonymiza-
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tion techniques to guarantee the anonymity of the extracted patterns, and finally the pat-
terns interpretation approach with automatic reasoning techniques.
2.2.1 Moving Object databases
Research on moving-object databases has addressed the need for representing movements
of objects (i.e. trajectories) in databases, in order to perform ad-hoc querying and anal-
ysis. A number of papers address this issue, for example [51, 25]. Among them, we
would like to mention here two moving object databases which have been proposed,
namely SECONDO [19] and HERMES [47]. The first approach faces the study of ab-
stract moving-object data types, as well as algorithms supporting the related operations,
finally implemented in the SECONDO system. The goal of SECONDO is to provide a
generic database system frame that can be filled with implementations of various DBMS
data models. The Language provided in this system is an extension of the SQL language
integrating PROLOG constructs. The Hermes framework has been recently introduced
by Pelekis et al. [47], that aims at aiding a database developer in modeling, constructing
and querying a moving-object database. Hermes is the basic component of the proposed
GeoPKDD framework, introduced in chapter 4.
2.2.2 Spatio-temporal data mining
Among the many different approaches presented in the literature, we focus here on some
of the most interesting results on the classes of algorithms integrated so far in the system.
Therefore, we illustrate here different technologies and methods starting with the descrip-
tion of clustering proposals, then we report local pattern extraction solutions, and finally
we show prediction approaches.
Clustering
A common need in analyzing large quantities of data is to divide the dataset into logically
well distinct groups, such that the objects in each group share some property which does
not hold (or holds much less) for other objects. As such, clustering searches a global
model of data, usually with the main focus on associating each object with a group (i.e.,
a cluster), even though in some cases we are interested (also) in understanding where
clusters are located in the data space.
In this section we will focus on the context of moving objects and, thus, on the tra-
jectories that describe their movement. In this setting, clustering consists essentially in
trying to outline groups of individuals that show similar behaviors.
As for other forms of complex data, we can have two main approaches to the problem:
(i) applying generic notions of clustering and generic clustering algorithms by defining
some distance function between trajectories, that will be the only information on trajecto-
ries known by algorithms (with some slight exceptions, as described later in this section);
and (ii) defining ad hoc notions and algorithms tailored around the specific data type. In
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particular, in the first case the semantics of trajectory data is completely encapsulated
in the distance function, while in the second case it is exploited in the whole clustering
algorithm. In what follows we will discuss possible solutions and existing proposals to
trajectory clustering, dividing the treatment for the two approaches outlined above, and
emphasizing, in both cases, which notions of clustering have been chosen.
Distance-based trajectory clustering
Defining a distance between objects implicitly determines, to a large extent, which objects
should be part of the same cluster and then which kind of clusters we are going to discover.
How exactly each cluster is composed, then, is decided by the choice of the (generic)
clustering algorithm adopted. A basic approach to define a distance is to consider similar
those couples of objects that follow approximatively the same spatio-temporal trajectory,
i.e., at each time instant they are approximatively in the same place. Each cluster found
will represent, depending on the context, a group of friends traveling together, an animal
herd, and so on. A simple way to model this kind of comparison is to represent trajectories
as fixed-length vectors of coordinates and then compare such vectors by means of some
standard distance measure used in the time series literature, such as the Euclidean distance
(the most common one) or any other in the family of p-norms. An alternative solution is
given in [48], where the spatial distance between two objects is virtually computed for
each time instant, and then the results are aggregated to obtain the overall distance, e.g.,
by computing the average value, the minimum or the maximum. Moving in the same
way at same time is sometimes too restrictive to discover useful information, and thus
the temporal constraint might be removed. In the time series literature we can find some
general methods that yield results following these assumptions. One is the comparison
of couples of time series by allowing (dynamic) time warping (e.g., see [9], or [68] for
an efficient approximation), i.e., a non-linear transformation of time, so that the order of
appearance of the locations in the series is kept, but possibly compressing/expanding the
movement times. Another method, proposed in [3] and further studied in [13], consists in
computing the distance as length of the Least Common Sub-Sequence (LCSS) of the two
series, essentially formulated as an edit-distance problem.
Trajectory-specific clustering
One example of model of cluster that does not require an explicit distance notion between
trajectories is a generalization of problem, where the deviation between the trajectories
in a cluster is expressed as noise in a probabilistic formulation. A similar problem was
essentially tackled by Gaffney and Smyth [21], who propose a mixture model-based clus-
tering method for continuous trajectories, which groups together objects which are likely
to be generated from a common core trajectory by adding Gaussian noise. In a successive
work [16] spatial and (discrete) temporal shifting of trajectories within clusters is also
considered and integrated as parameters of the mixture model. Another model-based ap-
proach is presented in [5], where the representative of a cluster is not a trajectory but a
Markov model that tries to explain the transitions between a position and the next one, po-
sitions being discretized a priori. More exactly, Hidden Markov models (HMM) are used
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to model clusters, and a mixture-model approach (and the EM algorithm, in particular) is
adopted for the parameter estimation task. An alternative approach is based on the search
of subsegments of trajectories that match sufficiently well. In [27], trajectories are repre-
sented as piecewise linear, possibly with missing segments (e.g., due to disconnection of
a phone from its cellular network). Then, a close time interval for a group of trajectories
is defined as the maximal interval such that all individuals are pairwise close to each other
(w.r.t. a given threshold). Groups of trajectories are associated with a weight expressing
the proportion of the time in which trajectories are close, and then the mining problem is
to find all trajectory groups with a weight beyond a given threshold. We notice, in partic-
ular, that in this approach a threshold is set at the beginning to define spatial closeness as
a simple predicate. Then, the method tries to discover maximal-size, maximal-temporal
extension clusters of close segments of trajectory. From this viewpoint, a similar but sim-
plified objective is pursued in [32]. Here, an extension of micro-clustering (first defined
for the BIRCH clustering algorithm) to moving objects is proposed, which groups to-
gether rectilinear segments of trajectories that lie within a rectangle of given size in some
time interval. Even in this case, spatial closeness is decided through thresholds (the size
of the rectangle), while group size and temporal extension are maximized, in this case
restricting to consider only single time intervals. Finally, a different approach to a similar
problem has been recently proposed in [30]. Trajectories are represented as sequences of
points without explicit temporal information and a simplification heuristics is applied to
partition each trajectory into a set of quasi-linear segments. Then, all such segments are
grouped by means of a density-based clustering method, and at the end a representative
trajectory is computed for each resulting cluster.
Spatio-temporal local patterns
Mining spatio-temporal patterns means searching for concise representations of interest-
ing behaviors of single moving objects or groups of objects. In particular, in this section
we are interested in mining methods for extraction of local patterns, that is to say, pat-
terns that aim to characterize potentially small portions of the data space, such as subsets
of individuals, small time intervals or limited regions of space. No effort is made to pro-
vide a complete characterization of the full data space (even though, in some situations,
local patterns might also be exploited to do that), which is instead the aim of the so called
global models, such as clustering models.
The kind of interesting behaviors that these approaches want to discover strictly de-
pends on the context, and is usually specified by selecting a subset of all possible patterns
and, possibly, enforcing some constraints on how patterns occur in the data, i.e., on the
behaviors they summarize.
The algorithms applied in pattern mining always depend on the input data being
searched, that in our context can be (i) the movement trajectories themselves and/or
(ii) information derived from them. Derived information can include sets/sequences of
events (e.g., purely-spatial events, such as the locations visited by the trajectory, or spatio-
temporal events, such as the manoeuvres performed: U-turns, stops, extreme accelera-
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tions, etc.), static aggregates (e.g., the kilometers covered), dynamic aggregates (e.g., the
velocity as function of time), etc. The examples seen above regard information extracted
on a single individual basis and, thus, also the patterns that can be extracted from them
will describe individual behaviors. In other cases we can derive information that describe
a population, e.g., the traffic jams of last week in the town, thus focusing more on group
behaviors. In some pattern discovery tasks both kinds of features are involved, e.g., we
may want to discover that a traffic jam here is often followed by a car accident nearby or
that if somebody is stuck in a traffic jam, often it has an accident later.
Obviously, the choice of the attributes to extract is a crucial aspect of the mining
process, since it defines once and for all the pattern space to be searched. A basic family
of features for trajectories of moving objects consists of individual-based features, i.e.,
those that describe the behavior of each object separately from all the others. For example,
we can have:
• spatial and/or temporal aggregates (the length of the path covered, the amount of
time spent in the city center, the minimum/maximum/average velocity, the most
frequent direction followed, etc.);
• spatial events (visiting some predefined spatial regions or visiting twice the same
place). A similar approach was proposed in [35], where trajectories are expressed as
simple sequences of spatial locations and standard sequential pattern mining tools
are used1;
• spatio-temporal events (temporally localized manoeuvres like performing U-turns,
abrupt stops, sudden accelerations or longer-term behaviors like covering some road
segment at some moment and then covering it again later in the opposite direction)
Possible events can include also predicates in the style of spatio-temporal predi-
cates, as defined in [67], that allow to express some form of spatio-temporal topol-
ogy between reference spatial regions and trajectories having a spatial uncertainty
(i.e., locations are not points but circular boundaries that contain the real position).
The opposite alternative to the feature-based approach to mining frequent patterns
consists in directly analyzing trajectories, for instance to discover paths frequently fol-
lowed by cars in the city center, frequent manoeuvres performed by animal predators or
hunted preys, etc. That means, in particular, that no a priori discretization or other form
of preprocessing of spatial and/or temporal information is performed, and therefore the
spatio-temporal semantics of data can potentially play a role in the mining phase. A first
consequence of this scenario is that the standard notion of frequent pattern borrowed from
transactional data mining, i.e., a pattern that exactly occurs several times in the data, usu-
ally cannot be applied. Indeed, the continuity of space and time usually makes it almost
1More exactly, here some of the spatial semantics is exploited in the mining process: only sequential pat-
terns moving between contiguous regions are searched, and thus the topological relations between regions
are used to prune the search space.
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impossible to see a configuration occurring more than once perfectly in the same way, and
thus some kind of tolerance to small perturbations is needed.
The work in [14] provides an example of a possible solution for the continuity prob-
lem: a trajectory is approximated by means of a sequence of spatial segments obtained
through a simplification step, then patterns are extracted essentially in the form of se-
quences of contiguous spatial segments; in particular, each element of the sequence has to
be similar to several segments of the input trajectory, similarity being defined w.r.t. three
key parameters: spatial closeness, length and slope angle. Frequent sequences are then
outputted as sequences of rectangles such that their width quantifies the average distance
between each segment and the points in the trajectory it covers. A very similar simplify-
and-aggregate approach was also followed recently in [30], yet limited to the aggregation
of single segments and more focused on a clustering perspective. Other solutions for
the continuity are represented in the following approaches. [29] concerns the discovery
of density-based spatial clusters that persist along several contiguous time slices consid-
ering moving regions. Finally, a similar goal, but focused on cyclic patterns, is pursued
in [37]: the authors define the spatio-temporal periodic pattern mining problem (i.e., find-
ing cyclic sequential patterns of given period) and propose an effective and fast mining
algorithm for retrieving maximal periodic patterns. While time is simply assumed to be
discrete, spatial locations are discretized dynamically through density-based clustering.
Each time a periodic pattern is generated, in the form of a sequence of spatial regions, a
check is performed to ensure that all regions in the pattern are dense – and then significant.
Finally, we notice that, although frequency is the most common criteria used for fil-
tering patterns, other measures of interest could be applied in conjunction with frequency,
such as confidence, correlation and likelihood, or might even replace it, e.g. by focusing
on infrequent or rare patterns.
2.2.3 Trajectory Anonymity
A lot of recent research works have focused on techniques for privacy-preserving data
mining [4] and privacy-preserving data publishing. Important techniques include pertur-
bation, condensation, and data hiding with conceptual reconstruction. The first step before
data publishing is to remove the personally identifying information. In [59] (and much
earlier in statistics by [18]), it has been shown that removing personally identifying infor-
mation is not enough to protect privacy. In this work, Samarati and Sweeney propose a
classification of the attributes in quasi-identifiers and sensitive attributes. Moreover, [58]
propose k-anonymity to generalize the values of quasi-identifier attributes in each record
so that it is indistinguishable with at least k − 1 other records with respect to the quasi-
identifier. Although it has been shown that the k-anonymity framework presents some
flaws and limitations [36], and that finding an optimal k-anonymization is NP-hard [41],
the k-anonymity model is still practically relevant and in recent years a large research
effort has been devoted to develop algorithms for k-anonymity [7, 31]. Recently, privacy-
preserving data mining has been studied in conjunction with spatio-temporal data and tra-
jectory mining [23, 12]. k-anonymity is the most popular method for the anonymization of
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spatio-temporal data. It is often used both in works concerning privacy issues in location-
based services (LBSs) [11, 39] and in those on anonymity of trajectories [2, 50, 69, 65].
In the work presented in [2], the authors study the problem of privacy-preserving pub-
lishing of moving object database. They propose the notion of (k, δ)-anonymity for mov-
ing objects databases, where δ represents the possible location imprecision. In partic-
ular, this is a novel concept of k-anonymity based on co-localization that exploits the
inherent uncertainty of the moving objects whereabouts. In this work authors also pro-
pose an approach, called Never Walk Alone, for obtaining a (k, δ)-anonymous moving
objects database. The method is based on trajectory clustering and spatial translation.
[50] address privacy issues regarding the identification of individuals in static trajectory
datasets. They provide privacy protection by: (1) first enforcing k-anonymity, meaning
every released information refers to at least k users/trajectories, (2) then reconstructing
randomly a representation of the original dataset from the anonymization. [69] study the
problem of k-anonymization of moving object databases for the purpose of their pub-
lication. They observe the fact that different objects in this context may have different
quasi-identifiers and so, anonymization groups associated with different objects may not
be disjoint. Therefore, a novel notion of k-anonymity based on spatial generalization is
provided. In this work, authors propose two approaches in order to generate anonymity
groups that satisfy the novel notion of k-anonymity. These approaches are called Extreme
Union and Symmetric Anonymization. Finally, we are also aware of very recent work
[65], where Terrovitis and Mamoulis suggested a suppression-based algorithm that, given
the head of the trajectories, reduces the probability of disclosing the tail of the trajecto-
ries. This work is based on the assumption that different attackers know different and
disjoint portions of the trajectories and the data publisher knows the attacker knowledge.
So, the proposed solution is to suppress all the dangerous observations in the database. A
preliminary version of our work is [56], where we limited the k-anonymity framework to
sequences of regions/locations. This work differs from [56] for different reasons, indeed,
it: (1) generalizes the framework in order to construct anonymous version of a sequence
dataset, i.e., it does not consider only sequences of regions/locations; (2) introduces a for-
mal definition of sequence linking attack; (3) empirically validates the effectiveness of the
anonymization technique with realistic web-log and process-log data, and not only with
datasets of GPS trajectories; (4) investigates the impact of this approach on clustering re-
sults and (5) studies the distortion introduced by our anonymization algorithm analyzing
some basic statistics.
2.2.4 Pattern Interpretation
The interpretation of data and model usually is a very complex part of the knowledge
discovery process, and very few approaches in the literature propose solutions to this
issue in the spatio-temporal context. The main point is that the interpretation of the mined
patterns is depended on the application context. Indeed, there is a wide semantic gap
between the mining algorithms and the final domain expert user who is assumed to use the
extracted models. The objective of the patterns interpretation step is to develop techniques
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to fill this gap providing the final user with meaningful patterns.
The approach adopted in the GeoPKDD system has been introduced in previous work
[6] and [43], where a framework for a semantic enrichment process on movement data,
based on the use of ontologies [24], has been defined. The basic idea is to use a semantic
definition of trajectories based on the concepts of stops and moves, as proposed in [60].
The idea is that trajectories are semantically segmented in parts where the object position
changes (the move) or stays still (the stop). Data mining methods specific for semantic
trajectories have been proposed. The semantic enrichment process exploits the domain
knowledge represented in an ontology to give a semantic interpretation of semantic tra-
jectories and patterns. More details on this approach are presented in Section 4.1.6.
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Chapter 3
The Two-Worlds Model
This chapter introduces the conceptual framework that poses the basis of the proposed
data mining query language and the developed system, the Two-World model. In partic-
ular, we first formally describe Data World and Model Word as two different classes of
objects describing the data to be mined and the extracted models. Then, we present the
operators on these worlds that allow data and model manipulation as well as transforma-
tion from data to model and vice versa. Then, we present the syntax of the defined query
language, as an extension of SQL, that realizes the Two-Worlds operators.
3.1 Data and Models representation
In this thesis we introduce Two-worlds in details, thus defining a conceptual and formal
framework for a Data Mining Query Language for movement data.
Figure 3.1: The proposed Two-Worlds framework
As already mentioned in section 2.1, the Two-Worlds was originally inspired from
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the approach proposed in [64] and subsequently refined by [63], namely, the 3W-Model,
which stands for Three Worflds for data mining: the D(ata)-world, the I(ntensional)-world,
and the E(xtensional)-world. The proposed Two-Worlds introduces only two worlds:
D(ata)-World and M(odel)-World, with several meaningful differences that overcomes
some of its limitations. Firstly, entities in the M-world can represent any required model,
whereas I-World models correspond to simple regions, expressible via linear inequalities
on the data attributes. Secondly, in the Two-Worlds, the mining operator is not predefined
and acts as a template to extract a model from D-World objects. Thirdly, the definition of
entails operators makes unnecessary an explicit representation in the E-World thus ensur-
ing that mining results can be progressively analyzed.
Due to the complexity of spatio-temporal data, we believe that the proposed frame-
work should be based on a rich formalism, capable to representing the complexities and
the peculiarities of the data. We choose the object-relational technology, which combines
the advantages of the relational data model and SQL language while improving them with
the object oriented capabilities. The main feature of the object-oriented database model
is that objects and classes are directly supported in database schemas supporting the ex-
tension of the original types with custom types which can represent complex structure the
normal SQL can’t support. In particular, in an object-relational formalism, each entity
is denoted as object and each object may have a number of attributes, such as the clas-
sic descriptive, numerical, categorical, but also attributes of object type. An object is a
cohesive package that consists of a set of attributes, lists and methods. In this paradigm
we can define the database as D = {S1, . . . ,Sn} where each schema is a set of tables
S = {T1, . . . , Tn}. and a table is defined by an ordered set of attributes T = (A1, . . . , Ak).
As described above the types of these attributes are the following:
Numerical : the types which describe a number with its precision.
Categorical : representing a value in a pre-defined set and format.
Descriptive : any string of characters.
Object : a complex type of data which can contain other attributes, lists and methods.
We call this set Aglobal. The content of a table is a set of tuples r(T ) = {t1, . . . , tk} where
ti is an ordered set of values < v1, . . . , vk > |∀i, vi ∈ dom(Ai) ∪ NULL. Having the
concept of inheritance in the object-relational database we can define two special sets of
attribute types, namely the Data attributes Ad and the Model attributes Am which inherit
directly from the general object. They will be used to define the Two-Worlds of the
framework. Furthermore we call As the set of attributes which are neither in Ad or Am
called plain relational data. Therefore the set of type attributes is denoted as Aglobal =
Am ∪ Ad ∪ As.
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3.1.1 The Data World
The D-World represents the entities to be analyzed, as well as their properties and mu-
tual relationships. Due to the inherent complexity of spatio-temporal data, the object-
relational formalism is chosen as the underlying logic model for the D-World. The object
relational model is better suited to represent the complexities and the peculiarities of the
data at hands. The types of attributes which characterize the D-World, namely Ad, are:
Spatial objects. A spatial object is an object which has a geometric shape and a po-
sition in space. Example of geometric shapes are points, lines, polygons, whereas the
spatial position is denoted by spatial coordinates X , Y . Therefore this kind of objects are
represented as S = {type, P} where type ∈ {point, line, polygon} define the typology
of geometry used to give semantic to the list of spatial points P = {p1, . . . , pn}. When the
coordinates of the points P are expressed in a geographical coordinate system we denote
the spatial object as a geographical object.
Temporal objects. A Temporal object is represented as T = {t, d} where t is an ab-
solute temporal reference (w.r.t. a time reference system) and d is a duration expressed
in seconds. The temporal reference t can be also set to a special value called null which
means that the temporal object represents a relative time period.
Moving objects. A moving object is an object that changes in time and space. We
denote as Moving object the spatio-temporal evolution of the position of a spatial object.
Hereafter, we concentrate on Moving points defined as Mo =< p1, t0 >, . . . , < pn, tn >
where pj is a spatial object representing a point, tj is a temporal object representing an
absolute timepoint and ti < tj for 0 ≤ i < j ≤ n. In this thesis we will use the term
trajectory and moving points as synonymous.
Then, we can formally define the D-World as a filtered set of tables in the database D
which contains one of the object types defined above:
Definition 1 (Database subset) Given a databaseD we define a database subset asDSD =
({T¯1, . . . , T¯j}|∀w ∈ [1, j]∃ (S ∈ D ∧ T¯w ⊆ S))
Definition 2 (D-World) Given a database D, the D-World DW is a database subset of
D which contains tables defined only by attributes in As and Ad
Intuitively the D-World is the set of tables in the database which describes the tra-
jectory dataset and/or a set of regions and/or a partition of the day. The definition of the
objects in the D-World represent the very first step in the knowledge discovery process
since it prepare the data to be analyzed.
3.1.2 The Model World
The M-World contains all the movement patterns extracted from the data with their prop-
erties and relationships. This provides an elegant and expressive framework for both ex-
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ploratory analysis and reasoning. The M-World can be represented as a collection of mod-
els, unveiled at the different stages of the knowledge discovery process. In the proposed
framework we present three kinds of attribute types Am describing the respective models:
T-Pattern. This type of attribute is represented as tp = (R, T, s) where R = {r0, . . . , rk}
is a set of regions, T = {t1, . . . , tk} is a set of time intervals tj = [minj,maxj] associ-
ated to them and s is the number of trajectories from which it was supported. Informally a
T-Pattern can be represented as r0
t1→ r1 · · · tk→ rk. Originally presented in [22], a T-Pattern
is a concise description of frequent behaviors, in terms of both space (i.e., the regions
of space visited during movements) and time (i.e., the duration of movements). As an
example, consider the following T-Pattern over regions of interest in the center of a town:
RailwayStation
15min→ CastleSquare 50min→ Museum
Intuitively, this pattern states that people typically move from railway station to Castle
Square in 15 minutes and then to Museum in 50 minutes. Essentially, this model repre-
sents the frequent movements and their typical travel time.
Cluster. A cluster is defined as a set of moving objects c = {S, dist} where S =
{t1, . . . , tk} and dist is a spatio-temporal distance function between moving points. Here,
dist(t1, t2) denotes the spatio-temporal affinity between t1 and t2. Therefore a cluster is
a group of similar objects w.r.t the distance function dist.
Flock. A flock f = {I, r, b} in a time interval I = [ti, tj], where j − i + 1 ≥ k, consists
of at least m entities such that for every discrete time step tl ∈ I , there is a disk of radius
r from a representative moving point b which contains all the m entities. This type is
derived from the definition in [8] and it finds parts of trajectories which move in a group
in a certain time period.
We can define the M-World as:
Definition 3 (M-World) Given a database D, the M-World MW is a database subset of
D which contains tables are defined only by attributes in As and Am
Having the definition of the Data World and the Model World, in the next section a set
of operators will be defined (Fig.3.1).
3.2 The Two-Worlds operators
Operators can be intra-world or inter-world (Figure 3.1) and for each type different classes
of operators have been defined. In the following we provide a generic definition of each
class of operators of the Two-Worlds framework. Formal definitions are summarized in
Fig.3.2.
All operators except the relation operators produce a table with a single attribute, this
choice has been taken to simplify the concept of operator. The next chapters it will em-
phasizes how this does not limit the effectiveness of the language thanks to the possibility
to perform a join to recover any other attribute present linked to the original table.
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Figure 3.2: Summary of definitions for operators in the Two-Worlds model.
3.2.1 Data Constructor Operators
The aim of this class of operators is to build objects in D-World starting from the raw
data, thus realizing the data acquisition step of the knowledge discovery process. Though
conceptually simple, the constructor operators can involve complex tasks, e.g., the trajec-
tory reconstruction operator, where a moving point is built from a set of sample points
by applying several heuristics for filtering noise and splitting different trajectories of the
same moving object. Formally, a general constructor operator is defined as:
Definition 4 (Generic Constructor operator) Given a database D, a schema S ∈ D,
and a table T ∈ S which contains only attributes in As, and a set of parameters p, the
generic constructor operator is a function
OPconstructor(T, p)→ (Td)
where Td is a single attribute table. The type of this single attribute is one of the Ad.
The Constructor operators support the first step of the knowledge discovery process which
cleans and prepares the data for the analysis.
3.2.2 Model Constructor Operators
Each model constructor operator populates the M-World starting from objects in the D-
World. Therefore, it is generically defined as:
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Definition 5 (Generic Mining operator) Given the D-World DW , a table Td ∈ DW ,
and a set of parameters p, a generic mining operator is defined as
OPmining(Td, p)→ (Tm)
where Tm is a single attribute table. The type of this single attribute is one of the Am
The operator realizes the extraction of models from the D-World through a data mining
algorithm. For this reason, one specific operator is defined for each model in the M-World,
and the parameters given are used by the specific operator to perform the analysis task.
3.2.3 Transformation Operators
Transformation operators are intra-world tasks aimed at manipulating data and models.
These operations are the means for expressing data pre-processing and post-processing
tasks. Depending on which world the transformation is defined on, we can have two
kinds of operators, respectively one for D-World and one for M-World:
Data transformation operators: they transform a table of the D-World into a table con-
taining a single data attribute, based on a proper set of input parameters. Formally defined
as:
Definition 6 (Generic D-Transformation operator) Given the D-World denoted asDW ,
a table Td ∈ DW , and a set of parameters p, a generic data transformation operator
OPD−Transformation is defined as
OPD−Transformation(Td, p)→ (T ′d)
where T ′d is a single attribute table. The type of this single attribute is one of the A
d
Model transformation operators: they transform a table of the M-World into a table
containing a single model attribute, based on a proper set of input parameters. Formally
defined as:
Definition 7 (Generic M-Transformation operator) Given the M-World denoted asMW ,
a table Tm ∈MW , and a set of parameters p, a generic mining operatorOPM−Transformation
is defined as
OPM−Transformation(Tm, p)→ (T ′m)
where Tm is a single attribute table. The type of this single attribute is in Am
3.2.4 Relation Operators
The Relation operators include both intra-world and inter-world operations and have the
objective of creating relations between data, models, and the combination of the two.
Given a pair of sets of data and/or models, these operators create a new table representing
the relation between the two sets. We define three generic relation operators: data-to-data,
model-to-model and data-to-model, representing the three possible combinations of the
two worlds. Therefore, the relation operators have three classes:
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1. DD-Relation operators: they realize a join operation between two tables in the
D-World. Both tables are required to contain exactly one attribute inAd, i.e., each
record contains one data object. The record selection condition is formalized as a
Boolean function evaluated on each pair of data objects, and the final result of the
operator contains only the pairs that passed the selection.
2. MM-Relation operators: similarly to DD-Relation, these operators realize a join
between two tables in the M-World. Both tables are required to contain only one
attribute in Am. As in the previous case, the selection condition is formalized as a
Boolean function evaluated on each pair of model objects, and the final result of the
operator contains the pairs that passed the selection.
3. DM-Relation operators: these operators realize a join between a table in the D-
World and a table in M-World. The former is required to contain exactly one at-
tribute inAd, while the latter must contain one attribute in Am. The selection con-
dition is formalized as a Boolean function evaluated on each pair of objects (one
for Ad and one forAm), and the final result of the operator contains the pairs that
passed the selection.
In the case of the DD-Relations and MM-Relations, the function f can assume a large
variety of predicates. However, the semantics of these predicates depends on the type of
the data (resp. model) objects to which they are applied, and not all pairs of data (resp.
model) types are meaningful. To clarify this concept, an example of predicates between
two Spatial objects are extensively shown in Fig. 3.3. The set of relations between data
Figure 3.3: The Relation predicates defined on a pair of spatial objects
objects are the defined in literature in [25] as spatio-temporal predicates, following this set
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will be called ST-predicates. Fig.3.4 represent the complete matrix of predicates defined
in the framework between data and model objects: Whenever a model object is involved,
Figure 3.4: The Relation predicates defined by pair of data and models
the relations are evaluated on its corresponding spatio-temporal representation, which is
assigned in the following way:
• a T-Pattern is represented as a sequence of regions;
• a Cluster is represented by the moving point which is the medoid of the cluster,
i.e., the object that minimizes the sum of distances from other objects in the cluster;
• a Flock is represented by the flock representative, which is a moving point, by
construction.
By adopting this representation of models, the ST-predicates can be evaluated using the
predicates on the corresponding data types. An example of predicates between spatial
object and a T-Pattern object is shown in Fig.3.5: In this example the predicates defined
between spatial objects are used in order to evaluate the new predicates:
• Disjoint(s, R) = true|∀i∈(1,...,n)Disjoint(s, ri)
• Meet(s, R) = true|∃i∈(1,...,n)Meet(s, ri)
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Figure 3.5: The Relation predicates defined between a spatial objects and a T-Pattern
object
• Intersects(s, R) = true|∃i∈(1,...,n)Intersects(s, ri)
• Inside(s, R) = true|∃i∈(1,...,n)Inside(s, ri)
• Contains(s, R) = true|∀i∈(1,...,n)Contains(s, ri)
where s is the spatial object and the set R = {r1, . . . , rn} represent the set of regions of
a a T-Pattern. Some predicates can’t be applied do not apply to some pairs of data/model
types, whenever an invalid combination of predicates and object types are used in a query,
the predicate simply evaluates to false.
The last class of relation operators are the DM-Relations. In this case, a specific predicate
called Entail is defined between the models and the original data type from which they
are extracted. As in the previous cases, its semantics depends on the types involved:
• T-Pattern entailment: Given a T-Pattern tp = {R, T, s} and a Moving Object
mo, the function entails(tp,mo) is true iff mo intersects all the regions R and the
time gap between the intersections with two consequential regions rk, rk+1 ∈ R is
contained in the (relative) time intervalik ∈ T .
• Cluster entailment: Given a Cluster c = {T, dist} and a Moving Object mo, the
function entails(c,mo) is true iff mo is included in the set of moving point T .
• Flock entailment: Given a Flock f = {I, r, b} and a Moving Object mo, the func-
tion entails(f,mo) is true iff within the time interval I , mo lies within a circular
neighborhood of radius r around the flock base, i.e., moving point b.
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The entailment operators realize one of the most important relations in our framework,
since it allows to apply/combine the models to the data, creating an iterative knowledge
discovery process.
3.3 The Data Mining Query Language
Based on the previously introduced Two-Worlds framework we defined a data mining
query language to support the user specifying the knowledge discovery tasks. There are
several advantages from having such language:
1. the compositionality of the operators allows the user to create their own knowledge
discovery process combining the different operators;
2. the iterative querying capability allows the user to apply the data mining algorithms
on the data to discover models, but also apply such models to the data for a deeper
analysis. This is an iterative process which allows the user to use the models not
only as static knowledge to be presented as result, but as an active element of the
process used to go deeper in the data understanding.
3. the repeatability of the process: having a language that supports the steps of the
discovery process allows to materialize the executed process as a language script.
Thus, the output is not only the set of mined patterns, but also the script storing the
process thus making the process repeatable on different datasets.
In the following, we present portions of the formal grammar to describe how the operators
are mapped on the query language statements:
DMQL:= DataConstructionOperator |
ModelConstructionOperator |
TransformationOperator|
RelationOperator |
SQL Standard
The language is an extension of the standard SQL adding the four classes of operators as
four new statements:
DataConstructionOperator:=
’CREATE DATA’ TableName ’USING’ DataConstructorName
’FROM (’ SqlCall ’)’
[’SET’ Parameters]
ModelConstructionOperator:=
’CREATE MODELS’ TableName ’USING’ ModelConstructorName
’FROM (’ SqlCall ’)’
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[’SET ’ Parameters]
TransformationOperator:=
’CREATE TRANSFORMATION TableName ’USING’ TransformationName
’FROM (’ SqlCall ’)
[’SET’ Parameters]
RelationOperator:=
’CREATE RELATION’ TableName ’USING’ RelationPredicate
’FROM (’ SqlCall ’)’
The structure of these new statements is similar: TableName is the name of the table in
the database that will be used to store the respective type of information according to the
class of operator described in previous section. The internal SqlCall is the input data used
by the operators and should follow the format requested by it. As example, consider this
ModelConstructionOperator query which is an instantiation of the Model:
CREATE MODELS ClusteringTable USING OPTICS
FROM (Select t.id, t.trajobj from Trajectories t)
SET OPTICS.eps = .02 AND
OPTICS.Npoints = 120
In this example the system will store a table of models objects called ClusteringTable re-
sulting from the execution of an algorithm called Optics using the trajectories in the table
Trajectories selected by the inner query. The SET clause of the query specifies some pa-
rameters for the algorithm. According to the particular algorithm used the model objects
extracted are Clusters. In the next section, we show the implementation of the framework
where each class of operators, and therefore statements of the language, relative libraries
are integrated in the implemented system.
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Chapter 4
The Design of the GeoPKDD System
In this chapter we describe the details of the system, GeoPKDD, that has been designed
and developed during the thesis. The GeoPKDD system is an implementation of the
Two-Worlds model and aims at supporting the entire knowledge discovery process on
movement data, from trajectory pre-processing to the pattern interpretation.
4.1 Implementing the Two-Worlds
The first preliminary choice for implementing the Two-Worlds model and the associated
query language has been to demand the storing and management of trajectories to an ex-
isting Moving Object Database (MOD). This provides storage and querying support for
spatio-temporal data. However, since a requirement is that also patterns have to be rep-
resented and stored, the chosen MOD must provide mechanisms to extend the supported
data types and functions. The second choice that lead to the development of the system
was observing that adopting the Weka [38] vision of library of algorithms may permit to
have a system that might grow during time adding new mining methods.
These two main pillars lead to the definition of the architecture of the system, de-
picted in Figure 4.1. The GeoPKDD system assembles together six main components,
namely: the Object-Relational Database, the Database Manager, the Controller, the Lan-
guage parser, the Algorithms Manager with its Libraries, and the Gui. In the following
we briefly describe each part of the system.
4.1.1 The Object-Relational Database
The technological solution adopted for data storage of the GeoPKDD system is based on
Oracle 11g extended with components for moving object data storage and manipulation,
spatial objects representation, mining models storage and semantic technology. The mov-
ing object support is provided by an Oracle data cartridge, Hermes [55], which defines a
collection of moving object data types, each accompanied with a palette of specialized op-
erations. Hermes is, in turn, based on Oracle Spatial [61], and therefore is able to natively
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Figure 4.1: The GeoPKDD Integrated system
represent spatial objects. The Hermes technologies is chosen for its deep integration with
the database giving:
1. the scalability of a database on large data,
2. the extensibility for new datatypes,
3. the expressiveness of the the object relational database query language.
During the work of the thesis, Oracle 11g has been also extended with a set of new data
types representing the data-mining models that can be extracted during the analysis pro-
cess thus supporting the storage on M-World models. An example of the implementation
of a new type is shown in Fig.4.2 which realizes the T-Pattern model in the database.
The Figure shows the Model TPattern datatype with its hierarchy of sub-datatypes
which realizes the different parts of the model. The leaves of the hierarchy are the Her-
mes data type which represents the temporal component, called D INTERVAL, and the
oracle type for the representation of the spatial components called SDO GEOMETRY.
The syntax is the standard object relation language used in Oracle 11g.
4.1.2 The Database Manager
This component of the system interacts with the database in order to make the access
uniform. The main advantage of having this module is that it detaches the system from
the database, giving the possibility of changing the DBMS technology without affecting
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Figure 4.2: The T-Pattern type implementation
the system.
The operations are the following:
Connection: Create connections to a database and manage them.
Query execution: Executing a query passed from the controller and return the results.
Creation and Insertion: The component can automatically create a table and insert in-
formation in the database when receiving a command from the controller. This is
useful when the controller requires the insertion of data or model objects.
Translation: This is the most important task and the aim is to translate an object in the
database into the system internal representation and viceversa.
The entire component have the aim to deattach the database technology used to store the
data and models from the rest of the system.
4.1.3 The Controller
This is the organizing core of the system which has the task of managing the flow of infor-
mation between the components. The controller receives a query from the Gui and sends it
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to the parser that elaborates the plan of execution. From this plan, the controller retrieves,
moves and elaborates the information between the database, the algorithms manager and
the Gui.
4.1.4 Data Mining Query Language Parser
This component supports the processing of queries expressed with the data mining query
language presented in Chapter 3. The user may issue a query, through the graphical inter-
face, caught by the Controller, which is responsible for processing query statements and
for coordinating the tasks performed by all other modules. Each statement is converted
into a sequence of the following tasks:
information retrieving (R): the parser produces a query the controller will use to re-
trieve information from the database.
information translation (T): this operation translates the informations in two way be-
tween the database representation and the internal system representation of data
and models.
algorithm execution (E): the informations are used to execute an algorithm (data mining
or others), to do this the parameters for it are added to the flow of information.
information storing (S): after every manipulation the results are stored again in the database,
to perform this task the resulting information are converted in object relational in-
sert query to be executed on the database.
information visualization (V): using the graphical user interface the system can redirect
the flow of information not only toward the database but also use it to visualize the
results.
The sequence of tasks is called plan of execution and is used from the controller to execute
the query. Consider for example the following query:
CREATE MODELS PatternsTable USING T-PATTERN
FROM (Select t.id, t.trajobj from Trajectories t)
SET T-PATTERN.support = .02 AND
T-PATTERN.time = 120
where the table Trajectories contains two columns id and trajobj, the first one is a
number who identifies the trajectory and the trajobj is the moving point column containing
the real trajectory. The plan for this query is:
1. Retrieve[Select t.id, t.trajobj from Trajectories t]
2. Translate[Data type: Moving point]
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3. Execute[Mining algorithm: T-Pattern algorithm, Parameters: support .02, time
threshold 120]
4. Translate[Model type:T-Pattern]
5. Store[Table Name: TPatternsTable]
The controller which receives this plan first retrieves (R) the data using the query, then
translates (T) the raw data obtained into the internal representation of Moving point, then
the system uses the spatio-temporal data mining library to get the right algorithm and
execute it (E). The models extracted by the algorithm are then translated from the internal
to the database representations (T). Finally the set of models are materialized into the
database (S). To visualize the results the user can simply execute a selection query:
SELECT *
FROM Patterns_table
The query is translated by the parser:
1. Retrieve[Select * from PatternsTable]
2. Translate[Model type: T-Pattern]
3. Visualize[Render the information using the GUI]
The parser implemented in the system not only recognizes the parts of a query but
also builds the basic plan of execution as described above, this task is usually attributed to
a planner/optimizer but for simplicity, the component is called a parser anyway. In the fu-
ture, is planned to implement a proper optimizer which will cover this feature incorrectly
attributed to the parser at this moment.
4.1.5 Algorithms Manager
This component is a plug-in module capable of managing different sets of libraries:
• Data Constructors Library: used to construct the basic data objects in the data
world.
• Model Constructors Library: the set of data mining algorithms used to extract
models from data.
• Transformations Library: algorithms to manipulate the data and model objects.
• Relations Library: primitives used to create relations between tables of data and/or
models.
The Algorithms manager receives commands from the controller to execute one of the
algorithms, manages the flow of information and the passage of the parameters to the
algorithms.
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The Data Constructor Algorithms Library
This component collects a set of methods used to implement the Constructor Operators.
The aim of these algorithms is to build a set of objects starting from a set of plain re-
lational data defined only by attributes in As(see 3.2.1). This section describes the pre-
defined constructors associated to the three (complex) data types handled by the system.
Three operators have been defined here and are: the moving object builder, the geometry
builder and the period builder to construct the trajectory objects, the spatial objects and
the temporal objects respectively.
Moving point builder: this algorithm builds a trajectory from a table of observations in the
form: < id, x, y, t > where id is the identifier of the trajectory, x and y are the coordinates
of an observation and t the time when the observation is taken. In the literature it is well
known that raw data coming from typical localization devices contain errors, therefore this
algorithm cleans the data using several thresholds to identify outlier observations. Then,
the trajectory object is built on the clean data. The parameters required in the definition
of the generic construction operator, in this case are used to specify a set of constraints to
clean and prepare the data. Examples of these parameters are Maximum Space/Time Gap,
representing the maximum space/temporal interval allowed between two consecutive ob-
servations, and the Maximum Speed allowed between two observations. The resulting
Moving point objects will be stored in the database with their corresponding id. The pro-
cess can cause a cut of an original trajectory into several shorter ones (for instance, the
observations collected along a month can generate several daily trajectories). In this case,
the new id associated to the cut trajectories is composed by the original one and a pro-
gressive number separated by a special character. An example of constructor query for
moving points is the following:
CREATE DATA MobilityData BUILDING MOVING_POINTS
FROM (SELECT userid,lon,lat,datetime
FROM MobilityRawData
ORDER BY userid,datetime)
SET MOVING_POINT.MAX_SPACE_GAP = 0.2 AND
MOVING_POINT.MAX_TIME_GAP = 1800
This query is used to build a table of data objects called MobilityData, retrieving the basic
information from the inner query and specifying two constraints for pre-processing the
data, namely the maximum space and time gap between the observations. It’s important
to notice that for the same user more than one trajectory can be created. For this reason
the id of the resulting trajectories is in the form: userid progressive.
Geometry builder: Starting from a table where the tuples are in the form: < id, minx,
miny, maxx, maxy >, the result of this method is a set of Spatial object which represents
the rectangles. A simply construction query for geometries is:
CREATE DATA Regions BUILDING GEOMETRIES
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FROM (Select id, minX, minY, maxX, maxY from RegionsRaw)
Where a rectangle for each line of the table RegionsRaw.
If the parameter GEOMETRIES.GRID = N is specified each rectangles is divided
into a NxN grid. This is very useful to create regular grids with a single query specifying
only the bounding box of the area:
Period builder: the last builder is the temporal one and uses a single tuple< id, begin, end >
where begin and end are datetimes which represent the bounding of the time interval.
Similarly to the previous builder the result is a temporal object. An example query is:
CREATE DATA Periods BUILDING PERIODS
FROM (Select id, initial_time, end_time from PeriodRaw)
the result is a set of periods, one for each line of the table PeriodRaw. The parameter in
this case is PERIODS.PARTITION = S used to build instead of a single period a
partitioning of it into sub-periods of S seconds (the last one can be smaller due to the end
of the original period).
The Model Constructor Library This library contains the trajectory data mining al-
gorithms plugged into the data mining query language through the Algorithms Manager
interface. Each mining algorithm implements a mining operator of the language. Below,
we describe the mining algorithms integrated into the system, namely the T-Pattern, the
Flock, and two clustering algorithms, Optics and H-Clustering.
T-pattern: the trajectory patterns discovery algorithm [22], processes a set of trajecto-
ries following four steps:
1. Popular regions detection: The starting set of trajectories T = {t1, . . . , tn} is inter-
sected with a N ×N spatial grid and the number of trajectories traversing each cell
is determined. If the count of a cell is greater than a frequency threshold support,
the cell is considered dense.
2. Region of interest construction: Dense cells represent an extremely fine-grained
information that is difficult to handle properly, due to their (typically) large number,
but they are a useful basic information for computing larger regions, easier to handle
and more meaningful for a pattern extraction task. These large regions are obtained
aggregating neighboring dense cells and are called region of interest.
3. Trajectories translation: Once the regions of interest R = {r1, . . . , rk} are com-
puted the original set of trajectories T = {t1, . . . , tn} is translated into a set of
temporal annotated sequences S = {s1, . . . , sn} where sj is the ordered sequence
of regions intersected by tj and the corresponding time points in which the trajec-
tory enters in the region.
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4. Pattern discovery: Based on a time tolerance time, the algorithm extracts from the
set S the common sequences of regions with the typical transition times. This result
represents the Trajectory patterns.
The two thresholds are parameters of the algorithm. An example of a query is:
CREATE MODELS PatternsTable USING T-PATTERN
FROM (Select t.id, t.trajobj from Trajectories t)
SET T-PATTERN.support = .02 AND
T-PATTERN.time = 120
There are several other parameters to drive the algorithm in the discovery process that are
omitted for readability reason.
Moving Flocks: the algorithm presented in [8] extract the flocks from a set of trajecto-
ries following three steps:
1. Trajectories synchronization: This step generates a set of trajectories whose points
are synchronized based on the user-specified granularity,
2. Spatial neighbour computation: is performed in order to calculate the location
proximity between points co-occurring in time. Two moving objects are referred
to as spatial neighbours for a specific time instance if their locations for this time
instance are close.
3. Bases discovery: a portion of trajectory (in a time slice) is considered base with
its corresponding disks of radius r one at a time. Disks in adjacent time slices
are merged if the number of common members in both disks is at least equal to the
user-defined min points threshold. This merging process is performed in a recursive
manner.
The bases discovered become patterns if the time intervals are greater or equal to the user-
defined threshold min time slices.
Optics: the algorithm presented in [49] uses a distance function dist(ti, tj) defined be-
tween trajectories, a distance threshold eps and a number MinPts to partition the set of
trajectories T = {t1, . . . , tn} in subsets C1, . . . , Ck of similar (i.e., closer than the dis-
tance threshold) trajectories of at least MinPts objects. It provides three different function
distances: CommonEnd, CommonStart, RouteSimilarity which respectively compare the
ends, the starts or the complete path of trajectories.
H-Clustering: introduced in [50] to test their anonymization algorithm, it defines a hi-
erarchical clustering method. As with T-Clustering, the user must specify the distance
function dist, which is used to build a hierarchy of clusters, plus the desired number of
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clusters k, which is used to cut the hierarchy at that level. From the user point of view
this algorithm is specular to the Optics: while in the former the user has more control
on the process but not on the size of the results, in latter users can simply specify a dis-
tance method and then cut the result in order to obtain a specified number of clusters. An
example of a query which uses this algorithm is the following:
CREATE MODELS HClusteringTable USING H-CLUSTERING
FROM (Select t.id, t.trajobj from Trajectories t)
SET H-CLUSTERING.DISTANCE_METHOD = Spatial AND
H-CLUSTERING.K = 5
It’s important to notice that the last two algorithms extract the same kind of model clusters
from the same type of data, but with different methods.
The Transformation Library
This set of algorithms implements the transformation operators, which can be used to
apply manipulations on the data and the models. In the following, the algorithms at the
moment integrated into the system are filtering, anonymity, statistical and decompose il-
lustrated below:
Filtering. The filtering methods are used to obtain part of the moving point or to ap-
ply some spatio-temporal primitives on the data objects. Examples of filtering methods
are begin, end, and middle point, which create a new trajectory formed by a single point
which is, respectively, the beginning, ending or middle point of the original trajectory.
There are three Trajectory Anonymity methods integrated in the system: Never Walk Alone
[2], Wait For Me [54] and Always Walk with Other [50]. All of them are based on the idea
of k-anonymous trajectory datasets, where the itinerary of each person is indistinguishable
from that of other k-1 persons, and therefore anonymity is viewed as hiding the behavior
of individuals in the crowd. The T-anonymity method transforms a trajectory dataset into
a k-anonymous dataset, such that the key analytical properties are preserved. An example
of this kind of query follows:
CREATE TRANSFORMATION ResampleData USING NEVER_WALK_ALONE
FROM (SELECT t.id, t.trajobj FROM Trajectories t)
SET ANONYMIZATION.K = 10 AND
ANONYMIZATION.TIME_SLOT = 600
Where the parameter K is used by the method as constraint for the minimum anonymity
level to be guaranteed.
Statistic: used to get information about data or model objects. This operator material-
izes a set of statistics on the set of data or models selected depending on their types.
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Examples of statistics collected on a moving point are the number of points, the length in
meters, the duration, and the starting time.
Decompose: is a de-constructor, and generates the plain relational data starting from a
data object. This is exactly the reverse of a constructor operator. This is useful in case of
exporting data or to apply a filter at raw trajectories after the pre-processing step has been
applied by the constructor operator. This operator is used also to decompose the models
into sub-parts in order to use them separately. For example, in the T-Pattern the result is a
table containing the regions represented as spatial objects.
The Relation Library
The implementation of the relation operators consist in the implementation of the predi-
cates which characterize them (see section 3.2.4). It is worth noticing that, in the imple-
mentation, to avoid the replication of the source data, an id representing the real object
is used, hence the input is a set of rows in the form< idset1, objset1, idset2, objset2 >, and
the output is a subset of these rows. When the pair < idset1, idset2 > belongs to the out-
put it means that the two objects objset1 and objset2 satisfy the predicate used. This is
exemplified by the following query:
CREATE RELATION TrajectoriesClustering USING ENTAILS
FROM (SELECT t.id, t.traj, c.id, c.cluster
FROM Trajectories t, ClustersTable c)
When the query returns the pair < t.id, c.id >, this exists it means that the data identified
by t.traj (corresponding to the t.id) entails the model c.cluster (corresponding to the
c.id). Having described the core component of the DMQL, the next section presents an
additional component of the GeoPKDD system that provides support to the last step of
the knowledge discovery process, the pattern interpretation.
4.1.6 Patterns interpretation and understanding
The GeoPKDD system aims at supporting the whole knowledge discovery process on
movement data. Previous sections introduce a number of language constructs and op-
erators that support some of the steps of the knowledge discovery process, such as data
pre-processing, interactive data mining, data and pattern manipulation. We have enriched
the GeoPKDD system with a new component [43] with the objective of interpreting the
discovered models along with the original movement data. This component exploits ap-
plication domain knowledge encoded in an ontology to infer a semantic interpretation of
the discovered patterns. Both trajectories and mined patterns are enriched with domain
information, thus allowing the explicit representation of meaningful patterns. The reason-
ing capabilities provided by the ontology permit the classification of both trajectory data
and extracted patterns as belonging to a specific domain concept. This is possible thanks
to the choice of a unique repository for both data, mined patterns and ontology, namely
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Oracle 11g with Semantic Technologies [52]. The classification of the patterns is per-
formed by the ontology inference engine on data and patterns stored in the database. For
example the concept of Tourist can be intentionally defined in the ontology formalism as a
trajectory/pattern traveling in the city from Accommodation Places to Touristic Places in
the city with a high frequency. Then, the reasoning engine computes a classification task
classifying each trajectory/pattern entity stored in the database into the appropriate ontol-
ogy class based on the concept definition. Thus, a tracked person having high frequency
of touristic movements is classified by the ontology reasoner as a Tourist. As a conse-
quence, trajectories and patterns may be annotated with a specific behavior according to
the ontology classification.
Figure 4.3: The extension of the architecture for the semantic Component
Figure 4.3 illustrates how the semantic component is integrated into the GeoPKDD
system. A file encoding the ontology is imported into the system through the ontology
importer that contextually maps database tables containing data and models into the cor-
respondent ontology concepts. Then, data and models are imported into the repository as
ontology instances. Once both data, pattern and the ontology schema are imported into the
object relational database, the reasoning engine provided by Semantic Technologies [52],
is run in order to infer which instances belong to which domain concepts For example,
we may discover that some patterns behave as a commuter, or that some trajectories are
typical home-work routinary movements. Using this component the GeoPKDD system is
extended giving to the user the possibility to run the reasoner and obtaining the semantic
tagging which enable in the language the statement SEM CONCEPT(obj).
To better understand the semantic enrichment process, consider an ontology describ-
ing the tourist context described above, where the main concepts about tourist locations
such as Museum, Monument, Hotel are represented, along with the users (semantic) tra-
jectories, represented in the ontology as the concepts of Trajectory, Stop and Move and the
relations between them (e.g. a Trajectory IsComposedOf Stop). Museum and Monument
classes have the is a relation with the TouristPlace and Hotel is a AccomodationPlace.
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Then, we can state that the class TouristTrajectory is a subclass of Trajectory defined by
an axiom defining a tourist trajectory as any trajectory stopping in an AccomodationPlace
(e.g. a hotel) and in a TouristPlace (e.g. a museum). The reasoning engine will then
be able to populate the TouristTrajectory class with all the trajectories instances actually
stopping, for example, at museums and hotels. Using the OWL syntax [17] here adopted
for the ontology representation, the TouristTrajectory class can defined by the following
axiom:
TouristTrajectory ≡(trajCompOfStop some (AccomodationP lace and
TouristP lace))
Figure 4.4: An example of ontology used by the semantic component
Where the relation some is the existential quantifier of the description logic in OWL
language [17] and the trajCompOfStop is a relation between the Trajectory and the Stop
classes indicating that the trajectory is composed of a number of stops. Then the reasoning
engine is executed to infer the new class of the trajectories. Therefore the query:
SELECT id, trajobj
FROM Trajectories t
WHERE SEM_CONCEPT(trajobj) = ’TouristTrajectory’
selects only the trajectories in the table which belong to the semantic concept of Tourist-
Trajectory. This feature gives the possibility to detach the competences of an analyst,
who is expert of the algorithms and methods, from the competences of a domain expert
who builds the ontology to express his knowledge.
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4.1.7 The Graphical User Interface
The Graphical User Interface presented is a simple prototype to easy experiment the
GeoPKDD system. The main feature is to run DMQL queries and show the results, both
in a tabular format and rendering them in a geo-spatial ad-hoc system. Figure 4.5 shows
the GeoPKDD gui.
Figure 4.5: The GeoPKDD system GUI
The components are the following:
1. DMQL text box: here the user can write the DMQL queries
2. Execution/Navigation commands: the first button on the left executes the query in
the textbox. The other buttons are used to navigate the visualized results.
3. The Visualization window: here data and models are graphically visualized.
4. The Layer manager: the visualization of a the result of a query becomes a layer
that can be selected (left button of the mouse), hidden (right button of the mouse)
or switched with another one. When a layer is selected, the content of the context
menu changes depending on the type of the layer.
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5. System menu: contains three submenus:(a) File: to close the system and other
system functionalities; (b) Tools contains a set of common tools of the system; (c)
Context menu: it depends on the type of layers currently selected.
6. The query history: when the check box Save queries in history in the toolbar is
enabled all the executed queries will be saved here for further execution.
Figure 4.6: The RawData window
On the execution of a DMQL query a new window will pop up: the RawData window.
This window shows the result of the query in raw format, and allows the user to select the
column he wants visualize. To do this the user must select the column and choose in the
Visualize menu the type of rendering such as moving object.
The Gui provides also a set of tools to represent/manipulate the results of the DMQL
queries, the starting point is the rendering of the data and model types integrated in the
system. From them, other tools can be applied:
Partition of a layer : it divides a single layer into a set of new layers dividing it accord-
ing to the a value of a field of the original query. The new layers will be rendered
using a color scale. For example, consider the following query:
SELECT r.id1, r.id2, t.id, t.trajobj
FROM Trajectories t, TrajClusterRelation r
WHERE t.id = r.id1
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The layer obtained visualizes all the trajectories contained in the result, then Par-
titioning the layer using the information contained in the second column id2, we
obtain a new layer for each distinct id2 value.
Time filtering : the user visually selects a period of time, the result is the projection of
a layer in that period. The system realizes this operation materializing the corre-
sponding period object and intersects it with the original data of the layer selected
using the DMQL language.
Flow visualization : this is an enriched way of visualizing a set of regions which have
also a direction assigned to them as a field in the original query used to visualize
the geometries. In this case the geometries are filled by an icon and a background
color representing the direction.
Bounding box : using this tool a new region which includes all the objects of the layer
is created. The region can be created as a grid where the user specifies the number
of cells.
The important aspect of the GUI presented is the duality. Indeed, it offers the possibility
of execute DMQL queries and a set of predefined tools to manipulate results. The tools
available in the Gui provide a predefined set of functionalities that an analyst can exploit
for the discovery process.
4.2 Extending the System
The system has been designed as a plug-in environment which allows simple extensions
adding new data types, model types and algorithms. A new data or model type can be
introduced by (i) adding a corresponding new type on the database to represent the new
object, and (ii) to extend the translation Library of the database manager to allow the
system to read and store it. The new data type will be accessible from the system as
a generic data or model. It is important to notice that only the algorithms using these
newly introduced data or model types are affected, while the rest of he system remains
unchanged. Orthogonally, the system can be extended by new algorithms. The plug-in
interface to be used for this purpose depends on the library in which the algorithm will be
used (Data Construction, Model Constructor, Transformation or Relation) and the type of
data and/or models it will use. An important point here is that the language does not need
to be extended with new statements or keywords. Indeed, the parser and the algorithm
manager automatically adapt to the new operator.
In the following we present an example of extension to the system, consisting of
adding a new algorithm and a new model type used to represent its output, presenting two
cases: a preprocessing algorithm called K-Best map matching and a new transformation
to build a predictor for next trajectory location. These two algorithms are part of the
contribution of this thesis.
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4.2.1 K-Best Map Matching
The fast development and diffusion of localization devices in the last decade led to the
collection of large amounts of mobility data that describe the movements of vehicles or
individuals during their activity. That holds, in particular, for vehicles that move in urban
contexts, where a major issue is to convert these data in useful knowledge about traffic to
support the decision activity of mobility managers.
From a practical viewpoint, analyzing traffic is a problem that should mostly focus
on the streets and paths crossed by vehicles, more than looking for similar or frequent
movement in an abstract geometrical sense: indeed, points that are geometrically close
but lay on two different road segments that are badly connected, actually represent two
very different locations. This kind of reasoning motivates the need for mapping points
and trajectories on a street network, taking into consideration the physical constraints it
involves.
Motivations
Since the first diffusion of the GPS (Global Positioning System) technology for commer-
cial purposes, it was clear that the simple positioning in space was not enough for specific
applications, such as personal navigator assistance (PNA). The aim of these applications
is to guide the user on a map. For this reason a translation from the raw points obtained
from the device — expressed in latitude and longitude — to a map object is needed. This
operation is called map matching and needs to take into consideration the errors that are
in raw data. The accuracy of the raw points is represented by the space distribution of
the errors which generally follows a Gaussian distribution. Not considering these errors
can lead to misplacing the user through a wrong matching with map objects, thus yielding
only useless information.
Definition 8 (Geometric Map Matching) Consider a set of timestamps T = {0, 1, . . . , t}
and a function P¯r = (latitude, longitude) which describes the real position of a user at
time r ∈ T . Then, given a set of georeferenced map objects O = {o1, . . . , on}, a Map
Matching function is defined as follows: F (P¯r)→ oj where oj ∈ O.
The approaches to geometric map matching can be divided into three main classes of
increasing complexity [10]: Point-to-point, Point-to-curve, and Curve-to-curve, depend-
ing on the geometric entities handled (points and/or curves).
Another issue for the map matching is the sampling rate of data. In case of a low
sampling rate we can apply the previous methods to find the nearest map objects, but if
our objective is to reconstruct the entire trajectory of a user, what we have at this point
is only a sort of disconnected trace along the map, and there are large periods of time
where the position of the user in space is unknown. For this reason usually a recostrucion
algorithm is used after the previous methods to fill these gaps. The most used is the Best
match reconstruction:
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Figure 4.7: Sample reconstruction from single arcs matched (left), to best match recon-
struction (center) and to k best matches reconstruction (right)
Definition 9 (BestMatch) Let M be a street map, composed of a set of nodes M.nodes,
a set of oriented segments M.segments ⊆M.nodes×M.nodes, and a cost function that
associates each segment with a real value M.cost : M.segments → R. Then, given a
sequence of segments S = 〈s1, . . . , sn〉, the match set of S over M is defined as follows:
and the best match of S over M is: BestM (S,M) = arg minS′∈MSet(S,M)Cost(S ′,M)
MSet(S,M) = {S ′ = 〈s′1, . . . , s′m〉 | S v S ′∧
s′1 = s1 ∧ s′m = sn∧
∀i | 1 ≤ i < m, M.adjacent(s′i, s′i+1)}
where Cost(S ′,M) =
∑
s′∈S′ M.cost(s
′).
where v is the containment operator between two sequences defined as S v S ′ =
true iff all the items in S are in S ′ and they are in the same order, allowing the presence
of other items in between them.
The main drawback of this kind of solution is that a single choice has to be made, even
when multiple alternatives with similar costs exist. Moreover, the assumption that the path
followed should minimize the total cost, though reasonable in general, in real cases can
be violated in situations where other external factors play a role, leading to prefer paths
that are not minimal. In these situations the single optimal choice used in standard routing
problems can be too rigid, and some more flexible solutions can be devised.
The Proposed Method
In this work, originally published in [42], we propose to introduce some (variable, user-
defined) level of flexibility, by extending the choice to a user-defined number of alternative
solutions. In particular, we suggest to select the top k alternative paths that minimize the
cost.
The main problem, therefore, becomes to reconstruct the overall route that passes
through the known segments. Following the same ideas at the basis of standard routing
methods, we can consider it as an optimization problem that, given some cost for each
street traversed (e.g., its length or the expected time needed to cross it), tries to find the
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path that (i) visits all the segments in S in the same order, and (ii) minimizes the total
cost. Formally, we have the following definition.
Definition 10 (k-BestMatch) Given a sequence of segments S = 〈s1, . . . , sn〉, a street
map M and a positive integer k, the k-best matches of S over M is defined as follows:
k−BestM (S,M) = S∗ ⊆ MSet(S,M) s.t.
|S∗| = min{k, |MSet(S,M)|}∧
∀SI∀SO | SI ∈ S∗, SO ∈ MSet(S,M) \ S∗,
Cost(SI ,M) ≤ Cost(SO,M)
Similarly, the stepwise k-best matches of S over M is:
k−BestM ∗(S,M) = {S ′ = 〈s1, s1,2, s2, s2,3, s3, . . . , sn〉|
∀i | 1 ≤ i < n, 〈si, si,i+1, si+1〉 ∈
k−BestM (〈si, si+1〉,M)}
where each si,i+1 represents a (sub)sequence of segments.
The stepwise k-best matches move the search for k optimal solutions from the global
context of the overall trajectory to the local context of each single gap between con-
secutive trajectory segments. The main reason for devising such kind of solution is the
potentially high cost of computing the k−BestM set. Simply combining the locally op-
timal solutions found at each gap strongly reduces the complexity of the problem, es-
pecially for long trajectories, since otherwise a set of combinations of exponential size
w.r.t. the number of original trajectory segments should be checked. While in principle
k−BestM ∗(S,M) contains the same number of combinations, in practice it can be im-
plicitly (or intensionally) stored and handled in linear space and time, provided that the
operations defined over k−BestM ∗(S,M) allow that.
An example of trajectory reconstruction through BestM and k−BestM ∗ is shown in
Figure 4.7: on the left side is the trajectory after the point-to-street mapping step, and is
composed only by several disconnected segments; in the center is the result of the best
match reconstruction; finally, on the right side is the result obtained using the step-wise k-
best matches reconstruction. As we can see, the k-best matches approach covers a larger
part of the street graph, especially where the original pairs of segments to be connected
are far from each other (e.g., it is the case of the lower-right group of segments obtained
in Figure 4.7(right)) or they are located in an area dense of streets (e.g., upper-right area
in the same figure). Colors in the figure represent the frequency of each segment in the
reconstructed (set of) trajectories.
In the GeoPKDD system this means to construct, from a set of observations, a table of
trajectories defined as: < trajid, k− id,Movingpoint > where the two ids represent the
id of the trajectories and the id of the solution for each original trajectory. This algorithm
has been integrated into the system as a new construction operator. No new data type
needs to be added. The correspondenent query is:
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CREATE DATA K-MobilityData BUILDING K-MOVING_POINTS
FROM (SELECT userid,lon,lat,datetime
FROM MobilityRawData
ORDER BY userid,datetime)
SET K-MOVING_POINTS.K = 5 AND
K-MOVING_POINTS.MAP = ’StreetMapFile.wkt’
The parameters specify the K values used in the algorithm and the name of the file
which will be read to get the map.
4.2.2 Next Location Predictor
The pervasiveness of ubiquitous technologies guarantees that there will be an increasing
availability of large amounts of data pertaining to individual trajectories, with increasing
localization precision. The knowledge about the mobile objects positions fosters location-
based services and applications, which need to know the approximate position of a mobile
user in order to provide their functionality. Examples of such services are navigational
service, traffic management and location-based advertising. In a typical scenario, a mov-
ing object periodically informs the positioning framework of its current location. Due to
the unreliable nature of mobile devices or limitations of the positioning systems, the loca-
tion of a mobile object is often unknown for a long period of time. In such case, a method
to predict the possible next location of a moving object is required in order to anticipate
or pre-fetch possible services in the net location.
Related Work
In literature, there exist different works addressing the problem of predicting future lo-
cations. Most of them use a model based on frequent patterns and association rules and
define a trajectory as an ordered sequence of locations, where the time is used as time-
stamp [45, 46, 70, 28]. Moreover, some of these approaches try to predict the next location
of a moving object by using the movements of all moving objects in a database [45, 46],
while others base the prediction only on the movement history of the object itself [70, 28]
or using frequent patterns such as in [15].
The Proposed Method
The goal of the prediction method WhereNext, given a database of trajectories D, is to
construct a predictive model WND using the set of T-patterns extracted by D; then given
a new trajectory T use WND to predict the next location of T .
WhereNext is composed by several steps: first of all, we select the set of interesting
trajectories, namely those crossing a specific area and a specific temporal window defined
by a spatio-temporal query. In the second step, the Trajectory Pattern mining algorithm
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is applied to the selected trajectories and a set of T-patterns is extracted with respect to a
temporal threshold τ and a minimum support σ. Different settings of the two parameters
τ and σ return different collection of T-patterns. In order to choose the best T-pattern
collection among the extracted ones their predictive power is measured according to an
evaluation function defined in [44]. Then, the selected collection of extracted T-Patterns
is used to build the predictive model. In the following we describe these steps in detail.
Creating the predictive model
The objective of this extension is to integrate in the system a new algorithm for the aggre-
gation of T-Patterns: given a set of T-Patterns TP = {tp1, . . . , tpm} we want to obtain a
TPtree representing a prefix-tree of the set, as originally introduced in [44]. For the sake of
presentation, here we represent a T-Pattern as a sequence of pairs < interval, region >.
Specifically, given the sequence 〈i0, r0〉, . . . , 〈in, rn〉 we denote by ik the interval of time
to reach the region rk from rk−1. In this representation, the first interval i1 is fictitious and
equal to [0,∞]. Summarization for T-Patterns is defined as follows:
Definition 11 (T-Pattern Prefix) Let TP1 and TP2 be two T-patterns such that TP1 =
R0
α1−→ R1 α2−→ . . . αn−→ Rn and TP2 = R0 β1−→ R1 β2−→ . . . βk−→ Rk. TP2 is a prefix of
TP1 if and only if k ≤ n and ∀i = 1, . . . , k αi is included in βi.
The algorithm starts with an empty tree and for each element in TP finds the longest
prefix among the paths of the tree, then appends a branch which represents the rest of the
T-Pattern to the matching path. In the GeoPKDD system this algorithm becomes a MM-
Transformation according to the theoretical framework presented, in fact it takes as input
a set of models and produces a new model called T-Pattern tree. An example of T-pattern
tree built on a set of T-patterns is presented; consider the following set of T-Patterns:
Example 1 <(),C> <(15,20),B> supp:20 <(),C> <(10,12),D> supp:35
<(),A> <(4,20),A> supp:26 <(),A> <(8,17),C> supp:21
<(),A> <(9,12),C> <(10,12),D> supp:21 <(),F> <(2,51),D> supp:37
<(),A> <(9,12),B> <(10,56),E> supp:21 <(),A> <(9,15),B> supp:31
<(),A> <(9,12),C> <(15,20),B> supp:10 <(),B> <(8,70),E> supp:28
where, capital letters represent different regions.
Fig.4.8 shows the corresponding T-pattern Tree. Notice that a path may group several
T-patterns. For instance the following path of the T-pattern Tree:
(Root, 〈4, A, 31〉, t),
(〈4, A, 31〉, 〈9, B, 31〉, [9, 15]),
(〈9, B, 31〉, 〈10, E, 21〉, [10, 56])
represents both the T-patterns:
<(),A> <(9,15),B> supp:31 <(),A> <(9,12),B> <(10,56),E> supp:21
4.2. EXTENDING THE SYSTEM 51
Figure 4.8: The T-Pattern tree
The new T-Pattern tree type is defined as a set of nodes TPtree = {n1, . . . , nk} where
each nj contains entries of the form〈id, region, support, E〉, except the root, which is
Root(TPtree) = r0, where:
1. id is the identifier of the node
2. region represents a region of a T-pattern
3. support is the support of the T-pattern represented by the path from the root to this
node
4. E = {e1, . . . , em} is a set of edges representing the child nodes. Each er =<
idr, ir >indicates the id of the child node and the interval of time which links the
two nodes.
The root is a special node which contains only the children set where the time interval
is the fictitious one described above. The process of creation becomes in the GeoPKDD
system a new transformation operator. The corresponding DMQL query is:
CREATE TRANSFORMATION TPatternTree USING TPATTERN_TREE
FROM (Select p.id, p.TpatternObj FROM PatternTable p)
Location Prediction
Having the T-Pattern tree it is possible to use this new model to predict the next locations
for a given moving object. The main idea behind prediction is to find the best path on the
tree, namely the best T-pattern, that matches the given trajectory. Hence, for a given tra-
jectory we compute the best matching score among all admissible paths of the T-pattern
Tree. The children of the best node that produces a prediction are selected as next possible
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(a) (b) (c)
Figure 4.9: The three possible cases during the punctual score computation.
locations. Preliminary step for computing the score of a whole path is to compute a local
score for each node of this path: we call it punctual score.
Punctual Score
The punctual score pScorer indicates the goodness of a node w.r.t. a trajectory. It is
aimed at measuring the grade of reachability of a node r by a trajectory t that has already
reached the parent node r-1. Considering the moving object that follows the trajectory t,we
introduce the notation of WhereNextr−1 to identify a spatio-temporal window where the
moving object will be after the time interval specified in the edge towards r. For example,
the Fig.4.9 the segment [begin,end] is the WhereNextr−1 while [nextbegin, nextend]
identifies the WhereNextr. We then define the punctual score of r according the spatio-
temporal distance between WhereNextr−1 and the spatial region of the node r specified
by the following three different possible cases:
Case a : the WhereNextr−1 intersects the region of the node r. This is the optimal case
and the punctual score is equal to the support value of the node. Fig.4.9(a)
Case b : the WhereNextr−1 enlarged by temporal tolerance tht intersects the region of
the node r. In this case, the punctual score is the support value of the node divided by
the minimum time distance between the intersection point with region. Fig.4.9(b).
Case c : the WhereNextr−1 enlarged by temporal tolerance tht does not intersect the
region of the node r. In this case the punctual score is the support value of the
node divided by the weighted sum of the spatial and temporal distances between
the region and the nearest neighbor point of the enlarged window. Fig.4.9(c)
Here tht is a parameter which defines the tolerance for the time window during the
process. If WhereNextr does not exist as the trajectory ended, the punctual score is not
defined.
Path Score
The overall score of a path is based on the value of the punctual score for each node of
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the path and we studied three different functions:
Definition 12 (Score functions) Given a trajectory tr, a path P = [p1, ..., pn] and a
punctual score pScorek defined on each pk ∈ P , we define:
• avgScore(tr,P ) =
∑n
1 pScorek
n
• sumScore(tr,P ) =
∑n
1 pScorek
• maxScore(tr,P ) = Max{pScore1, ..., pScoren}
Each method produces a different behavior in term of prediction. The avgScore is
the natural measure, which tries to generalize the concept of similarity as average dis-
tance between the trajectory and each node. The sumScore, is based on the concept
of depth, i.e. privileges the longest path that matches the trajectory. The maxScore is
optimistic: if a trajectory has a good match with a node, this has priority on the other ones.
Prediction
The prediction algorithm uses a set of input parameters described below:
time tolerance (tht) : represents the tolerance to enlarge the WhereNext window in
Fig.4.9(b) and Fig.4.9(c).
space tolerance (ths) : represents the admissible spatial distance between trajectory and
the region. If the distance is greater than this tolerance the punctual score is 0
considering the trajectory too far away from the region to be considered acceptable.
score threshold (thscore) : If the best prediction score is lower than this value, the algo-
rithm does not return any prediction.
aggregation function (thagg) : the type of aggregation we want to use to compute the
score (Def.12).
Given a trajectory t and a T-pattern Tree PT , the location prediction algorithm com-
putes the path score for each path of the PT relatively to t according the selected ag-
gregation function. When a punctual score is not available, this node is a candidate next
location prediction with score equal to the path score from root to its parent node. When
the tree visit is finished, the best match is computed by selecting among the candidates the
ones with the best score. The region associated to the candidates is returned as the predic-
tion. Notice that there might be several predictions with the same score corresponding to
all children of the last node of the path with the best score. In the GeoPKDD system all
this process of prediction becomes the entail relation operator of the T-Pattern tree. For
this reason we add other information to the tree in order to store the parameters to be used
during the prediction using the SET clause:
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CREATE TRANSFORMATION PredictionTree USING TPATTERN_TREE
FROM (SELECT p.id, p.TpatternObj FROM PatternTable p)
SET T-PATTERN_TREE.th_t = 0.1 AND
T-PATTERN_TREE.th_s = 0.1 AND
T-PATTERN_TREE.th_score = .85 AND
T-PATTERN_TREE.th_agg = ’AVG’
The result is a table in M − World containing only a row which is the T-Pattern tree.
The T-Pattern tree can be used as predictor generating a new table by using the following
transformation operator:
CREATE TRANSFORMATION nodes USING DECOMPOSE
FROM (SELECT pt.id, pt.obj
FROM PredictionTree pt)
The tree is decomposed into single nodes representing the possible predictions. Then with
the entailment query:
CREATE RELATION predictions USING ENTAIL
FROM (SELECT t.id, t.trajobj, pt.id, pt.obj
FROM Trajectories t, PredictionTree pt)
we obtain a set of ids pairs indicating for every trajectory which is the predicted location.
The id of the node n in the T-Pattern represents the region predicted.
Chapter 5
A Case Study in a Urban Mobility
Scenario
In this chapter we summarize a set of experiments performed on a real world case study,
that demonstrates the capabilities of the GeoPKDD system and how this can be exploited
to extract useful knowledge from raw mobility data. It is also worth noticing that the
system is self-contained, and no external tools were used in order to achieve the results in
this thesis.
5.1 Analysis Context and Requirements
The analysis capabilities of the GeoPKDD system have been applied to a massive real
life GPS dataset, obtained from 17,000 vehicles with on-board GPS receivers under a
specific car insurance contract, tracked during one week of ordinary mobile activity in the
urban area of the city of Milan; the dataset contains more than 2 million observations. By
applying our mobility data mining methods to this dataset, we developed a set of novel
analytical services for mobility analysis and traffic management, designed and validated
in collaboration with Milan Mobility Agency:
1. The analysis of the movements of the people in the city.
2. The automated construction of origin/destination matrices from mobility data in
a timely, reliable and objective manner, overcoming the limitations of the current
survey-based approach. The O/D matrix is a popular tool of transportation engi-
neering, describing users’ flows between any pairs of certain geographic areas des-
ignated as possible origins and destinations of users’ trips; the current practice for
estimating O/D flows is through data collected by periodic surveys (every 5 years
in Milan, sometimes enriched with road sensor data), with obvious limitations due
to high costs of interviews, poor data quality and rapid obsolescence.
3. Providing insights about how the flow is distributed along the paths over the road
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network; e.g., describing the main itineraries towards a specific destination, such as
a crucial points of interest.
4. The detailed analysis and interpretation of systematic movement behaviors, i.e., the
movements that repeat periodically during the week, with particular emphasis to
home-to-work and work-to-home commuting patterns.
The novelty of this approach w.r.t. current practice is twofold: the use of real mobility data
vs. survey data, and the discovery of emergent patterns and models vs. the application of
preconceived traffic models from transportation engineering and operations research.
5.2 Vehicular Mobility Data vs. People Movement Infor-
mation
The set of raw points is imported in the database and used by the GeoPKDD system to
construct the trajectories using two parameters for data cleaning: the max time gap equal
to 30 minutes and the max speed equal to 200 km/h. The resulting set of trajectories is
composed by more than 200,000 trajectories. A sample of them are shown in Fig.5.1
obtained by the following query:
CREATE DATA MobilityData BUILDING MOVING_POINTS
FROM (SELECT userid,lon,lat,datetime
FROM MobilityRawData
ORDER BY userid,datetime)
SET MOVING_POINT.MAX_TIME_GAP = 1800 (Seconds) AND
MOVING_POINT.MAX_SPEED = 200 (Km/h)
An important aspect to be considered in this experiment is that both the sample popula-
tion and the data collection method are different from those used by the Mobility Agency.
First, the GPS dataset covers only vehicular movements, whereas surveys include all
transportation means, including pedestrians. Second, the automatic collection procedure
applied for GPS data ensures that all movements are correctly captured, whereas surveys
leave space to omissions or distortions. Finally, GPS data provides no explicit semantic
information about the purpose of movements, the final destination, and profiling of the
citizens involved, whereas surveys explicitly collect them. Significant differences hold
also for the mere size of the sample: ca. 17.000 vehicles for the GPS dataset, against ca.
45.000 vehicles and ca. 210.000 physical persons covered by surveys – although the num-
ber of GPS-equipped cars is continuously increasing. Concerning the periodicity of the
sample, the difference is striking: near real time for GPS tracks vs years for the surveys.
In order to assess the coherence and statistical significance of the GPS dataset against
survey data, the former was used to recompute a set of statistics published in the most
recent periodic mobility report in Milan, which was based on survey data collected from
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Figure 5.1: The reconstructed trajectories of Milan dataset
2005 and 2006. The results achieved confirmed the validity of GPS data, and more im-
portantly showed that these data contain information about occasional mobility, which is
known not to be covered by survey data.
Movement distribution: using the preprocessing primitives integrated in the system, the
input dataset of trajectories was reduced to a set of trajectory segments, that describe
the movement between two subsequent stops. Then, the movements of each day of the
week were analyzed and the number of vehicles on the move at each hour of the day was
counted. The result is shown in Figure 5.2(right), together with the corresponding results
obtained by the Mobility Agency on the representative day described by the 2005-2006
survey (Figure 5.2(left)).
The result is obtained creating a set of periods HoursTable which correspond to the
hours of the days and using a relation operator intersect on the trajectories:
CREATE RELATION Mobility_in_hours USING INTERSECT
FROM (SELECT * FROM MobilityData t, HoursTable h)
@
SELECT mh.id2, count(*)
FROM Mobility_in_hours mh
GROUP BY mh.id2
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Figure 5.2: Movement distribution of the representative day by hour, based on surveys
(left) and on GPS data (right) and the distribution on the GPS data in the whole week
(bottom)
The two distributions match significantly, especially considering Fig.5.2(bottom) for
the days from the second to the fifth one of the week, that actually represent regular
working days, from Monday to Thursday. The following day was Easter Friday, which
explains the significant difference in the shape of the distribution w.r.t. previous days.
Within working days, the most relevant difference deviation from the survey data is a
slight overestimation provided by our analysis in the central and (to a minor extent) the
later part of the day. Actually, the assessment with the Mobility Agency revealed not only
that the results are coherent, but also that the survey distribution were known to underes-
timate the movements where the mismatch occurs. The explanation of this phenomenon
is that GPS data also capture non systematic movements, while survey data do not, as in-
terviewed people tend not to report their occasional mobility, such as going to the dentist
or visiting a friend. Also, GPS data contain mobile activity of people that do not live in
the greater metropolitan area, which is the subject of the survey.
People distribution: another statistics obtained from survey data is the distribution of
stay locations of people in fixed hours of the day, as reported in Figure 5.3(left) for the
time slot 11-12 a.m. A similar estimate was obtained on our mobility dataset, by (i) parti-
tioning the space by means of a regular grid (GridTable), and (ii) counting for each cell the
number of vehicles that were staying there (not moving) for some time interval between
11 and 12 a.m. The queries used in this case are:
CREATE TRANSFORMATION StartPoints USING BEGIN
FROM (SELECT * FROM MobilityData)
@
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Figure 5.3: Population distribution between 11 and 12 a.m., based on suveys (left) and on
GPS data (right)
CREATE TRANSFORMATION EndPoints USING END
FROM (SELECT * FROM MobilityData)
@
CREATE RELATION Start_in_grid USING CONTAINS
FROM (SELECT * FROM StartPoints, GridTable)
@
CREATE RELATION End_in_grid USING CONTAINS
FROM (SELECT * FROM EndPoints, GridTable)
@
SELECT *
FROM Start_in_grid s, End_in_grid e
SET s.id2 = e.id2 AND
split(s.id1,’_’,1) = split(e.id1,’_’,1) AND
split(s.id1,’_’,2) = split(e.id1,’_’,2)+1
obtaining the begins and the ends of trajectories which is then intersected with the
grid. These information are joined together where the trajectories have the same user end-
ing and then starting in the same cell. To obtain the users information a simple function
called split(value, separator, tokennumber) is used which separates the id into sepa-
rated sub-identifiers according to the compositional building of the id during the process
as described in subsection 4.1.5. Constraining the result for the selected period, such val-
ues were averaged over all (regular) working days available. Figure 5.3(right) shows the
results, plotting frequent spots in red, less frequent ones in green, and omitting infrequent
spots.
The two distributions match well in most parts of the map, including some particular
areas along main streets and some peripheral residential areas, thus confirming again
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Figure 5.4: Flows during the morning (left) and evening (right)
the coherence of results obtained respectively with survey and mobility data. The main
deviation is the city center, where a high density spot found by surveys was missed by
our data: that might be explained by considering the exceptional nature of the very center
of the city, since the density of residences is high and, at the same time, the access to
vehicles is strongly limited by capacity limits of streets and traffic control policies.
5.3 Analysis I: Movement in the city
The first requirement of the mobility manager is to understand how the people move in
a global scale. To perform this task we divide the city in small cells and for each one
we compute how the flow moves. Creating a grid on the trajectories we can intersect the
original dataset obtaining a larger set of segments:
CREATE TRANSFORMATION Mobility_Segments USING INTERSECT
FROM (SELECT * FROM MobilityData, GridTable)
This segments are represented in the system as new moving point and then it can extract
the starting point and the ending point of them. Using this information is easy to un-
derstand the directions of each segment. To obtain a understandable representation we
discretize the directions in the four cardinal directions and aggregate them for each cell
maintaining only the prevalent one. We perform this analysis dividing the original dataset
in two subset: the morning trajectories (from 5 to 12) and the afternoon trajectories (from
14 to 21) according to the two peeks discovered in the previous section. We use the vi-
sualization tool designed to render this kind of information in the system obtaining the
result shown in Fig.5.4.
This representation gives a very rich information to the mobility manager. In fact it’s
clear that in the morning the prevalent movement is from west to east and a big flow of
people who moves from north and south toward the center, but in the afternoon the flows
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Figure 5.5: Percentage distribution in the morning cells (left) and evening cells(right)
are reversed. The result can be improved taking into consideration the misclassification
rate in each the cells, in fact in a single cell the direction shown can be not so prevalent,
to consider this factor using the language we can compute the percentage of the people
who follow the same direction in the cells. In Fig.5.5 the distribution of this percentage
over the cells, and we select a threshold of 60% discarding all the cells with a percentage
lower than that. In both case the survived cells are over the 50% of the total.
Then the resulting filtered cells are shown in Fig.5.6 where it’s clear that a behavior
which is prevalent in the previous step now disappears: the flow in the west part of the
city now is not so prominent. This first analysis highlights the macroscopic flows of the
people in the city. In the next section we start with a more complex analysis called O/D
Matrix which provides information about how the people move between the district of the
city provided by the mobility agency.
5.4 Analysis II: O/D Matrix
A basic request of the Mobility Agency is to compute O/D Matrix statistics on a regular
basis. While so far the high cost of surveys forced the periodicity of analysis to at most one
every ca. 5 years, the GPS-based solution has the potential for providing such statistics at
a much higher frequency. Here we summarize the results obtained in this experiment.
5.4.1 Creating the Analysis Regions
Origin/Destination matrices are defined over a set of reference regions, or zones, that par-
tition the geographical space in areas among which the flow of traffic is analyzed. The set
of zones adopted so far by the Mobility Agency of Milan corresponds to administrative
districts, that partition the city and neighboring areas into 612 zones, as shown in Fig-
ure 5.7(left). However, from discussions with the Mobility Agency, it emerged that (i) the
actual level of detail adopted is excessive, and typical decisions are taken by reasoning on
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Figure 5.6: Significant flows during the morning (left) and evening (right)
larger areas; and (ii) despite that, the areas used in the analysis should be built by merging
existing zones, in order to make the results easily comparable with existing ones. For this
reason, a smaller set of 63 regions was extracted starting from original districts. Then,
for ease of computation, this set of regions has been approximated by means of grid cells,
as shown in Figure 5.7(right). Adjacent cells of the same color cover different pieces of
the same region. To create this approximation we use an importer provided by the sys-
tem which starts creating a discretization of the zones. Each zone is covered by a set of
cells resolving the conflicts of the shared borders between zones using an heuristic. Once
each zone is converted into set of cells, the importer groups them according to the passed
parameter which specifies the minimum allowed size (in cells) of a zone. At the end we
obtain a partition of the space in cells which realize an aggregation of the original zones
expressed. Moreover, since the GPS dataset available is limited to a rectangular area that
approximatively covers the city, an extra region was added (depicted in yellow), that cov-
ers the border of such area and then can help to identify the movements that arrive from
or go towards ”outside”. Notice that this region is a particular case both for its shape (a
rectangular ring) and for the fact that it intersects other regions. Each cell is represented
as a row of a table, containing a spatial attribute that describes its shape, and the ID of the
region it belongs to.
5.4.2 Standard O/D Matrix
By querying the table containing the trajectory dataset, we can extract the origin and
destination point of each movement (reusing the result obtained in the previous analysis),
which can be associated to the corresponding zone by a spatial join with the zones table.
The result is that each trajectory is represented by an origin-destination pair of zones.
Therefore, we can compute the traffic flow between zones as a simple count aggregation,
that associates to each origin-destination pair its frequency.
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Figure 5.7: Original districts (left) and aggregated/approximated zones (right)
Figure 5.8 shows an extract of the O/D matrix obtained by considering movements
from Monday to Thursday, sorted by frequency. We can notice that most of the top en-
tries of the table describe pairs where the origin and the destination coincide, which was
expected, since a large part of the traffic is local to a region, especially in the city center.
The first examples that deviate from that involve region 0, corresponding to the rectan-
gular ring introduced to delimit the border of our trajectory dataset. That means that a
large part of the traffic originates from or is directed to outside the city, as in the case of
commuters.
An easier to interpret representation of the O/D matrix can be obtained by simple ag-
gregation and visualization means, for instance to analyze the distribution of destinations
or origins (i.e., how many movements originated from each region, or how many move-
ments were directed to it), possibly focusing on movements that start or end in specific
areas of the city.
Figure 5.9 provides two examples of this kind of analysis, both focused on the special
border region introduced in the preprocessing phase. In the first case (Figure 5.9(left))
the movements that originated from the border are considered, and each region in the
city is colored based on the fraction of such traffic that is directed there; in the second
case (Figure 5.9(right)) the complementary analysis was performed, computing for each
region the fraction of traffic that originated from there and was directed to the border.
In both pictures, red, green and blue tones respectively represent high-, medium- and
low-frequency areas.
Figure 5.9(left) shows that the very center of the city is a high-frequency destination
for traffic that comes from outside. Also other red spots can be found in the picture,
along the northern side of the border region. However, in this case the phenomenon
can be attributed to the closeness of such regions to the border and to the presence of a
branch of the external ring road of the city (the tangenziale) that is often used also as
passageway between areas outside Milano. Indeed, since our dataset has been cut around
the border region, movements that originate from outside the border, then cross the city
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Figure 5.8: Tabular excerpt of the O/D matrix
area without stopping and finally return outside, appear as movements that start and end
at some regions on the border, thus artificially increasing their frequency. Comparing the
two pictures in Figure 5.9, we can see that the incoming and the outcoming traffic have a
very similar distribution. This symmetry suggests that each incoming trip is matched with
a corresponding outgoing one that starts exactly from the same region where the former
ended, i.e., in the time period between them there are not significant movements local to
the city center. This is a typical behavior for commuters (e.g., to/from the periphery of
the city) that move towards the working site in the morning and come back home in the
evening.
5.4.3 Asymmetric O/D Matrix
As opposed to standard survey-based O/D matrix methods, the process adopted in this
work did not rely on a fixed and predefined set of regions (e.g., the fixed districts used
by the Mobility Agency). Indeed, the whole analysis can be flexibly and very easily
replicated on new regions defined by any criteria. In addition, it is also possible to have a
set of origins that does not coincide with the set of destinations, if the way they are defined
requires that. In this section we investigate one possibility in this direction, where origins
are defined exactly as the regions adopted in the previous sections, while destinations are
regions that cover the parking lots in Milan. More exactly, the analysis started from a
directory of all parking lots of the city, each of them geo-referenced by the latitude and
longitude of its center; then, a square region of size 100m x 100m was built around each
center, in order to approximate the extension of the corresponding parking lot. On the base
of this new set of origins and destinations, an O/D matrix was constructed by following
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Figure 5.9: (left) Frequent destinations of traffic that comes from outside, and (right)
frequent origins of traffic directed to outside
Figure 5.10: Trajectories and density of origins for traffic directed to two parking lots:
(left) n. 114, in the city center, and (right) n. 317, close to Linate airport
the same process described above, yielding an asymmetric matrix, whose cells count the
number of movements that started from a specific region and ended in a specific parking
lot. This can be useful to better understand how this resource of the urban mobility is
used, and how that is related to the provenance of the vehicles. Similarly to the analysis
performed in the previous section, Figure 5.10 shows the visualization of two slices of
the O/D matrix computed, with the difference that now the single destinations on which
the analysis is focused are two parking lots: one located in the center (upper pictures),
and one along the eastern border of the city, close to the Linate airport (lower pictures).
The pictures on the left show the set of trajectories that end at the selected parking lots,
obtained by a simple spatial join between their corresponding tables, and a selection over
the chosen car park. We can notice that in both cases the trajectories cover a significant
part of the urban area, but the parking lot at the airport apparently involves a denser set of
trajectories which is more chaotically distributed and which frequently passes along the
city ring road.
The pictures on the right of Figure 5.10 follow the same graphical conventions of the
previous section, and provide a clearer view of where the traffic directed to the parking
lots comes from. In the case of the parking lot in the city center, the highest frequencies
occur in the same zone the park belongs to, and (to a lower degree) in the neighboring
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zones around it in all directions. An high frequency is also located at three corners of the
area (north-west, north-east and south-east) corresponding to the three main accesses to
the tangenziale and then to the city itself. Finally, as a general feature we discovered that
the car parks located in the center of the city are used by our vehicles relatively seldom,
and therefore several zones do not generate any traffic directed to the selected park.
The parking lot on the eastern border was chosen for its frequent usage in our dataset,
as confirmed by the denser set of trajectories (Figure 5.10, lower left) and the larger
number of non-empty zones (Figure 5.10, lower right). The right picture shows that the
most frequent origin zones are located along a virtual line that connects the center to the
park, immediately followed (in order of frequency) by the same three corners of the city
mentioned in the previous example – especially the north-eastern one.
Figure 5.11: T-patterns to park n. 317
5.5 Analysis III: Itineraries
The analysis tools integrated in the GeoPKDD system allow to analyze the traffic directed
to a destination in more detail, taking into account the actual routes followed by all vehi-
cles to reach the destination. In particular, we selected all trajectories that ended in one
of the parking lots considered above – more precisely, the one close to the Linate airport
(stored in MobilityDataLinate)– and extracted a set of frequent T-Patterns that describe
their most common routes with timings. Figure 5.11 shows an overall view of all the
T-patterns obtained with a minimum support threshold set to 18% and time tolerance set
to 1 minute using the following query:
CREATE MODELS PatternsTable USING T-PATTERN
FROM (Select t.id, t.trajobj from MobilityDataLinate t)
SET T-PATTERN.support = .18 AND
T-PATTERN.time = 60 (seconds)
It is clear that the most frequent routes to the parking lot follow the eastern side of the
tangenziale. That is even clearer on Figure 5.12, where four most significant patterns are
selected and shown in detail, together with the corresponding timings.
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Figure 5.12: A selection of T-Patterns to park n.317
The starting region of each T-pattern has a black border around it, and consecutive
regions in a T-pattern are connected through a line. Beside the visualization of each
T-pattern is reported the list of typical transition times between consecutive regions, in
the format step number min time max time. For instance, the upper left picture of Fig-
ure 5.12(upper right) describes a T-pattern composed of four regions, and therefore three
transitions. The first block of transition times is composed of interval [37.45, 37.89]
(around half a minute) for the first transition (step number equal to 0), [35.12, 55.67]
(from half to one minute) for the second one, and [125, 125.16] (around two minutes) for
the last one.
To get all the trajectories which entails these particular patterns we can use the entail
operator:
CREATE RELATION TPatternEntailments USING ENTAILS
FROM (SELECT *
FROM MobilityDataLinate t, PatternsTable p)
A further step is to find the common global behaviors from the subset of trajectories
belonging to the same pattern, i.e. pattern with id = 26, applying an Optics algorithm
using the common route distance:
CREATE MODEL ClustersFromTPattern26 USING OPTICS
FROM (SELECT *
FROM MobilityDataLinate t, TPatternEntailments e
WHERE e.id1 = t.id AND
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e.id2 = 26)
SET OPTICS.DISTANCE_METHOD = Route_Similarity AND
OPTICS.EPS = 0.02 AND
OPTICS.NPOINTS = 10
The result is a set of clusters which represent the different groups of people which
follow the selected pattern. This is a clear example of iterative querying of the system
refining the knowledge discovered through different data mining algorithms.
Comparing to the analysis performed in the previous sections show that although there
is a significant traffic from the city center to the selected parking lot, no corresponding
T-pattern was found at this point. The fact is, the frequency of any pattern involving the
center has a relatively low support, and therefore is masked by the very high-frequency
T-patterns that exist along the tangenziale. A simple workaround to the problem consists
in exploiting the DMQL to further restrict the set of trajectories to consider, by focusing
only on those that start from a given set of regions located in the city center. The result
is shown in Figure 5.13, where the set of selected regions of origin of the trajectories is
painted in grey.
Figure 5.13: T-patterns from center to park n. 317
As in the previous example, details for the most significant patterns are provided in
Figure 5.14. In particular, we can see a single pattern that traverses the path that directly
connects the very center with the parking lot (Figure 5.14, left), one that starts from
the western border of the city center (Figure 5.14, center) and, finally, another one which
describes movements that, although originated in the center, followed a longer route along
the lower segment of the eastern tangenziale – that might be a faster route in particular
hours and traffic conditions, since it avoids the slow traffic of the center (Figure 5.14,
right).
5.6 Analysis IV: systematic movements
The objective of this new analysis task is to compute and analyze the systematic move-
ments contained in the dataset. A systematic movement has been defined by the Mobility
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Figure 5.14: Selected T-patterns from centre to park n. 317
Agency as a frequent movement between two stops, in the user’s history. As a matter of
detail, we distinguished between stops and regions of interests: the first represents the ac-
tual information about the trajectory suspension of movement, identified by a timestamp
and a location, whilst the latter represents the geographic location where the stop happens.
Given the systematic movements, we exploited the Semantic Component to define the
Home-Work behavior. Home-work movements have been defined by the domain expert
as trajectories starting with a systematic movement from a frequent starting point (the
home location) ending in a long stop, possibly followed by other movements and ending
again at the home location. We indicate as home a frequent begin of a user trajectory, as
long stop a stop that lasts at least 3 hours and as frequent move a move with frequency
support at least 3. Since the Home-work movement must finish in the home region, this
behavior captures the routine movements of people going to work, possibly moving again
for job reasons or for shopping, and then finally going back home. This definition has been
formally represented within the ontology as an axiom. The ontology fragment related to
the Home-Work concept is depicted in Figure 5.15.
Here, the main concepts are Trajectory, its semantic components Stop and Move, the
SystematicMove representing the computed frequent moves, and the Region Of Interest
(ROI) representing the geographical regions where a stop may happen. In turn, the Stop
class has three subclasses representing the stop duration (short, medium, long), the Sys-
tematicMove has one subclass representing all frequent moves which starts from a home
location (SystematicMoveHome). A home has been defined as a ROI where a user tra-
jectory frequently begins. Eventually, the Home-Work concept is a subclass of Trajectory
satisfying the definition axiom. More formally, the Home-Work concept is defined by the
following OWL [17] axiom.
Home-Work ≡ (trajBelongsToSMove some (SystematicMoveHome and
(fpToStop some LongStop))) and (trajCompOfMove some
(toStop some (stopIsAtROI some Home)))
This means that each trajectory belonging to a frequent move starting from a home
location , ending in a long Stop, and having a last move coming back to the home location
is classified, by the reasoning engine, as a Home-Work trajectory.
Figure 5.15(right) shows two examples where two vehicles were selected, and all tra-
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Figure 5.15: Fragment of the Mobility Ontology related to Home-Work defined concept
(left) and sample Home-Work locations and movements (right)
Figure 5.16: Movement distribution by hour, focused on systematic movements
jectories of each single vehicle are plotted together with the regions that are recognized as
its instances of the Home and Work classes, respectively colored in blue and green. We can
observe that: (i) homes and work locations are usually connected to rather fixed routes;
(ii) however, several variations can be spotted, as well exemplified in Figure 5.15(bottom
right), where apparently a few intermediate stops are performed in the route between
home and work; (iii) as naturally expected, there are also movements that do not belong
to the home-to-work, such as in the case in Figure 5.15(top right), where some trajectories
move towards a destination close to the center that was not recognized as work.
The definition of systematic and Home-Work movements, can be exploited to focus
the analysis on the subset of trajectories which belong to these two classes.
Following the same flow of analysis presented in Section 5.2, we can replicate the
hourly distribution of systematic movements, as shown in Figure 5.16. Here, we can
notice two different emerging behaviors: (i) the systematic movements (red curve) follow
the global trend (green curve) but during the central hours of the days are relatively less
frequent; (ii) the systematic traffic during the weekend is extremely low. These results
provide a valuable insight that supports the hypothesis made by the mobility agency about
a possible underestimation of the non-systematic traffic, so far manly based on personal
experience and indirect evidence.
Similarly, assuming that the distribution of the population at very early hours of the
day reflects that of their residences, we can compare the homes distribution with the origi-
nal figure provided by Milan Agency relative to 5-6 a.m. period, as shown in Figure 5.17.
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Figure 5.17: Population distribution between 5 and 6 a.m. compared against the distribu-
tion of homes
Figure 5.18: Frequency of (left) destinations for traffic from outside, and (right) origins
for traffic directed outside, focused on systematic movements
The two distributions match quite closely, showing essentially the same dense spots on
both the figures. This seems to confirm both the value of GPS mobility data for this kind
of analysis, and the correctness of the reasoning process followed to infer the location of
homes.
The next step has been to build a special O/D matrix using only the systematic move-
ments types, namely the frequent destinations of traffic coming from outside the city and
the origins of traffic coming from inside the city. Figure 5.18 evidences high frequency
on the border of the considered area, especially on the south and north parts. This can be
ascribed to the same border effect previously detected in Figure 5.9, though in this case
the phenomenon is more evident. Comparing the results in Figures 5.9 and 5.18, the most
evident difference we can spot is in the density of the central zone, which is very high
when considering all movements, but strongly decreases when focusing only on the sys-
tematic ones. This suggests that private vehicles are seldom used in routine movements
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between the center and the outskirts, for which public transportation is more appealing
than for occasional movements. Finally, also the systematic movements show the same
symmetric behavior between incoming and outgoing traffic observed over all movements.
5.7 System Performances
Due to the nature of the system (which integrates different external components) a clas-
sical study of performances is not suitable. However there are two aspects concerning
the performances: how the information flows between the components and the integrated
algorithms. The first aspect concerns how the system manages the information when a
query is executed and the memory usage.
The important aspect to consider is the how the information flow in the system dur-
ing a query execution. Indeed, this retrieving is not a complete load of all the data, but
only the pointer of the result on the database (usually called ResultSet). Afterwards the
pointer is analyzed to define the type of data or model in input. The pointers mechanism
allows the GeoPKDD system to avoid any problem with the size of data. Indeed, this
handle the information as a stream and pass it to the algorithms which decide their own
policy of loading and then the performance of the transformation, relation or mining tasks
depend on the specific algorithm implementation integrated in the GeoPKDD system. Is
important to notice that the system also grants an access to the database to the algorithms
via the dbmanager, in this way they have the possibility to perform additional queries
or take advantage of procedures, functions or optimizations implemented directly inside
it. This further possibility allows to algorithms to completely ignore the existence of the
database,using the stream, or/and exploit its peculiarities.
Figure 5.19: The different steps runtime of the analysis
Despite the fact a complete performance study has not carried out in GeoPKDD sys-
tem, Fig.5.19 reports the running time expressed in second of the experiments presented in
this chapter. We can notice that the most expensive task has been the population distribu-
tion in space and the O/D matrix computation as expected due the number of intersections
to be done between the entire dataset and the spatial grid.
Chapter 6
Conclusions
The main contribution of this thesis is the creation of a theoretical and practical frame-
work in order to manage the complex Knowledge discovery process on mobility data.
Hence the creation of such framework leads to the integration of very different aspects of
the process with their assumptions and requirements. The result is a homogeneous system
which gives the possibility to exploit the power of all the components with the same flex-
ibilities of a database such as a new way to use the ontology for an automatic reasoning
on trajectory data [43].
Furthermore two extensions are invented and developed and then integrated in the system
to confirm the extensibility of it: a innovative way to reconstruct the trajectories consid-
ering the uncertainty of the path followed [42] and a Location prediction algorithm called
WhereNext [44].
The theoretical framework and the application are published in [53, 33, 34] and in several
technical reports of the European project GeoPKDD [1]. In this context it is important
to highlight that the GeoPKDD system was one of the two project demonstrators and has
been successfully presented in the final project review.
An important contribution of the thesis is the experimentation on a real case of study on
analysis of mobility data. It has been shown the usefulness of the system for a mobility
manager who is provided with a knowledge discovery framework.
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