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ABSTRACT
Stellar activity is one of the main obstacles to high-precision exoplanet observations and has motivated
extensive studies in detection and characterization problems. Most efforts focused on unocculted
starspots in optical transit spectrophotometry, while the impact of starspot crossings is assumed to
be negligible in the near-infrared. Here, we present HST/WFC3 transit observations of the active
star WASP-52, hosting an inflated hot Jupiter, which present a possible starspot occultation signal.
By using this data set as a benchmark, we investigated whether the masking of the transit profile
distortion or modeling it with both a starspot model and a Gaussian process affects the shape of
the transmission spectrum. Different methods produced spectra with the same shape and a robust
detection of water vapor, and with <∼ 1σ different reference radii for the planet. The solutions of all
methods are in agreement and reached a similar level of precision. Our WFC3 light curve of WASP-
52b hints that starspot crossings might become more problematic with JWST ’s higher sensitivity and
complete coverage of the transit profile.
Keywords: planets and satellites: atmospheres — planets and satellites: gaseous planets — planets
and satellites: individual (WASP-52b) — stars: starspots – techniques: photometric –
techniques: spectroscopic
1. INTRODUCTION
Transiting extrasolar planets offer the unique opportu-
nity to study stellar activity via the detection of starspots
on the surface of their hosts (Silva 2003). Since the Hub-
ble Space Telescope (HST ) observations of starspots on
HD209458 (Brown et al. 2001; Deeg et al. 2001), the
CoRoT (Auvergne et al. 2009) and Kepler (Borucki et al.
2010) space telescopes opened new possibilities in the
study both of stellar activity and of star-planet interac-
tions (e.g. Affer et al. 2012; McQuillan et al. 2014; Lanza
2014, and references therein). These observations pre-
sented a variety of cases in which the stellar signal also
hampers the interpretation of the exoplanet signal. The
transit observations of the extensively studied HD189733
(Pont et al. 2007), CoRoT-2 (Alonso et al. 2008), CoRoT-
7 (Le´ger et al. 2009) and Kepler-17 (De´sert et al. 2011)
showed how unocculted and occulted activity features
deform the shape of a transit by modulating the the host
star’s brightness.
Unocculted starspots (i.e., those lying out of the tran-
sit chord) can affect the transit baseline and possibly
induce an overestimate of the planet radius (e.g. Czesla
et al. 2009). Occulted spots can affect the transit shape,
which can possibly cause an underestimate or an overes-
timate of the transit depth, depending on the presence of
dark or bright spots, respectively (e.g. Silva-Valio et al.
2010; De´sert et al. 2011; Bruno et al. 2016). The mea-
surement of other parameters can also be biased, such as
the orbital inclination, stellar density and limb darkening
coefficients (e.g. Le´ger et al. 2009; Csizmadia et al. 2013).
Published strategies for the correction of the starspot sig-
nal in broadband transit photometry span from modeling
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the stellar surface in a grid (e.g. Huber et al. 2010), to
maximum entropy regularization (e.g. Lanza et al. 2009,
and references therein), combined planet-starspot model-
ing (e.g Tregloan-Reed et al. 2015; Bruno et al. 2016) and
Gaussian processes on unocculted starspots (e.g. Hay-
wood et al. 2014; Aigrain et al. 2016). The study of the
effect of starspots on the measure of planetary masses
through radial velocity is another active area of investi-
gation (e.g. Saar & Donahue 1997; Hatzes 1999; Queloz
et al. 2001; Melo et al. 2007; Desort et al. 2007; Boisse
et al. 2011, 2012; Robertson & Mahadevan 2014; Du-
musque et al. 2017; Feng et al. 2017).
In transmission spectroscopy, the transit depth of a
planet with an atmosphere can be observed to vary with
wavelength. This is due to the variation of the atmo-
spheric opacity with wavelength, which in turn affects the
radius at which the atmosphere becomes optically thick
(Seager & Sasselov 2000; Brown et al. 2001; Hubbard
et al. 2001). During primary transit, unocculted spots
are known to mimic the Rayleigh scattering feature at
visible wavelengths (Pont et al. 2013; McCullough et al.
2014; Oshagh et al. 2014; Rackham et al. 2017). As a re-
sult, consecutive observations of the same targets often
yield different results (e.g. Mackebrandt et al. 2017, and
references therein). Here too, various techniques have
been adopted to correct for stellar activity, including the
modeling of starspot brightness with stellar models (e.g.
McCullough & MacKenty 2012; Sing et al. 2016), transit-
spot modeling (e.g Mancini et al. 2014) and Gaussian
processes (e.g. Gibson et al. 2013a; Louden et al. 2017;
Sedaghati et al. 2017, and references therein). Recent
studies attempted to forecast the biases and uncertain-
ties that unocculted starspots will produce on the James
Webb Space Telescope (JWST ) spectra (Barstow et al.
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2015b,a; Zellem et al. 2017; Serrano et al. 2017; Deming
& Sheppard 2017).
As they are less prominent at longer wavelengths, oc-
culted starspots are generally considered less problem-
atic in the near-infrared than in the visible. Further-
more, only very cool ( <∼ 3000 K) starspots in solar-type
stars could contaminate the water absorption feature of a
planetary spectrum (Pont et al. 2013; Fraine et al. 2014).
It is usually assumed that the portions of a transit pro-
file affected by starspot crossings can be safely removed
from the analysis, especially with HST data. As this ob-
servatory is periodically occulted by the Earth, it only
gives a partial phase coverage of transit profiles. Hence,
parameters such as limb darkening coefficients and or-
bital inclination (which in turn affect the measured tran-
sit depth) are poorly constrained by observations and
are often fixed in the transit profile fitting. JWST ob-
servations, which will not be limited in phase coverage,
will be sensitive to the effect of stellar activity on transit
parameters other than the transit depth.
As the cases of e.g. CoRoT-2 (Silva-Valio et al. 2010)
and Kepler-117 (De´sert et al. 2011) showed, a large frac-
tion of the transit profile can be affected by starspot
occulations, and the variation of these features in time
could cause erroneous detections of “weather” variabil-
ity on the planets (Pont et al. 2013). Additionally, cool,
low-mass stars, which are the main focus of upcoming ex-
oplanet searches such as the Transiting Exoplanet Survey
Satellite (TESS, Ricker et al. 2014), are mainly convec-
tive and often have a larger starspot coverage than so-
lar type stars (Chugainov 1966, 1971; Berdyugina 2011;
Mandal et al. 2017). If several occultations of small –
but still detectable – starspots affect a single transit pro-
file, masking them will not be a satisfactory strategy.
Even if longer wavelengths are less affected by occulted
starspots, very cold activity features will be cause of ad-
ditional concern in the interpretation of planetary spec-
tra.
HST observations of active planet host stars are a great
opportunity to explore this problem, as in the case of the
K star WASP-52. He´brard et al. (2013b) observed long-
term modulations in photometry and CaII H&K lines
chromospheric emission peaks, suggesting the presence of
starspots on the stellar surface. Moreover, gyrochronol-
ogy and lithium abundance yielded contrasting estimates
of the stellar age – from less than one to several Gyr.
Different age indicators might be indicative of planet-
induced magnetic and tidal spinning up of the star, with
consequences on its overall activity (e.g. Shkolnik et al.
2005; Dawson 2014; Damiani & Lanza 2015). Alterna-
tively, or simultaneously, enhanced lithium depletion in
the star might have happened because of planet-induced
alterations of the stellar surface convective mixing (Is-
raelian et al. 2009; Sousa et al. 2010).
The inflated hot Jupiter WASP-52b orbits its star
with a 1.7-day period. He´brard et al. (2013b) mea-
sured a stellar spin-planetary orbit misalignment of 24+17−9
deg via the Rossiter-McLaughlin effect (Rossiter 1924;
McLaughlin 1924), while Mancini et al. (2017), assum-
ing that their multiple transit observations were affected
by the same starspot, calculated a negligible misalign-
ment. The system parameters, summarized in Table 1,
make WASP-52b particularly interesting for transmission
spectroscopy, as it shows a 2.7% transit depth in WASP
photometry and an estimated scale height of 730 km.
This translates in a predicted 440 ppm difference in tran-
sit depth corresponding to one atmospheric scale height,
at least three times stronger than that of HD189733b
(Kirk et al. 2016). This motivated ground-based follow-
ups by various teams, which led to the likely detection
of crossing events of both starspot and bright regions in
the visible (Kirk et al. 2016; Mancini et al. 2017).
Primary transit spectroscopy of WASP-52b in the 0.4-
0.9 µm spectral window resulted in a flat transmission
spectrum (i.e., no Rayleigh scattering detection), likely
due to a gray cloud which could balance the expected
short wavelength slope (Louden et al. 2017). The possi-
ble contribution of bright spots in the visible spectrum,
which could compensate for the scattering slope, should
also not be excluded (Rackham et al. 2017). In addi-
tion, a narrow NaI absorption feature (Kirk et al. 2016;
Louden et al. 2017; Chen et al. 2017), KI absorption and
indications of a thermal inversion in the high atmosphere
(Chen et al. 2017) have been found.
We collected HST/Wide Field Camera 3 (WFC3)
G141 observations of WASP-52 as part of a large pro-
gram for the analysis of exoplanet atmospheres with HST
(GO 14260, PI Deming). In this work, we compared the
main approaches currently used in the literature to deal
with starspot occultations, which likely affect our spec-
troscopic observations. Our goal was to identify, if any,
differences in the transmission spectrum which can be at-
tributed to the choice of the starspot correction method.
The data set is presented in Section 2 and the various
models on the band-integrated transit in Section 3. The
derivation of the transmission spectrum is discussed in
Section 4, and the implications of our analysis are pre-
sented in the concluding Section 5.
2. OBSERVATIONS AND DATA REDUCTION
The WFC3 G141 spectra of WASP-52 are publicly
available on the Mikulski Archive for Space Telescopes2
and cover a single visit of WASP-52b, obtained on 2016
August 28. The transit duration is ∼ 1.8 hr, which re-
quired us four HST orbits to encompass the necessary
out-of-transit phase.
The target was acquired in forward scanning direction
only, with a scan rate of 0.035 arcsec s−1 (0.27 pixel
s−1). We used the frames in the IMA format, where
each file contains eight 22.3 s long non-destructive reads
(NDR), for a total exposure time of about 134 s. The
256 × 256 pixels aperture was used in SPARS25 mode,
yielding ∼ 30, 000 average electron counts per exposure.
A first calibration of the raw images and correction for in-
strumental effects was carried out by the calwf3 pipeline,
version 3.3.
Wavelength calibration, operations on the NDR, back-
ground subtraction, cosmic ray and bad pixels rejection,
and inspection for drifts were carried out following stan-
dard procedures as described in Bruno et al. (2018) and
references therein. In particular, the background sub-
traction was performed column-by-column, by selecting
a region of the detector placed below the stellar spec-
trum, as shown in Figure 1. Figure 2 shows the spectrum
after the reduction of one of the IMA files.
2 https://doi.org/10.17909/T93D5K.
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Table 1
WASP-52 system parameters, from He´brard et al. (2013b).
Spectral type K2V
Stellar V magnitude 12.0
Stellar J magnitude(∗) 10.6
Stellar H magnitude(∗) 10.1
Stellar K magnitude(∗) 10.2
Stellar effective temperature Teff,? [K] 5000± 100
Stellar log g [cgs] 4.5± 0.1
Stellar [Fe/H] [dex] 0.03± 0.12
Stellar radius [R] 0.79± 0.02
Stellar density [ρ] 1.76± 0.08
Stellar rotation period [days] 11.8± 3.3
logR′HK −4.4± 0.2
Orbital period [days] 1.7497798± 0.0000012
Transit duration [days] 0.0754± 0.0005
Radius ratio Rp/R? 0.1646± 0.0012
Orbital inclination [◦] 85.35± 0.20
Scaled semi-major axis a/R? 7.3801± 0.0148
Orbital eccentricity 0 (fixed)
Spin-orbit misalignment [◦] 24+17−9
Planet mass [MJ ] 0.46± 0.02
Planet radius [RJ ] 1.27± 0.03
Planet density [ρJ ] 0.22± 0.02
Planetary equilibrium temperature [K] 1315± 35
Planet surface gravity [m s−2] 6.46± 0.45
(∗) From the CMC15: Carlsberg Meridian Catalogue
(http://svo2.cab.inta-csic.es/vocats/cmc15/, retrieved
through VizieR on the Strasbourg astronomical Data Center
(http://cds.u-strasbg.fr/).
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Figure 1. Background flux in a WASP-52 frame. The x-axis
shows the values of column pixel, prior to wavelength calibration.
The yellow box indicates the region used for background estima-
tion. The plotted values are limited in the range indicated in the
right column.
The integrated flux between 1.115 and 1.645 µm, in
orange in the top panel of Figure 2, yielded the photo-
metric flux measurement corresponding to each point of
the band-integrated, or “white”, light curve. The result-
ing white light curve is shown in Figure 3, where a pos-
sible starspot occulation is visible at about orbital phase
0 the models presented in Figure 3 are discussed in sec-
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Figure 2. The 2D spectrum presented in Figure 1 after back-
ground subtraction and optimal extraction. On the top plot, the
1D spectrum after integration over the frame columns. On the
right, the spectral trace in the cross-dispersion direction. The
dashed lines and the orange color show the limits chosen for wave-
length and aperture integration. The flux range goes from 0 to
about 35000 electrons.
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Figure 3. Band-integrated light curve of WASP-52b, best-fit
starspot-free model including transit and systematics (red line, dis-
cussed in Section 3.1), and the same model without systematics
(dashed blue line). The transit profile distortion excluded from
the fit is included within vertical dashed lines. In the two lower
panels, different scales are used to show the residuals on the masked
and the complete data set.
tion 3.1).3 As such feature is localized, we can exclude
3 The raw light curve is available in tabular format as Data
4 Bruno et al.
that it is part of the periodic HST breathing, exponen-
tial ramp and visit-long slopes reported by many groups
(e.g. Wakeford et al. 2016, and references therein). Mul-
tiple reductions of the IMA files, where the background
regions and the rejection threshold for the cosmic rays
and hot pixels were varied, produced the same feature.
Spectroscopic light curves were obtained by integrat-
ing the stellar spectra in four to ten pixels-wide channels.
Repeating the transmission spectrum extraction for var-
ious bin sizes allowed us to determine the robustness of
the reduction. While the bluemost wavelength used for
the integration was kept fixed, different binnings resulted
in the redmost wavelength varying by ∼ 2 pixels (∼ 10
nm). The profiles resulting from different binnings are
all very similar in absolute and relative values. We fi-
nally adopted a bin size of 6 pixels, but the quality of
the white light curve fit or the shape of the transmission
spectrum were not affected by the choice of the bin size.
3. BAND-INTEGRATED TRANSITS
3.1. Masking the starspot feature
We followed the standard practice (e.g. Deming et al.
2013) of discarding the first HST orbit from each transit,
which is affected by considerably different systematics
than the remaining ones. For the same reason, we also
rejected the first data point of every orbit.
An initial attempt to include the starspot-like distor-
tion in a standard model including both the transit pro-
file and the instrument systematics revealed that such
“bump” prevents to achieve a good fit of the exponential
ramp (reduced chi square χ˜2 ' 2.7). We repeated the op-
timization after masking the corresponding data points,
obtaining a much better reduced chi square (χ˜2 = 1.66).
We adopted a systematics model including a visit-long
second order polynomial and an exponential ramp (e.g.
Stevenson et al. 2014a),
S(t) = C(1 + r0θ + r1θ
2)(1− er2φ+r3 + r4φ), (1)
where we fitted for C and r0−4, and θ and φ represent
the planetary and HST phase, respectively.4 We remark
that the normalization constant C includes our ignorance
of the stellar brightness at the moment of observation
compared to the “quiet” stellar surface. Long-time pho-
tometric monitoring of the star would have given some
constraint on this parameter and allowed us to use Czesla
et al. (2009)’s or Huitson et al. (2013)’s prescription to re-
duce the risk of overestimating the transit depth because
of unocculted starspots. Due to this lack of information,
we simply normalized the transit to its maximum value
before fitting for C.
The transit profile was parametrized with a Mandel
& Agol (2002) model, implemented in the PyTransit
software (Parviainen 2015). We fitted for the planet-to-
star radius ratio Rp/R? and the transit midpoint t0,
fixed the orbital period P to He´brard et al. (2013b)’s
mean results, and fixed the eccentricity e to 0 as in the
discovery paper. We set the scaled orbital semimajor axis
a/R∗ and orbital inclination i as jump parameters, and
used He´brard et al.’s results as priors. Even if data does
behind the Figure (DbF).
4 It was necessary to add a shift to the HST orbital phase,
φ = 2pi[(t− 0.025d) mod PHST ]/PHST .
not cover the transit edges, in this way we determined
the dependency of our results on parameters which are
little constrained by observations.
As the limb darkening (LD) coefficients have an im-
portant effect on Rp/R? and can deviate from model
predictions in the case of spotted stars (Csizmadia et al.
2013; Espinoza & Jorda´n 2015), they were also left free
to vary under the control of priors. We used a quadratic
LD law (e.g. Howarth 2011, and references therein) and
the ExoCTK package5 to linearly interpolate the LD coef-
ficients from PHOENIX specific intensity stellar models
(Husser et al. 2013) for the 1.115− 1.645µm wavelength
range. We adopted the mean values of Teff , log g and
[Fe/H] from He´brard et al. (2013a) and scaled the stellar
intensities to the G141 bandpass. For most channels, the
ExoCTK LD package provided uncertainties on the coeffi-
cients of the order of 10−2 or less, but we used Gaussian
priors with the model-derived values as means and 0.1 as
standard deviation.
Our priors are summarized in Table 2. For this and all
the following fits, we started the exploration of the pa-
rameter space by performing a least-squares minimiza-
tion using a L-BFGS-B optimization algorithm (Byrd
et al. 1995; Zhu et al. 1997; Jones et al. 2001) and pro-
ceeded with Markov chain Monte Carlo (MCMC) sam-
pling of the posterior distributions with emcee (Good-
man & Weare 2010; Foreman-Mackey et al. 2013). Here
and in the following fits, 200 walkers were used in 2000
iterations-long chains, with 500 previous iterations as
burn-in. All chains were then thinned by a factor 10
and merged in a single chain. As suggested by Foreman-
Mackey et al. (2013), the well-mixing of the chains was
inspected by measuring the autocorrelation time of the
merged chain and ensuring that such chain was at least
50 times longer than its autocorrelation time for each
free parameter. With the number of walkers and itera-
tions we used, the chains were always from hundreds to
thousands autocorrelation times-long.
The results of this MCMC optimization are reported
in Table 3 and the best fit model is presented in Figure 3.
The Rp/R? found by this fit is within the 1.5σ credible
intervals of He´brard et al. (2013b), Kirk et al. (2016),
Mancini et al. (2017) and Louden et al. (2017)’s results.
Thanks to the space-borne observation, we achieved a
four times better precision on the Rp/R? uncertainty
with respect to the discovery paper. However, because
of lack of information on the out-of-transit stellar bright-
ness modulation – which requires long-baseline photo-
metric observations of the host star –, we have no con-
straint on possible unocculted starspots in the transit.
Given the level of activity of the star, such unocculted
starspots are likely to have affected the transit baseline,
so that our Rp/R? is probably overestimated (Czesla
et al. 2009).
In the following, we discuss two methods to include the
transit distortion in the fit. In the first, we assumed the
distortion to be actually due to a starspot occultation,
and modeled it with a joint starspot-transit model. In
the second, we treated it as correlated noise, and modeled
it with a Gaussian process.
3.2. Starspot modeling
5 https://exoctk.stsci.edu/
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Table 2
Priors for MCMC with the spot-free, spot-transit, and GP models. U(a, b) denotes a Uniform distribution between a and b, G(a, b)
indicates a Gaussian prior with mean value a and standard deviation b and Γ(a, b) denotes a Gamma distribution with shape parameter a
and scale parameter b.
Parameter Spot-free transit model Spot-transit model GP
Radius ratio Rp/R? G(0.165, 0.01) G(0.165, 0.01) G(0.165, 0.01)
Transit midpoint t0 [BJDUTC − 2457629.13125] G(0.072, 0.01) -(a) G(0.072, 0.01)
Planet initial mean anomaly M [◦] - U(230, 270) -
Scaled semi-major axis a/R∗ G(7.38, 0.11) - (b) G(7.38, 0.11)
Stellar density ρ∗ [ρ] - G(1.76, 0.08) -
Orbital inclination [◦] G(85.35, 0.20) G(85.35, 0.20) G(85.35, 0.20)
Orbital eccentricity (fixed) 0 0 0
Orbital period [days] (fixed) 1.7497798 1.7497798 1.7497798
Linear LD coefficient ua G(0.252, 0.1) G(0.252, 0.1) G(0.252, 0.1)
Quadratic LD coefficient ub G(0.197, 0.1) G(0.197, 0.1) G(0.197, 0.1)
Stellar inclination [deg] (fixed) - 61.35(c) -
Spot brightness contrast fc - U(0, 1) -
Spot longitude λ [◦] - G(270, 30) -
Spot latitude φ [◦] - G(50, 20) -
Spot angular size α [◦] - U(0, 20) -
Spot contrast fc - U(0, 1)(e) -
Systematics r0, r3, r4 U(−∞,∞) - -
Systematics r1, r2 U(−∞, 0) - -
Normalization C U(0.5, 1.5) U(0.5, 1.5) -
Inverse characteristic length scale η - - Γ(1, 200)
Period P - - Γ(1, 10−3)
(a) The KSint model measures the mean anomaly instead of the transit midpoint.
(b) KSint uses ρ∗ instead of a/R∗.
(c) Using the planetary orbit inclination and the sky-projected angle between the planetary orbital axis and the stellar rotation axis
from He´brard et al. (2013b) to determine the starting value.
(e) This is equivalent to excluding scenarios with faculae.
If the distortion of the transit profile is due to a
starspot then, other than needing to be corrected, it can
be used to constrain the stellar and starspot geometry.
In particular, the starspot temperature can be measured.
If the bump amplitude is wavelength-dependent, more-
over, it would make the starspot scenario more likely and
a starspot model would allow a better constraint of its
brightness across the WFC3 spectral window.
In the hypothesis that the transit contains a starspot
occultation, the parameters describing the instrumental
systematics should be uncorrelated with those describing
the starspot, as the systematics occur on a much shorter
time scale than stellar rotation and usual starspots life-
times. To reduce the number of free parameters in the
fit, we therefore corrected the band-integrated transit for
the best-fit values of the systemtics posterior parameter
distributions of the spot-free model.
Stellar models can be used to estimate the contribution
of starspots to the apparent transit depth (e.g. Pont et al.
2008, 2013; Sing et al. 2011; McCullough et al. 2014). A
geometric approach can alternatively be used to model
the effect of starspots on the whole transit profile, but in
a limited spectral window. In this respect, we used KSint
(Montalto et al. 2014) to model the planet and starspot
contribution to the transit profile. As this code analyti-
cally solves the equations describing the starspot-planet
occultation, it is much faster that a numeric code and
can be implemented in an MCMC routine. Given our ig-
norance on possible unocculted starspots in the transit,
we modeled only one occulted starspot, rensponsible for
the transit distortion. The free parameters in this model
were Rp/R? and initial mean anomaly of the planet M
(required by KSint instead of the transit midpoint), and
the starspot longitude λ, latitude φ, angular size α and
brightness contrast fc = 1−Fspot/F? (where Fspot and F?
are the starspot and stellar fluxes, respectively) with re-
spect to the quiet stellar surface.6 We fitted for the limb
darkening coefficients as with the spot-free model. The
code uses the same coefficients for both the star and the
starspot, which is an acceptable approximation given the
precision of the data. We fitted again for the normaliza-
tion constant C in order to balance the starspot-induced
flux baseline variations, as in KSint only the quiet stellar
surface has unitary flux. We fixed the rotation period
of the star and the orbit eccentricity to He´brard et al.
(2013b)’s values (Table 1).
By measuring the Rossiter-McLaughlin anomaly,
He´brard et al. (2013b) measured a 24+17−19 deg misalign-
ment between the stellar spin axis and the planet or-
bit axis. Under the assumption of observing the same
starspot in consecutive transits, Mancini et al. (2017)
showed that, instead, the system likely has a low or null
misalignment (3.8 ± 8.4 deg). Given the large uncer-
tainties on both measurements, the two results are ac-
tually not in strong disagreement. As our observations
contain a single transit, we were not able to test any
of the published results, and decided to adopt He´brard
et al. (2013a) misalignment. We implemented this sce-
nario by fixing the stellar axis to form an angle of
85.35◦ − 24◦ = 61.35◦ with the plane of the sky (recall-
ing that 85.35◦ is the planet orbit inclination measured
in the discovery paper).
The starting values for the MCMC optimization of the
spot parameters were chosen by examining plots such as
6 KSint uses the stellar density in place of a/R∗.
6 Bruno et al.
Table 3
Transit and spot parameters from MCMC optimization on the white light curves. In the second column, the values in parentheses are the
maximum-likelihood values, used in the fit of the spectroscopic channels (Section 4.1).
Parameter Spot-free transit model Spot-transit model GP
Radius ratio Rp/R? 0.1662
+0.0013
−0.0018 0.1675
+0.0008
−0.0017 (1.661) 0.1674
+0.0017
−0.0018
Transit midpoint t0 [BJDUTC − 2457629.13125] 0.0702± 0.0020 -(a) 0.0689+0.0032−0.0019
Planet initial mean anomaly M [◦] - 256.18+0.14−0.63 (255.7) -
Scaled semi-major axis a/R∗ 7.36± 0.11 - (b) 7.37± 0.11
Stellar density [ρ] - 1.68+0.10−0.09 (1.75) -
Orbital inclination [◦] 85.39± 0.20 85.31+0.19−0.18 (85.38) 85.37± 0.20
Linear LD coefficient ua 0.25
+0.08
−0.07 0.18
+0.08
−0.06 (0.22) 0.27± 0.09
Quadratic LD coefficient ub 0.18± 0.09 0.15+0.10−0.07 (0.22) 0.21+0.10−0.09
Spot longitude λ [◦] - 275.0+16.7−4.1 (288.6) -
Spot latitude φ [◦] - 75.8+0.6−2.8 (73.7) -
Spot size α [◦] - 4.1+5.3−1.2 (5.6) -
Spot contrast fc - 0.46
+0.14
−0.09(0.37) -
Reduced χ2 1.66 1.25 1.09
(a) The KSint model measures the mean anomaly instead of the transit midpoint.
(b) KSint uses ρ∗ instead of a/R∗.
Figure 4, which can be produced with KSint. Once the
starspot is occulted by the modeled transiting planet, a
least-squares minimization followed by an MCMC found
the spot’s optimal location in order to produce the best-
fitting transit geometry. Tens of degrees-wide Gaussian
priors were used for the spot coordinates, in order not to
affect the derived parameters (Table 2). We allowed the
starspot angular sizes to vary in the range 0◦−20◦, in or-
der to consider the typical sizes of sunspots (∼ 2◦, Man-
dal et al. 2017) and of the largest starspots detectable on
M dwarfs (∼ 7◦, Berdyugina 2011).
On the Sun, bright faculae are generally observed in
the surroundings of dark spots. If faculae were affect-
ing the transit of WASP-52b, they would be close to
the transit center. Faculae tend instead to be observed
close to the stellar limb, as also discussed by Mancini
et al. (2017) for their WASP-52 observations. Moreover,
to suppose that a bright spot distorted the transit pro-
file, our spot-free model should have found a significantly
larger Rp/R? value than other published results, while
our result in the near-infrared is within 1-2σ of these val-
ues. We therefore avoided considering a bright spot in
the transit profile and modeled only a dark spot, by im-
posing a Uniform prior on the brightness contrast going
from 0 to 1.
Figure 5 presents the best-fit model and Figure 6 re-
ports the marginalized posterior distributions and corre-
lations among the parameters of this model. In Table 3,
the mean and 1σ credible interval values are reported,
as well as the best-fit values which were later used for
the fit of the spectroscopic channels (Section 4.1). De-
spite the correlation between starspot size and bright-
ness contrast, considering a simple scenario with a single
starspot reduces the risk of incurring in multiple degen-
eracies which would hamper the physical interpretation
of the spot parameters. Instead, we observed a strong
Figure 4. Example of geometric configuration of star (unitary
radius grid), planet (larger transiting circle), and starspot produced
by KSint. The starspot’s shape is projected on the stellar disk.
correlation between the starspot contrast fc and the flux
normalization C.
By using the black-body law,
1− fc = e
hν/kTeff,? − 1
ehν/kTeff,spot − 1 , (2)
where h, k, ν, Teff,? and Teff,? are Planck’s constant,
Boltzmann’s constant, mean WFC3 band frequency, and
stellar and starspot effective temperature, respectively.
With this expression, we derived a spot effective temper-
ature Teff,spot ' 4050+370−230 K (including the uncertainties
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Figure 5. Band-integrated transit and best spot-transit model,
corrected for the systematics.
on Teff,?), about 2σ colder than the temperatures mea-
sured by Mancini et al. (2017) with their starspot model
and compatible with a K star (e.g. Berdyugina 2005).
If the starspot scenario is correct, such a temperature
could hardly allow the presence of water molecules in
the starspot.
3.3. Transit model with Gaussian process
Here we discuss the possibility that the starspot-like
feature can be modeled as correlated noise. This includes
the possibility that the transit distortion was actually not
produced by stellar “noise”, but by another type of cor-
related noise or systematics. Without any further infor-
mation, we chose a Gaussian process (GP) to represent
it in a non-parametric form. We also wanted to investi-
gate whether GPs could be a viable alternative to model
starspot occultations, in the case there is actually one in
the data set. Despite the option of spot modeling – the
most direct one to attempt reconstructing the starspot
distribution on the stellar surface –, this practice quickly
becomes computationally demanding when starspots are
more than a very low number. Moreover, the combi-
nation of high-precision observations and intrinsic de-
generacies of the starspot inversion problem make spot
modeling less convenient, as the approximation of e.g.
using the same limb darkening law for the star and the
starspots, or the use of the same limb darkening law for
faculae might introduce significant biases in the results.
Because of this, non-parametric representations of stel-
lar occultations could be a convenient option for future
surveys, as for out-of-transit stellar variations (e.g. Hay-
wood et al. 2014; Aigrain et al. 2016; Foreman-Mackey
et al. 2017).
GPs, which enable the modeling of correlated noise,
are thoroughly discussed by e.g. Rasmussen & Williams
(2006). A GP allows cleaning the transit signal from
instrumental systematics or other correlated noise, with-
out the need of specifying a function for such noise. The
only need is the choice of a function (“kernel”) model-
ing the covariance between data points. As they are lo-
calized events, starspot occultations should be modeled
with non-stationary kernels (Louden et al. 2017, Gibson,
priv. comm.), while stationary ones (which depend only
on the distance between points) have been successfully
employed to model instrument systematics in transit ob-
servations (e.g. Gibson et al. 2012, 2013b,a; Louden et al.
2017). However, e.g. Louden et al. (2017) used a station-
ary kernel to also model possible starspot occultations in
a transit.
We implemented the GP with the George package
(Ambikasaran et al. 2014; Foreman-Mackey 2015), and
used a Mandel & Agol (2002) transit as mean function
(the same of the spot-free scenario). After numerous
tests with the default George kernels and their combi-
nations, we found that a (stationary) Mate´rn 3/2 kernel
and a (non-stationary) cosine kernel best performed to
model the HST systematics and the starspot-like fea-
ture, respectively. The use of GP regression to model
the systematics, instead of the previously fitted analytic
model, had the goal of investigating the performance of
this relatively assumptions-free technique for our case.
For two times ti and tj , the covariance was modeled as
k(ti, tj) =
(
1 +
√
3
|ti − tj |
η
)
e−
√
3 |ti−tj |/η
· cos
(
2pi|ti − tj |
P
)
+ δijσ
2
w,
(3)
where the parameters η > 0, P > 0 and σ2w represent
the inverse scale length, the period of the GP and the
average variance of the data points, respectively, and δ
is the Kronecker delta. The parameter σw allowed to
scale the uncertainties by adding a diagonal term in the
covariance matrix, but fitting for this parameter resulted
in overfitting, i.e. χ˜2 < 1. Because of this, and because
we did not observe any variation of the uncertainties with
time, we fixed σ2w in our analysis.
We used the likelihood function automatically calcu-
lated by George for the least-squares minimization and
adopted the gradient of the likelihood function in the
optimization algorithm. In the MCMC analysis, we set
Gamma distributions with shape parameter unity for the
priors on η and P , following Gibson et al. (2012). These
are described by
p(x) =
{
0 if x < 0
1
l
e−x/l if x ≥ 0 , (4)
where x is the hyperparameter and l the length scale of
the hyperprior. A length scale of 200 and 10−3 for η
and P , respectively, were appropriate for our data set.
Gibson et al. (2012) used these same length scales for
a Mate´rn 3/2 and constant kernel hyperparameters, re-
spectively. We used the same Gaussian priors for the
transit parameters used in the previous cases. All priors
are presented in Table 2.
We present the best-fit GP model in Figure 7, while the
marginalized posterior distributions, correlation plots
and derived parameters are shown in Figure 8 and Table
3. Specifically, the transit midpoint t0 found by the GP
occurs ' 2 min earlier than for the spot-free model. The
two values are well within 1σ uncertainties of ∼ 3 min.
4. SPECTROSCOPIC TRANSITS
8 Bruno et al.
Rp/R  = 0.1675+0.00080.0017
25
5.2
25
6.0
25
6.8
M
M = 256.1781+0.14400.6253
1.5
0
1.7
5
2.0
0
 = 1.6795+0.10330.0882
85
.0
85
.5
86
.0
i
i = 85.3103+0.18830.1782
0.2
0.4
u a
ua = 0.1831+0.07670.0562
0.2
0.4
u b
ub = 0.1500+0.09690.0677
60
70
80
 = 75.7791+0.57782.8448
27
5
30
0
32
5
 = 275.0000+16.74664.1341
8
16
 = 4.1009+5.32551.1958
0.3
0.6
0.9
f c
fc = 0.4662+0.14430.0900
0.1
65
0.1
68
Rp/R
1.0
01
1.0
02
C
25
5.2
25
6.0
25
6.8
M
1.5
0
1.7
5
2.0
0
85
.0
85
.5
86
.0
i
0.2 0.4
ua
0.2 0.4
ub
60 70 80 27
5
30
0
32
5 8 16 0.3 0.6 0.9
fc
1.0
01
1.0
02
C
C = 1.0016+0.00050.0003
Figure 6. Marginalized posterior distributions and correlations for the MCMC with the spot model, showing the 1-, 2- and 3σ credible
intervals. The blue lines and dots show the values reported by He´brard et al. (2013b), as well as the LD coefficients interpolated from
stellar models. This plot was realized with the corner.py package (Foreman-Mackey 2016).
4.1. Transit modeling
The preparation of the spectroscopic transits was
based on the assumption that the systematics and
the noise observed on the band-integrated transit are
wavelength-independent and therefore present the same
properties in each channel. Each approach used for the
fit of the white light curve offered a different way of cor-
recting the spectroscopic transits for these effects.
1. The residuals of the spot-free models were used to
correct the spectroscopic channels via a “common-
mode” approach (Stevenson et al. 2014b), where
each transit was divided by the residuals of the
best-likelihood model of the band-integrated tran-
sit model. Here, the possible starspot occultation,
previously masked, was corrected in the spectro-
scopic channels as a residual from the previous fit.
2. The spectroscopic channels, corrected for the sys-
tematics as in the white light spot model, were not
further corrected. All the starspot parameters were
fixed to their maximum-likelihood values (Table 3)
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Figure 7. Band-integrated transit and best GP model. The pre-
dicted 1σ uncertainty of the GP is shown in light red. Note the
larger uncertainty on the edges of the transit, where there are no
data points.
but the contrast ratio, which was fitted in an at-
tempt of better constraining the temperature of the
possible starspot.
3. For the approach with the GP, the covariance func-
tion of the best-fit model was used to compute
an analytic formulation of the combined effect of
systematics, stellar noise and remaining red noise.
Each spectroscopic channel was then corrected by
using this expression.
Figure 9 compares the “common-mode” residuals and
the correction factor derived by the GP covariance func-
tion. We remark an average ∼ 10−3 difference in the
center of the transit, which is related to different ways
of incorporating the normalization factor (the “C” pa-
rameter) in the models, and which is reflected in the
differences in Rp/R? in Table 3. This might be better
constrained, especially for the GP model, with observa-
tions of the out-of-transit light curve, which in a phys-
ical sense contain information on unocculted starspots.
Such long-baseline observations would be a little conve-
nient use of the telescope time, especially for space-borne
instruments such as JWST, but simultaneous ground-
based follow-ups might provide with some useful con-
straints. At present, however, we have no information on
which model – whether the spot-masked or spot model,
or the GP – provides a more realistic measure of the
white light curve Rp/R?.
For the MCMC on each spectroscpic channel resulting
from the spot-free and GP model, we used a standard
transit model where Rp/R? was set as a free parame-
ter (starting from the best-fit values on the white light
curve) and the transit midpoint t0 was fixed to the band-
integrated light curve best fit. For the spot model, we
correspondingly fixed the mean anomaly M . As we ex-
pected the starspot constrast to vary with wavelength in
a similar way to a black-body function (e.g. Berdyugina
2005; Ballerini et al. 2012), we only left this parame-
ter free, and fixed the starspot coordinates and sizes to
their best-fit values. Specifically, we approximated the
starspot as a black body, and used Equation 2 to pre-
dict the value of fc as a function of wavelenght, based
on the value obtained from the white light curve best fit.
The fc fitted on the channels was then controlled with a
Gaussian prior having the predicted value as mean, and
0.1 as standard deviation. A linear slope was used to
model visit-long trends left uncorrected after the white
light curve fit. We interpolated the LD coefficients with
stellar models as previously described, obtaining the val-
ues reported in Table 4. Because of the lower signal-to-
noise ratio of the spectroscopic transits with respect to
the broadband one, the coefficients were fixed during the
MCMC analysis.
Table 4
Limb darkening coefficients for WASP-52, fixed in the fit of the
spectroscopic channels. The first column of each table indicates
the wavelength range corresponding to the channel. The second
and third columns are for the linear (ua) and quadratic (ub)
coefficients.
λ [µm] ua ub
1.115–1.143 0.312 0.152
1.143–1.171 0.314 0.153
1.171–1.199 0.297 0.150
1.199–1.227 0.304 0.160
1.227–1.256 0.299 0.165
1.256–1.282 0.286 0.174
1.282–1.310 0.275 0.184
1.310–1.338 0.275 0.183
1.338–1.366 0.266 0.192
1.366–1.394 0.255 0.202
1.394–1.422 0.244 0.211
1.422–1.450 0.239 0.218
1.440–1.478 0.229 0.215
1.478–1.506 0.207 0.234
1.506–1.534 0.208 0.234
1.534–1.561 0.183 0.247
1.561–1.589 0.169 0.243
1.589–1.617 0.158 0.246
1.617–1.645 0.150 0.247
The fitted Rp/R? are reported in Table 5, and Fig-
ures 10, 11 and 12 present the best-fit models of the three
analyses. In the residuals of Figures 10 and 12, we ob-
serve that the starspot-like feature does not vary signifi-
cantly among the channels, so that we can safely assume
the transit distortion to be wavelength-independent at
the data level of precision.
This has implications for the fit of the contrast ra-
tio of the possible starspot. Figure 13 presents the
fitted brightness contrasts and the prediction of the
starspot contrast across the WFC3 channels, based on
the maximum-likelihood white light curve fit as previ-
ously described. At the level of precision of the WFC3
data, no dependence of the contrast with wavelength was
recovered. This might be due to a too faint starspot sig-
nal across the spectroscopic channels, or to the fact that
the starspot-like feature was not actually produced by
a starspot. Moreover, the fc recovered on the spectro-
scopic channels is consistently lower than the prediction
from the white light curve. This might be explained by
the fact that our prediction was based upon the assump-
tion that a starspot can be approximated as a black body,
while our problem requires the more accurate use of stel-
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Figure 8. Marginalized posterior distributions, 1-, 2- and 3σ credible intervals, and correlations for the MCMC with the GP model. The
blue lines and dots show the values reported by He´brard et al. (2013b) and LD coefficients interpolated from stellar models.
lar models. If the occultation scenario is correct, but the
contrast difference is below the noise level, our joint igno-
rance of the starspot temperature and of the fractional
coverage in starspots of the stellar surface prevents us
from estimating the amount of contamination of the wa-
ter feature (Fraine et al. 2014).
In Figure 14, we present the cumulative histograms of
the residuals on the spectroscopic channels from the three
analyses, in order to inspect for the presence of system-
atic biases in the three methods. No significant difference
appears from this plot, which also shows the Gaussian
distribution of the residuals – an indication that corre-
lated noise features, such as the starspot-like feature, do
not significantly affect our measurements.
4.2. Transmission spectrum
Figure 15 compares the transmission spectra obtained
from the different analyses. The mean value of each
spectrum – which changes among the different analyses
because of the different white light curve Rp/R?– was
removed in order to ease the comparison. Different ref-
erence Rp/R? were expected from the considerations in
Section 4.1 and produced no difference on the shape of
the transmission spectra, all of which provide a robust
detection of water absorption at 1.4µm.
The water absorption significance was estimated with
the H2O − J index, where the measure was referred to
the average transit depth between 1.36 and 1.44 µm
(Stevenson 2016). For the J band, i.e. the baseline,
we used the 1.24-1.30 µm wavelength range. In Table 5
we present the indices resulting for each approach, which
gave a weighted average of D = 0.91±0.30. According to
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Table 5
Compared Rp/R? of the spectroscopic channels from the different models. From left to right, spectral window, standard transit model
with starspot masked, transit-starspot model and GP regression model. The D parameter expresses the significance of the water
absorption feature according to Stevenson (2016)’s classification, and the standard deviation of the normalized residuals (SDNR) is taken
from the cumulative distribution on all channels.
λ [µm] Spot-free transit model Spot-transit model GP
1.115–1.143 0.16682± 0.00047 0.16641± 0.00049 0.16950± 0.00047
1.143–1.171 0.16690± 0.00044 0.16647± 0.00052 0.16947± 0.00046
1.171–1.199 0.16597± 0.00042 0.16594± 0.00046 0.16841± 0.00044
1.199–1.227 0.16695± 0.00041 0.16666± 0.00045 0.16945± 0.00042
1.227–1.256 0.16588± 0.00042 0.16542± 0.00045 0.16843± 0.00044
1.256–1.282 0.16592± 0.00038 0.16593± 0.00044 0.16837± 0.00040
1.282–1.310 0.16609± 0.00042 0.16585± 0.00046 0.16851± 0.00043
1.310–1.338 0.16674± 0.00041 0.16674± 0.00044 0.16921± 0.00041
1.338–1.366 0.16791± 0.00040 0.16763± 0.00046 0.17038± 0.00042
1.366–1.394 0.16790± 0.00042 0.16788± 0.00046 0.17035± 0.00041
1.394–1.422 0.16741± 0.00043 0.16680± 0.00045 0.16986± 0.00043
1.422–1.450 0.16635± 0.00040 0.16600± 0.00042 0.16880± 0.00041
1.440–1.478 0.16652± 0.00042 0.16654± 0.00048 0.16891± 0.00044
1.478–1.506 0.16647± 0.00045 0.16654± 0.00051 0.16887± 0.00046
1.506–1.534 0.16650± 0.00044 0.16636± 0.00050 0.16888± 0.00045
1.534–1.561 0.16545± 0.00046 0.16509± 0.00049 0.16783± 0.00046
1.561–1.589 0.16569± 0.00045 0.16568± 0.00051 0.16805± 0.00047
1.589–1.617 0.16597± 0.00044 0.16592± 0.00052 0.16820± 0.00046
1.617–1.645 0.16536± 0.00050 0.16562± 0.00054 0.16766± 0.00050
D 0.93± 0.26 0.86± 0.29 0.93± 0.27
SDNR [ppm] 412 412 417
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Figure 9. Comparison of the systematics and starspot correc-
tions derived from the spot-free and the GP model. The different
correction factor at the center of the transit is due to the different
band-integrated Rp/R? measurement.
Stevenson’s classification, this value indicates the likely
presence of obscuring clouds in the atmosphere of the
planet, in agreement with published results (Kirk et al.
2016; Louden et al. 2017).
4.3. Model comparison
All the parameters derived with the three methods on
the band-integrated transits (Table 3) are at ∼ 1σ agree-
ment. The performance of each analysis was evaluated
using the reduced chi-square (χ˜2, Table 3) on the band-
integrated transits and the standard deviation of the nor-
malized residuals (SDNR, Table 5) on the spectroscopic
channels (e.g. Campo et al. 2011; Stevenson et al. 2012).
The Bayesian or the Akaike information criteria (Schwarz
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Figure 10. Spectroscopic light curves after masking the spot and
correcting for the systematics, with relative best fits, and shifted
for clarity. The right panel shows the residuals.
1978; Akaike 1974) are not suitable indicators for our
case, as they do not allow comparing models which use
subsets of the same data set (i.e., different numbers of
data points), excluding therefore the case where the spot
feature was masked.
Using χ˜2, specifically, allowed control on the possibility
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Figure 11. Same as Figure 10, for the spot-transit model.
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Figure 12. Same as Figure 10 and 11, for the GP model.
of overfitting by the GP. Even if GPs intrinsically weight
the goodness-of-fit by penalizing the complexity of the
fitted model (e.g. Rasmussen & Williams 2006; Gibson
2014), we found that some combinations of kernels and
fitted hyperparameters tended to achieve χ˜2 < 1. This
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Figure 13. Mean and 1σ credible interval of the starspot con-
trast ratio predicted from the maximum-likelihood fit on the band-
integrated light curve (dashed blue line), and measured on the
spectroscopic transits (purple points with error bars).
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Figure 14. Cumulative histogram of the residuals on the spec-
troscopic channel fits from the three analyses.
estimator showed that, by fixing the white noise scaling
parameter σw, the GP fitted the data set with a slightly
better performance than the spot model, without over-
fitting. Even if the GP model is favored over the other
models, both in terms of χ˜2 and of lower number of free
parameters, the spot model yields a more complete phys-
ical description of the possible configuration of the sys-
tem, which neither the masking nor the GP can yield.
The SDNR informs on the efficacy of the different
strategies in correcting the spectroscopic channels for
both instrument systematics and starspot-like feature.
The difference in the respective indicators is at most 5
ppm among the three analysis methods. This means the
analyses can be considered equally effective, as is con-
firmed from the resulting transmission spectra.
5. DISCUSSION
Starspot crossings are not generally considered an is-
sue in infrared transmission spectroscopy, because of the
negligible contribution of their black-body emission com-
pared to the stellar one. In this work, we presented
the possible detection of a starspot occultation in near-
infrared observations of WASP-52 and discussed different
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Figure 15. Transmission spectra of WASP-52b from the spot-free, spot-transit, and GP model. The mean flux value was removed from
each spectrum to allow an easier comparison.
ways of correcting the spectroscopic transits before de-
riving the transmission spectrum. We found that the
transit distortion is only likely to affect the reference ra-
dius of the planet, much like an unocculted starspot in
the visible.
With high-resolution, continuously observing instru-
ments such as JWST, masking starspot occultations
might become a less convenient strategy than with HST.
The focus on cool, active stars identified by upcoming
surveys such as TESS will result in more starspot occul-
tations, whose masking will hide relevant information on
the transit parameters. While only starspot models allow
the reconstruction of the occultation geometry, the com-
putational cost of comparing multiple scenarios across
long baselines could become prohibitive. In this context,
the use of non-parametric models such as Gaussian pro-
cesses (GPs) can be explored as a viable alternative.
In search of an optimal strategy for correcting the spec-
trum from the possible starspot occultation, we com-
pared the implications of masking the transit distortion
and of modeling it both with a starspot model and with a
GP. We showed that the transit distortion is wavelength-
independent at the precision of our data. With a ge-
ometric model approach, we obtained a ' 4050+370−230 K
fit on the spot temperature, which makes the possibility
of stellar water contamination in the transmission spec-
trum unlikely. As WASP-52A is an active star, the pos-
sibility that other, colder non-occulted starspots could
be present on the stellar disk also cannot be excluded.
As we found no dependence of the spot contrast among
spectroscopic channels, however, the possibility that the
transit distortion is not due to a starspot remains valid.
Despite this, given the agreement of all reduc-
tion methods, the water absorption feature in the
HST/WFC3 G141 spectrum of WASP-52b is unlikely to
be affected by the starspot-like distortion. The Stevenson
(2016) indicators of the significance of the water feature
on the three resulting spectra are all in agreement, sup-
porting a robust water feature detection which is likely
muted by aerosols in the atmosphere of the planet. While
our analysis showed that different approaches can result
in <∼ 1σ variations of the spectrum baseline, the uncer-
tainty in the reference planet radius, and therefore in
the spectrum baseline, can likely be taken into account
in retrieving the atmospheric state by the use of a scaling
factor (e.g. Benneke & Seager 2012; Line et al. 2013).
We found similar uncertainties on the transit depth
from the three analyses. Moreover, the GP model re-
sulted in a transit midtime <∼ 2 minutes earlier than the
model in which the spot is masked (but still within the
uncertainties of ∼ 3 minutes). To our knowledge, this
is the first time a non-stationary GP kernel is used for
the specific purpose of modeling a possible starspot oc-
cultation in a transit profile. This promising result needs
to be further investigated, and can find applications both
in transmission spectroscopy and broadband photometry.
In particular, stationary kernels could be the most con-
venient choice for modeling other forms of stellar noise
which occur on shorter time scales than the transit, such
as granulation, which happens over tens of minutes and
can affect the apparent Rp/R? (Chiavassa et al. 2017).
Higher-precision instruments such as those aboard
JWST, thanks also to their ability of completely cover-
ing the transit profile, will likely provide additional con-
straints in these kinds of scenario. As spot models over
large data sets, GPs become computationally demanding
when applied on >∼ 1000 points, because of the need of
iterating large matrix inversions. Gibson et al. (2013a)
proposed to use the maximum likelihood type II method
in the MCMC exploration, i.e. to fix the hyperparame-
ters to their least-squares best value, in order to reduce
the computation time. With our small data set of a few
tens of data points per transit, this was not an issue,
while with JWST observations it might affect the choice
of the most convenient approach.
WASP-52A is a ∼ 5000 K star, but starspots in colder
stars might contribute more significantly to the water
feature in a transmission spectrum than what was found
with this study. Predicting how activity features will
affect JWST observations – and the computation cost
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of using GPs in place of starspot modeling – requires an
analysis of multiple transit shapes and of varying sizes
and temperatures for the occulted starspots, which is
beyond the scope of this paper. We plan to carry out a
study of this nature with the use of synthetic data. We
expect a stronger relative impact in JWST than in HST
observations, as error bars on the transmission spectrum
will be smaller than the few 100 ppm observed for this
10.1 magH star.
Many future studies will focus on WASP-52b.
Combined HST/STIS observations obtained from the
Panchromatic Comparative Exoplanetology Treasury
(PanCET) program (GO 14767, PIs Sing & Lo´pez-
Morales) and Spitzer/IRAC observations will be pre-
sented in a forthcoming paper (Alam et al. submitted).
We will then use STIS, WFC3 and IRAC data to retrieve
the composition and structure of this planet’s atmo-
sphere. Additional constraints will be placed by JWST,
which will observe WASP-52b in emission spectroscopy
as part of the GTO program 1224 (PI Birkmann).
Based on observations made with the NASA/ESA Hubble
Space Telescope, obtained from the data archive at the Space
Telescope Science Institute. STScI is operated by the Asso-
ciation of Universities for Research in Astronomy, Inc. under
NASA contract NAS 5-26555. These observations are asso-
ciated with program GO 14260. The authors thank Neale
Gibson and Dan Foreman-Mackey for their helpful sugges-
tions about the use of emcee and of Gaussian processes for
transit modeling, and Patricio Cubillos for his help on specific
MCMC issues.
Facilities: HST/WFC3.
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