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A B S T R A C T
Axons and dendrites, collectively termed neurites, are part of the brain mi-
crostructure and are integral for normal brain function. Configurations of neu-
rites like axonal fanning/bending or dendritic arbour complexity, which man-
ifest as anisotropic orientation dispersion, are known to be very important
during normal brain development and function. In vivo studies to characterise
how these configurations change for normal development/ageing, function
and pathology can help understand the precise changes in microstructure un-
derlying these processes. This can facilitate advancement in the field of neu-
roscience and development of better diagnosis and prognosis of various brain
diseases and disorders.
This thesis concerns the development and evaluation of such an imaging
technique, which characterises complex configurations of neurites in the hu-
man brain. The proposed technique presents a novel marker of neurite mor-
phology, which specifically quantifies anisotropic orientation dispersion, us-
ing in vivo diffusion-weighted magnetic resonance imaging (DW-MRI). This is
done using standard image acquisition, making the technique feasible for neu-
roscience and clinical applications. The work presented is the first to enable in
vivo quantification of anisotropic orientation dispersion.
The first part of the thesis involves the development of the technique to en-
able quantification of anisotropic orientation dispersion and establishing its
in vivo feasibility. We call the proposed technique Bingham-NODDI. The pro-
posed technique is based on an existing DW-MRI technique called neurite
orientation dispersion and density imaging (NODDI), that provides useful in-
dices of neurite morphology, but can not characterise anisotropic orientation
dispersion. The in vivo feasibility of the proposed model is established by thor-
oughly evaluating the inherent accuracy and precision of its indices, using in
silico and in vivo data.
In the second part, the proposed technique is applied to a larger cohort to
demonstrate its applicability to a greater number of subjects. Normative values
of the indices of the proposed technique are reported across the white matter
(WM) of the normal human population and power calculations carried out to
help design future studies using the technique. Finally, a test-retest imaging
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data of multiple subjects is used to establish repeatability and reliability of
the indices of the proposed technique. Comparison to a standard DW-MRI
model shows that the technique can quantify inter-subject differences but is
less robust to noise.
The third part assesses if the proposed technique can characterise the
anisotropic orientation dispersion in the grey matter (GM). This is because
the assessment in the first two parts shows that for standard imaging data,
the technique can only capture anisotropic dispersion in the WM. This is done
using high-resolution ex vivo and in vivo DW-MRI data, which provides better
sensitivity to the neurites in the GM.
The aim of this PhD was to develop a model to characterise anisotropic
orientation dispersion of neurites, which can ultimately be applied to neuro-
science and clinical studies. The proposed work provides an exciting develop-
ment for better research in neuroscience, by making a step towards improved
characterisation of neurites, using standard imaging acquisitions. This will
help in making key links between the precise changes in microstructure that
result in brain development, ageing and pathology.
vii
viii
I M PA C T S TAT E M E N T
In my PhD work, I have proposed an advance model for characterisation of
complex configurations of axons and dendrites in the human brain. The pro-
posed model presents a novel marker of the morphology of neurites (collective
term for axons and dendrites), which specifically quantifies anisotropic orien-
tation dispersion. The work presented here is the first to enable an in vivo
quantification of this feature of neurites. The proposed work provides an ex-
citing development in neuroscience research that may be used to make key
links between the precise changes in microstructure that result in brain devel-
opment, ageing and pathology.
The scope of the work presented here was to develop a method to quan-
tify this index of neurite morphology, which can be estimated with standard
neuroimaging studies. In this thesis, I present the technical details of the pro-
posed model, including the indices it provides and how they may be useful. I
evaluate the proposed model using standard data, showing its feasibility with
existing technology. Finally, I apply the proposed method to multiple normal
subjects, showing the feasibility for clinical and/or population studies.
The most immediate impact of the presented work is in the field of neuro-
science where the proposed model can be used to advance the knowledge of
brain microstructure, specifically neurites. Anisotropic orientation dispersion,
which can be characterised with the proposed model, is an important feature
to characterise, as it is a widespread feature in the brain and provides a subtle
marker of neurite morphology. The method developed has been shown to be
feasible with standard imaging technology and experiments were done to es-
tablish cohort requirements for future studies and the reliability of its indices.
The ultimate impact of the presented work for neuroscience would be to
aid early diagnosis and categorise brain diseases based on the characterisation
of anisotropic orientation dispersion, which will have a direct impact on the
public health. This could easily take decades, but the necessary work for trans-
lation of the proposed method for further studies has been carried out as part
of this PhD.
To facilitate the use of the proposed method by the clinical and neuroscience
community, the model has been made available as an open source toolbox. This
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is provided as part of the NODDI Matlab toolbox1, which is widely being used
and requires no expert knowledge of computational techniques. For the scien-
tific community in general, but specifically in medical imaging, the presented
work provides a framework that can be adapted for the development of a new
model.
The academic impact of the work presented here is also significant as
the work has been disseminated through publications in high impact jour-
nals [158,160], as well as several oral and poster presentations at prestigious in-
ternational conferences [155,156,161–163].
1 Available online at http://nitrc.org/projects/noddi_toolbox
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Part I
G E N E R A L I N T R O D U C T I O N
1
R E S E A R C H P R O B L E M
1.1 introduction
The most fundamental problem in neuroscience is understanding the brain
structure at cellular or microscopic level.This is because the microstructure
plays a vital role in normal brain development and ageing, and breakdown of
it is linked to various diseases. Neurites are an integral part of the brain mi-
crostructure and underpin various brain functions; their integrity is essential
for normal brain function. Neurite is a collective term for axons in the white
matter WM and dendrites in the grey matter (GM) of the brain, which are
projections from the cell body of a neuron.
Traditional histological analysis has helped highlight the importance of neu-
rites, by identifying the links between their morphology to development [40],
ageing [80], function [81] and pathology [31,64] of the brain. Specifically, features
like the density and orientation dispersion of neurites have been shown to
be important. But histological analysis is invasive, providing only local infor-
mation in the regions sampled, which limits its use specifically for the brain
which is formed of an intricate network of neural cells working together. Ac-
cessing the details of neurite morphology non-invasively is invaluable as it
gives a dynamic view of the brain in health and disease and facilitates research
into finding the precise changes in microstructure that underpin normal brain
function and disease. Microstructure imaging aims to do this by using non-
invasive imaging techniques to extract features of microstructure, traditionally
accessible with histology. But the challenge for non-invasive imaging lies in the
scale of the microstructure features of interest as the typical in vivo imaging
techniques contain hundreds of thousand neurons in a basic area unit [1].
Diffusion-Weighted Magnetic Resonance Imaging (DW-MRI) is a non-
invasive imaging technique that is ideal for microstructure imaging as it mea-
sures the dispersion of water in the tissue being imaged, making it suitable
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to probe microstructure, despite having a resolution in the order of 10−9m3
(1− 3mm in each dimension). The technique is particularly useful in the brain
where neurites restrict the water dispersion to be along their length, provid-
ing a unique contrast in terms of their connectivity and orientational variance.
So metrics that reflect the microstructural organisation of the brain can be
extracted from DW-MRI data. This is generally done by a model, which can
estimate indices reflecting the underlying microstructure that would give rise
to the water dispersion, as measured by DW-MRI.
The simplest model, that is currently the standard in DW-MRI in the brain
is the diffusion tensor imaging (DTI) [22], which provides an estimate of the
3-dimensional diffusion properties of tissue, using a Gaussian diffusion as-
sumption. Despite the Gaussian assumption not holding true for diffusion in
the neuronal tissue [149], DTI provides estimates that are sensitive to changes
in the microstructure and are widely used in numerous clinical studies [109,139].
But DTI indices lack specificity to microstructure [23,129]; they are affected si-
multaneously by a number of microstructural changes e.g. demyelination, in-
flammation, axonal loss, gliosis, which give rise to the same alterations of their
values. Thus DTI can not quantify specific measures reflecting how densely
packed or coherently organised the neurites are.
Biophysical modelling is now being utilised to address these limitations of
DTI. This involves the development of complex models representing the mi-
crostructure, in terms of the water dispersion patterns, or diffusion profile,
they give rise to. This gives direct estimates of various indices of microstruc-
ture morphology, such as their packing density, orientation dispersion or ax-
onal diameters. Numerous biophysical models have been proposed in recent
times (see Assaf and Cohen 2009 for a review), but until recently most as-
sumed parallel axons, which is not appropriate to model neurites as they are
known to be orientationally dispersed. Modelling this dispersion has been
shown to provide better estimates of neurite morphology [63,184].
The first direct approach to estimate specific indices of neurite morphol-
ogy, by incorporating orientation dispersion in the model was proposed by
Jespersen et al. 2007, using DW-MRI with ex vivo imaging. The technique en-
abled estimation of neurite density and their orientation dispersion, which
was subsequently validated with detailed histological comparison in Jespersen
et al. 2010. Zhang et al. 2012 enabled the in vivo mapping of these measures
with the development of Neurite Orientation Dispersion and Density Imaging
(NODDI) [185]. NODDI has had a huge impact in the field of neuroimaging,
as it provides clinically relevant indices of neurite morphology utilising stan-
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dard clinical imaging procedures. However, a current limitation of the NODDI
model is its inability to characterise other complex configurations, such as
multiple neurite populations and anisotropic orientation dispersion of neu-
rites (the various complex configurations of neurites in the brain are shown in
Figure 1.1).
Dispersed fibresCrossing fibres Bending fibresDispersed fibres  
(fanning)
Figure 1.1: Schematics illustrating the various complex orientation configurations of
neurites that are found in the brain. These configurations are usually mod-
elled exclusively from each other, e.g. models of orientation dispersion
with one fibre population [185], or coherent fibres with multiple popula-
tions [168]. These intravoxel configurations can be characterised by an orien-
tation distribution function (ODF), shown as the segments of orientations
that can be measured by DW-MRI data (white dotted lines). Figure adapted
from Rowe 2014.
The configuration of interest in this work is the anisotropic orientation dis-
persion, which arises from fanning or bending of neurites. Such orientation
configurations of neurites are widespread in the brain, as shown by histologi-
cal [32,96,169] and DW-MRI [105,147] data. In vivo characterisation of such configu-
rations will provide a more refined measure of neurite morphology, compared
to models such as NODDI. These measures can serve as an imaging marker of
neurite integrity in normal and pathological brain [85,105], as well as to improve
the accuracy of tractography algorithms [138,147]. For example, anisotropic ori-
entations dispersion can be linked to features like dendritic arborization and
fanning of bundles of axons, which are associated with normal brain develop-
ment [19,85] and function play vital role in normal brain function. Thus quan-
tifying anisotropic orientation dispersion of neurites can help enhance our
understanding of how the brain develops and ages in terms of its microstruc-
ture and the specific changes in its organisation that result in brain disease.
A measurement of this quantity has not been demonstrated with NODDI or
any other in vivo technique. To this end, the aim of the work presented in this
thesis is as follows.
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1.2 statement of the problem
Is a technique to noninvasively quantify complex configurations of neurites, specifi-
cally anisotropic orientation dispersion, clinically feasible?
1.2.1 Project aims
To address the stated research problem, the overall aim of this PhD is to
develop a non-invasive imaging technique, feasible with standard neuroimag-
ing technology, to estimate complex configurations of neurites in the brain,
specifically their anisotropic orientation dispersion. The proposed technique
is referred to as Bingham-NODDI, which provides in vivo characterisation of
such configurations, using DW-MRI. The biophysical model underlying the
proposed technique presents a novel marker of neurite morphology, the dis-
persion anisotropy index, which provides a specific quantification of the level
of anisotropic orientation dispersion. Bingham-NODDI is the first method to
enable in vivo quantification of this feature.
To obtain a specific quantification of the dispersion anisotropy index, possi-
ble with standard in vivo clinical imaging, the NODDI framework is utilised,
as it enables in vivo quantification of neurite morphology, using standard DW-
MRI acquisition. This involves modifying the biophysical model underlying
NODDI (also called the NODDI tissue model) to enable characterisation of
anisotropic orientation dispersion of neurites. To accomplish this, the specific
aims of this PhD are:
1. Develop a technique to characterise anisotropic orientation dispersion
2. Propose a novel measure to quantify this anisotropy
3. Demonstrate the in vivo feasibility of the proposed technique, using stan-
dard acquisitions
4. Assess model assumptions and make recommendations for model fitting
5. Assess the indices of the proposed model in the WM and GM of a popu-
lation of healthy adult subjects
6. Establish the clinical feasibility of the proposed technique.
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Following are the main contributions made in the work I carried out during
this PhD, to fulfil the aims outlined in Section 1.2. Where contributions were
made by others, it is sepcified.
1.3.1 Development of Bingham-NODDI
Bingham-NODDI is proposed, which enables enhanced characterisation of
neurite orientation dispersion, along with specific indices for quantifying com-
plex neurite configurations that are subtle markers of changes in neurite mor-
phology. A novel index of orientation dispersion anisotropy is also proposed
to specifically quantify the level of this feature. This addresses the aims 1 and
2 stated in Section 1.2.
The work for the development of Bingham-NODDI has been published
in Tariq et al. 2014a and Tariq et al. 2016a and is entirely my work, but I have
had very useful input from the co-authors to refine the writing. The work has
also been presented at two major conferences [161,162].
1.3.2 In vivo and clinical feasibility of Bingham-NODDI
To demonstrate the in vivo feasibility of Bingham-NODDI, the estimability of
its indices needs to be established. To achieve this, I analyse their accuracy and
precision using a clinically feasible acquisition protocol. I also assess whether
making the NODDI model more complex results in overfitting of the data
and if the proposed model explains the DW-MRI data better than the original
NODDI model, which is referred to throughout this thesis as Watson-NODDI.
Both in silico and in vivo experiments are used for evaluating the estimability
of the model parameters. This evaluation provides an estimate of the inherent
variability in estimating the indices of the model, with known ground truth
(simulations), as well as real data (in vivo). Synthetic data is invaluable to assess
the accuracy and precision of the model parameters against a known ground
truth, for a rich set of plausible tissue configurations. In vivo data evaluation
gives a more realistic assessment of the parameter estimation.
The work for evaluation of Bingham-NODDI indices has been published
in Tariq et al. 2016a, addressing aim 3 stated in Section 1.2. The in vivo data
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used for the analysis was acquired by Dr. Torben Schneider at the Institute of
Neurology, University College London.
1.3.3 Assessment of assumptions and propose fitting procedure for Bingham-
NODDI
Here I assess the impact of some of the assumptions made in the proposed
model and to obtain the optimum fitting procedure to estimate the model
parameters. This includes evaluation of the assumption of a single fibre pop-
ulation per voxel, in the Bingham-NODDI tissue model. Regions of crossing
fibres are known to exist in the brain WM and the proposed model can not
characterise such configurations.
1.3.4 Normative values of Bingham-NODDI in the healthy human brain
I apply the proposed method to high-quality DW-MRI data (Human Connec-
tome Project (HCP) data1) acquired on a larger cohort of normal adult subjects.
This helps establish the range of values of its indices in the normal adult brain,
which are obtained from a very reliable data set. This has clinical utility, for
e.g. it is useful to report the anatomical location of areas with microstructure
properties significantly different to those in normal population or changes
during development in specific areas. I also assess whether the expected vari-
ation across the WM tracts is captured by the Bingham-NODDI metrics, as it
is known that the fibres in a WM tract are not homogeneous in terms of the
microstructure, for example, their packing density and organisation.
This work presenting the normative values of Bingham-NODDI indices has
been presented at an international conference [163] and is a step towards 5th and
6th aims of the work. The in vivo data used here was acquired by Van Essen
et al. 2012, for the HCP. The data processing was carried out by Ms. Jiaying
Zhang and I. Ms. Zhang specifically helped me with the template generation
and distortion correction of the data. The ananlysis presented here to obtain
the mean values and variability of the indices is my own.
1 Available online at http://www.humanconnectome.org/documentation/Q3/
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1.3.5 Reproducibility and reliability of Bingham-NODDI indices
For the proposed technique to have a clinical use, it needs to be assessed
whether the parameters of the underlying model are repeatable and reliable.
For this, I carry out a reproducibility study to evaluate if the real microstruc-
tural differences (i.e. inter-subject differences) can be seen given the noise in
the measurements. To achieve this, scan-rescan DW-MRI data is acquired for
multiple subjects. The acquired data has a repeated measurement design so
the between-subject and within-subject variance can be separated and it is
done using analysis of variance (ANOVA).
The in vivo data used here was acquired by Dr. David Cash and Dr. David
Thomas, at the Dementia Research Centre (DRC), University College London..
Ms. Zhang helped me with the pre-processing of the data, specifically the
template generation.
1.3.6 Bingham-NODDI indices in the grey matter of healthy adult brain
A distinct advantage of Bingham-NODDI is that it allows whole brain
evaluation of neurites, using standard imaging set-up, and the dispersion
anisotropy index is an important characteristic to quantify, for e.g. in the cor-
tical GM [85,147]. However, quantification of features of the microstructure is
challenging in the GM with quality and resolution of standard DW-MRIs ( the
cortical layer is 2-2.6mm thick in normal adults [97], which is comparative to
the thickness of a typical DW-MRI voxel [90]). So resolving microstructure in
the GM requires a very rich acquisition protocol, particularly for a model as
complex as Bingham-NODDI. In order to assess the Bingham-NODDI metrics
in the cortical GM, I utilise high-resolution in vivo data (used in Section 1.3.4
for assessment in WM), as well as ex vivo data acquired on a sample of the
human visual cortex, as used in Kleinnijenhuis et al. 2013. I provide a prelimi-
nary study assessing the metrics of Bingham-NODDI, specifically the index of
dispersion anisotropy in the GM to see if it gives plausible values that correlate
with the known microstructure.
The work evaluating Bingham-NODDI indices obtained from ex vivo images
of human visual cortex were presented at a major conference [155]. The MRI
data used was provided by Dr. Michiel Kleinnijenhuis. He acquired the data
at the Department of Anatomy of the Radboud University Nijmegen Medi-
cal Centre. The histology sample was provided pre-processed by him, but I
carried out the analysis on the DW-MRI data.
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1.4 thesis overview
The chapters in Part (ii) of the thesis provide the background information rel-
evant for the contributions made as part of the PhD. In Chapter 2 I provide an
overview of the brain, with a particular focus on how specific features of the
microstructure can inform about the function or abnormalities of the brain. I
then discuss why there is a need for a non-invasive technique to characterise
complex organisations of the neurites for a better understanding of the mech-
anisms underlying normal brain development and ageing, as well as disease.
In Chapter 3 I discuss the various methods to non-invasively image the brain,
focussing on DW-MRI which is most relevant for the presented work. I then
discuss microstructure imaging techniques that have been utilised to enable
characterisation/quantification of brain microstructure, in Chapter 4. This in-
cludes an overview of the main constituents of such techniques and the vari-
ous models that have been proposed for non-invasive microstructure imaging
of the brain. I also outline the importance of techniques like NODDI for the
advancement of research and clinical practice in neuroimaging. In Chapter 5
I outline NODDI, the DW-MRI technique I use to quantify brain morphology
at the microstructure level and outline the various aspects of the technique,
including a detailed description of the mathematical model underlying it.
Part (iii) of the thesis is concerned with the development and evaluation
of the proposed technique for in vivo quantification of orientation dispersion
anisotropy. In Chapter 6 I present the mathematical framework to enable quan-
tification of orientation dispersion anisotropy, which is the work done for con-
tribution 1.3.1. To achieve this, I address the limitation of Watson-NODDI, by
relaxing the assumption of isotropic orientation dispersion. I derive indices
from the proposed model to quantify the orientation dispersion anisotropy
and other features of neurite morphology. In Chapters 7 and 8 I evaluate the
clinical feasibility of the proposed model and estimating the orientation dis-
persion anisotropy, using in silico and in vivo data. This is the contribution 1.3.2
made in this work. I demonstrate the accuracy and precision of the indices of
Bingham-NODDI and assess how well it explains the DW-MRI data, compared
to the original NODDI model, using a clinical feasible acquisition protocol. Ex-
periments carried out for contribution 1.3.3 are included in Chapter 9.
Part (iv) is concerned with the contributions 1.3.4 and 1.3.5, which is the
work I carried out to establish and facilitate clinical applicability of the pro-
posed method. In Chapter 11 I establish the normative values and carry out
power calculations for Bingham-NODDI indices, while in Chapter 12 I demon-
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strate the repeatability and reliability of the estimates. Both these studies focus
on WM, as it is found that Bingham-NODDI is most useful in neurites of the
WM from evaluation of its indices in Chapters 7 and 8, using standard imaging
data.
In Part (v) of the thesis I provide a preliminary assessment of Bingham-
NODDI in the GM, using very high-quality in vivo and ex vivo DW-MRI
data. Here I assess how well Bingham-NODDI explains the high-quality data
utilised, in the cortical GM. Chapter 14 utilises the ex vivo data while Chap-
ter 15 the in vivo data from Chapter 11 (HCP data).
In Part (vi) I provide a summary of the thesis and a discussion of the main
advanatages and limitations of the proposed technique (Chapter 16). I follow
this up with the future work required to try and address these limitations
(Chapter 17) and take forward the work carried out as part of this PhD.
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Part II
B A C K G R O U N D
This part of the thesis details the principles relevant for the contributions
made during the PhD This includes the basics of microstructure imaging,
specifically the state-of-the-art in computational techniques (biophysical
models) in DW-MRI, which are necessary to fully understand and appre-
ciate the context of this thesis and the proposed method.
2
I M P O RTA N C E O F N E U R I T E S I N N E U R O S C I E N C E
The integrity of brain microstructure, specifically the neurites, is vital for nor-
mal brain function and development. Understanding the changes in neurites
underlying normal and pathological brain is thus vital for diagnosis and prog-
nosis of brain pathologies, which pose a significant disease burden.
This chapter establishes the importance of brain microstructurein neuro-
science for research and clinical application. In the following sections, we de-
scribe the microstructure constituents of the brain, specifically neurites which
are the object of interest for this thesis. We finish with a summary of the exist-
ing knowledge of how the brain and its microstructure change during normal
development and ageing as well as neurological and developmental disorders.
Information in this chapter has been derived from several sources as refer-
enced, including O’Shea 2005 and Johansen-Berg and Behrens 2009.
2.1 brain
Consisting of roughly one billion nerve cells communicating through a hun-
dred trillion interconnections [124], the brain is the most complex organ of the
human body. The brain performs a crucial role in the most vital bodily func-
tions, such as pain perception or reacting to changes in blood pressure or
oxygenation, as well as being the source of human consciousness. This makes
the brain an integral organ for normal functions of the human body. The huge
network of cells working and communicating with each other, help the brain
function. Disruptions to normal brain function have an immense impact on
the human life and substantial economic burden on the society.Thus research
in understanding the brain development, ageing and disorders attracts im-
mense interest and has resulted in initiatives to acquire a wealth of imaging
data from healthy adults and infants (The Human Connectome Project1 and
1 http://www.humanconnectomeproject.org/
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The Developing Human Connectome Project2) as well as longitudinal data
for neurodegenerative diseases (The Alzheimer’s Disease Neuroimaging Ini-
tiative3).
2.1.1 Brain tissue
The brain is the control centre of the body, playing a vital role in the central
nervous system, along with the spinal cord. The functional part of the brain
tissue, known as the brain parenchyma, consists of soft tissue which sits in the
cerebrospinal fluid (CSF) inside the skull. The CSF mainly provides physical
protection and chemical stability to the brain parenchyma but also serves to
protect against ischemia by altering the intracranial pressure, as well as flush-
ing out waste e.g. toxins and hormones. The brain parenchyma is composed
of two main types of neural tissue, the grey matter (GM) and the white matter
(WM), named so due to their distinct macroscopic appearance and colour of
the brain tissue, as seen in the dissected brain images in Figure 2.1. The GM at
the surface of the brain forms the cortex, which surrounds the WM as seen in
Figure 2.1. The deep GM regions, seen as intermediate contrasts in the middle
of the T1 and T2-weighted images shown in Figure 2.1, are made up of neu-
rons from which the deep nerve fibres originate. Deep GM is associated with
processing of various vital functions including memory and navigation.
BrainDiss_Axial from:  
https://radiologykey.com/white-matter/ 
Accessed: 10/03/18
a) b) c)
Figure 2.1: Brain tissue as seen in a dissected human brain [119] (a), T1-weighted MRI
(b), and a T2-weighted MRI (c). The GM is appears darker in the dissected
brain, and surrounds the WM tissue, which is lighter in appearance. The
GM and WM of th brain can also be distinctly seen as the grey and white
regions, respectively, in the T1-weighted image. In the T2-weighted image,
however, the WM appears darker than the GM. The acquisition of MRI
images with various contrasts is described in Chapter 3.
2 http://www.developingconnectome.org/
3 http://adni.loni.usc.edu/
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WM is the ’cabling’ that connects the various GM regions in the brain to
each other and forms the basis of communication between different parts of
the brain. WM mainly consists of highly organised and densely packed axons,
which are a myelin covered cylinder-like part of the neurons, as shown in Figure
2.2. GM is the main processing part of the brain and consists of the cell bodies
of the neurons, which also have projections called dendrites (see the cell-bodies
in Figure 2.2).
2.2 microstructure components of the brain
The cellular composition of the brain tissue are neurons and glial cells. Glial
cells, which include the oligodendrocytes, astrocytes, and microglia, carry out
various support functions, like producing myelin, protecting the neurons and
maintaining homeostasis. Neurons are the main functional cell in the brain,
which form the processing and communication network of the brain.
Neurons are made up of three main constituents: an axon, a soma (cell
body) and dendrites, as shown in Figure 2.2. Roughly speaking, the axons
are in the WM and the cell bodies (glial and neuron cell bodies), including
the dendrites in the GM. The neurons are connected with each other with
synapses, which transfer neural signal (action potential) in the form of an
electrochemical signal [152].
The non-cellular parts of the brain tissue are made up of neurites, which
transport the signals generated and received by the neurons.
Dendrites
Myelinated axon
Figure 2.2: Main microstructure components of the neuron. Axons and dendrites,
which are long processes extending from the neuron (highlighted in red)
underpin the main functions as well as the strucutral integrity of the brain
(see main text). The schematic has been adapted from Edgar and Griffiths 2009.
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2.2.1 Neurites
Axons and dendrites are collectively called neurites and are cylinder-like pro-
jections from neurons. Axons are generally highly organised and densely
packed and can extend up to 1m, while dendrites are more orientationally
dispersed and less densely packed, as shown in the schematics in Figure 2.3.
The main function of the axons is to receive the electrochemical signal from
other neurons, often at dendrites.
The major connections formed by the axons are called axonal pathways,
which are composed of a group of axons, or fibres, that connect various func-
tional regions of the brain. Axons are wrapped around in myelin sheath (Fig-
ure 2.2), which is rich in fat and protein, and greatly improves the efficiency
of transfer of the electrical impulses (neural signal). The axon thickness in the
brain varies from 0.16− 9µm [112], as estimated by electron micrograph studies.
b) Highly organised and 
tightly packed axons in the 
main WM fibres 
a) Typical dendritic processes 
in the cortical GM
c) Less organised 
axons nearer to 
the cortex
a) b)
c)
Figure 2.3: Groups of axons and dendrites, collectively called neurites, typically found
in the vast network of neuronal connections in the brain. The cortical GM
is mainly composed of dendrites, which form complex connectivity pat-
terns, shown in a). Axons are generally densely packed and exhibit low
orientation dispersion, for example the organisation shown in b), but can
also have high orientation dispersion, as shown in c). Note that the images
are not to scale. The images in this figure have been adapted from various sources
(The main image: http://brainmuseum.org/ [accessed in Aug. 2017], a) Leis-
man et al. 2012, b) http://www.vetmed.vt.edu/ [accessed in May 2015] and
c) http://brainmind.com/ [accessed in Aug. 2017]).
The dendrites are organised in a dispersed fashion, which resembles the
branches of a tree [152], as shown in Figure 2.3.a), where various interconnected
dendritic processes of the cortex are represented. Axons, on the other hand, are
usually bundled together to form fibres, which can be densely organised, as
15
2.2 microstructure components of the brain
shown in the electron micrograph in Figure 2.3.b) for the central sections of
the corpus callosum (CC), or exhibit some orientation dispersion, for example
in the fibres extending into the cortex, as shown in Figure 2.3.c).
2.2.2 Main fibres of the brain WM
The main WM tracts in the human brain are big bundles of fibres that form
major axonal pathways in the brain as shown in Figure 2.4.
Corpus callosum Superior longitudinal 
fasciculus
Corona radiata
Figure 2.4: Main fibres of the brain. The first image shows a type of commissure, the
middle one an association and the last image a projection fibre tract. The
dotted lines on each ex vivo brain highlight the variety of ways the fibres
are arranged in the space, specifically in terms of their orientation disper-
sion. Images have been adapted from http://brainmind.com/ [accessed in Aug.
2017].
These are typically catagorised as follows:
• Commissure fibres
These are the fibres that connect the two brain hemispheres and include
the corpus callosum (CC), which is shown in Figure 2.4, and anterior com-
missure (AC).
• Association fibres
These connect the various cortical regions with each other. Association
fibres include the superior longitudinal fasciculus (SLF), as shown in
Figure 2.4, as well as the arcuate fasciculus (AF), the cingulum and the
U-fibres.
• Projection fibres
The projection fibres connect the regions in the brain stem to the cortical
GM. This includes efferent fibres that carry signals from the brain stem
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to the cortex (motor) and afferent fibres that carry it from the cortex back
to the brain stem (sensory). These fibres include the corona radiata (CR),
shown in Figure 2.4, and the internal capsule (IC).
2.3 neurites in healthy and pathological brain
Characterisation of the morphology of neurites is an important area of re-
search for neuroscience and clinical studies, due to its links to development,
ageing, function, and pathology of the brain.
The "critical role of dendrites in information processing in the brain" [153] has been
highlighted by the vast amount of work carried out on brain processing, at the
cellular level. Dispersion of dendrites is linked with brain development [40] and
their density with ageing [80]. Establishment of neuronal pathways and their
myelination is characteristic of normal brain development and modification to
this process is linked with various neurodevelopmental disorders [172].
Changes in neurite morphology are also linked with various neurological
diseases like multiple sclerosis [59], amyotrophic lateral sclerosis [31], Alzheimer’s dis-
ease [127] and neurodevelopment disorders [47]. Thus by quantifying the physical
characteristics of neurites, promising markers of progression of brain diseases
can be obtained and used in the diagnosis, prognosis, and treatment of brain
disorders.
Histological studies have shown that GM undergoes very significant
changes during early brain development [100,101] and abnormal cortical thick-
ness and reduced complexity of the dendritic and axonal processes (i.e. their
orientation dispersion) in the cortex are associated with preterm birth [18,19].
So characterisation of neurite morphology, specifically in terms of their ori-
entation distribution and their packing density is very important. There is a
need to develop better ways of in vivo characterisation of their geometry, which
is the subject of this thesis. Advancement in our understanding of the brain mi-
crostructure and causes of disruptions to it are greatly dependent on imaging
techniques, as discussed in the next chapter.
2.4 importance of non-invasive brain imaging
The precise changes in brain microstructure that lead to a specific change in
function or a certain pathology are not fully understood [43] and require studies
that can probe such dynamic processes noninvasively. Non-invasive imaging
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techniques that provide direct quantification of such microstructural changes
are essential for the advancement of research in neuroscience, as well as clini-
cal practice.
The most accurate and reliable method to image brain microstructure is
histological analysis, as it provides high-resolution data representing the ex-
act measure of the microstructure (i.e. there are no models or approximations
involved). Histological data is considered the ground truth for existing knowl-
edge on the cellular architecture of the brain. However histological analysis
is limited by the invasive nature of the technique, which does not allow for
longitudinal studies to be carried out to follow dynamic changes in the brain
in normal or pathological conditions. Once the brain has been removed from
the body for histological analysis, the imaging analysis is of no use to the
subject who has provided the sample and is not directly indicative of brain
structure for another subject due to the known inter-subject variability of the
brain macro structure as well as the microstructure. There has also been a lack
of availability of good quality histological data due to the complex procedures
involved.
Non-invasive methods for microstructure imaging are thus vital in neuro-
science for better characterisation of the processes involved in brain devel-
opment, ageing, and disease. One such imaging method is DW-MRI, which
is introduced in the next chapter (Chapter 3). The DW-MRI techniques which
provide direct quantification of the brain microstructure are discussed in Chap-
ter 4, along with DTI, the current standard in neuroscience for DW-MRI.
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B R A I N I M A G I N G W I T H M A G N E T I C R E S O N A N C E
I M A G I N G
This chapter discusses the various methods utilised in neuroscience to image
the brain. The focus is on non-invasive and in vivo MRI techniques like DW-
MRI, which provide a contrast dependent on the brain microstructure. DW-
MRI is sensitive to microstructure and allows us to probe brain tissue, in vivo
and is a routine for clinical applications like stroke.
Information in this chapter has been derived from several sources, including
notes on MRI by Delakis 2008-09 and Shmueli 2011-12, as well as various
textbooks on DW-MRI, as referenced.
3.1 in vivo brain imaging
Development of in vivo imaging studies has been invaluable in enhancing our
understanding of the dynamic processes of the brain and have allowed longi-
tudinal studies to be carried out, which was not possible with the traditional
histological studies.
Magnetic Resonance Imaging (MRI) is one such in vivo technique, which
provides a dynamic view of the brain. While MRI is one of the most expen-
sive medical imaging techniques and requires a much longer scan time com-
pared to techniques like ultrasound (US) and computed Tomography (CT), it
is widely used in neuroscience and clinical studies. This is because MRI is
a very rich modality, which can provide several contrasts giving sensitivity
to the brain (macro-)structure, function as well as the microstructure. CT is
widely used for imaging other parts of the body but is less utilised in the
brain as it is ionising, but US is used as a first means of assessing most organs
but has very low soft-tissue contrast. MRI, on the other hand, is non-ionising,
gives better soft-tissue contrast and there are several MRI techniques that are
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non-invasive, as they depend on inherent molecules as contrasts. This makes
MRI one of the most widely used techniques for neuroimaging.
Standard MRI techniques, like T1/T2-weighted MRI, have enabled studies
into understanding the brain maturation and identifying regions of brain in-
jury, as they have a contrast that depends on the underlying tissue. We focus
on DW-MRI, which is a suitable technique for our work due to its sensitivity
to brain microstructure. In the following sections, we describe the fundamen-
tals of MRI and the theory behind diffusion sensitising of MRI (i.e. DW-MRI),
which is the imaging modality used for the presented work.
The following sections summarise the fundamentals of diffusion and how
the diffusion profile of water molecules reflects the details of the surrounding
microstructure, in the brain. Then we describe the fundamentals of MRI and
the theory behind diffusion sensitising of MRI (i.e.DW-MRI).
3.2 diffusion-weighted mri
DW-MRI is a powerful non-invasive imaging modality of the MRI that is sen-
sitive to the displacement of water molecules, in vivo. The diffusion profile
of water provides a unique non-invasive probe to the microstructure, which
acts as a barrier to their movement. DW-MRI is sensitive to diffusion pro-
viding structural information (for restricted diffusion) in the range of about
0.1 − 100µm [131]. So DW-MRI is particularly applicable to the areas of neu-
roanatomy, as the scale of the structures involved is in the micrometre range,
which is much smaller than the resolution of the conventional MRI techniques
(T1 and T2 weighted imaging).
The potential for DW-MRI to be utilised in clinical diagnostics was seen
very early [108,117]. Various studies have taken advantage of the ability of DW-
MRI to allow visualisation of changes at the microscopic level and used it
as a tool for clinical diagnosis. Early detection of the onset of a stroke or
ischemia has been one of the most successful applications of DW-MRI and has
been demonstrated in various human [174], and other animals [48,116]. DW-MRI
highlights acute stroke, within the first few hours of onset. This is due to the
decrease in the diffusion in the region of the stroke, by almost 50%, but such
changes are not visible in conventional MRI until much later [146]. This opens
opportunities for development of treatments and prevention techniques, while
the brain tissue is still in a viable condition.
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3.2.1 Diffusion theory
DW-MRI is based on the random motion of particles called the Brownian mo-
tion, first observed by Brown [30]. Einstein noted that this random motion is
related to diffusion, which is a net movement of particles due to a gradient in
their concentration (Fick’s Law [35]). But the Brownian motion occurs without
a net concentration gradient and so is also called self-diffusion.
Einstein described the process of self-diffusion in terms of the probability
P(r0|r1, t) [56] of finding a particle at position r1 after diffusing over a time
t = t1 − t0 from an initial position of r0. This probability changes over time
due to local fluctuations in concentration and is described by
∂P(r0|r1, t)
∂t
= D∇2P(r0|r1, t) , (3.1)
which is obtained by re-writing Fick’s second law of diffusion (Ap-
pendix A.4).Here D is the diffusion coefficient of the particles. P(r0|r1, t) is
also termed the diffusion propagator, as it quantifies the likelihood of a molecule
diffusing from r0 to r1, over the time t. Solution to Equation (3.1) can be found
for specific cases of diffusion, each with specific boundary conditions.
3.2.1.1 Free diffusion
Free diffusion is described as self-diffusion when there are no physical restric-
tions to the movement of particles. For free diffusion in a homogeneous and
isotropic medium with initial condition P(r0, r1, 0) = δ(r1 − r0) (δ is the Dirac
Delta function) and boundary conditions P → 0, as (r1 − r0) → ∞, Equa-
tion (3.1) can be solved [131] and is given by the Gaussain probability density
fucntion (PDF)
P(r0|r1, t) =
1
(2pi)
3
2 (2Dt)
3
2
exp
(
−
(r1 − r0)
2
4Dt
)
. (3.2)
The mean-squared displacement of the ensemble of freely diffusing particles
is then expressed as
〈(r1 − r0)2〉 =
∫∞
−∞(r1 − r0)2P(r0|r1, t)dr0dr1 = nDt , (3.3)
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where n = 2, 4, 6 respectively for 1, 2, 3 dimensions. Thus for free diffusion in
an isotropic medium, the mean-squared displacement is a linear function of
time and is independent of the direction, and the diffusion can be quantified
experimentally by estimating the diffusion coefficient from a measurement of
the mean squared displacement along any direction.
When the medium of diffusion is not isotropic, describing the PDF with
scalar diffusion coefficient is not sufficient. To account for orientation depen-
dence of the self-diffusion the tensor form of diffusion coefficient can be used,
which gives
P(r0|r1, t) =
1
((4pit)3det(D))
1
2
exp
(
−
(r1 − r0)
TD−1(r1 − r0)
4t
)
, (3.4)
where D is a symmetric positive-definite 3 × 3 matrix, called the diffusion ten-
sor. This form of PDF can be used for anisotropic diffusion as Gaussian
(free) diffusion described in a 3-dimensional space and was introduced by
Stejskal 1965 and later described as an experimental framework to measure
tissue anisotropy by Basser et al. 1994, as detailed in Section 4.4.1.
In the brain, CSF is the fluid surrounding the brain tissue, and exhibits
isotropic Gaussian diffusion, as shown by the simulation in Figure 3.1. Such
isotropic diffusion can be characterised by a single diffusivity as in Equa-
tion (3.2).
3.2.1.2 Hindered and restricted diffusion
When there are barriers or physical restrictions to the motion of diffusing par-
ticles, the displacement profile of the molecules is dependent on the geometry
of the physical barriers as they hinder (permeable membranes) or restrict (non-
permeable membrane) the motion of particles.
The brain tissue is highly non-homogeneous, consisting of neurons and glia
of varying geometric characteristics (Chapter 2). The diffusion in the neural
tissue thus has an apparent diffusion coefficient (ADC), which depends on
these microstrucutre components. These diffusion characteristics are very dif-
ferent inside the cells, compared to outside them, as the cell membranes that
separate the cell’s interior from the exterior form a very impenetrable barrier
to diffusion.
The cells in the brain tissue are seperated by ≈ 50nm and the cell sizes are
≈ 1− 100µm and neuronal processes (neurites) are an order of magnitude less
than that [95]. Such packing results in a highly tortuous environment outside
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the cells for protons to diffuse through, as shown by the blue and red paths
in Figure 3.1. Over very short times, the diffusion in this space represents
the local intrinsic diffusivity, but at longer diffusion times, the effects of this
tortuosity become predominant, reflecting the obstacles to the dispersion of
protons [66,106].
Intra-neurite Extra-neuriteOutside tissue
Figure 3.1: Schematic depicting the diffusion of particles in the brain. The top panel
shows the displacement of particles in certain parts of the neural tissue,
while the bottom panel shows the displacement profile of water molecules
within the neurites, or the intra-neurite space (restricted diffusion), in the
extra-neurite space (hindered diffusion) and CSF (free diffusion). The dis-
placement profiles were created using Monte-Carlo simulation to depict random
motion of a large number of particles using the Camino toolkit [42] and the top
panel has been adapted from Le Bihan 2014.
For cells within the impermeable environment of cells and neurites (in the
time scale where no exchange happens with the extracellular compartment),
the protons are confined within the boundaries and the displacement profile
of the particles reflect this, as seen in Figure 3.1. This restricted diffusion in
non-Gaussian. The diffusion in the intra-cellular space is thus dependent on
the surroudning geomtery as well as the diffusion time.
Thus for diffusion in the neural tissue, the solution to Equation (3.1) is very
complicated and the PDF is no longer Gaussian. The PDF thus has to be ob-
tained by considering the specific geometry present in the tissue. Many such
solutions for various geometries of interest like spheres and cylinders can be
found in literature [44,121].
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3.2.2 Nuclear magnetic resonance
MRI is based on the phenomenon of nuclear magnetic resonance (NMR), first
observed independently by Purcell [133] and Bloch [28] in 1946. NMR is based on
the interaction between atomic nuclei with a non-zero spin and charge, and
a magnetic field, which results in a transfer of electromagnetic radiation of a
certain frequency. The nucleus usually probed in MRI is the Hydrogen (1H+)
in the water, which is abundant in the body ( 70− 90% of most tissue). Proton
or spin is synonymously used instead of the 1H+ nucleus, as it has a single
proton with non-zero spin.
Interaction of B0 and the magnetic moment, µ, produces a torque which
causes the nucleus to precess about the axis of B01. This results in a circular
motion of the magnetic moment, µ in the plane perpendicular to the main axis
of B0 and it rotates with the Larmor frequency,
ω0 = γB0 . (3.5)
In an MRI experiment, we are concerned with the ensemble of nuclei in the
typical imaging volume called a voxel, where the nuclei take one of their two
discrete energy states, up or down, as dictated by the Boltzmann distribution
(Appendix A.1). The difference in the occupation of the two energy states
creates the equilibrium magnetization M0 in the direction of B02, as there are
more nuclei in the spin-up than spin-down energy state. Conventionally B0
is applied along the z-axis, which is also called the longitudinal direction and
the plane perpendicular to it (x-y plane) is called the transverse plane.
The net magnetisation in each unit of imaging volume describes the macro-
scopic magnetisation, M = (Mx,My,Mz) and is the source of an MRI signal,
as described in the next section.
3.2.3 Signal generation
In the presence of external magnetic field, the evolution of the net magneti-
sation, which is the signal measured in MRI, is described by the Bloch equa-
tion [28] (see Appendix A.2), which shows that M0 can be manipulated by ap-
1 much like a top spinning around its axis at an angle to the earth’s gravitational field, precesses
about the gravitational axis
2 there is no net magnetisation in the plane perpendicular to the axis of application of B0, as
the precession of individual nuclei are not in phase
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plying a magnetic field at the resonant frequency of the precession of the
system of nuclei, ω0. This perturbs the M0 from its equilibrium state (Fig-
ure 3.2.a), providing a probe to the different magnetic properties of the sam-
ple, as energy is absorbed (excitation) and released (relaxation) by the system
of spins.
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Excitation and radio frequency (RF) pulses
If an electromagnetic wave polarized perpendicular to the z-direction with frequency
!1 is applied, then the induced magnetic field is:
B1(t) =
26664
B1 cos!1t
B1 sin!1t
0
37775 (2.7)
When this radio-frequent (RF) field is superimposed to initial constant field B0, equa-
tion (2.5) can be rewritten as:
dM(t)
dt
=   ·M(t)⇥
26664
B1 cos!1t
B1 sin!1t
B0
37775 (2.8)
This equation describes the manipulation of the magnetizationM by transversal
RF fields which is schematically represented in Fig. 2.5.
Figure 2.5: A transversal RF pulse causes the net magnetization to precess around z-axis. Fig-
ure adapted from [63]
Depending on the frequency !1 and on the duration of the pulse, different effects
can be obtained. For !1 = !0 and a constant amplitude B1, the magnetizationM is
deviated from the equilibrium by an angle ↵ depending on the duration of the pulse.
This is called the flip angle. The commonly used values in acquiring the MR images
are ↵ = 180o -corresponding to magnetization inversion and ↵ = 90o -corresponding
to transversal magnetization.
Figure 3.2: Illustration of the evolution of M in the presence of a magnetic field
B1(t). Application of B1(t), oscillating in the transverse plane at Larmor
frequency, tips the M0 towards the transverse plane. The oscillating field,
B1(t) is shown in the right and the path taken by the net magnetization
as it tips t th t ansverse plane is shown in left of the figure. Figure
adapted from Buxton 2009.
Figure 3.2 shows the evolution of M(t) as it tips to the transverse plane,
taking a spiral path described by the Bloch equation (Appendix A.2), as it
precesses about the longitudinal plane. The M(t) precessing is the source of
MRI signal and is detected as the induced voltage in a coil with the same
resonant frequency. The following section describes how this is typically done
for MRI of the brain.
3.2.4 Acquisition sequence
The MRI acquisition sequence, or the acquisition protocol detremines the precise
evolution of M(t) over time. The data presented in this thesis is acquired us-
ing the spin echo, SE [75] sequence, so only the SE sequence is described here.
The other typical sequence used in brain imaging is the gradient echo, GE se-
quence [57].
The evolution ofM(t), for the SE sequence, is shown in Figure 3.3. TheM(t)
is maximum at the time the excitation pulse is removed, as a result of coherent
spin precession, but decays due to their dephasing over time. The excitation
pulse rotates M0 by 90◦, so is also called the 90◦ pulse. An additional RF pulse
flips the position of the spins by 180◦. This is called the refocusing pulse as
it allows the signal to "re-appear" at a known time, the time to echo - TE, so
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the signal can be detected. The evolution of the signal as a result of the spins
precessing in the transverse plane is explained in Figure 3.3.
The MR signal measured at the end of this sequence is called the spin-echo
which is shown in Figure 3.3 and is detected by an RF coil tuned to the fre-
quency of precession ofM(t). The whole MR sequence (Figure 3.3) is repeated
at time t = TR to acquire more signals. This sequence can be used to probe tis-
sue properties, as detailed in Section 3.2.6, and also made sensitive to diffusion
of spins (i.e. DW-MRI), by adding diffusion sensitising magnetic gradients, as
described in Section 3.2.7.
3.3 spin-echo sequenc 30
3.3 spin-echo sequence
In the work we will be using the basic Nuclear Magnetic Resonance (NMR) sequence of SE.
Figure 3.2 illustrates the SE experiment. The first half is similar to the process in fig.3.1: the 90˚
pulse flips the spins onto the transverse plane, which then start to precess at slightly different
phases, thus also losing their spatial coherence and total magnetisation. The second RF pulse is
what reverses this process, and thus recovers some of the signal back, the spin-echo, at time TE.
Though in some experiments this 180˚ pulse can be repeated to achieve multiple spin echoes,
usually, the SE sequence is repeated again after time Repetition Time (TR) (TR being the time
between two 90˚ pulses).
Spin Echo!180°!90°!
"!
TE!
M
ag
ne
tis
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n!
Dephasing! Rephasing!
T2  decay!
T2*  decay!
90° !
RF pulse!
180° !
RF pulse!
100 %!
Echo Time (TE)!
Figure 3.2: The SE sequence. The first 90˚ excitation pulse flips the spins on the plane perpendicular to
the B0 field. With time, phase differences reduce in the resultant magnetisation, as shown
by the circles on the stop panel; the T2 also causes a reduction in the magnetisation. At time
TE/2, the second refocusing 180˚ RF pulse flips the spins, leaving the faster (precessing) spins
behind the slow ones. At time TE the spins are in phase with each-other; this is spin-echo.
Different kinds of tissue have different characteristic T2, e.g. white matter in the brain has
much shorter T2 than the CSF. This provides a natural means of contrasting between different
tissue types. In this type of imaging, a balance needs to be struck between low TE, which
produces good signal, and high TE which increases the contrast.
Images: 
1) section 1 of the book: Diffusion {MRI}: from quantitative measurement to in vivo 
neuroanatomy (figure $1.4$) \citep{Bass rBehrensBook09} 
2) Uran’s thesis 
3) lecture notes in Medical Imaging, (Imperial College, London) } \citep{LectureDelakis}
TE/2 TE/2
Excitation
Dephasing Refocussing
Rephasing
Echo
Figure 3.3: Schematic depicting the SE sequence and how it impacts the M in the
transverse plane. Top: the SE sequence, middle: the evolution of spins in
the transverse plane and bottom: the detected signal. The excitation pulse
(90◦) tipsM to the transverse plane. With time, phase differences between
individual spins (dephasing) and magnetic field inhomogenities (T2 and
T∗2 ) cause a reduction in the magnetisation. At a time
TE
2 , the refocusing
pulse (180◦) flips the spins, leaving the faster (precessing) spins behind
the slow ones. At t = TE the spins regain phase coherence, which is the
spin-echo. Illustration adapted from Ferizi 2014 a d Delakis 2008-09.
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3.2.5 Signal localisation
The signal detected by the sequence described until now is an average over the
entire sample and needs to be localised to a specific part of the anatomy. This is
done by changing the magnitude of ~B0 (applying magnetic field gradients) along
the three principal axes. Since the Larmor frequency (Equation (3.5)) of the
spins depends on ~B0, the spins now precess at different frequency depending
on their position and the signal from a particular location in the body can be
detected with a read-out coil of frequency
ω(r) = γp(B + r ·G(r)) , (3.6)
where G = dBzdx i+
dBz
dy j+
dBz
dz k represents the gradients applied to modify B0
along the three principal axes. Thus by applying gradients of known magni-
tude, the resonant frequency of the spins becomes a spatial label.
The application of gradients is done in three steps, slice selection, frequency
encoding and phase encoding, to image a 3D object or subject.
For slice selection, a gradient in the z-direction is applied, at the same time
as the excitation RF pulse. RF pulse will only excite the spins in a specific
cross-sectional "slice" which has the resonant frequency within its bandwidth.
The image encoding, i.e. excitation of a specific pixel in the selected slice
is then done by applying a frequency encoding gradient in the x-direction
and a phase encoding gradient in the y-direction, during the read out part of
the sequence, i.e. when the MR signal is detected (Figure 3.4). The frequency
encoding gradient, Gx makes the oscillation frequency of the spins, linearly
dependent on their position along the x-axis. Usually, the phase encoding is
done by applying Gy for short time intervals, between the excitation and read-
out.
The measured signal in an MRI experiment is complex as it has a phase
and magnitude and it is acquired in the k-space, which is the Fourier trans-
form of the image space. To reconstruct a 2D image (each excited slice), the
k-space is sampled by manipulating the frequency and phase encoding gradi-
ents, which represent the x and y coordinates of the k-space. This is generally
done line-by-line, where a short Gy gets the spins in each y-location to precess
with a certain frequency and a continuous Gx makes these spins precess at a
frequency dependent on their location along the x-axis. The signal is acquired
at specific intervals during the application of the Gx, so for the same excitation
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a single line in the k-space is sampled. For the next k-space line, the same se-
quence is repeated, but with a Gy of different magnitude. This sequence is not
ideal due to the time it takes, so signal decay (relaxation) and subject motion
result in lower SNR and distortions of acquired images. For faster acqusition,
specifically for DW-MRI, an echo-planar imaging (EPI) sequence is used. In EPI,
the whole of an excited slice is sample together, by applying successive Gy
and Gx of successive opposite polarity to sample the whole k-space, as shown
in Figure 3.4.
I. INTRODUCTION TO DIFFUSION MRI
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scope of this chapter, but is included to indicate that 
data sampling in MRI is very flexible.
One more class of pulse sequence is mentioned 
here, and will be discussed in more detail in section VI 
of this chapter. Fast spin echo (FSE), also called RARE, 
or Turbo Spin Echo (TSE), uses a series of refocusing 
rf pulses during the sampling trajectory (Henning 
et al., 1986). These trains of rf pulses result in multiple 
spin echoes and far less spin dephasing during data 
sampling. Every refocusing pulse reverses the phase 
of the spins, including the Fourier phase of equation 
(2.6); thus the k-space location of the sampling trajec-
tory is flipped about the k-space origin by every refo-
cusing pulse. Because data cannot be sampled during 
the application of the rf pulse, FSE/TSE trains take 
longer to traverse k-space. All rf pulses have a heating 
effect on the patient; this is quantified by the specific 
absorption rate (SAR), which is related to the power 
of the rf pulse and the fraction deposited into the 
patient, normalized by the patient mass. An in-depth 
discussion of SAR is beyond this chapter, but it should 
be said that particularly for higher field (3 tesla and 
MRI PULSE SEQUENCE PRIMER
FIGURE 2.6 Illustration of MRI pulse sequences (simplified for illustration) and their data collection trajectories. Conventional Cartesian 
pulse sequences (a) measure data in k-space (b) one line per TR (shot) (white line shows one measurement trajectory, gray lines show sub-
sequent measurement trajectories, each obtained with a different value of Gy). Echo planar imaging (EPI) pulse sequences (c) oscillate the 
frequency encoding gradient and measure multiple lines of k-space (d) per shot. Spiral pulse sequences (e) oscillate the gradients in order to 
sample k-space along a (f) spiral trajectory.
Collect dataRF
Gz
Gy
Gx
Time
(a) (b)
RF
Gz
Gy
Gx
Time
Collect data
(c) (d)
RF
Gz
Gy
Gx
Time
Collect data
(e) (f)
a) b)
Figure 3.4: Illustration of the echo planar imaging (EPI) MRI pulse sequence (a) and
the corresponding data collection trajectory (b). In the EPI pulse sequence
the frequency encoding gradient is oscillated and multiple lines of k-space
(b) are measured per shot. Gz, Gy and Gx are the slice, phase and read
gradients, for signal localisation, as described in the main text. Illustration
adapted from Pipe 2009.
The complex signal acquired in MRI is affected by noise from several
sources, including thermal fluctuations in the hardware. Signal-to-noise ratio
(SNR) is a measure of the signal quality, which is the ratio of the signal and
the standard deviation of the noise. In MRI signal, the SNR depends on the
voxel sizes, the number of signal averages, the bandwidth of the signal read-
out (i.e. t ick ess of the excite slice) and the number of th k-space sampled
in the ree dime sions [130].
3.2.6 Tissue based contrast
As the spins excited by the oscillating magnetic fields, return to their equi-
librium energy states, the signal detected decays according to specific time
constants, which depend on the chemical and structural makeup of the sur-
rounding tissue. This tissue-specific response of the spins’ magnetisation is
termed relaxation. The relaxation time constants are the source of contrast in
the MR images, as they vary for different tissues, as well as pathology, and by
manipulating the time between the application of pulses, specific contrast can
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be achieved, as shown in Figure 3.5. T1 and T2 are typically used in brain imag-
ing as sources of contrast and the acquired images are termed T1-weighted
and T2-weighted MRIs, respectively.
WM (Short T1)
GM (Long T1)
CSF (Long T2)WM (Short T2)
T1-weighted MRI
T2-weighted MRI
TE (ms) TR (ms) Weighting
Short (10-30) Short (4500-850) T1
Long (>60) Long (2000+) T2
Mxy
Mz
time
Figure 3.5: Figure illustrating that the values of TE and TR determine how much the
signal decays, which results in a T1 or T2 weighted signal. The TE and TR
values also impact the singal-to-noise ratio (SNR) and a balance needs to
be obtained to get good quality signal with suffucient relevant contrast.
The typical TE and TR values for spin-echo sequence are also shown.
T1, the spin-lattice relaxation (or longitudinal recovery) time, is the time
taken for the longitudinal component of the magnetization, Mz(t) to recover.
The energy, initially absorbed due to the application of the excitation pulse,
is released to the lattice surrounding the system of spins (resulting in an in-
crease in sample temperature). Mz(t) recovers its equilibrium position and the
magnitude is given by solving the Bloch equations, updated with the effect of
relaxation (Appendix A.2, Equation (A.5))
Mz(t) =M0
[
1− exp
(
−t
T1
)]
. (3.7)
The T2 is the spin-spin (or transverse) relaxation time, which describes the
de-phasing of the individual spins, as they interact with each other and ex-
perience slightly different magnetic environments3. The spins precessing at
3 In real systems additional dephasing of spins is caused byB0 inhomogeneities and differences
in magnetic susceptibility between tissues, adding static field variations. So the transverse
magnetization decays according to: 1T2∗ =
1
T2
+ 1
T ′2
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slightly different frequencies result in the decay of the transverse component
of the magnetization, Mxy(t), which has time dependent behavious as follows:
Mxy(t) =M0
[
exp
(
−t
T2
)]
. (3.8)
3.2.7 Diffusion sensitisation and acquisition
MRI can be sensitised to the self-diffusion of water particles, by application of
magnetic field gradients, as recognised by Hahn [75], who was the first to note
the sensitivity of MRI signal to molecular diffusion. These gradients, termed
diffusion encoding or diffusion sensitising gradients, are applied before the image
encoding of an MRI acquisition (Section 3.2.5).
The most commonly used DW-MRI sequence is the pulsed gradient spin echo
(PGSE) proposed by Stejskal and Tanner [150], shown in Figure 3.6, which incudes
two diffusion encoding gradients applied around the 180o pulse in the SE
sequence. These gradients have magnitude |G|, are applied for a duration of δ
and have time separation ∆ between them.
In PGSE sequence, the 90o pulse is applied at time t = 0 (Figure 3.6), and
affects the spins, as described in Section 3.2.3. The phase accumulated by spins
in the presence of an external magnetic field, at a time t after the application
of the 90o pulse, in a SE sequence, is φ(t) = ω0t = γB(t)t. When the external
magnetic field is spatially changing (i.e. magnetic field gradients are applied),
the angular frequency varies spatially. If this magnetic field gradient, G, is
applied for a duration δ, a short time t1 after the 900 pulse the phase accumu-
lated by the spins becomes dependent on the position of the spins, and can
be measured as an integral over the time the gradient pulse is applied. So the
principle of diffusion encoding is similar to that of spatial encoding, described
in Section 3.2.5.
A time τ after the 90o pulse, the phase accrued by the ith spin is given by:
φi(τ) = γB0τ+ γG ·
∫ t1+δ
t1
ri(t)dt . (3.9)
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The sensitivity of the spin-echo MR signal on 
molecular diffusion was recognized by Hahn. He 
reported a reduction of signal of the spin echo and 
explained it in terms of the dephasing of spins caused 
by translational diffusion within an inhomogeneous 
magnetic field (Hahn, 1950). While he proposed that 
one could measure the diffusion coefficient of a solu-
tion containing spin-labeled molecules, he did not 
propose a direct method for doing so.
A few years later, Carr and Purcell (1954) proposed 
a complete mathematical and physical framework for 
such a measurement using Hahn’s NMR spin-echo 
sequence. They realized that the echo magnitude 
could be sensitized solely to the effects of random 
molecular spreading caused by diffusion in a way 
that permits a direct measurement. The idea they 
employed is not very different from what is utilized in 
most current studies of diffusion-weighted imaging. 
Because a spin’s precession frequency is determined 
by the local magnetic field as implied by equation 
(1.3), if a “magnetic field gradient” is applied, spins 
that are at different locations experience different 
magnetic fields – hence they precess at different angu-
lar frequencies. After a certain time, the spins acquire 
different phase shifts depending on their location. 
Stronger gradients will lead to sharper phase changes 
 across the specimen, yielding a higher sensitivity 
on diffusion. In most current clinical applications, a 
quantity called the “b-value”, which is proportional to 
the square of the gradient strength, is used to charac-
terize the level of the induced sensitivity on diffusion.
In the scheme considered by Carr and Purcell, a 
constant magnetic field gradient is applied through-
out the entire Hahn spin-echo experiment as shown 
in Figure 1.5. Such an acquisition can be performed 
either in a spatially linear main field, or using another 
coil that is capable of creating a linear magnetic field 
on top of the homogeneous field of the scanner (B0). 
In their description, at a particular time t, a particle 
situated at position x experiences a magnetic field of 
B0  G x(t). If the particle is assumed to spend a short 
time, U, at this point before moving to another loca-
tion, it suffers a phase shift given by
 
G X U
H U
( ( )) ( ( ))
( ( ))
x t x t
B G x t
 
  0   (1.4)
as a result of the Larmor precession at the field modi-
fied by the constant gradient. Here, the minus sign 
is necessary for protons whose precession is in the 
clockwise direction on the plane perpendicular to the 
main magnetic field. Therefore, the net phase shift 
that influences the MR signal at t  2U is related to 
the motional history of the particles in the ensemble. 
By exploiting this phenomenon Carr and Purcell pro-
posed MR sequences to sensitize the MR spin echo 
to the effects of diffusion, and developed a rigorous 
mathematical framework to measure the diffusion 
coefficient from such sequences. This elevated NMR 
as a “gold standard” for measuring molecular diffu-
sion. An alternative mathematical formulation of the 
problem was introduced by Torrey (1956) who gener-
alized the phenomenological Bloch equations (Bloch, 
1946) to include the effects of diffusion.
After about a decade, Stejskal and Tanner (1965) 
introduced many innovations that made modern dif-
fusion measurements by NMR and MRI possible. 
First, they introduced the pulsed gradient spin-echo 
(PGSE) sequence, which replaced Carr and Purcell’s 
constant magnetic field with short duration gradi-
ent pulses as illustrated in Figure 1.6. This allowed 
a clear distinction between the encoding time (pulse 
duration, E) and the diffusion time (separation of the 
two pulses, %). A particularly interesting case of this 
pulse sequence that makes the problem considerably 
Gradient
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Rf
90°
180°
G


FIGURE 1.6 A schematic of the pulsed field gradient spin-echo MR 
technique introduced by Stejskal and Tanner. The time between the 
application of the two gradient pulses, %, may be anywhere between 
10 ms and a few hundreds of milliseconds. The gradient pulse dura-
tion, E, can vary between a few milliseconds to %, where when E  %, 
the pulse sequence becomes the same as that in Figure 1.5.
Gradient
Signal
Rf
90°
180°
FIGURE 1.5 A schematic of the spin-echo experiment in the 
presence of a constant field gradient discussed by Carr and Purcell. 
Diffusion taking place in the resulting inhomogeneous field gives 
rise to a decreased MR signal intensity.
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Figure 3.6: Schematic of spin echo experiment in th presence of a pulsed field gradi-
ent, s pr posed by Stejskal and Tanner. This sequence is also referred to
as the pulsed gradient spin echo sequence and is used to sensitise an MRI
acquisition to the diffusion of spins, as explained in t e main text. Image
adapted from Basser and Ozarslan 2009
Here the · represents a dot product between G and r The 180o pulse is then
applied at time τ after the excitation pulse, which reverses the phase of the
spins. The total phase shift of a particle i after time 2τ is then given by:
φi(2τ) =
(
γB0τ+ γG ·
∫ t1+δ
t1
ri(t)dt
)
−
(
γB0τ+ γG ·
∫ t1+∆+δ
t1+∆
ri(t)dt
)
= γG ·
(∫ t1+δ
t1
ri(t)dt−
∫ t1+∆+δ
t1+∆
ri(t)dt
) .
(3.10)
Here the effect of the static field gets cancelled out and the phase accrued by
a spin is due to that acquired during the application of the two pulse gradients.
So for a spin that is stationary throughout the PGSE sequence, the total phase
cancels out, but when the spin is not stationary it accumulates a net phase
(Equation (3.10)).
Thus for non-diffusing spins, the phase is cancelled due to the equal duration
and magnitude gradient pulses, and the spins refocus at the TE, as in a typical
SE sequence. But if the spin is diffusing, the phase accrued during the first
gradient pulse is not the same as that during the second and the phase is not
cancelled.
So the signal measured at the end of the PGSE sequence, in presence of diffu-
sion is attenuated due to the phase differences between the spins, as illustrated
in Figure 3.7. The degree of this dephasing, or phase dispersion, is proportional
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to the displacement of spins during ∆ in the direction of G and the strength
of the gradient applied, i.e.|G|.
Figure 3.7: A schematic representation of how the PGSE sequence measures the dif-
fusion of water molecules. Two types of samples are shown, one with a
lower level of hindrance (top) than the other (bottom). Initially, all the
spins within each sample are in-phase. When a PGSE sequence is applied,
the spins dephase, according to the level of diffusion in the direction of the
applied gradient field. So the level of dephasing is higher for the top sam-
ple than the bottom, which the source of contrast in DW-MRI, as shown
by the images on the right. Illustration adapted from Le Bihan 2014.
The net phase accrued by a diffusing spin according to Equation (3.10) is
φi(2τ) = γδG · (r0 − r1) = q · x, where q = γδG is the wavevector, and the
magnetic moment of the spin is Me(iq·x). Here M is the magnitude of this
magnetic moment. This exponential decay due to the phase accumulated is
the source of signal in a DW-MRI acquisition, but since the detected signal is
from an ensemble of spins, this signal is integrated over all the spins in an
imaging voxel and weighted by the probability for a spin to begin at r0 and
move to r1. So the signal measured at t = TE is
A(q) = A(0)
∫
P(x, t) exp (−iq ·x)dx , (3.11)
where A(0) is the signal without diffusion-weighting and P(x, t) the condi-
tional probability defined in Section 3.2.1, quantifying the probability of parti-
cle displacement. So the DW-MRI signal is sampled in the q-space, the Fourier
transform of which gives the images. This equation is derived from the Bloch-
Torrey equation [165], which incorporates the diffusion in the standard Bloch
equations (Appendix A.2).
32
3.2 diffusion-weighted mri
In DW-MRI the tunable parameters for the acqusition, |G|, ∆, δ are typically
combined to give a diffusion weighting factor
b = γ2|G|2δ2
(
∆−
δ
3
)
, (3.12)
and it quantifies the sensitivity of the DW-MRI acquisition to the diffusion of
particles. This factor is also called the b-value and is generally used to describe
a specific acquisition, as it contains all the experimentally variable parameters
for DW-MRI data. Here Td =
(
∆− δ3
)
is the diffusion time which dictates
the length scale probed by the diffusion experiment. In free diffusion, the
root mean squared displacement of particles over Td is 〈r〉 = 6DTd, from
Equation (3.3).
For Gaussian diffusion (Section 3.2.1.1) the measured DW-MRI signal is
A(q) = A(0) exp
(
−qTDqTd
)
, (3.13)
from Equations (3.11) and (3.4).
In a space confined by restricting geometry, the diffusion of particles is
a function of the diffusion time, diffusion coefficient and the characteristics
(shape, size, orientation distribution etc) of the geometry [131]. Thus the effects
of these boundaries must be taken into account, and any estimation made with
the Gaussian assumption will not measure the true diffusion characteristics.
In practical DW-MRI, the aim is to recover the probability profile, P(x, t) or
its characteristics, or that of the geometries surrounding the diffusing particles,
from the acquired signal, A(q). For this, assumptions need to be made about
the diffusion of particles during the application of the diffusion sensitising
gradients. Two common assumptions used are the short gradient pulse (SGP)
and the Gaussian phase distribution (GPD) [121]. In the SGP approximations, it
is assumed that no diffusion occurs during the application of the pulses, i.e.
δ << ∆, but this is not attainable in practice, especially with the need to have
higher δ for higher diffusion weighting. The GPD assumption accounts for the
non-negligible pulse duration of the diffusion sensitising gradients applied. In
GPD, it is assumed that the displacment of the spins over time, x(t), and thus
their phases, φ(t), have Gaussian distribution, with variance dependent on the
time they are allowed to diffuse [121,151].
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Equation (3.13) for free diffusion, holds true for both the SGP and GPD
assumptions, but for restricted diffusion, which is not Gaussian, the two ap-
proximations give very different forms of A(q).
In microstrucutre imaging, the aim is to quantify the microstrucure, based
on the diffusion profiles measured by DW-MRI. But the estimation of the
P(r0|r1, t) from measured diffusion signal is very complicated and several at-
tempts have been made to calculate the diffusion signal in restricted environ-
ment [121,131]. Increasingly, the P(r0|r1, t) is estimated by modelling, i.e. making
various assumptions about the geometry of the surrounding microstructure
and the resulting distributions, as discussed in the next chapter.
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Microstructure imaging is a field in neuroscience which aims to obtain in-
dices similar to those derived from traditional histological analysis, using non-
invasive and in vivo imaging techniques. In DW-MRI this is done using math-
ematical models that relate the acquired diffusion measurements to the micro-
scopic features of the tissue, providing estimates of histological features of in-
terest. Due to its diffusion-dependant contrast, which reflects the geometry of
the underlying microstructure, DW-MRI has been widely used in neuroimag-
ing studies, which has led to exciting developments being made in the field of
microstructure imaging.
In this chapter, we introduce the various modelling techniques, based on
DW-MRI that are utilised in neuroscience to infer the characteristics of the
tissue being imaged. We first give an overview of the various modelling meth-
ods of DW-MRI, which includes a) modelling the measured signal to estimate
the diffusion profile and b) modelling the microstructure to estimate specific
features of microscopic geometry. The focus of this thesis is microstructure
imaging with standard clinical imaging, so we give an overview of the rel-
evant microstructure imaging techniques, as well as the current standard in
DW-MRI called the DTI. We also describe the framework for estimating pa-
rameters of interest from modelling in DW-MRI, as the proposed model in
this thesis is based on the same principals.
4.1 diffusion as a marker of brain microstructure
The neural tissue in the brain has a characteristic structure which dictates the
diffusion profile (the probability P(r0|r1, t) defined in Section 3.2.1) of water
molecules around them. Due to the longitudinal geometry of neurites, they
restrict the diffusion of water inside them hugely in the direction perpendic-
ular to and only hinder it in the direction parallel to their orientation. This
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results in a highly restricted and anisotropic displacement profile of water, as
seen in Figure 3.1. This restriction is particularly pronounced for axons due
to the myelin sheath surrounding them which are impermeable over typical
diffusion times employed in DW-MRI [5]. The diffusion pattern in the space sur-
rounding the neurites in the tissue is hindered, as it is a continuous space with
cellular structures present. In this extra-neurite space, water molecules exhibit
a Gaussian diffusion profile [122], which may be isotropic or anisotropic, de-
pending on the distribution of the neurites (Figure 3.1). The space outside the
brain tissue consists of CSF which poses no restriction to the water molecules,
resulting in a free diffusion profile as shown in Figure 3.1. The mean path
length of the molecules diffusing in the extra-neurite space is much less than
those in CSF, due to various barriers present and this can be seen in their
displacement profiles.
The overall diffusion of water in biological tissue thus is very complex as it
is influenced by a variety of factors. So the diffusion in neural tissue can not be
fully characterised by a simple Gaussian, but rather a combination of the vari-
ous contributions to the measured diffusion signal [149]. The aim of modelling
in DW-MRI is to extract useful features of the underlying tissue, in terms of
the displacement of water and their geometry. There are two types of models
generally used with DW-MRI data in neuroimaging, one where the measured
signal is modelled and the second where the underlying microstructure is
modelled. But, the underlying principals of extracting parameters of interest
from these models are the same, as discussed in the following section.
4.2 diffusion-weighted mri modelling
Modelling in DW-MRI involves mathematical expressions, described with re-
spect to certain parameters of interest, which are estimated from the measured
data. The main components required for estimation of these parameters, the
model fitting procedure, are an analytical model to define the relationship
between the measured data and the parameters of interest, a set of measure-
ments, an acquisition protocol to acquire these measurements, a noise model
to account for the measurement noise in the data and a model fitting algorithm
to obtain the best set of parameters that describe the data.
In the following sections, we describe these components in detail, using the
Ball-Stick [24] model as an example of a simple model of DW-MRI. We use the
DW-MRI data acquired in Zhang et al. 2012, which is acquired on a typical 3T
clinical scanner, on a healthy adult male.
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4.2.1 Fitting model
The fitting model is the mathematical model that relates the DW-MRI signal
to the parameters of interest. These model parameters, x = (x1, .., xN)T , may
describe the signal itself or specific features of the microstructure. Usually
metrics or indices are derived from these model parameters, which are more
relevant to the particular application. The fitting model is based on some prior
belief about the substrate in terms of the expected diffusion profile or the
microstructure and their geometry.
A good fitting model must include all the key characteristics that affect the
measured signal, so the parameters can be estimated with high confidence. A
fitting model is constructed by including the key features of interest, making
the assumptions necessary to estimate these features in terms of the model
parameters. These assumptions relate to a) the sources of DW-MRI that are
accounted for in the model, b) the diffusion properties and c) the geometric
features of the substrate of interest. Such assumptions are necessary to make
meaningful inferences from the acquired data, which cannot be rich enough to
characterise the complexity of neural tissue, due to many practical limitations
(see Section 4.2.2).
Ball-Stick model is constructed to estimate the fibre structure in each of the
voxels of DW-MRI data. So the model includes only two compartments, one to
account for the restrictive and orientationally varying axons (intra-axonal) and
other for everything else (extra-axonal). The Ball-Stick model has the form
A = A(0)
(
f exp (−bd(nˆ · gˆ)2) + (1− f) exp (−bd)
)
, (4.1)
where f is the weighting of the signal from the sticks or the volume fraction of
the intra-axonal compartment, nˆ is the fibre direction, d the intrinsic diffusiv-
ity of the medium and b the diffusion weighting.
The model parameters of Ball-Stick that are estimated include
• f - volume fraction of the intra-axonal compartment
• d - intrinsic diffusivity in both the compartments
• θ - the elevation angle of nˆ
• φ - the azimuth angle of nˆ
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The index derived from these model parameters for Ball-Sticks is the fibre
orientation, nˆ.
The main assumptions in this model include non-exchanging compartments,
Gaussian diffusion of equal magnitude (d) in both compartments, the same
relaxation properties of the two compartments and modelling axons as a
cylinder with zero radii in each voxel. The assumptions made must be evalu-
ated to test how they impact the parameter estimation, as done for Ball-Stick
in Behrens et al. 2003. To relax the assumptions made usually requires data
with a rich acquisition which is not feasible in practice, so most models of
DW-MRI have several assumptions even on the simplified fitting models.
4.2.2 Acquisition protocol
The acquisition protocol gives rise to a specific signal, based on the set of
acquisition parameters, y = (y1, ..,yM)T , that are selected for the MRI scanner.
This gives the set of measurements A = (A(y1), ...,A(yK))T .
DW-MRI is a very rich imaging modality as its acquisition parameters, ∆, δ,
Gˆ and |G| can be varied used to probe a range of diffusion times (∆− δ/3) and
the orientation preference of the diffusion. But it is very important to have an
optimal set of acquisitions, as it allows to obtain the best signal to probe the
various features of interest. A method to obtain the optimal sampling scheme,
given certain imaging constraints, is presented in Alexander 2008. For in vivo
human imaging, these constraints include short acquisition time, power and
safety (limit on |Gmax|) and applicability to arbitrary fibre orientations. To
enable modelling of arbitrarily orientated microstructure, the High Angular
Resolution Diffusion Imaging (HARDI) [168] acquisitions are widely used, which
aim to sample the q-space as densely as possible, at multiple b-values. An
example of a HARDI style acquisition is shown in Figure 4.1.
For our example of Ball-Stick model, we use a protocol with b = 1000s/mm2,
acquired for 30 Gˆ that are uniformly distributed on a sphere (subset of data
acquired in Zhang et al. 2011). In addition, the acquisition also consists of 6
samples without diffusion weighting (i.e. b = 0s/mm2, which are also referred
to as b0measurements), to account for signal attenuation due to relaxation (i.e.
estimate A(0) in Equation (4.1)). The acquired Gˆ of the acquisition protocol are
shown in Figure 4.1 (left).
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4.2.3 Noise model
Noise in a model is the contribution to the measured signal that can not be ex-
plained by the model. In DW-MRI data, this includes noise and artifacts from
the acquisition itself but also any real effects not accounted for in the model (i.e.
the assumptions made on diffusion or geometric processes). A noise model de-
scribes the random contributions to the measured signal.
The acquired MRI data is complex (Section 3.2.5), but typically only the
magnitude of the signal is used. This results in the MRI data having Rician
noise [73,76]
p(A˜) =
A˜
σ2
I0
(
AA˜
σ2
)
exp
(
−
A2 + A˜2
2σ2
)
, (4.2)
which is the magnitude of Gaussian noise in the complex and real parts of
the signal. Here I0 is the zeroth order modified Bessel function of the first
kind and σ is the standard deviation of the noise of the complex DW-MRI sig-
nal. When the SNR is sufficiently high, the Rician noise approximately equals
Gaussian. It has been shown that the Rician noise is almost indistinguishable
from Gaussian noise, for SNR as low as 5 [73].
A noise model is required for the model fitting procedure to get model pa-
rameters while accounting for noise in the measured signal. The noise model,
characterised in terms of its variance, σ may also be included as parameters to
be estimated from the measured data.
In the data used here, there are 6 b0 acquisitions, and the SNR is computed
as the mean of these measurements, over their standard deviation (σ). For a
single voxel, corresponding to the CC, this gives an SNR = 23 (σ= 0.0424), so
the noise variability in this data can be assumed to be Gaussian.
4.2.4 Fitting algorithm
The model fitting algorithm is used to obtain the set of model parameters that
best explain the observed DW-MRI data. The estimated x are obtained based
on an objective fucntion (f(x)), which gives an estimate of the difference/dis-
tance between the actual measurements and those predicted by the model.
For linear fitting models, x can be estimated by solving A = Gx, where G
is the design matrix, describing the acquisition protocol. Here f(x) gives an
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Figure 4.1: Model fitting for the Ball-Stick model, for a voxel in the CC. The acquired
Gˆ are shown as points on a sphere on the left and the acquired DW-MRI
data shown on the right (points), with the signal estimated by the model
fitting (sold line). The normalised signal (here shown as S/S0) is plotted
against |n.G|/|G|max, so from left to right, the Gˆ is becoming more and
more parallel to nˆ.
estimate of the residuals, i.e. the difference between the predicted signal and
the actual measurement.
Given a specific noise model, the optimised parameters, x˜ are found such
that the likelihood of the measured data is maximised
x˜ = arg max
x
L(A|x) . (4.3)
Here L(A|x) represents the likelihood of the observed data given the set or
model parameters, x. x˜ are called the maximum likelihood estimates (MLE).
L(A|x) has the form of sum of sqaured errors, when the noise is assumed
to be independently and identically distibuted Gaussian
LG ∝
K∑
k=1
(
Ak − A˜k(x,yk)
)2 . (4.4)
Here K is the number of measurements made, each with unique acquisition
parameter sets yk, Ak the true, noise free signal, which when measured has an
associated standard deviation of σk. A˜(x,yk) is the signal predicted from the
fitting model, with the model parameters x.
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For DW-MRI data, the measurement noise is Rician distributed, which gives
an alternate form of L(A|x)
LR ∝
K∑
k=1
−2 logσk + log I0
(
AkA˜k
σ2k
)
+ logAk −
Ak
2 + A˜2k
2σ2k
. (4.5)
Note that in both the Equations (4.4) and (4.5), we have dropped the constant terms
and the scaling factors from the equations, as they do not affect the location of the
maximum.
If the model parameters are not linearly related to the acquired measure-
ments and are being inferred from the measured DW-MRI data, an iterative
optimisation procedure is required, as explained below.
4.2.4.1 Optimisation algorithm
The optimisation procedure aims to find the set of model parameters, which
best predict the measured data, given the mathematical model. For DW-MRI
many combinations of specific microstructure features can give rise to the
same signal and it is not possible to acquire data rich enough to be sensitive
to all the microstructure features, given the assumptions made. So a nonlinear
model fitting procedure is required to obtain indices of the microstructure.
To find the MLE, x˜ for the data, an optimisation algorithm is required, which
dictates how the parameter space is sampled. They iteratively improve the pa-
rameter estimates, until convergence (∆f(x˜) = 0). This involves either follow-
ing the gradient (gradient descent) or the Hessian matrix (Newton method)
of f(x˜). The Hessian method is usually better at finding the global minima
than using the gradient and can be made less computationally expensive by
estimating the Hessian from the Jacobian matrix (Gauss-Newton method).
A typically used optimisation algorithm for solving Equation (4.3) for DW-
MRI data is Levenberg–Marquardt (LM) algorithm, which is a deterministic op-
timisation technique, which combines the gradient descent and the Gauss-
Newton methods, to give a robust estimation of x˜.
We fit the Ball-Stick model to a single voxel, corresponding to the CC. The
corresponding signal is shown as the data points in Figure 4.1 (right). We fit for
all the model parameters, using a two-stage fitting algorithm, used in Zhang
et al. 2012, where a combination of typical in vivo parameter values are used
to initialise the search for the MLE. The set of parameters with the highest
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probability (highest LG) from these are then used to find the x˜, using non-
linear optimisation.
For the data to fit the Ball-Stick, the set of initial parameter values used are
all combinations of f = [0, 0.25, 0.5, 0.75, 1], d = [1.3, 1.7, 2.1]× 10−9m2/s, which
represent a range of typical in vivo parameters. The value of nˆ is initialised
from a DT fit. The set of parameters that best fits the data, determined to be
the one with the highest objective function value in Equation (4.4), is f = 0.5
and d = 1.3× 10−9m2/s. This set of parameters are then used to carry out non-
linear optimimisation to find the final set of MLE, using the LM algorithm1.
This gives x˜: f = 0.60, d = 1.49× 10−9m2/s, θ = 1.18c and φ = 2.87c (nˆ =
[−0.89, 0.25, 0.38]T ), which are plausible values in the CC.
The model fitting procedure, for nonlinear optimisation of parameters, is
summarised in Figure 4.2.
4.2.5 Model comparison
The aim of model comparison to determine the simplest model that explains
a given data set. This is done by accounting for the goodness of fit, quantified
as f(x), and the number of parameters that are estimated by the model. A
model that is too simple will produce less accurate estimates, but one that is
too complex is likely to over-fit the data and produce variable results.
Given Lˆ(A|x˜), the maximum likelihood function, i.e. the solution of Equa-
tion (4.3), the Bayesian information criterion (BIC) [140] is defined as
BIC = −2 log(Lˆ(A|x˜)) +K log(N) , (4.6)
where K is the number of parameters of the model and N the number of
independent and identically distributed measurements. A lower value of BIC
reflects a more predictive model. An alternative model comparison metric is
the Akaike information criterion (AIC).
AIC = −2 log(Lˆ(A|x˜)) + 2K . (4.7)
BIC penalises for model complexity more than the AIC (second term in
both equations), so is more appropriate as a metric for our purposes, as we
1 using Matlab 2013a inbuilt function: fmincon
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Figure 4.2: Overview of a nonlinear fitting procedure, which requires an iterative pro-
cedure to estimate the model parameters from the measurements. The pro-
cedure is initialised by a set of x which are used to synthesize the data.
Data synthesis requires a set of model parameters, the fitting model, and
the acquisition protocol. The objective function is computed for the syn-
thetic signal, A˜, computed for the current set of model parameters and
the measured signal, A, given the noise model. If the objective function
is optimal, the current set of parameters are the optimised ones, but if not
optimal, x are updated according to the fitting algorithm, and the process
iterated until the optimal set, x˜ are obtained. The decision of whether the
objective function is optimal or not depends on the optimisation algorithm
being used.
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want the simplest model that fits the acquired data the best. Note that since
the constant terms have been dropped in Equations (4.4) and (4.5), the precise
values of the model comparison terms here would be different in magnitude
to when these terms are included.
A framework to select the most appropriate model for a given substrate is
presented in Panagiotaki et al. 2012, which ranks multi-compartment models
formulated by various combinations of the geometric models in Figure 4.3, ac-
cording to the quality of fit for the fibres in the WM. The original work presents
the framework in ex vivo rat brain and shows that three-compartment models,
designed for intra/extra-axonal diffusion, best explain multi-shell DW-MRI
data. This is subsequently verified for in vivo human imaging for the CC in
the WM [62] and for orientationally dispersed fibres in Ferizi et al. 2013b.
4.3 models of diffusion-weighted mri
In the following sections, we give a review of the main modelling techniques
in DW-MRI, but the focus of the thesis is microstructure imaging, so we only
discuss the more widely used approaches for diffusion modelling and the
biophysical models most relevant to our work.
4.3.1 Diffusion signal models
These aim to capture the signal or diffusion characteristics, but not specific
microstructure parameters from the DW-MRI data. In this type of models, the
diffusion propagator is estimated, which is a characteristic of the underlying
microstructure. This can help to make inferences about the microstructure in
terms of their diffusion properties, e.g. the density of the tissue through the
level of diffusivity or the number of fibre populations, through the profile
of the estimated diffusion propagator in spherical space (also known as the
diffusion orientation distribution function (dODF)).
4.3.1.1 Gaussian models
The simplest model of diffusion signal is the apparent diffusion coefficient (ADC),
which is based on the assumption of free diffusion in an isotropic, homoge-
neous environment (with PDF as in Equation (3.2)). This gives a diffusion
signal which is mono-exponential and is characterised by a scalar diffusivity
(D = diag(ADC, 0, 0) in Equation 3.14, i.e. ADC = − log(A/A0)b , with DW-MRI
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signal A and non-diffusion weighted signal, A0. ADC has been widely used in
cancer applications [181], but is not an appropriate model for highly anisotropic
substrates like the neurites.
Diffusion Tensor Imaging (DTI), introduced by Basser et al. 1994 is the most
widely used DW-MRI technique in neuroscience. The main reason for the suc-
cess of DTI is its simplicity which allows it to be applied within clinical imag-
ing limitations (e.g. time and hardware available), as well as its ability to detect
abnormalities in various neural disorders. In DTI a diffusion tensor, D, as de-
fined in Section 3.2.1.1 is used, which has six independent terms to describe
the diffusion in the 3-dimensional space
D =

Dxx Dxy Dxz
Dxy Dyy Dyz
Dxz Dyz Dzz
 . (4.8)
So DTI assumes Gaussian diffusion where the displacements over time are
not the same in all directions. Since D represents the diffusion along partic-
ular orientations, positive definitiveness of the tensor ensures that the value
is consistent with the physical meaning of diffusivity. The corresponding PDF
for D has the form in Equation (3.4) and the diffusion signal has the form of
Equation 3.13. The diffusion tensor can be computed experimentally, by sam-
pling the diffusion profile at at least six linearly independent directions and an
acquisition with no diffusion weighting. For robust estimation of the param-
eters, in practice about 20− 30 isotropically distributed gradient orientations
are sampled [91].
As it is the current clinical standard, we describe the indices of DTI and their
clinical utility in detail in Section 4.4.1. The ADC and DTI models are simple
and robust, but can only account for a single fibre population and assume
Gaussian diffusion. In the next section, we look at some techniques to address
these issues.
4.3.1.2 Non-Gaussian diffusion models
Diffusion in neural tissue is non-Gaussian (Section 4.1) and the DW-MRI sig-
nal departs from a monoexponential decay [149]. Diffusion kurtosis imaging
(DKI) [84] was developed to quantify the departure of the diffusion signal from
Gaussian, but as it quantifies higher order terms of the diffusion signal, the
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estimates are not as robust as DTI but are shown to be correlated to features
of the microstructure.
A bi-exponential model can also quantify non-Gaussian diffusion by ac-
counting for two non-exchanging pools with slow and fast diffusion [39].
4.3.1.3 Multiple fibre models
Multiple fibre populations are known to exist in a single voxel of the DW-MRI,
which may not be orientationally coherent. Advances in DW-MRI acquisition,
particularly High Angular Resolution Diffusion Imaging (HARDI) [168], have en-
abled the estimation of dODF (i.e. orientation dependence of P(r0|r1, t)). There
are several techniques that aim to resolve a discrete number of fibre popula-
tions (see Seunarine and Alexander 2009 for an overview). Non-parametric
techniques like diffusion spectrum imaging [176] and Q-ball imaging [175] use
the q-space to estimate the dODF.
Spherical deconvolution methods [166] on the other hand aim to estimate the
actual orientation distribution of the fibres by deconvolution of the spherical
diffusion signal to get an estimate of the fibre ODF (fODF). The spherical
DW-MRI signal is modelled to arise from the convolution of the signal from a
single fibre and their orientation distribution in space, assuming each fibre has
an identical diffusion profile. This is different from the modelling of ODF from
biophysical models (Section 4.3.2), as the specific features of the microstructure
are not directly estimated.
These diffusion models provide useful parameters that can capture the
trends of interest like the progression of a disease but do not directly corre-
spond to features of the microstructure, which biophysical models described
below can.
4.3.2 Biophysical models
Biophysical models involve explicit modelling of the features of the microstruc-
ture that are important for diagnosis and prognosis of various brain diseases
and disorders. The expressions relating the DW-MRI signal to geometry spe-
cific parameters form the basis of microstructure imaging. In these models, a
mathematical model representing the underlying microstructures is derived
and numerical approximations used to relate them to the DW-MRI signal.
This allows direct and noninvasive quantification of microstructure features
like the axonal radii, their orientation dispersion, and packing density. But
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the microstructure of the neural tissue is complex (Section 4.1) and the DW-
MRI signal in each voxel contains signal contributions from the different mi-
crostructure, which all have different diffusion profiles, giving rise to non-
monoexponential signal [149]. So multi-compartment models are usually utilised,
which account separately for the different geometries, each with characteristic
diffusion properties.
In multi-compartment DW-MRI methods, the signal is modelled as a sum
of contributions, Si from N tissue compartments, or pores, each with a relative
voxel volume fraction fi, where fi is the weighting of the ith compartment,
with 0 6 fi 6 1 and
∑N
i=0 fi = 1, usually assuming no exchange between the
various compartments, during Td. Each of the compartments represents the
water pool in the specific geometric environment, e.g. the intra-axonal or the
intra-neurite space.
Two types of neuronal tissue environments are seen in the duration of a typi-
cal DW-MRI acquisition, namely hindered and restricted diffusion [12], so typical
multi-compartment models aim to distinguish these. Various compartments
that aim to characterise these environments are shown in Figure 4.3. In the
following sections, we describe some of the multi-compartment models devel-
oped for the brain, that are most relevant to this thesis.
4.3.2.1 Models of parallel fibres
Multi-compartment modelling was pioneered by Stanisz et al. 1997, who de-
veloped a mathematical model based on the microstructure of nervous tis-
sue, shown in Figure 4.4. The model is a three-compartment model, which
models intra-axonal signal as restricted anisotropic diffusion, extra-axonal
space as anisotropic hindered diffusion and isotropically restricted diffusion
for water in glial cells. The model also accounted for exchange between the
compartments. The authors show good agreement of the estimated values
of microstructure features (axon and cell dimensions) with histological mea-
sures and the permeability with accepted values. Their biggest contribution
of this work was the framework to follow for inferring microstructure of the
human brain, from DW-MRI data and demonstration of the need of multi-
compartment models through experiments showing a breakdown of mono-
exponential signal decay, as ∆ was varied.
Subsequently, a lot of work was carried using multi-compartment geomet-
ric models to directly relate the diffusion characteristics to the microstructure
of interest. Numerous such techniques have been introduced, which are dis-
cussed in detail in a review by Assaf and Cohen 2009.
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Figure 4.3: The various models typically utilised in geometric or biophysical mod-
elling with DW-MRI. These geometries represent the features of the under-
lying microstructure e.g. axons can be modelled as cylinders due to their
characteristic shape and features of interest like their orientation disper-
sion and packing density can be extracted using the DW-MRI data. Image
adapted from Richardson et al. 2014.
Electromicrograph of Bovine optic nerve Multi-compartment geometric model
Figure 4.4: The three-compartment model developed by Stanisz et al. 1997 (right)
based on the microstrucutre of the bovine optic nerve (left). The model
is described in the main text. Image adapted from Stanisz et al. 1997.
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A simple model which aims to capture the orientational variance of fibre
bundles is the Ball-Stick model [24]. The highly restrictive diffusion within and
the orientation dependence of the signal from fibres is modelled by a stick
compartment and the rest of the signal coming from a Ball compartment,
i.e. isotropic Gaussian diffusion. The stick compartment models coherent and
straight axons and any signal from the non-parallel fibres are accounted for in
the ball compartment.
The Composite Hindered and Restricted Model of Diffusion (CHARMED) [14] rep-
resents the restricted compartment occupied mainly by neurites, as imper-
meable parallel cylinders (axons) in a homogeneous space of the hindered
compartment (extra-axonal space). The restricted diffusion signal in the intra-
axonal compartment is obtained from the Gaussian Phase Distribution approx-
imation [121] and the hindered diffusion signal is modelled as Gaussian diffu-
sion by the diffusion tensor, D. The model is verified using simulations and
ex vivo spinal cord data [14]. In subsequent work Assaf and Basser 2005 show
that it is possible to obtain reasonable estimates of axonal density using this
model, with DW-MRI data acquired on clinical scanners (HARDI acquisition
with several b-values (multi-shell) to account for arbitrary fibre orientation).
But it would take almost an hour to extend the protocol to a whole brain scan.
CHARMED was also extended as AxCaliber in Assaf et al. 2008 to account for
a distribution of axon radii in the neural tissue, which requires |G| too high
for standard imaging. Another limitation of these variants of the CHARMED
models is that they require measurements perpendicular to the axons, so are
not applicable to the whole brain where the dominant orientation of axons
varies.
Alexander et al. 2010 present a Minimal Model of White Matter Diffusion
(MMWMD), which aims to capture axon diameters and their density, with
no assumption on their orientation. To obtained such orientationally invari-
ant indices, the optimised acquisition protocol presented in Alexander 2008
is used, which consists of a four-shell HARDI protocol. The work has been
shown to recover known trends of axon radii and density in the CC (WM)
for in vivo data. Ex vivo application [53] shows the importance of high |G| on
estimation of the model parameters. The feasibility of the work for standard
in vivo imaging was shown for the CC, but accurate estimation of the axonal
diameters require high gradient strengths and extension to the whole brain
would not be practical (scan times).
All these models assume parallel fibres, but they are known to be orienta-
tionally dispersed [33] and are abundant in the brain. Such orientationally dis-
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persed organisation of the axons and even dendrites can be estimated using
models of DW-MRI, as described in the next section.
4.3.2.2 Models of dispersion
Jespersen et al. 2007 present an analytical model to incorporate the orienta-
tion dispersion of neurites in the brain. Their model is an extension of the
CHARMED model, where the restriction compartment is modelled as orienta-
tionally dispersed cylinders (so can model both axons and dendrites) and the
rest of the signal coming from a compartment with isotropic Gaussian diffu-
sion (extra-neurite). The orientation distribution of the neurites is described as
a general distribution, expanded in terms of spherical harmonics. They show
in an ex vivo baboon brain, the accurate quantification of the density and orien-
tation dispersion of the neurites. However, the method put forward in the work
is not clinically feasible due to the high b-values used (up to 15, 000s/mm2)
and the long scan time. This method has been shown in Jespersen et al. 2010
to be a more accurate measure of dendrite density compared to DTI, as well as
being able to capture a realistic map of the orientation dispersion of neurites,
by comparing to estimates made by light and electron microscopy.
Subsequent work by Jespersen et al. 2012 presents a generic framework for
the model in Jespersen et al. 2010. They establish the precise relationship be-
tween the anisotropy as measured by the diffusion signal and that arising from
the actual orientation dispersion of neurites. They also use optical imaging to
capture dendritic structure and estimate the scatter matrix of the underlying
ODF, to demonstrate the relationship in a model-independent way, as shown
in Figure 4.5. The results show that the scatter matrix (covariance of multivari-
ate normal distribution) can provide a good summary of the true orientation
distribution and the measured diffusion anisotropy is a confounded measure
of the actual neurite orientation dispersion.
MMWMD is extended by Zhang et al. 2011 where the axons are modelled
with orientation dispersion, parameterised with the Watson distribution. Ex-
periments with synthetic data show that the estimated axon diameters are
more accurate compared to when the orientation dispersion is not modelled,
as shown in Figure 4.6. They also show that assuming parallel fibres under-
estimates the axonal density while overestimating their diameters. The model
is also applied to in vivo DW-MRI data, demonstrating a good agreement to
the histology, compared to studies with the assumption of parallel fibres. But
the use of standard imaging shows limited sensitivity to the estimation of ax-
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Figure 4.5: Comparison of the angular profile of the orientation distribution function
(ODF) of the neuronal processes imaged and the negative log of the diffu-
sion signal (dODF). Image adapted from Jespersen et al. 2012.
onal diameters < 10µm Alexander 2006, but only less than 1% of fibres are
> 3µm [79].
Sotiropoulos et al. 2012 present a model that aims to capture orientation dis-
persion anisotropy, which is a special case of the model presented by Kaden
et al. 2007. The focus of both studies is connectivity estimation for tractog-
raphy and not estimation of microstructure-specific indices, but the findings,
specifically of Sotiropoulos et al. 2012, are relevant to this work. Sotiropoulos
et al. 2012 proposed the Ball-Rackets model that extends the Ball-Stick model
to capture within-voxel fanning and bending, by explicitly model the effect
of these configurations on diffusion signal, using the Bingham distribution.
They utilise simulations to establish the accuracy of the model to estimate the
orientation dispersion and compare to other nonparametric techniques for es-
timating the ODF (or diffusion ODF). The key findings of their work that are
relevant to this thesis are that estimation of anisotropic orientation dispersion
requires data with a high SNR (> 30) (Figure 4.7) and estimating multiple fi-
bre populations while accounting for anisotropic orientation dispersion gives
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Figure 4.6: Demonstration of importance of characterising orientation dispersion, for
accurate estimation of neurite morphology. Here the results are shown
for estimation of the diameter and density of neurites. Image adapted
from Zhang et al. 2011.
very unstable estimates (requires SNR > 30 and b = 3000s/mm2). The second
finding is consistent with the results from Kaden et al. 2007.
4.4 diffusion-weighted mri in standard neuroimaging
DTI [22] is the most widely used DW-MRI model in neuroimaging, with indices
sensitive to features of the microstructure. But geometric models are more
useful in practice as they explicitly estimate features of the microstructure
that are important for diagnosis and prognosis of various brain diseases and
disorders. Currently, the big hurdle for geometric models from being used
in standard neuroimaging studies is that they require acquisitions which are
not feasible with the typical neuroimaging setup. This includes the scan time,
the MRI hardware (e.g. field and/or gradient strengths) and the acquisition
sequence required.
In the following section, we discuss the clinical standard DW-MRI technique,
the DTI, in detail, specifically the immense utility of it in clinical neuroscience.
This is followed by a discussion of the geometric models of DW-MRI which are
clinically feasible, specifically NODDI, which is a model central to the work
presented in this thesis
52
4.4 diffusion-weighted mri in standard neuroimaging
Figure 4.7: Demonstration of the dependency on SNR of estimation of anisotropic ori-
entation dispersion, with Ball-Rackets model. The signal is simulated using
segments of neurite orientations, shown in the left of the image. The esti-
mated ODF is shown as a spherical density map, where the colour repre-
sents the density of orientations. Image adapted from Sotiropoulos et al. 2012.
4.4.1 Diffusion Tensor Imaging (DTI)
DTI is the most widely used DW-MRI technique in neuroscience for clini-
cal and research studies, despite its simplicity. The indices derived from DTI
are very simple and robust and allow visualisation of underlying geometric
changes in the brain microstructure, making them a useful clinical tool.
4.4.1.1 Parameters derived from DTI
By decomposing D into its principle components, indices are derived which
summarise diffusivity properties of the tissue being imaged. These estimates
include mean diffusivity, anisotropy and dominant orientation of diffusion. If the
eigenvalues of the D are sorted as: λ1 > λ2 > λ3 and the corresponding eigen-
vectors are given by {ei}i=1,2,3, then D can be described as:
D = λ1eˆ1eˆ
T
1 + λ2eˆ2eˆ
T
2 + λ3eˆ3eˆ
T
3 . (4.9)
Since D is symmetric and positive definite the eigenvalues always exist and
are positive. Mean diffusivity is the average diffusivity or ADC over each of the
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orthogonal directions and is measured as an average of the three eigenvalues
of the diffusion tensor:
MD =
λ1 + λ2 + λ3
3
=
Tr(D)
3
(4.10)
Where Tr(D) is the trace of the tensor. The anisotropy of the diffusion tensor
DT is a measure of how directional the diffusion is. It is measured as the
variance of the three eigenvalues about their mean, normalised to the sum of
all the eigenvalues i.e:
FA(D) =
√√√√3
2
∑3
i=1(λi −
1
3Tr(D))
2∑3
i=1 λi
2
(4.11)
FA ranges from 0 to 1, representing isotropic and perfectly anisotropic dif-
fusion, respectively. The principal direction of diffusion, which usually corre-
sponds to the main fibre orientation, is a unit vector, given by the eigenvector
of the biggest eigenvalue, i.e. ei
MD is a measure of the overall mean-square displacement of the diffusing
molecules and thus allows visualisation of any restrictions to the normal mo-
tion of these molecules. FA is related to the degree of organisation of the struc-
ture surrounding the diffusion molecules, particularly oriented structures, and
is a measure of the degree of anisotropy of the diffusion. The main fibre ori-
entation derived from the DT is a useful measure of the macroscopic organisa-
tion and connectivity of different regions of the anatomy. MD and FA provide
diffusion characteristics which relate to tissue, specifically WM integrity, and
orientation.
4.4.2 Clinical utility of DTI
DTI has been shown to be clinically useful in the diagnosis of various dis-
ease of the white matter like Multiple sclerosis [178], Alzheimer’s disease and
schizophrenia. DTI has been invaluable to visualise the early organisation of
WM bundles [78], maturation of brain [132], as well as probing brain injury [171].
For the preterm brain, DTI metrics have been correlated with delayed brain
maturation [19] and difference in volume of various sub-cortical GM regions [18],
compared to term-born infants. Brain connectivity is also shown to be affected
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due to preterm birth [17], utilising DTI based tractography. Detailed reviews
of the use of DTI technique for several clinical applications like neurological
disorders and infection, fibre tracking, development studies, ischemia, neuro-
trauma, and tumours are given in [139] and [109].
4.4.3 Limitations of DTI
DTI greatly simplifies the underlying diffusion of the water in neural tissue,
which has been shown to deviate from mono-exponential behaviour [149]. It is
widely accepted that the Gaussian model underlying the DTI is not valid in
neuronal tissue [128], particularly for high b-values.
Another disadvantage of DTI is the lack of specificity of the model to mi-
crostructure. DTI measures are affected simultaneously by a number of mi-
crostructural changes (e.g. demyelination, inflammation, axonal loss, gliosis),
which give rise to the same alterations of their values [23]. Thus DTI can not
quantify specific measures such as changes in axonal/dendritic density or
their complexity in terms of the organisation (i.e. dispersion). Such measures
have the potential to provide greater insight into tissue architecture and pathol-
ogy.
4.5 microstructure imaging with standard neuroimaging
To address the limitations of DTI, discussed in Section 4.4.1, the multi-
compartment geometric models of neuronal tissue, as discussed in Sec-
tion 4.3.2 were developed. These models, also called biophysical models, pro-
vide indices that relate to the geometric features of the microstructure. These
indices are related to specific features of brain microstructure, unlike DTI in-
dices, which can change in the same way due to various alterations of the
microstructure. However, there is a lack of microstructure imaging techniques
that are feasible for in vivo studies with existing standard technology, limiting
the advances in the field of neuroscience, particularly for neurites.
Many techniques aim to measure the axonal density and their radii (see
Section 4.3.2), but it has been found that axon radius is a very hard parameter
to estimate and requires very comprehensive protocols, with high diffusion
weighing (b-values), which are not clinically feasible. Modelling neurites as
arbitrarily oriented cylinders, rather than parallel cylinders has been shown to
improve the estimation of their density and diameters [87,183].
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Despite the lack of clinical feasibility, the result that orientation dispersion
and density of neurites can be estimated well by DW-MRI data is promis-
ing and has motivated subsequent work for in vivo estimation of orientation
dispersion of neurites, resulting in the development of NODDI. NODDI is a
multi-compartment model which estimates the neurite density and their ori-
entation dispersion just like Jespersen et al. 2007, but has been designed to be
clinically feasible by making several assumptions in the tissue model (details
in Chapter 5). This includes assuming neurites as sticks, to remove the neurite
radius estimation from the model, which is hard to estimate with standard
imaging.
NODDI is particularly useful to study brain microstructure as unlike most
other DW-MRI techniques, it allows modelling of the GM as well as the less
coherent WM, with its index of neurite orientation dispersion, making it ap-
plicable to study all brain tissue. Due to lack of in vivo techniques that are
applicable to all brain tissue, changes in GM during brain development or
pathologies are not as well understood as the major WM structures.
Thus in vivo measurement of the morphology of neurites using NODDI
can help us advance our knowledge of brain cytoarchitecture. Microstructure
imaging of neurites, specifically using NODDI is discussed in the next chapter,
where a detailed mathematical description of the NODDI tissue model is also
provided.
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C L I N I C A L M I C R O S T R U C T U R E I M A G I N G O F N E U R I T E S
This chapter discusses NODDI a DW-MRI technique for microstructure imag-
ing of neurites, with a clinically feasible acquisition. Clinical feasibility is a
particular focus of the work presented here and is important as it allows a
technique to be widely adopted into studies with a big cohort, without the
need of special hardware or software updates.
Indices provided by NODDI are being rapidly adopted in clinical and re-
search studies and help identify the precise cellular components that are af-
fected by brain pathologies and the dynamic changes at the neuronal level
that characterise them.
Neurites cannot be modelled to have a parallel configuration, as dendrites
are orientationally dispersed and while axons can be thought of having a
higher level of orientational coherence, they have been shown to exhibit ori-
entation dispersion [63,184], as illustrated in Figures 2.3 and 2.4. NODDI [185] is
the only technique to date, that has been demonstrated to be clinically feasi-
ble, providing useful indices of neurite morphology, while accounting for their
orientation dispersion.
5.1 neurite orientation dispersion and density imaging
NODDI aims to estimate the integrity of the axons and dendrites, in the hu-
man brain. The NODDI framework utilises microstructure sensitive data from
DW-MRI, combined with a biophysical tissue model quantifying how this data
relates to the specific features of the microstructure, as detailed in the follow-
ing sections.
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5.2 noddi tissue model
In this section, we describe the tissue model underlying the NODDI frame-
work. In the first subsection, we detail the general NODDI formulation, with
particular emphasis on the multi-level compartmentalisation of the NODDI tis-
sue model. The second subsection details the specific parameterisation of the
ODF to allow estimation of orientation dispersion of neurites and the model
parameters estimated by the model fitting procedure.
5.2.1 General NODDI formulation
NODDI is underpinned by a two-level multi-compartment model, as shown
in Figure 5.1, where all compartments are assumed to be non-exchanging. The
total normalised signal, A, is modelled as the signal contribution from the
tissue and non-tissue components of the brain, weighted by their respective
relaxation-weighted volume fractions (Appendix B.1)
A = (1− νiso)Atissue + νisoAiso . (5.1)
The non-tissue compartment represents the free diffusing water in the brain
(e.g. CSF) and is modelled by free isotropic diffusion, with diffusivity diso
(i.e. the ADC model described in Section 4.3.1.1). The volume fraction of this
compartment is denoted by νiso and that of the tissue compartment by (1−
νiso).
The second level models the signal from tissue compartment, Atissue, com-
prising the GM and WM. Atissue is the sum of the signal originating from
inside the neurites (intra-neurite) and that from the space outside them (extra-
neurite), weighted by their respective volume fractions
Atissue = νinAin + (1− νin)Aen , (5.2)
where Ain and Aen are the normalised signal from the intra-neurite and extra-
neurite compartments, respectively. The intra-neurite volume fraction gives
an estimate of the density of neurites and we denote it by νin, while the extra-
neurite volume fraction is (1− νin), by construction.
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Figure 5.1: Breakdown of the total normalised DW-MRI signal as modelled by Watson-
NODDI. The contributions of the tissue and non-tissue components of the
brain are modelled separately. The tissue signal is further broken down to
account for the signal originating from the highly restricted neurites and
the hindered space outside the neurites. The non-tissue compartment is
modelled by isotropic Gaussian diffusion. The intra-neurite compartment
models the neurites as orientationally dispersed sticks, while the space
around the neurites is prescribed an anisotropic diffusion model, as de-
tailed in the main text.
The intra-neurite signal, Ain, is computed as the signal from inside a neurite
weighted by an orientation distribution function (ODF), f : S2 → R+. Neurites
are modelled as sticks because, in the typical time scale of DW-MRI experi-
ments, the membrane of neurites restricts the water diffusion to be along their
length [38]. Thus, the diffusion signal from a neurite along an orientation nˆ is
the attenuation due to this length-wise unhindered diffusion, parallel to the
direction of applied gradient, i.e. e−bdi(qˆ·nˆ)2 . Here b is the diffusion-weighting
factor, qˆ the gradient direction and di the intrinsic diffusivity inside the neu-
rites. To account for the orientational dispersion of neurites, we sum this atten-
uation over all possible orientations, given a certain density of neurites along
each orientation, nˆ. So
Ain =
∫
S2
f(nˆ)e−bdi(qˆ·nˆ)
2
dnˆ , (5.3)
where f(nˆ)dnˆ is the probability of neurites with orientations within dnˆ, an
infinitely small cone of orientations centred about nˆ ∈ S2.
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To account for the hindrance due to the presence of neurites, the extra-
neurite signal, Aen, is modelled as signal attenuation due to anisotropic Gaus-
sian diffusion, i.e.
Aen = e
−bqˆTDenqˆ , (5.4)
where Den is the diffusion tensor representing the diffusion characteristics
in the extra-neurite space. We model the effect of orientationally dispersed
neurites on Aen by taking into account the following two observations: a) the
dispersion of neurites has an effect on the diffusion in the extra-neurite space,
with the diffusion perpendicular to the dominant orientation of neurites being
greater if they have high dispersion, b) neurites hinder the diffusion in the
surrounding space and this hindrance is greater if the neurite density in that
space is greater. The observation a) implies that the extra- and intra-neurite
spaces are coupled by the orientation distribution of neurites, f(nˆ). Thus
Den =
∫
S2
f(nˆ)D(nˆ)dnˆ (5.5)
represents the diffusion tensor in the extra-neurite space in the presence of
orientationally dispersed neurites, where D(nˆ) is a cylindrically symmetric
tensor, with principal diffusion orientation nˆ, parallel diffusivity d‖ and per-
pendicular diffusivity, d⊥. D(nˆ) represents the canonical configuration of per-
fectly parallel neurites along nˆ. We assume that for the canonical configura-
tion modelled by D(nˆ), the parallel diffusivity in the extra-neurite space is the
same as the intrinsic diffusivity inside neurites, i.e. di = d‖. To account for
b), a tortuosity model is used to estimate d⊥, for a given neurite density. For
randomly placed parallel cylinders, this gives d⊥ = d‖(1− νin) [154].
Note that due to the multi-level compartmentalisation of NODDI, when
νiso ≈ 1, the tissue parameters, describing the intra- and extra- neurite signals,
can take any value without affecting the total signal (see Equation (5.1)). Thus,
the tissue parameters are indeterminate for such cases.
The mathematical description of the NODDI signal model allows any orien-
tation distribution function to be used. The next section describes the orienta-
tion distribution function used in the original work [185].
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5.2.2 Orientation distribution function
The orientation distribution function, f(nˆ), used in NODDI is Watson distri-
bution [113]. Watson distribution is a probability density function, described by
the probability along an orientation nˆ:
f(nˆ) =
1
M
(
1
2 ,
p
2 , κ
)eκ(µˆᵀnˆ)2 , (5.6)
where M is a confluent hypergeometric function of the first kind, µˆ is the mean
orientation and κ the concentration parameter that quantifies the coherence of
the orientations about µˆ. Watson distribution belongs to a class of probability
density functions for axial data (orientational rather than directional) called
Bingham distribution, which is the spherical analogue of 2-dimensional Gaus-
sian probability density function (See Section 6.2.1 for details).
Watson distribution models the orientation distribution as being isotropi-
cally dispersed about µˆ, with the probability decreasing exponentially as nˆ
and µˆ become less parallel (i.e. the angle between nˆ and µˆ approaches Npi ra-
dians). In general: −∞ 6 κ 6∞, but for NODDI it is restricted to: 0 6 κ 6∞.
This avoids girdle distributions (κ < 0), which have no meaning in modelling
neurites.
5.2.3 Model parameters
The complete set of parameters included in the NODDI tissue model are:
• νin: intra-neurite volume fraction
• d‖: intrinsic free diffusivity
• κ: concentration parameter of Watson distribution
• µˆ: dominant orientation of Watson distribution, characterised by the an-
gles θ ∈ [0,pi], φ ∈ [0, 2pi]
• νiso: isotropic volume fraction
• diso: isotropic diffusivity
In the original work presenting NODDI [185], the model parameters esti-
mated from the data are νin, νiso, κ, θ and φ. The diffusivities are fixed to their
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typical values in vivo: d‖ = 1.7× 10−3mm2s−1 and diso = 3.0× 10−3mm2s−1. So
only 5 parameters are estimated, which is comparable to the 6 estimated for
the DTI.
5.3 noddi indices of brain microstructure
The microstructure indices provided by NODDI include an estimate of neurite
density and their orientation dispersion, quantified as the intra-neurite volume
fraction, νin, and the orientation dispersion index, ODI, respectively.
These parameter maps are useful for whole brain visualisation of the mi-
crostructure of the brain tissue and thus are a useful tool to identify key fea-
tures of the microstructure in various regions of the brain.
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Figure 5.2: Maps of the Watson-NODDI indices of neurite morphology (columns 3-
4) alongside those for the indices DTI (columns 1-2). The images have been
adapted from Tariq et al. 2012.
5.3.1 Neurite density index
The neurite density index, νin, quantifies the packing density of neurites,
which is highest in core WM regions like the corpus callosum (CC) and less in
the GM, as shown in Figure 5.2.
62
5.4 acquisition protocol
5.3.2 Orientation dispersion index
To quantify the dispersion of neurites about µˆ an orientation dispersion index
is used:
ODI =
2
pi
arctan(1/κ). (5.7)
ODI is defined in this way to obtain a quantity which, unlike κ, describes
dispersion and is finite, making it suitable to visualise. ODI has a value close
to 1 for highly dispersed orientation distribution, e.g. dendrites in GM, and
ODI → 0 for highly coherent neurites e.g the parallel axons in the CC, as
shown in Figure 5.2.
5.4 acquisition protocol
The NODDI acquisition protocol has been determined using the experiment
design optimisation procedure in Alexander 2008. The optimisation was car-
ried out using typical parameters of human brain parenchyma and account-
ing for the hardware and time limitation of clinical scanning, as described in
Zhang et al. 2012.
The optimised NODDI protocol consists of two high angular resolution dif-
fusion imaging (HARDI) [168] shells, with b = 711s/mm2 and b = 2855s/mm2,
with 30 and 60 gradient directions sampled, respectively. To ensure the same
diffusion time for the different measurements, which supports the assumption
of neurites as sticks, the gradient strength is changed to achieve a different
diffusion weighting (b-value), while all other acquisition parameters of the
DW-MRI sequence (∆, δ, TE, TR) are kept constant. In addition, 9 b0 images
are also acquired to factor out the signal attenuation due to the relaxation
of transverse magnitisation (i.e. T2 decay described in Section 3.2.6). A more
comprehensive four-shell protocol was used in the original publication [185] to
assess the in vivo results of the optimised protocol against.
5.5 clinical applications of noddi
NODDI has had a rapid uptake in the field of neuroimaging as it allows quan-
tification of microstructure changes in both GM and WM, with a clinically fea-
sible imaging protocol. Clinical studies have been carried out using NODDI
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for applications including normal brain development and ageing [25,36,120], neu-
rological disorders [54,102,111,125,125,164,180] and brain connectivity [111]. All these
studies find that the microstructure specific indices provided by NODDI are
clinically relevant. For example, in a study of focal cortical dysplasia, Winston
et al. 2014 show that NODDI parameters consistently identify the regions of
dysplasia more conspicuously, compared to the changes observed from other
MRI modalities. Kunz et al. 2014 use NODDI to assess brain development and
show that its indices capture the specific features of the microstructure that
change in the major WM pathways during brain development, including fi-
bre density, myelination and orientation distribution of neurites. Lemkaddem
et al. 2014 demonstrate the use of NODDI in connectivity studies and show
that the alteration of brain networks in temporal lobe epilepsy is a result of
changes in neurite density and orientation dispersion, quantified by NODDI.
NODDI is particularly useful to study brain microstructure as unlike most
other DW-MRI techniques, it allows modelling of the GM as well as the less
coherent WM, with its index of neurite orientation dispersion, making it ap-
plicable to study all brain tissue. Due to lack of in vivo techniques that are
applicable to all brain tissue, changes in GM during brain development or
pathologies are not as well understood as the major WM structures. For ex-
ample, histological studies have shown that GM undergoes very significant
changes during early brain development [100,101] and abnormal cortical thick-
ness and reduced complexity of the dendritic and axonal processes in the cor-
tex are associated with preterm brain [18,19]. Thus in vivo measurement of the
morphology of neurites using NODDI can help us advance our knowledge of
brain cytoarchitecture.
5.6 limitations of noddi
The clinical utility and impact of NODDI are immense, however, there are cer-
tain limitations of the technique that have an impact on the metrics estimated
by the model. NODDI was developed with the clinical applicability in mind
and thus constitutes of the simplest tissue model that can be reliably estimated
with the standard neuroimaging setup, in terms of hardware and acquisition
time. Most of these are related to the assumptions made in the tissue model
underlying the technique and are listed below:
1. The neurite orientations are assumed to be isotropically dispersed.
2. The neurites are assumed to be cylinders with zero radii (sticks).
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3. The intrinsic diffusivity is assumed constant and fixed to empirically
estimated values.
4. A tortuosity assumption is used to compute the diffusivity in the extra-
neurite space
5. Requires nonlinear optimisation to estimate the microstructure parame-
ters.
6. Requires acquisition which is plausible with standard hardware but re-
quires non-standard acquisition protocol.
7. Assumes one neurite population per imaging voxel.
These limitations are discussed in detail in Chapter 16. The limitation of
NODDI that is relevant to achieve the objective of this work is that the neurite
orientations are assumed to be isotropically dispersed. NODDI models the
orientation distribution of neurites with the Watson distribution [113], which
constrains the dispersion about the dominant orientation to be isotropic. Thus
in its current form, it can not characterise anisotropic orientation dispersion.
In Part (iii) we extend the NODDI formalism to enable the characterisation
of anisotropic orientation dispersion and present specific indices for assessing
complex neurite configurations.
65
Part III
M E T H O D D E V E L O P M E N T A N D E VA L U AT I O N
This part of the thesis is concerned with the development of a technique
to enable quantification of dispersion anisotropy. We present the pre-
cise mathematical framework for quantification of orientation dispersion
anisotropy. Then we evaluate the clinical feasibility of estimating this fea-
ture. We demonstrate the accuracy/precision of the indices of the proposed
model, using a clinically feasible acquisition protocol.
6
B I N G H A M - N O D D I : M A P P I N G A N I S O T R O P I C
O R I E N TAT I O N D I S P E R S I O N O F N E U R I T E S
This chapter presents Bingham-NODDI as a clinically-feasible technique for
estimating the anisotropic orientation dispersion of neurites. The proposed
method can further the existing knowledge of the brain in health and disease,
as it presents a novel index of neurite morphology by modelling complex
features of the geometry of neurites.
Neurites are orientationally dispersed and it is important to model this dis-
persion, as discussed in Chapter 5. These orientationally dispersed neurites
exhibit many complex orientation configurations in the human brain, which
include multiple fibre populations, that may be crossing or kissing within an
imaging voxel, as shown in the Figure 1.1. A lot of work has been carried
out to characterise complex neurite configurations such as crossing and kiss-
ing [2,8,50,167], with ex vivo and in vivo studies. A feature of complex orientation
configuration of neurites that has not been widely explored is anisotropic ori-
entation dispersion, which is the subject of the work presented here.
The proposed model, Bingham-NODDI enables estimation of anisotropic
orientation dispersion. Characterisation of such complex neurite configura-
tions is very important to understand normal brain development, as well as
the changes in microstructure that happen due to neurological disorders, e.g.
preterm birth [19,85]. Measurement of these novel indices of the proposed model
will facilitate investigations of changes in the GM and WM underlying normal
development and ageing or pathology.
We quantify anisotropic orientation dispersion of the neurites in terms of the
principal components of the Bingham distribution, which describe the extent
of orientation dispersion about the dominant orientation, separately along the
primary and secondary dispersion orientations. We present indices derived
from the parameters of the Bingham distribution to quantify anisotropic orien-
tation dispersion, along with the standard NODDI indices of neurite morphol-
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b. Fanning configurationa. Bending configuration
µˆ1
µˆ2
µˆ3
µˆ3 µˆ2
µˆ1
Figure 6.1: Schematics illustrating anisotropic orientation dispersion of the fibres in
the brain, including bending (a) and fanning (b) of fibres. Such config-
urations can be interpreted as orientations dispersed about a mean ori-
entation, µˆ1, with the highest dispersion in the plane of fanning, charac-
terised by µˆ1 and µˆ2 and the least in the plane perpendicular to it, defined
by µˆ1 and µˆ3. The existence of such fibre configurations has been con-
firmed with histological and DW-MRI data, as detailed in the main text.
Watson-NODDI assumes isotropic orientation dispersion, so can not char-
acterise such configurations. The brain dissection images have been adapted
from http://brainmind.com/ [accessed in Aug. 2017].
ogy. The novel indices of Bingham-NODDI allow us to distinguish the changes
in overall dispersion from dispersion anisotropy.
6.1 dispersion anisotropy a measure of complex neurite con-
figurations
6.1.1 What is anisotropic orientation dispersion
Anisotropic orientation dispersion is a feature of neurite configuration in the
brain, arising from fanning and bending fibres. In such fibre configurations,
the dispersion about the dominant orientation is the highest in the plane of
fanning and bending but the lowest in the plane perpendicular to it, giving
rise to anisotropic dispersion, as illustrated in Figure 6.1.
Anisotropic orientation dispersion configurations have been shown to be
extensive in the brain. Kleinnijenhuis et al. 2013 show extensive bending/-
fanning of fibres into the cortex. Budde and Annese 2013 also show sharp
bending/fanning of fibres into the cortex, as well as a high dispersion in the
medial and lateral regions of the corpus callosum (CC). Türe et al. 2000 show
the fanning fibres of the corticospinal tracts (CST), as they pass through the
internal capsule.
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Top view of ODFODFNeurite configurations
b. Fanning configuration
c. Bending configuration
a. Dispersed configuration
~µ1
~µ2
Figure 6.2: The complex orientation configurations of neurites found in the brain. The
1st column shows the within-voxel pattern of neurites (single-population),
which are modelled as cylindrical segments in DW-MRI models (at voxel-
level, we see a continuum of orientations, centered on a mean orientation,
µˆ1
[85,147], as in Figure 4.7), depicted by the white dotted lines here. The
next two column shows how each of these configurations can be repre-
sented as an orientation distribution function (ODF) in 3D. The ODF can
be represented in terms of a lobed structure where the radius is scaled by
the value of the ODF or by a heat map representing the density in a partic-
ular orientation on the sphere. The last column shows the top view of the
ODF for each of the configurations, which is the view usually shown in
this thesis. Watson-NODDI can only capture the isotropic orientation dis-
persion configuration, while Bingham-NODDI is able to capture all such
configurations. Figure adapted from Rowe 2014.
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6.1.2 Why quantify orientation dispersion anisotropy
Anisotropic orientation dispersion of neurites is an important microstructure
feature to characterise, as specific quantification of this anisotropy, a disper-
sion anisotropy index, can provide a marker of microstructure morphology, that
can capture subtle changes in neurite configurations. Fanning/bending fibres,
which exhibit anisotropic orientation dispersion, have been shown to be abun-
dant in the human brain as highlighted by histological [32,96,169] and DW-MRI
studies [105,147]. A quantification of such anisotropy has not been demonstrated
in vivo with NODDI, which quantifies the overall orientation dispersion only
(Section 5.3), or any other in vivo technique. An index of orientation disper-
sion anisotropy of neurites can highlight subtle changes in neurite morphology,
which may not alter the overall dispersion. So quantification of such anisotropy
not only provides a more comprehensive description of the orientation dis-
persion of neurites but may also serve as a marker of subtle microstructural
changes in pathology [105]. Characterising anisotropic orientation dispersion
can also enhance tractography [105,138].
Anisotropic orientation dispersion has been characterised in some DW-MRI
studies, but a specific quantification of dispersion anisotropy has not been
presented, which is the feature we are interested in. Studies incorporating
characterisation of anisotropic orientation dispersion include Cook et al. 2004,
Kaden et al. 2007, Sotiropoulos et al. 2012, but the focus has been on map-
ping brain connectivity while our aim is to estimate biophysically meaningful
parameters. As shown in Lazar et al. 2005, the eigenvalues of the diffusion
tensor (DT), specifically the difference λ2 − λ3, can be used to reflect the level
of dispersion anisotropy in WM tracts, but the metrics derived from the DT
do not provide a direct index of microstruture [129].
6.1.3 Modelling dispersion anisotropy using NODDI
NODDI has had rapid adoption in neuroimaging, enabling key advances in
the field of microstructure imaging. NODDI is underpinned by an acquisition
protocol feasible for standard clinical scanners and a tissue model that allows
quantification of microstructure changes in both GM and WM, making it feasi-
ble for research and clinical studies for the whole brain. Numerous studies in
neuroimaging research and preliminary clinical studies demonstrate the util-
ity of the NODDI metrics to quantify microstructural basis of normal brain
development and ageing, as well as various brain pathologies. Thus in vivo
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measurement of the morphology of neurites using NODDI can help advance
our knowledge of brain cytoarchitecture.
But a limitation of NODDI is that it can not characterise complex neurite
configurations such as those arising from fanning and bending axons. NODDI
models orientation distribution of neurites with the Watson distribution (Sec-
tion 5.1), which constrains the dispersion about the dominant orientation, µˆ1,
to be isotropic (Figure 6.3.a). Thus fanning and bending configurations can-
not be accurately modelled by Watson-NODDI and can affect the accuracy of
estimation of other NODDI parameters.
We propose a method that extends the NODDI formalism to enable the char-
acterisation of anisotropic orientation dispersion and specifically quantify this
anisotropy. NODDI provides a suitable framework for developing a technique
to estimate anisotropic orientation dispersion of neurites, using standard DW-
MRI acquisition. Feasibility of NODDI for standard neuroimaging setup, in-
cluding hardware and scan times, was assessed in Zhang et al. 2012. The re-
sults demonstrated that it is possible to non-invasively estimate the NODDI
indices of neurite morphology over the whole brain.
6.2 bingham-noddi
We propose Bingham-NODDI, which is an advance microstructure imaging
technique extending the NODDI tissue model, to enable in vivo estimation of
orientation dispersion anisotropy, using a clinically feasible imaging protocol.
The Bingham-NODDI tissue model has the same general formulation as the
original NODDI model, described in Section 5.2.1. In the following sections,
we describe how we quantify the anisotropic orientation dispersion of neurites
in Bingham-NODDI1.
6.2.1 Parameterisation of the ODF in Bingham-NODDI
The Bingham distribution is used to quantify the orientation distribution of
neurites in Bingham-NODDI. As shown in Figure 6.3, the Bingham distribu-
tion can capture anisotropic orientation dispersion of varying levels, as well as
isotropic dispersion, since Watson is a special case of the Bingham distribution.
The Bingham distribution [26,67] is a parametric orientation distribution,
which is the spherical analogue of a two-dimensional Gaussian distribution.
1 The work described here has been published [160] and presented at conferences [161,162]
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Figure 6.3: Probability density plots for the Bingham distribution, which we use to
parameterise the orientation dispersion in Bingham-NODDI. The density
plots represent increasing anisotropic dispersion about µˆ1. The primary
dispersion orientation, µˆ2, represents the orientation with the largest dis-
persion extent about µˆ1, while µˆ3 represents that with the least. The vec-
tors µˆ1, µˆ2 and µˆ3 are mutually orthogonal, so µˆ3 is fixed for a specific µˆ1
and µˆ2 (their cross product). Figure 6.3.a is a special case of the Bingham
distribution, where the dispersion is isotropic and is called the Watson dis-
tribution. (Note that in each of the density plots, the orientation density is
normalised with respect to the maximum value and the plots show the top
view of the distribution on a sphere.)
The probability density of an orientation along nˆ for the Bingham distribution
is defined in terms of a 3× 3 symmetric matrix, B
f(nˆ;B) =
1
cB
exp (nˆᵀBnˆ) . (6.1)
Since f(nˆ;B) is a probability density function, the condition
∫
S2
f(nˆ;B)dnˆ = 1 (6.2)
is satisfied, and cB, the normalisation constant is determined by
cB = 1F1
(
1
2
;
3
2
;B
)
, (6.3)
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where 1F1 is the confluent hypergeometric function of the first kind. Equa-
tion (6.1) can be re-writen (Appendix B.2) as:
f(nˆ; B) =
1
cB
exp
(
κ1(µˆ1 · nˆ)2 + κ2(µˆ2 · nˆ)2 + κ3(µˆ3 · nˆ)2
)
, (6.4)
where (µˆi · nˆ) denotes the dot product of two vectors (measuring how parallel
the vectors are).
We can obtain a geometrically interpretable form of the Bingham distribu-
tion by expressing B in terms of its eigendecomposition
B = QDQ−1 =
(
µˆ1 µˆ2 µˆ3
)
κ1 0 0
0 κ2 0
0 0 κ3


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3
 , (6.5)
such that the diagonal terms reflect the concentrations about the principal axes,
µˆ1, µˆ2 and µˆ3. Here Q and D are the matrices of eigenvectors and eigenvalues
ofB, respectively, and κ1 > κ2 > κ3 represent the concentration of orientations
along the corresponding principal axes, as shown in Figure 6.3. Symmetry of
B implies that Q is an orthogonal matrix (i.e. Q−1 = Qᵀ) and µˆ1, µˆ2 and µˆ3
are mutually orthogonal unit vectors that can be parameterised in terms of
Euler’s angles, θ ∈ [0,pi], φ ∈ [0, 2pi] and ψ ∈ [0,pi].
As the Bingham distribution is invariant to the addition of arbitrary con-
stants to its eigenvalues [113], by choosing −κ3 as the constant (Appendix B.3),
Equation (6.1) can be rewritten as
f(nˆ;B) =
1
cB
exp
(
κ(µˆ1 · nˆ)2 +β(µˆ2 · nˆ)2
)
, (6.6)
where κ = κ1 − κ3 and β = κ2 − κ3. Bingham distribution thus has only 5
degrees of freedom, two associated with the concentrations and three with the
orientations.
A more intuitive description of the orientation distribution is achieved by
re-writing Equation (6.1) in a form that is analogous to the two-dimensional
Gaussian distribution
f(nˆ;B) =
eκ
cB
exp
(
−
(µˆ2 · nˆ)2
1/(κ−β)
)
exp
(
−
(µˆ3 · nˆ)2
1/κ
)
, (6.7)
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where 1/(κ− β) and 1/κ represent the dispersion about the dominant orien-
tation µˆ1, along the axes µˆ2 and µˆ3, respectively (see Appendix B.4 for deriva-
tion). These dispersion parameters are analogous to the variance parameters
of the Gaussian distribution and inversely proportional to the concentration
parameters κ and β. Since κ > β, the dispersion extent along µˆ3 is less than or
equal to that along µˆ2, as shown in the density plot in Figure 6.3. Thus we re-
fer to µˆ2 as the primary dispersion orientation, and µˆ3 as the secondary dispersion
orientation.
The estimability of the Bingham distribution and thus the determination of
the corresponding orientations and the concentration/dispersion parameters
depends on the specific geometry of the underlying orientation distribution
of neurites. For the case where κ > β > 0, anisotropic dispersion exists about
µˆ1 (Figure 6.3.b), all the orientations are well-defined and estimable. When
the dispersion is isotropic about µˆ1 (Figure 6.3.a), the orientations µˆ2 and µˆ3
are not distinguishable and thus are arbitrarily defined. Similarly, when the
dispersion is completely anisotropic, i.e. κ = β > 0 (Figure 6.3.c), µˆ1 and µˆ2
become indistinguishable and arbitrarily defined. For an isotropic orientation
distribution (κ = β = 0), none of the orientations is uniquely defined.
6.2.2 The orientation tensor
An orientation tensor, T is defined as the second moment (also known as the
scatter matrix) of an ODF. In the case of a Bingham distribution,
T =
∫
S2
f(nˆ;B)nˆnˆᵀ dnˆ , (6.8)
i.e. T is the outer product of each vector in the distribution with itself,
weighted by the probability along that vector and summed for all vectors:
T =

∑
i
xi
2
∑
i
xiyi
∑
i
xizi∑
i
xiyi
∑
i
yi
2
∑
i
yizi∑
i
xizi
∑
i
yizi
∑
i
zi
2
 . (6.9)
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We can see that nˆnˆᵀ is a symmetric matrix, which is expected since
(nˆnˆᵀ)ᵀ = nˆnˆᵀ , (6.10)
as ABᵀ = BᵀAᵀ and a symmetric matrix has the property: Aᵀ = A.
6.2.2.1 Eigenvalues of the orientation tensor
As T is symmetric, it can be expressed in a diagonalised form
T =
(
µˆ1 µˆ2 µˆ3
)
τ1 0 0
0 τ2 0
0 0 τ3


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3
 , (6.11)
where the eigenvectors µˆ1, µˆ2 and µˆ3 are identical to those of matrix B in the
Bingham distribution and τ1, τ2 and τ3 are the eigenvalues. τ1 + τ2 + τ3 = 1
due to constancy of the trace (Tr(T ) = 1 = Tr(nˆnˆᵀ)).
In the coordinate system the axes of which are the principal eigenvectors of
T , the Bingham distribution has a simple form
f(nˆ;B) =
1
cB
exp
(
κ(µˆ1 · nˆ)2 +β(µˆ2 · nˆ)2
)
=
1
cB
exp
(
κ cos2 θ+β sin2 θ cos2φ
)
,
(6.12)
while
nˆnˆᵀ =

cos2 θ sin θ cos θ sinφ sin θ cos θ cosφ
sin θ cos θ sinφ sin2 θ cos2φ sin2 θ sinφ cosφ
sin θ cos θ cosφ sin2 θ sinφ cosφ sin2 θ sin2φ
 . (6.13)
The particular components of T can be computed by integrating each compo-
nent of f(nˆ;B)nˆnˆᵀ, over the unit sphere. It can be shown that for i 6= j, Tij = 0
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(
∫2pi
0 cos θdθ = 0 for all non-squared terms), so the diagonal components of T
are equal to the respective eigenvalues, such that
τ1 = T11 =
1
cB
∫2pi
0
dφ
∫1
0
d cos θ exp
(
κ cos2 θ+β sin2 θ cos2φ
)
cos2 θ , (6.14)
and
τ2 = T22 =
1
cB
∫2pi
0
dφ
∫1
0
d cos θ exp
(
κ cos2 θ+β sin2 θ cos2φ
)
sin2 θ cos2φ ,
(6.15)
these are ∂cB∂κ and
∂cB
∂β , repsectively, while τ3 = 1− τ1 − τ2.
6.2.3 Implementation of Bingham-NODDI
The Bingham-NODDI model has been implemented in Matlab, as part of the
NODDI Matlab toolbox2. In the implementation of Bingham-NODDI, we ex-
press the intra- and extra-neurite signals in terms of cB, the normalisation
constant of the Bingham distribution. We compute cB using the numerical ap-
proximation implemented by Koev and Edelman 2006.
To compute Ain, we substitute Equation (6.1) into Equation (5.3)
Ain =
1
cB
∫
S2
exp
(
nˆᵀBnˆ− bdi(qˆ · nˆ)2
)
dnˆ
=
1
cB
∫
S2
exp (nˆᵀ (B − bdiqˆqˆᵀ) nˆ)dnˆ
=
1
cB
∫
S2
exp (nˆᵀQnˆ)dnˆ (6.16)
As cB =
∫
S2
exp (nˆᵀBnˆ) dnˆ (from Equation 6.2), Ain can be computed as
Ain =
cQ
cB
=
1F1
(
1
2 ;
3
2 ;Q
)
1F1
(
1
2 ;
3
2 ;B
) , (6.17)
2 http://nitrc.org/projects/noddi_toolbox
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i.e. by working out the normalisation coefficients cQ and cB of the Bingham
distributions, with the symmetric matrix Q = B − bdiqˆqˆT , and B, respec-
tively. This is an expression similar to those derived by Kaden et al. 2007 and
Sotiropoulos et al. 2012.
To compute Aen we substitute Equation (6.1) into Equation (5.5) to express
Den in terms of the parameters of the Bingham distribution. Den can be ex-
pressed in terms of its eigenvalues and eigenvectors as
Den =
(
µˆ1 µˆ2 µˆ3
)
dµˆ1 0 0
0 dµˆ2 0
0 0 dµˆ3


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3
 , (6.18)
where dµˆn represents the diffusivity along the nth eigenvector of Den. Using
Equation 5.5, this gives
dµˆ1 = d⊥ +
∫
S2
(d‖ − d⊥)(µˆ1 · nˆ)2f(nˆ)dnˆ . (6.19)
And ∂cB∂κ =
∫
S2
(µˆ1 · nˆ)f(nˆ)dnˆ. So the diffusivities along the principal eigenvec-
tors of Den can be obtained by taking the partial derivative of cB with respect
to the corresponding concentration parameter
dµˆ1 = d⊥ + (d‖ − d⊥)
∂cB
∂κ
, (6.20)
dµˆ2 = d⊥ + (d‖ − d⊥)
∂cB
∂β
. (6.21)
We compute these derivatives numerically, using finite differences. The diffu-
sivity along µˆ3 is then
dµˆ3 = d‖ + 2d⊥ − dµˆ1 − dµˆ2 , (6.22)
using the fact that Tr(Den) = Tr(D(nˆ)) = d‖ + 2d⊥.
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6.2.4 Model parameters
Bingham-NODDI has the following model parameters:
• νin: intra-neurite volume fraction
• d‖: intrinsic free diffusivity
• κ: concentration parameter of Bingham distribution
• β: concentration parameter of Bingham distribution
• µˆ1: dominant orientation of Bingham distribution, characterised by the
angles θ ∈ [0,pi], φ ∈ [0, 2pi]
• µˆ2: Primary dispersion orientation, characterised by the angle ψ ∈ [0,pi]
• νiso: isotropic volume fraction
• diso: isotropic diffusivity
As shown in Section 6.2.1, the Bingham distribution has 5 degrees of free-
dom and only one angle is required to determine µˆ2, once µˆ1 is known. Thus
only two extra parameters need to be determined for the orientation disper-
sion quantification for Bingham-NODDI compared to Watson-NODDI, namely
the concentration parameter β and the angle, ψ.
The total number of model parameters estimated for Bingham-NODDI,
when the diffusivities are fixed to typical values, as for Watson-NODDI (see
Section 5.2.3), are 7. This includes νin, νiso, κ, β, θ, φ and ψ.
6.3 microstrucutre indices of bingham-noddi
Metrics of neurite density, free water volume fraction, and dominant orienta-
tion are the same as Watson-NODDI as we only manipulate the probability
distribution function used to characterise the orientation distribution of neu-
rites in NODDI.
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6.3.1 Dispersion indices of Bingham-NODDI
We quantify the dispersion characteristics of neurites using Bingham-NODDI,
by generalising the orientation dispersion index (ODI) for Watson-NODDI [185].
We quantify the dispersion extent along µˆ2 with the parameter
ODIP =
2
pi
arctan
(
1
κ−β
)
, (6.23)
and that along µˆ3 with
ODIS =
2
pi
arctan
(
1
κ
)
, (6.24)
which both range between 0 and 1 for lowest and highest orientation disper-
sion, respectively. In the case of Watson distribution (Fig6.3.a), where β = 0,
ODIP and ODIS are equal and reduce to ODI.
Table 6.1 summarises how these dispersion indices vary for a few configu-
rations of the ODF, including the three configurations shown in the density
plots in Figure 6.3. As the value of β is increased for the same κ, resulting
in an increase in anisotropic dispersion, ODIP increases while ODIS remains
constant. Thus, while their absolute values indicate the level of dispersion, the
relative values of ODIP and ODIS are an indicator of dispersion anisotropy.
The dispersion characteristics can also be represented in terms of the disper-
sion angles, αP and αS, quantifying the angle associated with the spread along
µˆ2 and µˆ3 (see Table 6.1). Quantification of dispersion in terms of dispersion
angles is valuable as it allows comparison of different ODFs, independent of
their parameterisation.
An alternative representation of an ODF, with anisotropic orientation disper-
sion, is by describing it using the orthogonal measures of the overall dispersion
and dispersion anisotropy. These enable separate quantification of the level of
dispersion and that of anisotropic dispersion unlike ODIP and ODIS. These
measures are described in the following sections.
6.3.1.1 Overall dispersion index
To estimate the overall orientation dispersion, we observe that the overall
spread or dispersion of a multivariate normal distribution can be quantified
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ODIP ODIS ODITot DAB DAT αP αS
κ = 4,β = 0 0.16 0.16 0.16 0 0 59.59◦ 59.59◦
κ = 4,β = 2 0.30 0.16 0.22 0.5 0.19 81.36◦ 59.59◦
κ = 4,β = 4 1 0.16 1 1 0.73 87.66◦ 59.59◦
*κ = 16,β = 0 0.04 0.04 0.04 0 0 22.92◦ 22.92◦
κ = 16,β = 8 0.08 0.04 0.06 0.5 0.04 34.66◦ 22.92◦
*κ = 16,β = 14 0.30 0.04 0.11 0.91 0.35 81.36◦ 22.92◦
*κ = 16,β = 16 1 0.04 1 1 0.94 87.66◦ 22.92◦
Table 6.1: The values of the dispersion and dispersion anisotropy indices, correspond-
ing to the various configurations of ODF, specified by the values of κ and β.
The dispersion angles are an alternative way to represent the level of disper-
sion in an ODF and are quantified here as the angles corresponding to 95%
spread along µˆ2 and µˆ3 and labelled as αP and αS, respectively. The config-
urations corresponding to the density plot in Figure 6.3 are highlighted by *.
(ODIP, ODIS & ODITot are the primary, secondary and total dispersion indices,
while DAB & DAT are the two dispersion anisotropy indices, as described in the
main text.)
as the determinant of its covariance matrix. Thus, we propose to estimate the
total dispersion by
|ΣBing| =
√(
1
κ−β
)(
1
κ
)
, (6.25)
which can be mapped to a finite range, similar to ODIP and ODIS, giving a
measure of total dispersion
ODITot =
2
pi
arctan
(
|ΣBing|
)
. (6.26)
For Watson distribution, the overall orientation dispersion reduces desirably
again to ODI. Thus for isotropic dispersion, the ODF can be completely pa-
rameterised by a single dispersion index, as done in Zhang et al. 2012. ODITot
reflects the level of overall dispersion and as shown in Table 6.1, it increases
with increasing ODIP or ODIS (decreasing κ or increasing β).
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6.3.1.2 Dispersion anisotropy index
We propose to measure the dispersion anisotropy of neurites with Bingham-
NODDI using the index
DAB =
2
pi
arctan
(
β
κ−β
)
, (6.27)
which has the value of 0 when β = 0 (isotropic dispersion) and 1 when κ = β,
regardless of the actual magnitude of κ and β. DAB provides a measure sen-
sitive to changes in anisotropic dispersion, which may not change the overall
dispersion. Thus DAB is a useful measure to quantify the anisotropy, even in
the WM tracts as coherent as the CC, which bends sharply.
Figure 6.4 summarises how the overall dispersion ODITot and the orienta-
tion dispersion anisotropy DAB vary with different combinations of values of
the primary and secondary orientation dispersion indices (ODIP and ODIS).
The relative values ofODIP andODIS reflect the level of dispersion anisotropy,
while ODITot changes with both ODIP and ODIS.
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Overall dispersion changes with both the primary & 
secondary dispersion indices
Figure 6.4: Schematic to summarise how the presented indices of Bingham-NODDI
vary for various orientation configurations. The relative values of the pri-
mary and secondary orientation dispersion indices indicate the level of
orientation dispersion anisotropy, as when ODIP is increased, while keep-
ing ODIS constant (going from left to right within the same row), DAB
also increases. When the difference in the dispersion extent along the two
dispersion orientations is maximum, DAB is maximum. ODITot changes
when either ODIP or ODIS change.
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6.3.2 Alternative metrics of Bingham-NODDI
We can summarise the orientation distribution of the neurites in each voxel in
terms of the Orientation Tensor (OT), similar to the 3-D rendering of the dif-
fusion tensors (DT) [22] to describe the diffusion characteristics. This provides
a visualisation of the orientation distribution of neurites, as well as provide
summary metrics to quantify the orientation distribution of neurites.
6.3.2.1 Orientation coherence indices
As τ1 and τ2 reflect the relative concentrations of neurites along µˆ1 and µˆ2,
respectively, we call these the Orientation Coherence Indices (OCI). We can use
OCI to quantify the dispersion of neurites as they have a finite range, unlike
κ and β, which range between 0 and ∞. The orientation dispersion indices
defined here and in Zhang et al. 2012, describe the dispersions and thus have
an inverse relationship with τ1 and τ2. ODI is an arbitrary transformation to
map κ to a finite range from 0→∞ to 1→ 0.
6.3.2.2 Dispersion anisotropy index
To quantify the dispersion anisotropy of neurites, we can define the planarity
measure [179] of the orientation tensor, T
DAT =
(τ2 − τ3)
τ1
. (6.28)
T is the second moment of an ODF and τ1, τ2 and τ3 are its eigenvalues, which
are functions of κ and β, as described in Section 6.2.2.1. DAT ranges from 0 for
isotropic dispersion, to 1 for maximum dispersion anisotropy. Intuitively, DAT
is a product of the overall dispersion, ODITot and DAB. Thus this quantifica-
tion of anisotropic dispersion assigns lower value to very coherent tracts like
the CC, despite differences in the primary and secondary dispersion values.
6.3.2.3 Fractional anisotropy index
Similarly to Jespersen et al. 2012, we can utilise the fractional anisotropy of T ,
which is analogous to that of the diffusion tensor, i.e.:
FAOT =
√
3
2
(τ1 − τ¯)2 + (τ2 − τ¯)2 + (τ3 − τ¯)2
τ12 + τ22 + τ32
, (6.29)
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where τi denote the eigenvalues of T and τ¯ = Tr(OT)/3 = 1/3. FAOT de-
fines the anisotropy of the orientation tensor and thus quantifies the extend of
coherence in the distribution of neurites about the dominant orientation, µˆ1.
6.3.3 Comparison of the two quantifications of Bingham-NODDI indices
It’s worthwhile to compare how DAB differs from the dispersion anisotropy
index, DAT proposed in Tariq et al. 2014a.
DAB is an important measure because it is orthogonal to the overall disper-
sion measure ODITot and quantifies specifically the anisotropy in the orien-
tation dispersion of neurites, unlike DAT , which is weighted by the overall
dispersion. We can see this from Table 6.1 where both DAB and DAT change
with change in dispersion anisotropy, but when κ and β are changed with
their ratio remaining the same (for e.g. κ = 4,β = 2 to κ = 16,β = 8), DAB
remains constant while DAT decreases. Thus, DAB reflects purely the disper-
sion anisotropy about µˆ1, while DAT reflects the change in dispersion as well
as the anisotropy. Anisotropic dispersion can thus be identified as the differ-
ence between ODIP and ODIS but quantified directly by the value of DAB.
6.4 summary and discussion
This chapter describes the proposed method to allow a comprehensive de-
scription of the neurite orientation dispersion to characterise complex features
of neurite configuration, like dendritic arborizations and fanning/bending of
bundles of axons. We propose a NODDI model that incorporates the Bing-
ham distribution [26,67] to enable the quantification of dispersion anisotropy in
neurite orientation distributions.
We modify the ODF used to model the dispersion of neurites in NODDI and
a specific index to characterise anisotropic orientation dispersion is proposed.
Indices are presented to quantify orientation dispersion anisotropy, as well as
the overall dispersion, which are based specifically on the ODF used here and
some based on generic ODFs. Watson-NODDI can only estimate the overall
dispersion and will not be sensitive to changes in dispersion anisotropy, while
Bingham-NODDI can capture this subtle difference in the orientation distribu-
tion.
We quantify anisotropic orientation dispersion of the neurites in terms of the
principal components of the Bingham distribution, which describe the extent
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of orientation dispersion about the dominant orientation, separately along the
primary and secondary dispersion orientations. We present indices derived
from the parameters of the Bingham distribution to quantify anisotropic ori-
entation dispersion, along with the standard NODDI indices of neurite mor-
phology. The novel indices of Bingham-NODDI allow us to distinguish the
changes in overall dispersion from dispersion anisotropy. Discussion of the
main limitations of the proposed model are in Chapters 10 and 16.
In the following chapters, we assess the accuracy and precision of the indices
of Bingham-NODDI using in silico and in vivo DW-MRI data.
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B I N G H A M - N O D D I : I N S I L I C O D ATA E X P E R I M E N T S
This chapter presents an evaluation of the Bingham-NODDI indices using in
silico data. The aim is to assess parameter estimation against known ground
truth and to establish in vivo feasibility with a standard acquisition protocol.
DW-MRI data is synthesised to obtain the signal corresponding to known
ground-truth, which is used to evaluate the estimated parameters against.
Bingham-NODDI is characterised in terms of its estimability, the choice of ac-
quisition protocol on the estimability, and its performance relative to Watson-
NODDI.
The following sections describe how the synthetic data is generated, the
model fitting procedure to obtain estimated parameters of the proposed model
and finally the evaluation of their estimability.
7.1 synthetic data
7.1.1 Synthetic tissue model
Diffusion signal is synthesised using a multi-compartment model as in Zhang
et al. 2011, which simulates signals for various neurite densities and diameters
while accounting for their orientation dispersion. The Bingham distribution is
substituted as the ODF to generate DW-MRI signals expected from neurite
substrates with orientation dispersion anisotropy.
7.1.2 Ground truth parameters
Data is simulated for all possible combinations of the set of parameters shown
in Table 7.1, with the restriction κ > β (by definition of the Bingham distribu-
tion), to test Bingham-NODDI for various configurations of tissue microstruc-
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Parameter Ground-truth values
νin {0.2, 0.4, 0.6, 0.8}
νiso {0.0}
α {0.25, 0.5, 1, 2} µm
κ {0, 1, 2, 3, 4, 5, 6, 7, 16}
β {0, 1, 2, 3, 4, 5, 6, 7, 16}
µˆ1 and µˆ2 250 uniform random rotations
Table 7.1: The ground-truth parameters used to generate the synthetic data. νin and
νiso represent the intra-neurite and isotropic volume fractions, while κ and
β are the concentration parameters of the Bingham distribution. µˆ1 repre-
sents the dominant orientation and µˆ2 the primary dispersion orientation.
α denotes the axon radii.
ture expected from the GM and WM in the human brain. A total of 180, 000
different combinations of ground truth parameters are evaluated.
The ground truth parameters consist of various non-zero axon radii to eval-
uate the consequence of not modelling the axon radii in Bingham-NODDI.
250 uniform random rotations of the Bingham distribution are obtained, for
each tissue configuration, to see if there is any bias in estimates due to the ori-
entational variance of neurites. The random rotations are obtained using the
method in Shoemake 1992.
Rician noise is added to the simulated signals, to represent the typical clin-
ical SNR of 20. This is done by adding random numbers sampled from a
Gaussian distribution, with µ¯ = 0, σ = 0.05 to the real and imaginary (set to
zero here) part of the synthesised signal. The magnitude of this complex signal
is then taken to represent MRI signal with added Rician noise.
7.1.3 Acquisition protocol
Synthetic data is generated for each instantiation of the ground truth parame-
ters using the four-shell protocol utilised in Zhang et al. 2012 and detailed in
Table 7.2 (explained in Section 8.1.1). We assess the optimised NODDI proto-
col, N1 as well as subsets of it with fewer orientations sampled (N2 and N3).
The comparison is done with two single shell protocols (S1 and S2), which
represent standard b-values acquired for DW-MRI with clinical scanners.
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Protocol Settings
All Full data set (180)
N1 b = 711s/mm2(30) & b = 2855s/mm2(60)
N2 b = 711s/mm2(15) & b = 2855s/mm2(30)
N3 b = 711s/mm2(10) & b = 2855s/mm2(20)
S1 b = 1000s/mm2(30)
S2 b = 2000s/mm2(60)
Table 7.2: The list of imaging protocols used for evaluation of the parameters esti-
mated. All denotes the complete four-shell protocol, while the rest of the
protocols are two-shell (N1, N2 and N3) and single-shell (S1 and S2) sub-
sets of it. The number in brackets denote the number of gradient orienta-
tions sampled for the diffusion-weighted acquitision for each protocol. The
total acquisitions at b = 0s/mm2 are 12 (3 b0s are utilsied for each HARDI
shell).
7.1.4 Model fitting procedure
The NODDI Matlab toolbox1 is used for fitting the model to the synthetic,
which provides the maximum likelihood estimates using the two-stage fitting
procedure described in Zhang et al. 2012. In the first stage, a crude estimate
of the parameters is obtained from a grid of parameters representing typical
in vivo tissue configurations. In the second stage, the parameters are refined
by utilising a Gauss-Newton optimisation scheme (LM algorithm2), to obtain
the maximum likelihood parameters. The toolbox is modified to include the
Bingham distribution as the ODF, which uses the numerical implementation
proposed by Koev and Edelman 2006, to compute the hypergeometric function
in Equation (6.3).
Diffusivities are fixed to typical values of di = 1.7× 10−9m2s−1 and diso =
3.0× 10−9m2s−1, and it is assumed that d‖ = di, as in Zhang et al. 2012. The
noise level for model fitting is estimated for each set of synthesised signal,
as the standard deviation of the measurements at b = 0. The only explicit
constraint in the fitting procedure is applied to κ and β values (6 64), for
numerical stability of the implementation [99]. But this is not a practical issue,
as it is shown in Zhang et al. 2011 that at very high levels of coherence, the
difference in diffusion signal is negligible.
From the estimated parameters of Bingham-NODDI, namely νin, κ, β, νiso,
S0, θ, φ, ψ, the indices ODIP, ODIS, ODITot, DAB and the parameters of T are
1 http://nitrc.org/projects/noddi_toolbox
2 using Matlab 2013a inbuilt function: fmincon
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computed, using the expressions described in Section 6.3.1. Watson-NODDI is
also fitted to the synthetic and in vivo datasets for model comparison analysis.
7.2 synthetic data experiment
The synthetic data experiment fits the Bingham-NODDI model to the simu-
lated measurements, using known model parameters. The approach allows
determination of the accuracy and precision of parameter estimation in the
most idealised conditions to assess the intrinsic ability to estimate the model
parameters, undersampling constraints imposed by the measurement proce-
dure. The simulated data is obtained as detailed in section 7.1, which uses the
same parameterisation of the ODF as Bingham-NODDI, but models neurites
with non-zero radii.
For a meaningful evaluation of the tissue parameters, the estimated indices
are assessed separately for GM and WM regions. This is done by separating
the synthetic data representing typical values of the parameters for each tis-
sue.The sets of parameter combinations that belong to each tissue type are
learned from the parameters estimated from the in vivo data (chapter 8).
7.2.1 Parameter estimation
7.2.1.1 Design
The estimates from Bingham-NODDI fitting to the large set of tissue config-
urations described in Section 7.1 are used for parameter estimation analysis.
For each model parameter, the absolute estimation errors are pooled over in-
stances of the tissue configurations with the same orientation-invariant pa-
rameters but different orientations. The mean and the standard deviation of
the pooled errors are computed to quantify the accuracy and precision of the
model parameters.
The results are shown for estimation based on the two-shell protocol (N1)
optimised for Watson-NODDI in Zhang et al. 2012, as it is currently the stan-
dard in vivo protocol for NODDI. The results for the other protocols (not
shown) exhibit similar trends. The parameter estimation with Watson-NODDI
fitting is also evaluated to compare with Bingham-NODDI results.
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7.2.1.2 Results for Bingham-NODDI parameters
Figure 7.1 summarises the error statistics of estimating the volume fraction pa-
rameters. The results show that both parameters can be estimated accurately
and precisely (compared to the level of noise) with only a weak dependence on
νin, κ and β. The estimability reduces slightly for lower νin. This is expected
as the reduction in the fraction of restricted diffusion results in increased sig-
nal attenuation, which lowers the effective SNR. The weak dependence of the
estimability on the concentration parameters reflects the reduced accuracy and
precision in estimating large values of κ and β (results not shown). The under-
estimation of κ and/or β when they take large values is compensated by a
slight overestimation of νin.
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Figure 7.1: [Errors in the estimation of νin (top panel) and νiso (bottom panel) us-
ing Bingham-NODDI, for the optimised NODDI protocol (N1). Each panel
shows the mean (top row) and the standard deviation (bottom row) of the
absolute errors. Each column corresponds to the ground-truth value of νin,
as indicated. Each pixel corresponds to one combination of ground-truth
κ and β values.
Figures 7.2 and 7.3 summarise the error statistics of estimating the orien-
tation dispersion indices of Bingham-NODDI. We find that for most of the
plausible neurite configurations, the dispersion indices can be determined ac-
curately and precisely. The results show that the estimability of ODIP, ODIS
and ODITot depends strongly on νin and the underlying orientation distribu-
tion of neurites. The estimation of ODIP and ODITot is also affected by the
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level of anisotropic dispersion. For all the parameters, the estimability reduces
for lower values of νin, which is expected as reduced νin means the measured
signal has weaker orientation dependence.
The errors and variability for estimation of the dispersion indices are high
when the underlying ODF is isotropic. This is expected due to noise-induced
anisotropy (also seen for the DT in Pierpaoli et al. 1996), when the underlying
ODF is isotropically distributed either about all orientations (κ = 0) or one
of the orientations (β = 0 or κ = β). The error and variability are the high-
est at the corresponding singularities for the specific orientation dispersion
index. These findings are consistent with the estimation of ODI for Watson-
NODDI [185], which was found to be the hardest for the highest level of overall
dispersion (corresponds to κ = 0, where all dispersion parameters are hard to
estimate).
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Figure 7.2: As Figure 7.1 but showing the statistics of estimation errors of ODIP and
ODIS.
Figure 7.4 summarises the estimability of the dispersion anisotropy indices
DAB and DAT . Our results indicate that dispersion anisotropy is harder to es-
timate than the metrics of dispersion, but the estimation errors and variability
are still modest. We find that the estimation of the anisotropy parameters also
depends strongly on νin, as well as the underlying ODF. Like the dispersion
indices, the estimation of the anisotropy indices is harder when νin is low, as
well as when the ODF is isotropically dispersed. The estimation of DAB is
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Figure 7.3: As Figure 7.1 but showing the statistics of estimation errors of ODITot.
hardest when β = 0, and for DAT when κ = β and κ = 0, which correspond
to an isotropic ODF at the singularity for the specific index. The estimation of
DAB is also compromised when κ is high, corresponding to poor estimability
of κ and β (results not shown). We note that DAT has much lower errors and
variability than DAB, which is expected as T is a second order approximation
of the Bingham distribution.
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
 
 
0
0.1
0.2
0.3
0.4
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
 
 
0
0.05
0.1
0.15
0.2
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
 
 
0
0.05
0.1
0.15
0.2
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
 
 
0
0.1
0.2
0.3
0.4
⌫in = 0.2 ⌫in = 0.4 ⌫in = 0.6 ⌫in = 0.8
M
ea
n 
   
St
an
da
rd
 d
ev
iat
ion
M
ea
n 
   
St
an
da
rd
 d
ev
iat
ion
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
0 1 2 3 4 5 6 7 16
0
1
2
3
4
5
6
7
16
Ground truth κ
Gr
ou
nd
 t
ru
th
 β
Bi
ng
ha
m
Ab
so
lut
e 
er
ro
rs
 fo
r
Ab
so
lut
e 
er
ro
rs
 fo
r
⌫in = 0.2 ⌫in = 0.4 ⌫in = 0.6 ⌫in = 0.8
=
3 D
A
B
=
3 D
A
T
Figure 7.4: As Figure 7.1 but showing the statistics of estimation errors of DAB and
DAT .
The errors and standard deviations for estimating the orientations µˆ1 and
µˆ2 are shown in Figure 7.5. These errors are quantified as the angles between
the estimated and the ground-truth orientations. We find that the orientations
of the Bingham distribution can be estimated accurately and precisely, for all
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configurations for which they are well-defined. For µˆ1 the bias and variabil-
ity of the estimates is very low for most combinations of the concentration
parameters and is high only when κ = β = 0 and κ = β > 0, i.e. for con-
figurations where µˆ1 is not well defined (see Figure 6.3.c). The estimation of
µˆ2 is more variable, especially for very low νin. The configurations where the
errors and variability are consistently high are also the ones where µˆ2 is not
well defined i.e. κ = β = 0, κ = β > 0 (Figure 6.3.c) and when β = 0 (Fig-
ure 6.3.a). Increasing νin reduces the errors and variability for estimation of
both the orientations, in the regions where they are well-defined.
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Figure 7.5: As Figure 7.1 but showing the statistics of estimation errors of µˆ1 and µˆ2.
The errors correspond to the mean angles between the estimated and the
ground truth orientations, for each pool.
7.2.1.3 Results for Watson-NODDI parameters
The interesting finding from the estimability analysis on the Watson-NODDI
parameters is that the simplified ODF does not have a significant impact on
the estimation of its parameters. The estimability of the volume fractions, over-
all dispersion, and the dominant orientation, estimated from Watson-NODDI,
shows very similar errors and variability to those estimated using Bingham-
NODDI, with the same trends with respect to the ground-truth νin, κ and β
values. However, for low νin the estimation of ODITot using Watson-NODDI
has less variability compared to Bingham-NODDI (comparing Figures 7.3 and
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7.6). Thus, Watson-NODDI provides an accurate estimation of the volume frac-
tions, the dominant orientation, and the overall dispersion, but we are unable
to determine dispersion anisotropy about µˆ1, or characterise the dispersion
extent along µˆ2 and µˆ3 separately.
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Figure 7.6: As Figure 7.1 but showing the statistics of estimation errors of ODITot,
using Watson-NODDI.
It is additionally seen that the Bingham-NODDI estimation of the primary
orientation dispersion is more accurate compared to that of Watson-NODDI,
but also more variable (see simulation results in Appendix C).
7.2.2 Protocol comparison
The aim of the protocol comparison is to assess if it is possible to accurately
and precisely estimate the Bingham-NODDI parameters, using the optimised
NODDI protocol, N1. It is also assessed if the acquisition can be further re-
duced without affecting the quality of estimated parameters, as found true for
Watson-NODDI in Zhang et al. 2012. The evaluation of the four-shell protocol
(All) is included to determine if using the estimates from this protocol as a
pseudo ground-truth for the in vivo experiment is a sensible thing to do.
7.2.2.1 Design
The estimated parameters obtained from fitting Bingham-NODDI are com-
pared to the data acquired using the protocols listed in Table 7.2, separately
for data representing each set of tissue configurations. To assess the protocols
in a way that is relevant for in vivo data, the synthetic data is grouped into
classes representative of the GM and WM tissue.
For each tissue type, parameter estimation is evaluated by pooling together
the data with least variability in the estimation errors, as determined by the
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estimability analysis in Section 7.2.1. The mean and standard deviations of the
errors are plotted for all the parameters, for each pool of ground truth values.
The estimation of the orientations was found to be dependent on the level of
orientation dispersion anisotropy (Section 7.2.1), for all νin. So the orientations
are evaluated with respect to the ground truth value of DAB. The results are
presented for the novel parameters of Bingham-NODDI, as well as µˆ1, as the
errors are evaluated here with respect to the varying levels of anisotropy.
7.2.2.2 Results
The results for the estimation of νin and νiso are consistent with the findings
for the original model Zhang et al. 2012, namely that a multi-shell protocol is
required to accurately estimate the volume fractions.
The errors in estimation of ODIP, ODIS and ODITot are summarised in
Figures 7.7 and 7.8. It can be seen that a single shell with a high b-value
is sufficient to estimate the dispersion indices accurately and increasing the
number of gradients sampled in the protocol increases the accuracy of the
estimates made. The higher values of dispersion are harder to estimate, and
the errors and variability are higher for GM, i.e. low νin. All these trends are
consistent with those for ODI in Zhang et al. 2012.
The results for the estimation of DAB and DAT are shown in Figure 7.9. The
results show that as with the dispersion indices, a single-shell protocol is suffi-
cient to estimate dispersion anisotropy, although the errors are larger in mag-
nitude. Similar to the dispersion indices, the ground-truth value of the DAB
has an impact on the estimation and higher bias and variance is seen when
the dispersion about µˆ1 is completely isotropic or anisotropic, as expected
(Section 6.2.1). The estimation of DAT follows the same pattern in estimability
for the various protocols and ground-truth values, but as T is a second order
approximation of the ODF, the estimates are more stable.
Errors in estimation of the orientations, quantified as the mean angle be-
tween the estimated and the true orientation, are shown in Figure 7.7. As with
the dispersion indices and the dispersion anisotropy measures, the orienta-
tions can be accurately estimated with a single-shell protocol. However, for
a very high level of dispersion anisotropy, all the protocols perform equally,
which is expected as both µˆ1 and µˆ2 are not well defined for very high dis-
persion anisotropy (Figure 6.3.c). Similarly, the protocol used has very little
effect on estimation of µˆ2 for isotropic dispersion about µˆ1, where µˆ2 is not
well defined (Figure 6.3.a).
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Figure 7.7: Errors in the estimation of ODIP and ODIS obtained from the synthetic
data experiment using different protocols as indicated by the symbols. The
results are shown separately for parameters representing the GM and WM
tissue, obtained using Bingham-NODDI, for the various ground-truth val-
ues of the respective parameters. The ground-truth values shown are the
mean values in each pool, with the range of included values in the brack-
ets.
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7.3 summary and discussion
Here we have presented experiments to systematically evaluate the ability of
the proposed model to recover the key parameters of anisotropic orientation
dispersion with standard NODDI protocol, using in silico data.
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Figure 7.9: As Figure 7.7, but for the dispersion anisotropy indices, DAB and DAT .
The results demonstrate that the parameters of the proposed model can
be estimated without additional acquisition requirements over the standard
NODDI protocol. Thus anisotropic dispersion can be determined with a clin-
ically feasible data. We additionally find that the original NODDI model is
robust to the effects of anisotropic orientation dispersion when the quantifica-
tion of anisotropic dispersion is not of interest.
Estimation of the dispersion indices of Bingham-NODDI follow trends con-
sistent with the Watson-NODDI dispersion index. A single shell with a high
b-value is sufficient to estimate the dispersion indices accurately and increas-
ing the number of gradient orientations sampled increases the accuracy of the
estimates. The anisotropy measures also have the same trends in protocol com-
parison as the dispersion indices, but the errors are higher in magnitude. For
the orientations, the same trends are seen as for the dispersion indices, except
when they are not well-defined (Figure 6.3.c for µˆ1 and Figure 6.3.a and c for
µˆ2), where the errors and variability are very high and the protocol used has
very little impact on parameter estimation.
A limitation of the presented in silico experiments is that the synthetic sig-
nal is simulated using a more complex version of the fitted model, rather than
synthesising the tissue itself, for example by using Monte-Carlo (MC) simula-
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Figure 7.10: As Figure 7.7, but for errors in estimation of the orientations, µˆ1 and
µˆ2, quantified as the angle between the ground-truth and the estimated
orientation. The data is separated according to the ground-truth values of
DAB
tions. The reason is the current unavailability of a framework to incorporate
orientation dispersion within a tissue substrate for MC simulations.
Another limitation of the presented simulations is that the parameters are
only evaluated for νiso = 0, i.e. regions with a partial volume of the WM with
CSF are not represented in the simulations. It would be very interesting to
assess how the model parameters behave in the presence of higher volume
fraction of an isotropic compartment, a practical issue usually encountered in
DW-MRI studies [77]. Adding an isotropic compartment in the synthetic data
potentially would also make the model fitting less stable and it would be
interesting to assess any such impact.
Further discussion of the results of this chapter is in Chapter 10. The next
chapter carries out a similar evaluation of the estimability of the model param-
eters of Bingham-NODDI, using in vivo data of a healthy volunteer.
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This chapter presents an evaluation of the Bingham-NODDI indices using in
vivo data acquired on a healthy adult volunteer, to determine the suitability of
Bingham-NODDI for the characterisation of brain tissue microstructure. The
aim is to establish in vivo feasibility of the proposed model and assess param-
eter estimation with standard acquisition protocol.
8.1 data acquisition and processing
This section describes the data acquired for in vivo assessment of Bingham-
NODDI indices, as well as the model fitting procedure and the pre-processing
applied to the data.
8.1.1 In vivo data
The DW-MRI data acquired for Zhang et al. 2012 is used in this study, which
consists of data acquired for one healthy volunteer (male, 35 years), with
informed consent and approval of the local research ethics committee. The
in vivo images were acquired on a 3T Philips Achieva clinical scanner with
|G|max = 60mT/m, using a 32-channel head coil. The acquisition consists of a
rich four-shell HARDI protocol, of which the optimised NODDI protocol is a
subset. The acquisition uses an EPI readout with matrix size 112× 112, over a
field of view (FOV) of 224× 224mm2 and slice thickness of 2mm. This results
in Isotropic voxels of 2mm are obtained in 25 minutes for optimised NODDI
protocol, and another 25 minutes for the additional HARDI shells.
The NODDI protocol consists of two HARDI shells, the first with b =
711s/mm2 and 30 gradient directions and the second with b = 2855s/mm2
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and 60 gradient directions, with 9 b=0 images1. The echo time TE=78ms
and repetition time TR=12.5s are the same for all measurements (see Zhang
et al. 2012). The two additional HARDI shells consist of b = 1000s/mm2 and
b = 2000s/mm2, with 30 and 60 gradient directions, respectively. Different
b-values are achieved by varying the gradient strength while holding the dif-
fusion time constant. This minimises the sensitivity of acquired data to axon
diameters, making the protocol suitable for our model of zero-radius cylinders
for neurites.
The full four-shell protocol is used as a pseudo ground-truth to test the in
vivo performance of the model, as done in Zhang et al. 2012. Additionally,
parameters estimated for various subsets of the full data-set are evaluated,
to determine whether the Bingham-NODDI indices can be estimated using a
reduced orientation sampling scheme. The various combinations of protocols
compared are detailed in Table 7.2.
8.1.2 Model fitting procedure
The model fitting procedure used is the same as used for in silico data eval-
uations, described in Section 7.1.4. Briefly, this involves the two-stage fitting
procedure to obtain the maximum-likelihood estimates of the model parame-
ters [185], with diffusivities fixed to typical values.
8.1.3 Pre-processing
A mask is manually drawn on the acquired data, to extract the brain
parenchyma, using ITK-SNAP [182]. Only the regions within this mask are used
for fitting the models. For a meaningful evaluation of the tissue parameters,
the parameters are assessed separately for GM and WM regions.
A very simple scheme, utilising the DT metrics, is used to segment the brain
parenchyma, to get the broad trends in the GM and WM regions. The CSF
is taken to be regions where the MD > 80% of the free diffusivity in the
brain (diso = 3.0× 10−9m2s−1). The WM and GM are then partitioned in the
remaining voxels, using the linearity of the DT [179]. GM regions are segmented
as the ones with linearity below 0.2 and the remaining are partitioned as the
WM
1 For a standard scanner with |G|max = 40mT/m, the optimised protocol would consist of
reduced b-values of 700s/mm2 and 2000s/mm2, as discussed in Zhang et al. 2012
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8.2.1 Parameter estimation
The aim of parameter estimation analysis is to evaluate the in vivo estimation
of the Bingham-NODDI parameters, by looking at the plausibility of the pa-
rameter maps and the statistics of parameter estimation.
8.2.1.1 Parameter maps
Parameter maps are assessed to check if the Bingham-NODDI indices, par-
ticularly the novel ones, are sensible in specific tissue regions of the brain.
Emphasis is on the regions where the dispersion is expected to be the highest
and lowest, as well as regions where the dispersion anisotropy is expected to
exist. The maps obtained using the estimates from the four-shell protocol are
shown.
Results
Figures 8.1 and 8.2 show a qualitative analysis of Bingham-NODDI, in the
form of the parameter maps of the in vivo fitting. The maps demonstrate the
in vivo feasibility of Bingham-NODDI as sensible values of parameters are
obtained, which reveal that dispersion anisotropy is widespread in the brain,
specifically the peripheral WM. The slices show the cross-section of the corpus
callosum (CC), corona radiata (CR) (regions in blue in the RGB map, on either
sides of the CC), a region known to exhibit fanning as it extends from the
internal capsule to the various cortical areas, as well as several peripheral WM
tracts.
The RGB maps of µˆ1 are consistent with the dominant orientations maps
expected from DTI fit. The RGB maps are weighted by FAT , the fractional
anisotropy metric for the orientation tensor, T [85]. The FAT shows a pattern
very similar to FA of the DTI, but there are non-negligible intensities even in
regions with very high orientation dispersion. The maps of volume fractions
representing the intra-neurite and the isotropic compartments are shown in
rows 2 and 3 of Figure 8.1, which show a spatial pattern consistent with
that obtained by fitting Watson-NODDI in Zhang et al. 2012. The maps of
the novel dispersion indices ODIP, ODIS and ODITot (highlighted in yellow
in Figure 8.1) also show patterns consistent with ODI for Watson-NODDI.
ODIP has higher dispersion values throughout the brain tissue, compared
to ODIS, particularly in regions where complex neurites are expected to be
present. For example in the CR, as it gets closer to the cortex (see regions of
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Figure 8.1: Axial slices showing maps of the novel parameters ODIP, ODIS and
ODITot (highlighted in yellow), obtained by fitting Bingham-NODDI to
the in vivo data, along with the maps of νin and νiso (2nd and 3rd
rows). Corresponding RGB maps of dominant orientation (µˆ1) are shown
as anatomical reference (row 1). The RGB maps are weighted by FAT , the
overall anisotropy metric for the orientation tensor, T [85]. The dashed ar-
rows indicate the CC, while the solid arrows highlight regions of CR across
various slices.
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the CR annotated with arrows on slice 26 and 30 in Figure 8.1), as well as the
tracts near the cortex. This pattern of anisotropy is consistent with findings by
Lazar et al. 2005, who use DTI on human data, and Sotiropoulos et al. 2012,
who utilise a multi-compartment model similar to Bingham-NODDI, fitted to
macaque data. The CC shows low values of ODIP and ODIS, as expected.
Anisotropic dispersion is quantified by DAB and DAT in Figure 8.2. High
values of dispersion anisotropy indices are seen in various WM tracts, includ-
ing the CR, the external capsule (EC) and the superior longitudinal fasciculus
(SLF), highlighted by arrows in Figure 8.2. This is consistent with previous
studies exploring the anisotropy of WM tracts in the human brain [105], show-
ing that dispersion anisotropy is a widespread feature of the WM. Since DAB
maps pure anisotropy, even a region as coherent as the CC has high values
(dashed arrow in Figure 8.2), consistent with the known bending of the tract.
The higher values in the DAT map are consistent with DAB, but there is a
greater contrast between the various regions with anisotropic dispersion, de-
pending on whether they have high overall dispersion or not. For e.g. the CC
has a lower DAT compared to regions like the CR. Such a mapping is suited
for tractography, where the extent of dispersion is very important to correctly
trace streamlines and higher anisotropy significantly change the ODF only
when the overall dispersion is high. As expected, the DAB map shows higher
variability in estimates compared to DAT .
Crossing fibres are not explicitly modelled in Bingham-NODDI, but regions
of two fibres crossing are also seen to have higher values of DAB (e.g. the
crossing of CR and CC). However, three crossings appear to have low values
of DAB, e.g. where the CR and CC cross the SLF, which is similar to find-
ings in Kaden et al. 2007. Examples of crossings between two and three fibre
populations are highlighted in Figure 8.2.
The primary dispersion orientations, µˆ2, estimated by Bingham-NODDI
(Figure 8.2, row 2) match very well with the secondary eigenvalues of the
DTI and follow the findings in Lazar et al. 2005. Some incoherence in the esti-
mation of µˆ2 can also be seen in the midsagittal plane. Lazar et al. 2005 suggest
that this corresponds to regions of high axial symmetry (µˆ2 is degenerate in
this case). We think it could also be a result of low SNR in the deep-lying brain
regions.
8.2.1.2 Quantitative analysis
Here an explicit comparison of the performance of the in vivo estimates ob-
tained from the Bingham-NODDI and Watson-NODDI models is carried out,
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Figure 8.2: As Figure 8.1, but showing maps of the proposed quantifications of disper-
sion anisotropy. The RGB maps of µˆ2 weighted by FAT are also shown. The
dashed arrows indicate the CC, the solid arrows the CR and the un-filled
arrows highlight the SLF. Regions of crossings are highlighted with circles,
with * indicating a crossing with two fibre populations and ** with three.
using the statistics of estimation of comparable parameters. This is to evaluate
how important it is to model anisotropic dispersion and if modelling for this
anisotropy affects the accuracy and precision of the parameters.
Design
The accuracy and precision of the estimates obtained by fitting to data from
N1, the standard in vivo NODDI protocol, is compared for the two NODDI
models. In particular, the consequence of not including dispersion anisotropy
in the NODDI model is quantified. Towards this end, the results are stratified
according to the level of dispersion anisotropy determined by the value of
DAB. This DAB is estimated by fitting the in vivo data from the four-shell
protocol, which is the "ground-truth" for in vivo analysis. The plotted errors
and variability represent the difference in paramter values estimated using N1
and the "ground-truth", for a particular range of "ground-truth" values of DAB.
Results
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The quantitative comparison of the estimates of the two models reveals that
the estimation of νin, νiso and µˆ1 (results not shown) is the same for the two
models, regardless of the level of anisotropic dispersion, while the estima-
tion of ODITot gets slightly worse for Watson-NODDI for higher levels of
dispersion anisotropy (Figure 8.3). The Watson-NODDI estimates are overall
comparable to Bingham-NODDI ones, as concluded also from the synthetic
data experiment, with a slight increase in bias for ODITot, specifically notable
for GM. Thus, Watson-NODDI is able to reliably estimate the volume frac-
tions, the overall dispersion and the dominant orientation of the neurites, but
Bingham-NODDI provides extra information by separately quantifying ODIP
and ODIS, to enable quantification of anisotropic orientation dispersion.
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Figure 8.3: Errors in estimation of the overall dispersion index, ODITot using
Bingham-NODDI and Watson-NODDI, for various ground-truth values of
DAB, for in vivo data. The results are shown for GM and WM, obtained
by fitting the two-shell NODDI protocol (N1). The "ground-truth"values
shown are the mean values in each pool, with the range of those values
indicated in brackets.
8.2.2 Protocol comparison
A protocol comparison, similar to that for synthetic data, is done to establish
if the Bingham-NODDI parameters can be estimated in vivo with the standard
NODDI protocol, N1 and if the protocol can be further reduced without im-
pacting the accuracy and precision of the estimates. The obtained results are
compared to those for the synthetic data in Section 7.2.2.
8.2.2.1 Design
The protocol comparison for the in vivo data is carried out in the same way
as for the synthetic data, but the estimates from the four-shell protocol (All)
are used as the pseudo "ground-truth"to compute the errors. As shown in Sec-
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tion 7.2.2, the estimation of all the parameters is highly accurate and reliable
for the four-shell protocol, except for the orientations, when they are indeter-
minate. The statistics are pooled for the various "ground-truth"values of each
parameter, which correspond roughly to the values used for synthetic data.
8.2.2.2 Results
Figures 8.4-8.6 show the plots of the statistics computed for the novel parame-
ters of Bingham-NODDI, separately for the GM and WM tissue. All the results
are consistent with the findings from the synthetic data experiment and show
that the parameters of the model are estimable with the N1 protocol (results
for νin and νiso not shown). We notice that for all the parameters, the esti-
mation appears to be more variable for in vivo than the synthetic data. This
is likely explained by the fact that the NODDI model remains an imperfect
representation of the measured data.
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Figure 8.4: Errors for in vivo estimation of ODIP and ODIS using Bingham-NODDI,
for the various ground-truth values of the respective parameters. The results
are shown separately for GM and WM. The various protocols are indicated
by the symbols.
The results obtained for the estimation of the dispersion indices and the
orientations show that a single-shell protocol is sufficient for their estimation,
consistent with the synthetic data experiment (Section 7.2.2). But the errors for
estimating µˆ1 and µˆ2 appear to be not as high as seen for the synthetic data,
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Figure 8.5: As Figure 8.4, but for DAB and DAT .
for highest DAB, as well as for lowest DAB for µˆ2 estimation. This is because
the in vivo data does not show orientation distribution configurations where κ
is exactly equal to β or κ = 0.
8.2.3 Model comparison
8.2.3.1 Design
To assess how well the two models explain the data a model comparison is
carried out. A standard model selection criterion, the Bayesian Information
Criterion (BIC) [140], is used, which quantifies the quality of fit to the data while
accounting for model complexity (number of parameters). A lower value of
BIC corresponds to a model which provides a better fit for the acquired data
and thus explains the data better.
8.2.3.2 Results
Figure 8.7 shows the BIC maps for Bingham-NODDI and Watson-NODDI. The
maps clearly show that Bingham-NODDI explains the data better than Watson-
NODDI, in a significant proportion of the voxels.
The raw BIC maps (Figure 8.7, rows 2 and 3) highlight that Bingham-NODDI
is the preferred model in most WM regions, but in GM and the very coherent
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Figure 8.6: As Figure 8.4, but for errors in estimation of the orientations, µˆ1 and µˆ2.
The data is separated according to the ground-truth values of DAB
WM regions (e.g. midsagittal CC) Watson-NODDI is sufficient. The higher
BIC values in the Watson-NODDI fit correspond to regions of WM with ex-
pected fanning/bending configurations. The maps of difference in BIC values
between the two models (Figure 8.7, rows 4 and 5) highlight these findings
clearly.
8.3 summary and discussion
Here we have presented an in vivo evaluation of the Bingham-NODDI pa-
rameters, in terms of their estimability and plausibility of their values, using
various imaging protocols. We demonstrate the accuracy/precision of the in-
dices of the proposed model and show that the model explains the DW-MRI
data better than Watson-NODDI, using a clinical feasible acquisition protocol.
The results for the various protocols are consistent with the findings from the
synthetic data experiment and show that the parameters of Bingham-NODDI
are estimable with the optimised NODDI protocol (N1 in Table 7.2). It can be
noted that for all the parameters, the estimation appears to be more variable
for in vivo than the synthetic data. This is likely explained by the fact that the
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Figure 8.7: The maps of BIC for fitting with Bingham-NODDI and Watson-NODDI
models (2nd and 3rd rows). The last two rows show the difference BIC
maps to highlight the areas where Watson-NODDI performs worse than
Bingham-NODDI (4th row) and those where Watson-NODDI is sufficient
(5th row). For clarity, the BIC difference map has been modified to show
the positive and negative intensities separately. The number of negative
values in the difference map correspond to regions where Watson-NODDI
is sufficient, but a small number also represent voxels where the fitting
procedure gets stuck in local minima (see discussion in Section 9.1).
108
8.3 summary and discussion
NODDI tissue model remains an imperfect representation of the measured
data.
A limitation of the presented results is that the model is only evaluated on
single subject data. This is because this presents a feasibility study only, and
application of Bingham-NODDI to a cohort of healthy subjects is carried out
in Part (iv) of the thesis.
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S I M U L AT I O N S F O R M O D E L F I T T I N G A N D A S S U M P T I O N S
O F B I N G H A M - N O D D I
This chapter includes the experiments to determine the optimum fitting pro-
cedure for Bingham-NODDI and also assess the impact of the various model
assumptions on the parameter estimation.
9.1 optimum fitting procedure for bingham-noddi
The fitting procedure used for experiments in Chapter 7 and 8 may not be
optimal for fitting Bingham-NODDI with standard clinical data, specifically
in the GM. We find that for a small but non-negligible number of the vox-
els, the objective function indicates that Watson-NODDI fits the data better
than Bingham-NODDI, corresponding mainly to the regions of partial volume
between GM or WM and CSF.
As Bingham-NODDI should fit the data at least as well as Watson-NODDI,
this indicates that our fitting procedure is getting stuck in local minima for
these voxels. We can improve the fitting procedure in these regions by us-
ing the Watson-NODDI fit as the starting point for Bingham-NODDI. Experi-
ments in this section focus on establishing the optimum fitting procedure for
Bingham-NODDI.
9.1.1 Design
It is expected that using the Watson-NODDI estimates will improve the model
fitting for Bingham-NODDI. Here we test various other options to figure out
the best overall fitting procedure, including the orientations, and whether they
are fixed or fitted. Following are the various fitting procedures tested here
1. Watson-NODDI starting values and orientations from DTI fit, which are
fixed during Bingham-NODDI fitting
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2. Watson-NODDI starting values, including µˆ1 and µˆ2 from DTI
3. Watson-NODDI starting values and orientations from DTI fit, which are
fitted during Bingham-NODDI fitting
4. Watson-NODDI starting values, including µˆ1 and µˆ2 from DTI, which
are then fitted during the Bingham-NODDI fitting
5. fitting without any initialisation
9.1.2 Experiments
We use the same data set tissue substrate and the ground truth parameters, as
used for the in silico experiments in Chapter 7.
9.1.3 Results
The errors in the estimation of the model parameters and the indices derived
are shown in Figures 9.1- 9.3. We find that the fitting procedure using Watson-
NODDI initial parameters, performs the best, particularly for the fitting of
the dispersion and dispersion anisotropy parameters, when DTI orientations
are used, which are then fitted by Bingham-NODDI. This fitting procedure
consistently provides the best estimates for all the parameters, getting not
only the most accurate and precise estimates but also taking significantly less
time compared to the original fitting procedure.
We also analyse the quality of fit of some of the estimates (results not
shown), with consistent findings.
9.1.4 Conclusion
From the experiments, we find that the optimal fitting procedure for Bingham-
NODDI is to initialise using the orientations from the linear DTI fit and the
rest of the parameters from the Watson-NODDI fit. The β parameter is simply
initialised as a fraction of the κ estimated by Watson-NODDI.
From here on, we use this fitting procedure to carry out the model fitting
for Bingham-NODDI.
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 
Figure 9.1: Errors in estimation of some of the model parameters of Bingham-NODDI.
The ’FP N’ indicate the Nth fitting procedure as details in the main text.
Figure 9.2: As Figure 9.1, but for the model parameters for the orientations, obtained
from Bingham-NODDI.
112
9.2 assumption of single fibre population
Figure 9.3: As Figure 9.1, but for the indices of dispersion and dispersion ansitropy
derived from Bingham-NODDI.
9.2 assumption of single fibre population
A key limitation of the proposed model is not explicitly estimating crossing
fibres. Our primary aim is to provide simple and robust indices of microstruc-
ture and attempting to resolve multiple fibre populations will introduce in-
stability in parameter estimation as discovered by Sotiropoulos et al. 2012.
Nevertheless, we find that the model correctly identifies crossing regions with
high orientation dispersion and some with high anisotropic dispersion (see
the parameter maps in Figure 8.2).
This section evaluates how the dispersion and dispersion anisotropy indices
are affected by the presence of crossings, which is a very plausible configura-
tion in the human brain. This will allow better interpretation of in vivo maps
presented in Chapter 8.
9.2.1 Modelling crossing fibres
To evaluate how the existence of multiple fibre populations affects the estima-
tion of anisotropic orientation dispersion, using Bingham-NODDI, diffusion
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Parameter Ground-truth values
f1-f2 {0.5-0.5, 0.7-0.3}
νin {0.7}
νiso {0.0}
κ {32}
β {0, 16}
θ (radians) {0- pi40 -
pi
2 }
Table 9.1: The model parameters for the signal simulated for two orientationally dis-
persed fibre populations crossing at a seperation angle, θ.
signal is simulated by explicitly modelling crossing fibres, in the presence of
dispersion.
9.2.1.1 Design
We simulate a very simple case of two fibre populations crossing, where each
population has the same level of orientation dispersion, as well as dispersion
anisotropy. We add an extra compartment with Bingham-distributed sticks, to
get a three compartment tissue model and simulate substrate with two very
similar characteristics, with varying crossing angles.
We simulate data with high neurite density and orientation coherence, with
isotropic and anisotropic orientation dispersion. The exact ground truth pa-
rameters utilised are as summarised in Table 9.1.
The signal simulated for each of the four set of tissue configurations is
shown in Figure 9.4, for three crossing angles.
Rician noise is added to the simulated signals, at SNR = 20, as done in
Chapter 7. The Bingham-NODDI parameters are estimated using the same
fitting procedure as used for the in vivo evaluation (Chapter 8).
9.2.1.2 Results
The effect on the dispersion parameters estimated using Bingham-NODDI,
which is a single-fibre dispersion model, are shown in Figure 9.5. As expected,
increasing the crossing angle between the two fibre populations results in an
increase in the estimated dispersion and dispersion anisotropy indices. In par-
ticular, the estimation of DAB is very variable when two fibre populations
exist, with a small crossing angle (θ < 45◦). While the values of the estimated
indices have high errors compared to the ground truth values, the increase in
orientation dispersion and anisotropy with increasing crossing angle is right.
This is because the underlying orientation configuration, when assuming a
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Figure 9.4: The simulated multi-population Bingham-NODDI signal, for the intra-
neurite and extra-neurite compartments, as well as the total signal. The
first row represents neurite configurations with no dispersion anisotropy
(β = 0), while the second row represents those with dispersion anisotropy
(β = 16). The relative volume fractions of the two populations are [0.5, 0.5]
for the first column, and [0.7, 0.3] for the second column.
single-fibre population, as Bingham-NODDI does, is actually becoming more
and more orientationally dispersed and anisotropic.
9.2.2 Discussion
We find that as expected, and noted from the in-vivo experiments, increasing
the crossing angle between the two fibre populations results in an increase in
the estimated dispersion and dispersion anisotropy indices. This is important
for neuroimaging studies as a higher DAB or DA value does not necessarily
reflect the existence of dispersion anisotropy and would need to be validated
by other means like fMRI or histological data. However, for typical clinical ap-
plications, this may not be a problem as a difference from the normal value in
a region would still be highlighted. This does take away from the main benefit
of microstructure imaging, which is to precisely indicate the microstructure
changes underlying brain development, function, or pathology.
9.3 sensitivity of signal to model parameters
The Bingham-NODDI tissue model assumes a fixed intrinsic diffusivity inside
and outside the neurites, as well as neurites with zero radii (neurites mod-
elled as sticks). These assumptions are required for wider applicability of the
model as these parameters are hard to be estimated with standard clinical
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Figure 9.5: Values of dispersion (ODIP,ODIS) and dispersion anisotropy (DAB,DAT )
indices estimated by fitting the single population Bingham-NODDI model
to the data, as a function of the crossing angle between two populations
of equally dispersed fibres (κ = 32). The first row represents neurite con-
figurations with no dispersion anisotropy (β = 0), while the second row
represents those with dispersion anisotropy (β = 16). The relative vol-
ume fractions of the two populations are [0.5, 0.5] for the first column, and
[0.7, 0.3] for the second column.
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imaging [6,184]. However, intrinsic diffusivity inside and outside the neurites
and the neurite radii are important parameters to be estimated in neuroscience
and clinical applications.
Here we assess how sensitive a very rich DW-MRI acquisition is to change
in these parameters, which is important for reliable estimation of these param-
eters. The results are not included here, but we provide a summary of the
findings below.
9.3.1 Design
Synthetic signal is produced using the model described in Section 7.1.1, which
is a Bingham-NODDI model, with neurites modelled with non-zero radii. The
specific parameter values simulated are: κ = 16, β = 0, νin = 0.8, νiso = 0.
We use a very rich acquisition protocol, with 6 b-values and with 60 diffusion
directions (Gˆ) for each (the protocol used in Chapter 14) to simulate the signal.
The sensitivity of the signal to both the neurite radii and intrinsic diffusivity
is assessed for several ground truth values of each parameter, as described in
the following sections.
9.3.2 Sensitivity to neurite radii
↵ = 0.25µm
↵ = 0.5µm
↵ = 1µm
↵ = 2µm
L
R
Figure 9.6: Sensitivity of the Bingham-NODDI signal to the changes in values of neu-
rite raddi, α, simulated for several ground truth values of α, as indicated.
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The ground truth values simulated for the radius parameter are α =
[0.25, 0.5, 1, 2]µm. The sensitivity of the Bingham-NODDI signal to changes in
neurite radius is estimated by computing the objective function (Equation (4.5))
for each of the ground truth signals and signal synthesised, with Rician noise,
for the same set of parameter values, while the radius parameter is varied be-
tween αp = [0 : 0.01 : 4]µm. The diffusivities values are di = 1.7× 10−9m2s−1
and diso = 3.0× 10−9m2s−1. This simulates how sensitive the signal is to small
perturbations in the estimated values of α.
The results in Figure 9.6 clearly show that even with the very rich protocol
used here, the radius parameter does not change the underlying signal suffi-
ciently, for it to be reliably estimated. The sensitivity of the signal increases
with the ground truth value of the radii, as expected.
9.3.3 Sensitivity to intrinsic diffusivity
The sensitivity for intrinsic diffusivity is evaluated for the ground truth values
di = [1, 1.3, 3]× 10−9m2s−1. The radius and isotropic diffusivity values are set
to α = 0µm and diso = 3.0× 10−9m2s−1. The objective function is computed
for di, as done for α, by perturbing the values dip = [0.25 : 0.5 : 5]10−9m2s−1
L
R
di = 1.0⇥ 10 9m2s 1
di = 1.3⇥ 10 9m2s 1
di = 3.0⇥ 10 9m2s 1
Figure 9.7: Sensitivity of the Bingham-NODDI signal to the changes in values of intrin-
sic diffusivity inside the neurites, di, simulated for several ground truth
values of di, as indicated.
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The results are shown in Figure 9.7 and show that the simnulated signal is
sensitive to changes in di and so the parameter can be reliably estimated for
with a rich DW-MRI protocol. The sensitivity of the signal is higher for lower
values of diffusivity, as expected.
9.3.4 Discussion
We assessed the sensitivity of the neurite radii and intrinsic diffusivity param-
eters on the Bingham-NODDI signal synthesised with the very rich protocol.
We use a tissue substrate with very high neurite density and coherence and
no dispersion anisotropy, cases for which the parameters are found to be most
estimable.
We find that the synthesised signal is sensitive to changes in diffusivity,
but not the neurite radii, with the high-quality data we used. So the signal
acquired itself needs to be very rich to enable estimation of neurite radii, with
the standard PGSE acquisition sequence.
The other assumptions and the main limitations of Bingham-NODDI are
discussed in Chapter 16, along with a discussion of the implications of these
assumptions.
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M E T H O D D E V E L O P M E N T A N D E VA L U AT I O N :
D I S C U S S I O N
This chapter provides a discussion of the findings from the in silico (Chap-
ter 7) and in vivo (Chapter 8) experiments carried out for evaluating Bingham-
NODDI indices of neurite morphology.
10.1 bingham-noddi to map anisotropic orientation disper-
sion of neurites
Here we have presented Bingham-NODDI, a generalisation of the Watson-
NODDI model, to characterise the anisotropic orientation dispersion of neu-
rites, which provides a more accurate representation of the orientation distri-
bution of neurites in the human brain. Characterisation of anisotropic orienta-
tion dispersion is important as it can serve as a useful marker of brain patholo-
gies, reflecting very subtle changes in the orientation dispersion of neurites, as
detailed in the motivation of the work (Chapter 1) and Chapter 6.
We use the Bingham distribution, allowing us to derive the parameters to
separately quantify the dispersions extent along the primary and secondary
dispersion orientations, as detailed in Chapter 6. Thus, we can distinguish the
changes in overall dispersion from dispersion anisotropy and independently
quantify these with the indices ODITot and DAB, respectively. It is conceiv-
able that a change in the orientation dispersion of neurites occurs such that
there is little or no change in the overall dispersion, but the level of dispersion
anisotropy is altered. Watson-NODDI can only estimate the overall dispersion
and will not be sensitive to such a change while Bingham-NODDI can capture
this subtle difference in the orientation distribution.
DAB is useful as it provides a marker specific to changes in the anisotropy
of the orientation dispersion of neurites. However, DAB is harder to estimate
compared to other indices of Bingham-NODDI. An alternative quantification
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of anisotropy is DAT , which has utility in tractography and is very robust.
However, it is a second-order approximation of the ODF and cannot represent
higher order variations in the ODF. DAT is defined for any generic ODF and
thus may be utilised to quantify anisotropic dispersion for an alternative pa-
rameterisation of the ODF, while DAB is specifically defined for the Bingham
distribution.
10.2 estimation of neurite morphology using bingham-noddi
The results demonstrate the in vivo feasibility of the proposed model and show
that the model provides sensible estimates of neurite microstructure, with a
clinically feasible protocol. The error analysis on the Bingham-NODDI param-
eters reveals that they have good estimability. The errors and variability of
estimates are commensurate with the level of noise in the synthetic and in vivo
data. Cases, where the errors and standard deviations are high, correspond
generally to degenerate cases (one or more the model parameters are not well
defined).
We show that a two-shell HARDI protocol is sufficient to estimate the in-
dices of Bingham-NODDI, as with Watson-NODDI. Thus, the estimation of
Bingham-NODDI parameters is possible with a clinically feasible imaging pro-
tocol. However, the parameters DAB and µˆ2 are harder to estimate and unlike
Watson-NODDI, a reduced-orientation sampling scheme like N2 and N3 are
not feasible for Bingham-NODDI. This is expected as the Bingham distribu-
tion represents a more complex ODF compared to the Watson distribution
and having more orientations sampled would allow better characterisation of
this ODF. But having fewer data points for these schemes also has an impact
on the estimation.
Increasing the angular resolution of the acquisition protocol is expected to
make the estimation of these parameters more accurate and reliable, however,
the configurations where µˆ2 is not well defined, would not become estimable
even with a protocol with higher orientation sampling. Obtaining a very high
orientation sampling is not yet clinically feasible with existing imaging se-
quences, but emerging technologies such as multi-band imaging [60] will make
it possible to acquire more data per unit time, enabling higher orientation
sampling in the same acquisition time.
Model comparison, with BIC, reveals that Bingham-NODDI is the preferred
model in most WM regions of the brain. We significantly improve the fitting
in these regions by adding just two parameters to NODDI, which originally
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has one less parameter than the standard DTI model. Watson-NODDI is suf-
ficient for most of the GM, which is expected as the dendrites are in general
isotropically dispersed, and where dispersion anisotropy does exist (e.g. pyra-
midal neurons) it might be too minute to be discerned with our data. Since
for data with standard clinical resolution, Bingham-NODDI does not appear
to give any clear advantage over the standard NODDI model, the assessments
carried out in the rest of the thesis is focussed on WM regions only. It might be
possible to obtain better fit in the GM with higher resolution data. Follow-on
work will investigate this further with the state-of-the-art acquisition, such as
the Human Connectome Project (HCP) data1 (see Part (iv) of the thesis).
Interestingly, the accuracy of most of the NODDI parameters is not affected
by the simplified ODF model used in Watson-NODDI. This includes the vol-
ume fractions νin and νiso, the overall dispersionODITot, as well the dominant
orientation µˆ1. Thus, any studies which have already been carried out with
Watson-NODDI are still valid, but the data may be reanalysed using Bingham-
NODDI, to obtain a richer characterisation of orientation dispersion and quan-
tify dispersion anisotropy, without any additional acquisition requirements.
In previous work [160], we explored the quantification of anisotropic orien-
tation dispersion of neurites, in terms of T, as described in Section 6.3.1.2.
The alternative parameters for quantification of dispersion are the coherence
parameters τ1 and τ2, and DAT for dispersion anisotropy. The evaluation of
estimability of these parameters revealed that they are more reliable compared
to the indices of anisotropic dispersion proposed here (results not shown). This
is expected as these parameters are derived from the second order approxima-
tion of the actual ODF and thus can provide a useful summary metric for the
overall orientation dispersion.
10.3 existing diffusion mri models using the bingham distribu-
tion
Bingham distribution has been used in various diffusion MRI tech-
niques [41,93,147], but the focus has been on mapping brain connectivity while
our aim is to estimate biophysically meaningful parameters. The key distinc-
tion in this work over these approaches is the use of multi-shell data, as in
Zhang et al. 2012, which enables estimation of microstructure at the same time
as the fibre dispersion parameters. This work is the first to present a specific
quantification of anisotropic dispersion and provides a thorough evaluation
1 Available online at http://www.humanconnectomeproject.org/data/
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of its estimability, while previous studies only explore the level of dispersion
anisotropy, using DTI [105] or multi-compartment models [93,147], but do not ex-
plicitly quantify this feature.
(a) Diffusion tensors (b) Orientation tensors
Figure 10.1: Plot of the diffusion tensors (a) and the orientation tensors (b), corre-
sponding to the fibres of the genu of the corpus callosum (GCC).
As shown in Lazar et al. 2005, the eigenvalues of the diffusion tensor (DT),
specifically the difference λ2 − λ3, can be used to reflect the level of dispersion
anisotropy in WM tracts. Our results are consistent with their findings and
there is no significant difference in the orientations estimated by Bingham-
NODDI and the three eigenvalues of the DT, as seen qualitatively in Fig-
ure 10.1. However, the DT and the ODF in Bingham-NODDI represent fun-
damentally different physical properties. DT represents the diffusion profiles
associated with the underlying microstructure and the ODF represents the ori-
entation dispersion pattern of the neurites. Similarly, DAB and λ2− λ3 are fun-
damentally different. DAB is specific to the orientation distribution; the latter
is influenced byDAB but also by other features like neurite density. Thus,DAB
will be useful to highlight changes specifically in the dispersion of neurites, as
a result of brain injury or disruption to normal brain development, which may
not be seen by the DT or its anisotropy measure, as many confounding factors
can contribute to changes in the diffusion characteristics.
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Part IV
T O WA R D S C L I N I C A L T R A N S L AT I O N
This part of the thesis is concerned with experiments to evaluate if the
proposed method can be used as a tool in neuroimaging studies. This usu-
ally requires the ability of the metrics produced to distinguish subjects or
ROIs, drawn from for example patient and healthy population or tissue.
The focus here is on the white matter of the brain, as standard data only
gives sensitivity to quantify dispersion anisotropy in the white matter.
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N O R M AT I V E VA L U E S O F B I N G H A M - N O D D I I N D I C E S I N
T H E W H I T E M AT T E R
In this chapter, we present a preliminary study to obtain the normative val-
ues of Bingham-NODDI indices in the WM of the adult human brain using
state-of-the-art in vivo DW-MRI data set and evaluate their variability across
the population. We use the high-quality in vivo data from the Human Connec-
tome Project (HCP)1 of multiple subjects and establish the range of Bingham-
NODDI indices in the core WM regions-of-interest (ROIs) of normal adults.
Because of the quality of this dataset, the presented results could be used as
a benchmark for the evaluation of successful setup of Bingham-NODDI data
acquisition. This is an important step towards translating this technique to
future neuroscience and clinical studies.
11.1 introduction
For clinical and neuroscience translation of Bingham-NODDI, it is important
to evaluate the variability of its indices across the normal population. Here,
we do this by applying Bingham-NODDI to a larger cohort of data to establish
the range of values of its indices in the normal adult brain, as well as how vari-
able these are, across the core WM regions of the brain. The normative values
and the calculated inter-subject variability are used for power calculation to
establish the number of subjects required for future clinical studies utilising
the model.
We use diffusion MRI data collected for the HCP, which provides high-
quality images obtained from the normal adult population. This gives reliable
and highly reproducible estimates of the model parameters. So results from
this work can be used as a reference for future studies utilising the NODDI
models and the reported power calculations will help design such studies.
1 Available online at http://www.humanconnectome.org/documentation/Q3/
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Total (F/M) Mean Age (Years) Median Age (Years)
All subjects 34 (17/17) 28.85± 4.36 28.50
Table 11.1: Demographics of the cohort used in the study.
Here, the preliminary results of normative values and the inter-subject vari-
ability of the Bingham-NODDI metrics are presented in specific WM regions
of interest (ROIs), which are compared to the variability of the indices from
Watson-NODDI and DTI.
11.2 methods
11.2.1 Cohort and MRI data acquisition
Diffusion MRI data acquired for the Human Connectome Project (HCP), Q3
release, was used to generate the normative values of Bingham-NODDI. 34
subjects, balanced for gender, were randomly selected, with age distribution
representing the normal adult population, as specified in Table 11.1.
The HCP data consists of high-quality diffusion imaging data acquired on a
Siemens 3T Skyra scanner, with GMax = 100mT/m, using a 64-channel, tight-
fitting brain array coil. The diffusion data was acquired over 3 HARDI shells,
with b=[1000, 2000, 3000]s/mm2, each with 90 gradient orientations and 18
images at b=0. The other imaging variables were set as described in the docu-
mentation2.
Complete details of the acquisition parameters and preprocessing can be
found in Sotiropoulos et al. 2013.
11.2.2 Motion and eddy current artefact correction
The HCP data is expected to have susceptibility artifacts as high gradient
strengths are used to acquire the diffusion data, as well as eddy artifacts due
to EPI acquisition. Motion artifacts are also expected to make a significant
contribution to the acquired images due to the high gradient strength used.
The data has been made available with motion and eddy current distortions
corrected, as detailed in Glasser et al. 2013.
2 Available online at https://www.humanconnectome.org/storage/app/media/documentation/
q3/Q3_Release_Reference_Manual.pdf
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In addition, gradient non-linearities in acquired data are higher than with
conventional 3T scanners and result in distortions in the data. These distor-
tions are corrected by warping the images to the estimated gradient field in-
formation [92]. This means that the actual gradient strength and orientation of
the DW-MRI acquisition is not the same as in the protocol files and needs to
be corrected. So, the gradient information was corrected using the estimated
gradient fields provided with the data3.
11.2.3 Model fitting
The NODDI model was fitted to the data using the NODDI Matlab Toolbox4 ,
with modification to include the Bingham-NODDI model. Watson-NODDI pa-
rameters were obtained using the optimisation procedure described in Zhang
et al. 2012. To make the Bingham-NODDI fitting more stable and efficient, the
maximum-likelihood parameters from the Watson-NODDI fit were used to ini-
tialise the fitting. Details of the model fitting procedure are given in Chapter 9
and some example voxel fits are shown in Appendix D.
The diffusion tensor model [22] was also fit to the data to help with spatial
normalisation of the maps (see Section 11.2.4) and to obtain the scalar met-
rics, FA and MD, for comparison to NODDI metrics. The DTI was fit to the
complete three-shell data for consistency with the NODDI metrics.
11.2.4 Spatial normalisation and region-of-interests
To compute statistics of the estimated metrics across the cohort, the acquired
images were spatially normalised with respect to a study-specific template.
The study-specific template was generated from a subset of the data, with age
distribution and gender representative of the whole cohort, to minimise bias
in the template. This is because template generation is very computationally
expensive for data of this quality, but as the cohort is from a healthy adult
population, the results are not expected to be affected by this. WM ROIs were
also defined in the normalised space, to report the normative values and their
variability in specific core WM tracts.
The study-specific template for spatial normalisation was generated using
a tensor-based registration algorithm introduced in Zhang et al. 2006. This
3 Matlab code available at https://www.humanconnectome.org/storage/app/media/
documentation/q3/HCP_Q3_Release_Appendix_II.pdf
4 Available online at https://www.nitrc.org/projects/noddi_toolbox/
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method takes advantage of the orientation information in the diffusion tensors
to register the WM tracts and has been shown to provide more accurate align-
ment, compared to the typically used scalar-based normalisation [16,173]. The
tensor-based normalisation was carried out using the DTI-TK5, which uses
the iterative process described in Zhang et al. 2006.
We use a subset of the data rather than the whole cohort to reduce the
computational load of generating a population template. This is reasonable
for the cohort used as it consists of healthy subjects of very similar age and
the subset used has the same age and gender distribution as the whole cohort.
We use the segmentations from the ICBM-DTI-81 WM atlas [115], to define
the WM ROIs in the normalised space. The atlas provides segmentation of 48
core WM tracts, which are created using diffusion MR data and thus based
on the same contrast as our data. We warp the segmentations to the tem-
plate space, using the segmentation propagation method, as implemented in
NiftyReg toolbox [114].
To obtain all the parameter maps in a normalised space, the diffusion tensors
obtained from the diffusion data of each subject were non-rigidly registered to
the study-specific template, using DTI-TK. The resulting transformation was
then used to warp the Bingham-NODDI maps to the template space.
11.2.5 Data analysis
11.2.5.1 Normative values and inter-subject variability
The normative maps of Bingham-NODDI were produced as the mean param-
eter value in each voxel, across the 34 subjects and the inter-subject variability
as the standard deviation, from the parameter maps in the template space. All
maps were reconstructed in 1mm isotropic resolution for accurate delineation
of WM ROIs.
The normative values and inter-subject variability are also reported for each
of the WM ROIs and the distribution of these metrics plotted to visualise
the normative values and distribution of the indices in each of the ROIs. The
normative values and inter-subjects variability are calculated as the mean and
standard deviation across the subjects of the mean parameter value in each
ROI.
5 Available online at http://dti-tk.sourceforge.net
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11.2.5.2 Power analysis
Power analysis was carried out to obtain the minimum required sample size
to detect specific effect sizes, for each of the ROIs and all the evaluated param-
eters, given the obtained normative values and inter-subject variability. We
compute the number of subjects required to measure effect size of 10%, 5%
and 2% (using Matlab 2013a inbuilt functions). These values were chosen as
each parameter is expected to have different effect size for several applications,
as well as various ROIs. For example Kelly et al. 2016 found an effect size of
about 10% for ODI and 2% for νin for group comparison of normal controls
and very preterm infants, for major WM tracts.
11.2.5.3 Regional variability of WM
To assess the regional variability of the Bingham-NODDI metrics in the adult
human brain, the obtained normative values in each of the core WM ROIs
are compared to each other to check for statistically significant differences. We
expect the microstructure across the various WM regions to show considerable
variability due to functional specialisation [136] and want to determine which
metrics of our model enable the best discrimination of these differences. We
compare the mean values in each of the ROIs with all others, using a two-tailed
paired t-test (using Matlab 2013a inbuilt functions).
11.3 results
11.3.1 Population template and WM segmentations
The study-specific template generated, as described in Section 11.2.5.1, consists
of well-delineated core WM tracts, as shown by the fractional anisotropy (FA)
map for two exemplar subjects, transformed to the template space in Figure 1.
Some of the ROIs are shown superimposed on the FA maps in the template
space for the two subjects in Figure 11.1, which show a good alignment of the
segmentations to the WM ROIs.
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1 Middle cerebellar peduncle MCP 10 Superior cerebellar peduncle SCP 19 Sagittal stratum SS
2 Pontine crossing tract PCT 11 Cerebral peduncle CP 20 External capsule EC
3 Genu of corpus callosum GCC 12 Anterior limb of internal capsule ALIC 21 Cingulum (cingulate gyrus) CGC
4 Body of corpus callosum BCC 13 Posterior limb of internal capsule PLIC 22 Cingulum (hippocampus) CGH
5 Splenium of corpus callosum SCC 14 Retrolenticular part of internal capsule RLIC 23 Fornix (cres) / Stria terminalis FX/ST
6 Fornix FX 15 Anterior corona radiata ACR 24 Superior longitudinal fasciculus SLF
7 Corticospinal tract CST 16 Superior corona radiata SCR 25 Superior fronto-occipital fasciculus SFO
8 Medial lemniscus ML 17 Posterior corona radiata PCR 26 Inferior fronto-occipital fasciculus IFO
9 Inferior cerebellar peduncle ICP 18 Posterior thalamic radiation PTR 27 Uncinate fasciculus UNC
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Figure 11.1: Fractional anisotropy (FA) map of two exemplar subjects in the template
space with the corresponding WM ROI segmentations superimposed on
them (see legend). The ROIs show good alignment with the WM tracts
they represent in the individual subjects. There are some areas where
the ROI exceeds the boundary of the tracts, resulting in some non-ROI
voxels included at the boundaries (see SLF for example). This increases
the variability of the parameters in an ROI within each subject.
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11.3.2 Normative values and inter-subject variability
11.3.2.1 Parameter maps
Bingham-NODDI parameter maps of two exemplar subjects, in the normalised
space, are shown in Figure 11.2, along with the normative parameter and the
inter-subject variability maps.
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Figure 11.2: Maps of the Bingham-NODDI parameters, in the template space, for two
exemplar subjects (rows 1&2) and the mean and standard deviation (rows
3&4) across the cohort. A good cross-subject alignment is apparent in the
normalised maps as they are of good quality and have the expected pat-
tern of variation across the WM, where the main fibres can be easily iden-
tified. There is low inter-subject variability in parameter values in WM as
seen by the comparable contrast between single-subject maps and group
means. We also see expected contrast in the mean parameter maps, show-
ing the WM microstructure indices estimated by the model are consistent
across the subjects. Even for DAB, which is known to be harder to esti-
mate [158] i.e. higher values in the peripheral WM compared to deep WM
regions.
The pattern of variability across the WM tracts for Bingham-NODDI metrics
is consistent with analysis on lower resolution MRI data of single subject [158]
and comparable for the various subjects, but there are slight differences in
the specific values. For all the subjects, the main WM tracts like the CST, CC
and the IC have highest neurite density and low dispersion values, while the
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more lateral WM tracts, which are less coherent, like ACR/PCR and the EC
have lowest neurite density and high overall dispersion. Tracts known to have
extensive fanning or bending like the CR, the SLF, and the PTR have higher
anisotropic dispersion values.
A good cross-subject alignment is apparent for most of the tracts in the ROIs,
as seen by the comparable contrast between single-subject maps and the group
means (normative maps). The WM tracts in the ROIs are easily identifiable in
the normative map as well and show good correspondence with the individual
subject maps in terms of regional variation. Even for DAB, which is known to
be harder to estimate [158], we see expected contrast in the mean maps, i.e.
higher values in the peripheral WM compared to the main WM regions.
There is low inter-subject variability in parameter values in WM, shown by
the low values of standard deviation in most regions in the WM. The regions
with particularly high variability are the peripheral WM regions where inter-
subject differences are expected to be more apparent. The highest variability
is seen for DAB and the lowest for νin, which is consistent with the findings
of parameter estimability analysis in Tariq et al. 2016a.
11.3.3 ROI analysis
Table 11.2 summarises the obtained normative values and their standard devi-
ations over the volunteers, in the WM ROIs, for the Bingham-NODDI metrics,
while Figure 11.3 provides a visualisation of the distribution of values across
the population. For bilateral tracts, the means shown are averaged over the left
and right tracts.
The neurite density metric νin shows high mean values (0.55-0.9) as ex-
pected in the WM, while the dispersion parameter values are much lower
(ODITot<0.35) and the anisotropy measure is fairly high in the WM regions.
The trends of the various metrics are visualised in the box and whisker dia-
gram, where the values for various ROIs are sorted with respect to the mean
value of each of the parameters.
We see that individual parameters vary across the various WM regions and
the pattern of this variation is as expected. The pattern of change of the two
dispersion parameters is similar, but the subtle changes in microstructure are
captured specifically by the anisotropy measure DAB. The overall dispersion
ODITot and DAB change independently from each other, seen specifically in
the more peripheral WM structures.
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νin νiso ODIP ODIS ODITot DAB
MCP 0.833± 0.037 0.180± 0.017 0.407± 0.019 0.184± 0.017 0.283± 0.019 0.576± 0.026
PCT 0.862± 0.059 0.227± 0.035 0.428± 0.048 0.220± 0.026 0.319± 0.039 0.504± 0.038
GCC 0.843± 0.049 0.159± 0.016 0.284± 0.016 0.129± 0.013 0.192± 0.014 0.548± 0.047
BCC 0.744± 0.043 0.153± 0.018 0.251± 0.013 0.112± 0.011 0.168± 0.012 0.570± 0.046
SCC 0.790± 0.038 0.154± 0.021 0.238± 0.013 0.073± 0.009 0.126± 0.010 0.710± 0.033
FX 0.750± 0.064 0.330± 0.101 0.237± 0.068 0.113± 0.043 0.163± 0.058 0.586± 0.055
CST 0.853± 0.050 0.224± 0.034 0.395± 0.039* 0.160± 0.028 0.263± 0.036 0.602± 0.033*
ML 0.701± 0.044 0.173± 0.042 0.275± 0.031* 0.136± 0.023* 0.194± 0.028* 0.515± 0.053*
ICP 0.726± 0.042* 0.177± 0.047 0.336± 0.026* 0.140± 0.015* 0.216± 0.021* 0.607± 0.029
SCP 0.775± 0.041* 0.326± 0.041 0.230± 0.023* 0.098± 0.017 0.148± 0.021* 0.590± 0.033*
CP 0.885± 0.031 0.210± 0.021* 0.242± 0.014* 0.105± 0.013* 0.154± 0.014* 0.590± 0.042*
ALIC 0.817± 0.036 0.126± 0.029* 0.339± 0.018* 0.160± 0.016* 0.233± 0.017* 0.562± 0.044
PLIC 0.843± 0.032* 0.138± 0.027* 0.277± 0.016* 0.099± 0.010* 0.161± 0.011* 0.652± 0.043*
RLIC 0.749± 0.045* 0.157± 0.028* 0.300± 0.016* 0.102± 0.014* 0.174± 0.014 0.670± 0.053*
ACR 0.748± 0.036* 0.152± 0.017* 0.458± 0.024 0.207± 0.016* 0.322± 0.018 0.581± 0.037*
SCR 0.735± 0.028* 0.133± 0.018* 0.426± 0.025* 0.165± 0.012* 0.275± 0.016 0.652± 0.039*
PCR 0.627± 0.029 0.126± 0.019* 0.395± 0.028* 0.140± 0.013* 0.240± 0.019* 0.674± 0.035*
PTR 0.653± 0.032 0.132± 0.019* 0.295± 0.016* 0.094± 0.011* 0.166± 0.012* 0.689± 0.043
SS 0.696± 0.040 0.181± 0.022* 0.320± 0.026 0.101± 0.015 0.181± 0.018 0.697± 0.059
EC 0.617± 0.032 0.084± 0.022 0.436± 0.018* 0.170± 0.012* 0.288± 0.016* 0.642± 0.023*
CGC 0.677± 0.041 0.105± 0.019* 0.378± 0.028 0.169± 0.019 0.259± 0.024 0.588± 0.029
CGH 0.628± 0.054* 0.126± 0.034 0.394± 0.039* 0.194± 0.032 0.282± 0.039 0.555± 0.041*
FX/ST 0.737± 0.049* 0.195± 0.031* 0.320± 0.026* 0.130± 0.019 0.208± 0.024 0.572± 0.051*
SLF 0.717± 0.028* 0.128± 0.014* 0.434± 0.016* 0.140± 0.010* 0.257± 0.014* 0.715± 0.020
SFO 0.795± 0.044 0.135± 0.022* 0.388± 0.025 0.213± 0.017* 0.290± 0.020* 0.480± 0.037*
IFO 0.554± 0.031* 0.047± 0.019* 0.339± 0.031* 0.153± 0.015* 0.231± 0.022* 0.569± 0.036*
UNC 0.661± 0.056* 0.294± 0.104 0.260± 0.033* 0.105± 0.026* 0.164± 0.032 0.612± 0.063*
Table 11.2: Mean and standard deviation of the normative values of the parameters
of Bingham-NODDI, across all the subjects, for the various WM ROIs. Ab-
breviations: GCC - Genu of Corpus Callosum, BCC - Body of Corpus Callosum,
SCC - Splenium of Corpus Callosum, CST - Corticospinal tract, ALIC - Ante-
rior limb of internal capsule, PLIC - Posterior limb of internal capsule, ACR -
Anterior corona radiata, SCR - Superior corona radiata, PCR - Posterior corona
radiata, PTR - Posterior thalamic radiation, EC - External capsule, SLF - Supe-
rior longitudinal fasciculus. * indicates where the left and right parts of a tract are
statistically different according to the specific estimated index.
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Figure 11.3: Plots showing the distribution of the Bingham-NODDI indices across the
adult cohort, for 24 of the WM regions. The first column shows the values
for the volume fractions parameters, the middle column, the dispersion
parameters, while the last shows the orthogonal measures of total disper-
sion and dispersion anisotropy. Each of the plots is sorted in ascending
order of the specific parameter values, giving an insight into the varia-
tion of the metrics. We see that individual parameters vary across the
various WM regions and the pattern of this variation is as expected. The
pattern of change of the two dispersion parameters is similar, but the sub-
tle changes in microstructure are captured specifically by the anisotropy
measure DAB. The overall dispersion ODITot and DAB change indepen-
dently from each other, seen specifically in the more peripheral WM struc-
tures. For each plot, the box represents the interquartile range, with the
medians marked by red horizontal lines and the mean values by the black
‘x’. The red ‘+’ signs indicate the outliers
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For νin the highest values are seen for the WM regions in the pyramidal
tract, specifically CP, CST, and PLIC, as well as in MCP, which is a part of the
brain stem. Lowest νin values are seen for the more peripheral WM including
the CGH and IFO and PCR and EC, which are expected to have lower neu-
rite density as the axonal projections usually disperse to reach various cortical
regions. Such peripheral regions have the highest overall dispersion values,
while the main WM tracts like the SCC, PLIC, and CP have the lowest disper-
sion values. The anisotropy metric, DAB, has highest values in the SLF, SCC,
SS, and PTR, which are all part of projection or association fibres close to the
cortex and are expected to exhibit anisotropic dispersion. The lowest values
are seen in the GCC, ML, PCT and the SFO which are all part of the main WM
tracts, away from the cortical projections and thus have little anisotropy.
The inter-subject variability is the highest for νin and DAB and the lowest
for the dispersion parameters. The coefficient of variation, on the other hand,
has the opposite trend, as the mean values of νin and DAB are much higher
than the other parameters of Bingham-NODDI. The highest variability seems
to be associated with the estimation of all of the parameters in the FX and the
UNC and the lowest with the main WM tracts like the CC and CR.
If the differences in means of the left and right sides are statistically sig-
nificant, it is indicated by an asterisk next to the mean values listed in Table
11.2. Most bilateral tracts have significant differences between the right and
left sides, with at least one of the Bingham-NODDI metrics.
11.3.4 Power analysis
The power analysis results are summarised in Table 11.3 for Bingham-NODDI
indices. As expected the cohort requirements increase with reduced effect size,
but the relative sample requirement across the various parameters remain the
same. For example,ODIS and νiso require a very large number of subjects even
for a relatively large effect size of 10%, while νin requires the smallest cohort
size. For an effect size of 10%, corresponding to change of 0.01 for each of the
Bingham-NODDI metrics, the cohort size is around 20, which is comparable to
requirements for the DTI metrics (Figure 11.4) and the original NODDI model
(results not shown), except for the very noisy ROIs specifically the FX.
In terms of the specific WM ROIs the FX and UNC, which are two of the
smallest ROIs require the highest number of subjects for all of the parameters,
followed by CST, ML, and SCP, the regions in the most medial parts of the
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brain and in general have the lowest signal-to-noise ratio (SNR) due to distance
from the receiver coils.
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Figure 11.4: Plot showing the power calculation results for the Bingham-NODDI and
DTI metrics
11.3.5 Regional variability of WM
To determine how well the metrics of Bingham-NODDI differentiate the vari-
ous ROIs we compare the mean value in each ROI with all others. This analysis
is summarised in Figure 11.5, where the colours indicate whether the paired
values are statistically different or not. The ROIs are sorted according to the
mean value for each parameter, as in Figure 11.3. For the highest differentia-
tion between the various ROIs, we expect the plot to have values of 0 along the
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νin νiso ODIP ODIS ODITot DAB
MCP 4 9 4 9 6 4
PCT 6 21 12 13 14 7
GCC 5 11 5 10 7 8
BCC 5 14 5 10 6 8
SCC 5 17 5 15 8 4
FX 8 76 67 118 102 10
CST 5 21 10 26 17 5
ML 6 49 13 25 19 11
ICP 5 58 7 12 10 5
SCP 5 15 11 26 19 5
CP 4 11 5 14 9 7
ALIC 4 45 5 10 7 7
PLIC 4 32 6 11 6 6
RLIC 6 27 5 17 7 8
ACR 5 12 5 8 5 6
SCR 4 16 6 7 6 6
PCR 5 19 7 9 7 5
PTR 5 19 5 13 7 6
SS 5 14 8 21 11 8
EC 5 56 4 7 5 4
CGC 6 29 7 13 9 5
CGH 8 59 10 24 17 7
FX/ST 6 22 8 20 13 9
SLF 4 12 4 6 5 3
SFO 5 24 6 8 6 7
IFO 5 130 9 10 10 6
UNC 8 101 16 51 33 11
Table 11.3: Power cacluations for Bingham-NODDI metrics, for effect size of 10% for
each metric. The values for effect size 5% and 2% are shown in Appendix D
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diagonal only. So the plots where the dark values are most tightly packed (i.e.
the null hypothesis is mostly rejected), gives the best regional variability across
the various WM regions. From the plots, it appears that νin and ODITot pro-
vide the most regional variation amongst the Bingham-NODDI metrics, while
the DAB provides the least.
Another interesting finding from these results is how well the parameters
group the specific fibres of the WM (see Section 2.2.2 for the categories of WM
fibres). In general, the association fibres are best grouped with the Bingham-
NODDI metrics, followed by the projections fibres. Overall the regional differ-
ences seen with the Bingham-NODDI metrics is similar to those of DTI metrics
(results included in the Appendix D, Figure D.3).
FXSCP
UNCPCT
CSTCP
FX/STSS
MCPICP
MLGCC
RLICSCC
BCCACR
PLICSFO
SCRPTR
SLFCGH
PCRALIC
CGCEC
IFO 
FX SC
P
UN
C
PC
T
CS
T CP
FX
/S
T SS MC
P
IC
P ML GC
C
RL
IC SC
C
BC
C
AC
R
PL
IC SF
O
SC
R
PT
R
SL
F
CG
H
PC
R
AL
IC CG
C EC IF
O  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
PCTSFO
ACRCGH
MCPEC
CGCSCR
ALICCST
IFOICP
SLFPCR
MLFX/ST
GCCFX
BCCUNC
CPRLIC
SSPLIC
SCPPTR
SCC 
PC
T
SF
O
AC
R
CG
H
MC
P EC CG
C
SC
R
AL
IC CS
T
IF
O
IC
P
SL
F
PC
R ML
FX
/S
T
GC
C FX BC
C
UN
C CP
RL
IC SS
PL
IC SC
P
PT
R
SC
C  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SLFSCC
SSPTR
PCRRLIC
SCRPLIC
ECUNC
ICPCST
SCPCP
CGCFX
ACRMCP
FX/STBCC
IFOALIC
CGHGCC
MLPCT
SFO 
SL
F
SC
C SS PT
R
PC
R
RL
IC SC
R
PL
IC EC UN
C
IC
P
CS
T
SC
P CP CG
C FX AC
R
MC
P
FX
/S
T
BC
C
IF
O
AL
IC CG
H
GC
C ML PC
T
SF
O  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CPPCT
CSTPLIC
GCCMCP
ALICSFO
SCCSCP
FXRLIC
ACRBCC
FX/STSCR
ICPSLF
MLSS
CGCUNC
PTRCGH
PCREC
IFO 
CP PC
T
CS
T
PL
IC GC
C
MC
P
AL
IC SF
O
SC
C
SC
P FX
RL
IC AC
R
BC
C
FX
/S
T
SC
R
IC
P
SL
F ML SS CG
C
UN
C
PT
R
CG
H
PC
R EC IF
O  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ACREC
SLFPCT
SCRMCP
CSTPCR
CGHSFO
CGCIFO
ALICICP
FX/STSS
RLICPTR
GCCPLIC
MLUNC
BCCCP
SCCFX
SCP 
AC
R EC SL
F
PC
T
SC
R
MC
P
CS
T
PC
R
CG
H
SF
O
CG
C
IF
O
AL
IC IC
P
FX
/S
T SS
RL
IC PT
R
GC
C
PL
IC ML UN
C
BC
C CP SC
C FX SC
P  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ACRPCT
SFOEC
MCPCGH
SCRCST
CGCSLF
PCRALIC
IFOICP
FX/STML
GCCSS
RLICBCC
PTRUNC
FXPLIC
CPSCP
SCC 
AC
R
PC
T
SF
O EC MC
P
CG
H
SC
R
CS
T
CG
C
SL
F
PC
R
AL
IC IF
O
IC
P
FX
/S
T ML GC
C SS
RL
IC BC
C
PT
R
UN
C FX
PL
IC CP SC
P
SC
C  
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
BN: H values plotted - significantly different = white (multiple comparisons correction applied) 
⌫in
⌫iso
ODIP
ODIS
ODITot
DAB
Figure 11.5: Plot indicatin whether ach pair of ROI being mpared is statistically
the different (white) or not (black).
11.3.6 NODDI vs DTI metrics
To determine how the NODDI models compare to the standard DTI model
fit, we compare the variability of the metrics using the coefficient of varia-
tion (CV), which represents the relative standard deviation as a percentage,
enabling comparison across different variables. Tables D.2, D.4 and D.6 in Ap-
pendix D report the CV of the Bingham-NODDI, Watson-NODDI and the DTI
models, respectively. A direct comaprison of the CV of the Bingham-NODDI
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and DTI metrics is shown in Figure 11.6. As expected, the variability of the
corresponding parameters of the two NODDI models is consistent. The orien-
tation dispersion parameters have higher variability compared to νin and the
dispersion anisotropy index, DAB. In general, the NODDI metrics have higher
CV compared to DTI. This is the finding for multi-shell fit for DTI and using a
more standard b = 1000mms−1 gives a slightly lower CV. This is expected as
a single-shell acquisition is better than multi-shell for Gaussian diffusion.
CV variability
⌫in
ODIP
ODIS
ODITot
DAB
FA
MD
Figure 11.6: Plot showing the variability in the parameter estimates, quantified as the
CV, for the Bingham-NODDI and DTI metrics
11.4 discussion
In this work, we use a larger cohort to establish the range of values of Bingham-
NODDI indices in the normal adult brain, as well as how variable these are
across the different WM regions. Such an assessment is important to establish
the range of values of the model’s parameters expected in the normal adult
brain. The reported results of the power calculations will help design future
studies to measure differences across groups in a neuroscience or clinical study,
using indices of Bingham-NODDI.
Our results demonstrate the regional variation of neurite morphology cap-
tured by the indices of Bingham-NODDI. The modest inter-subject variability
of the indices means that we can utilise the model for interesting clinical appli-
cations, e.g. to see how these parameters change over time, by comparison to
normative values in pre-term population [94,102], or to use the reported sample
sizes in the power calculation to help design the studies for neuroscience or
clinical studies.
We see expected regional variation in the Bingham-NODDI parameters
across the cohort. For example, highest νin is seen for major WM tracts like
139
11.4 discussion
CC, CST, and ALIC/PLIC and lowest for peripheral WM structures like the
CR, EC, and SLF, which is consistent with the known packing density of their
axons. DAB is high in regions with expected complex fibres (CR, SLF, PLIC)
and low in regions with a fairly isotropic dispersion of axons (CC, FX, CST).
The results also highlight that DAB is highly variable within the WM ROIs.
The normative values we report are also consistent with existing publica-
tions. The mean values of the Watson-NODDI parameters in the adult popu-
lation are very similar to those reported in Kodiweeraa and Wu 2016, despite
a different acquisition protocol used, and with those in Chung et al. 2016. In
general, the variability of the metrics is lower for our results, most likely due
to the use of high-quality images.
The DTI values, on the other hand, are fairly different to those reported in
these studies. This difference is reduced when single shell (b = 1000s/mm2)
data is used to fit DTI and the ROIs are eroded, as expected. The results for
Watson-NODDI and DTI parameters are included in the Appendix D for ref-
erence. DAB and νin have cohort requirements very similar to the DTI metrics.
The cohort size required for the dispersion metrics of Bingham-NODDI, ODIP,
ODIS and ODITot is reasonably close to DTI metrics for all ROIs, except the
FX and UNC.
11.4.1 Limitations and future work
The presented results utilise WM ROIs manually segmented on single-shell
diffusion MRI data, which are registered to the population template generated
from multi-shell data. A limitation of this approach is that the registration
is not perfect and introduces some errors in the reported results. As can be
seen also from the overlap of the segmentations on the individual subjects’
parameter maps (Figure 11.1), sometimes the voxels outside of the actual tract
are included in the ROI. This can be avoided by applying erosion to the ROI
segmentations, which is an approach adopted in many publications but was
not utilised here. We found that while it improved the results of some of the
parameters (for e. g.the FA values in the CC were much higher and a lot closer
to the literature accepted values, when erosion was applied), it results in the
number of voxels reducing by a lot, especially for the small tracts such as
the FX and the UNC (up to 80% fewer voxels) reducing the statistical power
of the reported results. This is directly evident in the variances and power
calculations for these tracts, which increase after erosion.
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Work extending the presented study to include the superficial WM regions,
like the ROIs in Oishi et al. 2008, as well GM regions is the next natural di-
rection for this study. But the normalisation method used here works well
only for the core WM regions, as seen from the higher variability in the other
brain regions and thus needs improvement for the peripheral WM and GM
alignment.
We established the cross-sectional variability here, which is important, but
to evaluate whether the variability reported reflects true structural differences
and not noise or imaging artifacts, we need a reproducibility study where the
noise contributions can be separated from the inter-subject variability. Such a
study is the subject of the next chapter, which reveals how differentiable the
indices of Bingham-NODDI are from noise.
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R E P R O D U C I B I L I T Y A N D R E L I A B I L I T Y O F
B I N G H A M - N O D D I I N D I C E S I N T H E W H I T E M AT T E R
In this chapter, we present a pilot study to evaluate the test-retest reproducibil-
ity and reliability of Bingham-NODDI metrics. This is an important step to-
wards establishing the technique as a useful tool for neuroimaging studies. A
method with reproducible indices can be utilised with a high confidence to dif-
ferentiate between various groups like healthy and control or male and female,
which are some of the criteria utilised for common neuroscience studies. This
requires an assessment of the various sources of variability in the estimation
of the model parameters. Such an assessment can determine if the real mi-
crostructural differences (i.e. between-subject differences) are distinguishable
given the noise in the measurements (i.e. within-subject variability) and thus,
demonstrate the clinical applicability of Bingham-NODDI.
12.1 introduction
Every measurement has an error associated with it, which results in the esti-
mated values varying from the true value. In clinical practice, measurements
are made to aid diagnosis and prognosis by assessing how close they are to
the typical or normal values of the quantity being measured. Thus from the
clinical perspective, it is important for a method of measurement to be not
only accurate, i.e close to the true value, but also precise, i.e. have low variabil-
ity associated with its estimate. A reproducibility study is thus an important
step towards establishing a new method, like Bingham-NODDI, as a clinically
useful technique. In this work, we compare the reproducibility of Bingham-
NODDI and DTI metrics, to see how the proposed method compares to the
standard DW-MRI technique, using a pilot study utilising scan-rescan data
acquired on healthy subjects.
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If the estimates made by a technique differ from one subject to another
at a level comparable to noise, then the method has a very low discrimina-
tive power. This implies that the technique will not be very useful in practice
as a difference in two measurements can be attributed to noise rather than
actual differences in the quantity being measured. So if we can show that
Bingham-NODDI is able to reliably estimate its parameters, it can become a
useful clinical tool and the estimates made can act as markers for specific dis-
ease progression. The in vivo accuracy of Bingham-NODDI parameters has
already been established in Tariq et al. 2016a (Chapters 7 and 8), while Tariq
et al. 2016b looks at their inherent variability or precision (Chapter 11). Here
we look at how reliable these metrics are by employing a test-retest experi-
ment where multiple subjects are scanned twice, within a short time period.
We have already demonstrated a good agreement of NODDI estimates in a pi-
lot study on a single subject in Tariq et al. 2012 and shown that the precision of
NODDI estimates is comparable to that of DTI indices. In this study, we want
to establish the reliability or the discriminative power of NODDI estimates.
We carry out an ANOVA procedure on test-retest diffusion MRI data ac-
quired on multiple healthy subjects, which enables separation of the within-
and between-subject variability. Since we have just two measurements on each
subject, a simple t-test is sufficient to assess whether the differences in means
of the scan-rescan estimates are statistically the same or not. But we want
to evaluate the reliability of Bingham-NODDI metrics, which requires estima-
tion of the within- and between-subject variability as well as the noise. So
we employ a repeated measures ANOVA to compute the between-subject and
within-subject variability, which gives us a measure of the reliability of the
metrics being assessed. We also assess the agreement of the metrics as we
have multiple measurements (MR images) for the same subjects, where we
expect no real differences in the indices, as the time between the two scans is
short. We also report the coefficient of variation (CV) to allow comparison to
other studies.
12.2 experiment design
12.2.1 Cohort and MRI data acquisition
The cohort for this pilot study consists of 10 healthy adults, of which 6 are
males, with mean age .± .years. In-vivo diffusion MRI data was ac-
quired on a 3T Siemens Trio scanner, with |G|max = 40mT /m. The data is
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acquired as a repeated measures design where each subject is scanned twice,
with roughly 40 minutes between the two scans (volunteers were taken out of
the scan between the two sessions). The short time between the two scans for
each subject mean that effects like thermal drifts and other long-term changes
in the scanner are not captured. This is suitable for our assessment as we
want to assess only the variability in the estimates due to thermal noise and
patient-related noise (movement, physiological noise), and are not interested
in scanner-specific effects.
The DW-MRI data is obtained using the optimised NODDI protocol for
a scanner with |G|max = 40mT /m, i. e.with b-values of 700s/mm2 and
2000s/mm2, as recommended in Zhang et al. 2012. An additional b-value of
300s/mm2 is acquired for better estimation of the isotropic compartment. The
three b-values are acquired for 8, 32 and 64 gradient orientations, respectively,
with an additional 15 acquisitions with no diffusion weighting for signal nor-
malisation. TR= 7s and TE= 91.6ms are same for all measurements and the
diffusion gradient strength is varied to get the different b-values.
12.2.2 Pre-processing for artefact correction
To correct for motion artefacts and eddy current distortions, we utilise the
eddy [9] tool, from the FSL analysis libraries [83]. The data acquired has very
little motion and some eddy current artifacts and eddy gives results which
reduce both, with minimum impact on results when data has no artifacts [70].
12.2.3 Model fitting procedure
The NODDI model was fitted to the data using the NODDI Matlab Toolbox1
, with modification to include Bingham-NODDI model. Bingham-NODDI fit-
ting was initialisated from the Watson-NODDI and DTI estimates, as done for
experiments in Chapter 11 (described in Section 9.1).
12.2.4 Spatial normalisation and region-of-interests
To compute statistics of the estimated metrics across the cohort, the acquired
images were spatially normalised with respect to a study-specific template.
This was done by first creating a subject-specific template, by registering the
1 Available online at: https : //www.nitrc.org/projects/nodditoolbox/
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two scans per subject. The resulting subject-specific templates are then regis-
tered with each other to create the final study-specific template.
The spatial normalisations are all carried out using the tensor-based regis-
tration process implemented in DTI-TK2, as also done for the HCP data in
Chapter 11. All the subjects are used to generate the study-specific template
as the current data is of standard quality and has slightly less homogeneous
data compared to the HCP data.
We report the reproducibility of the Bingham-NODDI metrics across the key
WM tracts, using the WM ROIs defined in Mori et al. 2008.
12.3 statistical analysis
We are interested in applying Bingham-NODDI as a tool to differentiate nor-
mal subjects from a patient population, as well as a tool for accurately obtain-
ing connectivity between different regions of the brain via tractography. Thus
we want to quantify the reliability of its indices. High reliability corresponds to
the estimation of parameters with low inherent variability (or noise), such that
the differences in measurements can be associated with true microstructural
differences with high confidence. We, therefore, are interested in estimating
the different sources of variability in the estimation of Bingham-NODDI in-
dices.
We assess both the agreement or reproducibility, which quantifies the pre-
cision of the metrics (i.e. the difference in two measurements with the same
true value) and the reliability of the indices, which quantifies how well it can
distinguish real differences in metrics, i.e. between-subject differences. We use
various statistical methods to assess the reproducibility and reliability of the es-
timates, as detailed in the following sections. Main metrics of Watson-NODDI
and DTI are also assessed along with those of Bingham-NODDI.
12.3.1 Agreement of the indices
We quantify the agreement between the indices estimated from the scan-rescan
data, as a simple and quick way to assess how well the corresponding metrics
for the same subject match each other.
To assess the agreement of the indices we quantify whether the indices ob-
tained from the two scans of the same subject are statistically the same or not
2 Available online at: http://dti-tk.sourceforge.net
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and compute the within-subject variability. This is done by quantifying the co-
efficient of variation (CV), which is a measure of the dispersion of the variables
about the mean, given by
CV = σk/µ× 100 , (12.1)
where σk is the within-subject (between-scan) variance
We do a paired t-test to verify that the scans from the two subjects are sta-
tistically the same, i.e. are obtained from the same set of subjects and quantify
their variability as the coefficient of variation.
12.3.2 Reliability of the indices
Reliability is a measure used to quantify the reproducibility of a parameter, and
is defined in Bartlett and Frost 2008 as a measure that relates the measurement
error to variability in true value due to differences between subjects. To separate
these sources of variance in the estimated parameters of the models, we use
ANOVA.
Numerous quantifications of reliability have been reported, which all pro-
vide dramatically different values [118,144]. So it is very important to not only
report the computed value, with details of how it is computed, but also the
actual variances calculated, as the reliability is a sample specific quantification.
12.3.2.1 ANOVA
An ANOVA is a specific form of General Linear Models (GLMs) where the
response (measured) variable is modelled as a linear combination of one or
more sources of variability, as well as noise (details in Appendix E). The jth
measurment made on the ith subject has the form
Yij = µ+ pii +αj + ij , (12.2)
where µ is the grand mean of all measurment, pii the effect of ith subject and αj
the effect of jth scan, while ij models the contribution of random noise. Here
1 6 i 6 n, 1 6 j 6 k, where n is the number of subjects and k the number of
measurements/scans on each subject. The random effects of interest as well as
the noise are normally distributed: αj N(0,σn2), βj N(0,σk2) and ij N(0,σe2).
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In this model, the response variable Yij is modelled to be different from
the population mean µ, by the subject, scan and noise effects. An interaction
term (piα)ij, between the scan and subject, is also sometimes included in the
model.In order to separate this interaction effect from the noise ij, we would
have to take multiple scans for each subject, on each day. Thus the variance
of the interaction term, σI2 and the variance of the noise, σ2 are not separable
in our experiment design, without multiple scans during each session on each
subject. The contributions to Yij from its constituents in Equation (12.2) are
estimated from the acquired data, by partitioning the sum-squares, the sum of
squared differences from the mean [187]
SSn =
n∑
i=1
k(Y¯i. − Y¯..)
2, (12.3)
for between-subject effect, and
SSk =
n∑
i=1
k∑
j=1
(Yij − Y¯i.)
2, (12.4)
for within-subject effect. Here Y¯.. is the grand mean of the data and Y¯i. and Y¯.j,
the means across the two effects of interest, respectively. The corresponding
degrees of freedom are (n− 1) and (k− 1)n, respectively for the subject and
scan effect. These sum-squares and degrees of freedom are used to compute
the variances associated with the subject (σk) and scans (σk), as detailed in
Appendix E.
In GLMs the mean response can be modelled as a combination of population
characteristics that are assumed to be shared by all individuals (fixed effects)
and subject-specific ones that are unique to particular individuals (random
effects). The choice of whether an effect is treated as a fixed or random effect
depends on whether the interest lies in the behaviour of only the particular
instance of effect (fixed) or the underlying population (random). We consider
the subjects as random effect as we are interested in the variability associated
with the underlying population of all healthy adult subjects.
Each scan obtained in this experiment can be considered a specific instance
as the associated scanner noise depends on many factors including the time of
scan (e.g. if scan happens after a long day of scanning, the heating of gradient
coils causes a drift in the signal), various artifacts from eddy currents, mag-
netic susceptibility gradients, noise as well as cardiac pulsation. So it would
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be desirable to treat the scan effect as a random variable too, but it can not be
separated from the measurement error, with only single scan acquired at each
"session".
One-factor ANOVA is suitable for our experiment design, as with just one
scan per session for each subject, the effect of the specific scan cannot be sep-
arated from the noise variation. As detailed in Shrout and Fleiss 1979b and
Müller and Büttner 1994, since each rater, or in our case the specific instance
of the scan (i.e. the various contributing factors to the scan acquired e.g. scan-
ner drift, hardware heating, etc. which have a different contribution to the
data, each time it is acquired even on the same scanner), only "rates" each of
the subjects once, we should use a one-way ANOVA. Our data has a repeated
measures design so the within-subject measures are correlated, giving more
statistical power compared to an independent measures design.
12.3.2.2 Metrics of reliability
The reliability of estimating a parameter Yij can be quantified as the intra-
class correlation coefficient or ICC. Using the process described in Müller and
Büttner 1994 for our experiment design, the reliability should be computed as
follows:
ICCsubject =
σn
2
(σn2 + σ2)
, (12.5)
where 0 6 ICCsubject 6 1, with 1 representing a perfectly reliable parameter.
This quantification provides one of the most conservative estimates of ICC, so
the values quoted here may be less compared to other work, but the relative
values of ICC for DTI and NODDI estimates should remain the same as other
work, e.g. Tariq et al. 2013. We also compute the corresponding metrics for
the scan/noise component, MSscan = σ, which is the variability due to the
within-subject differences. Unlike the ICCsubject, MSscan should be as small as
possible for a particular metric to be more reliable.
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12.4.1 Parameter maps
Figures 12.1-12.4 show the parameter maps for the Bingham-NODDI and DTI
metrics, in the template space, for both scan session of two of the subjects. The
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maps provide a visual assessment of the artifact removal and normalisation
process. Parameter maps in template space
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Figure 12.1: Parameter maps of the DTI indices of FA (top) and MD (bottom) in the
population template space, for mutliple axial slices of two subjects.
Overall the maps show consistent patterns, even between different subjects,
particularly in the core WM regions, indicating good normalisation of the im-
ages.
Looking at the scan-rescan data for each subject, we found that the data for
one of the subjects is very noisy (intensities very different in the two scans
even after registration), so it is removed from further analysis. An interesting
finding is that the NODDI metrics, for both models, are affected by this dif-
ference but not the DTI ones. So DTI metrics are not sensitive to underlying
differences in intensities of the acquisition. The intensity differences in the raw
images and the estimated parameters for the excluded subject and a few more
are shown for reference in Appendix F.
12.4.2 Agreement analysis
12.4.2.1 Paired t-test
The statistical analysis shows that for the majority of WM ROIs the estimated
parameters are the same, for all the models (results not shown).
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Figure 12.2: As Figure 12.1, but for Bingham-NODDI indices of νin and νiso.
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Figure 12.3: As Figure 12.1, but for Bingham-NODDI indices of ODIP and ODIS.
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Parameter maps in template space
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Figure 12.4: As Figure 12.1, but for Bingham-NODDI indices of ODITot and DAB.
Figure 12.5 summarises the findings of the paired t-test computed for the
metrics of both Bingham-NODDI and DTI. The plotted values show whether,
for each of the WM ROI, the alternative hypothesis is true (white) or false
(black), signifying statistically different values in the ROI for that parameter.
Thus for most of the parameters, the estimates are statistically the same.
The values on the right of the plot show the percentage of voxels in all the
WM ROIs, with statistically significant differences for each parameter. Interest-
ingly, the DTI parameters show the highest amount of statistically significant
differences. Overall, the metrics are statistically the same across the two scans,
for all parameters.
12.4.2.2 Coefficient of variation
Figures 12.6-12.9 show the mean of the absolute differences between the two
scans of each subject and the within-subject CV (CVwithin) computed from it,
representing the differences as a percentage of the mean values of the param-
eters, in the WM ROIs being evaluated.
Figure 12.10 shows the distribution of the mean differences and the CVwithin
for all the parameters and the trends verify the overall findings from the maps
of within-subject variability.
In general the Bingham-NODDI metrics have higher within-subject variabil-
ity and CVwithin compared to DTI ones, consistent with the results in Chap-
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Figure 12.5: Plot showing the results of the paired t-test for the metrics of Bingham-
NODDI and DTI. Here white values depict that the alternative hypothesis
is true, i.e. the paired values of the specific model parameter are statisti-
cally different for that ROI. The values on the right of the plot show the
percentage of voxels in all the WM ROIs, with statistically significant dif-
ferences for each parameter. For example, for FA, only two of the ROIs
show statistically significant differences across the two scan (CGC and
SLF), and for 6.22% of the voxels in the whole WM.
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Figure 12.7: As Figure 12.6, but for νin (top) and νiso (bottom) indices of Bingham-
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Figure 12.8: As Figure 12.6, but for ODIP (top) and ODIS (bottom) indices of
Bingham-NODDI.
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Figure 12.10: Histograms showing the distributions of between-scan differences (left)
and the CVwithin values (right) for each of the parameters of Bingham-
NODDI and DTI, in the WM ROIs.
ter 11. This is expected even though the number of estimated parameters is the
same for both the models, as the Bingham-NODDI fitting procedure requires
nonlinear optimisation of several parameters while fixing a few to a suitable
value as well (e.g. diffusivities).
Amongst the parameters relevant in the WM, FA has the lowest within-
subject variability apparent from both the quantities plotted in Figures 12.6-
12.9, while ODITot and ODIS have the highest. νin has the lowest variability
amongst the Bingham-NODDI metrics. In general, νiso has the highest, while
MD has the lowest variability. But this is expected in the WM, as νiso simply
accounts for the isotropic volume fraction (and has in general very low values
in the WM), while MD changes very little in the WM. FA has the lowest mean
differences between-session as well as the CVwithin.
For metrics of both Bingham-NODDI and DTI, the CVwithin seems to be
dependent on the physical location of the ROI. The right side of the tracts
seem to show higher between-scan differences.
The plots in Figure 12.11 show how the within-subject differences computed
here vary across the various groups of WM tracts. This includes the brain stem,
the commissures and the association and projection fibres. The plots show that
the CVwithin of a parameter does not change for different WM ROIs, and the
pattern of CVwithin across the various parameters is the same for all ROIs.
12.4.3 Repeated measures ANOVA
The results for the one-way ANOVA are shown in Figures 12.12- 12.15. It is
clear from the results that overall the Bingham-NODDI metrics are less repro-
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Figure 12.11: Variation of CVwithin for the parameters of Bingham-NODDI and DTI,
across several groups of WM tracts.
ducible than the DTI ones. It is also seen from the results that the Bingham-
NODDI metrics are not as robust as the DTI ones, as the contribution to the
variability of the metrics from noise (MSscan) is higher.
Figure 12.16 presents a comparison of the reliability statistics across all the
metrics evaluated. The plots clearly show the robustness to noise and supe-
rior reliability of the DTI metrics, consistent with the findings of independent
studies on the NODDI model [37].
A breakdown of the reliability metrics in terms of the kind of WM tracts is
shown in Figures 12.17 and 12.18, which again shows inferior reproducibility
of Bingham-NODDI compared to DTI. In particular, the reliability of νin is
very low, while DAB is the least robust amongst all the parameters, as the
noise contribution (MSScan) is very high. These results also show that the
reproducibility of the various parameters is consistent across the various tracts.
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Figure 12.12: Maps of the ICCSubject and the MSScan for the DTI metrics of FA (top)
and MD (bottom), in WM ROIs for four slices of the brain.
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Figure 12.13: As Figure 12.12, but for νin (top) and νiso (bottom) indices of Bingham-
NODDI.
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Figure 12.14: As Figure 12.12, but for ODIP (top) and ODIS (bottom) indices of
Bingham-NODDI.
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Figure 12.15: As Figure 12.12, but for ODITot (top) and DAB (bottom) indices of
Bingham-NODDI.
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Figure 12.16: Histograms showing the distributions of ICCSubject (left) and the
MSScan values (right) for each of the parameters of Bingham-NODDI
and DTI, in the WM ROIs.
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Figure 12.17: Variation of the reliability metric, ICCSubject for the parameters of
Bingham-NODDI and DTI, across several groups of WM tracts.
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Figure 12.18: As 12.17, but for the MSScan.
12.5 discussion
12.5.1 Reliability of Bingham-NODDI
We find that the reliability of Bingham-NODDI metrics is less than that of
the DTI metrics, consistent with the findings in Chung et al. 2016. The higher
variability of the Bingham-NODDI metrics, compared to those of the DTI, in-
dicates that they are not as robust. This is expected as Bingham-NODDI is a
more complex model compared to the DTI, requiring several model assump-
tion and a nonlinear optimisation scheme to find the optimum parameters.
This however also highlights the sensitivity of Bingham-NODDI metrics to the
changes in the DW-MRI signal, which would mean higher sensitivity to the
changes in microstructure.
Analysing the raw images (DW-MRI), we see that the contrast is greatly
different between two scans of one of the subjects (subject 10). In this case, the
Bingham-NODDI parameters are found to be highly variable between the two
scans of the same subject, but DTI ones are fairly constant (see the comparison
in Appendix E).
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While it is expected that DTI metrics are very robust to noise, the fact that
they do not even change correspondingly to actual changes in the images ac-
quired is not good as it might mean that the metrics may not be sensitive to
the subtle changes in microstructure, which could be captured by Bingham-
NODDI. This is a hypothesis based on the dataset used here and needs to be
confirmed with further analysis, with a bigger cohort. From the many appli-
cations of DTI to several clinical and neuroscience studies, the sensitivity has
been shown to be very good. A future study comparing the statistics of relia-
bility for Bingham-NODDI and DTI using a clinical population, with a bigger
cohort would shed more light into this.
12.6 future work and limitations
The study presented here provides a preliminary analysis of reproducibility of
the proposed model. However, the analysis consists only of two scans for each
subject acquired 40mins apart and further time points would provide a more
comprehensive analysis, as for example done by Grech-Sollars et al. 2015.
The acquired data is not ideal as there are significant intensity differences
between the two scans for some of the subjects (Appendix F). This results in
very different estimates for the two scans of the same subject for Bingham-
NODDI but seems to hardly impact the DTI metrics. This is expected as DTI
is a very simple model to capture the complexity (multiple b-values and ori-
entations sampled) of the acquired data. Nonetheless, the fact that Bingham-
NODDI metrics have much lower reliability, and higher susceptibility to noise,
compared to the DTI, is a disadvantage of the model.
The data used here seem to have some Gibbs ringing artifact, which was not
corrected prior to analysis. Reducing such artifacts is expected to improve the
performance of Bingham-NODDI metrics, especially for the kind of DW-MRI
data that is typically acquired.
Another possible way to improve the analysis, specifically the parameters
estimated for Bingham-NODDI is to improve the model fitting procedure. The
fitting procedure is currently designed to provide very good estimates for
the better quality data acquired (data in Chapters 8 and 11), but this data is
clearly noisier than those and it would be interesting to see if the reliability of
the metrics can be improved with a better fitting procedure.
It is also seen that while some of the Bingham-NODDI parameters have
lower reliability, a few perform reasonably well, so it would be more informa-
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tive to quantify the overall reliability of all the metrics and judge how good a
model is based on all of its parameters.
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C L I N I C A L T R A N S L AT I O N F E A S I B I L I T Y: D I S C U S S I O N
The chapters in this part of thesis assess the relevance of the proposed model
for use in neuroscience. This is done by presenting a pilot study establishing
the normative values of the Bingham-NODDI parameters and a power analysis
to compute the cohort requirements for using the model in group studies. This
is followed by a prelimninary scan-rescan study to evaluate how reproducible
the parameters of the model are. In both cases, comparisons are made to the
indices of the DTI model, as it is the current standard in DW-MRI studies.
The first study utilises very high-quality data acquired on a state-of-the-art
MRI scanner, while the second one uses one which has specifications typi-
cally found on clinical scanners. Both are useful as it is important to evaluate
how reliable the model parameters are, with the type of data readily available,
while the high-quality data provides an atlas of the most accurate and reliable
values of these parameters, which are ideal to use as a reference.
We find that the CVs of the Bingham-NODDI metrics computed for the high-
quality data in Chapter 11 are much less compared to those for the typical data
(Chapter 12), despite the latter being a scan-rescan study. The DTI metrics, on
the other hand, have comparable statistics of variation for both the datasets.
This highlights the sensitivity of Bingham-NODDI metrics to changes in the
intensity of the acquired data. So for Bingham-NODDI using higher quality
data set is very important, while DTI metrics can be robustly estimated using
the data from scanners that are widely being used. SNR was found to be im-
portant for estimation of anisotropic orientation dispersion for the Ball-Rackets
model [147] as well.
It is expected that being a complex model, Bingham-NODDI parameters are
susceptible to noise, but as noted also by Chung et al. 2016, it could also be
an indication of better sensitivity of the NODDI metrics compared to the DTI
ones.However, further analysis, with a big cohort is required to verify this, as
well as a clinical application.
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For the HCP data, we find modest inter-subject variability in the Bingham-
NODDI metrics, which means that we can utilise the model for interesting
clinical and neuroscience applications. We also report the range of microstruc-
ture indices in key WM regions, which show expected variation due to the
heterogeneity of WM microstructure. The power calculations show that the
minimum cohort requirements for the Bingham-NODDI indices of neurite
morphology are comparable to those for the indices of standard DTI. The vari-
ability of the Bingham-NODDI metrics is also comparable to the DTI indices,
specifically for the neurite density and the dispersion anisotropy indices.
The results of the power calculations show that the Bingham-NODDI can be
used to differentiate populations using a reasonable number of subjects, based
on the values of the metrics in the core WM tracts. Smaller WM structures like
the fornix and uncinate fasciculus have the highest inter-subject variability
and thus require the biggest cohort to find statistically significant differences,
in group comparison studies.
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Part V
A S S E S S M E N T O F B I N G H A M - N O D D I I N T H E
G R E Y M AT T E R
In this part of the thesis we assess how well the proposed model can es-
timate orientation dispersion anisotropy in the grey matter of the brain,
given high-quality diffusion-weighted MRI data. This includes assessment
of the Bingham-NODDI metrics estimated using high-quality ex vivo and
in vivo data.
14
B I N G H A M - N O D D I : E X - V I V O D ATA E X P E R I M E N T S
In this chapter, we assess the indices of Bingham-NODDI in neurites in the
GM of the human brain, specifically the fibres present in the cortex, using
high-quality ex vivo DW-MRI data.
14.1 orientation dispersion anisotropy in the cortex
The assessment of GM in the in vivo data of Chapter 8 showed that for
standard quality data (in terms of image resolution and amount of data ac-
quired), Bingham-NODDI does not provide any extra information compared
to Watson-NODDI. But it is known that fibres in the GM exhibit patterns of
anisotropic orientation dispersion, for e.g. fibres that terminate into the cortex
have a characteristic fanning pattern [32]. Here we present the results of the ap-
plication of Bingham-NODDI to ex-vivo data, to explore if the proposed model
can capture the expected complex microstructure in the cortical GM, using
very high-resolution data, acquired with a very rich protocol.
We also establish whether the proposed metric of orientation dispersion
anisotropy is consistent with the patterns of orientation dispersion in the un-
derlying microstructure, by comparing imaging results to the histology of the
same sample. The data used here was acquired for Kleinnijenhuis et al. 2013,
which has corresponding 2D histology and the comparison of the imaging re-
sults to histological data presented here is qualitative only. The DW-MRI data
and the histological data is acquired for Kleinnijenhuis et al. 2013 (detailed re-
port in Kleinnijenhuis 2014). In this chapter, we analyse the acquired DW-MRI
data using the Bingham-NODDI model.
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14.2 sample
The sample is from the human primary visual cortex (V1), which is a very
well-characterised region Kleinnijenhuis et al. 2013 of the neocortex, with a
diverse cytoarchitecture including fibres fanning/bending into cortical layers,
making it suitable for this work.
The samples were extracted from around the calcarine sulcus and include
the cortex as well as some underlying WM. Relatively straight gyri were se-
lected and cut to a length and diameter of 10 mm The sample was fixed in
10% formalin at 4◦C and was immersed in phosphate buffered saline (PBS) for
at least 72hrs at 4◦C, to restore the R2 relaxation rate [95].
The sample is imaged using high-resolution ex vivo, for which correspond-
ing histology is also acquired, as described below.
14.2.1 Data
The ex Vivo DW-MRI data is acquired on a 9.4T Bruker small animal scanner.
A 1x2 Bruker CryoProbe coil-array cooled to 20-30 K transmitted the RF pulses
and received the signal.
The acquisition consists of mutliple b-values at b =
[0, 1000, 4000, 8000, 12000, 16000, 20000]s/mm2 with 60 diffusion directions (Gˆ)
for each. Other parameters include TE = 27ms, δ = 8.4ms,∆ = 12.8ms The
acquired data has an isotropic resolution of 0.2mm.
The histological sample we compare the results of the Bingham-NODDI to is
shown in Figures 14.3 (left). It has myelin staining (LFB dye), which shows the
myelinated axons of the cortex as darker regions. The myelin stain highlights
the main WM tract extending towards the crown of the gyrus, as well as the
stria of Genari. We can clearly see the various layers of the cortex, going from
the WM tract to the pial surface (P), which includes the infra-granular layer
(I), consisting of some of the myelinated fibres, the granular (G) and the supra-
granular (S) layers. The granular layer coincides with the highly myelinated
fibres of the stria of Gennari and thus has a different contrast to surrounding
cortical layers.
A 2D structure tensor analysis [32] on the myelin stained images is shown in
Figure 14.1 (left) and provides an estimate of the orientation distribution (ODF)
of the neurites in the sample. We see very coherently organised WM fibres,
projecting towards the gyral crown, and higher dispersion with bending fibres,
at the GM/WM interface. The fibres clearly fan outwards, towards the gyral
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crown. We also see the highly dispersed orientations at the stria of Gennari,
which is expected due to the known presence of crossing fibres.
14.3 model fitting and data analysis
Model fitting is carried out using Watson-NODDI, the estimates from which
are used as a starting point for Bingham-NODDI fit (described in Chapter 9).
An isotropic restriction compartment (with volume fraction νir) is added to
the two models, to account for ex vivo imaging as proposed in Alexander
et al. 2010. The two NODDI models are compared using BIC, a standard model
comparison metric.
The main results are shown for the model fitting procedure where the diffu-
sivities are also fitted, as we see from simulations (Chapter 9) that diffusivity
can be estimated from the acquisition used here. We also compare this to
model fitting where the difusivities are fixed to empirical values for ex vivo
data (di = 6× 10−10m2/s and diso = 2× 10−9m2/s).
14.4 results
We show the results of fitting Bingham-NODDI to the high-resolution DW-
MRI data. The LFB provides a reference for the νin and the orientation disper-
sion indices, while the derived ODF for the DAB and orientation estimated.
14.4.1 Dispersion anisotropy in the cortex
We first assess if Bingham-NODDI can capture the complex configurations,
present in the cortical layers. Figure 14.1 shows the maps of the orientations (µˆ1
and µˆ2), which are shown as 2D projections here and the dispersion anisotropy
(DAB) estimated by Bingham-NODDI, while Figure 14.2 the maps of its orien-
tation dispersion indices.
The projections of the orientations point towards the gyral crown in the
main WM, bending outwards at the WM/GM boundary and fanning towards
the gyral crown in layer I (red circle), consistent with the histological ODF.
The main WM shows high coherence, with a high level of dispersion at the
WM/GM boundary (blue arrows), and highest dispersion at the stria of Gen-
nari (red arrows).
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We find that in general, the trends across the sample are consistent with
histology in the orientation dispersion and orientation dispersion anisotropy
maps. The DAB maps show highest values in WM, which gradually get lower
as the WM fibres disperse into the cortical GM areas, signifying the presence of
fanning and bending fibres in the cortical areas. ODITot is slightly higher and
DAB value high in the WM/GM interface region and the region of fanning
(red circle), while both are the highest in the stria of Gennari (red arrows).
ODIP and ODIS have expected values, with lowest values in the main WM
regions, higher in the layers I and S, and the highest values in the regions of
crossings (red arrows). The presence of anisotropy is captured by the greater
difference between the two dispersion indices in the fanning (red circle) and
bending (blue arrows) regions.
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Figure 14.1: Bingham-NODDI estimation of dispersion anisotropy in the ex vivo corti-
cal sample. The maps of DAB and the primary and secondary dispersion
orientations give expected patterns, consistent with the histological infor-
mation (left image), as highlighted.
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Figure 14.2: Bingham-NODDI estimation of orientation dispersion indices in the ex
vivo cortical sample. The maps shown are for the primary and secondary
orientation dispersion indices, ODIP and ODIS, and the overall disper-
sion, ODITot.
173
14.4 results
14.4.2 Neurite density
The quantification of νin is same as for Watson-NODDI, but we assess it to
make sure the results are consistent. We find that the neurite density map
coincides very well to the regions of high myelin (red circle), seen in histology,
including high values in the main WM tract and the stria of Gennari (red
arrows). This is consistent with the findings in Kleinnijenhuis et al. 2013.
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Figure 14.3: Comparison of the myelin stained histology (left) to the Bingham-NODDI
index of neurite density, νin (right). The high neurite density values
match well with the regions of high myelin content, as highlighted. Key:
P- pial surface, S - supragranular layer, G - granularlayer, I - infragranular layer,
WM - white matter.
14.4.3 Comaprison with Watson-NODDI
We assess whether Bingham-NODDI performs better than Watson-NODDI in
the sample, as Watson-NODDI has been shown to delineate the laminar struc-
ture of the cortex much better than DTI with this dataset [95]. We compare the
quality of fit of the two models with BIC, shown in Figure 14.4. This demon-
strates that Bingham-NODDI explains the data better than Watson-NODDI.
Watson-NODDI fits the data particularly poorly in the WM regions, espe-
cially near the WM/GM boundary, the areas where dispersion anisotropy is
expected due to the fanning and bending of the WM fibres towards the cortical
regions.
We see that Watson-NODDI performs worst than Bingham-NODDI but even
Bingham-NODDI is not fitting the data very well. This highlights the need for
further work to be done to enable more stable fitting of Bingham-NODDI.
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Figure 14.4: Comparison of the quality of fit in terms of the BIC, between Watson-
NODDI (left), Bingham-NODDI (middle) and Bingham-NODDI with diff-
sivity fixed in the fitting procedure (right). The smaller the values, the
better the model explains the data.
We also compare the estimates of κ for the two models, as it was found for
assessment of Watson-NODDI [95] that κ is underestimated. Figure 14.5 shows
that κ estimated by Bingham-NODDI is overall higher than that by Watson-
NODDI. This suggests that Bingham-NODDI estimate of κ may be closer to
the actual coherence of the neurites.
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Figure 14.5: Comparison of the esitmation of the concentration parameter κ, estimated
by Watson-NODDI (left) and Bingham-NODDI (right).
14.4.4 Comparison with fixed diffusivity
We compare Bingham-NODDI fitting with the diffusivity fixed, as is typically
done for the model. The comparison of the two model fitting procedures, in
terms of the BIC, is shown in Figure 14.4 and shows that fitting for the diffusiv-
ity gives a better fit for the data, which is expected as the diffusivity value used
may not correspond to the actual diffusivity (due to fixation). Comparison of
the actual model parameters shows that the estimated values are different for
the two procedures (results not shown).
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14.5 discussion
The results demonstrate that Bingham-NODDI is able to capture the fibres
projecting deep into the cortex, by accounting for fanning/bending fibres. This
has implications not only to enable a better understanding of the organisation
of the human brain microstructure but also to enable fibres obtained from
tractography to extend all the way into the cortical regions.
It is also shown that fitting for diffusivity gives a better fit to the data than
when it is fixed. This is expected as when the diffusivity is fixed and con-
nected in the intra- and extra-neurite compartments (tortuosity assumption),
the parameters estimates are biased.
The diffusivities in the Bigham-NODDI model are fixed to typical values
for in vivo data, for a stable estimate of the parameters, as done with Watson-
NODDI. This has implications for the estimation of the model parameters, as
discussed in details in Chapter 16 (Section 16.2.1).
14.5.1 Limitations
The biggest limitation of this work is that it presents a qualitative comparison
only, which is sufficient to see if Bingham-NODDI can capture anisotropic ori-
entation dispersion with DW-MRI data, but does not quantitatively compare
the estimates of Bingham-NODDI to the histological data.
The comparison made here is to 2D histology, which cannot fully charac-
terise the 3D ODF estimated by Bingham-NODDI, so it is not possible to di-
rectly compare the dispersion anisotropy index. But an indirect verification
of the model is presented by comparison to Watson-NODDI metrics, which
shows that Bingham-NODDI explains the data better and gives an overall
higher value of the concentration parameter, that is shown to be underesti-
mated by Watson-NODDI [95].
14.5.1.1 Future work
Future work will involve a direct comparison of the Bingham-NODDI indices
and the histological measurements from these samples. Quantitative assess-
ment will be beneficial, specifically to see how the profiles of various indices
of the model vary across the laminar layers (Pial surface to the Infragranular
layers). It would be particularly useful to compare the profiles of the indices of
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Bingham-NODDI to see if any extra delineation of the layers can be obtained
by a richer characterisation of the ODF.
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B I N G H A M - N O D D I I N T H E G M U S I N G I N V I V O D ATA
It is expected that dispersion anisotropy is present in the GM, specifically
in the cortical GM where the fibres of the WM terminate, as discussed in
Chapter 14. However, as seen in Chapter 8, the currently available clinical
data do not have sufficient resolution or SNR in the GM to capture this.
In this chapter, we assess the performance of Bingham-NODDI in the corti-
cal GM of the high-resolution in vivo data used in Chapter 11. We show a very
basic comparison of the quality of the estimated values of Bingham-NODDI
in this dataset to those for standard imaging (Chapter 8).
15.1 quality of fit comparison
We produce BIC maps, as done for the standard quality DW-MRI data in Chap-
ter 8 (Figure 8.7). The results in Figure 15.1 show that Bingham-NODDI fits the
data much better than Watson-NODDI, even in the GM. The regions in which
Bingham-NODDI explains the data better than Watson-NODDI extends into
the cortical GM regions for this data, showing the importance of high-quality
data for the estimation of anisotropic orientation dispersion, demonstrated
also by Sotiropoulos et al. 2012.
We also provide a quantitative assessment of the quality of fit of Bingham-
NODDI in a few exemplary regions of the brain tissue, in Figure 15.2.
Bingham-NODDI model fitting is superior to that of Watson-NODDI, par-
ticularly in the fanning WM regions. In comparison to the quality of fit for
the GM in the standard quality images, the benefit of using Bingham-NODDI
compared to Watson-NODDI is seen.
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Figure 15.1: BIC difference maps to highlight the areas where Watson-NODDI per-
forms worse than Bingham-NODDI (1st row) and those where Watson-
NODDI is sufficient (2nd row). For clarity, the BIC difference map has
been modified to show the positive and negative intensities separately.
Each column shows the results for a different subject.
15.2 mapping of dispersion anisotropy index
To visualise how the DAB varies in the GM, we generate RGB images of the
orientations µ1 and µ2 weighted by DAB and the FAOT (FA derived from the
ODF of the Bingham distribution (Section 6.3.2)). The generated images are
shown in Figures 15.3 and 15.4.
The figures show a clear advantage of using high-resolution data as the
anisotropy FAOT as well as the dispersion anisotropy DAB have characteristic
patterns in the cortex.
15.3 discussion
Here we show the results of the Bingham-NODDI fitting in the GM of the
healthy human brain, using very high-quality DW-MRI data. We qualitatively
compare the results to Watson-NODDI to see if including a more complex
model for the ODF has any advantages in the GM. The maps of the disper-
sion anisotropy index (DAB) of the Bingham-NODDI, derived from this high-
quality data, in Figure 11.2 show contrast in the GM, at the individual as well
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Figure 15.2: Quality of fit plots for a few voxels from specific regions of the brain tis-
sue. The Watson-NODDI fits are shown on the left and Bingham-NODDI
on the right.
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Figure 15.3: DAB and FAOT weighted RGB images of the dominant orientation µˆ2
and primary dispersion orientation µˆ2. The top row shows a slice for a
subject from the HCP cohort, while the bottom row shows a slice from
the datset used in Chapter 8.
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Figure 15.4: Zoomed in maps of DAB and FAOT weighted RGB images of the domi-
nant orientation µˆ2 and primary dispersion orientation µˆ2, for the HCP
subject.
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as population level (normative values). For the standard DW-MRI data used in
Chapters 8 and 12, however, the DAB is very noisy in the GM, highlighting the
need for better quality data for estimating this parameter. Here we carry out
analysis to confirm this by showing that including the Bingham distribution
in the NODDI model, improves the quality of fit to the data when the data is
of sufficient SNR.
15.3.1 Future work
Here we show that the high-quality HCP data is sufficient for the estimation
of Bingham-NODDI parameters in the cortex. We only show very preliminary
and qualitative findings and a detailed assessment of the indices of Bingham-
NODDI in the high-quality data should be carried out to fully assess their
estimated values.
It would be very beneficial to estimate the normative values of the Bingham-
NODDI metrics in the GM and carry out a reproducibility analysis, as done
for WM in Chapters 11 and 12. But as discussed in Section 11.4.1 this requires
an alignment method more suitable for the GM regions. Another challenge for
this would be to obtain segmentations of the various GM regions, which are
usually available for the T1-weighted images and require registration with the
DW-MRI, which is typically of lower resolution and has a different contrast.
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Part VI
D I S C U S S I O N A N D F U T U R E O U T L O O K
Here we summarise the main findings of the work presented in this thesis
and discuss the various limitations associated with it as well as the poten-
tial use of it in neuroimaging. We then detail the potential future work to
carry the work forward.
16
D I S C U S S I O N
16.1 summary of the thesis
The work presented here proposes Bingham-NODDI, an advance DW-MRI
method to characterise complex neurite configurations. The proposed model
presents a novel marker of the morphology of neurites (collective term for
axons & dendrites), which specifically quantifies anisotropic orientation dis-
persion. Bingham-NODDI is the first technique to enable a specific in vivo
quantification of this feature of neurites. This work provides an exciting de-
velopment for better research in neuroscience, that can help making key links
between the precise changes in microstructure that result in brain develop-
ment, ageing, and pathology.
Bingham-NODDI characterises anisotropic orientation dispersion by utilis-
ing the Bingham distribution to model neurite orientation distribution. The
proposed model estimates the extent of dispersion about the dominant ori-
entation, separately along the primary and secondary dispersion orientations.
These estimates are subsequently used to estimate the overall dispersion about
the dominant orientation and the dispersion anisotropy index. A specific quan-
tification of dispersion anisotropy has not been demonstrated with any other
in vivo technique.
The proposed method is based on an existing microstructure imaging tech-
nique called neurite orientation dispersion and density imaging (NODDI),
which provides indices of neurite morphology using Diffusion-Weighted Mag-
netic Resonance Imaging (DW-MRI) data. NODDI provides a suitable frame-
work to get an in-vivo quantification of anisotropic orientation dispersion with
standard clinical imaging as it has been shown to be clinically feasible and suc-
cessfully used for a wide range of neuroscience applications. NODDI relies on
a mathematical model that relates the microstructure features of interest to the
measured DW-MRI data, which is sensitive to the microstructure. But NODDI
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in its standard form can not quantify anisotropic orientation dispersion, due
to the assumptions made in the mathematical model. So the work presented
here extends the NODDI model to enable characterisation of anisotropic ori-
entation dispersion.
In the first part of the thesis, the proposed technique is described, including
the precise mathematical framework to enable the modelling of anisotropic
orientation dispersion of neurites. The modified NODDI model for quantifica-
tion of anisotropic orientation dispersion is described along with the indices
that can be extracted from it which specifically quantify neurite morphology.
These indices include a specific quantification of the level of orientation dis-
persion anisotropy, the dispersion anisotropy index. The indices of the proposed
model are evaluated using in silico and in vivo data to establish their estimabil-
ity using clinically feasible data and compared to the original NODDI model.
The experiments show that the indices of the proposed method are estimable
with a clinically feasible protocol and the proposed model provides a better fit
for the acquired data, specifically in regions with complex fibre configurations,
compared to the standard NODDI model. Anisotropic orientation dispersion
is expected to be present in the grey matter (GM) as well as white matter (WM),
but it is found that with standard quality data such configurations are not es-
timable in the GM. The first part is concluded with simulations to assess some
assumptions of the proposed model and to find a model fitting procedure to
get more stable parameter estimates from the model. The optimal model fit-
ting procedure obtained here is used for the analysis in all the subsequent
work.
The second part of the thesis is concerned with experiments to facilitate
clinical translation of the proposed method. Here the proposed technique is
applied to a larger cohort of a normal adult population to demonstrate its
applicability to a greater number of subjects and to report the values of its
indices across the normal human population. This is followed by a study to
establish repeatability and reliability of the indices of the proposed model. The
results show that plausible and sensible values of the indices of the proposed
model can be obtained for normal adult subjects, using high-quality as well as
standard acquisitions. It is found that the indices of the proposed model have
similar inter-subject variability to the indices of the standard neuroimaging
model of DW-MRI, the DTI, but are less reliable. The indices of the proposed
model are more sensitive to noise so using state-of-the-art acquisitions are
preferable for the proposed model.
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In the third part, the focus is on using high-resolution DW-MRI data to as-
sess if anisotropic orientation dispersion is estimable in the grey matter (GM),
using Bingham-NODDI. We by assessing if the indices of the proposed model
reflect underlying microstructure features. This involves using high-resolution
ex vivo data acquired on a sample of the human visual cortex, which has cor-
responding histology. Additionally, some high-resolution in vivo data is used
which is acquired on a state-of-the-art MRI system. The work shows that the
dispersion anisotropy index is estimable with Bingham-NODDI in the GM and
reflects the fanning and bending fibres in the cortex in expected areas. The re-
sults provide preliminary verification of the novel index of anisotropic orienta-
tion dispersion of neurites in the cortical GM and show that it reflects the un-
derlying complex neurite configurations. But no direct comparisons are made
to histology or quantitative analysis comparing to other techniques to char-
acterise the ODF, which are very important to verify the utility of Bingham-
NODDI in the GM. The study thus only provides a preliminary validation of
the proposed method by assessing whether the estimated parameters reflect
actual microstructure and how it performs compared to the DTI and Watson-
NODDI.
More advanced systems are fast becoming common for neuroimaging re-
search and provide higher quality images than possible until now and an
immense amount of work is going towards getting better imaging, with fewer
artifacts. All these advancements are very relevant and timely for the proposed
technique, as it provides more sophisticated measures of microstructure mor-
phology than the standard in DW-MRI, the DTI, but is not as robust to noise
and artefacts.
16.2 limitations of bingham-noddi
Bingham-NODDI requires a nonlinear optimisation procedure to estimate its
parameters from the DW-MRI data and has two extra parameters to be esti-
mated, compared to Watson-NODDI. So the parameter estimates are slightly
more variable than even the Watson-NODDI ones, as seen in parameter evalu-
ation in Chapters 7 and 8.
Other limitations of the model relate mainly to the various assumptions
made in the tissue model, but some also to the acquisition protocol and the
noise sensitivity of the parameters estimated.
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16.2.1 Assumptions made in Bingham-NODDI
The assumptions made in Bingham-NODDI tissue model are the same as those
for Watson-NODDI, listed in Section 5.6, as only the quantification of the ori-
entation dispersion is different between the two. These assumptions allow us
to obtain stable estimates of neurite morphology using a clinically feasible ac-
quisition. These include assumptions on the substrate being modelled as well
as their diffusion properties.
As discussed in Chapter 10, a key assumption made in Bingham-NODDI is
that it models only one population of neurites per voxel, which limits its use
in regions of fibre crossings. We find that the regions of crossing can have high
orientation dispersion, as well as high orientation dispersion anisotropy value,
which we confirm with synthetic experiment, where we explicitly model cross-
ing fibres, in the presence of dispersion, using the Bingham-NODDI model
(Section 9.2). But modelling one a single neurite population provides more sta-
ble estimates from Bingham-NODDI, as it has been found that estimating mi-
crostructure while modelling multiple fibre populations is very unreliable [147].
Recent work shows that orientation dispersion and anisotropic orientation
dispersion is more widespread in the human brain WM than multiple fi-
bre populations [68], so it is important to characterise such configurations of
neurites. Although higher levels of crossing fibres are shown in other work
(e.g. Jeurissen et al. 20010) there is no clear consensus on the proportion of
complex configurations in the brain. Specific characterisation of multiple-fibre
populations is not of utmost importance in the work presented here, as the
aim here was to infer subtle geometric features of brain microstructure. Fu-
ture work can explore estimating indices of the microstructure along with
connectivity analysis, as discussed in Chapter 17.
In the presented results, the diffusivity of the intra-neurite and the CSF com-
partments are fixed to empirically estimated values, and the intrinsic diffusiv-
ity is assumed to be the same in all tissue compartments (di = d‖), as with the
original model [185]. This gives robust estimates of tissue microstructure with
a clinical imaging protocol, specifically the orientation dispersion parameter,
but also introduces a bias to the estimated parameters as discussed by Jelescu
et al. 2015. This may not be a practical concern as the estimates made with
these assumptions correlate well with histology, as shown by Kleinnijenhuis
et al. 2013 and Tariq et al. 2015a. However, it has been shown [103] that fixing
diffusivity results in confounding effects in the estimation of neurite density
estimate made by NODDI (possibly due to the tortuosity assumption). This
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means that the estimate is no longer specific to the density of the neurites.
Lampinena et al. 2017 also show that the value fixed for the diffusivity in the
GM is not correct for NODDI and results in incorrect parameters. This is partic-
ularly important for clinical applications, where the correct diffusivity values
must be used to ensure correct characterisation of the microstrucutre [74].
To compute the hindered diffusivity in the extra-neurite space the tortuosity
model is used, which has been shown to be valid for randomly packed parallel
cylinders at long diffusion times [154] but is known to break down at high
neurite (or cell) density [4,65]. Using the tortuosity assumption has been shown
to be a problem for the estimation of neurite density, especially in the GM, for
the Watson-NODDI model [103]. From the analysis in Lampinena et al. 2017, it
follows that a better assumption would be to equate the mean diffusivities in
the two tissue compartments of the NODDI model, rather than the intrinsic
diffusivities. This can be a good alternative assumption to assess in future
studies. It would also be very beneficial for the utility of NODDI (both Watson
and Bingham) to apply the models to high-quality data, like the HCP, and
assess if such assumptions can be relaxed and how it impacts the estimation
of the indices of the model.
Another assumption in the NODDI tissue model is that neurites are mod-
elled as zero radius cylinders, which is used to ensure wider applicability of
the technique. Many techniques aim to measure axon radii [6,11], but it has
been found that it is a very hard parameter to estimate and requires very com-
prehensive protocols, with high diffusion weighing (b-values), which are not
clinically feasible. It is also shown in subsequent work that if the neurites are
modelled as arbitrarily oriented cylinders, rather than parallel cylinders, the
estimation of their density and axon radii improves [87,183]. However, the tech-
niques still lack clinical feasibility due to the non-standard acquisition proto-
col and long scan times they require. Recent work shows the non-sensitivity of
standard MRI hardware to the majority of the axon radii (1− 2µm [3]) present
in the human brain [52].
Lastly, the T2 relaxation effects, which are expected to be different in each
NODIDI compartment, are not explicitly accounted for in the model. While
the normalisation with the b = 0 measurement accounts for the overall im-
pact of T2 decay, the volume fractions of individual compartments are actually
relaxation-weighted (see Appendix B.1). This can be accounted for by estimat-
ing the relaxation time, but requires extra acquisitions, with multiple echo
times, which is currently not clinically feasible with existing NODDI protocol.
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To relax the various assumptions in the NODDI tissue model, advances in
standard MRI systems need to be made to allow in vivo acquisition of the rich
data required to estimate the extra parameters, as concluded also from the
experiments in Jelescu et al. 2015. This is generally an issue affecting all the in
vivo microstructure imaging techniques in DW-MRI, which all rely on several
assumptions to gain specificity to microstructure (Chapter 4).
16.2.2 Model fitting procedure
The computational efficiency of the current model fitting implementation is a
concern, which requires nonlinear optimisation to estimate the microstructure
parameters. The NODDI Matlab toolbox takes approximately 60 hours to fit
the Bingham-NODDI model to the whole brain data used in Chapter 8 (us-
ing the fitting procedure proposed in Chapter 9 is much faster, but still takes a
long time). This can be addressed with the convex optimisation procedure pro-
posed by Daducci et al. 2015, which converts the nonlinear fitting into a linear
optimisation problem, dramatically reducing the processing speed. A prelimi-
nary work extends this framework to allow robust estimation of multiple fibre
populations, as well as microstructure indices [15].
16.2.3 Reliability of parameter estimation
The parameters estimated from Bingham-NODDI are not as robust to the mea-
surement and other sources of noise, as compared to the standard DTI parame-
ters, as indicated by the reproducibility results (Chapter 12). DTI is expected to
be very robust for the data in Chapter 12, given that it a very simple model be-
ing used to estimate parameter from multi-shell data. Results from the analysis
on the HCP data (Chapter 11) show comparable results for Bingham-NODDI
and DTI models. So to get more reliable estimates from the proposed model
requires DW-MRI data with high quality and fewer distortions. Such data is
increasingly becoming available in neuroscience research field, but not in the
clinical neuroscience. A potential way to improve the robustness of Bingham-
NODDI estimates is using some form of machine learning techniques, like that
proposed by Alexander et al. 2017, as discussed in Chapter 17.
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16.2.4 Acquisition protocol
The optimised acquisition protocol for NODDI is feasible for standard hard-
ware, but estimation of its indices requires multi-shell data with a high b-value.
This is only a concern for utilising the NODDI model for retrospective studies,
which usually consist of single b-value data acquired at 1000s/mm2. Recent de-
velopments are working towards establishing techniques to enable estimation
of microstructure indices from biophysical models like NODDI, with single-
shell data, using machine learning techniques [7]. This would result in more
studies utilising the technique, which is great for the advancement in the field
of microstructure imaging and thus research in neuroscience.
16.3 discussion of the clinical utility
As detailed in the motivation for developing Bingham-NODDI, characterising
anisotropic orientation dispersion can provide useful indices of neurite mor-
phology, that can be utilised in clinical and neuroscience studies. The index of
orientation dispersion anisotropy, which specifically quantifies this, can cap-
ture very subtle changes in neurite orientation configurations, which may not
change the overall dispersion. This can provide an earlier marker of brain dis-
ease, which is the key to a better prognosis for brain disorders and diseases.
Recent work applying Watson-NODDI to clinical application provides promis-
ing results for this. For example, recent work by Grussu et al. 2017 shows
that Watson-NODDI estimation of orientation dispersion is an earlier marker
of the onset of multiple sclerosis (MS). Traditionally it was thought that ax-
onal breakdown, including loss of myelination, is the first marker of MS, but
this study shows it may be orientation dispersion. Similarly, Bingham-NODDI
may be able to provide earlier markers of brain disease like MS, in terms of
the dispersion anisotropy index, which could be the first sign of a pathology.
Quantification of orientation dispersion anisotropy can be beneficial to un-
derstand the developing brain where features like dendritic arborization and
fanning/bending of bundles of axons are key markers of normal brain de-
velopment as they undergo significant changes in their configurations. For
example, the cortical fibres go from having a highly anisotropic orientation
dispersion to isotropic as the brain develops in the early years of life, while
the development of axonal pathways together with their pruning result in an
increase in this anisotropy [172]. These features characteristics have been shown
to be altered in the preterm brain [85] and can be identified using the proposed
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model, allowing early detection of developmental disorders in the preterm
brain.
While there is still a very long way to go, before making the model proposed
here feasible for such applications, due to various technical issues (e.g. small
brain size and low neurite density for preterm infants, which reduces the SNR
as well as the precision of the estimates), recent applications utilising Watson-
NODDI are showing great promise in this regard.
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F U T U R E W O R K
In this chapter, we discuss the main areas of future work to further this work in
terms of the development and application of the proposed model, specifically
addressing the limitations of the presented work in Chapter 16.
17.1 modelling crossing fibres with bingham-noddi
A potential future work would be to investigate the possibility of incorpo-
rating crossing fibres using Bingham-NODDI. Riffert et al. 2014 estimate the
Bingham distribution for each peak of the estimated fibre ODF, avoiding the
instability of estimating the mixture of Bingham distributions directly from
the data [147]. It would be interesting to explore a similar approach, to first
estimate the number of fibre populations (using for e.g. constrained spheri-
cal deconvolution (CSD) [166]) and then fitting Bingham-NODDI as a mixture
of Bingham distributions, with the already estimated orientations, for stable
estimates. This will allow estimation of microstructure specific indices while
accounting for the existence of both crossings and anisotropic orientation dis-
persion.
17.2 relaxing the assumptions of bingham-noddi
The rapid advancements in the MRI technology mean that it is now possi-
ble to acquire very high-resolution and quality DW-MRI data, in reasonable
acquisition time. This is possible with the high field and gradient strength sys-
tems being increasingly adapted at many research centres (e.g. the 7T human
scanners at HCP1 and Cubric centre2), which use techniques like multi-band
imaging [60] to accelerate the acquisition protocol. This provides a great op-
1 HCP: http://www.humanconnectome.org/
2 Cubric: http://sites.cardiff.ac.uk/cubric/research-2-2/microstructural-imaging/
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portunity to get even better results from microstructure imaging techniques,
including Bingham-NODDI, as the various assumptions made in the models,
can be relaxed when used with a rich data set acquired in a reasonable acqui-
sition time.
Improved quality of the data will also have an impact on the reproducibility
of Bingham-NODDI indices, as seen from the analysis in Part (iv) of the thesis,
giving greater confidence in the conclusions drawn in terms of microstructure
morphology from the estimated parameters.
A lot of work has also recently gone into advanced acquisition sequences
like the double pulse field gradient (d-PFG) and oscillating gradient spin echo
(OGSE). Such sequences provide a further opportunity to resolve microstruc-
ture features that are hard to estimate with current clinical hardware, e.g. axon
radii and diffusivity characteristics. While these sequences don’t usually re-
quire a hardware upgrade, the translation of such techniques to clinical set
up has been slow due to the complexity of implementing the sequences to
scanners and is not usually supported by the manufacturers.
17.3 acquisition protocol
The acquisition protocols used to evaluate Bingham-NODDI are the ones used
in the original paper [185] and the two-shell protocol optimised for Watson-
NODDI performs the best. However, it will be beneficial to carry out a protocol
optimisation procedure specifically for Bingham-NODDI. This will enable us
to determine the specific protocol required to reliably estimate the parameters
of Bingham-NODDI, specifically the ones that are harder to estimate. Results
presented here suggest that the estimation of the orientation dispersion and
the dispersion anisotropy indices would improve (more accurate and precise)
if greater orientations were probed in the DW-MRI protocol (more Gˆ samples).
17.4 validation of bingham-noddi
Bingham-NODDI requires 3-D histological data for validation of its indices, as
it characterises the anisotropic orientation dispersion of neurites, which can
only be fully evaluated in three dimensions. Recent 3D histological techniques
like Clarity [58] and PLI [51] are showing promising results for the brain mi-
crostructure. The preliminary assessment of Bingham-NODDI in the cortical
fibres shows promising results (Chapter 14), specifically compared to Watson-
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NODDI, but it would be very informative to do a more thorough, quantitative
analysis of the data. While the corresponding histology for the data is 2D (data
as used in Kleinnijenhuis et al. 2013), it would be interesting as a quick assess-
ment to see how the 2D fibre distributions compare between the histology and
those estimated from fitting Bingham-NODDI to the ex vivo data.
17.5 clinical application of bingham-noddi
To show the clinical utility of the Bingham-NODDI metrics, a clinical study
using the model needs to be carried out. Such a study will be beneficial in
determining how specific the indices are to a certain pathology and thus how
useful the model is in practice. This will help to evaluate if including the Bing-
ham distribution, a more complex model for the ODF of neurites, improves
the diagnosis and/or prognosis of the disease, compared to Watson-NODDI.
This can also reveal how useful ODIP, ODIS and DAB are compared to the
corresponding indices derived from the second order approximation of the
ODF, which is more robust to noise. We find the errors and variability of the
Bingham-NODDI metrics to be moderate, but a clinical study will help deter-
mine if they can distinguish normal and pathological tissue, and thus show
how reasonable the statistics of estimation are in practice.
We do take the first step towards the clinical utility of Bingham-NODDI
by establishing the cohort requirements for group studies (Chapter 11) and
a reproducibility analysis (Chapter 12), but a study with a significant cohort
of subjects, where the Bingham-NODDI parameters of a clinical and control
population can statistically be differentiated, needs to be carried out.
17.6 future directions for microstructure imaging
A great opportunity for microstructure imaging is the fast development of
modelling in using other MRI modalities, paving way for use of multi-modal
imaging techniques. This includes techniques like Multi-parametric mapping
(MPM) that are extremely important as they utilise the various contrasts avail-
able with MRI and provide better modelling of the various microstructure
features of interest, simultaneously. The rapid progression of techniques for
faster and higher-quality MRI acquisitions, with fewer distortions, is also an
area that will help the field of microstructure imaging, as currently, the main
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limitation is that the data that can be acquired as a standard is not very rich
enable accurate in vivo estimation of sophisticated measures of microstructure.
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C O N C L U S I O N
We have developed a noninvasive imaging technique that can quantify com-
plex configurations of brain microstructure, feasible with standard neuroimag-
ing technology. Our work demonstrates that the proposed model provides sen-
sible estimates of neurite morphology and can enhance the characterisation of
WM orientation dispersion, with measures that are accurate and reliable. We
present an atlas of the metrics of the proposed model in the WM of the healthy
adult brain, to serve as a reference for future neuroscience studies. However,
the indices of the proposed method are not as robust and reproducible, in
images acquired with clinical scanners, as the current standard in DW-MRI
of the brain, DTI. But with the emergence of high-quality MRI systems, this
difference will become less prominent, as the reliability and accuracy of BN
indices improves significantly with better quality data
The exciting recent developments in microstructure imaging using MRI
mean the acquisition is getting better in terms of quality and have fewer ar-
tifacts, which will make techniques such as the proposed one more relevant
in the near future. This will help relax some of the assumptions made in the
model, that have been known to cause its estimates to be biased.
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A P P E N D I X
A
D I F F U S I O N - W E I G H T E D M A G N E T I C R E S O N A N C E
I M A G I N G
a.1 nmr
1H+ nucleus has a net charge and a quantum spin of 1/2, which gives rise to a
magnetic moment, µ. 1 In the presence of an external magnetic field (B0), the
1H+ spin take one of its two discrete energy states, up or down.
The difference in the occupation of the two energy states creates the equilib-
rium magnetization M0 in the direction of B02, as there are more nuclei in the
spin-up than spin-down energy state. For N protons per unit volume,
The distribution of nuclei in the two energy states is dictated by the Boltz-
mann distribution
M0 =
N h2γ2B0
4kT
, (A.1)
Where k = 1.38× 10−23JK−1 and  h = 1.05× 10−34Js are the Boltzmann and
Planck constants, respectively. Conventionally B0 is applied along the z-axis,
which is also called the longitudinal plane and the plane perpendicular (x-y
plane) is called the transverse plane.
N+
N−
= exp
∆E
kT = exp
γ hB0
kT . (A.2)
Here ∆E is the difference in two energy states, T is the temperature and
N+ and N− denote the number of nuclei in parallel and anti-parallel energy
state, respectively. The constants in the equation are the Boltzmann k = 1.38×
1 µ = γI , where γ = 2.68× 108s−1T−1, the gyromagnetic ratio for 1H+ and I is the angular
momentum of the nucleus.
2 there is no net magnetisation in the plane perpendicular to the axis of application of B0, as
the precession of individual nuclei are not in phase
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10−23JK−1 and Planck  h = 1.05 × 10−34Js. The number of nuclei in the N+
always outnumber those in the N− state, as N− is a higher energy state. So the
net magnetization of an ensemble of nuclei, in equilibrium is parallel to B0
a.2 the bloch equations
In the presence of an external magnetic field, the evolution of the net mag-
netisation, M = (Mx,My,Mz), which is the signal measured in MRI, can be
explained by classical mechanics. This evolution is mathematically described
by the Bloch equations.
According to Bloch’s equation, the change in magnetization M(t) over time,
in the presence of an external (static) magnetic field B is
dM(t)
dt
= γM(t)×B . (A.3)
Here the × denotes a cross product.
In the presence of a static field along the longitudinal axis, B, and a oscil-
lating field in the transverse plane, B(t), this equation becomes:
dM(t)
dt
= γM(t)×

B1 cosω1t
B1 sinω1t
B0
 . (A.4)
When including the effects of the relaxation over time of M(t), which has
been excited by an oscillating pulse B(t), the Bloch eqautions become:
dM(t)
dt
= γM(t)×B(t) −R (M(t) −M0) , (A.5)
where B(t) = B + B(t), M0 is the equilibrium magnetization and
R = diag( 1T2 ,
1
T2
, 1T1 ) represents the total relaxation effects on M(t), due to
the spin-lattice (T1) and spin-spin (T2) relaxation. This describes the precession
of M(t) about B(t) with ω(t) = −γB(t), while it returns to its equilibrium
magnetization M0.
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Including the diffusion into the Bloch equations, gives the Bloch-Torry equa-
tion
dM(t)
dt
= γM(t)×B(t) −R (M(t) −M0) +D∇2M⊥ . (A.6)
a.3 spine echo sequence
At time t = 0 when the spins are excited with the rf pulse, the spins are
all in phase and precessing coherently. But as time passes they slowly start
de-phasing due to: ~B0 inhomogeneities and dipolar interactions between the
neighbouring spins. This de-phasing of the spins causes a decay in the net-
magnetisation of the spins in the transverse plane Mxy and the longitudinal
magnetic field Mz starts to recover due to the spins losing energy and going
back to their preferred low energy state along the longitudinal plane.
Mathematically, the recovery of Mz and the decay of Mxy is given by the
solution of the Bloch Equations (Equation (A.5)), which gives the Equations (3.7)
and (3.8) for the recovery of longitudintal magnatization Mz and the deacy of
the transverse component of magnetization (Mxy), respectively.
After a time t = τ, another rf pulse is applied to the system of spins, this
time of 180o, which reverses the phase of each spin by piradians. But since
the spins are still precessing with their original frequencies, the ’faster’ spins
’catch-up’ with the slower ones and the phases are aligned. This results in the
’re-appearance’ of the maximum magnitude in the transverse plane as all the
spins are coherent, which is called Spin-echo.
The time at which the echo appears is t = 2τ (since the time it takes the
spins to go from being completely coherent at t = 0, to t = τ, is the same time
it takes them to go back to being coherent again, after 180o rf pulse is applied).
The reason that the 180o pulse is applied is that the time at which the signal
will re-appear, i.e. TE = 2τ, can be controlled by changing the time between
the application of the first and the second pulse.
Figure 3.3 shows the signal measured (or voltage induced) if a receiver coil
is placed perpendicular to the transverse plane. The first signal is the Free
Induction Decay - FID signal which appears when the first rf pulse is applied.
The second signal is the echo signal which appears at time t = 2τ after the first
pulse application. The frequency of both the signals is ω0. The magnitude of
the second signal is less than the magnitude for the FID signal due to the
interactions with the neighbouring spins (the ~B0 inhomogeneity is static w.r.t
200
A.4 diffusion theory
time and thus can be recovered, but the spin-spin interactions are time-variant
and thus may be different before and after the application of the second rf,
and thus can’t be fully recovered). This decrease in the amplitude of the signal
is described by the following equation:
SEmax = FIDmax(e
−TET2 ) (A.7)
a.4 diffusion theory
Fick’s first law of diffusion describes the diffusion flux - J (the amount of parti-
cles diffusing per unit area, per unit time) in terms of the concentration:
J(r, t) = −D∇c(r, t) (A.8)
As indicated by the minus sign, the movement of particles is against the
concentration gradient. D is the diffusion coefficient, an inherent property of the
diffusing molecule, which depends on the temperature and the fluid viscosity.
Using conservation of mass to apply the continuity theorem, and using Equa-
tion A.8, one can derive the equation for Fick’s second law of diffusion [131]:
∂c(r, t)
∂t
= D∇2c(r, t) (A.9)
which states that the concentration of particles over time is a function of the
second derivative of their concentration. These expressions (Equation (A.8)
and (A.9)) assume isotropic diffusion, i.e. the diffusion is orientation indepen-
dent. More generally the diffusion coefficient can be represented by a cartesian
tensor, resulting in equations:
J(r, t) = −D∇c(r, t) . (A.10)
and
∂c(r, t)
∂t
= ∇ ·D∇c(r, t) , (A.11)
201
A.4 diffusion theory
where D is a symmetric and positive 3 × 3 matrix, given by
Dxx Dxy Dxz
Dxy Dyy Dyz
Dxz Dyz Dzz
 , and the spatial gradients and flux J are measured
along the three orthogonal axes. Such a description of diffusion is necessary
when the diffusion is dependent on the orientation.
∂P(r0, r1, t)
∂t
= ∇ ·D∇P(r0, r1, t) . (A.12)
For self-diffusion, i.e. in absence of a net concentration gradient, the probability
of finding a particle r1 at time t, given by:
P(r1, t) =
∫
ρ(r0)P(r0, r1, t)dr0 , (A.13)
where ρ(r0) is the particle density and P(r1, t) describes the probability of
particles at initial position r0, moving to position r1, in time t, for all possible
starting positions. P(r1, t) is equivalent to the concentration (for a single parti-
cle), as it is the probability of finding a certain particle in a certain position at
time t.
The diffusion equation (Equation (3.1)), describes the motion of particles
from regions of high concentrations to low, as a rate of change of their concen-
tration over time. For self-diffusion, a similar equation can be derived
∂P(r0, r1, t)
∂t
= D∇2P(r0, r1, t) . (A.14)
Equation A.11 gives an expression for P(r0, r1, t), the diffusion propagator in
terms of the diffusivity of the particles, undergoing self-diffusion.
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B I N G H A M - N O D D I M AT H E M AT I C A L D E R I VAT I O N S
In the following sections we provide details of the simplifications and the
derivations related to the tissue model of Bingham-NODDI, including the ori-
entation distribution function.
b.1 volume fractions in the noddi model
The volume fractions estimated by NODDI model are relaxation-weighted.
This is due to the T2 weighting which is not completely cancelled by nor-
malising the diffusion weighted signal by the non-diffusion weighted signal.
T1 affect can be assumed to be negligible as for typical diffusion MR experi-
ments, TR >> T1 (for brain imaging, T1 = 0.5− 2sec and for diffusion MRIs
TR = 10− 12sec)
As described in Section 5.2, NODDI is a multi-level compartment model
mathematically described by Equation (5.1). But A in this equation is also a
function of T2 relaxation time due to non-zero echo time (TE)
A(~q,b, TE) = (1− νiso)Atissue(~q,b, TE) + νisoAiso(~q,b, TE)
= (1− νiso)exp
(
−
TE
T2tissue
)
A˜tissue(~q,b) + νisoexp
(
−
TE
T2iso
)
A˜iso(~q,b)
= c1A˜tissue(~q,b) + c2A˜iso(~q,b) , (B.1)
where A˜{..} denotes the normalised signal for the compartment. A non-
diffusion weighted image is typically obtained to normalise by the T2 weight-
ing in the diffusion signal, by taking a measurement without diffusion weight-
ing:
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S0(TE) = A(~q, 0, TE) = (1− νiso)Atissue(~q, 0, TE) + νisoAiso(~q, 0, TE)
= (1− νiso)exp
(
−
TE
T2tissue
)
+ νisoexp
(
−
TE
T2iso
)
= c1 + c2 (B.2)
We then compute the normalised signal as:
A˜(~q,b) =
A(~q,b, TE)
A(~q, 0, TE)
. (B.3)
Substituting the values from Equation (B.1) and (B.2) we get:
A˜(~q,b) =
c1
c1 + c2
A˜tissue(~q,b) +
c2
c1 + c2
A˜iso(~q,b) , (B.4)
which shows that in NODDI model the volume fractions are relaxation-
weighted.
b.2 expression for the probability of bingham distribution
The probability of an orientation along nˆ, in Bingham distribution, is:
f(nˆ; B) =
1
cB
exp (nˆᵀBnˆ) . (B.5)
Substituting for B we get:
f(nˆ; B) =
1
cB
exp
nˆᵀ
(µˆ1 µˆ2 µˆ3)

κ1 0 0
0 κ2 0
0 0 κ3


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3

 nˆ
 . (B.6)
Multiplying out the expression in the exponential term, we get:
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nˆᵀ
[
κ1(µˆ1µˆ
ᵀ
1) + κ2(µˆ2µˆ
ᵀ
2) + κ3(µˆ3µˆ
ᵀ
3)
]
nˆ =
κ1(µˆ
ᵀ
1 nˆ)
2 + κ2(µˆ
ᵀ
2 nˆ)
2 + κ3(µˆ
ᵀ
3 nˆ)
2 , (B.7)
as
vˆᵀ (uˆuˆᵀ) vˆ = (vˆᵀ uˆ)(uˆᵀ vˆ) = (vˆᵀ uˆ)(vˆᵀ uˆ) = (vˆᵀ uˆ)2 . (B.8)
Thus the probability along nˆ in a Bingham distribution can be written as:
f(nˆ; B) =
1
cB
exp
(
κ1(µˆ1 · nˆ)2 + κ2(µˆ2 · nˆ)2 + κ3(µˆ3 · nˆ)2
)
, (B.9)
where (µˆi · nˆ) = µˆᵀi nˆ denotes the dot product of two vectors.
b.3 degrees of freedom of the bingham matrix B
The property in Equation (6.2) implies that B has only two free variables (or
degrees of freedom). This can be proved by rewriting the exponential part of
Equation (6.4):
κ1(µˆ1 · nˆ)2 + κ2(µˆ2 · nˆ)2 + κ3(µˆ3 · nˆ)2
= (κ1 − κ3 + κ3)(µˆ1 · nˆ)2 + (κ2 − κ3 + κ3)(µˆ2 · nˆ)2 + κ3(µˆ3 · nˆ)2
= κ3
[
(µˆ1 · nˆ)2 + (µˆ2 · nˆ)2 + (µˆ3 · nˆ)2
]
+(κ1−κ3)(µˆ1 · nˆ)2+(κ2−κ3)(µˆ2 · nˆ)2 .
(B.10)
The expression
[
(µˆ1 · nˆ)2 + (µˆ2 · nˆ)2 + (µˆ3 · nˆ)2
]
= 1 as nˆ is a unit vector and the
sum of its projections along the three orthogonal axes is simply its magnitude.
Thus κ3 in B has no dependence on the orientation, and can be taken out of
the integral of Equation (6.2) as a constant. So
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B =
(
µˆ1 µˆ2 µˆ3
)
κ1 − κ3 0 0
0 κ2 − κ3 0
0 0 0


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3
 =
(
µˆ1 µˆ2 µˆ3
)
κ 0 0
0 β 0
0 0 0


µˆ
ᵀ
1
µˆ
ᵀ
2
µˆ
ᵀ
3
 , (B.11)
and the probability density function for Bingham distribution can be rewritten
as
f(nˆ; B) =
1
cB
exp
(
κ(µˆ1 · nˆ)2 +β(µˆ2 · nˆ)2
)
. (B.12)
b.4 bingham , a spherical analogue of the 2d gaussian distri-
bution
Bingham distribution is the spherical analogue of a 2D Gaussian probability
density function. We draw on this observation to derive Equation (6.7) in Sec-
tion 6.2.1, as we demonstrate below.
A 2D Gaussian distribution represents the probability of a random variable,
~x as
f(~x;Σ) = cG exp
(
−
(~x− ~µ)TΣ−1(~x− ~µ)
2
)
, (B.13)
where ~µ =
µ1
µ2
 is the mean and Σ = σ12eˆ1eˆᵀ1 + σ22eˆ2eˆᵀ2 the variance of the
distribution, expressed in terms of σi and eˆi, which represent the i-th eigen-
value and eigenvector of the distribution. This expression can be simplified
to
f(~x;Σ) = cG exp
(
−
[
eˆ1 · (~x− ~µ)√
2σ1
]2
−
[
eˆ2 · (~x− ~µ)√
2σ2
]2)
. (B.14)
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To express Bingham distribution in a form equivalent to Equation (B.2), we
can rewrite the exponential part of equation of Equation (B.12) as
κ(µˆ1 · nˆ)2 + (β− κ+ κ)(µˆ2 · nˆ)2 + (κ− κ)(µˆ3 · nˆ)2 , (B.15)
which simplifies to
κ− (κ−β)(µˆ2 · nˆ)2 − κ(µˆ3 · nˆ)2 , (B.16)
since (µˆ1 · nˆ)2+ (µˆ2 · nˆ)2+ (µˆ3 · nˆ)2 = 1. Equation (B.4) is used to rewrite Equa-
tion (B.12) as
f(nˆ;B) =
eκ
cB
exp
(
−
(µˆ2 · nˆ)2
1/(κ−β)
−
(µˆ3 · nˆ)2
1/(κ)
)
, (B.17)
which has the same form as the probability density function in Equation B.2.
The dispersion parameters of this equation are 1/(κ − β) and 1/(κ), which
are proportional to σ12 and σ22 in Equation B.2. Since κ > (κ− β) > 0, the
dispersion extent along µˆ3 is less than that along µˆ2.
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C
B I N G H A M - N O D D I V S WAT S O N - N O D D I
The following results show how well the two NODDI models estimate the re-
spective concentration parameters, for various ground truth values. The data
used here has been synthesised using the same model parameters as in Chap-
ter 7, but with anisotropic orientation dispersion and a high neurite density.
The results show that the Bingham-NODDI estimation of the primary orienta-
tion dispersion is more accurate compared to that of Watson-NODDI, but also
more variable.
c.1 estimation of the concentration parameters
Figure C.1: Bingham-NODDI estimation of κ for high νin. The blue circles represent
individual estimates, while the red cross is the mean for estimates for each
ground truth value.
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C.1 estimation of the concentration parameters
Figure C.2: As Figure C.1, but for Watson-NODDI estimation of κ.
As expected we see that Bingham-NODDI estimates the primary concen-
tration parameter (κ) accurately, unlike Watson-NODDI. Watson-NODDI es-
timates are bad, specifically for higher values of κ, i.e. when the dispersion
about the dominant orientation is very low.
It is found that the β estimates made by fitting Bingham-NODDI are accu-
rate, but very unreliable, as they have very high variability.
Figure C.3: As Figure C.1, but for Bingham-NODDI estimation of β.
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D
N O R M AT I V E VA L U E S O F B I N G H A M - N O D D I I N D I C E S I N
T H E W M - F U RT H E R R E S U LT S
d.1 quality of fit
We do some quality of fit analysis on the new fitting procedure, to make sure
that it improves the model fitting in the GM, with minimum impact on that in
the WM of the brain.
With the new fitting procedure, the number of voxels with negative BIC
values, signifying areas where Watson-NODDI is sufficient reduces, as shown
in Table D.1.
d.2 variability results
The following Table D.2 details the CV values obatined for the parameters of
BIngham-NODDI.
d.3 power calculation results
The following figures show the power calculation results for the three models
compared here.
Subject Original fit New fit
Subject1 3.96% 1.92%
Subject2 5.51% 3.45%
Table D.1: The modified model fitting procedure reduces the percentage of voxels
where Watson-NODDI is sufficient (mainly CSF regions). These results are
computed over a slice of the DW-MRI data for two subjects.
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D.3 power calculation results
νin νiso ODIP ODIS ODITot DAB
MCP 4.387 9.278 4.595 9.032 6.591 4.430
PCT 6.874 15.393 11.169 11.798 12.193 7.551
GCC 5.789 10.248 5.486 9.951 7.071 8.507
BCC 5.730 11.979 5.190 9.499 6.920 8.030
SCC 4.832 13.728 5.602 12.422 8.313 4.692
FX 8.543 30.594 28.613 38.383 35.624 9.419
CST 5.906 15.297 9.921 17.191 13.690 5.402
ML 6.216 24.442 11.372 16.830 14.582 10.312
ICP 5.776 26.639 7.793 10.918 9.552 4.850
SCP 5.334 12.696 10.078 17.126 14.293 5.627
CP 3.539 10.042 5.789 12.048 9.050 7.173
ALIC 4.452 23.362 5.420 9.948 7.152 7.752
PLIC 3.798 19.387 5.963 10.211 6.746 6.553
RLIC 6.031 17.571 5.411 13.409 7.818 7.967
ACR 4.822 10.908 5.245 7.928 5.558 6.454
SCR 3.869 13.116 5.955 7.511 5.976 5.976
PCR 4.702 14.675 7.013 9.208 7.751 5.177
PTR 4.867 14.359 5.462 11.349 7.238 6.191
SS 5.766 12.186 7.993 15.240 10.047 8.438
EC 5.131 26.215 4.229 7.241 5.466 3.550
CGC 6.036 18.377 7.446 11.478 9.358 4.947
CGH 8.578 26.728 9.777 16.550 13.810 7.309
FX/ST 6.698 15.732 8.075 14.839 11.695 8.944
SLF 3.920 11.227 3.783 6.838 5.503 2.822
SFO 5.527 16.521 6.498 7.950 6.865 7.637
IFO 5.674 40.304 9.043 9.941 9.403 6.369
UNC 8.529 35.499 12.879 24.936 19.756 10.328
Table D.2: Coefficient of variation of the Bingham-NODDI metrics, across all the sub-
jects, for the various WM ROIs.
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Vin Viso ODIp ODIs ODItot DAb DAt Vin Viso ODIp ODIs ODItot DAb DAt Vin Viso ODIp ODIs ODItot DAb DAt
MCP 4 9 4 9 6 4 6 9 30 9 28 16 9 14 39 217 71 226 132 58 102
PCT 6 21 12 13 14 7 10 17 77 42 46 49 20 33 94 433 399 322 413 233 371
GCC 5 11 5 10 7 8 9 13 35 12 34 18 25 29 66 284 77 264 122 189 226
BCC 5 14 5 10 6 8 8 13 48 11 31 18 23 24 67 356 80 248 127 157 214
SCC 5 17 5 15 8 4 10 10 62 12 51 24 10 30 51 459 146 488 237 49 288
FX 8 76 67 118 102 10 28 25 296 259 465 401 30 104 128 3041 1897 4578 3533 244 1095
CST 5 21 10 26 17 5 8 14 76 33 95 61 12 25 66 628 273 896 537 102 245
ML 6 49 13 25 19 11 11 15 190 43 91 69 36 34 73 1296 471 1029 794 337 341
ICP 5 58 7 12 10 5 7 13 225 22 40 31 10 20 65 1925 246 477 376 65 212
SCP 5 15 11 26 19 5 7 12 53 34 95 67 13 21 60 439 436 1285 864 69 279
CP 4 11 5 14 9 7 8 7 34 13 48 28 19 24 27 241 118 494 250 148 288
ALIC 4 45 5 10 7 7 9 9 174 12 34 19 21 28 39 955 68 269 131 129 166
PLIC 4 32 6 11 6 6 11 7 120 14 35 17 16 34 31 830 116 340 141 99 267
RLIC 6 27 5 17 7 8 11 14 99 12 59 22 22 36 79 619 93 460 157 164 297
ACR 5 12 5 8 5 6 10 10 40 11 22 12 16 31 49 243 61 144 62 113 243
SCR 4 16 6 7 6 6 9 7 56 14 20 14 14 27 32 376 81 125 75 85 187
PCR 5 19 7 9 7 5 8 10 70 18 29 21 11 25 49 461 131 200 140 76 210
PTR 5 19 5 13 7 6 8 10 67 12 43 19 15 26 55 416 93 339 152 104 215
SS 5 14 8 21 11 8 13 13 49 23 75 34 25 43 62 307 189 749 327 227 388
EC 5 56 4 7 5 4 5 11 218 8 19 12 7 11 55 1321 55 151 85 39 82
CGC 6 29 7 13 9 5 7 14 108 20 44 30 10 19 83 658 209 465 313 101 222
CGH 8 59 10 24 17 7 6 26 227 32 88 62 19 15 175 1275 444 1029 785 203 154
FX/ST 6 22 8 20 13 9 8 17 80 23 72 45 28 25 84 607 212 589 358 296 314
SLF 4 12 4 6 5 3 4 7 42 7 17 12 5 7 35 249 58 159 106 29 59
SFO 5 24 6 8 6 7 11 12 88 16 22 17 21 35 50 514 105 161 125 116 204
IFO 5 130 9 10 10 6 11 13 512 28 33 30 15 34 71 3126 229 313 262 118 279
UNC 8 101 16 51 33 11 12 25 398 55 198 125 36 39 137 3645 284 802 484 242 340
2%5%10%
Figure D.1: Power calculations for Bingham-NODDI indices, for the various effect
sizes.
Vin_WN Viso_WN ODI_WN FA MD Vin_WN Viso_WN ODI_WN FA MD Vin_WN Viso_WN ODI_WN FA MD
MCP 4 11 6 6 3 8 36 18 17 6 36 211 96 94 21
PCT 6 20 15 12 3 17 71 53 40 4 93 431 316 240 12
GCC 5 14 6 4 4 12 48 14 10 8 60 288 74 46 38
BCC 5 16 6 4 4 12 57 18 6 6 64 346 97 26 24
SCC 4 20 8 4 4 9 72 25 7 7 45 438 144 27 28
FX 8 125 90 18 12 23 493 354 65 39 130 3067 2203 391 234
CST 5 27 17 13 4 12 100 60 42 6 61 614 364 252 24
ML 6 52 23 10 3 14 200 83 32 4 72 1239 506 187 13
ICP 5 77 12 9 5 12 301 41 30 10 64 1869 243 172 47
SCP 5 19 25 8 4 11 70 91 22 9 56 423 559 127 41
CP 4 12 8 4 4 6 41 23 9 6 25 245 133 42 21
ALIC 4 40 6 5 3 8 151 15 12 5 37 929 81 61 16
PLIC 4 35 6 4 3 7 133 14 9 5 27 818 73 41 19
RLIC 5 24 5 5 4 13 87 13 11 6 69 534 68 52 22
ACR 5 12 5 5 3 10 39 11 12 5 48 233 53 63 20
SCR 4 16 5 4 3 7 58 10 7 5 31 350 47 28 14
PCR 5 19 6 5 3 10 70 16 13 6 48 424 85 65 20
PTR 5 18 6 4 4 11 65 16 8 6 58 393 85 37 22
SS 5 13 9 6 3 12 46 27 15 5 60 272 158 83 19
EC 5 52 5 5 3 11 201 12 10 5 55 1245 60 46 15
CGC 6 27 12 6 4 15 101 40 14 7 77 621 236 73 32
CGH 9 48 25 14 4 29 186 91 48 7 168 1151 558 290 29
FX/ST 6 25 12 7 4 15 93 39 18 7 78 569 228 100 29
SLF 4 12 5 4 3 7 39 11 7 5 32 233 55 30 18
SFO 5 22 7 5 3 10 82 19 13 5 50 500 107 69 15
IFO 5 114 10 6 3 14 450 32 18 6 71 2802 185 97 20
UNC 8 143 14 15 11 24 565 50 54 35 137 3517 300 325 206
10% 5% 2%
Figure D.2: Power calculations for Watson-NODDI and DTI indices, for the various
effect sizes.
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Figure D.3: Plot indicating whether each pair of ROI being compared is statistically
the different (white) or not (black).
d.4 results of the analysis for watson-noddi and dti
Here we present the normative values and inter-subject variability computed
for the Watson-NODDI and DTI models for the HCP data.
d.4.1 Watson-NODDI
d.4.2 DTI
d.4.3 Regional variability analysis for Watson-NODDI and DTI metrics
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D.4 results of the analysis for watson-noddi and dti
νin νiso ODITot
MCP 0.836± 0.035 0.181± 0.016 0.280± 0.016
PCT 0.863± 0.059 0.227± 0.035 0.309± 0.033
GCC 0.842± 0.047 0.159± 0.016 0.201± 0.011
BCC 0.746± 0.042 0.155± 0.018 0.175± 0.010
SCC 0.790± 0.036 0.156± 0.021 0.151± 0.009
FX 0.750± 0.064 0.331± 0.101 0.172± 0.052
CST 0.854± 0.049 0.224± 0.034 0.259± 0.030
ML 0.704± 0.044 0.175± 0.042 0.200± 0.024*
ICP 0.729± 0.042 0.179± 0.047 0.227± 0.018*
SCP 0.778± 0.041* 0.328± 0.041 0.160± 0.018*
CP 0.882± 0.030 0.209± 0.021* 0.172± 0.012*
ALIC 0.817± 0.036 0.126± 0.029* 0.242± 0.014*
PLIC 0.842± 0.030* 0.138± 0.027* 0.182± 0.009*
RLIC 0.758± 0.043* 0.163± 0.027* 0.192± 0.010*
ACR 0.751± 0.036* 0.154± 0.017* 0.313± 0.016
SCR 0.740± 0.028* 0.136± 0.017* 0.275± 0.013
PCR 0.633± 0.029 0.131± 0.018* 0.249± 0.015*
PTR 0.659± 0.033* 0.137± 0.019* 0.183± 0.010*
SS 0.706± 0.040 0.187± 0.021* 0.198± 0.014
EC 0.621± 0.032 0.087± 0.022 0.279± 0.013*
CGC 0.681± 0.040 0.108± 0.019* 0.259± 0.022
CGH 0.634± 0.053* 0.130± 0.033 0.282± 0.034
FX/ST 0.744± 0.048* 0.199± 0.030* 0.212± 0.020
SLF 0.725± 0.028* 0.133± 0.014* 0.262± 0.010*
SFO 0.797± 0.044 0.136± 0.022* 0.291± 0.018*
IFO 0.558± 0.032 0.050± 0.019* 0.234± 0.018*
UNC 0.666± 0.056* 0.297± 0.104 0.177± 0.027
Table D.3: Mean and standard deviation of the normative values of the parameters of
Watson-NODDI, across the all subjects, for the various WM ROIs.
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νin νiso ODITot
MCP 4.232 9.123 5.820
PCT 6.809 15.307 10.781
GCC 5.571 10.252 5.709
BCC 5.622 11.747 5.979
SCC 4.594 13.347 5.968
FX 8.547 30.539 30.328
CST 5.746 15.106 11.785
ML 6.181 24.020 12.221
ICP 5.711 26.232 7.944
SCP 5.219 12.496 11.524
CP 3.435 10.104 6.882
ALIC 4.350 23.086 5.993
PLIC 3.611 19.252 4.892
RLIC 5.693 16.414 5.043
ACR 4.758 10.722 5.107
SCR 3.804 12.695 4.774
PCR 4.658 14.105 6.041
PTR 4.974 13.928 5.307
SS 5.632 11.425 7.068
EC 5.128 25.532 4.634
CGC 5.875 17.795 8.360
CGH 8.419 25.484 11.935
FX/ST 6.496 15.199 9.247
SLF 3.809 10.830 3.953
SFO 5.491 16.305 6.344
IFO 5.701 38.210 7.857
UNC 8.461 34.968 15.434
Table D.4: As Figure D.2, but for Watson-NODDI metrics.
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D.4 results of the analysis for watson-noddi and dti
FA MD ×−9m/s
MCP 0.397± 0.025 0.504± 0.016
PCT 0.333± 0.034 0.509± 0.011
GCC 0.474± 0.022 0.474± 0.020
BCC 0.505± 0.016 0.528± 0.018
SCC 0.568± 0.017 0.525± 0.019
FX 0.393± 0.064 0.668± 0.081
CST 0.392± 0.041 0.516± 0.015*
ML 0.426± 0.037 0.554± 0.013
ICP 0.420± 0.033* 0.552± 0.023*
SCP 0.443± 0.034 0.651± 0.027*
CP 0.522± 0.023* 0.500± 0.017*
ALIC 0.417± 0.023 0.467± 0.012*
PLIC 0.539± 0.023 0.470± 0.014*
RLIC 0.472± 0.022* 0.515± 0.015*
ACR 0.318± 0.018* 0.494± 0.015*
SCR 0.385± 0.014* 0.501± 0.012*
PCR 0.373± 0.020* 0.558± 0.016*
PTR 0.461± 0.018 0.555± 0.017*
SS 0.433± 0.024 0.553± 0.016*
EC 0.337± 0.015* 0.543± 0.014
CGC 0.380± 0.021* 0.532± 0.018*
CGH 0.325± 0.033* 0.569± 0.019*
FX/ST 0.414± 0.030* 0.550± 0.020*
SLF 0.404± 0.013 0.511± 0.013*
SFO 0.365± 0.020* 0.476± 0.013*
IFO 0.357± 0.023* 0.564± 0.017*
UNC 0.400± 0.060* 0.701± 0.078
Table D.5: Mean and standard deviation of the normative values of the parameters
of DTI, across all the subjects, for the various WM ROIs. Abbreviations: CC
- Corpus Callosum, CST - Corticospinal tract, ALIC - Anterior limb of internal
capsule, PLIC - Posterior limb of internal capsule, ACR - Anterior corona radiata,
SCR - Superior corona radiata, PCR - Posterior corona radiata, PTR - Posterior
thalamic radiation, EC - External capsule, SLF - Superior longitudinal fasciculus
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D.4 results of the analysis for watson-noddi and dti
FA MD
MCP 6.246 3.100
PCT 10.076 2.174
GCC 4.637 4.259
BCC 3.227 3.387
SCC 3.051 3.664
FX 16.347 12.162
CST 10.483 2.912
ML 8.632 2.270
ICP 7.800 4.078
SCP 7.639 4.183
CP 4.405 3.341
ALIC 5.474 2.618
PLIC 4.183 2.893
RLIC 4.751 2.997
ACR 5.548 2.957
SCR 3.626 2.326
PCR 5.386 2.893
PTR 3.974 3.129
SS 5.458 2.864
EC 4.411 2.513
CGC 5.464 3.386
CGH 10.126 3.360
FX/ST 7.132 3.630
SLF 3.311 2.573
SFO 5.610 2.696
IFO 6.466 2.945
UNC 14.899 11.155
Table D.6: As Figure D.2, but for DTI metrics.
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E
S TAT I S T I C A L M E T H O D S F O R R E P R O D U C I B I L I T Y
A N A LY S I S
In this section, we describe the various statistical tools used to evaluate the re-
producibility of neuroimaging methods and explain when each is suitable/rel-
evant and what they allow us to evaluate.
e.1 reliability
Reliability is a measure associated with reproducibility studies, and is defined
in Bartlett and Frost [20] as a measure that relates the measurement error to vari-
ability in true value due to differences between subjects. This is in contrast to
agreement between two measurements which is a quantification of how close
two measurements on same subject are. Both concepts are important in neu-
roimaging as agreement evaluates how precise the measurements made on the
same subject are, while reliability is the ability of a method to distinguish be-
tween subjects and is population specific.
Reliability of a measurement method can be quantified as the Intra-class
correlation coefficient:
ICC =
Variance of subject’s true values
Variance of subject’s true values+Variance of measurement error
(E.1)
which is the estimate reported in general for reproducibility studies.
Reliability entails the concept that the discriminative ability of a parame-
ter is related to the inherent differences between-subjects and the measurement
error, which is the variance in measurements made on the same subject (within-
subject variability). The variation in measurements made on the same subject
can be due to actual changes in the variable being measured between the mea-
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surements, measurement error due to the method’s variability, random noise
or due to the variance of measurement from an observer/rater (i.e. someone
who reads the measurement).
It is also highlighted in Bartlett and Frost [20] that it is important to report the
between-subject variance and the within-subject variance, as well as the ICC. This
is because the ICC value is dependent on the heterogeneity of the population
in the study and is thus study-specific. ICC has been defined in many forms
in various studies [145]. The appropriate ICC for a certain study can be chosen
based on some underlying decisions, as detailed by Shrout and Fleiss 145 ; (a)
Is a one-way or two-way analysis of variance (ANOVA) appropriate?; (b) Differ-
ences between raters’ mean measurement are relevant?. In order to make these
decisions, we need to understand which sources of variance we are interested
in measuring and which of those are actually feasible with our experimental
design.
In the following sections of this chapter, we explain the theory behind some
of the statistical analysis tools that can be utilised for assessing the repro-
ducibility of NODDI. In section E.1.1 we explain the framework of analysis of
variance (ANOVA), and describe the analysis using the assumption of random-
effects, with one- and two-way model. In the subsequent sections, we describe
some of the other most commonly used statistical models; paired t-test and
coefficient of variation and explain their relevance to our study.
e.1.1 Analysis of Variance - ANOVA
Analysis of variance is a very useful statistical method for a reproducibility
study. It is a collection of statistical models in which the variance of a cer-
tain measured variable is partitioned into components which relate to various
sources of variance. Any ANOVA test has some underlying assumptions on
the distribution of the data being analysed. It assumes that the measurement
errors are statistically independent of the true value (i.e. the error-free value),
so the standard deviations SDs σ2 is constant throughout the range of true val-
ues. Such a dependency of errors on the true value can be checked by obtain-
ing a Bland-Altman plot [27], where the paired differences between two mea-
surements are plotted against their mean, to look for any correlation or bias
between the measurements, and can be corrected by transforming the mea-
surements such that the error associated with the transformed values have
no dependency on the mean, as shown in Bartlett and Frost [20]. An ANOVA
test also assumes that difference between the measurements is normally dis-
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tributed. It is important to check before carrying out an ANOVA on a set of
measurements that these assumptions hold.
There are several classes of an ANOVA test, which depend on the assump-
tions made on the underlying experiment design, i.e. which sources of vari-
ances are neglected, or measured as a combination of another source.
e.1.1.1 Fixed-effects model
In a Fixed-effects model, only the within-subject variability is taken into ac-
count, since the subjects are treated as a fixed-effect and so the differences
between them are not of interest. No inferences are made about the popula-
tion, but the experiment is treated as a case study where we are just interested
in the measurements or response from a specific set of subjects.
e.1.1.2 Random-effects model
In the Random-effects model we treat the subjects as being drawn from a
population, i.e. the subject variable is a random effect. This allows us to make
inferences about the population from which the subjects are drawn, by taking
the sampling variability into account. Thus in a random effect analysis, we
take into account the within-subject as well as between-subjects variability.
e.1.1.3 Mixed-effects model
A mixed-effect contains experimental factors of both fixed and random-effects.
e.1.2 ANOVA for scan-rescan experiment of NODDI
For purposes of our study, we are interested in finding the variance within-
subjects (which may be attributed to measurement error), as well as the dif-
ferences between-subjects. This is because we want to see if it is possible to
distinguish subjects drawn from different populations (i.e. patient or normal)
on basis of the parameters estimated by NODDI. Depending on how we want
to analyse our data, and how many random-effects we are interested in, we
can carry out a one-way or a two-way ANOVA test.
e.1.2.1 One-way Random-effects model
If we want to see the effect of within-subject variance on a measurement, we
separate the variance into between-subject and within-subject variance (i.e.
measurement error) and we are thus carrying out a one-way ANOVA. Here
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we assume that our measurement only has two sources of variability and we
would have the following equation describing the sources of variability in the
measurement made:
Yij = µ+αi + ij (E.2)
Where 1 6 i 6 n, 1 6 j 6 k, where n is the number of subjects and k the
number of measurements/scans on each subject. The error and the between-
subject effect are normally distributed as: ij N(0,σ2) and αi N(0,σn2). Yij is
the jth measurement (scan) made on the ith subject, and µ is the population
mean. Here we are only interested in the between-subject variance, which can
be obtained by partitioning the sum-squares, the sum of squared differences
from the mean, as follows [187]:
SSn =
n∑
i=1
k(Y¯i. − Y¯..)
2 (E.3)
SSk =
n∑
i=1
k∑
j=1
(Yij − Y¯i.)
2 (E.4)
where Y¯.. is the grand mean of the data, and Y¯i. and Y¯.j, the means across the
first and the second effect of interest, respectively. The corresponding degrees
of freedom for the ANOVA analysis for Equation (E.3) are (n − 1) and for
Equation (E.4) are (k− 1)n. The expectance of the mean-sum squares for each
expression is then given by:
E(MSn) =
SSn
n− 1
= σ2 + kσn
2 (E.5)
E(MSk) =
SSk
(k− 1)n
= σ2 (E.6)
Thus the between-subject variance σn2 can be obtained by:
σn
2 =
E(MSn) − E(MSk)
k
(E.7)
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Here the within-subject variability σ2 is the measurement error and is sim-
ply given by the E(MSk). We can then derive the corresponding Intra-class
correlation coefficient (ICC), from the definition given in Equation (E.1) to be:
ICC =
σn
2
(σn2 + σ2)
=
E(MSn) − E(MSk)
E(MSn) + (k− 1)E(MSk)
(E.8)
e.1.2.2 Two-way Random-effects model
It is however known that two diffusion MR images, taken on the same subject
and the same scan are not always the same, due to various artifacts from eddy
currents, magnetic susceptibility gradients, noise as well as cardiac pulsation.
So it would be desirable to treat the scan effect as a random variable too and
separate it from the measurement error. If we treat both the subjects and the
scans as a random effect, we obtain a two-way ANOVA test, whereby each
measurement is given by:
Yij = µ+αi +βj + (αβ)ij + ij (E.9)
Where 1 6 i 6 n, 1 6 j 6 k and the random effects we are interested in
are: αi N(0,σn2) the affect due to subjects and βj N(0,σk2), the effect due
to scans. If we assume that the effects have random distributions without any
interaction between subjects and scans, we can circumvent the need to separate
this interaction effect, i.e. (αβ)ij from the noise ij. In order to separate this
interaction affect, we would have to take multiple scans for each subject, on
each day. Thus the variance of the interaction term, σI2 and the variance of the
noise, σ2 wouldn’t be separable in our experiment design, without multiple
scans during each session on each subject. The sum-squares for this case are
given by Zhang 187 :
SSn =
n∑
i=1
k(Y¯i. − Y¯..)
2 (E.10)
SSk =
k∑
j=1
n(Y¯.j − Y¯..)
2 (E.11)
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SSnk =
n∑
i=1
k∑
j=1
(Yij − Y¯i. − Y¯.j + Y¯..)
2 (E.12)
Thus we leave the contribution of the interaction between the subject and
scans in the random noise. The corresponding degrees of freedom are then:
(n− 1) for the subject effect, (k− 1) for the scan effect and (n− 1)(k− 1) for
the noise. The expectance of the mean-sum squares for each expression is then:
E(MSn) =
SSn
(n− 1)
= kσn
2 + σ2 + σI
2 (E.13)
E(MSk) =
SSk
(k− 1)
= nσk
2 + σ2 + σI
2 (E.14)
E(MSnk) =
SSnk
(n− 1)(k− 1)
= σ2 + σI
2 (E.15)
The between-subject variance σn2 can then be obtained by the same analogy
as in E.4, but using the E(MSnk):
σn
2 =
E(MSn) − E(MSnk)
k
(E.16)
We are now able to separate the scan effect as follows:
σk
2 =
E(MSk) − E(MSnk)
n
(E.17)
Thus by obtaining sum-squares for each effect, one can easily compute the
corresponding variances for it. The ICC is then given by:
ICC =
σn
2
(σn2 + σk2 + σI2 + σ2)
=
E(MSn) − E(MSnk)
E(MSn) + (k− 1)E(MSnk) + k(E(MSk) − E(MSnk))/n
(E.18)
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We can also now compute the within-subject variation coefficient using the
expression:
WSC =
σk
2
(σn2 + σk2 + σI2 + σ2)
=
E(MSk) − E(MSnk)
E(MSn) + (k− 1)E(MSnk) + k(E(MSk) − E(MSnk))/n
(E.19)
And the random noise variation coefficient:
Noise =
(σI
2 + σ2)
(σn2 + σk2 + σI2 + σ2)
=
E(MSnk)
E(MSn) + (k− 1)E(MSnk) + k(E(MSk) − E(MSnk))/n
(E.20)
e.1.2.3 Confidence intervals on ANOVA estimates
The values of variability and ICC obtained using the ANOVA test, as described
in Section E.1.2, are estimates, and thus have a variation associated with them.
Thus like any estimates, the confidence intervals, representing the predicted vari-
ability with their values must also be reported. As given in [145], a formula ex-
ists for one-way random-effects ANOVA but needs to be approximated for the
two-way ANOVA.
e.1.3 Coefficient of variation
Coefficient of variation is a commonly used statistic for reproducibility studies
in neuroimaging [29,46,104]. It is a measure of the dispersion of the variables
about the mean, given by:
CV =
σk
2
µ
× 100 (E.21)
It is a useful quantity to measure as it allows to compare the degree of
variation of one measurement to another, even if the values are significantly
different from each other. Thus we can compare the CVs of NODDI and DTI
measures directly.
224
E.1 reliability
e.1.4 Paired t-test
A paired t-test is a suitable way to analyse the statistical significance of the
differences across paired measurements, for many subjects. A paired t-test is
used to test the Null hypothesis that the difference in means of the repeated
measurements is zero, i.e. the two samples are drawn from the same popula-
tion. The assumption made in a t-test is that the samples are drawn from a
normal distribution and the standard deviations of the two sets of measure-
ments are the same. Thus a paired t-test is a very simple test of obtaining the
statistically significant differences between the scans across the two imaging
sessions.
A t-statistic is computed as a ratio of the mean of differences across the
repeated measurements, (¯xi1−xi2), and the standard error of those differences,
SE:
t =
(xi1 − xi2)
SE
(E.22)
where standard error is related to the standard deviation, sd of the paired
differences as: SE = sd√
n
, and n is the number of subjects.
In order to obtain the value of t corresponding to a statistically significant
difference between the groups, a significance level α is defined and the value
of t-statistic corresponding to this significance level Tα is obtained from a t-
statistic table. If t > Tα, then the NULL hypothesis is rejected.
e.1.5 Pearson’s correlation
Pearson’s correlation coefficient is computed measures the quality of the least
square fit of two sets of measurements [177]. It is measured as a ratio of the sum
squares of the two quantities
r2 =
SS2xy
SSxxSSyy
(E.23)
Where SS2xy represents the covariance of the independent data X and the
dependent variable Y, and SSxx and SSyy are respective variances of the two
variables.
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R E P R O D U C I B I L I T Y A N D R E L I A B I L I T Y O F
B I N G H A M - N O D D I I N D I C E S I N T H E W M - F U RT H E R
R E S U LT S
f.1 within subject differences in scan-rescan data
f.1.1 Differences in data intensities
Figures F.1-F.2 show differences in intensities of resgistered data for subjects
1 and 10, while Figures F.3-F.4 summarise how different these values are
for some of the estimated parameters of the three models (Bingham-NODDI,
Watson-NODDI and DTI). It is clear from these plots that despite some signif-
icant changes in the intensities of the two scans in subject 10, the DTI metrics
are still very similar in the two scans, highlighting the insensitivity of the
model to underlying changes in intensity.
FA
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MD
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Figure F.1: Subject 1
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subj 10
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Figure F.2: Subject 10
subj 1
Figure F.3: Subject 1
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F.1 within subject differences in scan-rescan data
subj 10
Figure F.4: Subject 10
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