ABSTRACT Flying ad hoc networks (FANETs) that consist of multiple unmanned aerial vehicles (UAVs) are promising technologies for future networked systems due to the versatility of UAVs. One of the most distinguishing features of FANET is frequent and rapid topological fluctuations due to the high-mobility of UAVs. Hence, the topology management adapting to the movements of UAVs is one of the most critical issues in FANET. In this paper, we study a FANET topology management problem that optimizes the locations and movements of UAVs to maximize the network performance, adapting to the topological changes while UAVs carry out their missions. When formulating the problem, we take into account the routing protocol as an arbitrary function since the network performance is inseparably linked with the routing protocol in use. We first develop two algorithms. One is the topology construction algorithm, which constructs a FANET topology from the scratch without any given initial topology, based on particle swarm optimization. The other is the topology adjustment algorithm, which incrementally adjusts the FANET topology adapting to the movements of UAVs with low-computational costs, based on gradient descent. Then, by defining a logical distance (the so-called topology edit distance) that measures the degree of changes in FANET topology, we develop an integrated topology management algorithm that contains the topology construction and adjustment algorithms. The simulation results show that our algorithm achieves a good network performance with low computational overhead, which is one of the most essential virtues in FANETs with rapidly varying topology.
I. INTRODUCTION
Unmanned aerial vehicles (UAVs) are flying devices that do not require on-board pilots. Since the employment of UAVs can ensure the safety of pilots, UAVs have been primarily used to perform dangerous missions for military purpose in the beginning [1] - [3] . However, thanks to advances in embedded systems and battery technologies over the past few years, both production costs and physical sizes of UAVs have been significantly reduced and the operational lifetime of UAVs has been considerably extended. Along with these developments, UAVs have begun to be used not only in the military applications but also in public and civilian applications, such as 3-dimensional aerial mapping for earthwork projects [4] , management of rangeland [5] , and post-disaster rescue [6] . In addition, the advances have paved the way for networks that employ multiple UAVs [7] - [10] , called flying ad hoc networks (FANETs).
FANET has received increasing interest from both academia and industry due to its enormous potential, such as high reliability, survivability, and scalability [11] - [14] . For example, since UAVs can be quickly and easily deployed [15] , if necessary, not only can the network coverage be easily increased [16] , but the network topology can also be more stable and robust to node failures [17] .
assumed that a set of wireless links of the network is given and fixed. Whereas this assumption may be feasible in dynamic networks with significantly low topological changes, it cannot be apply to FANET in which link creation and destruction are frequent because of the UAVs' high mobility.
In [31] - [34] , without assuming that a set of wireless links of the network is given and fixed, the authors have considered UAV-assisted MANET in which UAVs play a role as relay nodes. Han et al. [31] have presented four network connectivity metrics: global message, worst case, network bisection, and k-connectivity. Then, they presented gradient-based algorithms that find a UAV's location to maximize the network connectivity. Kim et al. [32] have extended the work of [31] into a problem that finds multiple UAVs' locations and their future trajectories to maximize the global message connectivity. Ladosz et al. [33] have solved a UAV deployment problem to maximize a new network connectivity metric, which generalizes the global message connectivity and the worst case connectivity. Dengiz et al. [34] have presented algorithms that find velocities of relay nodes in each time step to maximize the network connectivity primarily, with secondarily improving the wireless communication quality of the worst link. Even though various problems have been considered in [31] - [34] , they all have assumed that any initial network topology is given in advance, and tried to improve the performance by additionally deploying some UAVs. Hence, their solution can provide only marginal improvement over the performance of the given initial topology, and thus the efficiency of their algorithms highly depends upon the given initial topology. Nonetheless, they have not provided any method to find a good initial topology.
Despite such efforts on the topology management in dynamic networks, there have been few works to deploy relay nodes to construct an initial network topology from the scratch, and to manage a network topology adapting to the topological fluctuations. Recently, Magán-Carrión et al. [35] have studied the topology management problem in MANET without assuming that any initial topology is given. The authors have attempted to maximize the network connectivity primarily and enhance the wireless communication performance secondarily, by deploying and moving relay nodes. To this end, they have proposed an algorithm that finds the locations of relay nodes for the next time step using the particle swarm optimization (PSO) algorithm with a high computational overhead. Their algorithm requires to run the PSO algorithm one or two times in each time step, and thus its computational overhead should be immensely high. Such high computational overhead can be a fatal drawback for use in FANET with fast and frequent topological changes.
Furthermore, in all of the above works [29] - [35] , the routing protocol has not been explicitly considered even though it is closely related to the network performance in practice. Since the links that are not in any active routing path do not affect the network performance or little, if any, the optimal network topology is strongly dependent on the routing protocol in use, and vice versa. Hence, in order to manage the network topology more efficiently considering the network performance, it is important to take into account the routing protocol in use.
In this paper, we study a FANET topology management problem which explicitly reflects the routing protocol. Two types of UAVs are considered: MUs and RUs. Each MU performs its mission assigned by a mission commander and then create resultant data to send to the GCS at which its corresponding mission commander is located, and each RU plays a role in relaying data between adjacent nodes. We assume that the mobility of MUs is determined only by their missions, and thus it cannot be controlled to improve network performance. On the other hand, the mobility of RUs can be freely controlled to achieve high network performance. In our topology management problem, we deal with constructing an initial FANET topology from the scratch and adjusting the constructed topology adapting to the topological changes arising from the unpredictable mission-based movements of MUs. To this end, we first develop the topology construction and adjustment algorithms. We apply the PSO algorithm to the topology construction algorithm since a highly complicated problem should be solved to construct a FANET topology from the scratch. Whereas, we employ the gradient descent method with a low computational complexity to the topology adjustment algorithm since the topology should be quickly adjusted in response to the fast topological changes. In addition, our topology adjustment algorithm can be implemented in a distributed fashion if some conditions are met. Finally, by proposing a topology edit distance that measures the degree of topological changes and using it together with the two developed algorithms, we develop an integrated topology management algorithm that decides adaptively whether to construct or adjust the FANET topology or update the routing paths.
The rest of this paper is organized as follows. In Section II, we introduce the system model and formulate the optimization problem for the FANET topology management. Section III addresses the details of our proposed algorithms. The performance evaluation with simulation results is provided in Section IV, followed by conclusions in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first describe the system model and then formulate the FANET topology management problem. We consider a FANET that consists of a number of GCSs, MUs, and RUs, whose sets are denoted by
, and R = {r k } |R| k=1 , respectively, where |·| stands for the set cardinality. We aim to manage the FANET topology so that each MU can communicate well with a GCS which assigns a mission to it. We assume that, for each MU m, its corresponding GCS is given and denoted by g (m) . Regarding all the GCSs and the UAVs as wireless nodes in FANET, we denote the location of a node v by x v ∈ R 3 . The location sets of the GCSs, the MUs, and the RUs are denoted by X G = {x v } v∈G , X M = {x v } v∈M , and X R = {x v } v∈R , respectively. We assume that the locations of the GCSs are given and fixed. We also assume that the location and mobility of each MU are determined only based on its given mission (e.g., an MU will keep moving following a specific mobile object if its mission is monitoring the object), and thus we cannot control them to improve the network performance.
We now consider a routing protocol that gives end-to-end ad hoc routing paths between the MUs and their corresponding GCSs. We assume that the routing protocol in use is known, no matter what routing protocol is adopted, and we treat it as an arbitrary function, which takes the locations of all nodes as input and outputs a set of routing paths between each MU m and its corresponding GCS g (m) for all m ∈ M. Thus, in this paper, without assuming that any specific routing protocol should be used, we consider a general routing protocol as
where ρ m is an ordered set of nodes that represents the routing path between the MU m and the GCS g (m) , where the kth element of the routing path ρ m is denoted by ρ k m . Note that the first element, ρ 1 m , and the last element, ρ |ρ m | m , should be m and g (m) , respectively, and the rest elements are intermediate RUs, i.e., ρ i m ∈ R for i = 2, . . . , |ρ m | − 1. For example, suppose that an MU m 3 is performing a mission assigned by a GCS g 2 , i.e., g (m 3 ) = g 2 . In compliance with the routing protocol in use, if the data generated by the MU m 3 are delivered through three intermediate RUs r 3 , r 1 , and r 5 in turn to its corresponding GCS g 2 , then the routing path is given as ρ m 3 = {m 3 , r 3 , r 1 , r 5 , g 2 }.
In wireless networks, in practice, a signal can be successfully decoded if the received signal-to-noise ratio (SNR) exceeds a certain level. Due to the fact that the average power of the wireless signal decays exponentially with the propagation distance, we consider that two nodes can reliably communicate if they are within a certain communication range, d cm . To ensure reliable end-toend communication between all MUs and their corresponding GCSs, the lengths of all wireless links in the active routing paths must not be greater than d cm . Hence, we need to consider the following end-to-end communication constraint:
where δ(u, v) denotes the geometric distance between two nodes u and v. That is, δ(u, v) = x u − x v 2 , where · 2 stands for the 2 -norm, i.e., the Euclidean distance from the origin.
In addition, we need to concern about a risk of UAVs crashing due to the fact that they may move with high speed. Even if the UAVs are not flying at high speeds, some external environments such as strong winds can disturb their hovering at certain locations. Hence, we consider the following safety constraint:
where d sf denotes the minimum safety distance to prevent collision between UAVs. Note that the safety distance d sf must be much smaller than the communication distance d cm .
We assume that the safety distance is maintained between MUs since their mobility should be controlled based on their given missions, and the mobility control of MUs is out of the scope of this paper. Now, we consider the performance metric that evaluates the performance of FANET. Instead of any specific performance metric, we consider a general performance metric that can be defined in a various way in accordance with the purpose of the system. Hence, we define the performance metric function as
where the input to the performance metric function is the locations of all nodes in FANET and the routing paths obtained by the routing function with respect to the locations of the nodes, and its output is a real number indicating the network performance of FANET. We assume that the performance metric function is partially differentiable with respect to x r for each r ∈ R, and that the smaller its value is, the better the network performance of FANET is. For example, the performance metric function can be defined by the sum of the αth power of the link distances over all active routing paths between MUs and their corresponding GCSs, i.e.,
where the parameter α represents how much the link distance affects its communication quality. As another example, we can consider the performance metric function as the longest link distance among all links belonging to the active routing paths, i.e.,
The function (6) is usually not differentiable due to the maximum functions. However, we can easily convert it into the smooth and differentiable one using the softmax function or the quasimax function [36] . Based on the routing function (1), the end-to-end communication constraint (2), the safety constraint (3), and the performance metric function (4), the problem of the FANET topology management is finally formulated as follows:
where S ⊆ R 3 is a 3-dimensional deployable space for UAVs.
III. FANET TOPOLOGY MANAGEMENT ALGORITHMS
In this section, to solve our FANET topology management problem (7), we develop an integrated FANET topology management algorithm that consists of two sub-algorithms. We first develop a FANET topology construction algorithm that finds the optimal locations of RUs to construct an initial topology from the scratch for given MUs' locations. We then develop a FANET topology adjustment algorithm with low computational complexity that controls the movements of RUs adapting to the topological changes arising from the mission-based mobility of MUs. By combining the FANET topology construction and adjustment algorithms and introducing a so-called topology edit distance, we finally develop the integrated FANET topology management algorithm that effectively manages the FANET topology to maintain proper network performance while satisfying the end-to-end communication constraint (2) and the safety constraint (3).
A. FANET TOPOLOGY CONSTRUCTION
Our optimization problem (7) is not only non-convex but also NP-hard [21] , [37] . Hence, in order to solve the problem, we use one of the famous nature-inspired metaheuristic algorithms, which is the PSO algorithm [38] . Hereafter, we first explain the rudimentary PSO algorithm and then develop our PSO-based FANET topology construction algorithm.
1) RUDIMENTARY PSO ALGORITHM
Unlike trajectory-based algorithms that use only one agent at a time like a simulated annealing algorithm [39] , the PSO algorithm is a population-based stochastic algorithm that employs a population of agents, where the population and the agents are called a swarm and particles, respectively. Each particle is characterized as a tuple of its position and velocity, where the position represents a candidate solution for an optimization problem and the velocity represents a displacement of the particle's position per iteration. In the PSO algorithm, each particle iteratively explores a better position in the search space of the optimization problem, and the best-so-far position at the end of the iterations is chosen as the final solution. Note that there is a trade-off between complexity and diversity according to the size of the swarm, i.e., the number of the particles. As the number of the particles increases, the diversity and the exploration will be greater, but the computational complexity will be also higher. Main for each particle i ∈ P do 5 Update v i according to (9) .
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Update z i according to (10) .
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g ← p j . 13 until termination conditions are satisfied advantages of the PSO algorithm are high accuracy, easy implementability, and fast convergence.
For convenience of exposition, let us consider the following optimization problem:
where z is the decision variable, R n is the search space, and h : R n → R is the objective function. Denoting a swarm of N p particles by P, each particle i ∈ P is characterized as (z i , v i ), where z i and v i are its position and velocity, respectively. At the beginning of the PSO algorithm, each particle is initialized with the position randomly chosen in the search space and the zero velocity.
Prior to explaining the stochastic update process of the particles, we introduce two special parameters: the pBest p i and the gBest g. The pBest p i is the individual best-so-far position for each particle i, i.e., the position better than any ones that the particle i has been before, and the gBest g is the global best-so-far position, i.e., the best position thus far in the whole particle swarm. Depending on the pBest p i and the gBest g, the velocity of each particle i is updated as
where the index l denotes the lth iteration of the PSO algorithm, w is the inertia weight, c 1 and c 2 are cognitive and social parameters, respectively, both u 1 and u 2 are independent uniformly distributed random vectors on [0, 1] n , and the operator • stands for the Hadamard product. The inertia term regulates the drastic change of the velocity, and the cognitive and social terms balance between exploitation (local search) and exploration (global search). After the velocity is updated, its position is updated by adding the updated velocity as
All of the particles are iteratively updated in the search space according to (9) and (10) until termination conditions are satisfied, where the termination conditions are generally set to the number of iterations, a rate of convergence of the particle swarm, a given time period, a time period of failure to find a better gBest, and so forth. At the moment when the PSO algorithm terminates, the gBest becomes the final solution obtained by the PSO algorithm for the optimization problem (8) . The pseudo-code is described in Algorithm 1.
2) FANET TOPOLOGY CONSTRUCTION ALGORITHM
We now explain our FANET topology construction algorithm that solves the FANET topology management problem (7), given the fixed locations of GCSs, the current locations of MUs, and the routing function representing the routing protocol in use. Our FANET topology construction algorithm makes use of the PSO algorithm which works well with unconstrained optimization problems like (8) . Hence, we first replace our constrained optimization problem with an unconstrained one using the penalty method [40] , which omits the constraints by penalizing the objective function for the constraint violations. Thus, the reformulated FANET topology management problem is defined as minimize
wheref is the penalized performance metric function given aŝ
where {λ m } m∈M and µ are penalty coefficients corresponding to the end-to-end communication constraint (2) and the safety constraint (3), respectively, and [·] + stands for max{0, ·}. For the sufficiently large penalty coefficients, the solution X * R that minimizes the penalized performance metric functionf solves the original FANET topology management problem (7). In our algorithm, each particle i's position and velocity 3 are denoted by X R,i and V R,i , respectively. We denote a particle i's individual best-so-far position and the global best-so-far position by X * R,i and X * R , respectively. The routing paths corresponding to X R,i , X * R,i , and X * R are denoted by {ρ m } i , {ρ m } * i , and {ρ m } * , respectively. Our proposed FANET topology construction algorithm is described in Algorithm 2. In the preparatory stage (lines 1-8), we first set parameters such as the penalty coefficients Initialize X R,i and V R,i .
for each particle i ∈ P do 11 Update V R,i according to (13) and (14).
12
Update X R,i according to (15) .
21 end 22 until termination conditions are satisfied {λ m } m∈M and µ, the number of particles N p , the inertia weight w, and the cognitive and social parameters c 1 and c 2 (line 1). Then, denoting a swarm of all particles by P, for each particle i ∈ P, we initialize its position X R,i randomly in the search space S |R| and its velocity V R,i to zero. Since the particle i is initialized for the first time, its position automatically becomes its individual best-so-far position X * R,i , and the routing paths corresponding to X * R,i are obtained by the routing function as {ρ m } * i (lines 2-6). After completing the initialization of all the particles in P, we find the particle j whose individual best-so-far position and its corresponding routing paths give the smallest penalized performance metric value. Then, the global best-so-far position X * R and its corresponding routing paths {ρ m } * are set to the individual bestso-far position X * R,j of the particle j and its corresponding routing paths {ρ m } * j , respectively (lines 7-8). In the iterative stage (lines 9-22), we iteratively update each particle i's velocity V R,i , position X R,i , and its corresponding routing paths {ρ m } i , and then its individual best-sofar position X * R,i and its corresponding routing paths {ρ m } * i are updated. After updating all the particles, the global bestso-far position X * R and its corresponding routing paths {ρ m } * are updated to the best ones thus far. In detail, the velocity of each particle i ∈ P is updated stochastically depending on both its individual best-so-far position and the global best-sofar position as (13) where the index l denotes the lth iteration of our FANET topology construction algorithm, and both u 1 and u 2 are independent uniformly distributed random vectors on [0, 1] 3×|R| . We note that the velocity may be exploded to a large value greater than the range of the search space, especially for the particles whose positions are much far from their own individual best-so-far position or the global best-so-far position. Hence, we use a velocity clamping method [41] that prevents the PSO algorithm from diverging. Each particle i's velocity V l+1 R,i is clamped according to
where v is typically set at about 10 to 20 percent of the range of the search space [42] . After then, the position of each particle i is updated as
The routing paths corresponding to the updated position of the particle i are obtained by the routing function as {ρ m } i .
We now update the individual best-so-far position and its corresponding routing paths to the newly updated one if the updated one gives a smaller penalized performance metric value (lines [10] [11] [12] [13] [14] [15] [16] [17] . After all the particles' individual bestso-far positions and their corresponding routing paths are updated, we find the particle j whose individual best-sofar position and its corresponding routing paths give the smallest penalized performance metric value. If the penalized performance metric value given by the particle j's individual best-so-far position and its corresponding routing paths is smaller than that given by the existing global best-sofar position and its corresponding routing paths, we update the global best-so-far position and its corresponding routing paths to the individual best-so-far position of the particle j and its corresponding routing paths (lines [18] [19] [20] [21] . This series of updating process is repeated until termination conditions are satisfied, where the termination conditions could be determined in the same manner as the rudimentary PSO algorithm. When the termination conditions are satisfied, the algorithm outputs the global best-so-far position X * R , which is the final solution obtained by our FANET topology construction algorithm.
Although the optimal locations of RUs can be obtained by our FANET topology construction algorithm, the optimality of their locations will be lost over time since MUs keep moving according to their given missions. Hence, whenever the optimality is broken, we need to relocate the RUs to the locations newly obtained by Algorithm 2 in response to the new locations of the MUs. However, the procedure of deriving the optimal locations of the RUs by Algorithm 2 is extremely time-consuming since the PSO algorithm generally requires a large number of iterations. Hence, in a FANET where nodes (e.g., MUs) keep moving fast, it is impractical to manage the topology with this algorithm alone to adapt to the continuous movements of nodes. For this reason, in the following subsection, we propose an algorithm that has much less computational overhead.
B. FANET TOPOLOGY ADJUSTMENT
In this subsection, we develop a FANET topology adjustment algorithm with little computational overhead, which maintains the network performance as good as possible by incrementally adjusting the locations of RUs adapting to the movements of MUs. Unlike Algorithm 2 in which the routing paths are jointly updated according to the locations of nodes, in this algorithm, we consider fixed routing paths since updating the routing paths is also a time consuming procedure. This algorithm is performed at each time step adaptively, where the length of the time-step interval is determined small enough to follow the movements of the MUs effectively. We denote the location of a node v at time step t by x v (t), and similarly denote the location sets of MUs and RUs at time step t by X M (t) and X R (t), respectively.
Our FANET topology adjustment algorithm employs the gradient descent method [37] . The gradient of the performance metric function at time step t with respect to the location of each RU r can be expressed as
which can be easily calculated since X G , X M (t), X R (t), and {ρ m } are known. In order for the performance metric value to be decreased, i.e., to enhance the network performance of FANET, each RU should be headed in the opposite direction of the gradient. In addition, when determining the travel distance of each RU, we should consider its speed limitation. Hence, the location where each RU r should be located at the next time step t + 1 is defined as
where γ is the positive step size that scales the travel distance, and γ r is the maximum travel distance of RU r per time-step interval. Although the optimal locations of the RUs will be constantly varying depending on the movements of the MUs, this algorithm keeps adjusting the locations of the RUs in the direction of improving the network performance. The pseudo-code of the algorithm is described in Algorithm 3. 4 For the sake of a simple notation, if there is no confusion, we will use
and ∇ x r f (t) interchangeably.
Algorithm 3 FANET Topology Adjustment
Find x r (t + 1) according to (17) .
end
In addition, unlike Algorithm 2 which is implemented only in a centralized manner and requires a great deal of execution time, not only is this FANET topology adjustment algorithm significantly low in computational complexity, but it can also be implemented in a distributed way if some conditions are satisfied. In other words, each RU can find its location for the next time step based only on the location information of its neighbor nodes which can directly communicate with it.
Remark 1: Algorithm 3 is implemented in a distributed fashion as long as the performance metric function is defined so that there is no term in which the location of each RU and those of its non-neighbor UAVs are coupled together, due to the fact that all terms involving the locations of the non-neighbor UAVs become zero when differentiated.
For example, when the performance metric function is defined as in (5), its gradient with respect to the location of each RU r at time step t is obtained as (18) , where N r (t) is a set of neighbor nodes of the RU r belonging to the active routing paths at time step t. Hence, the gradient can be calculated only with the locations of itself and its neighbor nodes, and thus Algorithm 3 can be implemented in a distributed manner.
Compared to the FANET topology construction algorithm, the FANET topology adjustment algorithm requires a very simple computation. Also, it is sufficient to take only a few movements of RUs when the degree of topological changes is small. Accordingly, it is little burden to run this FANET topology adjustment algorithm in each time step. However, if the topological changes are accumulated for long time steps, the optimality of the routing paths, which are not updated by the topology adjustment algorithm, might be lost. That is, there might be new routing paths that provide better network performance than the current routing paths. Also, the cumulative effect of the topological changes might create situations in which the constraints are no longer satisfied, and it might not be resolved by only incremental location updates with the FANET topology adjustment algorithm. Hence, to address the cumulative changes in the FANET topology, in the following subsection, we develop an algorithm that effectively manages the FANET topology by integrating the FANET topology construction and adjustment algorithm.
C. INTEGRATED FANET TOPOLOGY MANAGEMENT
In this subsection, we develop an integrated FANET topology management algorithm using both Algorithms 2 and 3. Our basic philosophy in this algorithm is to avoid frequently updating the routing paths and reconstructing the FANET topology for the sake of low computational overhead, while maintaining the network performance as good as possible. To this end, we update the routing paths or reconstruct the topology only if the topology has changed over certain levels, or if either the end-to-end communication constraint (2) or the safety constraint (3) is likely to be violated. We will measure how much the topology of FANET has changed and the constraints are tightened (i.e., how close the topology is to the bounds of the constraints) through a new proposed logical distance, named topology edit distance.
Prior to introducing the topology edit distance, we briefly explain the graph edit distance [43] that indicates how dissimilar two graphs are. In graph theory, a graph G 1 can be transformed into the other graph G 2 by using a multiple number of graph edit operations, such as insertion and deletion of a node and of an edge. An ordered set of graph edit operations transforming G 1 into G 2 is called a graph edit path from G 1 to G 2 . Given the cost of each graph edit operation, the cost of a graph edit path can be defined by the sum of the costs of all graph edit operations in the path. In this case, the graph edit distance between G 1 and G 2 is defined as the smallest cost of the graph edit path from G 1 to G 2 . As a specific example, if the cost of each graph edit operation is one, the graph edit distance between two graphs can be simplified as the minimum required number of the graph edit operations to transform the one graph into the other. Now, using the principle of the graph edit distance, we will first define our topology edit operations, and then define the topology edit distance as the weighted sum of the topology edit operations. To define our topology edit operations, we first model a FANET topology at time step t as a graph T (t) with node set N , edge set E(t), and location set X N (t). The node set N is defined as a set of all wireless nodes in FANET, the edge set E(t) as a set of unordered pairs of nodes whose lengths are not greater than d cm , and the location set X N (t) as a set of the locations of all nodes in N .
In our system, we need to measure how much the FANET topology has changed from time step t to time step τ , where t < τ . In the FANET topology at time steps t and τ , their node sets are the same as G ∪ M ∪ R, 5 but their edge sets may differ due to the changes in the locations of the nodes. Hence, we exclude the node insertions and deletions, and treat the minimum required number of the edge insertions and deletions to transform T (t) into T (τ ) as our first two topology edit operations, respectively, i.e., e 1 (t, τ ) = |E(τ ) \ E(t)|, e 2 (t, τ ) = |E(t) \ E(τ )|. (19) 5 In this paper, we do not consider the variation of the number of UAVs. In addition, we need to consider the changes in edge lengths because each edge length is closely related to its wireless communication quality. Let us consider a simple example in which an MU m 1 sends data to a GCS g 1 in a FANET topology at two different time steps t and τ , as shown in Fig. 1 . Assuming that the shortest path routing protocol is in use, where the cost of each edge is set to be proportional to its length, the optimal routing path at time steps t and τ are given as {m 1 , r 2 , r 1 , g 1 } and {m 1 , r 4 , r 3 , g 1 }, respectively, as shown in Figs. 1a and 1b. Even though there is no change in the edge set, i.e., E(t) = E(τ ), the optimal routing path can be different because of the changes in the lengths of the edges (r 1 , r 2 ) and (r 3 , r 4 ). Hence, we treat the total amount of changes in edge lengths as the third topology edit operation, i.e., (20) where δ(u, v, t) stands for the distance between two nodes u and v at time step t, i.e., δ(u, v, t) = x u (t) − x v (t) 2 .
We lastly consider how much the end-to-end communication constraint and the safety constraint are likely to be violated in the changed FANET topology T (τ ). As either the end-to-end communication constraint or the safety constraint becomes more and more tightened, the routing paths update and the topology reconstruction are urged in order to avoid violating the constraints. Hence, we define two additional topology edit operations whose values become larger as the end-to-end communication and safety constraints become more tightened, respectively, i.e.,
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where ψ 1 and ψ 2 are the sensitivity parameters. The topology edit operation e 4 is exponentially increased as the longest link distance in all active routing paths gets larger. Likewise, the topology edit operation e 5 is exponentially increased as the shortest inter-UAV distance gets smaller. Hence, we can judge how much the end-to-end communication and safety constraints have been tightened via these topology edit operations e 4 and e 5 , respectively. In addition, we can detect that the topology is not satisfying the end-to-end communication and safety constraints if the topology edit operations e 4 and e 5 are greater than one, respectively. Finally, the topology edit distance of a FANET topology between at different time steps t and τ is defined as
where w i is the weight parameter for the topology edit operation e i , and {ρ m } is the set of the currently active routing paths. A large topology edit distance implies either that the FANET topology has changed much or that any constraint has become tightened. Hence, based on the topology edit distance, we can make a decision whether to update the routing paths and whether to reconstruct the FANET topology.
To this end, we introduce two threshold levels 1 and 2 , where 1 < 2 . We regard that the FANET topology has changed enough to update the routing paths if the topology edit distance is greater than 1 . Likewise, we regard that it has changed enough to be reconstructed if the topology edit distance is greater than 2 . We note that the weights w 4 and w 5 and the threshold 2 should be carefully determined to prevent situations in which any constraint is violated. According to (21) and (22), the topology edit operations e 4 and e 5 become one when the longest link distance over all active routing paths and the shortest inter-UAV distance are equal to d cm and d sf , respectively. Hence, in order for the topology of FANET to be reconstructed before any constraint is violated, we have to determine w 4 , w 5 , and 2 such that 2 < min{w 4 , w 5 }. The larger the difference between 2 and min{w 4 , w 5 }, the more likely it is that the longest link distance becomes small and the shortest inter-UAV distance becomes large. However, the computational overhead will also increase due to more frequent topology reconstruction. We now explain our integrated FANET topology management algorithm in detail. Its pseudo-code is described in Algorithm 4. In the preparatory stage (lines 1-3), with given locations of GCSs and MUs, we first construct the initial FANET topology and determine the initial routing paths by Algorithm 2. We set the constructed topology to a reference topology T ref .
In Update the routing paths.
Reconstruct the FANET topology by Alg. 2.
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Update the routing paths.
end 12
Update the reference topology, T ref .
end 14 end
much the FANET topology has changed from the reference topology and how well the constraints are satisfied. If the topology edit distance between them does not exceed the threshold 1 , we decide that the cumulative changes in the FANET topology are not large, so continue to adjust the FANET topology by Algorithm 3 to adapt to the movements of the MUs (lines 4-5). On the other hand, if the topology edit distance is greater than 1 , we decide that the FANET topology has changed enough to update the routing paths or reconstruct the topology. Since the topology reconstruction by Algorithm 2 requires a significant computational overhead, we try to resolve this situation by the routing paths update without the topology reconstruction first, and if it is no use, then we reconstruct the topology of FANET by Algorithm 2. Hence, once the topology edit distance is greater than 1 , we primarily update the routing paths (lines 6-7). Then, despite updating the routing paths, if the topology edit distance is still greater than 2 , we reconstruct the FANET topology (lines 8-11). Additionally, we update the reference topology T ref to the current FANET topology (line 12).
IV. PERFORMANCE EVALUATION
In this section, we present simulation results to validate the effectiveness of our proposed algorithms. We first show the performance of our PSO-based FANET topology construction algorithm that constructs a FANET topology from the scratch with consideration of the static environment in which the locations of MUs are fixed. After then, considering the dynamic environment in which the MUs keep moving based on their given missions, we show the performance of our integrated FANET topology management algorithm that involves the FANET topology construction and adjustment algorithms.
In the following simulations, we consider a FANET that consists of one GCS and four MUs, and we take the function in (5) with α = 2 as the network performance metric function, which is the sum of the squared link distances over all active routing paths. As the routing protocol in use, we consider 
A. PERFORMANCE OF THE FANET TOPOLOGY CONSTRUCTION
In this subsection, we evaluate Algorithm 2 that constructs a topology of FANET. We consider a simulation scenario in which the GCS is located at the fixed point (750, 750, 0), and the four MUs are deployed at the points (300, 300, 100), (300, 1200, 100), (1200, 300, 100), and (1200, 1200, 100), respectively. The parameters used in Algorithm 2 are set as follows. The penalty coefficients λ 1 , λ 2 , λ 3 , λ 4 , and µ in (12) are set to all 50. The number of particles N p is set to 30, and the parameters w, c 1 , and c 2 in (13) are set to 0.729, 1.4962, and 1.4962, respectively. The threshold for the velocity clamping V max j is set to 10 percent of the range of the search space, i.e., 150, 150, and 10 for the x-, y-, and z-axes, respectively. The termination criterion of our FANET topology construction algorithm is set to 300 iterations.
We compare the performance of our PSO-based FANET topology construction algorithm with that of the random-based one varying the number of RUs from 1 to 30. The random-based FANET topology construction algorithm creates a FANET topology by randomly deploying the given number of RUs in the deployable space S, and evaluate the performance of the constructed FANET topology for 300 iterations, which is set to be equal to the termination criterion of our PSO-based algorithm for the sake of fair comparison, and then the best FANET topology is selected. The comparison results are shown in Fig. 2 , which are obtained by a Monte-Carlo simulation with 30 independent runs. In Fig. 2a , we compare the achieved performance metric values of the algorithms, which are measures of the performance of the constructed FANET topology. This figure shows that our PSO-based algorithm always yields a lower value than the random-based one, which implies that our PSO-based algorithm makes a superior FANET topology in all cases. In Fig. 2b , we compare the longest link distances over all the active routing paths. We can see that the longest link distance in the random-based algorithm becomes lower than d cm when at least 13 RUs are deployed to construct a FANET topology. On the other hand, our PSO-based algorithm can construct a FANET topology that gives the longest link distance lower than d cm if more than or equal to 6 RUs are deployed. Hence, our proposed algorithm can support the end-to-end communication between each MU and the GCS with a much lower number of RUs. In addition, the longest link distances in our PSO-based algorithm are smaller than those in the random-based one in all cases, which implies that our PSO-based algorithm supports more reliable end-to-end communications than the random-based one. In Fig. 2c , we compare the achieved shortest inter-UAV distances. We can see that our PSO-based algorithm keeps a larger safety distance than the random-based one in all cases. This implies that our PSO-based algorithm constructs a more secure FANET topology from the collisions between UAVs than the random-based one. As a result, the above simulation results demonstrate that our PSO-based FANET topology construction algorithm is superior to the random-based one in all aspects such as the network performance, the end-to-end communication, and the safety from the collision between UAVs.
In the above simulation scenario, the distance between each MU and the GCS is about 644 meters. Thus, in order to support the end-to-end communications between each MU and the GCS, at least 644/d cm − 1 = 2 RUs are required for each routing path. Let us consider the case in which 5 RUs are available. To minimize the longest link distance in all the routing paths, one RU should be located at (750, 750, 100), and the others at the middle of each MU and that RU. However, the longest link distance, in this case, is 318 meters, which is still greater than d cm , and thus, the end-to-end communications cannot be supported. On the other hand, with 6 RUs, we can create a FANET topology as shown in Fig. 3 in which the longest link distance is smaller than d cm . That is, the end-to-end communications are supported. Hence, in the above simulation scenario, it is impossible to make a FANET topology that offers the end-to-end communication between all MUs and the GCS with less than 6 RUs, and thus, in the above results, we can see that our PSO-based algorithm constructs a FANET topology with a minimum number of RUs that supports the end-to-end communications.
B. PERFORMANCE OF THE FANET TOPOLOGY MANAGEMENT
In this subsection, we evaluate the performance of Algorithm 4 that manages a FANET topology considering a dynamic environment in which MUs keep moving according to their missions. We consider a scenario in which the GCS is located at the fixed point (750, 750, 0), four MUs keep moving for 10, 000 seconds according to a mobility model with a speed of 5 meters per time-step interval, starting from the points (300, 300, 100), (300, 1200, 100), (1200, 300, 100), and (1200, 1200, 100), respectively, and 10 RUs are used to manage the FANET topology.
We use the Lévy flight model [44] as the mobility model of the MUs, since the Lévy flight model is known to well describe the movements of creatures performing missions such as foraging [45] . The Lévy flight model is a probabilistic version of random walk models in which each travel distance is determined according to a heavy-tailed probability distribution. The trajectory of each MU is generated as follows [46] : 1) We calculate the number s obeying the Lévy flight distribution by
where η 1 and η 2 are the random numbers obeying normal distributions with zero mean and variances σ 2 1 and σ 2 2 , respectively. The standard deviations, i.e., the square roots of the variances, are given as
where the scale parameter β is set to 1.5 and denotes the gamma function. 2) Repeating step 1), we get three numbers s 1 , s 2 , and s 3 .
3) We move the MU by (300 × s 1 , 300 × s 2 , 20 × s 3 ) from its current location, where the constant weights are equal to 20 percent of the range of the search space S. 4) We repeat the previous steps. An instance of trajectories for 10, 000 time steps of the four MUs, obtained by the above process, is shown in Fig. 4 .
The parameters used in Algorithm 2 are set to be equal to those in Subsection IV-A, and the parameters used in Algorithm 3 are set as follows. The step size γ is set to 0.05, and the maximum travel distances per time-step interval of RUs are set to all 20 meters, i.e., γ r = 20 for all r ∈ R. Next, the parameters used in Algorithm 4 are set as: w 1 = 30, w 2 = 30, w 3 = 0.5, w 4 = 1000, w 5 = 1000, 1 = 700, and 2 = 1000.
We compare our integrated FANET topology management algorithm (IFTM) with three other algorithms. The first is the algorithm in which the initial topology is constructed by Algorithm 2, and then in each time step, the topology is adjusted by Algorithm 3 without updating routing paths and reconstructing the topology. Hence, this algorithm is IFTM without routing paths update and topology reconstruction, and we call this algorithm IFTM-RT. The second is the algorithm that is the same as IFTM except that only the routing paths update is performed, if the condition in Algorithm 4 is satisfied, without performing topology reconstruction. We call this algorithm IFTM-T. The comparison of our IFTM with IFTM-RT and IFTM-T can show how much the routing paths update and the FANET topology reconstruction have impact on the performance of FANET. The last one is the algorithm in which our PSO-based topology construction algorithm, Algorithm 2, is used for both topology construction and adjustment. Hence, in this algorithm, based on the new locations of MUs, our PSO-based topology construction algorithm is performed in each time step. We call it PSO-Only. PSO-Only can be used as a benchmark to evaluate the (sub-)optimality of our IFTM.
We first compare the performance of our IFTM with those of IFTM-RT, IFTM-T, and PSO-Only when considering an instance of the trajectories of the four MUs, given as shown in Fig. 4 . Although the one instance of the trajectories is considered, due to the stochastic characteristics of the PSO algorithm, the simulation results are obtained by a Monte-Carlo simulation with 30 independent runs. Fig. 5 shows the simulation results of achieved performance metric values, longest link distances over the active routing paths, and shortest inter-UAV distances of the algorithms. In addition to their exact trajectories of results over time, i.e., Figs. 5a, 5c, and 5e, we also provide their cumulative moving average results, i.e., Figs. 5b, 5d, and 5f, which are obtained by averaging all of the simulation results up until the current datum point. Thanks to the characteristics of the cumulative moving average method that smooth out the fluctuations and outline a long-term trend, it is useful to observe time series data with short-term fluctuations. In Fig. 5a , IFTM and PSO-Only look better than the others, and IFTM-RT looks the worst, which is shown more clearly in Fig. 5b . IFTM-T gives better performance than IFTM-RT because the former can update the current routing paths to the optimal ones, which become different as the FANET topology changes. However, IFTM-T is worse than IFTM and PSO-Only because it primarily responds to the topological changes only by updating the routing paths, but it cannot handle situations in which the cumulative topological changes become large. In Figs. 5c and 5e, we can see that IFTM and PSO-Only give the longest link distance smaller than d cm and the shortest inter-UAV distance greater than d sf over all periods of time. In fact, IFTM-RT and IFTM-T encounters situations where the end-to-end communication constraint (2) and the safety constraint (3) are not satisfied, whereas IFTM and PSO-Only satisfy the constraints all the time. From a long-term perspective in Figs. 5d and 5f , we can clearly recognize that IFTM and PSO-Only outperform IFTM-RT and IFTM-T in terms of both the longest link distance and the shortest inter-UAV distance. Now, to compare our IFTM and PSO-Only in more detail, we provide the ratios of achieved performance metric, longest link distance, and shortest inter-UAV distance of IFTM in each time step to those of PSO-Only, and also the histograms of their occurrence rates over 10, 000 time steps in Fig. 6 . The ratio of one implies that IFTM and PSO-Only provide the same performance for each case. For the ratio of the achieved performance metric values in Fig. 6a , its average is 1.0044 and its standard deviation is 0.0236. For the ratio of the longest link distances in Fig. 6b , its average is 1.0325 and its standard deviation is 0.0595. For the ratio of the shortest inter-UAV distances in Fig. 6c , its average is 1.0072 and its standard deviation is 0.1178. In addition, the figure clearly shows that in most of time steps, the ratios of all three cases are very close to one, which implies that our IFTM provides almost the same performance to PSO-Only not only on average, but also in most of time steps.
In Fig. 5 , even though our IFTM and PSO-Only provide similar performances, PSO-Only provides slightly better performances than IFTM. However, since PSO-Only is required to perform the PSO algorithm, which has a large computational overhead, in each time step, its overall computational overhead will be much large. To clearly show it, we compare the execution times of IFTM and PSO-Only in Fig. 7 . As shown in this figure, the execution time of PSO-Only is much larger than our IFTM. The average execution times of IFTM and PSO-Only are 118 seconds and 2, 370 seconds, respectively, and thus, the execution time of PSO-Only is about 20 times larger than that of IFTM. Hence, even though PSO-Only gives slightly better performances than our IFTM, it requires too much execution time, which is a serious flaw in FANET whose topology changes rapidly. On the other hand, our IFTM provides quite comparable performances to PSO-Only while requiring much smaller execution time.
We now compare the performances of our IFTM with those of PSO-Only with 30 different instances of the trajectories for 10, 000 time steps, where the instances are generated independently with the Lévy flight model. Hence, we have total 300, 000 samples. For each of performance metric value, longest link distance, and shortest inter-UAV distance, we provide the occurrence rate of the ratio of IFTM to PSO-Only in Fig 8. In each graph, most of the achieved ratios are concentrated around one, which implies that our IFTM provide similar performances to PSO-Only. For the ratio of the achieved performance metric values in Fig. 8a,   FIGURE 7 . Comparison of the execution times of IFTM and PSO-Only when considering the instance given as in Fig. 4 . (The execution time was measured using MATLAB software on a computer with Intel Core i7-7700 CPU (3.60 GHz) and 16.0 GB RAM.). its average is 1.0065 and its standard deviation is 0.0727. For the ratio of the longest link distances in Fig. 8b , its average is 1.0352 and its standard deviation is 0.1657. For the ratio of the shortest inter-UAV distances in Fig. 8c , its average is 1.0252 and its standard deviation is 0.2965. As a result, the figure clearly shows that the ratios of all three cases are very close to one in most of time steps. In other words, our IFTM provides almost the same performances to PSO-Only not only on average but also in most of time steps regardless of the movement trajectories of MUs.
We also compare the execution times of our IFTM and PSO-Only in Fig. 9 . As before, this figure shows that the execution time of IFTM is much smaller than that of PSO-Only, which implies that the computational overhead of IFTM is much lower than that of PSO-Only. Hence, even though PSO-Only is slightly better than our IFTM, its large execution time, i.e., the excessive computational overhead, should be a serious drawback especially in FANET whose topology changes rapidly.
V. CONCLUSION
In this paper, we have studied a topology management problem in FANET, which aims at maximizing the network performance via deploying and moving RUs adapting to the unpredictable mission-based movements of MUs. When formulating the FANET topology management problem, we have considered the dependency between the performance of the network topology and the routing protocol, the end-toend communication constraint to support reliable ad hoc communications, and the safety constraint to maintain the safety distance between UAVs. We first developed the PSO-based FANET topology construction algorithm, which deploys RUs based on the locations of MUs and the routing protocol in use. We then developed a simple FANET topology adjustment algorithm with low computational overhead, which adjusts the locations of RUs adapting to the movements of MUs. Finally, proposing a new logical metric, topology edit distance, which measures the topological changes and how well the constraints are satisfied, we developed an IFTM algorithm that integrates the FANET topology construction and adjustment algorithms with additional consideration of routing paths update and topology reconstruction processes. From the simulation results, we have first clearly shown that our PSO-based FANET topology construction algorithm outperforms the random-based one in all aspects such as the network performance, the longest link distance, and the shortest inter-UAV distance. In addition, we have shown the effectiveness of consideration of the routing paths update and the topology reconstruction in our IFTM to the FANET topology management. We also have shown that our IFTM provides comparable performance to PSO-Only but needs much smaller execution time than PSO-Only, which is a very important point in FANET with rapid and frequent topological fluctuations.
