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In magnetic topological insulators, quantized electronic transport is interwined with spontaneous
magnetic ordering, as magnetization controls band gaps, hence band topology, through the exchange
interaction. We show that considering the exchange gaps at the mean-field level is inadequate to
predict phase transitions between electronic states of distinct topology. Thermal spin fluctuations
disturbing the magnetization can act as frozen disorders that strongly scatter electrons, reducing
the onset temperature of quantized transport appreciably even in the absence of structural impuri-
ties. This effect, which has hitherto been overlooked, provides an alternative explanation of recent
experiments on magnetic topological insulators.
The inquiry into topological materials has recently
mingled with the quest for low-dimensional magnets, giv-
ing birth to an emerging frontier known as magnetic
topological insulators (TIs) where a topologically non-
trivial band gap is controllable by spontaneous magnetic
ordering [1–4]. Therefore, manipulating magnetization
becomes a new tuning nob of the quantized electronic
transport. For example, in a TI with coexisting ferro-
magnetic order, the system should exhibit the quantum
anomalous Hall (QAH) effect when a finite magnetiza-
tion is established below the Curie temperature (Tc) [5].
However, the QAH effect was first realized in a mag-
netically doped TI in which the magnetic moments are
embedded randomly [6], leading to strong disorder effects
that significantly reduce the electron mobility hence in-
hibit the appearance of quantized transport [7–10]. As
a result, the actual onset temperature of QAH effect in
such a material is much lower than the magnetic ordering
temperature.
Removing this road block calls for magnetic TIs in
which the magnetic moments are arranged periodically
on a lattice. This can be achieved in either an intrinsic
magnetic TI [11–14] or a heterostructure with a TI sand-
wiched between two magnetic thin films [15, 16]. How-
ever, the quantized transports in these systems turned
out to be as vulnerable to an increasing temperature as
those studied in magnetic doped TIs [17]. While this dis-
couraging observation might still be attributed to struc-
tural impurities, it remains an open question what is re-
sponsible for the disappearance of QAH effect at a tem-
perature far below Tc.
In this Letter, we introduce an alternative mechanism
in magnetic TIs that can substantially reduce the onset
temperature of quantized transport even in the absence of
structural impurities. Contrary to the electrons governed
by an formidably high Fermi temperature, spin fluctua-
tions disturbing the magnetic order are very suscepti-
ble to thermal agitations [18]. Because spin fluctuations
take place on a time scale that is orders of magnitude
larger than the electron relaxation time [19], the electron
dynamics can adjust adiabatically to the instantaneous
configuration of magnetic moments, seeing the instan-
taneous spin fluctuations as a random potential almost
frozen in time. For this reason, thermal spin fluctua-
tions in the magnetic degree of freedom can manifest as
effective disorders affecting the electron transport, even
though magnetic atoms are arranged perfectly on a lat-
tice free of structural impurities.
As schematically illustrated in Fig. 1(a), we model the
system as a magnetic trilayer where topological electrons
are confined between two magnets, which applies to not
only a heterostructure but also an intrinsic magnetic TI
with uniform magnetic ordering [20]. To ensure the rel-
ative orientation of the two magnetic layers, we include
an auxiliary magnetic field B along z axis to stabilize the
system, but the B → 0 limit will be taken at the end.
Now let us quantify the magnetization dressed with spin
fluctuations in an individual magnetic layer, which is sup-
posed to be independent of all other layers as schemati-
cally illustrated in Fig. 1. The minimal Hamiltonian of
the magnet considered here is
HM = −J
∑
〈ij〉
Si · Sj − κ
∑
i
S2i,z − gµBB
∑
i
Si,z, (1)
where J > 0 is the (intralayer) Heisenberg exchange cou-
pling, κ is the uniaxial anisotropy, g is the Lande´ fac-
tor, µB is the Bohr magneton, and 〈ij〉 enumerates all
nearest-neighbors. The spin vector Si is dimensionless.
In the mean-field approximation [18], spins become ef-
fectively decoupled while the exchange interaction that
entangles different spins recasts as an effective mean field
〈M〉 = J〈∑i Si,z〉T /(gµBN) where N is the total num-
ber of spins and 〈· · · 〉T denotes the thermal average.
Consequently, the system becomes a paramagnet inter-
acting with a total magnetic field Btot = B + 〈M〉 as if
there is no exchange interaction. In the limit J  κ, the
effective Zeeman energy is E = −gµB (B + 〈M〉)
∑
i Siz,
from which the mean field 〈M〉 can be solved self-
consistently [18]. Figure 1(b) shows the mean field 〈M〉
and the susceptibility χ ≡ lim
B→0
[〈M(B)〉 − 〈M(0)〉]/B
for S = 5/2 as a function of temperature scaled by
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FIG. 1. (a) Schematic of a magnetic TI in the presence of spin
fluctuations. (b) The mean field scaled by Ms ≡ 〈M(T → 0)〉
for B → 0 and the susceptibility χ as functions of tempera-
ture. (c) Probabilities of different Sz on an individual spin
versus temperature for S = 5/2.
the Curie temperature Tc = aJS (S + 1) /3kB on a sim-
ple square lattice with the coordination number a = 4.
As every spin is now isolated from all other spins, the
probability of an individual spin Si taking Sz perpen-
dicular to the plane is determined straightforwardly by
the Boltzmann distribution P (Sz) = exp (−ε/kBT )/Z
where ε = −gµBSz(B + 〈M〉) and the partition function
Z = sinh [(2S + 1) y] / sinh y with y = aJ 〈M〉 /2T . As
plotted in Fig. 1(c), the spin is fully polarized to Sz = S
at T = 0, whereas when T → Tc all possible quantized
values of Sz tend to be equally probable, destroying the
magnetization completely at Tc.
The mean-field approach enables us to determine the
projection of a given spin Si on z-direction proba-
bilistically. With the spherical parameterization Si =
S(sin θi cosφi, sin θi sinφi, cos θi), it amounts to deter-
mining θi probabilistically. The azimuthal angle φi,
on the other hand, cannot be captured by the mean-
field picture. Because we only consider the incoherent
thermal spin fluctuations, φi should be uniformly dis-
tributed within the range [0, 2pi). Moreover, because dif-
ferent modes of spin excitation superimpose with com-
pletely random phases, φi should be independent of its
neighbors. In other words, the variable φ is spatially
uncorrelated, or 〈φi(t)φj(t)〉 ∼ δij at any instant of
time. In contrast, the temporal correlation of φ is much
larger than the electron relaxation time. Specifically,
〈φi(t)φi(t′)〉 ∼ e−|t−t′|/τs , where the characteristic de-
cay time τs may depend on the mode of excitation, but
a qualitative estimation is that τs ∼ 1/αω where α is
the Gilbert damping and ω is the frequency of ferromag-
netic resonance. So a typical value of τs is on the order
of 10 − 100ns. Comparatively, the electron relaxation
time τe determined by the Fermi energy is on the order
of 1 − 10fs, which is 7 orders of magnitude smaller than
τs. A similar argument applies to the correlation of θ as
well. Therefore, while spin fluctuations are spatially un-
correlated, they exhibit extremely long temporal correla-
tion, which amounts to a random potential frozen in time
acting on the electrons [21]. This justifies the adiabatic
approximation essential to our following discussions.
Even though Dirac electrons and magnetic layers re-
peat periodically in an intrinsic magnetic TI, the system
can be simplified as a trilayer heterostructure consisting
of only one TI layer sandwiched between two magnetic
layers as illustrated in Fig. 1(a) [20]. Under the basis
ψk = (c
t
k↑, c
t
k↓, c
b
k↑, c
b
k↓)
T with c
t(b)
kσ annihilating an
electron of momentum k and spin σ on the top (bot-
tom) surface, the magnetic TI can be described by the
Hamiltonian HMTI = HTI +Hex, where [5, 22, 23]
HTI = vF (kyτz ⊗ σx − kxτz ⊗ σy) +m(k)τx, (2)
Hex = Jex
∑
i
Si · σ. (3)
Here, vF is the Fermi velocity, Jex is the exchange cou-
pling between the Dirac electrons and the magnetic mo-
ments, m (k) = m0+m1k
2 describes the overlap of Dirac
electrons in the top and bottom surfaces, and σ and τ
are the vectors of Pauli matrices acting on the spin and
layer degree of freedom, respectively. The lattice wave
vectors kx,y are defined in the first Brillouin zone of a
L × W square lattice with the lattice constant a ≡ 1.
Since the Fermi temperature TF is orders of magnitude
larger than Tc, the electron dynamics is effectively in the
zero temperature regime as we focus on T < Tc [24, 25].
Unless otherwise stated, we will take vF = 1 as the en-
ergy unit and assume m1 = 1, kBTc = 0.002, Jex = 0.035
and S = 5/2.
To demonstrate the influence of spin fluctuations on
the electron transport more clearly, it is instructive to
first look into the homogeneous case without any spin
fluctuations, in which Sz is described by the mean field
while Sx and Sy are completely ignored. In this situation,
the lattice periodicity is restored in the exchange field, so
we can transform the exchange Hamiltonian in Eq. (3)
into the momentum space, and HMTI(k) = HTI +λτ0⊗
σz, where λ = gµBJex〈M〉 is the homogeneous exchange
field that depends on temperature through the mean field
〈M〉. Diagonalizing HMTI(k) gives the band dispersion
and the corresponding eigenstates, based on which we
can calculate the Chern numbers characterizing different
topological phases. At low temperatures, λ > m0, the
system is a QAH insulator with a Chern number C =
1. By contrast, the system becomes a normal insulator
(NI) with C = 0 when λ < m0 at high temperatures.
Setting λ = m0 solves the critical temperature Thm for
the homogeneous case. Therefore, the system undergoes
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FIG. 2. (a)-(c): Ensemble average of the two-terminal con-
ductance σ as a function of temperature for different m0 and
fixed δ = gµBJexMs (the maximum exchange field). (d)-
(f): the corresponding zero-frequency current noise S0. The
red arrows mark the critical temperature Tsf obtained by
the finite-size scaling shown in Fig. 4. The black arrows
mark where m0 = λ, representing the critical temperature
Thm in the absence of spin fluctuations. The system size is
L = W = 200 and the error bars are magnified ten times for
visual clarity.
a topological phase transition at finite temperature below
Tc only if m0 is less than the maximum exchange field
δ ≡ gµBJexMs with Ms = 〈M(T → 0)〉 the saturated
mean field. In Fig. 2, the critical temperature Thm for
the homogeneous case is marked by the black arrows for
different ratios of m0/δ.
Next, we turn to the transport property in the pres-
ence of spin fluctuations, which, as discussed above, act
on electrons as a frozen random potential. In the con-
sidered magnetic TI, the appearance of topological edge
states can be minimally revealed in a two-terminal junc-
tion, where the longitudinal conductance is σ = e2/h
(σ = 0) in the QAH (NI) phase. We calculate σ through
the Landauer-Bu¨ttiker formula [26] σ = Tr [ΓLG
rΓRG
a],
where Γβ = i
[
Σrβ −
(
Σrβ
)†]
with β = L or R, and
Gr = (Ga)
†
= (EF −HMTI − ΣrL − ΣrR)−1 with EF the
Fermi energy and Σrβ the self energy due to the coupling
with metallic leads.
To simulate the random potential, we generate a set
of L × W = 200 × 200 random numbers representing
Sz = S cos θ on each lattice according to the probabil-
ity distribution P (Sz) = exp(−ε/kBT )/Z determined by
the mean-field approach. We also assign each spin a ran-
dom phase φ specifying its transverse component as dis-
cussed previously. Then we calculate the conductance σ
under this particular configuration of random potential.
Repeating this procedure for 160 times, we obtain the
ensemble average of σ, which is shown in Fig. 2(a)-(c)
as a function of temperature for different m0. We see
that σ changes from e2/h to 0 (i.e., transition from the
QAH to NI phase) at a critical temperature Tsf mani-
festly below what it would be without spin fluctuations
(i.e., Thm determined by solving λ = m0), as indicated
by the red arrows. The reduction of critical temperature
appears to be more striking for larger m0 in Fig. 2. For
m0 = 0.8δ [Fig. 2(c)], σ even becomes ill quantized in the
QAH phase due to the finite-size effect [27]. If the system
is infinite, σ would be a step function across the critical
point. Finite-size effects will be discussed in more detail
later.
The topological phase transition between the QAH in-
sulator and the NI can be alternately characterized by
the current noise S (ω) = 12
∫
dτeiωτ 〈δIˆ (t) δIˆ (t+ τ) +
δIˆ (t+ τ) δIˆ (t)〉, where δIˆ (t) = Iˆ (t) − 〈Iˆ (t)〉 with Iˆ (t)
the current operator [28, 29]. Using the non-equilibrium
Green’s function [30], we calculate the zero-frequency
current noise S0. Figure. 2(d)-(f) show the ensemble av-
erage of S0 corresponding to Figs. 2(a)-(c). The noise S0
peaks at the critical point and extends over a finite range
of temperature due to finite-size effects; it will become in-
finitely sharp at the critical point if the system is infinite.
We see that σ and S0 plotted in Fig. 2 perfectly agree
with the relation S0 = 2e
3V σ (1− σ) /h where V is the
bias voltage across the junction, affirming that the QAH
edge states can be described by a one-channel ballistic
tunneling model [29].
Without spin fluctuations, the mean field 〈M〉, hence
the exchange field λ, decreases as temperature is raised.
When λ becomes comparable tom0, the chiral edge states
on opposite transverse edges start to overlap, merging
into the bulk states [27]. This destroys the electron
transport and diminishes the conductivity. Spin fluctu-
ations as random potential, on the other hand, brings
about scattering of the chiral edge states, which facili-
tates their overlapping and merging into the bulk states,
so the phase transition takes place at a reduced tem-
perature. This subtle mechanism can be unraveled by
studying the non-equilibrium current distribution inside
the magnetic TI. Under a bias voltage V across the sys-
tem, the local current flowing from site i to its neighbor
j is given by Jnei→j = Im
{
Tr
[
tˆij (G
rΓLG
a)ji
]}
2e2V/h
where tˆij is the hoping matrix [31].
Figure 3 shows the distributions of non-equilibrium
currents in the TI at three representative temperatures
for m0 = 0.5δ [(a)–(c)] and m0 = 0.8δ [(d)–(f)], respec-
tively. At T  Tsf and m = 0.5δ [Fig. 3(a)], the elec-
tron flow is fully confined to one edge, so the conduc-
tance is quantized–a hallmark of the QAH effect. For
m = 0.8δ[Fig. 3(d)], however, the edge current becomes
40
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FIG. 3. Non-equilibrium current distributions for m0 = 0.5δ
(a)–(c) and m0 = 0.8δ (d)–(f) at T = 0.02Tc, T = Ttsf , and
T = Thm. Red arrows indicate local current densities and
directions.
much wider so that it partially leaks into the opposite
edge and flows backwards, leading to an ill-quantized
conductance as shown in Fig. 2(c). At the true critical
point T = Tsf [(b) and (e)] where λ > m0, spin fluc-
tuations strongly scatter the electrons from one edge to
the other, because of which electrons cannot propagate in
one direction dictated by the applied bias voltage; they
are instead back-scattered to the left lead. Accordingly,
the chiral edge states become indistinguishable from the
bulk states. At T = Thm [(c) and (f)] where λ = m0, the
edge states completely disappear and the conductance is
identically zero. Integrating the current density over the
full width W yields a conductance that quantitatively
agrees with the results shown in Fig. 2, confirming the
validity of the non-equilibrium distribution.
In Fig. 4, we draw a full phase diagram on the m0−T
plane. Because the specific profiles of σ and S0 depend
on the system size, the actual critical temperature Tsf
can be extracted by finite-size scaling. To this end, for a
given set of variables, we calculate σ as a function of T for
three different system sizes and identify the intersection
of the three curves as Tsf (see the inset of Fig. 4). The
critical temperature Tsf (Thm) calculated in the pres-
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FIG. 4. Phase diagram of the two-terminal conductance on
the m0 − T plane. The inset illustrates how Tsf is obtained
from finite-size scaling. The red dots plot Tsf and the red
curve is a guide to the eye that marks the phase boundary
in the presence of spin fluctuations. The dashed lime curve
marks Thm, which is the phase boundary in the absence of spin
fluctuations. The background color shows the Hall conduc-
tance calculated independently for a system of L = W = 50,
which conforms with Tsf .
ence (absence) of spin fluctuations is depicted by red dots
(dashed lime curve). We see that both Tsf and Thm de-
creases monotonically with an increasing ratio of m0/δ.
However, the discrepancy ∆T = Thm − Tsf , which mea-
sures the reduction of critical temperature due to spin
fluctuations, reaches maximum around m0/δ = 0.75; ∆T
vanishes for both m0/δ → 0 and m0/δ → 1 limits.
Finally, we check the consistency of our conclusion
by calculating the Hall conductance σxy using the non-
commutative Kubo formula with periodic boundary con-
ditions, in which the Chern number is obtained directly
from the real space rather than a momentum-space inte-
gral [32, 33]. For a system of L = W = 50, we numeri-
cally calculate σxy and superimpose the result in Fig. 4,
where it exhibits a phase boundary that matches Tsf re-
markably well.
We stress that the mechanism of spin fluctuations stud-
ied in this Letter is entirely different from the ordinary
magnon-electron scattering. First of all, we have consid-
ered the adiabatic regime such that spin fluctuations are
frozen in time, whereas magnons are propagating spin
waves. Second, spin fluctuations form a background ran-
dom potential that scatters the electrons passively, while
reversely, the excitation of spin fluctuations by electrons
is ignored. Third, the physical picture of spin fluctua-
tions persists up to Tc, whereas magnons are well defined
only at low temperatures.
To close our discussion, we further remark that if adja-
cent magnetic layers are antiferromagnetically directed,
5the Dirac electrons will form an axion insulator rather
than a QAH insulator below Tc, which has been real-
ized in MnBi2Te4 [13]. Unlike the QAH insulators, the
topological behavior in an axion insulator does not man-
ifest in transport properties; instead it leads to quan-
tized magneto-electrical responses [15, 34–36]. However,
by performing a similar analysis of spin fluctuations, we
find that the coefficients of magneto-electrical responses
only experience negligible changes.
In summary, we have demonstrated that spin fluctua-
tions can play the role of a frozen random potential that
leads to a significant reduction of the onset temperature
of quantized transport in a magnetic TI. Even in the ab-
sence of structural disorders, considering the exchange
gap at the mean-field level is insufficient to predict the
critical temperature correctly. Our result provides an
alternative explanation of the puzzling in recent exper-
iments, and points out an unavoidable mechanism sup-
pressing the quantized transport even in clean magnetic
TIs.
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