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RANDOM LINEAR COMBINATIONS OF FUNCTIONS FROM L1
P.G. GRIGORIEV
Abstrat. In the paper I study properties of random polynomials with respet to a general
system of funtions. Some lower bounds for the mathematial expetation of the uniform
and reently introdued integral-uniform norms of random polynomials are established.
Key words and phrases: Random polynomial, estimates for maximum of random proess,
integral-uniform norm.
1. Introdution
In the artile we researh random polynomials (linear ombinations of funtions with ran-
dom oeffiients) of the type
Fn(ω, x) :=
n∑
i=1
ξi(ω)fi(x), (1)
where {fi}n1 is a system of funtions on a measure spae (X,µ) and {ξi}ni is a set of independent
random variables on a probability spae (Ω,P) (random oeffiients). Our interest will be
onentrated on the properties of the random variable ‖Fn(ω, ·)‖B(X) , where ‖ · ‖B is a norm
in a ertain spae B onsisting of funtions on (X,µ).
Note, when B = L∞, the formulated above researh topi beomes the lassial problem of
estimating the expetation of the supremum of random polynomial (1). In 1954 Salem and
Zygmund [17℄ established that
E
∥∥ n∑
k=−n
rk(ω)e
ikx
∥∥
∞ ≡
1
22n+1
∑
over all hoies
of signs: εk=±1
∥∥∥ n∑
k=−n
εke
ikx
∥∥∥
∞
≍
√
n log n, (2)
where rk(ω) = sign sin(2
k+1πω) are the Rademaher funtions on [0, 1] and E denotes the
mathematial expetation. However, by the virtue of Khinhin's inequality it follows that
E
∥∥ n∑
k=−n
rk(ω)e
ikx
∥∥
p
≍p
√
n, 1 ≤ p <∞.
These fats demonstrate that the embeddings of the spaes of trigonometri polynomials into
L∞ and Lp with p <∞ are qualitatively different.
By now a number of estimates for the uniform norm of random polynomials (1) with
various onstraints on {ξi}n1 and {fi}n1 have been established. Note while the upper estimates
have many important appliations in analysis and probability, the appliations of the lower
estimates are rather rare. Nevertheless, proofs of the lower estimates are more hallenging
and usually need involving some speifi properties of systems {fi} and {ξi}. E.g. the proof of
the lower bound in (2) in [17℄ essentially relied on the fats that the trigonometri funtions is
a system of haraters (i.e. formulae like cos(α+ β) = cosα · cos β − sinα · sin β were used)
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and that for distribution of linear ombinations of Rademaher funtions an exponential
estimate holds. In [9℄ one an find a short proof of a sharp lower estimate for the random
polynomial
∑
k ξk cos kx, where {ξk} are independent Gaussian variables, this proof relies
on the fat that the matrix
(
cos 2πn jk
)n−1
j,k=0
is a multiple of an orthogonal matrix and that
unorrelated Gaussian variables are independent. Proofs of the upper estimates normally
use a simple averaging argument and need essentially weaker onstraints on system {fi}.
Usually, if an upper estimate for the expetation of a norm of the random polynomial (1)
takes plae, then essentially the same estimate holds if we substitute in (1) the funtions fi
with their absolute values |fi|. In this paper, ontinuing the work [6℄, there is established
a lower estimate for the uniform norm of random polynomials with respet to an abstrat
funtional system {fi}n1 from L1, provided that the system satisfies a weak ondition.
In monographs [13℄, [14℄ one an find a deep theory whih enables to estimate the expeta-
tion of the uniform norm of random polynomials (1), provided {fi} is a system of haraters of
a loally ompat Abelian group restrited to a ompat neighborhood V of the group identity
element. The basi method for estimating the supremum of a random proess in [13℄, [14℄ (in
partiular, of a random polynomial (1)) is redution of the problem to a problem of estimating
the ε-entropy of V with respet to a metri indued by the random proess. This method
was originally introdued by Dudley [3℄ and Sudakov [23℄, [24℄ and later was developed by
Fernique, Marus, Pisier, Talagrand and others (see [13℄, [14℄, [25℄, [4℄). To obtain a lower
estimate for the maximum of a random proess using this method, one has to apply a variant
of Slepian's lemma [19℄ for Gaussian vetors. This lemma enables one to estimate from below
the probability
P
{
max
1≤k≤m
n∑
i=1
ξifi(xk) ≥ α
}
, {xk}m1 is a net in X,
provided that all normalized inner produts (osines of angles):
(Wxj ,Wxk)
|Wxj | · |Wxk |
, j 6= k, for vetors Wxj :=
(
fi(xj)
)n
i=1
∈ Cn, j = 1, . . . ,m
are suffiiently small and {ξi} are independent Gaussian variables. Demonstrating the exis-
tene of suh a net {xj} is usually a separate non-trivial problem. Moreover, sine Slepian's
lemma an be applied only to Gaussian vetors there arise some serious diffiulties with
transfer of the estimates for random polynomials with Gaussian oeffiients to the ase of
non-Gaussian {ξi}.
In 1995 Kashin and Tzafriri [10℄, [11℄, [12℄ introdued another method for obtaining lower
estimates of the uniform norm of random polynomials. In partiular, in [10℄ it was shown that
the lower estimate in the Salem-Zygmund theorem (2) stays true for random polynomials with
respet to an arbitrary orthonormal system, provided that the system is uniformly bounded
in L3. This approah relies on a version of the entral limit theorem with an estimate of
the error term. To apply this method it is not neessary to estimate all angles between the
vetors Wxj , instead of that it suffies to demonstrate that osines of these angles are small
on average.
In [11℄ Kashin and Tzafriri defined the following norm
‖f‖m,∞ :=
∫
X
...
∫
X
max{|f(x1)|, ..., |f(xm)|}dµ(x1)...dµ(xm), (3)
where f is an integrable funtion on a measure spae (X,µ), µ(X) = 1. As in author's
works [5℄, [6℄ let us all it integral-uniform norm for this norm. While obtaining the lower
estimate for the expetation of the uniform norm of the random polynomial (1) in [10℄, [12℄,
a similar estimate for the integral-uniform norm with parameter m ≍ n1/2+ε was de fato
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proved. It is worth mentioning that estimates for the norm ‖f‖m,∞ (or rather for the family
of norms with m ≥ 1) are self-interesting, sine the values of the norms arry quite full
information about the distribution of funtion f : λf (t) = µ{x ∈ X : |f(x)| ≥ t}. Indeed,
it is easy to see that
‖f‖m,∞ =
∫ ∞
0
(
1− (1− λf (t))m
)
dt (4)
and ‖f‖1 ≡ ‖f‖1,∞≤ ‖f‖m,∞ ≤ ‖f‖∞, moreover, ‖f‖m,∞→ ‖f‖∞ as m→∞. In Setion 2
(Th. 2) it will be shown that
‖f‖m,∞ ≍ sup
∆⊂X
µ∆=1/m
{
m
∫
∆
|f | dµ
}
provided there exists a subset of X of measure 1/m.
Using a simple modifiation of the method from [10℄, [12℄, the author [6℄ proved the following
Theorem A. Let {fi}ni=1 and {ξi}ni=1 be systems of funtions defined on probability spaes
(X,µ) and (Ω,P) respetively, satisfying:
(a) ‖fi‖2 = 1 and ‖fi‖2+ε ≤M for all i = 1, . . . , n with some onstants M > 0, ε > 0.
(b)
∥∥ n∑
i=1
cifi
∥∥
2
≤ MRp( n∑
i=1
|ci|2
)1/2
for all sets of oeffiients {ci}n1 with some onstants
p ∈ [0, 12), M > 0, where R ≡ R({ai}n1 ) :=
(
∑n
i=1 |ai|2)2∑n
i=1 |ai|4 and {ai}
n
1 is a fixed set of
omplex oeffiients.
() {ξi}n1 is a system of independent variables suh that Eξi = 0, E|ξi|2 = 1 and
(E|ξi|2+ε) ≤M
Then there exist positive onstants q = q(p), Cj = Cj(p,M, ε), j = 1, 2, 3, suh that
1
P
{
ω ∈ Ω : ∥∥ n∑
i=1
aiξi(ω)fi
∥∥
m,∞ ≤ C1
( n∑
i=1
|ai|2 log P
)1/2}
≤ C2
P q
, (5)
where P = min(m,R)+1 and R = R({ai}) are defined in ondition (b). It obviously implies
E
∥∥∥ n∑
i=1
aiξifi
∥∥∥
m,∞
≥ C3
( n∑
i=1
|ai|2 log P
)1/2
. (6)
(In the ase of small values of m or R the inequality (6) easily follows from Khinhin's and
Holder's inequalities and the trivial estimate: ‖ · ‖m,∞ ≥ ‖ · ‖1.)
Theorem A is a simple generalization of the results from [10℄[12℄, where the ‖ · ‖∞-norm
of random polynomials was estimated. There estimates of type (5), (6) for the uniform norm
were proved in the ase p = 0 and was noted that if ai ≡ 1, these estimates ould be generalized
for the ase p ∈ [0, 1/2). It was also noted that the established estimates stay true for the
integral-uniform norm with parameter m ≍ R1/2.
Roughly speaking, Theorem A implies that an estimate of type (6) for a random poly-
nomial (1) does not take plae only if the system {fi} (of normalized in L2 funtions) is
signifiantly far from an orthonormal one (e.g. if the funtions of the system onverge to a
fixed funtion).
Note when ai ≡ 1 (R({ai}) = n), applying Lemma 1 (see below), one an easily dedue the
ondition (b) for funtions {fi}, satisfying ‖fi‖2 = 1, from the ondition:
1
It is possible to show that in (5) one an hoose the power parameter q arbitrarily from the interval(
0, (1− 2p)/2), in this ase the onstants C1, C2 may depend on the hoie of q. One an nd a detailed proof
of (5) with q = (1− 2p)/4 in [7℄.
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(b
′
) ‖∑ni=1 εifi‖2 ≤Mn 12+β for all hoies of signs εi = ±1
with some β ∈ [0, 12), M > 0.
In [6℄ it was also shown that provided m ≤ R and some additional onstraints on {ξk}n1 the
lower estimate (6) is sharp in sense of order. It was demonstrated by the following
Theorem B. Let {ξk}n1 be a system of independent variables suh that the following expo-
nential estimate holds:
P
{∣∣ n∑
k=1
ckξk
∣∣ > t( n∑
k=1
c2k
)1/2} ≤ C4e−t2C5
for all sets of oeffiients {ck}n1 with some onstants C4, C5 > 0. Then there exists a onstant
C6 = C6(C4, C5) > 0 suh that
E
∥∥ n∑
k=1
ξkfk
∥∥
m,∞ ≤ C6
∥∥( n∑
k=1
|fk|2
)1/2∥∥
m,∞ ·
√
1 + logm
for all systems of funtions {fk}n1 ⊂ L1(X,µ) (µX = 1) and for all m ≥ 1.
Note that the ondition imposed in Theorem A, whih requires the funtions {fi} to be
uniformly bounded in L2+ε, looks rather unnatural sine the theorem provides lower esti-
mates. Roughly speaking, the reason for neessity of suh a ondition is that the uniform
boundness of system {fi} in L2+ε, along with its orthonormality (or a weaker ondition (b′)
ombined with ‖fi‖2 = 1), ensures that the essential supports of funtions fi mutually in-
terset strongly enough. To onvine that the ondition of uniform boundness annot be
simply omitted from Theorem A onsider the example of the funtional system fi :=
√
nχi
on [0, 1], where χi are the indiators of the intervals
(
i−1
n ,
i
n
)
.
The main target of the artile is to generalize Theorem A in the partiular ase ai ≡ 1 for
the random polynomials of type (1) with respet to a system of funtions {fi}n1 , ‖fi‖1 = 1,
whih are not neessarily bounded in Lp, p > 1. To avoid extreme funtional systems, suh
as one in the previous paragraph, the onditions (a) and (b
′
) are substituted for
(d) ‖fi‖1 = 1 for all i = 1, · · · , n and
‖∑ni=1 θifi‖1 ≤Mn 12+p for all hoies of signs {θi}n1 , θi = ±1
with some onstants p ∈ [0, 112 ), M > 0. The main result is the following
Theorem 1. Let {fi}ni=1 be a system of funtions on a probability spae (X,µ) whih satisfies
the ondition (d) with p ∈ [0, 112 ). Let {ξi}ni=1 be independent variables defined on another
probability spae (Ω,P), satisfying Eξi = 0, E|ξi|2 = 1 and E|ξi|3 ≤M3. Then there exist some
onstants q′ = q′(p) > 0, C ′j = C
′
j(p,M) > 0, j = 1, 2, 3, suh that whenever m ≤ n
P
{
ω ∈ Ω : ‖Fn(ω, x)‖m,∞ ≤ C ′1
√
n · (1 + logm)
}
≤ C ′2m−q
′
(7)
and, onsequently,
E‖
n∑
i=1
ξifi‖m,∞ ≥ C ′3
(
n · (1 + logm))1/2, (8)
where Fn is a random polynomial defined by (1). (For small m inequality (1) follows from
Khinhin's inequality.)
This result provides a new estimate not only for the integral-uniform norm but also for the
uniform norm of random polynomials (1):
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Corollary 1. Let funtions {fi}n1 and random variables {ξi}n1 satisfy the onditions of The-
orem 1. Then for the uniform norm of the random polynomial (1) the following estimate
holds
P
{
ω ∈ Ω : ‖Fn(ω, x)‖∞ ≤ C ′1
√
n · (1 + log n)
}
≤ C ′2n−q
′
.
Note that Theorem 1, being stronger than Theorem A in some environments, is weaker than
that in the two aspets: first, it annot be applied to polynomials of type
∑
k akξk(ω)fk(x)
with an arbitrary hoie of non-random oeffiients {ai}; seond, it imposes the ondition (d)
with parameter p < 112 , while in the orresponding ondition for Theorem A (ondition (b)
provided ai ≡ 1 or (b′)) it suffies to have p < 1/2. I think that the onstraint p < 112 an
be relaxed
2
(see Conjeture 2 below). In [7℄ a onjeture about possible generalization of
Theorem 1 for the ase of polynomials
∑
k akξkfk (with non-trivial ak) is formulated.
The organization of the paper is as follows. In Setion 2 we shall prove several auxiliary
results whih were expliitly or impliitly used in [10℄, [12℄, [6℄. We gather these results with
the intention of making the method developed in [10℄, [12℄, [6℄ easier to understand, apply
and make appropriate alterations, e.g. for generalizing of Theorem A for the ase of speifi
values of the power parameter q (see Footnote 1 and Remark 2 below). In Setion 3 we shall
prove Theorem 1. In Setion 4 Theorem 1 will be applied to give a partial solution for a
Funtional Analysis problem formulated by Montgomery-Smith and Semenov in [15℄ and to
estimate the Marinkiewiz norm of random polynomials. In Setion 4 we shall also formulate
two hypotheses, onerning the potential generalizations of Theorem 1.
I would like to express my speial gratitude to B.S. Kashin, whose advisement led me to
establish the results of the paper, I thank also E.M. Semenov and A.M. Zubkov for valuable
remarks and disussions.
2. Auxiliary Results
Integral-Uniform Norm. Let us hek that the definitions (3) and (4) of the integral-
uniform norm are idential. It is well-known that ‖g‖1 =
∫∞
0 λg(t) dt for every funtion
g ∈ L1(Y, ν), where λg(t) := ν{y : |g(y)| ≥ t} is the distribution of g. Thus, to prove equiva-
lene of (3) and (4) it suffies to notie that the funtion
g(x¯) = max
{|f(x1)|, ..., |f(xm)|}, x¯ = (xj)m1 ∈ Xm =: Y,
has the distribution: λg(t) = 1− (1− λf (t))m.
By inequality max(|a|, |b|) ≤ |a|+ |b| it is easy to see that
‖f‖m,∞ ≤ m‖f‖1 and ‖f‖n,∞ ≤ n+ 1
m
‖f‖m,∞ for all f ∈ L1(X), m ≤ n. (9)
For the indiator χ∆ of a set ∆ ⊂ X the identity (4) implies ‖χ∆‖m,∞ = 1− (1− |∆|)m
(here and further we denote |∆| ≡ µ∆). Thus, if m ≥ c|∆|−1, then ‖χ∆‖m,∞ ≥ C(c) with a
onstant C(c) > 0.
2
The ondition (d) with parameter p = 1/2 is obviously satised for all funtional systems {fi}n1 , ‖fi‖1 = 1.
In partiular, it holds for the trivial system fi ≡ 1 for whih by Khinhin's inequality the L∞-norm of random
polynomial with respet to that system is of order
√
n. Thus, it makes sense to think about possible validity
of estimates of type (7), (8) only in the ase p < 1/2.
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For an integrable funtion f ∈ L1 define the following relative norms:
‖f‖∗m := sup
∆⊂X
{1− (1− |∆|)m
|∆|
∫
∆
|f |dµ
}
; (10)
‖f‖′m := sup
∆⊂X
µ∆=1/m
{
m
∫
∆
|f |dµ
}
. (11)
Right side of (11) is well-defined only if there exists an event e ⊂ X suh that µ(e) = 1/m.
However, we will use this norm only if X = [0, 1] with standard Lebesque measure.
The ‖ · ‖∗m- and ‖ · ‖′m-norms are equivalent to ‖ · ‖m,∞-norm, this is proved in the following
result, whih was impliitly established by the author in [6℄.
Theorem 2. For all funtions f ∈ L1[0, 1] the following inequalities take plae
(1− 1
e
)‖f‖′m ≤ ‖f‖∗m ≤ ‖f‖m,∞ ≤ 2‖f‖′m. (12)
Proof. Let us show that 2‖f‖′m ≥ ‖f‖m,∞. Let ∆∗ ⊂ [0, 1] satisfy |∆∗| = 1/m and
m
∫
∆∗
|f | = ‖f‖′m.
(It is easy to see that suh a ∆∗ exists though not neessarily unique). We have
‖f‖m,∞ ≤ ‖f · χ∆∗‖m,∞ + ‖f · (1− χ∆∗)‖m,∞.
By (9) we estimate ‖f · χ∆∗‖m,∞ ≤ m
∫
∆∗ |f | = ‖f‖′m. From the extremality of ∆∗ we get
‖f · (1− χ∆∗)‖m,∞ ≤ ‖f · (1− χ∆∗)‖∞ ≤ 1|∆∗|
∫
∆∗
|f | = ‖f‖′m.
Thus, the inequality ‖f‖m,∞ ≤ 2‖f‖′m is proved.
Let us hek now that for every ∆ ⊂ [0, 1] the following inequality holds:
‖f‖m,∞ ≥ 1− (1− |∆|)
m
|∆|
∫
∆
|f |dµ. (13)
Obviously, it suffies to onsider the ase when f vanishes outside ∆ (supp(f) ⊂ ∆). By (4)
we get
‖f‖k+1,∞ − ‖f‖k,∞ =
∫ ∞
0
(
1− (1− λf (t))k+1
)
dt−
∫ ∞
0
(
1− (1− λf (t))k
)
dt
=
∫ ∞
0
λf (t)
(
1− λf (t)
)k
dt
≥ (1− |∆|)k
∫ ∞
0
λf (t)dt = (1− |∆|)k‖f‖1.
Summing these inequalities from k = 1 to k = m− 1, we get
‖f‖m,∞ − ‖f‖1 ≡ ‖f‖m,∞ − ‖f‖1,∞ ≥ ‖f‖1
m−1∑
k=1
(1− |∆|)k,
whih implies
‖f‖m,∞ ≥ ‖f‖1 1− (1− |∆|)
m
|∆| .
Now, to prove (13) it remains to notie that ‖f‖1 =
∫
∆ |f | (reall suppf ⊂ ∆). Therefore,‖f‖m,∞ ≥ ‖f‖∗m.
The inequality ‖f‖∗m ≥ (1− e−1)‖f‖′m obviously follows from the fat that (1− 1m )m < e−1.
The proof of Theorem 2 is ompleted.
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A Fat from Geometry.
Lemma 1. (See Lemma 1 in [6℄ or Lemma 2.1 in [7℄). Let {wi}ni=1 be a set of vetors in a
linear spae equipped with a norm ‖ · ‖ (or a semi-norm), satisfying ‖wi‖ = 1 and
‖
n∑
i=1
θiwi‖ ≤ c · n
1
2
+β
(14)
for all hoies of signs {θi}ni=1, θi = ±1, with some onstants β ∈ [0, 1/2), c > 0. Then∥∥ n∑
i=1
aiwi
∥∥ ≤ C(c)n 14+β2 ( n∑
i=1
a2i
) 1
2 (14′)
for all sets of oeffiients {ai}n1 . This estimate is sharp, i.e. there exist vetors {wi}n1 , a norm
‖ · ‖, and oeffiients {ai}n1 suh that (14) takes plae, but estimate (14 ′) is sharp in sense of
order.
Geometrially Lemma 1 laims that the onvex hull of the set Bd∞ ∪ (n1/2+β · Bd1) has the
insribed sphere with radius of order n1/4+β/2, here Bd∞ denotes d-dimensional ube whose
verties have oordinates ±1 and Bd1 := {(vk) ∈ Rd :
∑d
1 |vk| ≤ 1}.
Transfer Lemmas. To prove the main result we need the following lemmas whih enable
us to transfer one property of the multidimensional normal distribution (Lemma 3) to the
ase of an abstrat multidimensional distribution.
Lemma 2. Let Ωj ⊂ Ω, j = 1, . . . ,m, be events, satisfying
(1− κ)
m∑
j,k=1
P
(
Ωj ∩ Ωk
) ≤ ( m∑
j=1
P(Ωj)
)2
with some κ ∈ (0, 1). Then P(⋃mj=1Ωj) ≥ 1− κ.
Lemma 3. Let {hj}mj=1 be a set of Gaussian variables suh that Ehj = 0, Eh2j = Dj ≥ r2 > 0,
Ehjhk = vj,k and eah pare (hj , hk), j 6= k has a 2-dimensional normal distribution with den-
sity
φ0,Vj,k(Y ) :=
1
2π(detVj,k)1/2
exp
{− 1
2
(Y, V −1j,k Y )
}
, Y = (y1, y2),
where Vj,k =
(
Dj vj,k
vj,k Dk
)
is a ovariane matrix.
Assume also that there exist some onstants R ≥ 1, c0, δ > 0 suh that
1
m2
m∑
j,k=1
j 6=k
|vj,k| ≤ c0R−δr2.
Then for arbitrary hoie of α < δ1/2 there exists an independent of R onstant
C7 = C7(c0, α, δ) suh that
m∑
j,k=1
P
(
Ψj ∩Ψk
) ≤ (1 + C7P−q0)( m∑
j=1
P(Ψj)
)2
, (15)
where P := min(R,m) + 1, Ψj = Ψj(α) :=
{
hj > α
√
Dj log P
}
and q0 = q0(α, δ) =
min
(
1
3(δ − α2), 32α2
)
> 0.
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Lemma 4. Let (ηj)
m
1 and (hj)
m
1 be random vetors with idential first and seond moments:
Eηj = Ehj = 0, Eηjηk = Ehjhk = vj,k, Dj ≡ vj,j ≥ r2 > 0.
Moreover, let (hj)
m
1 be a Gaussian vetor whose ovariane matrix satisfies the assumption
of Lemma 3 with parameters r, R, c0, δ > 0. Assume also that there exist some positive
onstants δi ≤ 1, Mi i = 1, 2, 3, and α < α0 :=
(
min(δ, δ1, δ2, δ3)
)1/2
suh that∣∣P(Uj(α)) − P(Ψj(α))∣∣ ≤M1P−δ1 , 1 ≤ j ≤ n; (16)∣∣P(Uj(α) ∩ Uk(α)) − P(Ψj(α) ∩Ψk(α))∣∣ ≤M2P−δ2 , (j, k) ∈ σ, (17)
where P = min(R,m) + 1 and
Ψj = Ψ(α) :=
{
ω : hj(ω) > α
√
Dj logP
}
;
Uj = Uj(α) :=
{
ω : ηj(ω) > α
√
Dj logP
}
;
and the index set σ ⊂ {(j, k) : j 6= k, 1 ≤ j, k ≤ m} satisfies |σ| ≥ m2(1−M3P−δ3).
Then there exists a onstant C ′7 = C
′
7(α, c0, δ, δi,Mi), i = 1, 2, 3, suh that
m∑
j,k=1
P
(
Uj(α) ∩ Uk(α)
) ≤ (1 +C ′7P−q′)( m∑
j=1
P
(
Uj(α)
))2
, (18)
where the power parameter q′ = min
{
1
3(δ − α2), 32α2, 56 mini=1,2,3(δi − α
2)
}
> 0.
Remark on Lemmas 24. Lemma 2, being a generalization of the Borel-Cantelli Lemma,
is a known and important result. One an find similar statements, e.g. in [2℄, [22℄, [10℄.
Lemmas 3 and 4, as far as I am aware of, are formulated for the first time, however the ideas
for their proofs have been thoroughly borrowed from [10℄, [12℄. Lemma 4 serves to transfer
the estimates of type (15) to the non-Gaussian ase. Note that the main results of [10℄,
[12℄, [6℄ ould be easier proved and pereived with the help of Lemmas 2 and 4.
Note also that from Lemmas 2 and 3 one an easily derive for Gaussian random vari-
ables {hi}m1 , satisfying the assumption of Lemma 3, the following estimate:
P( max
1≤j≤m
hj > αr
√
logm) ≥ 1− Cm−q0 for m ≤ R,
where R and r are from the statement of Lemma 3 and α, q0, C are some positive onstants.
This fat links Lemma 3 with the results of Slepian [19℄ and

Sidak [20℄, [21℄, devoted to
estimating the distribution of maximum of Gaussian vetors with a non-trivial ovariane
matrix.
Proof of Lemma 2. Let χj be the indiators of the events Ωj ⊂ Ω and let ζ :=
∑n
j=1 χj .
Then E|ζ| = ∑mj=1 P(Ωj), E|ζ|2 = ∑mj,k=1 P(Ωj ∩ Ωk) and supp ζ = ⋃mj=1Ωj . Applying the
Cauhy-Shwarz inequality, we get
(1− κ)1/2(E|ζ|2)1/2 ≤ E|ζ| ≤ (E|ζ|2)1/2(P( m⋃
j=1
Ωj
))1/2
.
This proves Lemma 2.
Proof of Lemma 3. Sine the random variables hj are normal we have
P(Ψj) =
1√
2πDj
∫ ∞
α
√
Dj logP
e−y
2/(2Dj) dy =
1√
2π
∫ ∞
α
√
logP
e−y
2/2 dy. (19)
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Taking into aount that
∫∞
z e
−t2/2 dt ≍ z−1e−z2/2 when z ≥ 1, we have
C−1α (
√
log P )−1P−α2/2 ≤ P(Ψj) ≤ Cα(
√
logP )−1P−α2/2 with a onstant Cα depending only
on α. Thus
m∑
j=1
P(Ψj) ≍α m
α
√
log P
P−α
2/2. (∗)
Thus, to prove (15) it suffies to hek that
m∑
j,k=1
j 6=k
P
(
Ψj ∩Ψk
) ≤ (1 + C ′7P−q0)( m∑
j=1
P(Ψj)
)2
. (15′)
Define the following index set:
σ1 :=
{
(j, k) : 1 ≤ j 6= k ≤ m, |vj,k| < 1
32
r2
}
.
Chebyshev's inequality for the set σc1 = {(j, k) : 1 ≤ j 6= k ≤ m} \ σ1 implies
|σc1| ≤
32
r2
∑
j 6=k
|vj,k| ≤ 32c0m2R−δ.
Therefore, ∑
(j,k)∈σc1
P(Ψj ∩Ψk) ≤ 32c0m2R−δ max
1≤j≤m
P(Ψj).
Thus, taking into aount (19), we get∑
(j,k)∈σc1
P(Ψj ∩Ψk) ≤ 32c0m2R−δ onst
α
√
log P
P−α
2/2.
Applying (*), we onlude that
∑
(j,k)∈σc1
P
(
Ψj ∩Ψk
) ≤ K2R−δ+α2 · ( m∑
j=1
P(Ψj)
)2
(∗∗)
with a onstant K2(α, c0) > 0. Thus, to prove (15
′) we an neglet the summation over σc1
on the left-hand side.
Now, let us estimate the sum
Σ1 :=
∑
s=(j,k)∈σ1
P(Ψj ∩Ψk) =
∞∫
α
√
Dj logP
∞∫
α
√
Dk logP
∑
s∈σ1
exp
{− 12(Y, V −1s Y )}
2π
√
detVs
dy1dy2.
Changing the integration variables t1 =
y1√
Dj
, t2 =
y2√
Dk
, we get
Σ1 =
∫ ∞
α
√
logP
∫ ∞
α
√
logP
∑
s∈σ1
√
DjDk
2π
√
detVs
e−
1
2
Q(t1,t2)dt1dt2,
where Q(t1, t2) := (Y, V
−1
s Y ) is a quadrati form. Evaluating the determinant, we get
detVs = DjDk − v2s and
V −1s =
1
DjDk − v2s
(
Dk −vs
−vs Dj
)
.
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Thus, the oeffiients of the quadrati form Q = ast
2
1 + ast
2
2 − 2bst1t2 are defined by
as =
DjDk
DjDk − v2s
; bs =
vs
√
DjDk
DjDk − v2s
.
Notie also that |vs| ≤ r2/32, provided s ∈ σ1. Therefore, taking into aount that Dj ≥ r2
for all j = 1, . . . ,m, we have
as − bs =
√
DjDk√
DjDk + vs
≥ 1
2
.
Thus, we an estimate the values of the quadrati form Q as follows:
Q(t1, t2) = ast
2
1 + ast
2
2 − 2bst1t2 ≥ (as − bs)(t21 + t22) ≥
1
2
(t21 + t
2
2).
Now, for arbitrary L > 1 we an estimate
J(L) :=
1
2π
∫ ∞
Lα
√
logP
∫ ∞
α
√
logP
∑
s∈σ1
( DjDk
DjDk − v2s
) 1
2
e−
1
2
Q(t1,t2)dt1dt2
≤
∫ ∞
Lα
√
logP
∫ ∞
α
√
logP
∑
s∈σ1
e−
1
4
(t21+t
2
2)dt1dt2
≍α |σ1|
L log P
e−
α2
4
(L2+1) logP ≤ K3m
2
L log P
P−
α2(L2+1)
4 ,
where K3 = K3(α) is a onstant. Choose L = 3 and take into aount (*) to get
J(3) < K4P
− 3
2
α2
( m∑
j=1
P(Ψj)
)2
(∗ ∗ ∗)
with a onstant K4 = K4(α) > 0.
Notie that
Σ1 ≤ 2J(3) + 1
2π
∫ 3α√logP
α
√
logP
∫ 3α√logP
α
√
logP
∑
s∈σ1
√
as · e−
1
2
Q(t1,t2)dt1dt2.
Now, in order to finish the proof of (15) it remains to ompare the expression
A :=
1
2π
∑
s∈σ1
√
ase
− 1
2
Q(t1,t2)
with the expression B := (2π)−1|σ1| exp{−12(t21 + t22)} on the square
α
√
logP ≤ t1, t2 ≤ 3α
√
log P . In fat, if we show that A ≤ B(1 + K5P−q0) with a
onstant K5(α, δ) > 0, then integrating this inequality we get
1
2π
∫ 3α√logP
α
√
logP
∫ 3α√logP
α
√
logP
∑
s∈σ1
√
as exp
{− 1
2
Q(t1, t2)
}
dt1dt2 <
< (1 +K5P
−q0)
∫ ∞
α
√
logP
∫ ∞
α
√
logP
|σ1|
2π
exp
{− 1
2
(t21 + t
2
2)
}
dt1dt2
= (1 +K5P
−q0)
∑
s∈σ1
P(Ψj) · P(Ψk).
This inequality ombined with (**) and (***) would imply (15) and, thus, prove the lemma.
Split the index set σ1 into the subsets
σi :=
{
s ∈ σ1 : 2−ir2 ≤ |vs| < 2−i+1r2
}
, i = 6, 7, . . . .
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Clearly, σ1 =
⋃
i≥6 σi. Chebyshev's inequality for |σi| implies
|σi|2−ir2 ≤
∑
s∈σ1
|vs| ≤ c0r2m2R−δ
and, onsequently,
|σi| ≤ min
(
m2, 2ic0m
2R−δ
)
.
Taking into aount that Dj ≥ r2 for s ∈ σi we have∣∣(as − 1)(t21 + t22)− 2bst1t2∣∣ ≤ (|as − 1|+ |bs|)(t21 + t22) =
=
|vs|√
DjDk − |vs|
(t21 + t
2
2) < 2
2−i(t21 + t
2
2) ≤ 27−iα2 log P
in the domain α
√
log P ≤ t1, t2 ≤ 3α
√
log P . Moreover, it is easy to see that if s ∈ σi and
i ≥ 6, then
√
as =
( DjDk
DjDk − v2s
)1/2
=
(
1 +
v2s
DjDk − v2s
)1/2
≤ 1 + 23−2i.
Gathering all these fats, we get
A ≤ B|σ1|S,
where S :=
∞∑
i=6
|σi|(1 + 23−2i)e
1
2
27−iα2 logP =
[2q0 log2 P ]∑
i=6
+
∞∑
i>[2q0 log2 P ]
=: S1 + S2.
Taking into aount that q0 = min
(
1
3(δ − α2), 32α2
)
, we estimate
S1 ≤
[2q0 log2 P ]∑
i=6
2ic0m
2R−δ · (1 + 2−9)Pα2 ≤ 4c0m2Pα2+2q0R−δ ≤ K6R−q0 |σ1|,
where K6 = K6(c0) > 0 is a onstant.
To estimate S2 notie that P
26α2P−2q0 < (1 +K7P
−q0), where K7(α, q0) > 0 is a onstant.
Thus,
S2 ≤
∑
i>[2q0 log2 P ]
|σi|(1 + 8P−4q0)(1 +K7P−q0) ≤ |σ1|(1 +K8P−q0),
where K8 = 8 + 9K7. Therefore,
S ≤ (1 + (K6 +K8)P−q0)|σ1|
and A ≤ B(1 +K5P−q0). This ompletes the proof of the inequality (15) and Lemma 3.
Remark 1. In Lemma 3 the power parameter q0(α, δ) is not optimally hosen.
It is not diffiult to show that the inequality (15) stays true, provided q0 =
q0(α, δ, ε) = min
{
1
2 (δ − α2), 32α2
}− ε > 0 for arbitrarily small ε. (In order to hek this it
suffies to draw a sharper estimate for the sum S). However, in this ase the onstant C7
in the inequality (15) would depend also on ε > 0. Moreover, somewhat more advaned
modifiation of the proof enables to derive (15) with parameter q0 =
1
2(δ − α2)− ε.
Proof of Lemma 4. Sine the random vetor (hj)
m
1 satisfies the assumption of Lemma 3 it
follows that the estimate (15) for the events {Ψj}mj=1 with the power parameter q0 = 13(δ − α2)
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holds. Thus, to prove (18) it suffies to show that for arbitrary α < α0 the following inequal-
ities take plae:
m∑
j=1
P
(
Ψj(α)
) ≤ (1 + L1P−q1) m∑
j=1
P
(
Uj(α)
)
; (20)
m∑
j,k=1
P
(
Uj(α) ∩ Uk(α)
)≤ m∑
j,k=1
P
(
Ψj(α) ∩Ψk(α)
)
+
L2
P q2
( m∑
j=1
P
(
Ψj(α)
))2
, (21)
where the onstants q1, q2 ≥ q′ and L1, L2 > 0 depend only on α, c0, δ, δi, Mi, i = 1, 2, 3.
Notie that
P
(
Ψj(α)
)
=
1
2πDj
∫ ∞
α
√
Dj logP
e
− y2
2Dj dy ≍α P
−α2/2
α
√
log P
. (22)
Thus, for all α2 < δ1 we have (see (16))
P
(
Uj(α)
) ≍α P(Ψj(α)); (23)
M1P
−δ1 ≤ L3P−δ1+α2 · P
(
Ψj(α)
)
with a onstant L3(α, δ1,M1). Taking into aount (16), we get the inequality (20) with
parameter q1 = δ1 − α2.
In order to prove (21) let us reall that aording to the Lemma assumption
|σc| ≡ ard{(j, k) : j 6= k, (j, k) /∈ σ} ≤M3m2P−δ3 .
Thus, for all α2 < δ1 we get (see (23))∑
(j,k)∈σc
P(Uj ∩ Uk) ≤M3m2P−δ3 max
1≤j≤m
P(Uj) ≤ L4m2P−δ3 P
−α2/2
√
log P
with a onstant L4(α, δ1, δ3,M1,M3). Using (22) and (23), for α
2 < min{δ1, δ3} we get∑
(j,k)∈σc
P
(
Uj(α) ∩ Uk(α)
) ≤ L5P−δ3+α2( m∑
j=1
P
(
Ψj(α)
))2
.
Hene, to prove (21) we an neglet the summation over σc on the left-hand side.
Notie, when α2 < δ1 the estimate (23) implies
m∑
j=1
P
(
Uj(α)
) ≤ L5P−1+α2( m∑
j=1
P
(
Ψj(α)
))2
with a onstant L5(α, δ1,M1). Therefore, to prove (21) we an also neglet summation over
the pares
{
(j, k) : j = k
}
on the left-hand side.
Now, to prove (21) it remains to notie that the assumption (17) implies∑
(j,k)∈σ
P
(
Uj(α) ∩ Uk(α)
) ≤ ∑
(j,k)∈σ
P
(
Ψj(α) ∩Ψk(α)
)
+M2m
2P−δ2 .
Taking into aount (22), for α2 < min{δ1, δ2} we an estimate the error term as follows:
M2m
2P−δ2 ≤ L6P−
5
6
(δ2−α2)
( m∑
j=1
P
(
Ψj(α)
))2
,
where L6 = L6(α, δ1, δ2,M1,M2) is a onstant. Thus, the inequality (21) is proved with the
onstants L2 = L4 + L5 + L6 and q2 = min{56 (δ2 − α2), δ3 − α2}.
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The inequalities (20), (21), ombined with (15), prove (18) with q′ = min{q0, q1, q2}, where
q0 = min(
1
3 (δ − 2α2), 32α2) is the power parameter in (15). The proof of Lemma 4 is om-
pleted.
Remark 2. A simple modifiation to the proof of Theorem A in [6℄, whih would involve
Lemmas 24, enables one to establish the estimate (5) with the power parameter q arbitrarily
hosen from
(
0, 311(1− 2p)
)
. Moreover, if we took unto aount Remark 1 and made some
simple refinements in Lemmas 3 and 4, then we ould prove (5) with the parameter q from
the interval
(
0, (1 − 2p)/2), however in this ase the onstants C1, C2 would depend on q.
In [7℄ one an find a detailed proof of Theorem A for the ase q = (1− 2p)/4.
Central Limit Theorem. For the proof of the main result we need to apply a version of
2-dimensional entral limit theorem with an estimate of the error term. We shall use in one-
and two-dimensional ase the following result due to Rotar' [16℄ (or see Corollary 17.2 in [1℄):
Proposition 1. Let {Xi}Ni=1 be a set of independent random vetors in Rd, satisfying EXi =
0, 1 ≤ i ≤ N , then
sup
A∈C
|PN (A)− Φ0,V (A)| ≤ K1(d)N−1/2m3λ−3/2,
where PN (A) is the probability of the event that N
−1/2∑N
i=1Xi belongs to the set A, C denotes
the lass of all Borel onvex sets in R
d
, K1(d) <∞ is a onstant,
m3 :=
1
N
N∑
i=1
E|Xi|3,
λ is the smallest eigenvalue of the matrix V = N−1
∑N
i=1 ov(Xi), ov(Xi) denotes the o-
variane matrix of vetor Xi, finally, Φ0,V denotes the Gaussian measure on R
d
with the
density
φ0,V (Y ) := (2π)
−d/2(detV )−1/2 exp
{− 1
2
(Y, V −1Y )
}
, Y ∈ Rd.
3. Proof of Theorem 1
Theorem 1 is a diret orollary of more general Theorem 1
′
and Khinhin's inequality.
Theorem 1
′
. Let {fi}ni=1 be a system of funtions on a probability spae (X,µ), satisfying
(d
′
) ‖fi‖1 = 1 for all i = 1, · · · , n;∥∥∑n
i=1 θifi
∥∥
1
≤Mn 12+p1 for all hoies of signs θi = ±1;∥∥(∑ni=1 |fi|2)1/2∥∥1 ≤ Mn 12+p2, where M , p1, p2 ≥ 0 are some onstants, satisfying
p1 + 2p2 <
1
2 and p2 <
1
12 .
Let {ξi}ni=1 be a system of independent random variables on another probability spae (Ω,P),
satisfying Eξi = 0, E|ξi|2 = 1 and E|ξi|3 ≤M3. Then whenever m ≤ n for random polyno-
mial (1) the estimates (7) and (8) hold with some onstants q = q(p1, p2) > 0, Cj =
Cj(p1, p2,M) > 0, j = 1, 2, 3. (These onstants, of ourse, are not the same as the on-
stants from the statement of Theorem A.)
To dedue Theorem 1 from Theorem 1
′
it suffies to notie that validity of ondition (d),
ombined with integrated over x ∈ X Khinhin's inequality (e.g. see [9℄) for the sum∑
ri(ω)fi(x) with fixed x, where ri are the Rademaher funtions, implies∥∥( n∑
i=1
|fi|2
) 1
2
∥∥
1
≤ onst · E
∫
X
∣∣ n∑
i=1
ri(ω)fi(x)
∣∣dµ(x) ≤M ′(M)n 12+p.
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Thus, if ondition (d) holds with parameter p = p1, the ondition (d
′
) holds with p2 ≤ p1
and, onsequently, if p1 <
1
12 , then p1 + 2p2 < 1/2 automatially.
Theorem 1
′
, like Theorem A, is based on the entral limit theorem (Proposition 1), however
its proof requires essentially subtler preparatory work. Roughly speaking, the reason for this
is that while the basis funtions {fi} were supposed to be uniformly bounded in L2+ε it was
possible to find a suffiiently large set E ⊂ X suh that∑n
i=1 |fi(x)|3(∑n
i=1 |fi(x)|2
)3/2 ≤ onst · n−ǫ, x ∈ E, (24)
with some ǫ > 0. This inequality is needed to estimate the error term after the appliation of
the entral limit theorem. Suh a trik was used to prove (5), (6) in [6℄ (and before that it
had been uses in [10℄, [12℄ to prove similar estimates for the uniform norm).
However, in the assumptions of Theorem 1
′
there may be no point x ∈ X suh that
(24) holds. As a orresponding example take the funtions fi := ri + n
qχi, where ri are
the Rademaher funtions, χi are the harateristi funtions of the intervals
(
i−1
n ,
i
n
)
and
1
3 < q <
7
12 . (You an normalize fi in L1 to make the example more appropriate for
Theorem 1
′
.) For suh funtions the ondition (d) holds with p = max{0, q − 12} < 112 , how-
ever the inequality (24) fails a.e. on [0, 1]. Thus, one annot diretly apply Proposition 1, as
well as the other versions of the entral limit theorem, for the sums
∑n
1 ξifi(x). Nevertheless,
the ondition (d
′
) reserves a possibility for suffiiently large set of points x ∈ X to pik out
long enough subsum
∑
i∈Ix ξifi(x) for whih the estimate (24) holds and, onsequently, the
entral limit theorem an be applied. It turns out that the index set Ix may depend on x,
for this reason there arise some diffiulties with the transfer of estimates for subsums to the
ase of original polynomial.
Proof of Theorem 1
′
. Without loss of generality assume 2 ≤ m ≤ nε1 − 1 with some fixed
ε1 = ε1(p1, p2) ∈ (0, 12), whose value will be expliitly set later. Moreover, sine ‖f‖m,∞ de-
pends only on the distribution of f (see (4)) and L1[0, 1] ontains equimeasurable opy of
vetor (fj)
n
1 we an suppose that X = [0, 1] with standard Lebesque measure. The last means
that we an use Theorem 2.
Step 1. For eah x ∈ X define the index set
A(x) ≡ Ax :=
{
k : 1 ≤ k ≤ n, |fk(x)| ≤ n−
1
2
−ε1
n∑
j=1
|fj(x)|
}
.
By Chebyshev's inequality we get |Acx| ≤ n
1
2
+ε1
and |Ax| ≥ n− n 12+ε1. For eah x ∈ X define
a smaller index set: Λ(x) ≡ Λx ⊂ Ax suh that |Λx| = n− [n 12+2ε1 ] and at every x the set Λx
indexes the n− [n 12+2ε1 ] least values of |fk(x)|. In order to define the set Λx formally and
provide it with an additional property that for all k ∈ {1, · · · , n} the set {x : k ∈ Λ(x)} is
µ-measurable we use the following indutive proedure. Let
k1(x) := min
{
k ∈ {1, . . . , n} : |fk(x)| ≥ |fi(x)| ∀i = 1, . . . , n
}
;
K1(x) :=
{
1, . . . , n
} \ {k1(x)}.
Assume that kl(x), Kl(x) for l = 1, . . . , j − 1 are defined and set
kj(x) := min
{
k ∈ Kj−1(x) : |fk(x)| ≥ |fi(x)| ∀i ∈ Kj−1(x)
}
;
Kj(x) := Kj−1(x) \ {kj(x)}.
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It is easy to show that the indies kj(x), j = 1, . . . , n, are measurable funtions of x. Set
Λx :=
{
1, . . . , n
} \ K[n1/2+2ε1 ](x). Clearly, |Λx| = n− [n 12+2ε1 ], Λx ⊂ Ax and∫
X
∑
k∈Λcx
|fk(x)|dµ(x) ≤
∫
X
√
|Λcx| ·
( n∑
k=1
|fk|2
)1/2
dµ(x) ≤Mn 34+p2+ε1 .
and, onsequently, ∫
X
∑
k∈Λx
|fk(x)|dµ(x) ≥ n−Mn
3
4
+p2+ε1 .
Non-triviality of this estimate will be ensured by the hoie of ε1, satisfying
3
4 + p2 + ε1 < 1.
Step 2. Set
X ′ :=
{
x ∈ X :
∑
k∈Λx
|fk(x)| ≥ 1
3
n∑
k=1
|fk(x)|
}
and notie that
∫
X\X′
∑
k∈Λx |fk| ≤ 13
∫
X
∑n
k=1 |fk| = n/3. Therefore, for suffiiently large3
n ≥ n0(ε1 + p2,M) we have∫
X′
∑
Λx
|fk| ≥ n−Mn
3
4
+p2+ε1 − n
3
≥ n
2
.
Holder's inequality for the funtion
F2(x) :=
( ∑
k∈Λx
|fk(x)|2
)1/2
implies ∫
X′
F2(x) dµ(x) ≥
∫
X′
|Λx|−
1
2 ·
∑
k∈Λx
|fk| dµ(x) ≥
√
n
2
.
Notie, if x ∈ X ′ and an index set Ix ⊂ Ax satisfies |Ix| ≥ |Λx|, then by the definitions
of Λx and Ax we get∑
k∈Ix
|fk(x)|3 ≤
(∑
k∈Ix
|fk(x)|2
)
·max
k∈Ix
{|fk(x)|} ≤ (∑
k∈Ix
|fk(x)|2
)
· n− 12−ε1
n∑
k=1
|fk(x)|
≤ n− 12−ε1
(∑
k∈Ix
|fk(x)|2
)
· 3
( ∑
k∈Λx
|fk(x)|
)
≤ 3n− 12−ε1 |Λx|
1
2
(∑
k∈Ix
|fk(x)|2
)3/2
≤ 3n−ε1
(∑
k∈Ix
|fk(x)|2
)3/2
.
Thus ∑
k∈Ix |fk(x)|3(∑
k∈Ix |fk(x)|2
)3/2 ≤ 3n−ε1 . (25)
We shall need this inequality to estimate the error term in the entral limit theorem.
Step 3. Define the sets
Eℓ :=
{
x ∈ X ′ :
√
n
4
2ℓ−1 ≤ F2(x) <
√
n
4
2ℓ
}
, ℓ = 1, 2, . . . .
3
As usual, the ase of small n an be dealt by inreasing or reduing some onstants.
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Assuming n suffiiently large to ensure that
√
n
2
≤
∫
X′
F2 ≤Mn
1
2
+p2 ,
for arbitrary ε2 > 0 we have
µ
{
x ∈ X ′ : F2(x) ≥
√
n
4
2n
ε2
}
≤ 4√
n
2−n
ε2
∫
X′
F2 dµ < 4Mn
p22−n
ε2
. (26)
Notie
∞∑
ℓ=1
∫
Eℓ
F2 dµ =
∫
{F2≥
√
n
4
}∩X′
F2 dµ ≥
√
n
4
so that at least one of the following ases takes plae:
(i)
∑
1≤ℓ<nε2
∫
Eℓ
F2 ≥
√
n/8;
(ii)
∑
ℓ≥nε2
∫
Eℓ
F2 >
√
n/8.
Assume first that (i) holds. Define the following index set
L :=
{
1 ≤ ℓ < nε2 :
∫
Eℓ
F2 ≥ n
1
2
−ε2
16
}
and notie that
∑
ℓ∈L
∫
Eℓ
F2 ≥
√
n
16 . Denote
µℓ := µEℓ; ρℓ :=
√
n
4
2ℓ−1.
It is easy to see that in the ase (i) we have
∑
ℓ∈L
µℓρℓ ≥
√
n
32
; µℓρℓ ≥ n
1
2
−ε2
32
for all ℓ ∈ L.
Further, on steps 511 we shall deal with the ase (i) only. The ase (ii) is simpler and
we shall onsider it on the final step 12.
Step 4. Assume Jx ⊂ {1, . . . , n} is an index set (whih may depend on x ∈ X), satisfying
|Jx| ≥ n− n 12+2ǫ (ǫ < 1/4), and for eah k0 the set {x ∈ X : k0 ∈ Jx} is µ-measurable. Then
for an arbitrary set of signs θk = ±1, k = 1, . . . , n, it follows that∫
X
∣∣ ∑
k∈Jx
θkfk(x)
∣∣dµ(x) ≤ ∫
X
∣∣ n∑
k=1
θkfk(x)
∣∣dµ(x) + ∫
X
∣∣∑
k∈J cx
θkfk(x)
∣∣dµ(x)
≤Mn 12+p1 +
∫
X
√
|J cx | ·
( n∑
k=1
|fk(x)|2
)1/2
dµ(x)
≤Mn 12+p1 +Mn 34+p2+ǫ≤ 2Mn 12+max{p1,p2+ 14+ǫ}.
Therefore, by Lemma 1 for arbitrary oeffiients {ak}n1 we have∫
X
∣∣ ∑
k∈Jx
akfk
∣∣dµ(x) ≤ Cn 14+ 12 max{p1,p2+ 14+ǫ}( n∑
k=1
|ak|2
) 1
2
with a onstant C(M) > 0.
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Step 5. Let us hoose the onstants ε1, ε2, ε3 > 0 suh that the following inequalities take
plae:
2ε2 + ε3 ≤ 14(1− 2p1 − 4p2);
ε1
2 + 2ε2 + ε3 ≤ 32
(
1
12 − p2
)
.
(27)
The reasons for suh a hoie will be lear soon. To be definite we ould set
2ε2 =
ε1
2
= ε3 := min
{1
2
( 1
12
− p2
)
,
1
8
(1− 2p1 − 4p2)
}
.
The onstraints imposed on p1 and p2 ensure that ε1, ε2 and ε3 are positive.
Consider some Eℓ, ℓ ∈ L. For x¯ = (xi)m1 ∈ (Eℓ)m set
I(x1, . . . , xm) :=
m⋂
j=1
Axj ;
ϕ(x1, . . . , xm) :=
1
m2
m∑
j,k=1
j 6=k
∣∣∣ ∑
i∈I(x¯)
fi(xj)fi(xk)
∣∣∣.
Note that |I(x¯)| ≥ n − mn 12+ε1 ≥ n − n 12+2ε1 . Using the fat that the set I(x1, . . . , xm)
and the funtion ϕ(x1, . . . , xm) are invariant with respet to permutations of the oordinates
(x1, . . . , xm), we get
1
µmℓ
∫
(Eℓ)m
ϕ(x¯)dµm(x¯) =
m(m− 1)
m2µmℓ
∫
(Eℓ)m
∣∣∣ ∑
k∈I(x¯)
fk(x1)fk(x2)
∣∣∣dµm(x¯) ≤
≤ 1
µmℓ
∫
(Eℓ)m−2
{∫
X
∫
X
∣∣∣ ∑
k∈I(x¯)
fk(x1)fk(x2)
∣∣∣dµ(x1)dµ(x2)}dµm−2(x3, . . . , xm).
Applying the arguments of Step 4 for the set I(x¯) á ǫ = ε1, we get∫
X
∫
X
∣∣∣ ∑
k∈I(x¯)
fk(x1)fk(x2)
∣∣∣dµ(x1)dµ(x2) ≤
≤ Cn 14+ 12 max{p1,p2+ 14+ε1} ·
∫
X
( n∑
k=1
|fk(x1)|2
)1/2
dµ(x1),
whih in turn implies
1
µmℓ
∫
(Eℓ)m
ϕ(x¯)dµ(x1) . . . dµ(xm) ≤ CM
µ2ℓ
n
3
4
+p2+
1
2
max{p1,p2+ 14+ε1}. (28)
We are going to show that there exists a set Gℓ ⊂ (Eℓ)m suh that µmGℓ ≥ 12µmℓ and
ϕ(x¯) ≤ C0ρ2ℓn−ε3
for all x¯ = (xi)
m
1 ∈ Gℓ with some onstants ε3, C0(p1, p2,M) > 0. Indeed, whenever ℓ ∈ L we
have µℓρℓ ≥ 2−5n
1
2
−ε2
whih, ombined with (28), implies
1
µmℓ
∫
(Eℓ)m
ϕ(x¯)dµm(x¯) ≤ CM210ρ2ℓn2ε2−1n
3
4
+p2+
1
2
max{p1,p2+ 14+ε1} ≤ CM210ρ2ℓn−ε3,
where the onstants ε1, ε2, ε3 hosen positive and satisfying the inequalities (27). Thus, by
Chebyshev's inequality for the set
Gℓ :=
{
x¯ ∈ Eℓ : ϕ(x¯) ≤ CM211ρ2ℓn−ε3
}
, ℓ ∈ L,
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we have µmGℓ ≥ 12µmℓ .
Step 6. For every ℓ ∈ L and (xj)m1 ∈ Gℓ define the random vetor η = (ηj)m1 by
ηj(ω) := |I(x¯)|−1/2
∑
i∈I(x1,...,xm)
ξi(ω)fi(xj).
We are going to show that
sup
v∈Rm
P
{
max
1≤j≤m
|ηj + vj| ≤ αρℓ
√
logm
|I(x¯)|
}
≤ K0
mq
(29)
with some positive onstants α, K0 and q whih depend only on p1, p2, M . Obviously,
inequality (29) holds if
min
θj=±1
P
( m⋃
j=1
{
θjηj ≥ αρℓ
( logm
|I(x¯)|
)1/2})
≥ 1− K0
mq
(to see that it suffies to take θj = −sign(vj)). To prove the latter inequality we show that
min
θj=±1
P
( m⋃
j=1
{
θjηj ≥ α
√
dj,ℓ logm
})
≥ 1− K0
mq
, (29′)
where dj,ℓ := D(ηj) =
1
|I(x¯)|
∑
i∈I(x¯)
|fi(xj)|2 ≥ 1|I(x¯)|
∑
i∈Λ(xj)
|fi(xj)|2 ≥ ρ
2
ℓ
|I(x¯)| .
(While estimating dj,ℓ we used the definition of Λx and the fat that |I(x¯)| ≥
n−m · n 12+2ε1 ≥ |Λx|.)
For a fixed set of signs {θj}m1 (θj = ±1) denote
Uj = Uj(α) :=
{
ω ∈ Ω : θjηj ≥ α
√
dj,ℓ logm
}
;
vj,k :=
θjθk
|I(x¯)|
∑
i∈I(x¯)
fi(xj)fi(xk),
and note that by the definition of the set Gℓ
1
m2
m∑
j,k=1
j 6=k
|vj,k| ≤ C0ρ2ℓn−ε3 |I(x¯)|−1. (30)
In what follows we are going to demonstrate that the random variables ηj are almost
Gaussian and, moreover, almost parewise Gaussian. Then we apply Lemma 4 (with param-
eters R = n, P = m) and establish for the events Uj the following inequality:
m∑
j,k=1
P
(
Uj(α) ∩ Uk(α)
) ≤ (1 + L0m−q)( m∑
j=1
P
(
Uj(α)
))2
(31)
with some onstants L0(p1, p2,M), q(p1, p2) > 0, this inequality with help of Lemma 2 im-
plies (29
′
). Thus, to prove (29) it suffies to prove (31). Steps 7 and 8 are devoted to the
proof of (31).
Step 7. Let (hj)
m
1 denote a Gaussian vetor with zero mean and the ovarianes: Ehjhk = vj,k
and Ψj = Ψj(α) := {ω : hj > α
√
dj,ℓ logm}. Note that
P(Ψj) = (2πdj,ℓ)
−1/2
∫ ∞
α
√
dj,ℓ logm
exp
(− y2
2dj,ℓ
)
dy.
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We are going to apply Lemma 4 to the vetors (ηj)
m
1 and (hj)
m
1 . In order to hek the
onditions (16), (17) we shall use Proposition 1.
Given fixed x¯ = (xj)
m
1 ∈ Gℓ and a set of signs {θj}m1 , θj = ±1, let us apply Proposition 1
to the set of random variables
{
θjfi(xj)ξi(ω)
}
i∈I(x¯) for eah 1 ≤ j ≤ m. Here N = |I(x¯)| and
m3 =
1
|I(x¯)|
∑
k∈I(x¯)
E|ξk|3|fk(xj)|3 ≤ M
3
|I(x¯)|
∑
k∈I(x¯)
|fk(xj)|3
λ = V =
1
|I(x¯)|
∑
k∈I(x¯)
E|ξk|2|fk(xj)|2 = dj,ℓ.
Taking into aount (25), we get
|I(x¯)|−1/2m3λ−3/2 ≤ 3M3n−ε1
and, onsequently, by Proposition 1 applied for the variable θjηj it follows that
|P(Uj(α)) − P(Ψj(α))| ≡
∣∣P(Uj(α))− ( 1
2πdj,ℓ
)1/2∫ ∞
α
√
dj,ℓ logm
exp
{−y2
2dj,ℓ
}
dy
∣∣
≤ 3K1(1)M3n−ε1 . (32)
Step 8. As in the proof of Lemma 3 set
σ1 :=
{
(j, k) : 1 ≤ j 6= k ≤ m, |vj,k| <
ρ2ℓ
8|I(x¯)|
}
.
By Chebyshev's inequality it follows that (see (30))
|σc1| ≤
8|I(x¯)|
ρ2ℓ
m∑
j,k=1
j 6=k
|vj,k| ≤ 8C0m2n−ε3 ≤ 8C0m2−ε3/ε1 . (33)
(We used the assumption that m ≤ nε1).
To apply Lemma 4 and, thus, to prove (31) it remains to demonstrate that an estimate of
type (17) holds for all (j, k) ∈ σ1.
For a fixed pare s = (j, k) ∈ σ1 onsider the following set of random vetors in R2:{(θjξi(ω)fi(xj)√
dj,ℓ
,
θkξi(ω)fi(xk)√
dk,ℓ
)}
i∈I(x1,...,xm)
.
Apply Proposition 1 to this set. Here
ms3 =
1
|I(x¯)|
∑
i∈I(x¯)
E|ξi|3
( |fi(xj)|2
dj,ℓ
+
|fi(xk)|2
dk,ℓ
)3/2
;
V s =
1
|I(x¯)|


∑
i∈I(x¯)
|fi(xj)|2
dj,ℓ
θjθk√
dj,ℓdk,ℓ
∑
i∈I(x¯)
fi(xj)fi(xk)
θjθk√
dj,ℓdk,ℓ
∑
i∈I(x¯)
fi(xj)fi(xk)
∑
i∈I(x¯)
|fi(xk)|2
dk,ℓ

 .
Therefore,
V s =

 1 vs√dj,ℓdk,ℓ
vs√
dj,ℓdk,ℓ
1

 .
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Sine s ∈ σ1, we an estimate:
detV s = 1− v
2
s
dj,ℓdk,ℓ
≥ 1− 1
64
≥ 1
2
.
Sine the matrix V s is positive definite both its eigenvalues: λ2 ≥ λ1 are positive. Therefore,
taking into aount that λ1 + λ2 = trae V
s = 2, we get
1
2
≤ detV s = λ2λ1 ≤ 2λ1
so that λ1 > 1/4. Taking into aount (25) and the definition of dj,ℓ, I(x¯), we estimate
ms3 ≤ 8M3|I(x¯)|1/2 · 3n−ε1 .
Thus, by Proposition 1 we have
∣∣∣P(Uj ∩ Uk)− 1
2π
√
detV s
∞∫
α
√
dj,ℓ logm
∞∫
α
√
dk,ℓ logm
e−
1
2
(Y,(V s)−1Y )dy1dy2
∣∣∣ ≡
≡ ∣∣P(Uj ∩ Uk)− P(Ψj ∩Ψk)∣∣ ≤ K1(2)ms3λ−3/21|I(x¯)|1/2 < 200M
3K1(2)
nε1
. (34)
Now, equipped with the estimates (32), (33) and (34) we an apply Lemma 4 with param-
eters R = n, P = m, δ1 = δ2 = ε1 and δ = δ3 = ε3/ε1 to derive (31) and, thus, to prove (29)
with some
4
fixed α > 0, q(p1, p2) > 0.
Step 9. The aim of this step is to prove that
P
( m⋃
j=1
{
ω :
∣∣ n∑
i=1
ξi(ω)fi(xj)
∣∣ ≤ αρℓ√logm}) ≤ K0m−q (35)
for (xj)
m
1 ∈ Gℓ, ℓ ∈ L. This inequality will easily follow from (29) and the following
Lemma 5. Let η = (ηj)
m
1 and η
c = (ηcj)
m
1 be independent random vetors and let B ⊂ Rm
be an open or losed set, satisfying
sup
v∈Rm
P
{
η + v ∈ B} ≤ p
with some fixed p ∈ (0, 1). Then P{η + ηc ∈ B} ≤ p.
Proof of Lemma 5. Let χ(v,w) denote the harateristi funtion of the set
{(v,w) : v + w ∈ B} ⊂ R2m, then
P
{
η + ηc ∈ B} = ∫
Rm
∫
Rm
χ(v,w) dFη| ηc(v|w)dFηc (w),
where Fη| ηc(v|w) is the onditional distribution of vetor η given ηc (see [18℄ for the defini-
tion), Fηc(w) is the distribution of η
c
. Sine the vetors η and ηc are independent, we have
Fη| ηc(v|w) = Fη(v) and
P
{
η + ηc ∈ B} = ∫
Rm
∫
Rm
χ(v,w) dFη(v)dFηc(w)
=
∫
Rm
P
{
η ∈ B − w} dFηc(w) ≤ p
Lemma 5 is proved.✷
4
In this work we do not try to hoose the power parameter q optimally. However, note if α2 = 1
4
( 1
12
− p1)
than Lemma 4 ensures (31) and (29) with q = 1
4
( 1
12
− p1).
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Now, to dedue (35)
5
from (29) it suffies to notie that the random vetors, defined by
ηj :=
1√
|I(x¯)|
∑
i∈I(x¯)
ξifi(xj), η
c
j :=
1√
|I(x¯)|
n∑
i=1
ξifi(xj)− ηj ,
are independent and apply Lemma 5 to these vetors with parameter p = K0m
−q
and
B := {(yj)m1 ∈ Rm : |yj | ≤ αρℓ
√
logm
|I(x¯)|}.
Step 10. For ℓ ∈ L set
Ωℓ :=
{
ω ∈ Ω : µm{x¯ ∈ Gℓ : max
1≤j≤m
∣∣Fn(ω, xj)∣∣ ≥ αρℓ√logm} ≥ µmGℓ
2
}
.
From (35) it follows that
γ := P×µm
{
(ω, x¯) ∈ Ω×Gℓ : max
1≤j≤m
∣∣Fn(ω, xj)∣∣ ≥ αρℓ√logm} ≥ (1− K0
mq
)
µmGℓ.
Thus, we have
P(Ωℓ)µ
mGℓ +
(
1− P(Ωℓ)
)µmGℓ
2
≥ γ ≥ (1−K0m−q)µmGℓ
and, therefore P(Ωℓ) ≥ 1− 2K0m−q.
We shall need the following
Lemma 6. Let Tℓ ≥ 0 be numbers, satisfying
∑L
ℓ=1 Tℓ = T (L may be infinite), and let Ωℓ
be events, satisfying P(Ωℓ) ≥ 1− p. Then
P
{ L∑
ℓ=1
TℓIΩℓ(ω) ≤
T
2
} ≤ 2p,
where IΩℓ are the indiators of Ωℓ.
Proof of Lemma 6. Set q = P(
∑L
ℓ=1 TℓIΩℓ ≤ T2 ), then
q
T
2
+ (1− q)T ≥ E
L∑
ℓ=1
TℓIΩℓ ≥ T (1− p).
Therefore, q ≤ 2p. Lemma 6 is proved.✷
Let us apply Lemma 6 to the numbers Tℓ := µℓρℓ and the events Ωℓ for ℓ ∈ L with the
parameter p = 2K0m
−q
. We derive that there exists an event Ω0 and a subset L0(ω) ⊂ L
suh that Ω0 ⊂
⋂
ℓ∈L0 Ωℓ,
P(Ω0) ≥ 1− 4K0m−q
and (see Step 3) ∑
ℓ∈L0(ω)
µℓρℓ ≥ 1
2
∑
ℓ∈L
µℓρℓ ≥
√
n
64
a.s. on Ω0 (36)
5
If we were only interested in estimates for the uniform norm of random polynomials (Corollary 1), then
pratially we ould nish the proof on this step. Indeed, inequality (35) with m = [nε1 ] proves Corollary 1 for
the ase (i) from Step 3. If the ase (ii) takes plae, then it sues to apply Proposition 1 to {fi(x)ξi}i∈A(x)
at a single point x ∈ Eℓ, ℓ > nε1 , and, by Lemma 5, derive the desired estimate with a great reserve.
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Step 11. For ℓ ∈ L set
∆ℓ(ω) :=
{
x ∈ Eℓ : |Fn(ω, x)| ≥ αρℓ
√
logm
}
.
Almost surely on Ωℓ we have
(µEℓ)
m − (µEℓ − µ∆ℓ)m = µm{x¯ ∈ Emℓ : max
1≤j≤m
|Fn(ω, xj)| ≥ αρℓ
√
logm
}
≥ µ
mGℓ
2
≥ (µEℓ)
m
4
≡ µ
m
ℓ
4
.
Therefore, 1 ≥ 14 +
(
1− µ∆ℓµℓ
)m
and
µ∆ℓ
µℓ
≥ 1−
(3
4
)1/m
≥ 1
4m
.
There exist some subsets ∆′ℓ(ω) ⊂ ∆ℓ(ω) suh that µ∆′ℓ = µℓ4m . Set E′ =
⋃
ℓ∈L0 ∆
′
ℓ(ω),
µE′ = 14m
∑
ℓ∈L0 µℓ.
Now, for almost all ω ∈ Ω0 (Ω0 and L0 defined on the previous step) by Theorem 2 we an
estimate the integral-uniform norm of the random polynomial Fn(ω, x) of the type (1), using
its relative norm ‖ · ‖∗m (see (10)). We have
‖Fn(ω, ·)‖∗m ≥
1
µE′(ω)
( ∫
E′(ω)
|Fn(ω, x)|dµ(x)
)(
1− (1− µE′(ω))m) ≥
≥ 1
µE′(ω)
( ∑
ℓ∈L0(ω)
µℓ
4m
αρℓ
√
logm
)(
1− (1− µE′(ω))m) =
= α
√
logm
( ∑
ℓ∈L0(ω)
µℓρℓ
)
· t−10
(
1− (1− t0
4m
)m)
,
where t0 =
∑
ℓ∈L0 µℓ. Taking into aount (36) and that 1− (1− t4m )m ≥ t/8 for t ∈ (0, 1)
and m ≥ 1, by Theorem 2 (see (12)) we get
‖Fn(ω, ·)‖m,∞ ≥ ‖Fn(ω, ·)‖∗m ≥ 8−3α
√
n logm a.s. on Ω0.
This, ombined with P(Ω0) ≥ 1− 4K0m−q, proves (7) if the ase (i) takes plae (see Step 3).
Step 12. In order to finish the proof of the theorem, it remains to onsider the
ase (ii) from Step 3. Notie, sine the inequality (25) holds a.e. on X ′ (for Ix = Ax),
we an apply Proposition 1 (in the one-dimensional ase) for the sum of random variables
ηx := |Ax|−1/2
∑
i∈Ax ξifi(x). We get
sup
v∈R
P
{
|ηx + v| ≤ γ
√
d(x)
}
= (2π)−1/2
∫ γ
−γ
e−y
2/2dy +O(n−ε1),
where d(x) := |Ax|−1
∑
i∈Ax |fi(x)|2. Set γ = m−ε1 , then for almost all x ∈ Eℓ, ℓ ≥ 1, we get
sup
v∈R
P
{
|ηx + v| ≤
√
d(x)m−ε1
}
≤ K ′m−ε1
with a onstant K ′(p1, p2,M) > 0. Taking into aount that |Ax|d(x) ≥ ρ2ℓ for x ∈ Eℓ, by
Lemma 5 we get
P
{∣∣ n∑
i=1
ξifi(x)
∣∣ ≤ ρℓm−ε1} ≤ K ′m−ε1 for all ℓ ≥ 1 a.e. on Eℓ.
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For eah ℓ ≥ nε2 define the sets:
Ω′ℓ :=
{
ω ∈ Ω : µ{x ∈ Eℓ : ∣∣Fn(ω, x)∣∣ ≥ ρℓm−ε1} ≥ µEℓ
2
}
.
As on Step 10, it is easy to prove that there exist events Ω′0 and an index set
L0(ω) ⊂ {ℓ : ℓ ≥ nε2} suh that Ω′0 ⊂
⋂
ℓ∈L0 Ω
′
ℓ, P(Ω
′
0) ≥ 1− 4K ′m−ε1 and∑
ℓ∈L0(ω)
µℓρℓ ≥ 1
2
∑
ℓ≥nε2
µℓρℓ ≥
√
n
32
(37)
a.s. on Ω′0. As on Step 11 set
∆ℓ(ω) :=
{
x ∈ Eℓ : |Fn(ω, x)| ≥ m−ε1ρℓ
}
, ℓ ≥ nε2 .
By definition of Ω′ℓ we have µ∆ℓ ≥ µEℓ/2 ≡ µℓ/2 a.s. on Ω′ℓ, so there exist subsets
∆′ℓ(ω) ⊂ ∆ℓ(ω) suh that µ∆′ℓ = µℓ/2. Set E′ :=
⋃
ℓ∈L0 ∆
′
ℓ(ω). Estimate the ‖ · ‖∗m-norm
of random polynomial (1) (see (10)) a.s. on Ω′0 as follows
‖Fn(ω, ·)‖∗m ≥
1
µE′(ω)
(∫
E′(ω)
|Fn(ω, x)|dµ(x)
)(
1− (1− µE′(ω))m)
≥ 2∑
ℓ∈L0(ω)µℓ
( ∑
ℓ∈L0(ω)
µℓ
2
ρℓm
−ε1
)(
1−
(
1−
∑
ℓ∈L0(ω)
µℓ
2
)m)
= m−ε1
( ∑
ℓ∈L0(ω)
µℓρℓ
)
· 1− (1− t)
m
2t
,
where t =
∑
ℓ∈L0(ω) µℓ/2 < Mn
p22−nε2 (see (26)). Notie that (1− y)m ≤ 1− m2 y
for y ∈ (0, 1m ), so provided suffiiently large n > n0(p1, p2,M) we have
t−1(1− (1− t)m) > m/2. Therefore, ombining (37) and Theorem 2, we obtain
‖Fn(ω, ·)‖m,∞ > 128−1m1−ε1
√
n a.s. on Ω′0.
The proof of Theorem 1
′
is ompleted.
Remark 3. (An analog of a remark from [10℄). In the statement of Theorem 1 the ondition
of uniform boundness of the third moments E|ξi|3 ≤M3 an be relaxed to a weaker ondition:
E|ξi|2+ε ≤M with some ε > 0. In this ase the onstants in (7) would depend also on ε. In
order to prove suh a statement it suffies to apply instead of Proposition 1 with a more
preise version of the entral limit theorem (Corollary 18.3 in [1℄).
4. Appliations and open problems
Appliations of the Integral-UniformNorm. In [15℄ Montgomery-Smith and Semenov
in onnetion with their researh of stritly singular embeddings of rearrangement invariant
spaes in L1[0, 1] (i.e. the spaes whose norms are invariant with respet to measure invariant
hanges of variable) put forward a hypothesis whih we formulate in somewhat simplified
form:
Conjeture 1. For an arbitrary set of funtions {fi}ni=1 from L1[0, 1] suh that ‖fi‖1 = 1,
there exist a set of signs {θi}ni=1, θi = ±1, and a onstant c0 > 0 suh that∥∥ n∑
i=1
θifi
∥∥′
2k
≡ sup
∆⊂[0,1]
µ∆=2−k
{
2k
∫
∆
∣∣ n∑
i=1
θifi(x)
∣∣dµ(x)} ≥ c0√nk (38)
for all k = 1, . . . , n (see (11)).
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Using Theorem 1 we an show that the assertion of Conjeture 1 is true, at least if param-
eter k in (38) varies only in 1, . . . , [log n]:
Theorem 3. For an arbitrary set of funtions {fi}ni=1 ⊂ L1[0, 1] suh that ‖fi‖1 = 1, there
exist a sequene of signs {θi}ni=1, θi = ±1, and a onstant c0 > 0 suh that (38) holds for all
k = 1, . . . , [log n].
The proof of Theorem 3 almost oinide with the proof of Theorem 5 in [6℄. The only
differene is that instead of Theorem A, formulated in the Introdution, we need to apply
Theorem 1.
Conjeture 1 in the general form stays open. Note that for k ≍ nσ the inequality (38)
annot be proved by a random signs argument, sine in most ases the order of the uniform
norm (and, thus the integral-uniform one) of random polynomials (1) is bounded from above
by
√
n log n, e.g. this follows from the Salem-Zygmund estimate (2) (see also Th. B from
Introdution and Th. 4.3 in [8℄).
Now, let us show that from an estimate of the integral-uniform norm it is possible to get
one for the Marinkiewiz norm. Let ϕ : [0, 1] → [0, 1] be an inreasing onave funtion suh
that ϕ(0) = 0 and ϕ(1) = 1. Then the Marinkiewiz spae is defined as a spae of funtions
on [0, 1], equipped with the norm (e.g. see [15℄):
‖f‖M(ϕ) := sup
0<t<1
{ 1
ϕ(t)
∫ t
0
f∗(s) ds
}
,
where f∗ is the dereasing rearrangement of f , defined by
f∗(s) := inf
{
τ > 0 : µ
{
x ∈ [0, 1] : f(x) ≥ τ} < s}.
As a diret orollary of (6) or (8) and the equivalene of the norms ‖ · ‖′m and ‖ · ‖m,∞ (see
Th. 2) one an get an estimate for the Marinkiewiz norm:
Theorem 4. Assume that for a random polynomial Fn(ω, x) of type (1) the estimate (8)
takes plae for all m ≤ n. And let ϕ : [0, 1] → [0, 1] be an inreasing onave funtion suh
that ϕ(0) = 0, ϕ(1) = 1. Then the Marinkiewiz norm of Fn(·, x) an be estimated as follows:
E‖Fn(ω, x)‖M(ϕ) ≥ A
√
n max
m=2,...,n
{ √logm
mϕ(1/m)
}
with a onstant A > 0.
On Possible Generalizations of Theorem 1.
Conjeture 2. The onlusion of Theorem 1 stays true for random polynomials (1) with
respet to funtional systems {fi}n1 whih satisfy ondition (d) with parameter p ∈ [0, 1/2)
(in Theorem 1 it is assumed that p < 1/12).
A somewhat weaker form of Conjeture 2 ould be proved if we ould prove a statement
of the following type:
Conjeture 3. For systems of funtions {fi}n1 whih satisfy (d) with parameter p ∈ [0, 1/2)
there exist some onstants ε0 ∈ (0, 12), L > 0 suh that∫
X
∑
1≤k≤n1/2+ε
f∗k (x) dµ(x) ≤ onst · np+Lε,
provided ε ∈ (0, ε0), here f∗k (x) denote the dereasing ordered values |fj(x)| at a fixed
point x ∈ X.
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By the assertion of Conjeture 3 one ould make some estimates in Step 4 in the proof of
Theorem 1
′
more effiient. It is optimization of Step 4 that is most promising for prospetive
generalizations of Theorem 1 in the diretion of Conjeture 2.
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