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Abstract—Stability of time domain integral equation (TDIE)
solvers has remained an elusive goal for many years. Advance-
ment of this research has largely progressed on four fronts: (1)
Exact integration, (2) Lubich quadrature, (3) smooth temporal
basis functions, and (4) Space-time separation of convolutions
with the retarded potential. The latter method was explored
in [1]. This method’s efficacy in stabilizing solutions to the
time domain electric field integral equation (TD-EFIE) was
demonstrated on first order surface descriptions (flat elements)
in tandem with 0th order functions as the temporal basis. In
this work, we develop the methodology necessary to extend to
higher order surface descriptions as well as to enable its use
with higher order temporal basis functions. These higher order
temporal basis functions are used in a Galerkin framework. A
number of results that demonstrate convergence, stability, and
applicability are presented.
Index Terms—Time-domain integral equations, higher order
temporal basis, stability, time-domain analysis, marching-on-in-
time, space-time Galerkin method.
I. Introduction
Since the initial development of time domain integral equa-
tion (TDIE) solvers in the 1960s [2], their use in electromag-
netic simulations has only recently been on the uptick. This
renewed interest is thanks to the solution of the computational
complexity bottleneck [3, 4] and increasingly sophisticated
approaches to addressing instability. While a plethora of
stabilization schemes have been developed over the last two
decades [5–10], the most promising schemes appear to be
Lubich quadrature [11, 12], smooth and bandlimited temporal
basis functions [8], quasi-exact integration [13, 14], and the
separable expansion method [1]. Lubich quadrature relies on
applying a Laplace transform to the appropriate TDIE and
using a finite differencing scheme to map to the Z transform
domain. This discretized equation is then solved by marching
in time. These methods have yielded excellent results, but are
characterized by interactions with infinite temporal tails, lead-
ing to higher scaling in both computational cost and memory.
Methods to overcome this cost scaling are current topics of
research. Alternatively, smooth and bandlimited temporal basis
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functions can be effective in stabilizing TDIE solutions. The
smoothness of these functions allows for accurate evaluation
of retarded potential integrals using conventional quadrature
rules. However, these functions are symmetric about their
interpolation point and, therefore, produce marching systems
that are noncausal, requiring extrapolation. This necessitates
the use of very small time steps to maintain stability. Quasi-
exact integration schemes transform surface integrals into
volume integrals of the correlation function and the Green’s
function, which are then evaluated quasi-analytically. The crux
of this procedure is in determining the correlation function
and its domain of support, which is difficult for higher order
geometries. This motivates the twin goals of this work, which
are to develop a method that maintains temporal locality,
while achieving higher order temporal accuracy and being
extensible to higher order geometric descriptions. As alluded
to earlier, [1] was a purely numerical approach to stabilizing
TDIE solutions. It is, therefore, easily extended to higher order
descriptions of the geometry. However, achieving high order
accuracy in time is more challenging.
Historically, collocation in time has been the preferred
method for time-marching schemes, although recent research
has shown that Galerkin methods yield more accurate and
stable methods [15, 16]. To achieve higher order accuracy in
time, in this work, we build on [16] and use a higher order
temporal basis, albeit with a small variation-the support of
these functions is restricted to one time interval. This permits
the use of Galerkin testing to develop a causal marching
scheme. The stability of the resulting time marching scheme
is further improved by using the purely numerical approach
developed in [1]. Additionally, separation of space-time allows
for easy implementation of higher order discretization in space
within this framework.
The paper is organized as follows: Section II formulates
the scattering problem, details its discretization, and presents
modifications to impedance matrix elements using a separa-
ble representation; and Section III shows the interpolation
accuracy of the new temporal basis and presents a number
of scattering results, including convergence studies of farfield
scattering.
II. Formulation
A. Time domain EFIE, MFIE, and CFIE
Consider a perfect electrically conducting (PEC) scatterer
residing in free space. Let ∂Ω represent the surface of the
scatterer; the regions interior and exterior to the scatterer
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2are denoted as Ωi and Ωe = R3 \ Ωi, respectively; the
unit vector normal to ∂Ω is denoted as nˆ. The scatterer is
illuminated by an incident plane wave {Einc(r, t),Hinc(r, t)},
which is assumed to be vanishingly small for time t ≤ 0 and
effectively bandlimited to some frequency fmax. The incident
field excites currents J(r, t) on ∂Ω, which in turn generate
scattered fields {Es(r, t),Hs(r, t)}, (r, t) ∈ Ωe × [0,∞) and
the total fields in Ωe are expressed as {Et(r, t),Ht(r, t)} =
{Einc(r, t) + Es(r, t),Hinc(r, t) + Hs(r, t)}. The boundary condi-
tions are given as
nˆ×nˆ×Et(r, t)∣∣∣r∈∂Ω = 0
nˆ×Ht(r, t)∣∣∣r∈∂Ω = J(r, t) . (1)
Expressing {Es(r, t),Hs(r, t)} in terms of J(r, t) yields
nˆ×nˆ×Einc(r, t) = L{J(r, t)} (2)
nˆ×Hinc(r, t) = J(r, t) +K{J(r, t)} (3)
where
L{J(r, t)} = nˆ×nˆ×
{
µ0∂t
4pi
∫
∂Ω
dr′
δ(t − R/c)
R
∗t J(r′, t)
− ∇
4piε0
∫
∂Ω
dr′
δ(t − R/c)
R
∗t
∫ t
0
dt′∇′ · J(r′, t′)
} (4)
K{J(r, t)} = −nˆ×∇ × 1
4pi
∫
∂Ω
dr′
δ(t − R/c)
R
∗t J(r′, t) (5)
where ∗t denotes the convolution operation in t, R = |r − r′|,
and the prime on ∇′ denotes that the differentiation is with
respect to r′. The integral in (5) is computed in the principle
value sense. Both (2) and (3) suffer from the well known
interior resonance problem for closed surfaces [17]. This can
be overcome by combining them as
−α/η0nˆ×nˆ×Einc(r, t) + (1 − α)nˆ×Hinc(r, t) =
−α/η0L{J(r, t)}+(1 − α)(J(r, t) +K{J(r, t)})  C{J(r, t)}
(6)
where η0 =
√
µ0/ε0 is the intrinsic impedance of free space
and α is a real number between 0 and 1. The results presented
in Section III will use a discrete version of either (2) or (6).
B. Space-Time Galerkin Discretization
To solve either (2), (3), or (6), we begin by representing the
current using a set of spatial and temporal basis functions as
J(r, t) =
Ns∑
n=1
jn(r)
Nt∑
j=0
p∑
l=0
I j,ln T lj(t) (7)
where I j,ln are the unknown coefficients to be determined. jn(r)
are RWG vector basis functions [18]. The temporal basis
functions T lj(t) are Lagrange polynomials, given as
T lj(t) = T
l(t − j∆t)
T l(t) =
`l(t) t ∈ [−∆t, 0]0 otherwise
`l(t) =
p∏
i=0
i,l
t − ti
tl − ti
tl = (l/p − 1)∆t, l = 0, 1, ..., p .
(8)
where ∆t is the time step. Here we note that, as opposed
to the standard definition of basis functions in, e.g. [13],
these functions have support over one time step, ∆t. This is
essential to maintain causality in time marching when Galerkin
testing is used in time. On the contrary, basis functions that
are typically used for MOT analyses [8, 13] cannot be used
within a Galerkin framework, while maintaining causality, as
shown in the appendix. We note here that the temporal basis
functions in (8) are discontinous between time segments, i.e.
at t = j∆t. While this does not present any difficulties in
discretizing the TD-EFIE and TD-MFIE, this testing/basis set
cannot be used in discretizing the time differentiated forms
of TD-EFIE and TD-MFIE because the correlation function
resulting from Galerkin testing is continuous, but not smooth.
To discretize the time differentiated EFIE and/or MFIE, the
functions outlined in [16] should be used. This claim is
justified in the appendix.
Substituting (7) into (6), and employing Galerkin testing in
both space and time yields
i∑
j=0
Zi− j I j = Vi (9)
where
I j =
[
I j,01 I
j,1
1 ... I
j,p
Ns
]T
Vi =
[
vi,01 v
i,1
1 ... v
i,p
Ns
]T
(10a)
vi,km = − α/η0〈jm(r)T ki (t), nˆ×nˆ×Einc(r, t)〉
+ (1 − α)〈jm(r)T ki (t), nˆ×Hinc(r, t)〉
(10b)
Zmni− j,kl = 〈jm(r)T ki (t),C{jn(r)T lj−i(t)}〉 (10c)
Zi− j =

Z11i− j,00 Z
11
i− j,01 ... Z
11
i− j,0p ... Z
1Ns
i− j,0p
Z11i− j,10
. .
. .
. .
Z11i− j,p0 ... Z
11
i− j,pp
. .
. .
. .
ZNs1i− j,p0 ... Z
NsNs
i− j,pp

(10d)
The dimensions of Zi− j are Ns(p + 1) × Ns(p + 1) as opposed
to Ns × Ns as in the case of a traditional temporal basis set.
3C. Evaluation of Inner Products
The integrand in (10c) is piecewise continuous and ap-
plication of standard quadrature rules to (4) and (5) does
not lead to accurate evaluation of the integrals. One needs
to explicitly account for the discontinuities in the integrand.
This can be achieved via quasi-exact integration [13, 14],
i.e. by identifying regions where the integrand is smooth
and analytically integrating over each subregion. However, as
discussed in Section I, this procedure is restricted to first order
spatial discretizations. This restriction leads us to adopt the
approach of [1], which is summarized here for the sake of
completeness. To begin, we define the vector potential as
A{J(r, t)} =
∫
∂Ω
dr′
J(r′, τ)
4piR
(11)
where τ = t − R/c. Employing space-time Galerkin testing
to the contribution of the vector potential due to a source
jn(r)T lj(t) yields
〈jm(r)T ki (t), ∂tA{jn(r)T lj(t)}〉
=
∫
∂Ωm
drjm(r) ·
∫
∂Ωn
dr′jn(r′)
∫ i∆t
(i−1)∆t
dtT ki (t)
∂tT lj(τ)
4piR

∫
∂Ωm
drjm(r) ·
∫
∂Ωn
dr′jn(r′)ψi j,kl(r, r′)
(12)
where ∂Ωn is the support of jn(r). Next, we make the approx-
imation
ψi j,kl(r, r′) =
∫ i∆t
(i−1)∆t
dtT ki (t)δ
(
t − ζ
c
)
∗t
δ
(
t − R−ζc
)
4piR
∗t ∂tT lj(t)
=
1
4piR
∞∑
q=0
aqPq (ξ) T˜
q
i j,kl (13)
≈ 1
4piR
Nh∑
q=0
aqPq (ξ) T˜
q
i j,kl
where ξ = k1(R − ζ)/c + k2, aq = k1 2q + 12 ,
T˜ qi j,kl =
∫ i∆t
(i−1)∆t
dtT ki (t)δ
(
t − ζ
c
)
∗t
Pq(k1t + k2)P0,β(t) ∗t ∂tT lj(t) .
Here, Pq(k1t + k2) is a Legendre polynomial of order q with
support t ∈ [0, β∆t], k1 and k2 are real numbers providing the
mapping [0, β∆t]→ [−1, 1], ζ is the maximum multiple of c∆t
between r and the source triangle (see figure 1), and P0,β(t)
is a window function defined as
P0,β(t) =
1 t ∈ [0, β∆t]0 otherwise . (14)
The expansion in (13) enables accurate evaluation of the spa-
tial integrals in (10c). It can be shown that the expansion (13)
is uniformly convergent. For a given number of harmonics, Nh,
an expression for the error bound is given in the appendix (the
same expansion can be used in computing the tested gradient
of the scalar potential).
Observation
Source
c∆t
ζ
R − ζ
βc∆t
r
r′
Fig. 1: Separable expansion parameters
Next, we present the modifications to the matrix elements
in (10c) using the approximation (13). Continuing from (12),
the contribution from the time differentiated vector potential
is given by〈
jm(r)T ki (t), ∂tA
{
jn(r)T lj(t)
}〉
≈ µ0
4pi
Nh∑
q=0
aqα
q
mnT˜
q
i j,kl (15a)
where
α
q
mn =
∫
∂Ωm
drjm(r) ·
∫
∂Ωn
dr′
jn(r′)Pq (ξ)
R
(15b)
Next, we define the scalar potential as
Φ{J(r, t)} = −
∫
∂Ω
dr′
∫ t
−∞
dt′
∇′ · J(r′, t′ − R/c)
4piR
. (16)
Using the expansion (13) the contribution of this quantity to
(10c) is〈
jm(r)T ki (t),∇Φ
{
jn(r)T lj(t)
}〉
≈ 1
4piε0
Nh∑
q=0
aqφ
q
mnTˆ
q
i j,kl (17a)
where
φ
q
mn =
∫
Ωm
dr∇ · jm(r)
∫
Ωn
dr′
∇′ · jn(r′)Pq (ξ)
R
(17b)
Tˆ qi j,kl =
∫ i∆t
(i−1)∆t
dtT ki (t)δ
(
t − ζ
c
)
∗t
Pq(k1t + k2)P0,β(t) ∗t
∫ t
−∞
dt′T lj(t
′) .
(17c)
Lastly, the tested operator K{J(r, t)} becomes〈
jm(r)T ki (t),K
{
jn(r)T lj(t)
}〉
≈ 1
4pi
Nh∑
q=0
aqκ
q
mnT¯
q
i j,kl (18a)
where
κ
q
mn =
∫
Ωm
drjm(r) · nˆ×
∫
Ωn
dr′jn(r′)(k1P′q (ξ)
cR
− Pq (ξ)
R2
)
× Rˆ
(18b)
T¯ qi j,kl =
∫ i∆t
(i−1)∆t
dtT ki (t)δ
(
t − ζ
c
)
∗t
Pq(k1t + k2)P0,β(t) ∗t T lj(t) .
(18c)
4The prime on P′q(·) denotes the 1st derivative of Pq(·) with
respect to its argument. Returning to (17a), it can be shown
that, for (i − j) > ζˆ + β + 1,
Tˆ qi j,kl =
1
a0
Aklδq0
Akl =
(∫ i∆t
(i−1)∆t
dtT ki (t)
) (∫ j∆t
( j−1)∆t
dtT lj(t)
) (19)
where ζˆ = ζ/(c∆t) and δmn is the Kronecker delta. Substituting
(19) into (10c) yields the modified marching system
i∑
j=0
Zi− j I j +
i∑
j=0
Zφi− j I j = Vi (20a)
[
Z
φ,mn
i− j
]
k,l
=
 14piε0 φ0mnAkl i − j > β + 1 + ζˆ0 i − j ≤ β + 1 + ζˆ . (20b)
Therefore,
i∑
j=0
[
Zφ,mni− j
]
k,l
I j,ln =
i−β−2∑
j=0
(
φ0mnAkl
4piε0
)
I j,ln
=
φ0mnAkl
4piε0
Ci−β−2,ln
(20c)
where
Ci,ln =
i∑
j=0
I j,ln . (20d)
(20d) is used while marching in time to recursively compute
the charge terms Ci,ln while retaining the O(NtNs2) scaling of
the solver.
The integrals in (15b), (17b), and (18b) are of the form∫
Ωn
dr′
j(r′)Pq(ξ)
Rα
(21)
which can be evaluated to arbitrary precision using an ap-
propriate order of integration rule. Obviously, if q is too high
then the order of integration will, of necessity, be impractically
high. The order of integration is determined by Nh, i.e. the
highest order harmonic required for an interaction pair. While
theoretical bounds on Nh can be obtained for a given error
(see Section V-C), this is not a tight estimate. In practice Nh
is significantly lower. This is elucidated further in the next
Section.
III. Results
A. Interpolation
To test the accuracy of these basis functions, they are used to
interpolate and shift an approximately bandlimited modulated
gaussian pulse of the form
f (t) = cos(ω0t)e
−(t−tp)2
2σ2 (22)
where σ = 3/(2pi fmax), tp = 6σ, and fmax denotes the
frequency at which the power is approximately 160 dB below
the peak value at f0 = ω0/2pi. Figure 2 shows the order of
interpolation accuracy for various p. The time step is chosen
as ∆t = 1/
(
2ksamp fmax
)
, where ksamp > 0 is a real number. The
p
ksamp 5 10 20 40
1 1/1/1 1/1/2 2/1/2 3/1/3
2 2/1/1 4/2/2 4/3/3 4/3/3
3 4/3/4 4/4/4 6/4/5 7/5/5
TABLE I: Lower bound of Nh needed to reproduce interpola-
tion accuracies (undifferentiated/1st derivative/integral)
error is defined as Error = ‖ fapproximate − fanalytic‖/‖ fanalytic‖
where,
fanalytic =[ f (∆t − ∆) f (2∆t − ∆) ... f (Nt∆t − ∆)]
fapproximate =[ f˜ (∆t − ∆) f˜ (2∆t − ∆) ... f˜ (Nt∆t − ∆)]
f˜ (t) =
Nt∑
j=1
p∑
l=0
IljT
l
j(t) .
(23)
The coefficients Ilj are computed by approximating an un-
shifted Gaussian and applying Galerkin testing. ∆/∆t is de-
fined as some shift between 0 and 1, which in this experiment
is set to 0.906. The center frequency is set to f0 = 200 MHz
and fmax = 300 MHz. As expected, the error can be seen in
Fig. 2: Scaling of interpolation error for various p and sam-
pling frequencies
figure 2 to scale as O(∆tp+1) for the different values of ksamp.
In order to estimate the lower bound of Nh we repeat this
interpolation experiment for various basis function orders and
time step sizes. For each setup, we compute the number of
harmonics needed to reproduce the interpolation accuracy of
the same basis function order/time step size achieved without
the approximation (13). The value of β was chosen to mimic
a typical simulation on a tessellation consisting of elements
approximately λmin/10 in length, i.e.
β =
⌈
λmin/10
c∆t
⌉
=
⌈
ksamp/5
⌉ (24)
where λmin = c/ fmax. Table I tabulates the minimum value of
Nh required to produce the error levels provided in figure 2.
B. Scattering Results
The remainder of this Section presents scattering results
from a variety of scatterers. For each simulation, a PEC
5scatterer is illuminated by a plane wave of the form
Einc(r, t) = uˆ cos(2pi f0t)e−(t−r·kˆ/c−tp)
2/2σ2 (25)
where uˆ is the electric polarization and kˆ denotes the di-
rection of propagation. σ, tp, and f0 are defined in Section
II-B. For all simulations, except where noted to the contrary,
∆t = 1/(20 fmax) (ksamp = 10) and p = 2. RCS comparisons are
made at f0, f0 + ∆ f , and f0 − ∆ f , where f0 + ∆ f < fmax. The
error against a frequency domain solver (or analytical result
where available),
Error =
‖ζtdie − ζfdie‖
‖ζfdie‖ (26)
is given at these three frequencies, while the plot is shown
for only f0 and f0 + ∆ f in order to maintain a reasonable
range. The `2 norm is used. Here RCStdie = 10 log10(ζtdie)
and RCSfdie = 10 log10(ζfdie) denote the radar cross sections
obtained at a discrete set of angles using a TDIE and FDIE
solver, respectively.
For our first result, we examine convergence in temporal
basis function order and sampling frequency. A plate of dimen-
sions 1m × 1m, discretized using 200 triangular elements, is
illuminated by a plane wave of parameters f0 = 150 MHz,
fmax = 225 MHz, kˆ = zˆ, and uˆ = xˆ. The time domain
simulation was performed for three values of p and four values
of ksamp. For this result, we do not compare against frequency
domain results, but rather look at convergence in farfield
scattering. Here, convergence is defined for given values of
θ and φ as
Convergencek+1 =
|Eθk+1(θ, φ) − Eθk(θ, φ)|
|Eθk+1(θ, φ)| (27)
where Es(θ, φ) ≈ φˆEφk(θ, φ) + θˆEθk(θ, φ) is the farfield approx-
imation to the scattered field for a given sampling frequency,
indexed by k. The result is shown in figure 3 for an angle of
θ = −130◦ and φ = 0◦. The rates of convergence were seen to
be nonuniform across observation angles θ in the x − z plane,
and were found to lie roughly between O(∆tp+1) and O(∆tp+2).
Fig. 3: RCS convergence for plate
For our second result, we perform the same convergence
study, but for scattering from a sphere of radius 1 m, dis-
cretized with 576 unknowns. The sphere is illuminated by a
plane wave with f0 = 60 MHz, fmax = 90 MHz, uˆ = xˆ, and
kˆ = zˆ. The TD-CFIE is used with α = 0.5 and the farfield
is computed for θ = −180◦ and φ = 0◦. Figure 4 shows the
convergence in the farfield for the various simulation setups.
Similarly to the previous result, the rates of convergence for
Fig. 4: RCS convergence for sphere
various values of θ in the x−z plane were found to lie between
O(∆tp+1) and O(∆tp+2).
Our next scatter is a thin PEC box, discretized using 1, 146
unknowns, with dimensions 100 × 50 × 10 m. The scatterer
is excited by a plane wave with parameters f0 = 1.4 MHz,
fmax = 2.7 MHz, uˆ = yˆ, and xˆ = kˆ. This is a difficult scattering
problem to stabilize due to the relatively small dimensions in
the z-direction, particularly so using the TD-EFIE. The current
Fig. 5: Current coefficient on box
is observed for 10, 000 time steps (57 transits across geometry)
and can be seen in figure 5 to remain stable throughout the
duration of the simulation. To validate the accuracy of the
Fig. 6: RCS of box
solution, the RCS is computed in the x−y plane and compared
6with a validated frequency domain EFIE solver. The radar
cross section of the box is obtained from the two solvers at
3 different frequencies. Figure 6 shows the RCS values at the
two higher frequencies and close agreement is seen. The error
between the two solutions was found using (26) to be 0.40%,
0.36%, and 0.19% at the 0.2, 1.4, and 2.6 MHz, respectively.
Our next result is scattering from a cone-sphere of 7, 965
unknowns discretized with 2nd order elements with its axis
along the z-direction. The spherical portion of the scatterer
has radius 1 m, while the height of the cone is 4 m. The
excitation has f0 = 80 MHz, fmax = 150 MHz, uˆ = yˆ, and
kˆ = x. The current for 4, 000 time steps (80 transits across
geometry) is computed using the TD-CFIE with α = 0.5.
Fig. 7: Current coefficient on cone-sphere
Fig. 8: RCS of cone-sphere
This is a challenging geometry due to the sharp tip of the
scatterer, yet as is seen in figure 7, the current remains stable
throughout the simulation. The solution is again validated in
figure 8 via RCS comparison with an FD-CFIE solver. The
RCS is computed in the x−y plane and, again, close agreement
betewen the time and frequency domain solutions is seen, with
the errors given as 0.29%, 1.7%, and 0.49% at 11, 80, and 149
MHz, respectively.
Our next result is a thin almond shaped scatterer of 1, 668
unknowns, discretized with 2nd order elements. The geometry
fits within a box of 5×4.33×0.865 m. The incident wave has
parameters f0 = 20 MHz, fmax = 35 MHz, uˆ = xˆ, and kˆ = zˆ.
The TD-CFIE with α = 0.5 is used. Figure 9 shows that
the current remains bounded throughout the simulation (80
transits across geometry or 6, 000 time steps). This geometry
Fig. 9: Current coefficient on almond shaped scatterer
Fig. 10: RCS of almond shaped scatterer
is challenging given the sharp tip and the fact that it is very
thin in the z-direction. Validation is presented in figure 10 via
comparison of RCS in the x−z plane with an FD-CFIE solver.
The error is found to be 0.038%, 2.1%, and 0.59% at 11, 40,
and 69 MHz, respectively.
Our final result is solution to the EFIE for scattering from
a VFY218. This structure fits in a box of size 15 × 9 × 4 m
and is discretized using 6,498 flat elements. The excitation is
x-polarized with kˆ = −yˆ, f0 = 60 MHz, and fmax = 100 MHz.
In this result, the current is discretized using temporal basis
functions of order p = 0. This is an extremely challenging
Fig. 11: Current coefficient on VFY218
problem due to the sharp corners and edges on the geometry,
yet the current in figure 11 is stable throughout the simulation
(7,000 time steps or 100 transits across the geometry). The
validity of this result is demonstrated in figure 12. The same
7Fig. 12: RCS of VFY218
problem was solved using a frequency domain EFIE solver
and the two results are plotted against each other. Excellent
agreement is seen.
IV. Conclusion
We have presented a higher order (in geometric discretiza-
tion and temporal basis function order) space-time Galerkin
scheme for TDIEs based on a separable expansion in space and
time of the retarded potential Green’s function. The expansion
yields smooth spatial integrands, which can be evaluated to
arbitrary precision through purely numerical means. This en-
ables the method to be used on higher order tessellations while
retaining high accuracy in the matrix elements. To extend the
accuracy of the solver, a higher order temporal basis was used
which expands the current using multiple functions within a
single time step. This allows the solver to be used within a
space-time Galerkin framework without violating causality. To
validate the method we have presented convergence results
for the scattered farfield of a PEC sphere as compared to
the Mie series. To elucidate the stability properties of the
solver we have presented stable results of scattering from a
variety of geometries, the solution of each being difficult or
impossible to stabilize via existing methods. RCS comparisons
have been presented in each example to verify the accuracy
of the solution.
V. Appendix
A. Causality of marching system
Let the surface current be approximated by (7) and let the
support of T lj(t) lie on the interval t ∈ [a, b], for all j > 0,
0 ≤ j ≤ p, where b > a. To examine the causality of the
marching system we look at the value of
〈T ki (t),T lj(t)∗tδ(t−∆)〉 = 〈δ(t−∆),T l(t)∗tT k(−t−( j−i)∆t)〉 (28)
Causality is maintained if (28) is zero for j − i > 0, ∆ ≥ 0,
and t ≥ 0. It can be shown that
T l(t)∗tT k(−t − ( j − i)∆t) , 0
for ( j − i)∆t ∈ ((a − b)∆t − t, (b − a)∆t − t) (29)
Considering the extreme case in which t = 0, the support of
this function is seen to include values of ( j − i) > 0 only for
case when b−a > 1. This shows that the support of T l(t) must
be only one time step. We note that this also holds true for
the important cases of the integral and derivative of T l(t).
B. Smoothness of temporal basis functions
To justify this claim, we examine the time dependent terms
in the tested vector potential
〈U (t) , ∂t2δ(t − R/c) ∗ T (t)〉 (30)
where U(t) is a compactly supported, discontinuous, locally
integrable function and T (t) is compactly supported. (30) can
be written as∫ ∞
−∞
dtδ(t − R/c)
∫ ∞
−∞
dt′U(t′)∂2t′T (t
′ − t) (31)
Due to the compactness of U(t) and T (t)∫ ∞
−∞
dt′U(t′)∂t′2T (t′ − t) = −
∫ ∞
−∞
dt′∂t′U(t′)∂tT (t′ − t) (32)
which is finite if T (t) is at least weakly differentiable to first
order, i.e. T (t) is continuous. For the undifferentiated TD-
EFIE, the quantity of interest is∫ ∞
−∞
dt′U(t′)∂t′T (t′ − t) = −
∫ ∞
−∞
dt′∂t′U(t′)T (t′ − t) (33)
which will be finite if T (t) is integrable.
C. Convergence of (13)
The error incurred through truncation (13) can be deter-
mined via passage to the Fourier domain in both t and r,
yielding quantities depending on variables ω and λ, respec-
tively. Given maximum temporal and spatial frequencies of
interest, ωmax and λmax, the bound on this error can be shown
to be
(ztzs)Nh
K1 2ztzs(1 − ztzs) − K2(2Nh + 1)
(
ztzs
1 − ztzs
)2 (34)
where
zt =
eωmax
k1(Nh + 3/2)
, zs =
e|λmax|c
k1(Nh + 3/2)
(35)
and K1 and K2 are some positive constants. This bound
converges rapidly for values of ztzs < 1.
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