Indifference pricing of pure endowments via BSDEs under partial
  information by Ceci, Claudia et al.
ar
X
iv
:1
80
4.
00
22
3v
2 
 [q
-fi
n.M
F]
  1
7 J
an
 20
19
INDIFFERENCE PRICING OF PURE ENDOWMENTS VIA BSDES UNDER
PARTIAL INFORMATION
CLAUDIA CECI, KATIA COLANERI, AND ALESSANDRA CRETAROLA
Abstract. In this paper we investigate the pricing problem of a pure endowment contract when
the insurer has a limited information on the mortality intensity of the policyholder. The payoff of
this kind of policies depends on the residual life time of the insured as well as the trend of a portfolio
traded in the financial market, where investments in a riskless asset, a risky asset and a longevity
bond are allowed. We propose a modeling framework that takes into account mutual dependence
between the financial and the insurance markets via an observable stochastic process, which affects
the risky asset and the mortality index dynamics. Since the market is incomplete due to the
presence of basis risk, in alternative to arbitrage pricing we use expected utility maximization
under exponential preferences as evaluation approach, which leads to the so-called indifference
price. Under partial information this methodology requires filtering techniques that can reduce
the original control problem to an equivalent problem in complete information. Using stochastic
dynamics techniques, we characterize the indifference price of the insurance derivative via the
solutions of suitable backward stochastic differential equations.
Keywords: Pure endowment; partial information; backward stochastic differential equations;
indifference pricing.
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1. Introduction
A unit-linked life insurance contract is a long term insurance policy between a policyholder and
an insurance company. These kinds of contract are hybrid financial products embodying banking,
securities and insurance components. Indeed, the payoff depends on the insured remaining lifetime
(insurance risk) and on the performance of the underlying stock or portfolio (financial risk). In
this paper we focus on a pure endowment policy, which promises to pay an agreed amount if the
policyholder is still alive on a specified future date.
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In these contracts benefits are random. This makes for instance, traditional valuation principles for
pricing life insurance products with deterministic payoffs, inappropriate. Since the 70’s, it was clear
that theory of financial valuation, suitably combined with mortality, was the right way forward, see,
e.g. Brennan and Schwartz [12], Boyle and Schwartz [9], Aase and Persson [1]. In these papers the
Black & Scholes pricing methodology is applied under the hypotheses of market completeness and
independence between financial and insurance setting. Since then, many efforts have been done
to relax the assumption of completeness and several approaches have been proposed, for instance
in Møller [38], Ludkovski and Young [37], Bayraktar et al. [2], Delong [22], Blanchet-Scalliet et al.
[8]. However the problem of incorporating some kind of dependence between the financial and the
insurance market, which is empirically observed, has started to be addressed only recently.
The goal of this paper is to study the pricing problem of a pure endowment life insurance contract
in a general modeling framework that takes into account mutual dependence between the financial
and the insurance markets and partial information of the insurance company on the mortality
intensity of the policyholder. Precisely, we consider a discounted financial market with a riskless
asset, a risky asset and a longevity bond written on the mortality index of the same age cohort of
population of the policyholder. We assume that the dynamics of the risky asset and the mortality
index are governed by diffusion processes with coefficients that depend on the same observable
stochastic process representing economic and environmental factors. The insurance company issues
a pure endowment policy with maturity of T years for an individual whose remaining lifetime is
represented by a random time. The partial information scenario refers to the situation where the
insurance company knows at any time if the policyholder is still alive but cannot directly observe
her/his mortality intensity, which is influenced by an exogenous unobservable factor describing the
social/health status of the individual.
The insurance contract can be treated as a contingent claim in the hybrid market model given by
the financial securities and the insurance portfolio, and the goal is to study the pricing problem
for the insurance company. In our setting mortality intensity of the population and of the poli-
cyholder do not coincide in general. This translates into the presence of a basis risk that, even
in the context of complete information, does not permit perfect replication of the contract via
self-financing strategies. In other words, the insurance company cannot perfectly hedge its expo-
sure by investing in a hedging instrument (the longevity bond), which is based on the mortality of
the whole population, rather then that of the insured, leaving a residual amount of risk. See e.g.
Biagini et al. [5] for a deeper discussion on this issue. Therefore, in alternative to arbitrage pricing
we use expected utility maximization under exponential preferences as evaluation approach, which
leads to the so-called indifference price (see e.g. Henderson and Hobson [27] for a survey). This
is a well-known technique for pricing derivatives in incomplete markets and has been successfully
applied to valuate insurance derivatives under full information in e.g. Becherer [3], Ludkovski
and Young [37], Delong [21], Eichler et al. [23], Liang and Lu [33]. However, to the best of our
knowledge, applications of this methodology to insurance derivatives under partial information is
an open problem.
In this paper we apply the indifference pricing methodology to price a pure endowment contract
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under partial information in an extended financial market where investment in a longevity bond
is also possible. We formulate the problem for the insurance company that issues the contract in
terms of two stochastic control problems, and we solve them by using a the backward stochas-
tic differential equation (in short BSDE) approach. The partial information setting requires to
first to apply filtering theory (see Appendix A) to transform the optimization problem into an
equivalent problem in complete information involving only observable processes. Our main result
is a characterization of the indifference price in terms of unique solution of BSDEs (with either
quadratic-exponential or quadratic driver). To the best of our knowledge, this is the first time that
the problem of evaluating an insurance claim via indifference pricing when there are restrictions
on the available information in a general setting with mutual dependence between the financial
and the insurance framework, is investigated.
The outline of the paper is as follows. Section 2 introduces the mathematical framework and
describes the combined model allowing for a mutual dependence between the financial and the
insurance markets and a limited information on the mortality intensity of the policyholders. The
pricing problem formulation under partial information via utility indifference pricing can be found
in Section 3. In Section 4 we study the resulting stochastic control problems following a BSDE ap-
proach and characterize the log-value process corresponding to the problem with (without, respec-
tively) the pure endowment contract in terms of the solution to a quadratic-exponential (quadratic,
respectively) BSDE. Finally, a characterization of the indifference price of the pure endowment pol-
icy is given in Section 5. We address the filtering problem in Appendix A. How to compute the
longevity bond price process is shown in Appendix B. Technical results and proofs can be found
in Appendix C.
2. Modeling framework
We consider the problem of an insurance company that issues a unit-linked life insurance contract.
This type of contract has a relevant link with the financial market. Indeed, the value of the policy
is determined by the performance of the underlying stock or portfolio. Moreover, it also depends on
the remaining lifetime of the policyholder. Therefore, we construct a combined financial-insurance
market model and treat the life insurance policy as a contingent claim. We will define the suit-
able modeling framework via the progressive enlargement of filtration approach, which allows for
possible dependence between the financial market and the insurance portfolio.
We start by fixing a complete probability space (Ω,F ,P) endowed with a complete and right
continuous filtration F = {Ft, t ∈ [0, T ]}, where T > 0 is a fixed and finite time horizon, such that
F = FT , F0 = {Ω, ∅}.
On this filtered probability space we consider a process Z = {Zt, t ∈ [0, T ]} with cádlág trajectories
and values in some set Z which will not be observable by the insurance company and denote by
FZ = {FZt , t ∈ [0, T ]}, with FZt := σ{Zu, 0 ≤ u ≤ t}, for each t ∈ [0, T ], the natural filtration
of Z. We may interpret the process Z as an environmental process describing the social level/
health status of an individual to be insured. We assume that the probability space supports three
4 C. CECI, K. COLANERI, AND A. CRETAROLA
P-independent standard F-Brownian motions W j = {W jt , t ∈ [0, T ]}, with W j0 = 0, for each
j = 1, 2, 3, which are also P-independent of the stochastic factor Z. Here, W j, for j = 1, 2, 3, are
supposed to drive the underlying financial market (see Subsection 2.2) and the mortality intensity
defined on the same age cohort of the population, see (2.1). Now, denote by FW
j
= {FW jt , t ∈
[0, T ]}, with FW jt := σ{W ju , 0 ≤ u ≤ t}, j = 1, 2, 3, for every t ∈ [0, T ], the canonical filtrations of
W j, for every j = 1, 2, 3, respectively. In addition, set
F˜t := FW 1t ∨ FW
2
t ∨ FW
3
t , t ∈ [0, T ] (2.1)
and F˜ = {F˜t, t ∈ [0, T ]}. We assume that the reference filtration F is given by
F = F˜ ∨ FZ ,
completed by P-null sets, so that, it contains all knowledge of the financial-insurance market except
for the information regarding the policyholder survival time.
2.1. Construction of the death time and mortality intensities. We consider an individual
aged l at time 0 to be insured. Let µ = {µt, t ∈ [0, T ]} be an F-adapted process modeling the
mortality intensity of an equivalent age cohort of the population. This process is observable and
can be computed using publicly available data of the survivor index Sµ = {Sµt , t ∈ [0, T ]} given
by
S
µ
t := exp
(
−
∫ t
0
µsds
)
, t ∈ [0, T ].
We assume that µ evolves according to the following stochastic differential equation:
dµt = b
µ(t, µt, Yt)dt+ σ
µ(t, µt, Yt)dW
2
t , µ0 ∈ R+, (2.2)
where Y = {Yt, t ∈ [0, T ]} is an observable stochastic process representing economic and environ-
mental factors, satisfying
dYt = b
Y (t, Yt)dt + σ
Y (t, Yt)dW
3
t , Y0 = y0 ∈ R. (2.3)
Here, functions bµ : [0, T ] × R+ × R → R, bY : [0, T ] × R → R, σµ : [0, T ] × R+ × R → R+, and
σY : [0, T ] × R → R+ are measurable and such that the system of equations (2.1)-(2.1) admits a
unique strong solution, with µt ≥ 0, P-a.s., for all t ∈ [0, T ], see e.g. Øksendal [39].
Remark 2.1. As an example we consider a generalized Cox-Ingersoll-Ross model to represent the
trend of the mortality intensity µ, see , e.g. Dahl [20], Biffis [7]. In Biffis [7], mortality intensity
of the sample population follows an affine dynamics with stochastic drift, given by
dµt = a
µ (Yt − µt) dt+ σµ√µtdW 2t , µ0 ∈ R+,
where aµ, σµ ∈ R+ and the process Y satisfies
dYt = a
Y (bY (t)− Yt)dt + σY
√
Yt − b∗(t)dW 3t , Y0 = y0 ∈ R+,
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for some nonnegative, bounded and continuous functions bY , b∗ : [0, T ] → R+ and σY ∈ R+. It is
known that this model describes well mortality intensity and it is quite flexible to capture stylized
features, such as fluctuations around a target mean (given here by bY ), and P-a.s. positivity of
the intensity process µ which is satisfied for instance when bY (t) ≥ b∗(t) for every t ∈ [0, T ] and
y0 ≥ b∗(0). See Biffis [7] for a deeper discussion.
To describe the stochastic residual lifetime of the individual, we adopt the canonical construction
of a random time in terms of a given hazard process, in analogy to reduced-form credit risk models.
For this reason, we shall postulate that the underlying filtered probability space (Ω,F ,F,P) is suffi-
ciently rich to support a random variable Θ having unit exponential distribution, P-independent of
FT . Let λ : [0, T ]×R+×Z −→ (0,+∞) be a positive function such that E
[∫ T
0
λ(s, µs, Zs)ds
]
<∞
and define the random time τ : Ω −→ R+ by setting
τ := inf
{
t ≥ 0 :
∫ t
0
λ(s, µs, Zs)ds ≥ Θ
}
.
In this framework, τ represents the remaining lifetime of an individual and λ is the F-mortality
intensity process. The associated F-hazard process is given by
{∫ t
0
λ(s, µs, Zs)ds, t ∈ [0, T ]
}
. Note
that by the P-independence assumption on Θ and the Ft-measurability of
∫ t
0
λ(s, µs, Zs)ds, we get
that
P(τ > t|Ft) = P
(∫ t
0
λ(s, µs, Zs)ds < Θ
∣∣∣Ft) = e− ∫ t0 λ(s,µs,Zs)ds, t ∈ [0, T ],
and the following property of the canonical construction of the remaining lifetime τ holds
P(τ ≤ t|Ft) = P(τ ≤ t|FT ), t ∈ [0, T ],
see, for instance, Bielecki and Rutkowski [6, Section 8.2.1].
Remark 2.2. It is intuitively clear that, in general the mortality rate of the insured λ is different
from that of its age cohort, µ. In our model λ is a function of µ as well as the unobservable process
Z. A possible choice could be
λ(t, µt, Zt) = µtλ˜(Zt), t ∈ [0, T ],
where λ˜ is a strictly positive function of the environmental factor Z, meaning that when λ˜(z) < 1
the risk of the policyholder is smaller than that of the reference population, and bigger if λ˜(z) > 1.
Since the random time τ is not a stopping time with respect to filtration F, we introduce an
enlarged filtration that makes τ a stopping time. First, we define the death indicator process
H = {Ht, t ∈ [0, T ]} associated to τ as follows
Ht := 1{τ≤t}, t ∈ [0, T ],
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and set FHt := σ{Hu, 0 ≤ u ≤ t}, for every t ∈ [0, T ]. Let G = {Gt, t ∈ [0, T ]} be the enlarged
filtration given by
Gt := Ft ∨ FHt , t ∈ [0, T ].
Then, G is the smallest filtration which contains F and such that τ is a G-stopping time. Filtration
G plays the role of the market full information: it contains all the knowledge about the insurance
and the market portfolio.
As an immediate consequence of the canonical construction of the residual lifetime τ , we get that
the so-called martingale invariance property between filtrations F and G holds, i.e. every (F,P)-
(local) martingale is also a (G,P)-(local) martingale, see Brémaud and Yor [11]. Moreover, the
process {Ht −
∫ t∧τ
0
λ(s, µs, Zs)ds, t ∈ [0, T ]} is a (G,P)-martingale and τ is a totally inaccessible
G-stopping time.
2.2. The combined financial-insurance market model. We define a combined financial-
insurance market on the filtered probability space (Ω,G,G,P), with G = GT , where the tradeable
securities are given by a riskless asset, a risky asset and a longevity bond. We assume that the
price process of a risk free asset is equal to 1 at any time, and that the risky asset has discounted
price process S1 = {S1t , t ∈ [0, T ]} given by the following geometric diffusion with coefficients
affected by the economic and environmental factor Y
dS1t = S
1
t
(
µS(t, Yt)dt+ σ
S(t, Yt)dW
1
t
)
, S10 = s
1
0 ∈ R+. (2.4)
The longevity bond has discounted price process S2 = {S2t , t ∈ [0, T ]} satisfying the following
stochastic differential equation with coefficients depending on the equivalent age cohort mortality
intensity µ and the stochastic factor Y
dS2t = S
2
t
(
µB(t, µt, Yt)dt + c
B(t, µt, Yt)dW
2
t + d
B(t, µt, Yt)dW
3
t
)
, S20 = s
2
0 ∈ R+. (2.5)
Here µS : [0, T ]×R→ R, σS : [0, T ]×R→ R+, µB : [0, T ]×R×R+ → R, cB : [0, T ]×R+×R→ R+
and dB : [0, T ]× R+ × R→ R+ are measurable functions such that the system of equations (2.1)-
(2.1)-(2.2)-(2.2) admits a unique strong solution. The motivation for the dynamics of the longevity
bond price process is given in Appendix B.
Remark 2.3. It is clear that the proposed modeling framework allows for mutual dependence be-
tween the financial and the insurance markets via the stochastic factor Y , which affects all stochastic
processes dynamics given in (2.1), (2.2) and (2.2).
Throughout the rest of the paper, we work under the following integrability conditions.
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Assumption 2.4.∫ T
0
{
µS(t, Yt)
2 + σS(t, Yt)
2
}
dt <∞, P− a.s.,∫ T
0
{
µB(t, µt, Yt)
2 + cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2
}
dt <∞, P− a.s.,∫ T
0
{(
µS(t, Yt)
σS(t, Yt)
)2
+
µB(t, µt, Yt)
2
cB(t, µt, Yt)2 + dB(t, µt, Yt)2
}
dt <∞, P− a.s..
Note that the discounted asset price processes S1 and S2 are continuous (F,P)-semimartingales and
also (G,P)-semimartingales. As a consequence the underlying financial-insurance market model
is arbitrage-free.
2.3. Available information and filtering. We assume that the insurance company observes
prices of the assets negotiated on the markets, S1 and S2 (since the processes µ and Y are directly
observable) and the death time of the insured τ , but it has not full information about the intensity
mortality intensity λ, which depends on Z. Therefore, the available information to the insurer is
given by G˜ = {G˜t, t ∈ [0, T ]} where
G˜t := F˜t ∨ FHt , t ∈ [0, T ], (2.6)
where F˜ is defined in (2). Note that
G˜ ⊆ G = F ∨ FH = F˜ ∨ FZ ∨ FH ,
and we refer to G˜ as the available information to the insurance company. We assume throughout
the paper that all filtrations satisfy the usual hypotheses of completeness and right-continuity.
If Z is a Markov process, the intensity of the mortality process H with respect the information
flow can be characterized via a filtering approach. To this, we define the filter process by setting
pit(f) := E
[
f(Zt)
∣∣∣G˜t] , t ∈ [0, T ],
for every measurable function f such that E [|f(Zt)|] < ∞, for each t ∈ [0, T ]. It is known that
pi(f) is a probability measure-valued process with cádlág trajectories (see Kurtz and Ocone [32]),
which provides the conditional law of Z given the information flow G˜. Then, the G˜-predictable
intensity of H is given by
(1−Ht−)pit−(λ), t ∈ [0, T ], (2.7)
where pit− denotes the left version of pit and pit(λ) is short for pit(λ(t, µt, ·)). This means that the
compensated process M τ = {M τt , t ∈ [0, T ]} defined as
M τt := Ht −
∫ t∧τ
0
pis−(λ)ds = Ht −
∫ t
0
(1−Hs−)pis−(λ)ds, t ∈ [0, T ], (2.8)
turns out to be a (G˜,P)-martingale. The filtering problem is discussed in Appendix A for a general
Markov process Z.
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3. The pricing problem
We suppose that the insurance company issues a unit-linked life insurance policy. This is a long
term insurance contract between the policyholder and insurance company whose benefits are linked
to financial assets. In particular, we consider a pure endowment contract with maturity of T years,
which can be defined as follows.
Definition 3.1. A pure endowment contract with maturity T is a life insurance policy where the
sum insured is paid at time T if the insured is still alive. The associated final value is given by the
random variable
GT := ξ1{τ>T}, (3.1)
where ξ ∈ L2(F˜T ,P) represents the payoff of a European-type contingent claim with maturity T .
The goal of this paper is to price a .tpure endowment policy with payoff given by (3.1) in a partially
observable setting, where the insurance company does not have access to the full information given
by the filtration G. In particular, the insurer is not allowed to observe the evolution of the
stochastic factor Z, which therefore implies that his/her decisions are based on the observation
filtration G˜. Moreover, we recall that our general setting accounts for possible mutual dependence
between the financial and the insurance framework, which is a desirable characteristic when dealing
with mortality derivatives. Indeed, nowadays it is commonly recognized that, in the long term,
demographic changes may affect the economy and vice-versa. Unit-linked life insurance contracts
have previously been studied under partial information in Ceci et al. [18, 19], where the goal was
to solve the hedging problem in an incomplete market via local risk-minimization. Precisely, in
Ceci et al. [18] the independence between financial market and insurance portfolio was assumed,
while in Ceci et al. [19] the authors considered a more general situation where mutual dependence
between financial and insurance context is allowed.
Insurance-financial market models are typically incomplete due to the fact that mortality events
are in general not hedgeable. This implies that insurance contracts may have different risk-neutral
prices. One of the criteria that can be used to compute a fair price corresponds to identify
insurer’s preferences towards the risk via a specific utility function and maximize the expected
utility whether she/he holds the insurance claim or not. In other words, to characterize the utility
indifference price, which is the price p that makes the insurer indifferent between not selling the
policy and selling the policy at price p now and paying the benefits at maturity.
In this paper, we follow a utility indifference pricing approach assuming that the insurance company
is endowed with an exponential utility function of the form
U(x) = −e−αx, x ∈ R,
where α > 0 is a given constant, representing a coefficient of absolute risk aversion. This form of the
utility function is frequently assumed in the literature and allows for more explicit computations
of the price. In the sequel, we also assume that
E
[
eαGT
]
<∞.
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Suppose that the insurer has initial wealth x and she/he invests this amount in the money market
account, in the risky asset and in the longevity bond, following a self-financing strategy.
Set S = (S1, S2)⊤ and let θ = (θ1, θ2)⊤ = {(θ1t , θ2t )⊤, t ∈ [0, T ]} be the amount of wealth invested
in the risky asset and the longevity bond respectively. Given an initial wealth x0 ∈ R+ the portfolio
value Xθ = {Xθt , t ∈ [0, T ]} satisfies
dXθt =θ
⊤
t
dSt
St
=
(
θ1tµ
S(t, Yt) + θ
2
tµ
B(t, µt, Yt)
)
dt
+ θ1tσ
S(t, Yt)dW
1
t + θ
2
t
[
cB(t, µt, Yt)dW
2
t + d
B(t, µt, Yt)dW
3
t
]
, (3.2)
with Xθ0 = x0 ∈ R+.
In the case where she/he sells the insurance contract the information at her/his disposal is given
by the filtration G˜ defined in (2.3), whereas in the case of pure investment by the filtration F˜ given
in (2). The set of admissible strategies is defined below.
Definition 3.2. An admissible strategy is a self-financing portfolio identified by an F˜-predictable
(or even G˜-predictable), R2-valued process θ = (θ1, θ2)⊤ such that∫ T
0
{(
θ1t σ
S(t, Yt)
)2
+ |θ1tµS(t, Yt)|
}
dt <∞, P− a.s.,∫ T
0
{
(θ2t )
2
[
cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2
]
+ |θ2tµB(t, µt, Yt)|
}
dt <∞, P− a.s.
and
E
[
sup
s∈[t,T ]
e−αpX
θ
s
]
<∞, (3.3)
for any t ∈ [0, T ] and p > 1.
We denote by A(F˜) and A(G˜), the set of admissible F˜-predictable and G˜-predictable strategies,
respectively.
Note that, condition (3.2) ensures the validity of the Bellman optimality principle, see Lim and
Quenez [34, Section 4]. A sufficient condition for (3.2) is
Xθt −Xθs ≥ −K, s ≤ t ≤ T, P− a.s.,
for some positive constant K.
In order to characterize the indifference price, we introduce the optimal investment problems with
and without the insurance derivative. First, suppose that, at time t, the insurer sells a pure
endowment contract with payoff given by (3.1). Then, the goal of the insurer is the following.
Problem 3.3. To maximize the expected utility of her/his terminal wealth, i.e. to solve
sup
θ∈A(G˜)
E
[
−e−α(XθT−GT )
]
.
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For every (t, x) ∈ [0, T ]× R+, the value process in a dynamic framework is given by
V˜t(x) := ess infθ∈At(G˜)E
[
e−α(x+
∫ T
t
θ
⊤
u
dSu
Su
−GT )
∣∣∣G˜t] = e−αxV Gt ,
where At(G˜) denotes the class of admissible G˜-predictable controls on the interval [t, T ] and the
process V G = {V Gt , t ∈ [0, T ]} is given by
V Gt := ess infθ∈At(G˜)E
[
e−α(
∫ T
t
θ⊤u
dSu
Su
−GT )
∣∣∣G˜t] , t ∈ [0, T ]. (3.4)
Hence, the solution to Problem 3.3 is given by
sup
θ∈A(G˜)
E
[
−e−α(XθT−GT )
]
= −e−αx0V G0 .
Remark 3.4. Since θ = (θ1, θ2)⊤ = (0, 0)⊤ is an admissible strategy we get that for every t ∈ [0, T ],
V Gt ≤ E
[
eαGT |G˜t
]
P-a.s. which implies that supt∈[0,T ] E
[
V Gt
] ≤ E [eαGT ]. Clearly, V Gt ≥ 0 P-a.s.
and if there exists an optimal strategy, then V Gt > 0 P-a.s..
Remark 3.5. We remark here that, since GT = ξ1{τ>T} and the mortality intensity
λ(t, µt, Zt−)(1 − Ht−) is not observable by the insurance company, we are dealing with a utility
maximization problem in a partial information framework. The idea is to consider an equivalent
control problem under full information where the unobservable intensity of τ is replaced by its
filtered estimate (see equation (2.3)).
Now, we consider the case where the insurer simply invests her/his wealth in the market, without
writing the insurance derivative. Then, the objective is the following.
Problem 3.6. To maximize the expected utility of his/her terminal wealth, i.e. to solve
sup
θ∈A(F˜)
E
[
−e−αXθT
]
.
For every (t, x) ∈ [0, T ]× R+, the associated value process is given by
V˜ 0t (x) := ess infθ∈At(F˜)E
[
e−α(x+
∫ T
t
θ
⊤
u
dSu
Su
)
∣∣∣F˜t] = e−αxV 0t ,
where At(F˜) is the set of admissible F˜-predictable controls on the interval [t, T ] and V 0 = {V 0t , t ∈
[0, T ]} is defined as
V 0t := ess infθ∈At(F˜)E
[
e−α
∫ T
t
θ⊤u
dSu
Su
∣∣∣F˜t] t ∈ [0, T ]. (3.5)
Definition 3.7. The utility indifference price or reservation price pα of the insurer related to the
pure endowment contract is defined at any time t ∈ [0, T ] as the G˜-adapted process implicit solution
to the equation
V˜t(x+ p
α
t ) = V˜
0
t (x).
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This means that starting at time t with capital x, the insurer has the same maximal utility from
selling the insurance product for pαt at time t and solely trading on (t, T ] without writing the
contract.
If V Gt > 0 and V
0
t > 0, P-a.s., for every t ∈ [0, T ], we get that pα does not depend on the initial
capital x and it is given by
pαt :=
1
α
log
(
V Gt
V 0t
)
, t ∈ [0, T ].
Note that, since GT = 0 if τ < T , then
V Gt 1{τ≤t} = V
0
t 1{τ≤t} t ∈ [0, T ].
Therefore, the indifference price pα is given by
pαt =
1
α
(
log(V Gt )− log(V 0t )
)
1{τ>t} t ∈ [0, T ], (3.6)
provided that V Gt , V
0
t > 0 on {τ > t}.
To solve Problems 3.3 and 3.6 we follow a direct method based on the Bellman optimality principle
(see, for instance, El Karoui [24]).
Proposition 3.8 (Bellman optimality principle). The following properties hold true:
(i) The process V G is the largest G˜-adapted process such that {e−αXθt V Gt , t ∈ [0, T ]} is a
(G˜,P)-submartingale for any strategy θ ∈ A(G˜) with V GT = eαGT .
(ii) The strategy θ∗ ∈ A(G˜) is optimal for Problem 3.3 if and only if the process
{e−αXθ∗t V Gt , t ∈ [0, T ]} is a (G˜,P)-martingale.
Proof. See Lim and Quenez [34, Proposition 4.1]. 
The same result holds for Problem 3.6 by replacing V G with V 0, G˜ with F˜ and V GT = e
αGT with
V 0T = 1.
4. Optimization problems via BSDEs
The goal of this section is to characterize dynamically the value processes V G and V 0 given in
(3) and (3) respectively, and corresponding to the stochastic control problems with and without
the insurance derivative, by using a BSDE-based approach. The BSDE method works well in
non-Markovian settings where the classical stochastic control approach based on the Hamilton-
Jacobi-Bellman equation does not apply. Several papers (see, e.g. El Karoui et al. [25], Ceci
and Gerardi [17], Lim and Quenez [35] and references therein) deal with stochastic optimization
problems in Finance by means of BSDEs. Moreover, this approach is also well suited to solve
stochastic control problems under partial information in presence of an infinite-dimensional filter
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process, which is the situation in our paper, see e.g. Ceci [15, 14], where partially observed power
utility maximization problems in financial market with jumps are solved by applying this approach.
First, we define some spaces that are used throughout the sequel:
• L2(W ; G˜) (respectively L2loc(W ; G˜)) is the set of R-valued G˜-predictable processes u =
{ut, t ∈ [0, T ]} such that
E
[∫ T
0
|us|2ds
]
<∞
(
respectively
∫ T
0
|us|2ds <∞ P− a.s.
)
. (4.1)
Moreover, L2(W ; F˜) (respectively L2loc(W ; F˜)) is the set of R-valued F˜-predictable processes
u = {ut, t ∈ [0, T ]} satisfying (4).
• Lp(M τ ) (respectively Lploc(M τ )) for p = 1, 2 is the set of all R-valued G˜-predictable processes
η = {ηt, t ∈ [0, T ]} such that
E
[∫ T
0
|ηs|p(1−Hs)pis(λ)ds
]
<∞(
respectively
∫ T
0
|ηs|p(1−Hs)pis(λ)ds <∞, P− a.s.
)
.
4.1. The problem with life insurance liabilities. We consider the value process V G in (3)
and notice that it turns out to be a (G˜,P)-submartingale. This is a consequence of Proposition
3.8 (i), and the fact that the strategy θ = (θ1, θ2)⊤ = (0, 0)⊤ is admissible with associated wealth
X
(0,0)
t = x0, for each t ∈ [0, T ). Then, V G admits a unique Doob-Meyer decomposition
dV Gt = dm
V
t + dAt, (4.2)
where mV = {mVt , t ∈ [0, T ]} is a (G˜,P)-local martingale and A = {At, t ∈ [0, T ]} is an increasing
G˜-predictable process with A0 = 0. By a representation result for (G˜,P)-local martingales (see
Proposition C.1 in Appendix C), we get that
dmVt = R
1
tdW
1
t +R
2
tdW
2
t +R
3
tdW
3
t +R
4
tdM
τ
t , (4.3)
where R1, R2, R3 ∈ L2loc(W ; G˜), R4 ∈ L1loc(M τ ) and M τ is given in (2.3).
The process A is specified in Theorem 4.1 below, where the value process V G is characterized as
the solution of a suitable BSDE. The proof of the theorem is postponed to Appendix C.
Theorem 4.1. If there exists an optimal strategy for Problem 3.3, the quintuplet of processes
(V G, R1, R2, R3, R4) is a solution of the following BSDE
V Gt = e
αGT −
∫ T
t
R1sdW
1
s −
∫ T
t
R2sdW
2
s −
∫ T
t
R3sdW
3
s −
∫ T
t
R4sdM
τ
s
−
∫ T
t
ess sup
θ∈A(G˜)fα(s, R
1
s, R
2
s, R
3
s , V
G
s−, θ
1
s , θ
2
s)ds, (4.4)
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where
fα(t, r
1, r2, r3, v, θ1, θ2)
= α v
[
θ1tµ
S(t, Yt) + θ
2
tµ
B(t, µ, Yt)
]
+ α
[
r1θ1tσ
S(t, Yt) + r
2θ2t c
B(t, µt, Yt) + r
3θ2t d
B(t, µt, Yt)
]
− 1
2
α2v
[
(θ1tσ
S(t, Yt))
2 + (θ2t )
2
(
cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2
)]
, (4.5)
the processes R1, R2, R3, R4 are the integrand appearing in (4.1) and σS, cB and dB are the func-
tions introduced in (2.2) and (2.2). Moreover, the optimal strategy realizes the essential supremum
in (4.1). If the control θ∗ = (θ1,∗, θ2,∗)⊤, given by
θ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
R1t
αV Gt−σ
S(t, Yt)
, (4.6)
θ
2,∗
t =
µB(t, µt, Yt)
α[cB(t, µt, Yt)2+dB(t, µt, Yt)2]
+
cB(t, µt, Yt)R
2
t + d
B(t, µt, Yt)R
3
t
αV Gt−[c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
, (4.7)
for every t ∈ [0, T ], belongs to the class A(G˜), then it is an optimal strategy and
fα(t, R
1
t , R
2
t , R
3
t , V
G
t−, θ
1,∗
t , θ
2,∗
t ) = f(t, R
1
t , R
2
t , R
3
t , V
G
t−)
=
1
2
(V Gt µ
S(t, Yt) +R
1
tσ
S(t, Yt))
2
V Gt−σ
S(t, Yt)2
+
1
2
(
V Gt µ
B(t, µt, Yt) + c
B(t, µt, Yt)R
2
t + d
B(t, µt, Yt)R
3
t
)2
V Gt−[c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
. (4.8)
Remark 4.2. An existence and uniqueness result for the solution to equation (4.1) is proved, for
instance, in Lim and Quenez [34] for the case where coefficients are bounded and strategies are
valued in a compact set. Precisely, existence and uniqueness hold when the driver is Lipschitz,
uniformly in ω.
From now on we make the following boundedness assumption on the payoff of the insurance policy.
Assumption 4.3. The random variable ξ in (3.1) is bounded, that is,
|ξ| ≤ k P− a.s.
with k positive constant.
By Remark 3.4 and Assumption 4.3 we get that 0 ≤ V Gt ≤ eαk, for each t ∈ [0, T ].
The next result is a verification theorem, which provides an explicit optimal strategy by means of
the solution to the associated BSDE. The proof is provided in Appendix C.
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Theorem 4.4 (Verification theorem). Let (UG, γ1, γ2, γ3, γ4), with UG nonnegative and bounded,
γi ∈ L2(W ; G˜), i = 1, 2, 3, γ4 ∈ L1(M τ ), be solution to the BSDE
UGt =e
αGT −
∫ T
t
γ1sdW
1
s −
∫ T
t
γ2sdW
2
s −
∫ T
t
γ3sdW
3
s −
∫ T
t
γ4sdM
τ
s
−
∫ T
t
f(s, γ1s , γ
2
s , γ
3
s , U
G
s−)ds, (4.9)
where
f(t, r1, r2, r3, v) =
1
2
(vµS(t, Yt) + r
1σS(t, Yt))
2
vσS(t, Yt)2
+
1
2
(
vµB(t, µt, Yt) + c
B(t, µt, Yt)r
2 + dB(t, µt, Yt)r
3
)2
v[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
. (4.10)
Then, UGt = V
G
t , for every t ∈ [0, T ], P-a.s.. Moreover, if θ∗ = (θ1,∗t , θ2,∗t )⊤ ∈ A(G˜) where
θ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
1
ασS(t, Yt)
· γ
1
t
UGt−
,
θ
2,∗
t =
µB(t, µ, Yt)
α[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
+
cB(t, µt, Yt)γ
2
t + d
B(t, µt, Yt)γ
3
t
αUGt−[c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
for every t ∈ [0, T ] then, θ∗ is an optimal strategy.
In view of equation (3), in the sequel we will characterize the log-value process log(V G), provided
that V G > 0 on [0, T ], in terms of a BSDE with quadratic-exponential driver, as shown in the next
verification result.
Proposition 4.5. Let (U˜G, γ˜1, γ˜2, γ˜3, γ˜4), with U˜G bounded, γ˜i ∈ L2(W ; G˜), i = 1, 2, 3, γ˜4 ∈
L1(M τ ), be a solution to the BSDE
U˜Gt = αGT −
∫ T
t
3∑
i=1
γ˜isdW
i
s −
∫ T
t
γ˜4sdM
τ
s −
∫ T
t
f˜(s, γ˜1s , γ˜
2
s , γ˜
3
s , γ˜
4
s )ds, (4.11)
where
f˜(t, γ˜1t , γ˜
2
t , γ˜
3
t , γ˜
4
t ) = −(eγ˜
4
t − γ˜4t − 1)(1−Ht)pit(λ)−
1
2
((γ˜1t )
2 + (γ˜2t )
2 + (γ˜3t )
2)
+
1
2
(
µS(t, Yt)
σS(t, Yt)
+ γ˜1t
)2
+
1
2
(
µB(t, µt, Yt) + c
B(t, µt, Yt)γ˜
2
t + d
B(t, µt, Yt)γ˜
3
t
)2
cB(t, µt, Yt)2 + dB(t, µt, Yt)2
,
for every t ∈ [0, T ]. Then, V Gt = eU˜Gt , for every t ∈ [0, T ], P-a.s. and if θ∗ = (θ1,∗t , θ2,∗t )⊤ ∈ A(G˜),
with
θ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
γ˜1t
ασS(t, Yt)
, t ∈ [0, T ], (4.12)
θ
2,∗
t =
µB(t, µt, Yt) + c
B(t, µt, Yt)γ˜
2
t + d
B(t, µt, Yt)γ˜
3
t
α[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
, t ∈ [0, T ], (4.13)
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then, θ∗ is an optimal strategy.
Proof. By Itô’s formula and equation (4.5), we get that
eαGT − eU˜Gt =
∫ T
t
eU˜
G
s− γ˜1sdW
1
s +
∫ T
t
eU˜
G
s− γ˜2sdW
2
s +
∫ T
t
eU˜
G
s− γ˜3sdW
3
s
+
∫ T
t
eU˜
G
s−
(
eγ˜
4
s− − 1
)
dM τs +
1
2
∫ T
t
eU˜
G
s−
(
µS(s, Ys)
σS(s, Ys)
+ γ˜1s
)2
ds
+
1
2
∫ T
t
eU˜
G
s−
(
µB(s, µs, Ys) + c
B(s, µs, Ys)γ˜
2
s + d
B(s, µs, Ys)γ˜
3
s
)2
cB(s, µs, Ys)2 + dB(t, µs, Ys)2
ds.
Now, we set for every t ∈ [0, T ]
UGt = e
U˜Gt , γ1t = e
U˜Gt− γ˜1t , γ
2
t = e
U˜Gt− γ˜2t , γ
3
t = e
U˜Gt− γ˜3t , γ
4
t = e
U˜Gt−
(
eγ˜
4
t− − 1
)
.
Then, the vector process (UG, γ1, γ2, γ3, γ4) solves BSDE (4.4) with UG nonnegative and bounded,
γi ∈ L2(W ; G˜), i = 1, 2, 3, and γ4 ∈ L1(M τ ). Finally, by Theorem 4.4 it follows that V Gt = eU˜Gt ,
for every t ∈ [0, T ], P-a.s..

Remark 4.6. Note that θ∗ = (θ1,∗t , θ
2,∗
t )
⊤ defined by (4.5)-(4.5) satisfies the integrability condition∫ T
0
{
(θ1,∗t σ
S(t, Yt))
2 + (θ2,∗t )
2(cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2)
}
dt <∞, P-a.s.. Indeed, by Assumption
2.4, we get
∫ T
0
(θ1,∗s σ
S(s, Ys))
2ds <∞, P-a.s., since γ˜1 ∈ L2(W ; G˜) and∫ T
0
(θ2,∗s )
2
(
cB(s, µs, Ys)
2 + dB(s, µs, Ys)
2
)
ds
≤ 2
α2
∫ T
0
(
µB(s, µs, Ys)
2 +
(
cB(s, µs, Ys)γ˜
2
s + d
B(s, µs, Ys)γ˜
3
s
)2
cB(s, µs, Ys)2 + dB(s, µs, Ys)2
)
ds
≤ 4
α2
{∫ T
0
µB(s, µs, Ys)
2ds+
∫ T
0
cB(s, µs, Ys)
2
cB(s, µs, Ys)2 + dB(s, µs, Ys)2
(γ˜2s )
2ds
+
∫ T
0
dB(s, µs, Ys)
2
cB(s, µs, Ys)2 + dB(s, µs, Ys)2
(γ˜3s )
2ds
}
≤ 4
α2
{∫ T
0
µB(s, µs, Ys)
2ds+
∫ T
0
(γ˜2s )
2ds+
∫ T
0
(γ˜3s )
2ds
}
<∞, P− a.s,
where the last inequality holds since γ˜2, γ˜3 ∈ L2(W ; G˜). Moreover, thanks to Assumption 2.4 and
since γ˜1, γ˜2, γ˜3 ∈ L2(W ; G˜), it is easy to check that the integrability condition ∫ T
0
{|θ1,∗t µS(t, Yt)|+
|θ2,∗t µB(t, µt, Yt)|}dt <∞, P-a.s., is satisfied.
Remark 4.7. To ensure that θ∗ = (θ1,∗, θ2,∗)⊤ ∈ A(G˜), one should also show that condition (3.2)
holds. In a very general setting, this is not an easy task. However, this can be verified in some
special cases. For instance, in a simpler financial-insurance market model where the risky asset
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price process and the longevity bond price process are not affected by the stochastic factor Y , and
thus the financial and the insurance markets are independent, BSDE (4.5) reduces to
U˜Gt = αGT −
∫ T
t
2∑
i=1
γ˜isdW
i
s −
∫ T
t
γ˜4sdM
τ
s +
∫ T
t
g(s, γ˜1s , γ˜
2
s , γ˜
4
s )ds,
where
g(t, γ˜1t , γ˜
2
t , γ˜
4
t ) = (e
γ˜4t − γ˜4t − 1)(1−Ht)pit(λ)
+
1
2
{(
µS(t)
σS(t)
)2
+
(
µB(t, µt)
cB(t, µt)
)2
+ 2
µS(t)
σS(t)
γ˜1t + 2
µB(t, µt)
cB(t, µt)
γ˜2t
}
.
For this kind of equation, under the assumption that the function λ is bounded, existence and
uniqueness of the solution (U˜G, γ˜1, γ˜2, γ˜4) with U˜G bounded, γ˜i ∈ L2(W ; G˜), i = 1, 2, γ˜4 ∈ L1(M τ )
is proved in Becherer [4, Theorem 3.5]. In this particular case, by Proposition 4.5 we get that
θ
∗ = (θ1,∗t , θ
2,∗
t )
⊤ =
(
µS(t)
ασS(t)2
+
γ˜1t
ασS(t)
,
µB(t, µt)
αcB(t, µt)2
+
γ˜2t
αcB(t, µt)
)⊤
,
for every t ∈ [0, T ], belongs to A(G˜) and then it is an optimal investment strategy.
4.2. The pure investment problem. First, note that Problem 3.6 corresponds to a special case
of Problem 3.3, choosing GT = 0 and available information level given by F˜. Therefore, we solve
Problem 3.6 by applying similar techniques to those given in the previous subsection. Similarly to
process V G, we observe that the value process V 0 in (3) is an (F˜,P)-submartingale, and therefore
it admits a unique Doob-Meyer decomposition
dV 0t = dm
0
t + dA
0
t ,
where m0 = {m0t , t ∈ [0, T ]} is a (F˜,P)-local martingale with representation
dm0t = Ψ
1
tdW
1
t +Ψ
2
tdW
2
t +Ψ
3
tdW
3
t , (4.14)
for Ψ1, Ψ2, Ψ3 ∈ L2loc(W ; F˜), and A0 = {A0t , t ∈ [0, T ]} is an increasing F˜-predictable process with
A00 = 0. The following result holds for the value process V
0.
Theorem 4.8. If there exists an optimal strategy for Problem 3.6, the quadruplet of processes
(V 0,Ψ1,Ψ2,Ψ3) is a solution of the following BSDE
V 0t = 1−
∫ T
t
3∑
i=1
ΨisdW
i
s −
∫ T
t
ess sup
θ∈A(F˜)f
0
α(s,Ψ
1
s,Ψ
2
s,Ψ
3
s, V
0
s , θ
1
s , θ
2
s)ds, (4.15)
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where
f 0α(t, ψ
1, ψ2, ψ3, v, θ1, θ2) = α v
[
θ1tµ
S(t, Yt) + θ
2
tµ
B(t, µ, Yt)
]
+ α
[
ψ1θ1t σ
S(t, Yt) + ψ
2θ2t c
B(t, µt, Yt) + ψ
3θ2t d
B(t, µt, Yt)
]
− 1
2
α2v
[
(θ1tσ
S(t, Yt))
2 + (θ2t )
2(cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2)
]
,
the processes Ψ1, Ψ2, Ψ3 are the integrand appearing in (4.2) and σS, cB and dB are the functions
introduced in (2.2) and (2.2).
Moreover, the optimal strategy realizes the essential supremum in (4.8). If the control ϑ∗ =
(ϑ1,∗, ϑ2,∗)⊤, given by
ϑ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
Ψ1t
αV 0t σ
S(t, Yt)
,
ϑ
2,∗
t =
µB(t, µt, Yt)
α[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
+
cB(t, µt, Yt)Ψ
2
t + d
B(t, µt, Yt)Ψ
3
t
αV 0t [c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
,
for every t ∈ [0, T ], belongs to the class A(F˜), then it is an optimal strategy and
f 0α(t,Ψ
1
t ,Ψ
2
t ,Ψ
3
t , V
0
t , ϑ
1,∗
t , ϑ
2,∗
t ) = f
0(t,Ψ1t ,Ψ
2
t ,Ψ
3
t , V
0
t )
=
1
2
(V 0t µ
S(t, Yt) + Ψ
1
tσ
S(t, Yt))
2
V 0t (σ
S(t, Yt))2
+
1
2
(
V 0t µ
B(t, µt, Yt) + c
B(t, µt, Yt)Ψ
2
t + d
B(t, µt, Yt)Ψ
3
t
)2
V 0t [c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
.
The proof follows the same lines as Theorem 4.1.
We now provide a verification theorem, analogous to Theorem 4.4.
Theorem 4.9 (Verification theorem). Let (U0, φ1, φ2, φ3), with U0 nonnegative and bounded, φi ∈
L2(W ; F˜), i = 1, 2, 3, be solution to the BSDE
U0t = 1−
∫ T
t
3∑
i=1
φisdW
i
s −
∫ T
t
f 0(s, φ1s, φ
2
s, φ
3
s, U
0
s )ds,
where
f 0(t, ψ1, ψ2, ψ3, v) =
1
2
(vµS(t, Yt) + ψ
1σS(t, Yt))
2
v(σS(t, Yt))2
+
(
vµB(t, µt, Yt) + c
B(t, µt, Yt)ψ
2 + dB(t, µt, Yt)ψ
3
)2
v[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
.
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Then, U0t = V
0
t , for every t ∈ [0, T ], P-a.s.. Moreover, if ϑ∗ = (ϑ1,∗t , ϑ2,∗t )⊤ ∈ A(F˜) where
ϑ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
1
ασS(t, Yt)
· φ
1
t
U0t
, (4.16)
θ
2,∗
t =
µB(t, µ, Yt)
α[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
+
cB(t, µt, Yt)φ
2
t + d
B(t, µt, Yt)φ
3
t
αU0t [c
B(t, µt, Yt)2 + dB(t, µt, Yt)2]
, (4.17)
for every t ∈ [0, T ], then ϑ∗ is an optimal strategy.
Note that here the optimal strategy in (4.9)-(4.9) is given in feedback form. Similarly to Subsection
4.1, we look for a solution to the equation of the form U0 = eU˜0 . This allows us to formulate the
following verification result for the log-value process log(V 0).
Proposition 4.10. Let (U˜0, φ˜1, φ˜2, φ˜3), with U˜0 bounded, φ˜i ∈ L2(W ; F˜), i = 1, 2, 3, be a solution
to the BSDE
U˜0t = −
∫ T
t
3∑
i=1
φ˜isdW
i
s −
∫ T
t
1
2
f˜ 0(s, φ˜1s, φ˜
2
s, φ˜
3
s)ds, (4.18)
where
f˜ 0(t, ψ˜1, ψ˜2, ψ˜3) =−
(
(ψ˜1)2 + (ψ˜2)2 + (ψ˜3)2
)
+
(
µS(t, Yt)
σS(t, Yt)
+ ψ˜1
)2
+
(
µB(t, µt, Yt) + c
B(t, µt, Yt)ψ˜
2 + dB(t, µt, Yt)ψ˜
3
)2
(cB(t, µt, Yt))2 + (dB(t, µt, Yt))2
. (4.19)
Then, V 0t = e
U˜0t , for every t ∈ [0, T ], P-a.s. and if ϑ∗ = (ϑ1,∗t , ϑ2,∗t )⊤ ∈ A(F˜), with
ϑ
1,∗
t =
µS(t, Yt)
ασS(t, Yt)2
+
φ˜1t
ασS(t, Yt)
,
ϑ
2,∗
t =
µB(t, µt, Yt) + c
B(t, µt, Yt)φ˜
2
t + d
B(t, µt, Yt)φ˜
3
t
α[(cB(t, µt, Yt))2 + (dB(t, µt, Yt))2]
,
for every t ∈ [0, T ], then ϑ∗ is an optimal strategy.
Proof. By applying Itô’s formula we get that
1− eU˜0t =
∫ T
t
eU˜
0
s−
3∑
i=1
φ˜isdW
i
s +
1
2
∫ T
t
eU˜
0
s−
(
µS(s, Ys)
σS(s, Ys)
+ φ˜1s
)2
ds
+
1
2
∫ T
t
eU˜
0
s−
(
µB(s, µs, Ys) + c
B(s, µs, Ys)φ˜
2
s + d
B(s, µs, Ys)φ˜
3
s
)2
cB(s, µs, Ys)2 + dB(t, µs, Ys)2
ds.
Then we set
U0t = e
U˜0t , φ1t = e
U˜0t−φ˜1t , φ
2
t = e
U˜0t− γ˜2t , φ
3
t = e
U˜0t−φ˜3t ,
for every t ∈ [0, T ]. The remainder of the proof follows the same lines as Proposition 4.5. 
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Remark 4.11. In equation (4.10) we deal with a BSDE with quadratic generator given by (4.10).
For this type of equation, existence and uniqueness of the solution are provided, for instance, in
Zhang [40, Theorem 7.3.3].
5. The indifference price of the pure endowment
In order to compute the indifference price given in (3), we are interested in the solution of BSDE
(4.5) over the stochastic interval J0, τ∧T K. Since GT = ξ1{τ>T}, see Definition 3.1, this corresponds
to consider the following BSDE with random time horizon
U˜Gt = αξ1{τ>T}−
∫ T∧τ
t∧τ
3∑
i=1
γ˜isdW
i
s−
∫ T∧τ
t∧τ
γ˜4sdM
τ
s +
∫ T∧τ
t∧τ
f˜(s, γ˜1s , γ˜
2
s , γ˜
3
s , γ˜
4
s )ds, (5.1)
for every t ∈ [0, T ], which is equivalent to equation (4.5) over the stochastic time interval J0, τ ∧T K.
According to Kharroubi et al. [31, Theorem 4.3] and Jeanblanc et al. [30, Proposition 4.1], we
introduce a BSDE in the Brownian filtration F˜, stopped at τ , and establish an equivalence result
with the solution of BSDE (5) given in Lemma 5.2 below.
The following condition is in force throughout this section.
Assumption 5.1. The function λ is bounded, i.e.
0 < a ≤ λ(t, µ, z) ≤ b, ∀(t, µ, z) ∈ [0, T ]× R+ × Z,
for some constants a, b ∈ R+.
Note that, under Assumption 5.1, condition (A) in Appendix A is satisfied. Then, we have that
on the time interval {t < τ} the process pi(λ) coincides with the F˜-adapted process pi(λ) given by
pit(λ)(ω) =
E
[
λ(t, µt(ω), Zt)e
−
∫ t
0
λ(u,µu(ω),Zu)du
]
E
[
e−
∫ t
0
λ(u,µu(ω),Zu)du
] , t ∈ [0, T ]. (5.2)
Further details can be found in Appendix A.
Lemma 5.2. Let ξ be a bounded F˜T -measurable random variable. Let (Û , γ̂1, γ̂2, γ̂3), where Û is
F˜-adapted and bounded, and γ̂i ∈ L2(W ; F˜), i = 1, 2, 3, be a solution to the BSDE
Ût = αξ −
∫ T
t
3∑
i=1
γ̂isdW
i
s +
∫ T
t
(
1
2
(
µS(s, Ys)
σS(s, Ys)
)2
+
µS(s, Ys)
σS(s, Ys)
γ̂1s
)
ds
+
∫ T
t
1
2
(µB(s, µs, Ys))
2 + µB(s, µs, Ys)
(
cB(s, µs, Ys)γ̂
2
s + d
B(s, µs, Ys)γ̂
3
s
)
cB(s, µs, Ys)2 + dB(s, µs, Ys)2]
ds,
+
∫ T
t
((
e−Ûs − 1
)
pis(λ) +
(dB(s, µs, Ys)γ̂
2
s − cB(s, µs, Ys)γ̂3s )2
2[cB(s, µs, Ys)2 + dB(s, µs, Ys)2]
)
ds (5.3)
for every t ∈ [0, T ], where pi(λ) is given by (5). Then, (U˜G, γ˜1, γ˜2, γ˜3, γ˜4) defined as
U˜Gt = Ût1{t<τ}, γ˜
i
t = γ̂
i
t1{t<τ}, γ˜
4
t = −Ût1{t≤τ},
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is a solution of the BSDE (5), where γ˜i ∈ L2(W ; G˜), i = 1, 2, 3, U˜G is G˜-adapted and bounded,
and γ˜4 ∈ L1(M τ ).
Proof. To get the result, we apply the Itô product rule to U˜Gt = Ût1{t<τ} = Ût(1−Ht) and observe
that U˜GT∧τ = αξ1{τ>T}. 
By Lemma 5.2, it is clear that existence and uniqueness of the solution of BSDE (5) follows from
existence and uniqueness of the solution of equation (5.2), which is a quadratic-exponential BSDE,
only driven by Brownian motions. Using this argument we get the following result.
Proposition 5.3. Let ξ be a bounded F˜T -measurable random variable. Then, there exists a unique
solution (U˜G, γ˜1, γ˜2, γ˜3, γ˜4) to BSDE (5) where γ˜i ∈ L2(W ; G˜), i = 1, 2, 3, U˜G is G˜-adapted and
bounded, γ˜4 ∈ L1(M τ ) such that∫ t
0
3∑
i=1
γ˜isdW
i
s +
∫ t
0
(eγ˜
4
s − 1)dM τs
is a BMO(G˜)-martingale.
Proof. Existence and uniqueness of the solution (Û , γ̂1, γ̂2, γ̂3), with Û ∈ L2(W ; F˜) bounded, and
γ̂i ∈ L2(W ; F˜), i = 1, 2, 3, to equation (5.2) follow from the same argument used in the proof of
Jeanblanc et al. [30, Theorem 4.1]. Precisely, by Lemma C.3 in Appendix C and Assumption 5.1,
hypotheses (H1) and (H2) in Jeanblanc et al. [30, Section 2.2] hold. Moreover, the driver is of the
form
(e−u − 1)pi(λ) + ĝ(t, γ̂1, γ̂2, γ̂3),
where g is a map from [0, T ]× R× R to R defined as
g(t, γ̂1, γ̂2, γ̂3)=
(dB(t, µt, Yt)γ̂
2 − cB(t, µt, Yt)γ̂3)2
2[cB(t, µt, Yt)2 + dB(t, µt, Yt)2]
+
1
2
(
µS(t, Yt)
σS(t, Yt)
)2
+
µS(t, Yt)
σS(t, Yt)
γ̂1
+
1
2
(µB(t, µt, Yt))
2 + µB(t, µt, Yt)
(
cB(t, µt, Yt)γ̂
2 + dB(t, µt, Yt)γ̂
3
t
)
cB(t, µt, Yt)2 + dB(t, µt, Yt)2
.
For every (γ̂1, γ̂2, γ̂3) ∈ R× R× R, g(·, γ̂1, γ̂2, γ̂3) is F˜-progressively measurable. It is also easy to
check that for (γ̂1, γ̂2, γ̂3) = (0, 0, 0), g(t, 0, 0, 0) = 0, for every t ∈ [0, T ], and that g is Lipschitz
with respect to γ̂1, γ̂2 and γ̂3, which imply that Assumption 4.1 in Jeanblanc et al. [30] holds.
Then, by Lemma 5.2 we get existence of a solution to BSDE (5) and Jeanblanc et al. [30, Lemma
4.1] yields uniqueness. 
Finally, by gathering the results we have the following characterization of the indifference price
process of the pure endowment introduced in (3.1).
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Proposition 5.4. Let ξ be a bounded F˜T -measurable random variable. Let U˜0 be the unique
bounded and F˜-adapted solution to equation (4.10) and let Û be the unique bounded F˜-adapted
solution to equation (5.2). Then, the indifference price pα of the pure endowment is given by
pαt =
1
α
(
Ût − U˜0t
)
1{τ>t} t ∈ [0, T ].
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Appendix A. Filtering
Let Z = {Zt, t ∈ [0, T ]} be a cádlág Markov stochastic process taking values in a locally compact
and separable space Z . Denote by LZ its Markov generator and by D ⊆ Cb(Z) the domain of the
generator, that is for every function f ∈ D ⊆ Cb(Z)
f(Zt) = f(z0) +
∫ t
0
LZf(Zs)ds+MZt , t ∈ [0, T ], (A.1)
for some (FZ ,P)-martingale MZ = {MZt , t ∈ [0, T ]}, with z0 ∈ Z.
We make the following assumptions.
Assumption A.1.
(i) The martingale problem for the operator LZ, for any initial value z0 ∈ Z, is well posed on
the space of cádlág trajectories with values in Z, DZ [0, T ];
(ii) LZf ∈ Cb(Z) for any f ∈ D;
(iii) D is an algebra dense in Cb(Z).
We recall here that
F˜ = FW
1 ∨ FW 2 ∨ FW 3, F = F˜ ∨ FZ
G = F ∨ FH , G˜ = F˜ ∨ FH ,
whereW j = {W jt , t ∈ [0, T ]}, j = 1, 2, 3, are P-independent Brownian motions and P-independent
of Z. The process H is the death indicator given by Ht := 1{τ≤t}, for every t ∈ [0, T ], with (G,P)-
predictable intensity given by {(1 − Ht−)λ(t, µt, Zt−), t ∈ [0, T ]}. The goal of this section is to
derive the dynamics of the filter pi = {pit, t ∈ [0, T ]} which provides the conditional distribution
of the unobservable process Z, given the observation flow G˜. In other terms, we will compute
pit(f) = E
[
f(Zt)
∣∣∣G˜t] .
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for every t ∈ [0, T ] and for every f ∈ D. This is essential to compute the (G˜,P)-predictable
intensity of H , given by {(1 − Ht−)pit−(λ), t ∈ [0, T ]}, where pit(λ) indicates pit(λ(t, µt, ·)) (i.e.
pit(λ)(ω) = E
[
λ(t, µt(ω), Zt)
∣∣∣G˜t] (ω), ∀ω ∈ Ω).
The following result characterizes the filter as the unique strong solution of the so-called Kushner-
Stratonovich equation.
Proposition A.2. If Assumption A.1 holds, the function λ : [0, T ] × R+ × Z → (0,+∞) is
continuous for every z ∈ Z and sup(t,µ,x)∈[0,T ]×R+×Z λ(t, µ, z) < ∞, then the filter pi = {pit, t ∈
[0, T ]} is the unique strong solution to the equation
pit(f) = f(z0) +
∫ t
0
pis(LZf)ds+
∫ t
0
pis−(λf)− pis−(λ)pis−(f)
pis−(λ)
dM τs , (A.2)
for every t ∈ [0, T ] and for all f ∈ D.
Proof. To prove the result we use the Innovation approach. Since W 1,W 2 and W 3 are (G˜,P)-
Brownian motions and the process M τ given in (2.3) is a (G˜,P)-jump martingale, we define the
Innovation process by (W 1,W 2,W 3,M τ ).
For every function f ∈ D, by projecting equation (A) on G˜, we get
pit(f) = E
[
f(Zt)|G˜t
]
= f(z0) +
∫ t
0
pis(LZf)ds+M (1)t , t ∈ [0, T ], (A.3)
where M (1) := {M (1)t , t ∈ [0, T ]} is the (G˜,P)-martingale given by M (1)t := E
[
MZt
∣∣∣G˜t] +
E
[∫ t
0
LZf(Zs)ds
∣∣∣G˜t] − ∫ t0 pis(LZf)ds (see, e.g. Brémaud [10, Chapter IV, Theorem T1]). By
the Martingale Representation Theorem (see, e.g. Lipster and Shiryaev [36, Theorem 3.34]) with
respect to filtration G˜ and probability measure P, there exist G˜-adapted processes ĥi = {ĥit, t ∈
[0, T ]} and a G˜-predictable process ϕ̂ = {ϕ̂t, t ∈ [0, T ]} satisfying
E
[∫ T
0
(
3∑
i=1
(ĥit)
2 + |ϕ̂t|λ(t, µt, Zt)
)
dt
]
<∞.
and such that
M
(1)
t = M
(1)
0 +
3∑
i=1
∫ t
0
ĥisdW
i
s +
∫ t
0
ϕ̂sdM
τ
s , t ∈ [0, T ].
In order to identify the processes ĥi for i = 1, 2, 3 and ϕ̂, we observe that E
[
f(Zt)W
i
t
∣∣∣G˜t] =
E
[
f(Zt)
∣∣∣G˜t]W it ; then, by computing both quantities and comparing the finite variation parts we
get that ĥit = 0 P-a.s. for every t ∈ [0, T ]. Moreover, it holds that for every process U = {Ut, t ∈
[0, T ]} of the form Ut =
∫ t
0
CsdHs for some (G˜,P)-predictable process C = {Ct, t ∈ [0, T ]},
E
[
f(Zt)Ut
∣∣∣G˜t] = E [f(Zt)∣∣∣G˜t]Ut. Then, by computing separately the right-hand side and the
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left-hand side of the equation and comparing the finite variation parts we get that
Ctϕ̂t(1−Ht−)pit−(λ) = Ct (pit−(fλ)− pit−(f)pit−(λ)) (1−Ht−), t ∈ [0, T ],
and since the process C is arbitrary, we obtain that on the set {t < τ}
ϕ̂t =
pit−(fλ)
pit−(λ)
− pit−(f), P− a.s..
Therefore, M
(1)
t = M
(1)
0 +
∫ t
0
(
pi
s−
(fλ)
pi
s−
(λ)
− pis−(f)
)
dM τs , and plugging this expression in (A) we get
the result.
Uniqueness can be proved as in Ceci and Colaneri [16, Theorem 3.3], by applying the Filtered
Martingale approach. We start by observing that for any f ∈ D and any measurable function φ
on {0, 1}, we have
f(Zt)φ(Ht) =f(Z0)φ(H0) +M
f,φ
t
+
∫ t
0
{LZf(Zs) + [φ(Hs− + 1)− φ(Hs−)](1−Hs−)λ(s, µs, Zs)}ds,
for every t ∈ [0, T ], where Mf,φ = {Mf,φt , t ∈ [0, T ]} is a (G˜,P)-martingale. Then, for any µ ∈ R+
it follows that the pair (Z,H) solves the martingale problem for the operator Lµ defined by
Lµψ(t, z, h) := ∂ψ
∂t
(t, z, h) + LZψ(t, z, h) + [ψ(t, x, h+ 1)− ψ(t, z, h)](1− h)λ(t, µ, z)
for every function ψ in the domain Dµ of Lµ, where Dµ consists of all bounded functions ψ having
continuous partial derivatives with respect to t and such that ψ(t, ·, h) ∈ D, ∀(t, h) ∈ [0, T ]×{0, 1}.
The pair (Lµ,Dµ) satisfies Assumption A.1, where we replace Z with [0, T ]×Z×{0, 1}. By Kurtz
and Ocone [32, Theorem 3.3] we get that the Filtered Martingale Problem for the operator Lµ
is well posed. Then, we can apply Ceci and Colaneri [16, Theorem 3.3], which ensures strong
uniqueness. 
We make a few remarks. Over the set {t < τ < T} the filter solves a nonlinear equation given by
pit(f) = f(z0) +
∫ t
0
(
pis(LZf)ds− pis(λf) + pis(λ)pis(f)
)
ds,
and at time τ < T we get that
piτ (f) = piτ−(f) +
piτ−(λf)− piτ−(λ)piτ−(f)
piτ−(λ)
.
Finally, after the jump, that is over the set {τ < t ≤ T}, the filtering equation is linear, of the
form
pit(f) = piτ (f) +
∫ t
τ
pis(LZf)ds.
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In order to obtain an explicit expression for the filter, we apply a suitable change of probability
measure, which allows to obtain a linear equation for the unnormalized filter, known in literature
as the Zakai equation. To this aim we introduce the process L = {Lt, t ∈ [0, T ]} by
Lt := E
(∫ ·
0
1− λ(s, µs, Zs−)
λ(s, µs, Zs−)
{dHs − (1−Hs−)λ(s, µs, Zs−)ds}
)
t
,
for every t ∈ [0, T ], where E denotes the Doléans-Dade exponential. We assume that L is a
(G,P)-martingale. This is implied, for instance, by the condition
E
[
e
∫ T
0
(1−λ(s,µs,Zs))
2
λ(s,µs,Zs)
(1−Hs)ds
]
<∞, (A.4)
and satisfied, in particular, if the function λ is bounded from below and above. Then we define
the probability measure Q equivalent to P by
dQ
dP
∣∣∣
Gt
:= Lt,
for every t ∈ [0, T ]. By the Girsanov Theorem we have that{
Ht −
∫ t
0
(1−Hs−)ds, t ∈ [0, T ]
}
is a (G,Q)-martingale, and the process {1 − Ht− , t ∈ [0, T ]} provides the (G,Q)-predictable
intensity of H . We introduce the unnormalized filter, which is the finite measure valued process
ρ = {ρt, t ∈ [0, T ]} given by
ρt(f) := E
Q
[
L−1t f(Zt)
∣∣∣G˜t] , t ∈ [0, T ],
for every bounded measurable function f . By applying the Kallianpur-Striebel formula we get that
pit(f) = E
[
f(Zt)
∣∣∣G˜t] = ρt(f)
ρt(1)
, t ∈ [0, T ],
for every bounded and measurable function f , where ρt(1) := E
Q
[
L−1t
∣∣∣G˜t]. The dynamics of
process ρ(1) can be easily computed by observing that the (G˜,P)-intensity of H is given by
{(1 − Ht−)pit−(λ), t ∈ [0, T ]} and the (G˜,Q)-intensity of H is {1 − Ht− , t ∈ [0, T ]}, then we get
that ρ(1) is an exponential martingale satisfying the following stochastic differential equation
dρt(1) = ρt−(1)(pit−(λ)− 1)(dHt − (1−Ht−)dt), ρ0(1) = 1.
Then, by applying the product rule to ρt(f) = pit(f)ρt(1) and using equation (A.2), we get that
ρt(f) = f(z0) +
∫ t
0
ρs(LZf)ds+
∫ t
0
ρs−(f(λ− 1))[dHs − (1−Hs−)ds],
for every t ∈ [0, T ], where ρt(λ) indicates ρt(λ(t, µt, ·)). Over the set {t < τ < T} this equation
reduces to
ρt(f) = f(z0) +
∫ t
0
(ρs(LZf)− ρs(f(λ− 1)))ds (A.5)
and the solution can be computed explicitly, as shown in the following proposition.
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Proposition A.3. Let
ρ˜t(f)(ω) := E
[
f(Zt)e
−
∫ t
0 (λ(u,µu(ω),Zu)−1)du
]
, t ∈ [0, τ(ω)).
Then, ρ˜ solves equation (A) over {t < τ}.
Proof. For any fixed trajectory t → µt(ω) of process µ, we set γt := e−
∫ t
0 (λ(s,µs(ω),Zs)−1)ds. By the
product rule we get
d(f(Zt)γt) = γt[LZf(Zt)− f(Zt)(λ(t, µt(ω), Zt)− 1)]dt+ γtdMZt .
Now, taking expectation
E [f(Zt)γt] = f(z0) +
∫ t
0
E
[
γs[LZf(Zs)− f(Zs)(λ(s, µs(ω), Zs)− 1)]
]
dt.
Then, we get that E
[
f(Zt)e
−
∫ t
0 (λ(s,µs(ω),Zs)−1)ds
]
solves equation (A) for any fixed trajectory of the
process µ and this concludes the proof. 
As a consequence of Proposition A.3 we have an explicit representation of the filter. Indeed, we
set pit(f) :=
ρ˜t(f)
ρ˜t(1)
for t < τ < T , piτ (f) :=
pi
τ−
(λf)
p˜i
τ−
(λ)
, for t = τ < T and pit(f) :=
∫
R
ψ
f
t (τ, x)piτ (dx),
for t > τ , where ψft (s, x) := E [f(Zt)|Zs = x], t > s. Then, by a direct computation we can show
that pi solves equation (A.2) and by uniqueness we get that pi = pi. Define the F˜-adapted process
pi := {pit, t ∈ [0, T ]} by
pit(f)(ω) =
E
[
f(Zt)e
−
∫ t
0 λ(s,µs(ω),Zs)ds
]
E
[
e−
∫ t
0
λ(s,µs(ω),Zs)ds
] , t ∈ [0, T ].
Then, we get that on {t < τ}, the filter pi coincide with the process pi.
Appendix B. Longevity bond price
We start from a filtered probability space (Ω, F˜ , F˜,Q), whereQ is a risk neutral measure equivalent
to P. The objective of this section is to characterize the fair price of the longevity bond under the
measure Q and get the P-price dynamics via change of measure. Let W 1,Q = {W 1,Q, t ∈ [0, T ]},
W 2,Q = {W 2,Q, t ∈ [0, T ]}, W 3,Q = {W 3,Q, t ∈ [0, T ]} be Q-independent Brownian motions and
define the density process LP = {LPt , t ∈ [0, T ]} of P with respect to Q by
LPt :=
dP
dQ
∣∣∣∣
F˜t
= E
(∫ .
0
µS(u, Yu)
σS(u, Yu)
dW 1,Qu −
∫ .
0
αµ(u, µu, Yu)dW
2,Q
u −
∫ .
0
αY (u, µu, Yu)dW
1,Q
u
)
t
,
for every t ∈ [0, T ], where functions µS, σS, αµ : [0, T ]×R+×R→ R and αY : [0, T ]×R+×R→ R
are measurable and such that LP is an (F˜,Q)-martingale. By applying Girsanov theorem we get
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that processes W 1 = {W 1, t ∈ [0, T ]}, W 2 = {W 2, t ∈ [0, T ]},W 3 = {W 3, t ∈ [0, T ]} respectively
defined by
W 1t := W
1,Q
t −
∫ t
0
µS(u, Yu)
σS(u, Yu)
du, t ∈ [0, T ],
W 2t := W
2,Q
t +
∫ t
0
αµ(u, µu, Yu)du, t ∈ [0, T ],
W 3t := W
3,Q
t +
∫ t
0
αY (u, µu, Yu)du, t ∈ [0, T ],
are P-independent F˜-Brownian motions. Following Cairns et al. [13], a longevity bond is defined
as a zero-coupon bond that pays out the value of the survivor or longevity index at time T . Then,
its discounted price process S2 at any time t is given by
S2t = E
Q
[
S
µ
T
∣∣∣F˜t] = EQ
[
exp
(
−
∫ T
0
µsds
) ∣∣∣∣∣F˜t
]
= e−
∫ t
0
µsdsE
Q
[
exp
(
−
∫ T
t
µsds
) ∣∣∣∣F˜t] , t ∈ [0, T ]. (B.1)
We write the dynamics of the pair (µ, Y ) w.r.t. Q as
dµt = (b
µ(t, µt, Yt) + α
µ(t, µt, Yt))dt+ σ
µ(t, µt, Yt)dW
2,Q
t , µ0 ∈ R+,
dYt = (b
Y (t, Yt) + α
Y (t, µt, Yt))dt+ σ
Y (t, Yt)dW
3,Q
t , Y0 = y0 ∈ R,
Since the pair (µ, Y ) is an (F˜,Q)-Markov process with infinitesimal generator Lµ,Y underQ, setting
F (t, µ, y) := EQ
[
exp
(
−
∫ T
t
µsds
) ∣∣∣∣µt = µ, Yt = y] , (B.2)
we get that relation (B) can be written as
S2t = e
−
∫ t
0
µsdsF (t, µt, Yt), t ∈ [0, T ]. (B.3)
The function F is strictly positive and bounded from above by 1. If the function F is regular, that
is, F ∈ C1,2,2b ([0, T ]× R+ × R), then it can be characterized via the Feynman-Kac formula as the
solution of the boundary problem
∂F
∂t
(t, µ, y) + Lµ,Y F (t, µ, y)− µF (t, µ, y) = 0, (t, µ, y) ∈ [0, T )× R+ × R,
F (T, µ, y) = 1, (µ, y) ∈ R+ × R.
(B.4)
To ensure that Feynman-Kac formula (B) applies, we make the following set of assumptions.
Assumption B.1. Functions bµ, bY , αµ, αY , σµ, σY are continuous in all variables and satisfy
sublinear growth-conditions on (µ, y) ∈ R+×R, uniformly in t ∈ [0, T ]. Moreover, bµ, bY , αµ, αY ,
and (σµ)2, (σY )2 are Lipschitz continuous on (µ, y) ∈ R+×R, uniformly in t ∈ [0, T ], and σµ, σY
are bounded from below.
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The following result shows existence and uniqueness for the solution of the boundary problem (B).
Proposition B.2. Under Assumption B.1, there exists a unique classical solution F to the bound-
ary problem (B) and the Feynman-Kac representation (B) holds.
Proof. The result follows from Heath and Schweizer [26, Theorem 1]. Indeed, condition (A2) in
Heath and Schweizer [26, Theorem 1] is a consequence of sublinear growth-condition and Lips-
chitz continuity of the coefficients and by Heath and Schweizer [26, Lemma 2], F given in (B) is
continuous in [0, T ]× R+ × R. 
Now, we can apply Itô’s formula to S2 given in (B) and since F is solution of (B),we get that S2
solves
dS2t = S
2
t
(
cB(t, µt, Yt)dW
2,Q
t + d
B(t, µt, Yt)dW
3,Q
t
)
, S20 = s
2
0 ∈ R+,
where we have set
cB(t, µ, y) :=
σµ(t, µ, y)
F (t, µ, y)
∂F
∂µ
(t, µ, y), dB(t, µ, y) :=
σY (t, y)
F (t, µ, y)
∂F
∂y
(t, µ, y),
for every (t, µ, y) ∈ [0, T ] × R+ × R. Finally, the P-dynamics of the process S2 is given by (2.2)
where we have set µB(t, µt, Yt) := c
B(t, µt, Yt)α
µ(t, µt, Yt) + d
B(t, µt, Yt)α
Y (t, µt, Yt).
Appendix C. Technical results and proofs
This section contains a few technical results and proofs that are used in the body of the paper.
The first proposition is a representation result for (G˜,P)-martingales which is proved, e.g., in
Jeanblanc et al. [29].
Proposition C.1. Any (G˜,P)-local martingale N = {Nt, t ∈ [0, T ]} has the following represen-
tation:
Nt = N0 +
∫ t
0
a1sdW
1
s +
∫ t
0
a2sdW
2
s +
∫ t
0
a3sdW
3
s +
∫ t
0
bsdM
τ
s , t ∈ [0, T ], P− a.s.. (C.1)
where a1, a2, a3 ∈ L2loc(W ; G˜) and b ∈ L1loc(M τ ). If N is a square integrable (G˜,P)-martingale,
each term on the right-hand side of the representation (C.1) is square integrable.
In the sequel we provide the proof of Theorem 4.1.
Proof of Theorem 4.1. Let θ ∈ A(G˜) and apply the Itô product rule to e−αXθt V Gt we have
d
(
e−αX
θ
t V Gt
)
= e−αX
θ
t dV Gt + V
G
t−d
(
e−αX
θ
t
)
+ d〈e−αXθ , V G〉t. (C.2)
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Plugging the dynamics of the wealth given by equation (3) and that of V G specified by equations
(4.1) and (4.1), into (C) we get that
d
(
e−αX
θ
t V Gt
)
= e−αX
θ
t
{
dmVt − αV Gt−
[
θ1t σ
S(t, Yt)dW
1
t + θ
2
t c
B(t, µt, Yt)dW
2
t + θ
2
t d
B(t, µt, Yt)dW
3
t
]}
+ e−αX
θ
t
{
dAt − αV Gt (θ1tµS(t, Yt) + θ2tµB(t, µt, Yt))dt
+
1
2
α2V Gt−
[
(θ1tσ
S(t, Yt))
2 + (θ2t )
2(cB(t, µt, Yt)
2 + dB(t, µt, Yt)
2)
]
dt
− α [R1t θ1t σS(t, Yt) + θ2t (R2t cB(t, µt, Yt) +R3tdB(t, µt, Yt))] dt}
= dMV,θt + e
−αXθt
{
dAt − fα(t, R1t , R2t , R3t , V Gt−, θ1t , θ2t )dt
}
,
where the function fα is given in (4.1) andM
V,θ = {MV,θt , t ∈ [0, T ]} is the (G˜,P)-local martingale
given by
M
V,θ
t :=M
V,θ
0 +
∫ t
0
e−αX
θ
u
(
R1u − αV Gu−θ1uσS(u, Yu)
)
dW 1u
+
∫ t
0
e−αX
θ
u
(
R2u − αV Gu−θ2ucB(u, µu, Yu)
)
dW 2u
+
∫ t
0
e−αX
θ
u
(
R3u − αV Gu−θ2udB(u, µu, Yu)
)
dW 3u +
∫ t
0
e−αX
θ
uR4udM
τ
u ,
for every t ∈ [0, T ]. By Proposition 3.8-(i), for every θ ∈ A(G˜), the process {e−αXθuV Gt , t ∈ [0, T ]}
is a (G˜,P)-submartingale. It follows that dAt − fα(t, R1t , R2t , R3t , V Gt−, θ1t , θ2t )dt ≥ 0, which yields
dAt ≥ ess supθ∈A(G˜)fα(t, R1t , R2t , R3t , V Gt−, θ1t , θ2t )dt.
In addition, by Proposition 3.8-(ii), we get that if θ∗ = (θ1,∗t , θ
2,∗
t )
⊤ ∈ A(G˜), then it is an optimal
control if and only if the associated process {e−αXθ∗u V Gt , t ∈ [0, T ]} is a (G˜,P)-martingale. The
latter holds if and only if
dAt = fα(t, R
1
t , R
2
t , R
3
t , V
G
t−, θ
1,∗
t , θ
2,∗
t )dt = ess supθ∈A(G˜)fα(t, R
1
t , R
2
t , R
3
t , V
G
t−, θ
1
t , θ
2
t )dt.
Finally, using the first-order necessary condition for optimality, we have that the admissible strategy
θ
∗ = (θ1,∗, θ2,∗)⊤ given in (4.1)-(4.1) is the only stationary point. Moreover, since the Hessian of
function fα is positive definite when evaluated at θ
∗, it realizes the essential supremum in (4.1).
Then, deriving (4.1) is straightforward. 
The following proposition is a general verification result.
Proposition C.2. If there exists a G˜-adapted process D = {Dt, t ∈ [0, T ]} such that
(i) DT = e
αGT ;
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(ii) {e−αXθtDt, t ∈ [0, T ]} is a (G˜,P)-submartingale for any θ ∈ A(G˜) and a (G˜,P)-martingale
for some θ∗ ∈ A(G˜),
then, V Gt = Dt, for every t ∈ [0, T ], P-a.s. and θ∗ is an optimal investment strategy for Problem
3.3.
Proof. Let D be a G˜-adapted process satisfying conditions (i) and (ii). Then
E
[
e−α(X
θ
T
−GT )
∣∣∣G˜t] = E [e−αXθTDT ∣∣∣G˜t] ≥ e−αXθtDt,
for any θ ∈ A(G˜), and the equality holds for θ = θ∗. Hence
E
[
e−α(
∫ T
t
θ
⊤
u
dSu
Su
−GT )
∣∣∣G˜t] ≥ Dt = E [e−α(∫ Tt θ∗u⊤ dSuSu −GT )∣∣∣G˜t] , θ ∈ A(G˜).
This implies
ess inf
θ∈At(G˜)
E
[
e−α(
∫ T
t
θ⊤u
dSu
Su
−GT )
∣∣∣G˜t] = Dt = E [e−α(∫ Tt θ∗u⊤ dSuSu −GT )∣∣∣G˜t] ,
which concludes the proof. 
In the next lines we give the proof of Theorem 4.4.
Proof of Theorem 4.4. For any θ ∈ A(G˜), we apply the Itô product rule to compute e−αXθt UGt , for
every t ∈ [0, T ]:
d
(
e−αX
θ
t UGt
)
= e−αX
θ
t dUGt + U
G
t−d
(
e−αX
θ
t
)
+ d〈e−αXθ , UG〉t.
By (4.4), we get that
d
(
e−αX
θ
t UGt
)
= dMU,θt + e
−αXθt
{
f(t, γ1t , γ
2
t , γ
3
t , U
G
t−)− fα(t, γ1t , γ2t , γ3t , UGt−, θ1t , θ2t )
}
dt, (C.3)
where the functions f and fα are given in (4.4) and (4.1) respectively, and the process M
U,θ =
{MU,θt , t ∈ [0, T ]} defined by
M
U,θ
t := M
U,θ
0 +
∫ t
0
e−αX
θ
u
(
γ1u − αUGu−θ1uσS(u, Yu)
)
dW 1u
+
∫ t
0
e−αX
θ
u
(
γ2u − αUGu−θ2ucB(u, µu, Yu)
)
dW 2u
+
∫ t
0
e−αX
θ
u
(
γ3u − αUGu−θ2udB(u, µu, Yu)
)
dW 3u +
∫ t
0
e−αX
θ
uγ4udM
τ
u , (C.4)
for every t ∈ [0, T ], is a (G˜,P)-local martingale. Let us observe that for any θ ∈ A(G˜),
f(t, γ1t , γ
2
t , γ
3
t , U
G
t−)=ess supθ∈A(G˜)fα(t, γ
1
t , γ
2
t , γ
3
t , U
G
t−, θ
1
t , θ
2
t ) ≥ fα(t, γ1t , γ2t , γ3t , UGt−, θ1t , θ2t ).
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Hence, dA˜θt := e
−αXθt
{
f(t, γ1t , γ
2
t , γ
3
t , U
G
t−)− fα(t, γ1t , γ2t , γ3t , UGt−, θ1t , θ2t )
}
dt is an increasing process.
Since MU,θ given in (C) is a (G˜,P)-local martingale, by localization and by using (C) and (3.2),
we get
E
[
A˜θT
]
≤ E
[
sup
s∈[0,T ]
e−αX
θ
s
]
eαk <∞
and E
[
supt∈[0,T ] e
−αXθt UGt
]
< ∞. Hence, E
[
supt∈[0,T ] |MU,θt |
]
< ∞, which implies that for every
θ ∈ A(G˜), MU,θ is a (G˜,P)-martingale. Finally, the thesis follows by Proposition C.2. 
The following result is useful in the proof of Proposition 5.3.
Lemma C.3. In the modeling framework outlined in Section 2, the so-called density hypothesis
holds with respect to filtration F˜. Precisely, for every t ∈ [0, T ], there exists a function β˜(t, ·) :
R+ → R+, such that (t, u) 7→ β˜(t, u) is F˜t ⊗ B(0,∞)-measurable and such that
P(τ > s|F˜t) =
∫ ∞
s
β˜(t, u)du, s ∈ R+,
and β˜(t, u)1{t≥u} = β˜(u, u)1{t≥u}.
Proof. Firstly, note that the Cox construction for the random time τ describing the residual life
time of the policyholder, ensures that the density hypothesis is fulfilled with respect to the filtration
F, see Jeanblanc and Le Cam [28, Section 5]. That is, there exists a map β(t, ·) : R+ → R+, such
that (t, u) 7→ β(t, u) is Ft ⊗ B(0,∞)-measurable and such that
P(τ > s|Ft) =
∫ ∞
s
β(t, u)du, s ∈ R+, (C.5)
and β(t, u)1{t≥u} = β(u, u)1{t≥u}. Precisely, in our setting
β(t, u) = E
[
λ(u, µu, Zu)e
−
∫ u
0
λ(r,µr ,Zr)dr|Ft
]
.
Conditioning in (C) with respect to F˜t ⊆ Ft and applying the Fubini theorem yield
P(τ > s|F˜t) = E
[∫ ∞
s
β(t, u)du
∣∣∣∣ F˜t]
=
∫ ∞
s
E
[
λ(u, µu, Zu)e
−
∫ u
0
λ(r,µr ,Zr)dr
∣∣∣ F˜t] du
=
∫ ∞
s
β˜(t, u)du,
where β˜(t, u) := E
[
λ(u, µu, Zu)e
−
∫ u
0 λ(r,µr ,Zr)dr
∣∣ F˜t]. Note that, since µ is F˜-adapted and the process
Z is independent of F˜, for any t ≥ u
β˜(u, u)(ω) = E
[
λ(u, µu(ω), Zu)e
−
∫ u
0
λ(r,µr(ω),Zr)dr
]
= β˜(t, u)(ω), ∀ω ∈ Ω.
and this concludes the proof. 
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