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In this thesis, we explore two approaches to string phenomenology. In the first half of the
work, we investigate compactifications of M-theory on spaces with co-dimension four, orbifold
singularities. We construct M-theory on C2/ZN by coupling 11-dimensional supergravity to a
seven-dimensional Yang-Mills theory located on the orbifold fixed-plane. The resulting action is
supersymmetric to leading non-trivial order in the 11-dimensional Newton constant. We thereby
reduce M-theory on a G2 orbifold with C
2/ZN singularities, explicitly incorporating the additional
gauge fields at the singularities. We derive the Ka¨hler potential, gauge-kinetic function and super-
potential for the resulting N = 1 four-dimensional theory. Blowing-up of the orbifold is described
by a Higgs effect induced by continuation along D-flat directions. Using this interpretation, we
show our results are consistent with the corresponding ones obtained for smooth G2 spaces. Fi-
nally, we consider switching on flux and Wilson lines on singular loci of the G2 space, and discuss
the relation to N = 4 SYM theory.
In the second half, we develop an algorithmic framework for E8×E8 heterotic compactifications
with monad bundles, including new and efficient techniques for proving stability and calculating
particle spectra. We begin by considering cyclic Calabi-Yau manifolds where we classify positive
monad bundles, prove stability, and compute the complete particle spectrum for all bundles. Next,
we generalize the construction to bundles on complete intersection Calabi-Yau manifolds. We show
that the class of positive monad bundles, subject to the heterotic anomaly condition, is finite
(∼ 7000 models). We compute the particle spectrum for these models and develop new techniques
for computing the cohomology of line bundles on CICYs. There are no anti-generations of particles
and the spectrum is manifestly moduli-dependent. We further investigate the slope-stability of
positive monad bundles and develop a new method for proving stability of SU(n) vector bundles
on CICYs.
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Chapter 1
Introduction
1.1 The Problem of String Phenomenology
As a physical model, string theory is still only in the beginning of its development. While it has
shown remarkable success as a natural extension of many of our mathematical descriptions of nature,
it has yet to prove that it can make unique, falsifiable predictions. If we are ever to decide whether
string theory is just beautiful mathematics without a basis in the physical world, or a new model of
fundamental physics, it is necessary to develop the mathematical toolkit of “string phenomenology”
- the aspect of string theory that attempts to bridge the gap between abstract mathematics and
measurable physics. String phenomenology and its associated mathematics are the specific area
of this thesis. The questions that it addresses, such as the nature of the underlying geometry of
string and M-theory and the mathematical structure of physically realistic models, are particularly
interesting in the current era of development in theoretical physics. As our mathematical control
of string theory grows richer, and we enter a new era of experimental exploration - with upcoming
experiments producing unprecedented data in particle physics and cosmology - it is critical to
attempt to answer the question, can string theory give a description of the real world?
There are three main approaches to string phenomenology. The earliest arises from compactifi-
cations of the 10-dimensional heterotic string. The second approach is to arrive at four-dimensional
physics through the dynamics of D-brane solutions in type IIA (and IIB) string theories. The third,
and least developed approach comes from M-theory, the still not fully understood 11-dimensional
theory believed to contain all other string theories as limits in its moduli space. In this thesis, we
shall investigate aspects of two of these approaches: Heterotic model building and compactifications
of M-theory.
Before we begin, however, we shall mention a few features that all these approaches have in
common. From string/M-theory compactifications, we hope to obtain realistic four-dimensional
1
physics. Ultimately, we would hope that a ‘realistic’ model would agree with all available obser-
vational data ranging from particle physics to cosmology. However, as a starting point, we shall
focus on several broadly defined ‘physical’ features and require that our constructions exhibit these.
One of the most important properties is that the models that we derive should include the sym-
metries and particle spectra of the Standard Model of particle physics. Ideally, the model should
also agree with its detailed structure as well, including fermion masses, Yukawa couplings, discrete
symmetries, etc.
Another attractive feature in a string model is a solution to the Hierarchy problem (the observed
large hierarchy between the scale of electroweak symmetry breaking and the reduced Planck scale).
Current thought suggests that one of the best solutions to this problem is N = 1 supersymmetry
in four-dimensions. Such N = 1 supersymmetry allows for the unification of gauge coupling at a
realistic scale and consistent supersymmetric extensions of the Standard Model (i.e. the minimally
supersymmetric Standard Model (MSSM)). To this end, in all the models considered in this work,
we shall consider it a goal to produce realistic particle spectra with N = 1 supersymmetry in
four-dimensions. Other important and outstanding problems in string phenomenology such as
the cosmological constant problem, supersymmetry breaking mechanisms, and the stabilization of
moduli are also critical to realistic models but we will not address them in this work1.
1.2 An Overview
A deeper understanding of M-theory and its associated geometry would open up a new and fascinat-
ing area of investigation for string phenomenology. Beginning with an 11-dimensional formulation
of M-theory, there are several available routes to arrive at four-dimensional physics. The first is to
reduce the dimension by one (compactifying on a circle or an interval), and proceed with Calabi-
Yau three-fold compactification in either type II or Heterotic string theory. The second choice is
to reduce the dimension to four directly by compactifying on a seven-dimensional space. Selecting
for N = 1 symmetry in four-dimensions, the natural choice for such a seven-fold is a manifold with
G2 holonomy. While compactification on a smooth G2 space produces unrealistic 4-dimensional
physics (abelian multiplets and uncharged chiral matter) [9, 10], it has been shown that singular
G2 spaces could produce much more interesting results [11, 12, 13]. As we shall review in Chapter
2, near the neighborhood of certain singularities, enhanced gauge symmetries and matter are pos-
sible. Specifically, it was discovered that non-abelian multiplets are present in the neighborhood
of co-dimension four singularities and chiral matter can exist near co-dimension seven (conical)
1For an overview of current issues in string phenomenology see [1, 2, 3, 4, 5, 6] and for related topics [7, 8].
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singularities. Using arguments from string duality, it is believed that at points of intersection of
these four and seven singularities there should be chiral multiplets, charged under the appropriate
non-abelian symmetries. In such a region, it is possible to imagine physically realistic compacti-
fications of M-theory. Near such singular points in the space, one can ask how is the low-energy
effective action for M-theory modified? That is, what is M-theory near these singularities? How
does the low energy theory differ from 11-dimensional supergravity? In the first half of this thesis,
we explore these questions and study M-theory compactifications on singular G2 spaces.
It is well known that M-theory compactifications on singular spaces can yield interesting four-
dimensional physics. The compactification of M-theory on singular G2 spaces is one of several
known examples of enhanced symmetries and matter content in the neighborhood of a singularity.
In pioneering work [11], Horˇava and Witten explicitly derived correction terms to the low energy
M-theory lagrangian due to the effects of another type of singularity, S1/Z2. By formulating 11-
dimensional M-theory on the space R1,9×S1/Z2 (a 10-dimensional manifold with boundary), they
were able to construct correction terms to the lagrangian of 11-dimensional supergravity in the
neighborhood of the fixed points of a S1/Z2 orbifold. This work formed the basis for important
developments, including heterotic M-theory and “braneworld” scenarios [11, 14].
Taking inspiration from the Horˇava-Witten constructions, it is natural to ask - what is the
structure of M-theory near the singularities present in G2 compactifications? Although the symme-
tries and matter content can be predicted from string dualities, can the explicit low-energy theory
be found as in Horˇava-Witten theory? Clearly, from the viewpoint of string phenomenology, such
a lagrangian must be constructed if we ever hope to study the four-dimensional physics arising
from these models. To answer this question, in the spirit of the Horˇava-Witten construction, in
Chapters 3 and 4 we develop the low-energy M-theory action on a space with co-dimension four
(C2/ZN orbifold) singularities. These ADE-type singularities are an example of the co-dimension
four singularities expected to produce enhanced non-Abelian symmetries in G2 compactifications.
While we do not yet include the co-dimension seven singularities necessary for chiral matter, the
explicit coupling of the enhanced SU(N) fields to the effective action of M-theory is an important
first step towards our goal of realistic four-dimensional physics.
In Chapter 3, we construct 11-dimensional supergravity on the orbifold C2/ZN × R1,6 coupled
to a seven-dimensional SU(N) super-Yang-Mills theory (SYM) located on the orbifold fixed plane
{0} × R1,6. We require that the full coupled theory should be locally supersymmetric at the
seven-dimensional orbifold fixed planes. This constraint, together with the specific structure of
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seven-dimensional supergravity, allows us to determine the unique supersymmetric coupling of the
SU(N) multiplets to leading order in a perturbative expansion.
The construction of this theory is accomplished by “up-lifting” information from the known ac-
tion of seven-dimensional Einstein Yang-Mills (EYM) theory and identifying 11- and 7- dimensional
degrees of freedom appropriately. Concretely, we first constrain the field content of 11-dimensional
supergravity to be consistent with the ZN orbifolding symmetry (we shall denote this lagrangian
by L11). When constrained to the orbifold fixed plane, the resulting theory is a seven-dimensional
N = 1 supergravity theory coupled to a single U(1) vector multiplet for N > 2 or three U(1)
multiplets for N = 2. This theory must couple supersymmetrically to the enhanced field con-
tent near the orbifold singularity. The additional states on the orbifold fixed plane should form
a seven-dimensional vector multiplet with gauge group SU(N). We explicitly couple these fields
to the truncated seven-dimensional ’bulk’ theory to obtain a seven-dimensional EYM supergravity,
LSU(N), with gauge group U(1) × SU(N) for N > 2 or U(1)3 × SU(N) for N = 2. Our construc-
tion of the theory explicitly distinguishes the bulk degrees of freedom (which can be identified with
components of 11-dimensional fields) and the degrees of freedom in the SU(N) vector multiplets.
Furthermore, we prove in general that the action of the full theory
S11−7 =
∫
M11
d11x{L11 + δ(4)(yA)(LSU(N) − κ8/9L11|y=0)} (1.1)
is supersymmetric to leading non-trivial order in an expansion in κ, the 11-dimensional Newton
constant.
The results of this Chapter hold for M-theory near a C2/ZN singularity and could be applied
to any geometry containing orbifold singularities of ADE type (for example, M-theory on certain
singular limits of K3). However, our primary motivation for this construction was its applica-
tion to the G2 compactifications described above. Thus, this result forms the starting point for
“phenomenological” G2 compactifications of M-theory near co-dimension 4 singularities.
Having constructed the effective action for M-theory near these co-dimension 4 singularities, in
Chapter 4 we proceed with this program and study the compactification of M-theory (via the action
(1.1)) on G2 spaces with singularities that produce enhanced SU(N) gauge fields. The relevant G2
spaces were first described by Joyce [15, 16] and are constructed by dividing a seven-torus T 7 by a
discrete symmetry group Γ, such that the resulting singularities are A-type and co-dimension 4. In
this construction the singular locus of the co-dimension 4 singularity within the G2 space is a three
torus. Using these spaces, we shall compactify the 11-dimensional theory down to four dimensions
and compute the Ka¨hler potential and superpotential of the N = 1 theory.
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We analyze a number of features of this theory further. We begin with an explicit comparison
of our results for M-theory on singular G2 spaces with those for compactification on the associated
smooth G2 spaces obtained by blowing-up the singularities. It turns out that this blowing-up can be
described by a Higgs effect induced by continuation along D-flat directions in the four-dimensional
effective theory. Further, we investigate the effects of introducing backgrounds involving Wilson
lines and flux and present an explicit Gukov-type formula for the superpotential. Finally, we
consider one of the SU(N) gauge sectors of the theory with gravity switched off. In this limit,
these subsectors have the field content of N = 4 supersymmetry. Viewing the theory in this way,
we demonstrate that the famous S-duality symmetry of N = 4 super-Yang-Mills theory appears in
our model as T-duality on the singular T 3 locus. We speculate about a possible extension of this
S-duality to the full supergravity theory.
In the second half of this thesis, we explore a different route to four-dimensional physics. The
E8 × E8 Heterotic string theory provided one of the earliest approaches to string phenomenology
and still remains one of the most viable stringy approaches to realistic particle physics [17, 18].
However, a string model that exactly describes not only the spectra of the Standard Model, but
detailed properties such as Yukawa couplings, mu-terms and discrete symmetries, remain elusive.
One of the main obstacles to this goal is the inherent mathematical difficulty of heterotic string
constructions. A heterotic compactification requires a Calabi-Yau 3-fold, X, and two vector bundles
V and V˜ (with structure groups in E8) on X. In most cases, the construction of vector bundles is
highly involved and in order to find the four-dimensional effective theory, the topological data of
the bundle must be determined in detail. For a general vector bundle, this is often a difficult task.
For example, the property of stability of the vector bundle (essential if the model is to be N = 1
supersymmetric) is notoriously difficult to prove in algebraic geometry. Further, even after such
involved calculations have been accomplished, a single model (manifold + bundles) is highly likely
to be unphysical when compared with the detailed structure of the standard model.
In this thesis, we take a new approach to finding realistic heterotic vacua. Rather than attempt-
ing to fine-tune the construction of a single string model to match the Standard Model particle
spectra, it is possible to take an algorithmic approach to (heterotic) string model building. In
Chapters 6, 7, 8 and 9, we outline an algorithmic and systematic search for phenomenologically
correct vacua. Using techniques well-known to mathematics, such as the monad construction of
vector bundles and new methods in computational algebraic geometry, we have begun a new scan
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of heterotic vacua on a large scale. With a combination of analytic and computer methods, we
have generated a database of over 4000 complete intersection Calabi-Yau manifolds (CICYs) and
thousands of vector bundles with broadly desirable physical characteristics such as three genera-
tions of matter, particle spectra close to the minimal supersymmetric Standard Model (MSSM),
and consistent supersymmetric vacua. With these constructions in place, we hope eventually to
be able to scan through literally hundreds of billions of candidate models in the vast landscape of
string vacua.
Before describing the construction of our heterotic models, it is useful to outline several of the
guiding principles of our program. In order to build a large data set of physically realistic heterotic
models, it is necessary to select a class of Calabi-Yau 3-folds and a method of constructing vector
bundles over them. In selecting which bundles and manifolds to consider, we are guided by two
main motivations.
1. We seek a construction of vector bundles which allows us to systematically build a very large
data set of heterotic models (ultimately on the order of hundreds of thousands or millions of
models) which can be scanned for physical suitability.
2. The classes of bundles and manifolds must be well adapted to such scans. That is, the
constructions must be well suited to explicit computation of the topological quantities which
determine the physical constraints and particle spectra described above (i.e. we must be
able to check for bundle stability, compute the particle spectra, and explicitly introduce
discrete symmetries and Wilson lines for symmetry breaking). Further, since we are interested
in immense data sets, the types of constructions we investigate should be well adapted to
computer implementation and scans.
To this end, we have selected the monad construction of vector bundles and one of the most explicit
constructions of Calabi-Yau manifolds - the Complete Intersection Calabi-Yau spaces (or CICYs).
These spaces are defined as complete intersection hypersurfaces in products of projective spaces.
Beginning in Chapter 5, we will review the basic framework for a compactification of the het-
erotic string on a Calabi-Yau 3-fold. In particular, we shall provide an overview of the essential
elements of a heterotic model and the constraints placed on the Calabi-Yau 3-fold X and two
holomorphic vector bundles V and V˜ , on X. We shall outline how the structure, symmetries and
topological data of the geometry determine the effective four-dimensional theory. Finally, we will
describe the constraints placed on the geometry by imposing such ‘physical’ requirements as 3-
generations of particles, and the existence of N = 1 supersymmetry in four-dimensions. Further
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introductory information regarding the monad construction of vector bundles and the Calabi-Yau
manifolds used in this work is provided in Appendix B.
In Chapter 6 we introduce the elements of our ‘algorithmic approach’ to heterotic model build-
ing by investigating bundles over the simplest known class of Calabi-Yau manifolds. These are
the so-called ‘cyclic’ Calabi-Yau manifolds, defined as complete intersection hypersurfaces in a
single Projective space. These include the famous ’Quintic’ Calabi-Yau manifold defined by a quin-
tic hypersurface in P4. There are five such cyclic manifolds, characterized by the property that
h1,1(TX) = 1, and equipped with a single Ka¨hler form, J .
Over these spaces, we define the monad construction of vector bundles. The monads used in
this work are short exact sequences of the form
0→ V → B f−→ C → 0 , with
B :=
rB⊕
i=1
OX(bi) , C :=
rC⊕
j=1
OX(cj) . (1.2)
The exactness of (1.2) defines a new vector bundle V from two ‘component’ bundles. Given two
vector bundles B and C and a map, f between them, V is defined as
V = ker(f) . (1.3)
By using some of the simplest vector bundles - direct sums of line bundles (OX(bi),OX(cj)), we are
able to generate new and far more complex bundles, V . We shall constrain this monad construction
to yield rank 3, 4 and 5 SU(n) bundles, suitable for heterotic compactification - that is anomaly
free, stable bundles which can yield three-generations of particles. After imposing the physical
constraints on these models as outlined in Section 5.9, we show that there are a finite class of
physically relevant monad bundles (1.2) on the cyclic Calabi-Yau manifolds. In particular, we find
37 examples over these 5 manifolds. In a significant result, we prove stability of these bundles using
a criterion due to Hoppe [19]. We proceed to compute the particle spectrum of all these models,
including gauge singlets. In all cases these models contain only generations, with no anti-generations
of particles.
While the results of Chapter 6 are a good starting point for our program of heterotic model
building, ultimately we are interested in much larger data sets. To this end, in Chapter 7 we
extend the monad construction to define bundles over generic Complete Intersection Calabi-Yau
(CICY) manifolds. There are 7890 known manifolds defined as complete intersection hypersurfaces
in products of projective space. Of these, 4515 are so called “favorable” CICYs, which possess a
simple Ka¨hler structure: the second cohomology of X descends directly from that on the ambient
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projective space. That is, for a favorable CICY defined in an ambient space A = Pn1 × . . . Pnm,
we have h1,1(TX) = m and the number of Ka¨hler forms J on X is the same as on A. On these
favorable CICYs, we consider monad bundles of the form (1.2) where B and C are composed
entirely of ’positive’ line bundles2 of the form OX(erj) with erj > 0. For such positive monads, we
once again prove that the number of physically relevant bundles is finite. We show that of the
over 4000 manifolds at our disposal, only 36 admit positive monad models satisfying the anomaly
cancellation condition. Over these 36 manifolds we find 7118 bundles. For these models we can
compute the spectra using general techniques. As in the cyclic case, we find no anti-generations. In
general, the Higgs particle content depends on the location in bundle moduli space. While we do
not yet prove stability of these bundles, we show that for all bundles H0(X,V ) = H0(X,V ∗) = 0,
which is a non-trivial check of stability for SU(n) bundles.
In the final two Chapters, we introduce several new mathematical results which are essential
to the development of our program of heterotic model building. In Chapter 8, we outline a new
algorithm for computing the complete cohomology of line bundles over CICYs. As is clear from
(1.2), this is a necessary and powerful calculational tool if we are to compute the cohomology of a
monad bundle V . To accomplish this, we introduce the techniques of Koszul and Leray spectral
sequences which allow us to use information about the cohomology of objects on the ambient space
A to compute cohomologies on the variety X. We also make use of a powerful computational
variant of the Bott-Borel-Weil theorem and develop the frame-work to explicitly construct maps
between bundle cohomologies on A. We develop algorithmic techniques for computing the kernels
and images of such maps.
Finally, in Chapter 9, we address the issue of stability for non-cyclic CICYs. We present a
proof of the stability of positive monad bundles defined as complete intersection hypersurfaces in a
product of two projective spaces, Pn1 ×Pn2. In the mathematics literature, most proofs of stability
attempt to show that a given bundle is stable over its entire Ka¨hler cone. However, this is a stronger
constraint than necessary from a physics point of view. For realistic four-dimensional physics within
a heterotic model, we need only prove that the bundles are stable somewhere in the Ka¨hler cone.
Using this insight we provide a generalization of Hoppe’s criterion and key observations about the
possible sub-sheaves which might de-stabilize V . Using several simple cohomological criteria, we
are able to show that the bundles we consider are stable in an open (and explicitly determined)
region of the Ka¨hler cone.
2positive in the sense of the Kodaira vanishing theorem. See Section 7.3 and [20, 21].
8
The work presented in this thesis is drawn from five research papers. Chapters 3 and 4 are
based on the following two papers
• L.B. Anderson, A.B. Barrett, and A. Lukas “M-theory on the Orbifold C2/ZN”, Phys. Rev.
D73 (2006) 0106011, [arXiv:hep-th/0602055]. [22]
• L.B. Anderson, A.B. Barrett, A. Lukas and M.Yamaguchi, “Four-dimensional Effective M-
theory on a Singular G2 Manifold”, Phys. Rev. D 74 (2006) 086008, [arXiv:hep-th/0606285].
[23]
Chapters 6 and 7 are based on
• L.B. Anderson, Y.H. He, and A.Lukas “Heterotic Compactification, An Algorithmic Ap-
proach”, JHEP 07 (2007) 049, [arXiv:hep-th/0702210]. [24]
• L.B. Anderson, Y.H. He, and A. Lukas “Monad Bundles in Heterotic String Compactifica-
tions”, JHEP 07 (2008) 104, [arXiv:0805.2875]. [25]
Finally Chapters 8, and 9 are based on an article in preparation:
• L.B. Anderson, Y.H. He and A. Lukas “Vector Bundle Stability In Heterotic Monad Models”,
to appear. [26]
In addition to these papers, this thesis includes Chapter 2, a review of M-theory on manifolds of
G2 holonomy, and Chapter 5 which provides an overview of compactifications of heterotic string
theory on Calabi-Yau 3-manifolds.
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Chapter 2
M-theory on manifolds of G2
holonomy
2.1 Introduction
Over the past decades, it was discovered that the five formulations of 10-dimensional string theory
are in fact all contained within the parameter space of a larger, 11-dimensional theory, known as M-
theory [27]. While its fundamental degrees of freedom are still not completely understood, M-theory
has emerged as an important tool in our understanding of string theory and its relationship to the
observable world. Like string theory, M-theory incorporates both general relativity and quantum
field theory, and thus has the potential to provide insight into the fundamental forces of nature.
However, due to its 11-dimensional formulation, it is clear that we must compactify the theory in
order to produce a physically relevant model. That is, we must decompose the 11-dimensional space
as a productM10 =M4×X7, whereM4 is macroscopic (Minkowski) four-dimensional space and X7
is a compact seven-dimensional manifold. Furthermore, in order for our M-theory compactification
to have a chance at describing realistic particle physics in four-dimensions, we are interested in
choosing X so that N = 1 supersymmetry is preserved in 4-dimensions.1
There are two main approaches to producing vacua with four macroscopic dimensions with
N = 1 supersymmetry from M-theory. The first of these is to compactify M-theory on a space
S1/Z2×X where X is a Calabi-Yau manifold [11]. This approach relates M-theory to the strongly
coupled E8 × E8 heterotic string. This approach has generated many interesting applications [28],
[14] and we will discuss one aspect of it briefly in Section 2.5. The second approach, and the main
topic for the following two chapters, is to take X to be a seven-dimensional manifold with G2
holonomy.
1Of course, since we do not observe superpartners to known particles at the energy levels explored by present day
experimental particle physics, we hope to eventually break this symmetry by some mechanism.
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In this section we will provide a brief overview of G2 holonomy spaces and compactifications
of M-theory. We will not attempt a comprehensive review, but rather attempt to provide some
of the key concepts used in later chapters. For a more detailed treatment, we recommend to the
reader the review articles [29] and [30] and the book by Joyce [31], as well as recent literature
[32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42]. In addition, the following contain useful reviews of
M-theory compactifications and properties of G2 manifolds [43, 44, 45, 46]. To begin then, we first
examine properties necessary in an M-theory compactification to guarantee N = 1 supersymmetric
solutions.
The low-energy effective limit of M-theory is given by 11-dimensional supergravity [47]. The
field content is simply a supergravity multiplet consisting of the vielbein e˜
N
M (and associated metric
g˜MN ), an antisymmetric three-form field C (with field strength G = dC) and a gravitino ΨM (a
spin-3/2 Majorana fermion). Here the indices run M,N = 0, 1 . . . 10 and underlined indices refer
to flat space. The action [47] is given by2
S11 =
1
κ211
∫
M11
d11x
√
−g˜
(
1
2
R˜− 1
2
Ψ¯ΓNMP∇NΨP (2.1)
− 1
96
GMNPQG
MNPQ − 1
192
(
Ψ¯ΓMNPQRSΨS + 12Ψ¯
NΓPQΨR
)
GNPQR
)
(2.2)
− 1
12κ2
∫
M11
C ∧G ∧G+ . . . (2.3)
where we have neglected four fermion terms. Here κ11 is the 11-dimensional Yang-Mills coupling,
ΓM1...Mn are anti-symmetrized products of 11-dimensional gamma matrices, and ∇M = ∂M +
1
4ωM
PQΓPQ is the spinor covariant derivative, defined in terms of the spin connection, ω.
The supersymmetry variations of the fields, parameterized by a 32 real component Majorana
spinor η, are
δe˜
N
M = η¯Γ
NΨM (2.4)
δCMNP = −3η¯Γ[MNΨP ] (2.5)
δΨM = 2∇Mη + 1
144
(ΓNPQRM − 8δNMΓPQR)ηGNPQR (2.6)
A vacuum solution of the theory consists of a choice of background space, M11, together with a
set of field configurations (for g˜, C, and ΨM) which satisfy the equations of motion of 11-dimensional
supergravity. Setting the gravitino ΨM = 0, the equations of motion are
d ∗G = −1
2
G ∧G (2.7)
RMN =
1
12
(GMPQRG
PQR
N −
1
12
g˜MNGPQRSG
PQRS). (2.8)
2In this thesis we shall not compute any four Fermi terms (and associated cubic fermion terms in the supersymmetry
transformations) and so we shall neglect them throughout.
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In addition, a Bianchi identity holds on the four-form field strength G of the three-form C
dG = 0 (2.9)
We will investigate a vacuum solution on the space M4 ×X with metric
ds2 = ηµνdx
µdxν + gAB(x
C)dxAdxB (2.10)
where ηµν = diag(−1, 1, 1, 1) is the Minkowski metric on M4 and A,B = 4, 5 . . . 10. We consider
vacuum solutions with vanishing gravitino and three-form, ΨM = 0, C = 0. With this choice of
vanishing G-flux, the equations of motion imply that RMN = 0, thus the internal metric gAB must
be Ricci-flat.
Next, we observe that in order for a vacuum to exhibitN = 1 supersymmetry, it is necessary that
the supersymmetry transformations preserve the vacuum structure, that is, δψ = 0, for all fermionic
fields ψ. For 11-dimensional supergravity, this is just the gravitino ΨM . Thus for supersymmetry,
we require
0 = δΨM = 2∇Mη + 1
144
(ΓNPQRM − 8δNMΓPQR)ηGNPQR (2.11)
Taking a vacuum solution with trivial G-flux, this reduces to the condition
∇Mη = 0 (2.12)
Then, considering our compactification, we can decompose the 32 component SO(1, 10) spinor into
a product representation 4⊗ 8 of SO(1, 3) × SO(7):
η(xµ, xA) = ǫ(xµ)⊗ ψ(xA) (2.13)
where ǫ is a spinor on M4 and ψ is a spinor on X.
Therefore, the condition ∇Mη = 0 leads to a condition on the internal space, namely that X
must possess a single, covariantly constant spinor, ψ, such that ∇Aψ = 0. Such a condition can
be translated into a statement regarding the holonomy of the internal space [48]. It is possible to
compute the number of covariantly constant spinors ψ by decomposing the 8 spinor representation
of SO(7) into irreducible representations of the holonomy group and counting the number of singlets
obtained [49].
According to Berger’s classification of the holonomy of compact, irreducible Riemannian man-
ifolds (see [48]), there is only one holonomy group in seven-dimensions that comes equipped with
the single covariantly constant spinor necessary for N = 1 supersymmetry: the exceptional Lie
group, G2. (For G2, the spinor decomposition is 8 → 7 ⊕ 1). For the spinor satisfying ∇Aψ = 0,
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we have the integrability condition that 0 = [∇A,∇B ]ψ which implies that RAB = 0. That is, the
G2 holonomy space is Ricci-flat.
Thus, in our search for realistic compactifications of M-theory, we are lead naturally to the
notion of seven-dimensional G2 spaces. We will define what we mean by G2 holonomy manifolds
in the following section.
2.2 Manifolds of G2 holonomy
The exceptional Lie group G2 is a compact, simply connected and 14-dimensional. It is the au-
tomorphism group of the Octonians and can be simply characterized as the subgroup of GL(7,R)
which preserves a canonical three-form φ0 defined by
φ0 = dx
1 ∧ dx2 ∧ dx7 + dx1 ∧ dx3 ∧ dx6 + dx1 ∧ dx4 ∧ dx5 + dx2 ∧ dx3 ∧ dx5 (2.14)
+dx4 ∧ dx2 ∧ dx6 + dx3 ∧ dx4 ∧ dx7 + dx5 ∧ dx6 ∧ dx7 (2.15)
on R7 with coordinates XA, where A,B = 1, . . . 7. If X is a seven-dimensional oriented manifold,
a general G2 invariant three-form on X can be defined as a smooth three-form φ which is locally
isomorphic to the flat 3-form, φ0 in (2.14). Such a three-form can be said be ‘induced’ from the
covariantly constant spinor characteristic of G2 holonomy via
φABC = iψ¯γABCψ . (2.16)
The isomorphism between φ and φ0 induces a metric g on X which is referred to as the metric
associated with φ and can be explicitly computed from it. Defining
γAB =
1
144
φACDφBEFφGHIǫ
CDEFGHI (2.17)
with the “pure-number” Levi-Civita tensor ǫ, the associated metric g is
gAB = det(γ)
−1/9γAB ,
√
det(g) = det(γ)1/9. (2.18)
We shall refer to a pair (φ, g) as a G2-structure on X. Note that a number of useful properties of
φ can be derived from its flat counterpart. For instance, φABCφ
ABC = 42 where the indices have
been raised with the metric g. The volume of the manifold can be measure by φ as
vol(X) =
∫
X
√
det(g) d7x =
1
7
∫
X
φ ∧Θ(φ). (2.19)
where Θ is the Hodge dual of φ, Θ(φ) = ∗φ, taken with respect to the metric g associated with φ.
Because the metric depends cubicly on φ, by inspection of (2.17) and (2.18), it is clear that Θ is a
highly non-linear map on φ.
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A G2 structure is said to have vanishing torsion if φ is covariantly constant with respect to
the Levi-Civita connection, ∇, induced by the associated metric g. The following statements are
equivalent
1. (φ, g) is torsion-free
2. ∇φ = 0 on X, where ∇ is the Levi-Civita connection of g
3. dφ = d ∗ φ = 0 on X
4. Hol(g) ⊆ G2 and φ is the induced three-from.
Thus, if the G2 structure is torsion-free, the holonomy of X is a sub-group of G2. If in addition,
the first fundamental group π1(X) is finite, the holonomy is precisely G2. It is easy to show that
if Hol(g) ⊆ G2, then g is Ricci-flat. We shall define a G2-manifold as a triple, (X,φ, g), where X
is seven-dimensional and (φ, g) is a torsion-free G2-structure on X.
From the perspective of string/M-theory compactifications, G2 manifolds are difficult, because
unlike Calabi-Yau compactifications of 10-dimensional theories, there are no existence theorems for
G2 holonomy metrics. For Calabi-Yau manifolds, Yau’s theorem [50],[51] guarantees the existence
of a Ricci-flat metric on spaces of SU(3) holonomy. Unfortunately, for G2 spaces, any construction
must be explicit.
There are have been several systematic attempts to construct G2 manifolds. The first of these
is Joyce’s construction which generates G2 spaces from orbifolded tori. (We will focus on these in
subsequent chapters). In the Joyce construction [15],[16],[31], G2 holonomy manifolds are created
by considering spaces of the form T 7/Γ where Γ is a discrete group. The quotienting by Γ in general
produces singularities (orbifold fixed points) in the space, which must be repaired in such a way
as to give a smooth G2 holonomy manifold. Roughly speaking, this is accomplished by blowing-up
the singularity, i.e. cutting out a patch around the singularity and replacing it with a smooth
cycle of the same symmetry. The local structure of this space (i.e. symmetry and 2-cycles) will be
described in these constructions by asympotically locally Euclidean (ALE) spaces (in our examples,
Eguchi-Hanson and Gibbons-Hawking spaces). We will explore these geometries in more detail in
the next sections. For now, we note that the moduli space of such G2 manifolds will consist of the
radii of the torus and from the radii and orientation of cycles associated with the blow-ups.
Joyce’s constructions produce a large number of compact G2 manifolds (for an alternative
compact construction, see [52]). Most other constructions of G2 spaces produce non-compact
manifolds. These include some of the earliest G2 holonomy spaces discovered [53],[54]. Other
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important classes of constructions include Hitchin’s homogenous quotient spaces [55] and spaces
related to G2 holonomy such as so-called “Weak” G2 manifolds (see e.g. [56], [57]).
2.2.1 An example G2 manifold
To illustrate some of the ideas given above and to set the stage for the calculations of chapters 3
and 4, here we shall give an example of a simple G2 space, T
7/Z2 × Z2 × Z2 one of the earliest of
Joyce’s examples [31].
We begin with the seven-torus, T 7 which comes equipped with a torsion-free G2 structure
defined by
φ = R1R2R3dx1 ∧ dx2 ∧ dx3 +R1R4R5dx1 ∧ dx4 ∧ dx5 −R1R6R7dx1 ∧ dx6 ∧ dx7
+R2R4R6dx2 ∧ dx4 ∧ dx6 +R2R5R7dx2 ∧ dx5 ∧ dx7 +R3R4R7dx3 ∧ dx4 ∧ dx7
−R3R5R6dx3 ∧ dx5 ∧ dx6. (2.20)
where RA are the seven radii of the torus. The holonomy of T 7 is trivial. To define an orbifold,
we will divide T 7 by the discrete symmetry Γ = Z2 × Z2 × Z2 ⊂ G2 which will render the first
fundamental group finite. We define the action of the group Γ, with generators α, β, γ, on the
torus as
α : (x1, . . . , x7) → (x1, x2, x3,−x4,−x5,−x6,−x7) (2.21)
β : (x1, . . . , x7) → (x1,−x2,−x3, 1
2
− x4,−x5, x6, x7) (2.22)
γ : (x1, . . . , x7) → (−x1,−x2, x3, x4, 1
2
− x5, 1
2
− x6, x7) (2.23)
The orbifold singularities develop at the fixed points of the above transformations. In this example,
there are 12 disjoint singularities, each of co-dimension four. An example of a singular locus
is (x1, x2, x3, 0, 0, 0, 0) which is unaffected by the generator α. Near each singular point, the fixed
locus is simply a three-torus, T 3. That is, near the singularity, the space takes the form T 3×C2/Z2.
Repairing a singularity of the form T 3 × C2/Z2 involves replacing this space with T 3 × EH,
where EH is an Eguchi-Hanson space [58], [59]. The homology of EH consists of a single 2-cycle
centered at the origin. The space is asymptotically locally Euclidean, that is, it approaches the flat
space C2/Z2 at infinity. We shall return to such spaces in the following sections when we discuss
M-theory on singular G2 spaces.
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2.3 M-theory compactified on a smooth G2-manifold
In the previous section, we argued that G2 manifolds are a natural choice for M-theory compactifi-
cations, and indeed the explicit compactification of low energy effective M-theory on a smooth G2
manifold was carried out in [9],[10]. Unfortunately, the resulting N = 1 theory in four-dimensions
is disappointing as a physical model. The four-dimensional effective theory obtained is supergrav-
ity coupled to b2(X) Abelian vector multiplets and b3(X) massless neutral chiral multiplets (here
bk(X) represents the kth Betti number). This is clearly not a suitable model for real-world particle
physics. However, as we shall see in the next section, the situation turns out to be much more
promising when X is allowed to develop singularities. We will look at the more complicated con-
struction of M-theory on singular G2 spaces in the following pages, but first, we will take a look at
those elements of the theory that can be derived in general for G2 manifolds.
To begin, we briefly review the Kaluza-Klein compactification on a generic G2 space. As men-
tioned above, on a G2 manifold X, there is an isomorphism between torsion-free G2 structures and
Ricci-flat metrics [43]. Thus, Ricci-flat deformations of the metric can be described by the torsion-
free deformations of the G2 structure and hence, by the third cohomology H
3(X,R). Consequently,
the number of independent metric moduli is given by the third Betti number b3(X). To define these
moduli explicitly, we introduce to X an integral basis {CI} of three-cycles, and a dual basis {ΦJ}
of harmonic three forms satisfying ∫
CI
ΦJ = δ
I
J , (2.24)
where I, J, . . . = 1, . . . , b3(X). We can then expand the torsion-free G2 structure ϕ as
ϕ =
∑
I
aIΦI . (2.25)
Then, by equation (2.24), the aI can be computed in terms of certain underlying geometrical
parameters by performing the period integrals
aI =
∫
CI
ϕ. (2.26)
Let us also introduce an integral basis {DP } of two-cycles, where P,Q, . . . = 1, . . . b2(X), and a
dual basis {ωP } of two-forms satisfying ∫
DP
ωQ = δ
P
Q . (2.27)
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Then, the three-form field C of 11-dimensional supergravity can be expanded in terms of the basis
{ΦI} and {ωP} as3
C = νIΦI +A
PωP . (2.28)
The expansion coefficients νI represent b3(X) axionic fields in the four-dimensional effective
theory, while the Abelian gauge fields AP , with field strengths FP , are part of b2(X) Abelian
vector multiplets. The νI pair up with the metric moduli aP to form the bosonic parts of b3(X)
four-dimensional chiral superfields
T I = aI + iνI . (2.29)
With this in hand, we are ready to construct the effective N = 1 supergravity theory in four-
dimensions. We first note that since the isometry group of a compact G2 manifold is trivial, we
will not obtain any four-dimensional gauge fields from a Kaluza-Klein expansion of the metric [30].
Furthermore, for a non-flux background, the superpotential and D-term potential vanish (for the
flux case see section 4.3.2 and [60], [29]), so the four-dimensional theory is entirely determined by
the Ka¨hler potential and gauge-kinetic function. Using general properties of G2 manifolds, it was
shown in Ref. [60] that the Ka¨hler metric descends from the Ka¨hler potential
K = − 3
κ24
ln
(
V
v7
)
, (2.30)
where V is the volume of X as measured by the dynamical Ricci flat metric g, and v7 is a reference
volume, thus
V =
∫
X
d7x
√
det g , v7 =
∫
X
d7x
√
det g0 . (2.31)
The four-dimensional Newton constant κ4 is related to the 11-dimensional version by
κ211 = κ
2
4v7 . (2.32)
We note here that (2.30) demonstrates that the Ka¨hler potential is a function of the metric moduli,
aI only, and does not depend on the axions, νI . Written in terms of superfields, this is the statement
that K depends on the real parts, T I + T¯ I only.
With this in hand, we now examine the gauge-kinetic function. Reduction of the Chern-Simons
term of 11-dimensional supergravity by inserting the gauge field part of (2.28) leads to the four-
dimensional term [60] ∫
M4
cIPQν
IFP ∧ FQ , (2.33)
3Note that b1(X) = 0 for G2 manifolds and that we are neglecting the purely external part of C which corresponds
to flux vacua which shall not be considered for now.
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where the coefficients cIPQ are given by
cIPQ ∼
∫
X
ΦI ∧ ωP ∧ ωQ. (2.34)
This implies that the gauge-kinetic function fPQ, which couples F
P and FQ, takes the form
fPQ ∼
∑
I
T IcIPQ. (2.35)
Examining the content of this four-dimensional theory, it is clear that this is not suitable for
realistic particle physics. The gauge symmetry is purely Abelian and the fermionic superpartners
of the Abelian gauge fields are neutral. In addition, the effective action contains no terms which
couple the chiral multiplets to the Abelian gauge fields, so the chiral multiplets are uncharged as
well. This leaves us with a decidedly uninteresting theory.4 However, as we shall see in the next
section, far more suitable theories are possible if we consider a more general G2 space containing
singularities.
2.4 M-theory on singular G2-spaces
Having outlined the unsatisfying four-dimensional effective theory obtained by compactifying M-
theory on a smooth G2 manifold, we are led naturally to the question: can we find something better
for singular spaces? The answer is positive and much interesting work has been done over the past
two decades on this topic. (See e.g. [12],[60],[45],[61],[62],[63]).
In the following sections we will outline how string dualities lead to the understanding that
non-Abelian gauge symmetries and charged chiral matter could arise near two particular types
of singularities: with non-Abelian symmetries originating from co-dimension four, orbifold-type
singularities and charged chiral matter from co-dimension seven, conical singularities. Further, we
will take a momentary step back from our G2 compatifications and review the construction of M-
theory on another type of singular space, S1/Z2, the famous Horava-Witten theory. These results
are central to the first half of this thesis and in the following Chapters, we shall explicitly construct
the coupling of some of these additional symmetries and states to the effective action of M-theory.
To accomplish this, we will use the Horˇava-Witten construction as an inspiration for how to study
M-theory on singular G2 spaces.
4This was, of course, to be expected and is a general feature of compactification of 11-dimensional supergravity
compactified on smooth seven-dimensional manifolds [9],[10]
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2.4.1 Arguments from String dualities
There are two string dualities that are of substantial use in studying M-theory on G2 spaces. These
involve dualities relating M -theory to the type IIA and heterotic strings, respectively. We shall
not use the type IIA duality in this work and only mention it briefly here. In the first of these
dualities, M -theory compactified on an S1 is dual to type IIA string theory. This is a particularly
fruitful correspondence when we include the dynamics of D6-branes in the type IIA theory. With
enhanced gauge symmetry arising from the interaction (and intersections) of stacks of branes, we
expect enhanced symmetries on the M -theory side. That is, for any D6-brane state in the IIA
theory, we can uplift it to some neighborhood of ADE singularities in M-theory, with chiral fermions
arising at special points on the branes [64],[29], [65]. We refer the reader to [29] for more detailed
treatments of this correspondence. As for the second of these dualities, there are several ways in
which the heterotic correspondence will be of use to us. We will use one form of it to look at
singularities and enhanced symmetries in the following paragraphs.
In 1986 [66] it was observed that 11-dimensional supergravity on R7×K3 and the 10-dimensional
heterotic strong on R7×T 3 not only have the same supersymmetry, but also the same moduli spaces
of vacua, namely
M = SO(19, 3)
SO(19) × SO(3) (2.36)
This coincidence was not explained fully [27], [67] until the development of M-theory and string
dualities. By U-duality, 11-dimensional M-theory compactified on a four-dimensional K3 manifold
is believed to be dual to the heterotic string compactified on a 3-torus, T 3 [29]. We will not go into
the detailed derivation of this, but merely state that a similar Kaluza-Klein reduction to that in
the last section can be done on each side of the duality, leading to identical symmetries and fields
(see [29, 30, 67, 27] and Chapter 5 for a discussion of the E8 × E8 heterotic theory).
The duality arguments described above are based at generic points in moduli space. But
what happens at special points? At special points in the moduli space of the heterotic string
on T 3, additional massless modes and non-Abelian gauge symmetries can arise [29]. They are
generated from the Wilson lines through a process similar to the Higgs mechanism (see [29] for a
full discussion). If M-theory on K3 is really equivalent to the heterotic string on T 3, there must
be points in the moduli space of K3 where enhanced symmetries arise as well. Indeed, just such
regions have long been known to exist. These points in moduli space exactly correspond to regions
where the K3 develops orbifold type singularities. We will not go into the details of this argument
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here, but rather, we will outline below the basic structure of ADE orbifold-type singularities and
how they can give rise to enhanced symmetries.
2.4.2 Co-dimension 4 Singularities
To begin our review of orbifold singularities, we first recall that K3 is a compact four-dimensional
manifold with SU(2) holonomy5. Preservation of this holonomy means that an orbifold singularity
in K3 must have the local form C2/Γ where Γ is a finite subgroup of SU(2). The finite subgroups
of SU(2) are fully determined by the ADE classification which may be described in terms of simply
laced, semi-simple Lie algebras: An, Dk, E6, E7, and E8. There is a one-to-one correspondence
[68],[69], [70] between the set of possible groups Γ and the Dynkin diagrams of the Lie algebras:
The first two of these are infinite correspondences, su(n+ 1) ∼ An and so(2k) ∼ Dk and the three
exceptional subgroups correspond to the three exceptional Lie algebras of E-type. We shall denote
the subgroups Γ as ΓAn , ΓDk , ΓEi . Each can be described explicitly and the following isomorphisms
hold:
ΓAn = Zn+1 ∼ cyclic group of order n
ΓDk = Dk−2 ∼ binary dihedral group of order 4k − 8
ΓE6 = T ∼ binary tetrahedral group of order 24
ΓE7 = O ∼ binary octohedral group of order 48
ΓE8 = I ∼ binary icosahedral group of order 120
As an example, if one chooses the standard action of SU(2) on the coordinates of C2, then ΓAn−1
is isomorphic to Zn and be represented by(
e2iπ/n 0
0 e−2iπ/n
)
(2.37)
Non-Abelian gauge symmetries arise in the neighborhood of ADE singularities according to Lie
algebras described above. That is, near a C2/Zn singularity, the enhanced symmetry is expected
to be SU(n+ 1)
As an example of how new states arise in the neighborhood of orbifold-type singularities, we
can consider A1 ∼ Z2 which produces an ADE singularity of the form described in section 2.2.1.
To examine the behavior of the singularity, we must replace it with a blow-up, that is, an Eguchi-
Hanson space [58],[59] with a single 2-cycle, γ, at the origin (and associated harmonic form, ω).
The 2-cycle is parameterized by three scalars [30]. The singularity is obtained in the limit in which
the radius of the two-cycle shrinks to zero. Examining the spectrum of M-theory in this localized
5Up to diffeomorphisms this is the unique simply connected manifold of this type.
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neighborhood, we expect enhanced symmetry in the zero-volume limit. First, we observe that the
2-cycle itself generates a U(1) gauge field, A, which descends from the three form as
C = A ∧ ω (2.38)
This vector field combines with the three scalar moduli of the cycle, γ, to form the bosonic part
of a seven-dimensional vector multiplet. These are the only immediately apparent new massless
states. However, additional massive states can arise from M2-branes wrapping γ. Recalling the
standard coupling of a wrapped M2-brane to the C-field, the M2-brane volume can be expressed
as γ× s where s is a path in M4×R3. From a seven-dimensional perspective, these wrapped states
appear as particles (which are massive so long as the two-cycle is finite). An M2-brane has a mass
which is essentially its tension times its world-volume and couples to the C-field as
T
∫
V
C = ±
∫
s
A
∫
γ
Tω = ±
∫
s
TA (2.39)
where T is the tension.6 As a result, there are two membrane states generated which are charged
under the U(1) gauge field A, corresponding to opposite orientations of the membrane with respect
to the cycle. These states are of opposite U(1) charge. In the singular limit, as the 2-cycle collapses,
they become massless and combine with the U(1) gauge field to form an enhanced multiplet of an
SU(2) super Yang-Mills theory. For the higher An series orbifolds, the process is similar to that
described above, except that instead of an Eguchi-Hanson space, we replace our singular geometry
(C2/Zn+1) with a Gibbons-Hawking space [71],[72], complete with a chain of n 2-cycles at the
origin. Each of these can be wrapped by membrane states as described above, leading to enhanced
SU(n+ 1) symmetry.
We began this discussion of orbifold singularities by considering ADE singularities inK3 spaces.
However, the effects described in the preceding sections are all local. That is, these results can be
generalized from M -theory on a K3 manifold to M -theory on any space containing ADE singular-
ities. In the following chapters, we will investigate M -theory near these singular regions in general
and look in particular at such singularities as they arise in compact G2 manifolds (specifically those
in the Joyce constructions described in section 2.2.1).
2.4.3 Co-dimension 7 singularities
To produce realistic physics from a M-theory compactification on a G2 space, we must consider one
more type of singularity. It can be shown that in addition to the non-Abelian symmetries generated
6The membrane will have minimal energy if it wraps the minimal two-cycle available in a given space.
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by the orbifold singularities of the previous section, co-dimension seven singularities must also be
present in the G2 space in order to have charged chiral matter. By a co-dimension seven singularity
we refer to a space which locally has a conical metric. Such conical singularities arise when the
metric on X locally degenerates to the form:
ds2 = dr2 + r2dΩ2 (2.40)
where dΩ2 is the metric on a compact six-manifold, Y . The radial variable, r ∈ (0,∞) produces
an isolated singularity in X at r = 0. While singularities such as (2.40) are among the simplest
isolated singularities one could study, they are still difficult to construct in G2 manifolds. The first
such metrics appeared in [53] and [54] and have been further developed in recent years (see e.g.
[62, 61]). In fact, all known examples of G2 manifolds with conical singularities are non-compact.
It is an open problem to find compact manifolds of G2 holonomy that contain both co-dimension
four ADE and co-dimension seven conical singularities, though the duality of M-theory with type
IIA theory tells us that such spaces should exist.
The detailed derivation of the enhanced matter content arising in M-theory near a conical
singularity is somewhat lengthy and can actually be argued in three separate ways. The first of
these is by duality to the type IIA string [29], the second, through duality with the heterotic
theory [29, 30] and finally through arguments based on anomalies [61]. In the interest of space, we
shall outline only the last argument here, following the development in [61]. For a more detailed
discussion of charged fermions and conical singularities see [29].
The basic approach will be to define X as a cone on Y , that is a space with a conical singularity
of the form (2.40). We shall consider M-theory over M4 ×X and look at the variation of terms in
the M-theory effective action under its gauge symmetries. These will be shown to be non-zero if
the conical base, Y obeys certain conditions. Since these anomalous variations must be cancelled,
we shall find that chiral fermions must exist in the spectrum.
We begin with the anomaly that arises from the bulk U(1) gauge fields, AP , P = 1, . . . b2(X)
discussed in (2.28) and write the zero-mode expansion for the three-form
C =
∑
P
AP ∧ ωP (2.41)
in a basis of two-forms {ωP } on X. The anomaly arises from the Chern-Simons term of 11-
dimensional supergravity (2.1). Under a gauge transformation of C, C → C + dǫ, where ǫ is a
two-form and the Chern-Simons term is changed by
δS ∼
∫
M4×X
d(ǫ ∧G ∧G) (2.42)
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With the conical structure of (2.40), we may formally treat X as a manifold with boundary at
r = 0 and hence
δS ∼
∫
M4×Y
ǫ ∧G ∧G. (2.43)
If we now make the Kaluza-Klein ansatz for the 2-form, ǫ =
∑
P ǫ
PωP we obtain
δS ∼
∫
Y
ωP ∧ ωQ ∧ ωR
∫
M4
ǫPFQ ∧ FR (2.44)
where FP = dAP are the field strengths of the U(1) gauge fields.
If the integrals over Y (which are topological from a four-dimensional perspective) are non-zero,
we obtain a four-dimensional interaction characteristic of an anomaly in an abelian gauge theory.
Thus, for a consistent theory, we expect the spectrum at the singularity to contain chiral fermions
which can exactly cancel δS. This cancellation would be accomplished by the usual chiral anomaly
of the form
qpqQqR
∫
M4
ǫPFQ ∧ FR (2.45)
where qP are the U(1) charges of the chiral superfield.
In the previous section we saw that enhanced, non-abelian gauge symmetries arise in the neigh-
borhood of co-dimension four ADE singularities. In such a neighborhood, X ∼ W × C2/γ where
W is the three-dimensional locus of the orbifold singularity. If in addition, conical singularities on
X are to support chiral fermions charged under the ADE gauge group, then clearly the conical
singularities must be points in W . This was shown by anomaly arguments in [61]. At present,
no compact G2 spaces have been found explicitly which contains the appropriate intersecting sin-
gularities. The development of such geometries is crucial to generating realistic four-dimensional
particle spectra from M -theory.
2.5 Review of Horˇava-Witten Theory
Before we proceed further in our development of M-theory on G2 manifolds, we take a temporary
detour in our construction to review M-theory on another type of singular geometry, the famous
Horˇava-Witten theory [11],[73],[28]. With the construction of M-theory on the orbifold S1/Z2×R1,9,
Horˇava and Witten [11] demonstrated for the first time that physically realistic M-theory compact-
ifications are possible on singular spaces. In fact, they showed that new states in the form of two
10-dimensional E8 super-Yang-Mills multiplets, located on the two 10-dimensional fixed planes of
this orbifold, had to be added to the theory for consistency and they explicitly constructed the
corresponding supergravity theory by coupling 11-dimensional supergravity in the bulk to these
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super-Yang-Mills theories. It soon became clear that this theory allows for phenomenologically
interesting Calabi-Yau compactifications [73]-[14] and, as the strong-coupling limit of the heterotic
string, should be regarded as a promising avenue towards particle phenomenology from M-theory
(see Chapter 5). In this construction, Horˇava and Witten constructed explicit correction terms to
11-dimensional supergravity in the neighborhood of the orbifold singularities by anomaly consider-
ations and demanding local supersymmetry. Their work will provide the primary motivation and
inspiration for our constructions of M-theory on co-dimension four orbifold singularities which will
be developed in Chapters 3 and 4.
The effective action was derived in [11] by finding the unique supersymmetric coupling of the
10-dimensional E8 vector multiplets living on the boundary to the 11-dimensional supergravity
theory propagating in the bulk. The action obtained is not gauge-invariant at the classical level,
but one-loop anomalies insure that the quantum theory is invariant. Interestingly, this cancellation
is possible precisely because the gauge group is E8 and additionally the gauge coupling takes a
fixed value with respect to the gravitational coupling. Horˇrava-Witten theory takes the basic form
S11−10 = S11 +
∑
k=1
2S(k)10 (2.46)
where S11 is the action of 11-dimensional supergravity, (2.1), and Sk10, k = 1, 2 are two copies of the
10-dimensional SYM action, living on the world-boundary (orbifold fixed planes), Mk10. The theory
is constructed as an expansion in ζ10 = κ11/λ10 where λ10 is the 10-dimensional gauge coupling
and κ11 is the 11-dimensional Newton constant. The anomaly analysis fixes λ10 in terms of κ11 as
λ210 = 2π(4πκ
2
11)
2/3. (2.47)
The bulk action, 11-dimensional supergravity, appears at zeroth order in this expansion, with the
Yang-Mills theories occurring at higher order.
The coordinates on the circle are taken to be x10 ∈ [−1/2, 1/2] with the endpoints identified.
The equivalence classes in S1/Z2 are the pairs of points with coordinates x
10 and −x10 (i.e. Z2
acts as x10 → −x10. This map has fixed points at 0 and 1/2, and thus the space M10 × S1/Z2 has
two 10-dimensional fixed planes (M(k)10 ). By defining the M-theory effective action over the orbifold
S1/Z2, for consistency, we must guarantee that the fields are well-defined over this space and the
presence of the discrete symmetry will truncate certain fields. The bosonic fields in (2.1) must be
either even or odd under this Z2 action (i.e. for all bosonic fields, ϕ, ϕ(x
10) = ±ϕ(−x10)). For
example, under this action, CMˆNˆPˆ is projected out for Mˆ, Nˆ = 0, 1, . . . 9, while CMˆNˆ10 survives.
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At the orbifold planes, 11-dimensional supergravity is enhanced by a 10-dimensional SYM
theory. The leading terms are of order ζ210 ∼ κ2/311 relative to those of the bulk supergravity. The
additions to the action are given by,
S(k)10 =
1
λ10
2
∫
M
(k)
10
d10x
√−g(−1
4
F a
MˆNˆ
F MˆNˆa −
1
2
λ¯aΓMˆDMˆλa (2.48)
−1
8
Ψ¯MˆΓ
NˆPˆΓMˆF a
NˆPˆ
λa +
1
48
λ¯aΓMˆNˆ PˆλaGMˆNˆPˆ10) (2.49)
The added field content consists of the E8 gauge vector, A
a and gaugino, λa. The other fields are
contributed from the bulk theory in the straightforward way. The coupled action, (2.46) is locally
supersymmetric to order ζ210 ∼ κ2/311 under the following transformations
δCMˆNˆ10 = −
κ211
2λ210
δ(x10)Aa
[Mˆ
η¯ΓNˆ ]λa (2.50)
δAa
Mˆ
= η¯ΓMˆλ
a (2.51)
δλ1 = −1
8
ΓMˆNˆF a
MˆNˆ
η (2.52)
where δ(x10) is the Dirac Delta function. Supersymmetry additionally requires a modification of the
Bianchi identity: dGMˆNˆPˆ Qˆ10 = −
3κ211
48λ210
δ(x10)F a
[MˆNˆ
FPˆ Qˆ]a. If supersymmetry is checked at the next
order in the perturbation, ζ410 ∼ κ4/311 , a cancellation occurs of terms that are formally proportional
to δ(0). In [11], Horˇava and Witten interpret the occurrence of these terms as a problem with
the classical treatment of M-theory. In the full quantum theory, one would expect that E8 gauge
fields would propagate not exactly at the orbifold fixed planes x10 = 0, 1/2 but rather in a region
of some small but finite thickness (of order κ2/9). Such a built-in cut off would replace δ(0) with a
finite constant times κ
−2/9
11 . We shall note many similar features to those mentioned above in our
construction of M-theory on ADE singularities, including the truncation of 11-dimensional fields
to an orbifold fixed plane, an order by order expansion in a parameter analogous to ζ10, and the
appearance of delta-function-squared terms.
With this review in hand, we now have all the tools we need to explicitly construct M-theory
on co-dimension four singularities and to examine the four-dimensional effective theory that arises
from a G2 compactification with such singular regions. We shall turn to this in the following
chapters.
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Chapter 3
M-theory on the orbifold C2/ZN
3.1 Introduction
In the previous Chapter, we saw that while compactification of 11-dimensional supergravity on
smooth seven-dimensional manifolds [9, 10] does not provide a viable framework for particle phe-
nomenology, more interesting physics is possible in the case of singular spaces [11, 12, 13]. In
particular, phenomenologically interesting theories can be obtained by M-theory compactification
on singular spaces with G2 holonomy. In such compactifications, certain co-dimension four singu-
larities within the G2 space lead to low-energy non-Abelian gauge fields [12, 29] while co-dimension
seven singularities can lead to matter fields [62, 45, 29].
Our focus in the present chapter will be the non-Abelian gauge fields arising from co-dimension
four singularities. As seen in Section 2.4.2, the structure of the G2 space close to such a singularity
is of the form C2/Γ×B, where Γ is one of the discrete ADE subgroups of SU(2) and B is a three-
dimensional space. We will, for simplicity, focus on A-type singularities, that is Γ = ZN , which
lead to gauge fields with gauge group SU(N). A large class of singular G2 spaces containing such
singularities has been obtained in [74], by orbifolding seven tori [31]. It was shown that, within
this class of examples, the possible values of N are 2, 3, 4 and 6. However, in this chapter, we
keep N general, given that there may be other constructions which lead to more general N . The
gauge fields are located at the fixed point of C2/ZN (the origin of C
2) times B × R1,3, where R1,3
is the four-dimensional uncompactified space-time, and are, hence, seven-dimensional in nature.
One would, therefore, expect there to exist a supersymmetric theory which couples M-theory on
the orbifold C2/ZN to seven-dimensional super-Yang-Mills theory. It is the main purpose of the
present chapter to construct this theory explicitly.
Although motivated by the prospect of applications to G2 compactifications, we will formu-
late this problem in a slightly more general context, seeking to understand the general structure
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of low-energy M-theory on orbifolds of ADE type. Concretely, we will construct 11-dimensional
supergravity on the orbifold C2/ZN × R1,6 coupled to seven-dimensional SU(N) super-Yang-Mills
theory located on the orbifold fixed plane {0} × R1,6. For ease of terminology, we will also refer
to this orbifold plane, somewhat loosely as the “brane”. This result can then be applied to com-
pactifications of M-theory on G2 spaces with C
2/ZN singularities, as well as to other problems
(for example M-theory on certain singular limits of K3). We stress that this construction is very
much in the spirit of the Horˇava-Witten theory [11], which couples 11-dimensional supergravity on
S1/Z2 × R1,9 to 10-dimensional super-Yang-Mills theory.
Let us briefly outline our method to construct this theory which relies on combining information
from the known actions of 11-dimensional [47, 18] and seven-dimensional supergravity [75]-[76].
Firstly, we constrain the field content of 11-dimensional supergravity (the “bulk fields”) to be
compatible with the ZN orbifolding symmetry. We will call the Lagrangian for this constrained
version of 11-dimensional supergravity L11. As a second step this action is truncated to seven
dimensions, by requiring all fields to be independent of the coordinates y of the orbifold C2/ZN
(or, equivalently, constraining it to the orbifold plane at y = 0). The resulting Lagrangian, which
we call L11|y=0, is invariant under half of the original 32 supersymmetries and represents a seven-
dimensional N = 1 supergravity theory which turns out to be coupled to a single U(1) vector
multiplet for N > 2 or three U(1) vector multiplets for N = 2. As a useful by-product, we obtain
an explicit identification of the (truncated) 11-dimensional bulk fields with the standard fields of
7-dimensional Einstein-Yang-Mills (EYM) supergravity. We know that the additional states on the
orbifold fixed plane should form a seven-dimensional vector multiplet with gauge group SU(N).
In a third step, we couple these additional states to the truncated seven-dimensional bulk theory
L11|y=0 to obtain a seven-dimensional EYM supergravity LSU(N) with gauge group U(1)×SU(N)
for N > 2 or U(1)3 × SU(N) for N = 2. We note that, given a fixed gauge group the structure of
LSU(N) is essentially determined by seven-dimensional supergravity. We further write this theory
in a form which explicitly separates the bulk degrees of freedom (which we have identified with
11-dimensional fields) from the degrees of freedom in the SU(N) vector multiplets. Given this
preparation we prove in general that the action
S11−7 =
∫
M11
d11x
[
L11 + δ(4)(yA)
(
LSU(N) − κ8/9L11
)]
(3.1)
is supersymmetric to leading non-trivial order in an expansion in κ, the 11-dimensional Newton
constant. Inserting the various Lagrangians with the appropriate field identifications into this
expression then provides us with the final result.
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The plan of the Chapter is as follows. In Section 3.2 we remind the reader of the action of
11-dimensional supergravity. As mentioned above this is to be our bulk theory. We then go on to
discuss the constraints that arise on the fields from putting this theory on the orbifold. We also lay
out our conventions for rewriting 11-dimensional fields according to a seven plus four split of the
coordinates. In Section 3.3 we examine our bulk Lagrangian constrained to the orbifold plane and
recast it in standard seven-dimensional form. The proof that the action (3.1) is indeed supersym-
metric to leading non-trivial order is presented in Section 3.4. Finally, in Section 3.5 we present the
explicit result for the coupled 11-/7-dimensional action and the associated supersymmetry trans-
formations. We end with a discussion of our results and an outlook on future directions. Three
appendices present technical background material. In Appendix A.1 we detail our conventions
for spinors in eleven, seven and four dimensions and describe how we decompose 11-dimensional
spinors. We also give some useful spinor identities. In Appendix A.2 we have collected some use-
ful group-theoretical information related to the cosets SO(3,M)/SO(3) × SO(M) of d = 7 EYM
supergravity which will be used in the reduction of the bulk theory to seven-dimensions. Further,
Appendix A.3 is a self-contained introduction to EYM supergravity in seven dimensions.
3.2 Eleven-dimensional supergravity on the orbifold
In this section we begin our discussion of M-theory onMN11 = R1,6×C2/ZN by describing the bulk
action and the associated bulk supersymmetry transformations. We recall that fields propagating
on orbifolds are subject to certain constraints on their configurations and proceed by listing and
explaining these. First however we lay out our conventions, and briefly describe the decomposition
of spinors in a four plus seven split of the coordinates.
We take space-time to have mostly positive signature, that is (− + + . . .+), and use indices
M,N, . . . = 0, 1, . . . , 10 to label the 11-dimensional coordinates (xM ). It is often convenient to
split these into four coordinates yA, where A,B, . . . = 7, 8, 9, 10, in the directions of the orbifold
C2/ZN and seven remaining coordinates x
µ, where µ, ν, . . . = 0, 1, 2, . . . , 6, on R1,6. Frequently, we
will also use complex coordinates (zp, z¯p¯) on C2/ZN , where p, q, . . . = 1, 2, and p¯, q¯, . . . = 1¯, 2¯ label
holomorphic and anti-holomorphic coordinates, respectively. Underlined versions of all the above
index types denote the associated tangent space indices.
All 11-dimensional spinors in this chapter are Majorana. Having split coordinates into four-
and seven-dimensional parts it is useful to decompose 11-dimensional Majorana spinors accordingly
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as tensor products of SO(1, 6) and SO(4) spinors. To this end, we introduce a basis of left-
handed SO(4) spinors {ρi} and their right-handed counterparts {ρ¯} with indices i, j, . . . = 1, 2 and
ı¯, ¯, . . . = 1¯, 2¯. Up to an overall rescaling, this basis can be defined by the relations γAρi =
(
γA
) i
¯
ρ¯.
An 11-dimensional spinor ψ can then be written as
ψ = ψi(x, y)⊗ ρi + ψ¯(x, y)⊗ ρ¯, (3.2)
where the 11-dimensional Majorana condition on ψ forces ψi(x, y) and ψ¯(x, y) to be SO(1, 6)
symplectic Majorana spinors. In the following, for any 11-dimensional Majorana spinor we will
denote its associated seven-dimensional symplectic Majorana spinors by the same symbol with
additional i and ı¯ indices. A full account of spinor conventions used in this chapter, together with
a derivation of the above decomposition can be found in Appendix A.1.
To begin, we remind the reader of the structure of 11-dimensional supergravity [47, 18, 11]
reviewed in Chapter 2. The field content consists of the vielbein eM
N and associated metric
gMN = ηMNe
M
M e
N
N , the three-form field C, with field strength G = dC, and the gravitino ΨM .
The action is given by (2.1) and the supersymmetry transformations by (2.4). In order for the
above bulk theory to be consistent on the orbifold C2/ZN × R1,6 we need to constrain fields in
accordance with the ZN orbifold action. Let us now discuss in detail how this works.
We denote by R the SO(4) matrix of order N that generates the ZN symmetry on our orbifold.
This matrix acts on the 11-dimensional coordinates as (x, y)→ (x,Ry) which implies the existence
of a seven-dimensional fixed plane characterized by {y = 0}. For a field X to be well-defined on
the orbifold it must satisfy
X(x,Ry) = Θ(R)X(x, y) (3.3)
for some linear operator Θ(R) that represents the generator of ZN . In constructing our theory we
have to choose, for each field, a representation Θ of ZN for which we wish to impose this constraint.
For the theory to be well-defined, these choices of representations must be such that the action
(2.1) is invariant under the ZN orbifold symmetry. Concretely, what we do is choose how each
index type transforms under ZN . We take R ≡ (RAB) to be the transformation matrix acting
on curved four-dimensional indices A,B, . . . while the generator acting on tangent space indices
A,B, . . . is some other SO(4) matrix T
A
B. It turns out that this matrix must be of order N for
the four-dimensional components of the vielbein to remain non-singular at the orbifold fixed plane.
Seven-dimensional indices µ, ν, . . . transform trivially. Following the correspondence Eq. (3.2),
11-dimensional Majorana spinors ψ are described by two pairs ψi and ψı¯ of seven-dimensional
symplectic Majorana spinor. We should, therefore, specify how the ZN symmetry acts on indices
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of type i and ı¯. Supersymmetry requires that at least some spinorial degrees of freedom survive at
the orbifold fixed plane. For this to be the case, one of these type of indices, i say, must transform
trivially. Invariance of fermionic terms in the action (2.1) requires that the other indices, that is
those of type ı¯, be acted upon by a U(2) matrix S ¯ı¯ that satisfies the equation
Sı¯
k¯
(
γA
) 
k¯
= TAB
(
γB
)
ı¯

. (3.4)
Given this basic structure, the constraints satisfied by the fields are as follows
e νµ (x,Ry) = e
ν
µ (x, y), (3.5)
e
ν
A (x,Ry) = (R
−1) BA e
ν
B (x, y), (3.6)
e Aµ (x,Ry) = T
A
Be
B
µ (x, y), (3.7)
e
B
A (x,Ry) = (R
−1) CA T
B
De
D
C (x, y), (3.8)
Cµνρ(x,Ry) = Cµνρ(x, y), (3.9)
CµνA(x,Ry) = (R
−1) BA CµνB(x, y), etc. (3.10)
Ψµi(x,Ry) = Ψµi(x, y), (3.11)
Ψµı¯(x,Ry) = S
¯
ı¯ Ψµ¯(x, y), (3.12)
ΨAi(x,Ry) = (R
−1) BA ΨBi(x, y), (3.13)
ΨAı¯(x,Ry) = (R
−1) BA S
¯
ı¯ ΨB¯(x, y). (3.14)
Furthermore, covariance of the supersymmetry transformation laws with respect to ZN requires
ηi(x,Ry) = ηi(x, y), (3.15)
ηı¯(x,Ry) = S
¯
ı¯ η¯(x, y). (3.16)
In complex coordinates (zp, z¯p¯), it is convenient to represent R by the following matrices
(Rpq) = e
2iπ/N12, (R
p¯
q¯) = e
−2iπ/N12, (R
p¯
q) = (R
p
q¯) = 0 . (3.17)
Using this representation, the constraint (3.8) implies
ep
A = e−2iπ/NTAB ep
B . (3.18)
Hence, for the vielbein eA
B to be non-singular T must have two eigenvalues e2iπ/N . Similarly, the
conjugate of the above equation shows that T should have two eigenvalues e−2iπ/N . Therefore, in
an appropriate basis we can use the following representation
(T pq) = e
2iπ/N12 , (T
p¯
q¯) = e
−2iπ/N12 . (3.19)
30
Given these representations for R and T , the matrix S is uniquely fixed by Eq. (3.4) to be
(Si
j) = e2iπ/N12 . (3.20)
We will use the explicit form of R, T and S above to analyze the degrees of freedom when we
truncate fields to be y independent.
When the 11-dimensional fields are taken to be independent of the orbifold y coordinates, the
constraints (3.5)–(3.14) turn into projection conditions, which force certain field components to
vanish. As we will see shortly, the surviving field components fit into seven-dimensional N = 1
supermultiplets, a confirmation that we have chosen the orbifold ZN action on fields compatible
with supersymmetry. More precisely, for the case N > 2, we will find a seven-dimensional gravity
multiplet and a single U(1) vector multiplet. Hence, we expect the associated seven-dimensional
N = 1 Einstein-Yang-Mills (EYM) supergravity to have gauge group U(1). For Z2 the situation is
slightly more complicated, since, unlike for N > 2, some of the field components which transform
bi-linearly under the generators are now invariant. This leads to two additional vector multiplets,
so that the associated theory is a seven-dimensional N = 1 EYM supergravity with gauge group
U(1)3. In the following section, we will write down this seven-dimensional theory, both for N = 2
and N > 2, and find the explicit identifications of truncated 11-dimensional fields with standard
seven-dimensional supergravity fields.
3.3 Truncating the bulk theory to seven dimensions
In this section, we describe in detail how the bulk theory is truncated to seven dimensions. We
recall from the introduction that this constitutes one of the essential steps in the construction of the
theory. As a preparation, we explicitly write down the components of the 11-dimensional fields that
survive on the orbifold plane and work out how these fit into seven-dimensional super-multiplets.
We then describe, for each orbifold, the seven-dimensional EYM supergravity with the appropriate
field content. By an explicit reduction of the 11-dimensional theory and comparison with this
seven-dimensional theory, we find a list of identification between 11- and 7-dimensional fields which
is essential for our subsequent construction.
To discuss the truncated field content, we use the representations (3.17), (3.19), (3.20) of R, T
and S and the orbifold conditions (3.5)-(3.14) for y independent fields. For N > 2 we find that the
surviving components are given by gµν , e
q
p , Cµνρ, Cµpq¯, Ψµi, (Γ
pΨp)i and (Γ
p¯Ψp¯)i. Meanwhile, the
spinor η which parameterizes supersymmetry reduces to ηi, a single symplectic Majorana spinor,
which corresponds to seven-dimensional N = 1 supersymmetry. Comparing with the structure of
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seven-dimensional multiplets (see Appendix A.3 for a review of seven-dimensional EYM supergrav-
ity), these field components fill out the seven-dimensional supergravity multiplet and a single U(1)
vector multiplet. For the case of the Z2 orbifold, a greater field content survives, corresponding in
seven-dimensions to a gravity multiplet plus three U(1) vector multiplets. The surviving fields in
this case are expressed most succinctly by gµν , e
B
A , Cµνρ, CµAB , Ψµi and ΨAı¯. The spinor η which
parameterizes supersymmetry again reduces to ηi, a single symplectic Majorana spinor.
These results imply that the truncated bulk theory is a seven-dimensional N = 1 EYM super-
gravity with gauge group U(1)n, where n = 1 for N > 2 and n = 3 for N = 2. In the following, we
discuss both cases and, wherever possible, use a unified description in terms of n, which can be set
to either 1 or 3, as appropriate. The correspondence between 11-dimensional truncated fields and
seven-dimensional supermultiplets is as follows. The gravity super-multiplet contains the purely
seven-dimensional parts of the 11-dimensional metric, gravitino and three-form, that is, gµν , Ψµi
and Cµνρ, along with three vectors from CµAB , a spinor from ΨAı¯ and the scalar det(e
B
A ). The
remaining degrees of freedom, that is, the remaining vector(s) from CµAB , the remaining spinor(s)
from ΨAı¯ and the scalars contained in v
B
A := det(e
B
A )
−1/4e
B
A , the unit-determinant part of e
B
A ,
fill out n seven-dimensional vector multiplets. The n + 3 Abelian gauge fields transform under
the SO(3, n) global symmetry of the d = 7 EYM supergravity while the vector multiplet scalars
parameterize the coset SO(3, n)/SO(3) × SO(n). Let us describe how such coset spaces are ob-
tained from the vierbein v
B
A , starting with the generic case N > 2 with seven-dimensional gauge
group U(1), that is, n = 1. In this case, the rescaled vierbein v
B
A reduces to v
q
p , which represents
a set of 2 × 2 matrices with determinant one, identified by SU(2) transformations acting on the
tangent space index. Hence, these matrices form the coset SL(2,C)/SU(2) which is isomorphic to
SO(3, 1)/SO(3), the correct coset space for n = 1. For the special Z2 case, which implies n = 3,
the whole of v
B
A is present and forms the coset space SL(4,R)/SO(4). This space is isomorphic
to SO(3, 3)/SO(3)2 which is indeed the correct coset space for n = 3.
We now briefly review seven-dimensional EYM supergravity with gauge group U(1)n. A more
general account of seven-dimensional supergravity including non-Abelian gauge groups can be found
in Appendix A.3. The seven-dimensional N = 1 supergravity multiplet contains the vielbein e˜ νµ ,
the gravitino ψµi, a triplet of vectors A
j
µi with field strengths F
j
i = dA
j
i , a three-form C˜ with
field strength G˜ = dC˜, a spinor χi, and a scalar σ. A seven-dimensional vector multiplet contains
a U(1) gauge field Aµ with field strength F = dA, a gaugino λi and a triplet of scalars φ
j
i . Here,
all spinors are symplectic Majorana spinors and indices i, j, . . . = 1, 2 transform under the SU(2)
R-symmetry. For ease of notation, the three vector fields in the supergravity multiplet and the
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n additional Abelian gauge fields from the vector multiplet are combined into a single SO(3, n)
vector AIµ, where I, J, . . . = 1, . . . , n+ 3. The coset space SO(3, n)/SO(3)× SO(n) is described by
a (3 + n)× (3 + n) matrix ℓ JI , which depends on the 3n vector multiplet scalars and satisfies the
SO(3, n) orthogonality condition
ℓ
J
I ℓ
L
K ηJL = ηIK (3.21)
with (ηIJ) = (ηIJ) = diag(−1,−1,−1,+1, . . . ,+1). Here, indices I, J, . . . = 1, . . . , (n+3) transform
under SO(3, n). Their flat counterparts I, J . . . decompose into a triplet of SU(2), corresponding
to the gravitational directions and n remaining directions corresponding to the vector multiplets.
Thus we can write ℓ
J
I → (ℓ uI , ℓ αI ), where u = 1, 2, 3 and α = 1, . . . , n. The adjoint SU(2) index
u can be converted into a pair of fundamental SU(2) indices by multiplication with the Pauli
matrices, that is,
ℓ iI j =
1√
2
ℓ uI (σu)
i
j. (3.22)
The Maurer-Cartan forms p and q of the matrix ℓ, defined by
p iµα j = ℓ
I
α∂µℓ
i
I j , (3.23)
q i kµ j l = ℓ
Ii
j∂µℓ
k
I l, (3.24)
q iµ j = ℓ
Ii
k∂µℓ
k
I j , (3.25)
will be needed as well.
With everything in place, we can now write down our expression for L(n)7 , the Lagrangian of
seven-dimensional N = 1 EYM supergravity with gauge group U(1)n [76]. Neglecting four-fermi
terms, it is given by
L(n)7 =
1
κ27
√
−g˜
{
1
2
R− 1
2
ψ¯iµΥ
µνρDˆνψρi − 1
4
e−2σ
(
ℓ iI jℓ
j
J i + ℓ
α
I ℓJα
)
F IµνF
Jµν
− 1
96
e4σG˜µνρσG˜
µνρσ − 1
2
χ¯iΥµDˆµχi − 5
2
∂µσ∂
µσ +
√
5
2
(
χ¯iΥµνψµi + χ¯
iψνi
)
∂νσ
−1
2
λ¯αiΥµDˆµλαi − 1
2
p iµα jp
µαj
i −
1√
2
(
λ¯αiΥµνψµj + λ¯
αiψνj
)
p jνα i
+e2σG˜µνρσ
[
1
192
(
12ψ¯µiΥνρψσi + ψ¯
i
λΥ
λµνρστψτi
)
+
1
48
√
5
(
4χ¯iΥµνρψσi
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−χ¯iΥµνρστψτi
)− 1
320
χ¯iΥµνρσχi +
1
192
λ¯αiΥµνρσλαi
]
−ie−σF Iµνℓ jI i
[
1
4
√
2
(
ψ¯iρΥ
µνρσψσj + 2ψ¯
µiψνj
)
+
1
2
√
10
(
χ¯iΥµνρψρj − 2χ¯iΥµψνj
)
+
3
20
√
2
χ¯iΥµνχj − 1
4
√
2
λ¯αiΥµνλαj
]
+e−σF IµνℓIα
[
1
4
(
2λ¯αiΥµψνi − λ¯αiΥµνρψρi
)
+
1
2
√
5
λ¯αiΥµνχi
]
− 1
96
ǫµνρσκλτCµνρF
I˜
σκFI˜ λτ
}
. (3.26)
In this Lagrangian the covariant derivatives of symplectic Majorana spinors ǫi are defined by
Dˆµǫi = ∂µǫi + 1
2
q jµi ǫj +
1
4
ω˜
µν
µ Υµνǫi. (3.27)
The associated supersymmetry transformations, parameterized by the spinor εi, are, up to cubic
fermion terms, given by
δσ =
1√
5
χ¯iεi ,
δe˜νµ = ε¯
iΥνψµi ,
δψµi = 2Dˆµεi − e
2σ
80
(
Υ νρσηµ −
8
3
δνµΥ
ρση
)
εiG˜νρση +
ie−σ
5
√
2
(
Υ νρµ − 8δνµΥρ
)
εjF
I
νρℓ
j
I i ,
δχi =
√
5Υµεi∂µσ − 1
24
√
5
ΥµυρσεiG˜µνρσe
2σ − i√
10
ΥµνεjF
I
µνℓ
j
I ie
−σ,
δC˜µνρ =
(
−3ψ¯i[µΥνρ]εi −
2√
5
χ¯iΥµνρεi
)
e−2σ, (3.28)
ℓ iI jδA
I
µ =
[
i
√
2
(
ψ¯iµεj −
1
2
δijψ¯
k
µεk
)
− 2i√
10
(
χ¯iΥµεj − 1
2
δijχ¯
kΥµεk
)]
eσ,
ℓ αI δA
I
µ = ε¯
iΥµλ
α
i e
σ ,
δℓ iI j = −i
√
2ε¯iλαjℓ
α
I +
i√
2
ε¯kλαkℓ
α
I δ
i
j ,
δℓ αI = −i
√
2ε¯iλαj ℓ
j
I i ,
δλαi = −
1
2
ΥµνεiF
I
µνℓ
α
I e
−σ +
√
2iΥµεjp
αi
µ j .
We now explain in detail how the truncated bulk theory corresponds to the above seven-dimensional
EYM supergravity with gauge group U(1)n, where n = 1 for the ZN orbifold with N > 2 and n = 3
for the special Z2 case. It is convenient to choose the seven-dimensional Newton constant κ7 as
κ7 = κ
5/9. The correspondence between 11- and 7-dimensional Lagrangians can then be written as
κ8/9L11|y=0= L(n)7 . (3.29)
We have verified by explicit computation that this relation indeed holds for appropriate identi-
fications of the truncated 11-dimensional fields with the standard seven-dimensional fields which
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appear in Eq. (3.26). For the generic ZN orbifold with N > 2 and n = 1, they are given by
σ =
3
20
ln det gAB, (3.30)
g˜µν = e
4
3
σgµν , (3.31)
ψµi = Ψµie
1
3
σ − 1
5
Υµ
(
ΓAΨA
)
i
e−
1
3
σ, (3.32)
C˜µνρ = Cµνρ, (3.33)
χi =
3
2
√
5
(
ΓAΨA
)
i
e−
1
3
σ, (3.34)
F Iµν = −
i
2
tr
(
σIGµν
)
, (3.35)
λi =
i
2
(
ΓpΨp − Γp¯Ψp¯
)
i
e−
1
3
σ, (3.36)
ℓ
J
I =
1
2
tr
(
σ¯Ivσ
Jv†
)
. (3.37)
Furthermore the seven-dimensional supersymmetry spinor εi is related to its 11-dimensional coun-
terpart η by
εi = e
1
3
σηi. (3.38)
In these identities, we have defined the matrices Gµν ≡ (Gµνpq¯), v ≡ (e5σ/6ep¯q¯) and made use of the
standard SO(3, 1) Pauli matrices σI , defined in Appendix A.2. For the Z2 orbifold we have n = 3
and, therefore, two additional U(1) vector multiplets. Not surprisingly, field identification in the
gravity multiplet sector is unchanged from the generic case and still given by Eqs. (3.30)-(3.34).
It is in the vector multiplet sector, where the additional states appear, that we have to make a
distinction. For the bosonic vector multiplet fields we find
F Iµν = −
1
4
tr
(
T IGµν
)
, (3.39)
ℓ
J
I =
1
4
tr
(
T¯IvT
JvT
)
, (3.40)
where now Gµν ≡ (GµνAB) and v ≡ (e5σ/6eAB). Here, T I are the six SO(4) generators, which are
explicitly given in Appendix A.2.
3.4 General form of the supersymmetric bulk-brane action
In this section, we present our general method of construction for the full action, which combines
11-dimensional supergravity with the seven-dimensional super-Yang-Mills theory on the orbifold
plane in a supersymmetric way. Main players in this construction will be the constrained 11-
dimensional bulk theory L11, as discussed in Section 3.2, its truncation to seven dimensions, L(n)7 ,
which has been discussed in the previous section and corresponds to a d = 7 EYM supergravity
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with gauge group U(1)n and LSU(N), a d = 7 EYM supergravity with gauge group U(1)n×SU(N).
The SU(N) gauge group in the latter theory corresponds, of course, to the additional SU(N) gauge
multiplet which one expects to arise for M-theory on the orbifold C2/ZN .
Let us briefly discuss the physical origin of these SU(N) gauge fields on the orbifold fixed plane.
It is well-known [10, 43] that the N−1 Abelian U(1) gauge fields within SU(N) are already massless
for a smooth blow-up of the orbifold C2/ZN by an ALE manifold. More precisely, they arise as
zero modes of the M-theory three-form on the blow-up ALE manifold. The remaining vector fields
arise from membranes wrapping the two-cycles of the ALE space and become massless only in the
singular orbifold limit, when these two-cycles collapse. For our purposes, the only relevant fact is
that all these SU(N) vector fields are located on the orbifold fixed plane. This allows us to treat
the Abelian and non-Abelian parts of SU(N) on the same footing, despite their different physical
origin.
We claim that the action for the bulk-brane system is given by
S11−7 =
∫
MN11
d11x
[
L11 + δ(4)(yA)Lbrane
]
, (3.41)
where
Lbrane = LSU(N) − L(n)7 . (3.42)
Here, as before, L11 is the Lagrangian for 11-dimensional supergravity (2.1) with fields constrained
in accordance with the orbifold ZN symmetry, as discussed in Section 3.2. The Lagrangian L(n)7
describes a seven-dimensional N = 1 EYM theory with gauge group U(1)n. Choosing n = 1
for generic ZN with N > 2 and n = 3 for Z2, this Lagrangian corresponds to the truncation of
the bulk Lagrangian L11 to seven dimensions, as we have shown in the previous section. This
correspondence implies identifications between truncated 11-dimensional bulk fields and the fields
in L(n)7 , which have also been worked out explicitly in the previous section (see Eqs. (3.30)–(3.37)
for the case N > 2 and Eqs. (3.30)–(3.34) and (3.39)–(3.40) for N = 2). These identifications
are also considered part of the definition of the Lagrangian (3.41). The new Lagrangian LSU(N) is
that of seven-dimensional EYM supergravity with gauge group U(1)n × SU(N), where, as usual,
n = 1 for generic ZN with N > 2 and n = 3 for Z2. This Lagrangian contains the “old” states
in the gravity multiplet and the U(1)n gauge multiplet and the “new” states in the SU(N) gauge
multiplet. We will think of the former states as being identified with the truncated 11-dimensional
bulk states by precisely the same relations we have used for L(n)7 . The idea of this construction
is, of course, that in Lbrane the pure supergravity and U(1)n vector multiplet parts cancel between
LSU(N) and L(n)7 , so that we remain with “pure” SU(N) theory on the orbifold plane. For this to
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work out, we have to choose the seven-dimensional Newton constant κ7 within LSU(N) to be the
same as the one in L(n)7 , that is
κ7 = κ
5/9 . (3.43)
The supersymmetry transformation laws for the action (3.41) are schematically given by
δ11 = δ
11
11 + κ
8/9δ(4)(yA)δ brane11 , (3.44)
δ7 = δ
SU(N)
7 , (3.45)
where
δ brane11 = δ
SU(N)
11 − δ 1111 . (3.46)
Here δ11 and δ7 denote the supersymmetry transformation of bulk fields and fields on the orbifold
fixed plane, respectively. A superscript 11 indicates a supersymmetry transformation law of L11,
as given in equations (2.4), and a superscript SU(N) indicates a supersymmetry transformation
law of LSU(N), as can be found by substituting the appropriate gauge group into equations (A.59).
These transformation laws are parameterized by a single 11-dimensional spinor, with the seven-
dimensional spinors in δ
SU(N)
11 and δ
SU(N)
7 being simply related to this 11-dimensional spinor by
equation (3.38). On varying S11−7 with respect to these supersymmetry transformations we find
δS11−7 = −
∫
M11
d11xδ(4)(yA)
(
1− κ8/9δ(4)(yA)
)
δ brane11 Lbrane. (3.47)
At first glance, the occurrence of delta-function squared terms is concerning. However, as in Horˇava-
Witten theory [11], we can interpret the occurrence of these terms as a symptom of attempting to
treat in classical supergravity what really should be treated in quantum M-theory. It is presumed
that in proper quantum M-theory, fields on the brane penetrate a finite thickness into the bulk, and
that there would be some kind of built-in cutoff allowing us to replace δ(4)(0) by a finite constant
times κ−8/9. If we could set this constant to one and formally substitute
δ(4)(0) = κ−8/9 (3.48)
then the above integral would vanish.
As in Ref. [11], we can avoid such a regularization if we work only to lowest non-trivial order
in κ, or, more precisely to lowest non-trivial order in the parameter h = κ7/gYM. Note that h has
dimension of inverse energy. To determine the order in h of various terms in the Lagrangian we need
to fix a convention for the energy dimensions of the fields. We assign energy dimension 0 to bulk
bosonic fields and energy dimension 1/2 to bulk fermions. This is consistent with the way we have
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written down 11-dimensional supergravity (2.1). In terms of seven-dimensional supermultiplets this
tells us to assign energy dimension 0 to the gravity multiplet and the U(1) vector multiplet bosons
and energy dimension 1/2 to the fermions in these multiplets. For the SU(N) vector multiplet,
that is for the brane fields, we assign energy dimension 1 to the bosons and 3/2 to the fermions.
With these conventions we can expand
LSU(N) = κ−27
(L(0) + h2L(2) + h4L(4) + . . .) , (3.49)
where the L(m), m = 0, 2, 4, . . . are independent of h. The first term in this series is equal to L(n)7 ,
and therefore the leading order contribution to Lbrane is precisely the second term of order h2 in the
above series. It turns out that, up to this order, the action S11−7 is supersymmetric under (3.44)
and (3.45). To see this we also expand the supersymmetry transformation in orders of h, that is
δ
SU(N)
11 = δ
(0)
11 + h
2δ
(2)
11 + h
4δ
(4)
11 + . . . . (3.50)
Using this expansion and Eq. (3.49) one finds that the uncanceled variation (3.47) is, in fact, of
order h4. This means the action (3.41) is indeed supersymmetric up to order h2 and can be used to
write down a supersymmetric theory to this order. This is exactly what we will do in the following
section. We have also checked explicitly that the terms of order h4 in Eq. (3.47) are non-vanishing,
so that our method cannot be extended straightforwardly to higher orders.
A final remark concerns the value of the Yang-Mills gauge coupling gYM. The above construction
does not fix the value of this coupling and our action is supersymmetric to order h2 for all values of
gYM. However, within M-theory one expects gYM to be fixed in terms of the 11-dimensional Newton
constant κ. Indeed, reducing M-theory on a circle to IIA string theory, the orbifold seven-planes
turn into D6 branes whose tension is fixed in terms of the string tension [77]. By a straightforward
matching procedure this fixes the gauge coupling to be [63]
g2YM = (4π)
4/3κ2/3 . (3.51)
3.5 The explicit bulk/brane theory
In this section, we give a detailed description of M-theory onMN11 = R1,6×C2/ZN , taking account
of the additional states that appear on the brane. We begin with a reminder of how the bulk fields,
truncated to seven dimensions, are identified with the fields that appear in the seven-dimensional
supergravity Lagrangians from which the theory is constructed. Then we write down our full
Lagrangian, and present the supersymmetry transformation laws.
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As discussed in the previous section, the full Lagrangian is constructed from three parts, the
Lagrangian of 11-dimensional supergravity L11 with bulk fields constrained by the orbifold action,
L(n)7 , the Lagrangian of seven-dimensional EYM supergravity with gauge group U(1)n and LSU(N),
the Lagrangians for seven-dimensional EYM supergravity with gauge group U(1)n × SU(N). The
Lagrangian L11 has been written down and discussed in Section 3.2, while L(n)7 has been dealt with
in Section 3.3. The final piece, LSU(N), is discussed in Appendix A.3, where we provide the reader
with a general review of seven-dimensional supergravity theories. Crucial to our construction is
the way in which we identify the fields in the supergravity and U(1)n gauge multiplets of the latter
two Lagrangians with the truncated bulk fields. Let us recall the structure of this identification
which has been worked out in Section 3.3. The bulk fields truncated to seven dimensions form a
d = 7 gravity multiplet and n U(1) vector multiplets, where n = 1 for the general ZN orbifold
with N > 2 and n = 3 for the Z2 orbifold. The gravity multiplet contains the purely seven-
dimensional parts of the 11-dimensional metric, gravitino and three-form, that is, gµν , Ψµi and
Cµνρ, along with three vectors from CµAB , a spinor from ΨAı¯ and the scalar det(e
B
A ). Meanwhile,
the vector multiplets contain the remaining vectors from CµAB , the remaining spinors from ΨAı¯
and the scalars contained in v
B
A := det(e
B
A )
−1/4e
B
A , the unit-determinant part of e
B
A . The
gravity and U(1) vector fields naturally combine together into a single entity AIµ, I = 1, . . . (n+3),
where the index I transforms tensorially under a global SO(3, n) symmetry. Meanwhile, the vector
multiplet scalars naturally combine into a single (3 + n) × (3 + n) matrix ℓ which parameterizes
the coset SO(3, n)/SO(3)×SO(n). The precise mathematical form of these identifications is given
in equations (3.30)-(3.37) for the general ZN orbifold with N > 2, and equations (3.30)-(3.34) and
(3.39)-(3.40) for the Z2 orbifold.
In addition to those states which arise from projecting bulk states to the orbifold fixed plane the
Lagrangian LSU(N) also contains a seven-dimensional SU(N) vector multiplet, which is genuinely
located on the orbifold plane. It consists of gauge fields Aaµ with field strengths F
a = DAa,
gauginos λai , and SU(2) triplets of scalars φ
i
a j. These fields are in the adjoint of SU(N) and we
use a, b, . . . = 4, . . . , (N2 + 2) for su(N) Lie algebra indices. It is important to write LSU(N) in a
form where the SU(N) states and the gravity/U(1)n states are disentangled, since the latter must
be identified with truncated bulk states, as described above. For most of the fields appearing in
LSU(N), this is just a trivial matter of using the appropriate notation. For example, the vector fields
in LSU(N) which naturally combine into a single entity AI˜µ, where I˜ = 1, . . . , (3 + n+N2 − 1), and
transforms as a vector under the global SO(3, n + N2 − 1) symmetry, can simply be decomposed
as AI˜µ = (A
I
µ, A
a
µ), where A
I
µ refers to the three vector fields in the gravity multiplet and the
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U(1)n vector fields and Aaµ denotes the SU(N) vector fields. For gauge group U(1)
n ×SU(N), the
associated scalar fields parameterize the coset SO(3, n+N2−1)/SO(3)×SO(n+N2−1). We obtain
representatives L for this coset by expanding around the bulk scalar coset SO(3, n)/SO(3)×SO(n),
represented by matrices ℓ, to second order in the SU(N) scalars Φ ≡ (φ ua ). For the details see
Appendix A.3.2. This leads to
L =
(
ℓ+ 12h
2ℓΦTΦ m hℓΦT
hΦ 0 1N2−1 +
1
2h
2ΦΦT
)
. (3.52)
We note that the neglected Φ terms are of order h3 and higher and, since we are aiming to construct
the action only up to terms of order h2, are, therefore, not relevant in the present context.
We are now ready to write down our final action. As discussed in Section 3.4, to order h2 ∼ g−2YM,
it is given by
S11−7 =
∫
MN11
d11x
[
L11 + δ(4)(yA)Lbrane
]
, (3.53)
where
Lbrane = LSU(N) − L(n)7 , (3.54)
and n = 3 for the Z2 orbifold and n = 1 for ZN with N > 2. The bulk contribution, L11, is given
in equation (2.1), with bulk fields subject to the orbifold constraints (3.5)–(3.14). On the orbifold
fixed plane, L(n)7 acts to cancel all the terms in LSU(N) that only depend on bulk fields projected
to the orbifold plane. Thus none of the bulk gravity terms are replicated on the orbifold place.
To find Lbrane explicitly we need to expand LSU(N) in powers of h, using, in particular, the above
expressions for the gauge fields AI˜µ and the coset matrices L, and extract the terms of order h
2.
The further details of this calculation are provided in Appendix A.3. The result is
Lbrane = 1
g2YM
√
−g˜
{
−1
4
e−2σF aµνF
µν
a −
1
2
Dˆµφ ia jDˆµφaji −
1
2
λ¯aiΥµDˆµλai − e−2σℓ iI jφ ja iF IµνF aµν
−1
2
e−2σℓ iI jφ
aj
iℓ
k
J lφ
l
a kF
I
µνF
Jµν − 1
2
p iµα jφ
j
a ip
µαk
lφ
al
k
+
1
4
φ ia kDˆµφakj
(
ψ¯jνΥ
νµρψρi + χ¯
jΥµχi + λ¯
αjΥµλαi
)
− 1
2
√
2
(
λ¯αiΥµνψµj + λ¯
αiψνj
)
φ ja iφ
ak
lp
l
να k −
1√
2
(
λ¯aiΥµνψµj + λ¯
aiψνj
) Dˆνφ ja i
+
1
192
e2σG˜µνρσλ¯
aiΥµνρσλai +
i
4
√
2
e−σF Iµνℓ
j
I iλ¯
aiΥµνλaj
− i
2
e−σ
(
F Iµνℓ
k
I lφ
al
kφ
j
a i + 2F
a
µνφ
j
a i
)[ 1
4
√
2
(
ψ¯iρΥ
µνρσψσj + 2ψ¯
µiψνj
)
+
3
20
√
2
χ¯iΥµνχj − 1
4
√
2
λ¯αiΥµνλαj +
1
2
√
10
(
χ¯iΥµνρψρj − 2χ¯iΥµψνj
)]
40
+e−σFaµν
[
1
4
(
2λ¯aiΥµψνi − λ¯aiΥµνρψρi
)
+
1
2
√
5
λ¯aiΥµνχi
]
+
1
4
e2σf abc fdeaφ
bi
kφ
ck
jφ
dj
lφ
el
i −
1
2
eσfabcφ
bi
kφ
ck
j
(
ψ¯jµΥ
µλai +
2√
5
χ¯jλ ai
)
− i√
2
eσf cab φ
i
c j λ¯
ajλbi +
i
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√
2
eσf cab φ
al
kφ
bj
lφ
k
c j
(
5ψ¯iµΥ
µνψνi + 2
√
5ψ¯iµΥ
µχi
+3χ¯iχi − 5λ¯αiλαi
)− 1
96
ǫµνρσκλτ C˜µνρF
a
σκFaλτ
}
. (3.55)
Here f cab are the structure constants of SU(N). The covariant derivatives that appear are given
by
DµAνa = ∂µAνa − Γ˜ρµνAρa + f cab AbµAcν , (3.56)
Dˆµλai = ∂µλai + 1
2
q jµi λaj +
1
4
ω˜
µν
µ Υµνλai + f
c
ab A
b
µλci, (3.57)
Dˆµφ ia j = ∂µφ ia j − q i kµ j lφ la k + f cab Abµφ ic j , (3.58)
with the Christoffel and spin connections Γ˜ and ω˜ taken in the seven-dimensional Einstein frame,
(with respect to the metric g˜). Finally, the quantities p and q are the Maurer-Cartan forms of
the bulk scalar coset matrix ℓ
J
I as given by equations (3.23)–(3.25). Once again, the identities
for relating the seven-dimensional gravity and U(1) vector multiplet fields to 11-dimensional bulk
fields are given in equations (3.30)–(3.37) for the generic ZN orbifold with N > 2, and equations
(3.30)–(3.34) and (3.39)–(3.40) for the Z2 orbifold. We stress that these identifications are part of
the definition of the theory.
The leading order brane corrections to the supersymmetry transformation laws (2.4) of the bulk
fields are computed using equations (3.44) and (3.45). They are given by
δbraneψµi =
κ27
g2YM
{
1
2
(
φ jak Dˆµφa ki − φa ki Dˆµφ jak
)
εj − i
15
√
2
Υµεif
c
ab φ
al
kφ
bj
lφ
k
c je
σ
+
i
10
√
2
(
Υ νρµ − 8δνµΥρ
)
εj
(
F Iνρℓ
k
I lφ
al
kφ
j
a i + 2F
a
νρφ
j
a i
)
e−σ
}
,
δbraneχi =
κ27
g2YM
{
− i
2
√
10
Υµνεj
(
F Iµνℓ
k
I lφ
al
kφ
j
a i + 2F
a
µνφ
j
a i
)
e−σ
+
i
3
√
10
εif
c
ab φ
al
kφ
bj
lφ
k
c je
σ
}
,
ℓ iI jδ
braneAIµ =
κ27
g2YM
{(
i√
2
ψ¯kµεl −
i√
10
χ¯kΥµεl
)
φalkφ
i
a je
σ − ε¯kΥµλakφ ia jeσ
}
, (3.59)
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ℓ αI δ
braneAIµ = 0,
δbraneℓ iI j =
κ27
g2YM
{
i√
2
[
ε¯kλαlφ
al
kφ
i
a jℓ
α
I + ε¯
lλakφ
ai
jℓ
k
I l −
(
ε¯iλaj − 1
2
δij ε¯
mλam
)
φalkℓ
k
I l
]}
,
δbraneℓ αI =
κ27
g2YM
{
− i√
2
ε¯iλαj φ
aj
iφ
l
a kℓ
k
I l
}
,
δbraneλαi =
κ27
g2YM
{
i√
2
Υµεjφ
j
ai p
αk
µ lφ
al
k
}
,
where εi is the 11-dimensional supersymmetry spinor η projected onto the orbifold plane, as given
in (3.38). We note that not all of the bulk fields receive corrections to their supersymmetry
transformation laws. The leading order supersymmetry transformation laws of the SU(N) multiplet
fields are found using equation (3.45) and take the form
δAaµ = ε¯
iΥµλ
a
i e
σ −
(
i
√
2ψiµεj −
2i√
10
χ¯iΥµεj
)
φajie
σ,
δφ ia j = −i
√
2
(
ε¯iλaj − 1
2
δij ε¯
kλak
)
, (3.60)
δλai = −
1
2
Υµνεi
(
F Iµνℓ
j
I kφ
ak
j + F
a
µν
)
e−σ − i
√
2ΥµεjDˆµφa ji − iεjfabcφbjkφcki.
To make some of the properties of our result more transparent, it is helpful to extract the
bosonic part of the action. This bosonic part will also be sufficient for many practical applications.
We recall that the full Lagrangian (3.55) is written in the seven-dimensional Einstein frame to
avoid the appearance of σ–dependent pre-factors in many terms. The bosonic part, however, can
be conveniently formulated in terms of gµν , the seven-dimensional part of the 11-dimensional bulk
metric gMN . This requires performing the Weyl-rescaling (3.31). It also simplifies the notation if
we rescale the scalar σ as τ = 10σ/3, and drop the tilde from the three-form C˜µνρ and its field
strength G˜µνρσ , which exactly coincide with the purely seven-dimensional components of their 11-
dimensional counterparts. Let us now write down the purely bosonic part of our action, subject to
these small modifications. We find
S11−7,bos = S11,bos + S7,bos , (3.61)
where S11,bos is the bosonic part of 11-dimensional supergravity (2.1), with fields subject to the
orbifold constraints (3.5)–(3.10). Further, S7,bos is the bosonic part of Eq. (3.55), subject to the
above modifications, for which we obtain
S7,bos = 1
g2YM
∫
y=0
d7x
√−g
(
−1
4
HabF
a
µνF
bµν − 1
2
HaIF
a
µνF
Iµν − 1
4
(δH)IJF
I
µνF
Jµν
−1
2
eτ Dˆµφ ia jDˆµφaji −
1
2
(δK)αj βli k p
i
µα jp
µ k
β l +
1
4
DaijD
j
a i
)
− 1
4g2YM
∫
y=0
C ∧ F a ∧ Fa, (3.62)
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where
Hab = δab, (3.63)
HaI = 2ℓ
i
I jφ
j
a i, (3.64)
(δH)IJ = 2ℓ
i
I jφ
j
a iℓ
k
J lφ
l
a k, (3.65)
(δK)αj βli k = e
τ δαβφ ja iφ
al
k, (3.66)
Daij = e
τfabcφ
bi
kφ
ck
j. (3.67)
The gauge covariant derivative is denoted by D, while Dˆ is given by
Dˆµφ ia j = Dµφ ia j − q i kµ j lφ la k . (3.68)
The Maurer-Cartan forms p and q of the matrix of scalars ℓ are defined by
p iµα j = ℓ
I
α∂µℓ
i
I j, (3.69)
q i kµ j l = ℓ
Ii
j∂µℓ
k
I l. (3.70)
The bosonic fields localized on the orbifold plane are the SU(N) gauge vectors F a = DAa and the
SU(2) triplets of scalars φ ia j . All other fields are projected from the bulk onto the orbifold plane,
and there are algebraic equations relating them to the 11-dimensional fields in S11. As discussed
above, these relations are trivial for the metric gµν and the three-form Cµνρ, while the scalar τ is
given by
τ =
1
2
ln det gAB , (3.71)
and can be interpreted as an overall scale factor of the orbifold C2/ZN . For the remaining fields,
the “gravi-photons” F Iµν and the “orbifold moduli” ℓ
J
I , we have to distinguish between the generic
ZN orbifold with N > 2 and the Z2 orbifold. For ZN with N > 2 we have four U(1) gauge fields,
so that I = 1, . . . , 4, and ℓ
J
I parameterizes the coset SO(3, 1)/SO(3). They are identified with
11-dimensional fields through
F Iµν = −
i
2
tr
(
σIGµν
)
, (3.72)
ℓ
J
I =
1
2
tr
(
σ¯Ivσ
Jv†
)
, (3.73)
where Gµν ≡ (Gµνpq¯), v ≡ (eτ/4ep¯q¯) and σI are the SO(3, 1) Pauli matrices as given in Appendix
A.2. For the Z2 case, we have six U(1) vector fields, so that I = 1, . . . , 6, and ℓ
J
I parameterizes
the coset SO(3, 3)/SO(3)2 . The field identifications now read
F Iµν = −
1
4
tr
(
T IGµν
)
, (3.74)
ℓ
J
I =
1
4
tr
(
T¯IvT
JvT
)
, (3.75)
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where this time Gµν ≡ (GµνAB), v ≡ (eτ/4eAB), and T I are the generators of SO(4), as given in
Appendix A.2.
Let us discuss a few elementary properties of the bosonic action (3.62) on the orbifold plane,
starting with the gauge-kinetic functions (3.63)–(3.65). The first observation is, that the gauge-
kinetic function for the SU(N) vector fields is trivial (to the order we have calculated), which
confirms the result of Ref. [63]. On the other hand, we find non-trivial gauge kinetic terms between
the SU(N) vectors and the gravi-photons, as well as between the gravi-photons. We also note the
appearance of the Chern-Simons term C ∧ F a ∧ Fa, which has been predicted [61] from anomaly
cancellation in configurations which involve additional matter fields on conical singularities, but, in
our case, simply follows from the structure of seven-dimensional supergravity without any further
assumption. We note that, while there is no seven-dimensional scalar field term which depends only
on orbifold moduli, the scalar field kinetic terms in (3.62) constitute a complicated sigma model
which mixes the orbifold moduli and the scalars in the SU(N) vector multiplets. A further inter-
esting feature is the presence of the seven-dimensional D-term potential in Eq. (3.62). Introducing
the matrices φa ≡ (φ ia j) and Da ≡ (Daij) this potential can be written as
V =
1
4g2YM
tr (DaDa) , (3.76)
where
Da =
1
2
eτfabc[φ
b, φc] . (3.77)
The flat directions, Da = 0, of this potential, which correspond to unbroken supersymmetry as can
be seen from Eq. (3.60), can be written as
φa = vaσ3 (3.78)
with vacuum expectation values va. The va correspond to elements in the Lie algebra of SU(N)
which can be diagonalized into the Cartan sub-algebra. Generic such diagonal matrices break
SU(N) to U(1)N−1, while larger unbroken groups are possible for non-generic choices. Looking at
the scalar field masses induced from the D-term in such a generic situation, we have one massless
scalar for each of the non-Abelian gauge fields which is absorbed as their longitudinal degree
of freedom. For each of the N − 1 unbroken Abelian gauge fields, we have all three associated
scalars massless, as must be the case from supersymmetry. This situation corresponds exactly to
what happens when the orbifold singularity is blown up. We can, therefore, see that within our
supergravity construction blowing-up is encoded by the D-term. Further, the Abelian gauge fields
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in SU(N) correspond to (a truncated version of) the massless vector fields which arise from zero
modes of the M-theory three-form on a blown-up orbifold, while the 3(N −1) scalars in the Abelian
vector fields correspond to the blow-up moduli.
3.6 Discussion and outlook
In this Chapter, we have constructed the effective supergravity action for M-theory on the orb-
ifold C2/ZN × R1,6, by coupling 11-dimensional supergravity, constrained in accordance with the
orbifolding, to SU(N) super-Yang-Mills theory located on the seven-dimensional fixed plane of the
orbifold. We have found that the orbifold-constrained fields of 11-dimensional supergravity, when
restricted to the orbifold plane, fill out a seven-dimensional supergravity multiplet plus a single U(1)
vector multiplet for N > 2 and three U(1) vector multiplets for N = 2. The seven-dimensional
action on the orbifold plane, which has to be added to 11-dimensional supergravity, couples these
bulk degrees of freedom to genuine seven-dimensional states in the SU(N) multiplet. We have
obtained this action on the orbifold plane by “up-lifting” information from the known action of
N = 1 Einstein-Yang-Mills supergravity and identifying 11- and 7-dimensional degrees of freedom
appropriately. The resulting 11-/7-dimensional theory is given as an expansion in the parameter
h = κ5/9/gYM, where κ is the 11-dimensional Newton constant and gYM is the seven-dimensional
SU(N) coupling. The bulk theory appears at zeroth order in h, and we have determined the com-
plete set of leading terms on the orbifold plane which are of order h2. At order h4 we encounter a
singularity due to a delta function square, similar to what happens in Horˇava-Witten theory [11].
As in Ref. [11], we assume that this singularity will be resolved in full M-theory, when the finite
thickness of the orbifold plane is taken into account, and that it does not invalidate the results at
order h2.
While we have focused on the A-type orbifolds C2/ZN , we expect our construction to work
analogously for the other four-dimensional orbifolds of ADE type. Our result represents the proper
starting point for compactifications of M-theory on G2 spaces with singularities of the type C
2/ZN×
B, where B is a three-dimensional manifold. We consider this to be the first step in a programme,
aiming at developing an explicit supergravity framework for “phenomenological” compactifications
of M-theory on singular G2 spaces.
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Chapter 4
Four-dimensional Effective M-theory
on a Singular G2 manifold
4.1 Introduction
In this Chapter, we shall investigate an M-theory compactification on G2 spaces with A-type
singularities, which leads to four-dimensional SU(N) gauge multiplets. As we observed in Chapter
2, such a construction is an important step towards generating realistic particle phenomenology
from M-theory. The associated effective theory for M-theory on spaces of the form M7 × C2/ZN ,
where M7 is a smooth seven-dimensional space with Minkowski signature, was derived in the
previous Chapter (and [22]). With this action available it is now possible to carry out an explicit
reduction to four-dimensions of M-theory on a G2 space containing C
2/ZN singularities.
The main objective of this Chapter is to study such compactifications of M-theory, using the
action derived in the previous chapter, (3.53) and (3.55), to explicitly describe the non-Abelian
gauge fields which arise at the singularities. The relevant G2 spaces are constructed by dividing
a seven-torus T 7 by a discrete symmetry group Γ, such that the resulting singularities are of co-
dimension four and of A-type. We will then perform the reduction to four dimensions on these
spaces. This includes the reduction of the seven-dimensional SU(N) gauge theories on the three-
dimensional singular loci within the G2 space. For the orbifold examples considered in this chapter,
the singular loci will always be three-tori, T 3. Hence, while the full four-dimensional theory is
N = 1 supersymmetric, the gauge sub-sectors associated to each singularity have enhanced N = 4
supersymmetry. Let us split the four-dimensional field content into “bulk fields” which descend
from 11-dimensional supergravity and “matter fields” which descend from the seven-dimensional
super-Yang-Mills theories at the singularities. The bulk fields correspond to the moduli of the G2
space (plus associated axions from the M-theory three-form). For the G2 spaces we consider, the
only geometrical parameters that survive the orbifolding are the seven radii of the torus. Hence
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we have seven moduli T˜A in the reduced theory. At an orbifold singularity these moduli can be
divided up into T˜ 0 and T˜mi, where m = 1, 2, 3 and i = 1, 2. The modulus T˜ 0 can be thought of
as corresponding to the volume of the three-torus locus of the singularity, while the T˜mi depend
on one radius Rm of the singular locus and two radii of T 7 transverse to the singularity. For each
singularity, the matter fields consist of N = 1 vector multiplets with gauge group SU(N), plus
three chiral multiplets Cam per vector multiplet, where m = 1, 2, 3 and a is an adjoint index of the
gauge group. This is indeed the field content of the N = 4 theory in N = 1 language.
Let us now summarize our main results. If we focus on one particular singularity, the Ka¨hler
potential, gauge-kinetic function and superpotential of the four-dimensional effective theory are
given by
K =
7
κ24
ln 2− 1
κ24
6∑
A=0
ln(T˜A + ¯˜T
A
) +
1
4λ24
3∑
m=1
(Cma + C¯ma )(Cam + C¯am)
(T˜m1 + ¯˜Tm1)(T˜m2 + ¯˜Tm2)
, (4.1)
fab =
1
λ24
T˜ 0δab , (4.2)
W =
κ24
24λ24
fabc
3∑
m,n,p=1
ǫmnpCamCbnCcp . (4.3)
These expressions constitute the leading order terms of series expanded in terms of the parameter
h4 = κ4/λ4, that is, the gravitational coupling divided by the gauge coupling. Complete expressions
for the above quantities involve a sum over all singularities and are given in Section 4.2.
It is interesting to compare these results with those found by compactification on the associated
smooth G2 space, obtained by blowing-up the singularities. The construction of smooth G2 spaces
in this way has been pioneered by Joyce [31] and the associated four-dimensional effective theories
for M-theory on such G2 spaces have been computed in Refs. [43, 74]. For an explicit comparison, it
is useful to recall that the geometrical procedure of blowing-up can be described within the SU(N)
gauge theory as a Higgs effect, whereby VEVs are assigned to the (real parts of the) Abelian matter
fields Cim along the D-flat directions [22]. This generically breaks SU(N) to its maximal Abelian
subgroup U(1)N−1 and leaves only the 3(N − 1) chiral multiplets Cim massless. This field content
corresponds precisely to the zero modes of M-theory on the blown-up geometry, with the Abelian
gauge fields arising as zero modes of the M-theory three-form on the N − 1 two-spheres of the
blow-up and the chiral multiplets corresponding to its moduli. With this interpretation of the
blowing-up procedure we can compare the above Ka¨hler potential, restricted to the Abelian matter
fields Cim, to the smooth result. We find that subject to a suitable embedding of the Abelian group
U(1)N−1 into SU(N) they are indeed exactly the same, provided the Abelian matter fields Cim are
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identified with the blow-up moduli. Also note that, when restricted to the Abelian fields Cim, the
above superpotential (4.3) vanishes (consistent with the result one obtains in the smooth case).
We also show that the superpotential (4.3) can be obtained from a Gukov-type formula which
involves the integration of the complexified Chern-Simons form of the seven-dimensional SU(N)
gauge theory over the internal three-torus T 3. In addition, we show explicitly that the superpoten-
tial for Abelian flux of the SU(N) gauge fields on T 3 is correctly obtained from the same Gukov
formula, an observation first made in Ref. [13]. This result provides a further confirmation for the
matching between the singular and smooth theories as the flux superpotential in both limits is of
the same form if the field identification suggested by the comparison of Ka¨hler potentials is used.
Finally, we consider one of the N = 4 sectors of our action with gravity switched off. We point
out that singular and blown-up geometries correspond to the conformal phase and the Coulomb
phase of this N = 4 theory, respectively. Additionally, its S-duality symmetry translates into a
T-duality on the singular T 3 locus. We speculate about a possible extension of this S-duality to
the full supergravity theory and analyze some of the resulting consequences. Various technical
details are left until the Appendices. In Appendix A.4, the construction, geometry, and topology
of orbifold based G2 manifolds is discussed. There is also a list of sixteen possible orbifold groups
that lead to singular G2 manifolds for which the results of this chapter are directly applicable. In
Appendix A.5 we reduce M-theory on a smooth Joyce G2 manifold, and then presents the Ka¨hler
potential for M-theory on the blown-up orbifolds.
Let us state the index conventions we shall use for the various spaces we consider. We take
11-dimensional space-time to have mostly positive signature, that is (−++ . . .+), and use indices
M,N, . . . = 0, 1, . . . , 10 to label 11-dimensional coordinates (xM ). Four-dimensional coordinates
on R1,3 are labeled by (xµ), where µ, ν, . . . = 0, 1, 2, . . . , 3, while points on the internal G2 space
Y are labeled by coordinates (xA), where A,B, . . . = 4, . . . , 10. The coordinates of co-dimension
four singularities in the internal space will be denoted by (yAˆ), Aˆ, Bˆ . . . = 7, 8, 9, 10, while the
complementary three-dimensional singular T 3 locus has coordinates xm, with m,n, . . . = 4, 5, 6.
To describe the seven-dimensional gauge theories it is also useful to introduce coordinates (xµˆ),
µˆ, νˆ, . . . = 0, 1, . . . , 6 on the locus of the singularity. Underlined versions of all the above index
types denote the associated tangent space indices. We frequently use the term “bulk” to refer to
the full 11-dimensional space-time.
The basic structure of the 11-dimensional theory that we derived in the previous Chapter is
given in (3.53). This form of the action is valid for a single singularity of the type C2/ZN . Below,
in the context of G2 compactifications, we will need a trivial extension of this action incorporating
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a number of similar seven-dimensional actions S7, one for each singularity. Considering just the
bosonic part of the theory, at the orbifold fixed plane 11-dimensional supergravity is enhanced by
S(0)7 =
∫
R1,3×B
d7x
√
−gˆ
(
−1
4
HabF
a
µˆνˆF
bµˆνˆ − 1
2
HaIF
a
µˆνˆF
Iµˆνˆ − 1
4
(δH)IJF
I
µˆνˆF
Jµˆνˆ
−1
2
eτ DˆµˆφauDˆµˆφau − 1
2
(δK)IuJv ∂µˆℓ
Iu∂µˆℓJv +
1
4
DauDau
)
−1
4
∫
R1,3×B
C ∧ F a ∧ Fa , (4.4)
where
Hab = δab , (4.5)
HaI = 2φauℓI
u , (4.6)
(δH)IJ = 2φauφ
a
vℓ
u
I ℓ
v
J , (4.7)
(δK)IuJv = e
τφauφ
a
vδαβℓI
αℓJ
β , (4.8)
Dau =
i√
2
ǫuvwe
τfabcφ
bvφcw . (4.9)
With this in hand, we turn now to a compactification of this theory on a G2 space with A-type
singularities
4.2 The four-dimensional effective action on a G2 orbifold
In this section, we will calculate the four-dimensional effective theory for M-theory on a G2 orb-
ifold, using the action (2.1), (3.53), (3.62), (4.4) for 11-dimensional supergravity coupled to seven-
dimensional super-Yang-Mills theory.
We assume the G2 orbifold Y takes the form T 7/Γ, where T 7 is a seven-torus and Γ is a discrete
group of symmetries of T 7. We assume further that the fixed points of the orbifold group Γ are all
of co-dimension four, and also that points on the torus that are fixed by one generator of Γ are not
fixed by other generators. A class of such orbifolds was constructed in Ref. [15, 16, 31, 74], and are
described in Appendix A.4. According to the ADE classification, the singularities of Y are then all
of type AN−1 = ZN , for some N [74]. Furthermore, the approximate form of Y near a singularity
is C2/ZN ×T 3, where T 3 is a three-torus. The coordinates of the underlying torus T 7 are denoted
by (xA), where we change the range of indices to be A,B, . . . = 1, . . . , 7, for convenience. For
most of this section, we will focus on one such singularity for simplicity. In the neighborhood of a
singularity, M-theory is described by the seven-dimensional action reviewed in the previous section.
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Without loss of generality, we consider this singularity of Y to be located at x4 = x5 = x6 = x7 = 0
and we split coordinates according to
(xA)→ (xm, yAˆ) , (4.10)
where m,n, . . . = 1, 2, 3 and Aˆ, Bˆ, . . . = 4, 5, 6, 7. The generator (3.17) of the ZN symmetry then
acts on the coordinates (yAˆ).
For the purpose of our calculation, it is convenient to work with the orbifold rather than any
partially blown-up version thereof. However, we will see later that the possibility of blowing up
some of the singularities can, in fact, be effectively described within the low-energy four-dimensional
gauge theories associated with the singularities.
4.2.1 Background solution and zero modes
Let us now discuss the M-theory background on M11 = R1,3 ×Y. Throughout our calculations we
take the expectation values of fermions to vanish. This means that we only need concern ourselves
with the bosonic equations of motion. For the bulk 11-dimensional supergravity these are
dG = 0 , (4.11)
d ∗G = −1
2
G ∧G , (4.12)
RˆMN =
1
12
(
GMPQRGN
PQR − 1
12
gˆMNGPQRSG
PQRS
)
. (4.13)
We take the background metric 〈gˆ〉 to be general Ricci flat, while for the three-form, we choose
vanishing background 〈C〉 = 0. For Y being a toroidal G2 orbifold, the Ricci flatness condition
implies 〈gˆ〉 has constant components. In addition, these components should be constrained in
accordance with the orbifold symmetry. Truncating these 11-dimensional fields to our particular
singularity, this background leads to constant seven-dimensional fields 〈τ〉 and 〈ℓIJ〉, and vanishing
〈AIµˆ〉, according to the identifications (3.30), (3.34). Substituting this background into the field
equations for the localized fields gives
DF = 0 , (4.14)
DµˆF aµˆνˆ = e〈τ〉fabcφbuDˆνˆφcu , (4.15)
DˆµˆDˆµˆφau = − i
√
2
2
ǫuvwfabcφ
bvDcw . (4.16)
A valid background is thus obtained by setting the genuine seven-dimensional fields to zero, that
is, 〈Aaµˆ〉 = 0, and 〈φau〉 = 0. With these fields switched off, the singularity causes no modification
to the background for the bulk fields.
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We now discuss supersymmetry of the background. Substitution of our background into the
fermionic supersymmetry transformation laws (2.11), (3.59), (3.60) makes every term vanish ex-
cept for the ∇Mη term in the variation of the gravitino. Hence, the existence of precisely one
Killing spinor on a G2 space guarantees that our background is supersymmetric, with N = 1
supersymmetry from a four-dimensional point of view.
Let us now discuss the zero modes of these background solutions, both for the bulk and the
localized fields. We begin with the bulk zero modes. All the orbifold examples discussed in Ap-
pendix A.4 restrict the internal metric to be diagonal (and do not allow any invariant two-forms)
and we will focus on examples of this type in what follows. Hence, the 11-dimensional metric can
be written as
ds2 =
(
7∏
A=1
RA
)−1
gµνdx
µdxν +
7∑
A=1
(
RAdxA
)2
. (4.17)
Here the RA are precisely the seven radii of the underlying seven-torus. The factor in front of the
first part has been chosen so that gµν is the four-dimensional metric in the Einstein frame. There
exists a G2 structure ϕ, a harmonic three-form, associated with each Ricci flat metric. For the
seven-dimensional part of the above metric and an appropriate choice of coordinates it is given by
ϕ = R1R2R3dx1 ∧ dx2 ∧ dx3 +R1R4R5dx1 ∧ dx4 ∧ dx5 −R1R6R7dx1 ∧ dx6 ∧ dx7
+R2R4R6dx2 ∧ dx4 ∧ dx6 +R2R5R7dx2 ∧ dx5 ∧ dx7 +R3R4R7dx3 ∧ dx4 ∧ dx7
−R3R5R6dx3 ∧ dx5 ∧ dx6. (4.18)
It is the coefficients of ϕ that define the metric moduli aA, where A = 0, . . . , 6, in the reduced
theory, and these become the real bosonic parts of chiral superfields. We thus set
a0 = R1R2R3, a1 = R1R4R5, a2 = R1R6R7, a3 = R2R4R6,
a4 = R2R5R7, a5 = R3R4R7, a6 = R3R5R6.
(4.19)
Since there are no one-forms on a G2 space, and our assumption above states that there are no
two-forms on Y, the three-form field C expands purely in terms of three-forms, and takes the same
form as ϕ, thus
C = ν0dx1 ∧ dx2 ∧ dx3 + ν1dx1 ∧ dx4 ∧ dx5 − ν2dx1 ∧ dx6 ∧ dx7 + ν3dx2 ∧ dx4 ∧ dx6
+ν4dx2 ∧ dx5 ∧ dx7 + ν5dx3 ∧ dx4 ∧ dx7 − ν6dx3 ∧ dx5 ∧ dx6. (4.20)
The νA become axions in the reduced theory, and pair up with the metric moduli to form the
superfields
TA = aA + iνA. (4.21)
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In general, not all of the TA are independent. In fact, a simple procedure determines which of the
TA are constrained to be equal. Each generator ατ of the orbifold group Γ acts by simultaneous
rotations in two planes, corresponding to index pairs (A,B) and (C,D) say. If the order of ατ is
greater than two, then we identify RA with RB and RC with RD. We go through this process for
all generators of Γ and then use (4.19) to determine which of the aA, and hence TA, are equal.
We now discuss a convenient relabeling of the metric moduli, adapted to the structure of the
singularity. Under the identification of coordinates (4.10), the metric modulus a0 can be viewed as
the volume modulus of the three-torus locus T 3 of the singularity. The other moduli, meanwhile,
are each a product of one radius of the torus T 3 with two radii of Y transverse to the singularity.
It is sometimes useful to change the notation for these moduli to the form ami where m = 1, 2, 3
labels the radius on T 3 that ami depends on, and i = 1, 2. Thus
a11 = a1, a12 = a2, a21 = a3, a22 = a4 a31 = a5, a32 = a6. (4.22)
We will also sometimes make the analogous change of notation for νA and TA.
Having listed the bulk moduli, we now turn to the zero modes associated with the singularity.
The decomposition of seven-dimensional fields works as follows. We take the straightforward basis
(dxm) of harmonic one-forms on the three-torus, so Aaµˆ simply decomposes into a four-dimensional
vector Aaµ plus the three scalar fields A
a
m under the reduction. The seven-dimensional scalars φau
simply become four-dimensional scalars. Setting
ba
m = −Ama, (4.23)
ρa
1 =
√
a11a12φa
3, (4.24)
ρa
2 = −
√
a21a22φa
2, (4.25)
ρa
3 =
√
a31a32φa
1, (4.26)
we can define the complex fields
Cam = ρam + ibam . (4.27)
As we will see, the fields Cam are indeed the correct four-dimensional chiral matter superfields.
The moduli in the above background solutions are promoted to four-dimensional fields, as usual,
and we will call the corresponding bulk fields gˆ(0) and C(0), in the following. In a pure bulk theory,
this would be a standard procedure and the reduction to four dimension would proceed without
further complication. However, in the presence of localized fields there is a subtlety which we will
now discuss. Allowing the moduli to fluctuate introduces localized stress energy on the seven-
dimensional orbifold plane and this excites the heavy modes of the theory which we would like
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to truncate in the reduction. This phenomenon is well-known from Horˇava-Witten theory and
can be dealt with by explicitly integrating out the heavy modes, thereby generating higher-order
corrections to the effective theory [78]. As we will now argue, in our case these corrections are
always of higher order. More precisely, we will compute the four-dimensional effective theory up
to second order in derivatives and up to order κ
4/3
11 , relative to the leading gravitational terms.
Let gˆ(1) and C(1) be the first order corrections to the metric and the three-form which originate
from integrating out the localized stress energy on the orbifold plane, so that we can write for the
corrected fields
gˆ(B) = gˆ(0) + κ
4/3
11 gˆ
(1) , (4.28)
C(B) = C(0) + κ
4/3
11 C
(1) . (4.29)
We note that these corrections are already suppressed by κ
4/3
11 relative to the pure background
fields. Therefore, when inserted into the orbifold action (4.4), the resulting corrections are of order
κ
8/3
11 or higher and will, hence, be neglected. Inserted into the bulk action, the fields (4.28) and
(4.29) lead to order κ
4/3
11 corrections which can be written as
δS7 = h27gˆ(1)MN
δS11
δgˆMN
∣∣∣∣
gˆ=gˆ(0), C=C(0)
+ h27C
(1)
MNP
δS11
δCMNP
∣∣∣∣
gˆ=gˆ(0), C=C(0)
. (4.30)
Let us analyze the properties of the terms contained in this expression. The functional derivatives
in the above expression vanish for constant moduli fields since the background configurations gˆ(0)
and Cˆ(0) are exact solutions of the 11-dimensional bulk equations in this case. Hence, allowing the
moduli fields to be functions of the external coordinates, the functional derivatives must contain
at least two four-dimensional derivatives. All terms in gˆ(1) and Cˆ(1) with four-dimensional deriva-
tives will, therefore, generate higher-dimensional derivative terms in four dimensions and can be
neglected. The only terms which are not of this type arise from the D-term potential and covariant
derivatives on the orbifold plane and they appear within gˆ(1). These terms are of order κ4/3 and
should in principle be kept. However, they are of fourth order in the matter fields Cam and contain
two four-dimensional derivatives acting on bulk moduli. They can, therefore, be thought of as cor-
rections to the moduli kinetic terms. As we will see, the Ka¨hler potential of the four-dimensional
theory can be uniquely fixed without knowing these correction terms explicitly.
4.2.2 Calculation of the four-dimensional effective theory
We will now reduce our theory to four dimensions starting with the lowest order in the κ ex-
pansion, that is, with the bulk theory. The reduction of the bulk theory leads to a well-defined
53
four-dimensional supergravity theory in its own right. We shall keep technical discussion to a
minimum, and refer the reader to Appendix A.5 for further details of the method of reduction.
The superpotential and D-term vanish when one reduces 11-dimensional supergravity on a G2
space [9, 60]. Also, we have no gauge fields to consider since our G2 orbifolds do not admit two-
forms. Thus we need only specify the Ka¨hler potential to determine the four-dimensional effective
theory. To compute this we use the formula
K = − 3
κ24
ln
(
V
v7
)
, (4.31)
given in Ref. [60]. Here, V is the volume of the G2 space Y as measured by the internal part g of
the metric (4.17), and v7 is a reference volume,
V =
∫
Y
d7x
√
det g , v7 =
∫
Y
d7x . (4.32)
Here the four-dimensional Newton constant κ4 is related to its 11-dimensional counterpart by
κ211 = κ
2
4v7 . (4.33)
For the G2 orbifolds considered the volume is proportional to the product of the seven radii R
A in
Eq. (4.17). The precise form of the Ka¨hler potential for 11-dimensional supergravity on Y = T 7/Γ
is then given by
K0 = − 1
κ24
6∑
A=0
ln
(
TA + T¯A
)
+
7
κ24
ln 2 . (4.34)
In order to perform the reduction of the seven-dimensional Yang-Mills theory on the singular
locus T 3 to four dimensions, we need to express the truncated bulk fields F Iµˆνˆ , ℓIJ and τ in terms of
the bulk metric moduli aA and the bulk axions νA. We do this by using the formulae (4.17), (4.19),
(4.20) for the 11-dimensional fields in terms of aA and νA, together with the field identifications
(3.30)-(3.34) between 11-dimensional and seven-dimensional fields. We find that the only non-
vanishing components of F Iµˆνˆ are some of the mixed components F
I
µm, and these are given by
F 3µ1 =
1
2
(−∂µν11 − ∂µν12) , F 4µ1 = 12 (−∂µν11 + ∂µν12) ,
F 2µ2 =
1
2
(
∂µν
21 + ∂µν
22
)
, F 5µ2 =
1
2
(
∂µν
21 − ∂µν22
)
,
F 1µ3 =
1
2
(−∂µν31 − ∂µν32) , F 6µ3 = 12 (∂µν31 − ∂µν32) . (4.35)
For the coset matrix ℓ, which is symmetric, we find the non-zero components
ℓ1
1 = ℓ6
6 =
a31 + a32
2
√
a31a32
, ℓ1
6 = ℓ6
1 =
a31 − a32
2
√
a31a32
,
ℓ2
2 = ℓ5
5 =
a21 + a22
2
√
a21a22
, ℓ2
5 = ℓ5
2 =
−a21 + a22
2
√
a21a22
, (4.36)
ℓ3
3 = ℓ4
4 =
a11 + a12
2
√
a11a12
, ℓ3
4 = ℓ4
3 =
−a11 + a12
2
√
a11a12
.
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Finally, we have the following relation for the orbifold scale factor τ :
eτ = (a0)−2/3
3∏
m=1
(
am1am2
)1/3
. (4.37)
We now present the results of our reduction of bosonic terms at the singularity. We neglect terms
of the form Cn(∂T )2, where n ≥ 2, and thus neglect the back-reaction term δS7 in Eq. (4.30)
completely. From the seven-dimensional action S(0)7 in Eq. (4.4) we get the following terms, divided
up into scalar kinetic terms, gauge-kinetic terms and scalar potential:
L4,kin = − 1
2λ4
2
√−g
3∑
m=1
{
1
am1am2
(Dµρma Dµρam +Dµbma Dµbam)
−1
3
6∑
A=0
1
am1am2aA
∂µa
A (ρma Dµρam + bma Dµbam)
− 1
(am1)2am2
ρma
(
∂µν
m1Dµbam + ∂µam1Dµρam
)
− 1
am1(am2)2
ρma
(
∂µν
m2Dµbam + ∂µam2Dµρam
)}
, (4.38)
L4,gauge = − 1
4λ24
√−g
(
a0F aµνF
µν
a −
1
2
ν0ǫµνρσF aµνFaρσ
)
, (4.39)
V = 1
4λ24a
0
√−gfabcfade
3∑
m,n,p=1
ǫmnp
1
an1an2ap1ap2
(
ρbnρdnρcpρep + ρbnρdnbcpbep
+bbnbdnρcpρep + bbnbdnbcpbep
)
.(4.40)
The four-dimensional gauge coupling λ4 is related to the seven-dimensional analogue by
λ−24 = v3λ
−2
7 , v3 =
∫
T 3
d3x , (4.41)
where v3 is the reference volume for the three-torus. Note that the above matter field action is
suppressed relative to the gravitational action by a factor h24 = κ
2
4/λ
2
4 ∼ κ4/311 , as mentioned earlier.
4.2.3 Finding the superpotential and Ka¨hler potential
The above reduced action must be the bosonic part of a four-dimensional N = 1 supergravity
and we would now like to determine the associated Ka¨hler potential and superpotential. We
start by combining the information from the expression (4.34) for the bulk Ka¨hler potential K0
descending from 11-dimensional supergravity with the matter field terms (4.38), (4.39) and (4.40)
descending from the singularity to obtain the full Ka¨hler potential. In general, one cannot expect
the definition (4.21) of the moduli in terms of the underlying geometrical fields to remain unchanged
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in the presence of additional matter fields. We, therefore, begin by writing the most general form
for the correct superfield T˜A in the presence of matter fields as
T˜A = TA + FA
(
TB , T¯B , Cam, C¯am
)
. (4.42)
Analogously, the most general form of the Ka¨hler potential in the presence of matter can be written
as
K = K0 +K1
(
TA, T¯A, Cam, C¯am
)
. (4.43)
Given this general form for the superfields and the Ka¨hler potential, we can work out the resulting
matter field kinetic terms by taking second derivatives of K with respect to T˜A and Cma . Neglecting
terms of order Cn(∂T )2, as we have done in the reduction to four dimensions, we find
L4,kin = −
√−g

3∑
m,n=1
∂2K1
∂Cma ∂C¯nb
DµCma DµC¯nb +
(
2
3∑
m=1
6∑
A=0
∂2K1
∂Cma ∂T¯A
DµCma ∂µT¯A + c.c.
)
+
 6∑
A,B=0
∂2K0
∂TA∂T¯B
∂µT
A∂µF¯B + c.c.
 . (4.44)
By matching kinetic terms (4.38) from the reduction with the kinetic terms in the above equation
(4.44) we can uniquely determine the expressions for the superfields T˜A and the Ka¨hler potential.
They are given respectively by
T˜A = TA − 1
24λ24
(
TA + T¯A
) 3∑
m=1
Cma C¯am
(Tm1 + T¯m1)(Tm2 + T¯m2)
, (4.45)
K =
7
κ24
ln 2− 1
κ24
6∑
A=0
ln(T˜A + ¯˜TA) +
1
4λ24
3∑
m=1
(Cma + C¯ma )(Cam + C¯am)
(T˜m1 + ¯˜Tm1)(T˜m2 + ¯˜Tm2)
. (4.46)
We now come to the computation of the gauge-kinetic function fab and the superpotential W .
The former is straightforward to read off from the gauge-kinetic part (4.39) of the reduced action
and is given by
fab =
1
λ24
T˜ 0δab. (4.47)
To find the superpotential, we can compare the scalar potential (4.40) of the reduced theory to the
standard supergravity formula [79] for the scalar potential
V = 1
κ44
√−geκ24K
(
KXY¯DXWDY¯ W¯ − 3κ24|W |2
)
+
√−g 1
2κ44
(Ref)−1abDaDb , (4.48)
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taking into account the above results for the Ka¨hler potential and the gauge kinetic function. This
leads to the superpotential and D-terms
W =
κ24
24λ24
fabc
3∑
m,n,p=1
ǫmnpCamCbnCcp, (4.49)
Da =
2iκ24
λ24
fabc
3∑
m=1
CbmC¯cm
(T˜m1 + ¯˜Tm1)(T˜m2 + ¯˜Tm2)
. (4.50)
It can be checked that these D-terms are consistent with the gauging of the SU(N) Ka¨hler potential
isometries, as they should be.
We are now ready to write down our formulae for the quantities that specify the four-dimensional
effective supergravity for M-theory on Y = T 7/Γ, including the contribution from all singularities.
To do this we simply introduce a sum over the singularities.
Let us present the notation we need to write down these results. We introduce a label (τ, s) for
each singularity, the index τ labeling the generators of the orbifold group, and s labeling the Mτ
fixed points associated with the generator ατ . We write Nτ for the order of the generator ατ . For
the 16 types of orbifolds, these integer numbers can be computed from the information provided
in Appendix A.4. Thus, near a singular point, Y takes the approximate form T 3(τ,s) × C2/ZNτ ,
where T 3(τ,s) is a three-torus. The matter fields at the singularities we denote by (C(τ,s))ma and it is
understood that the index a transforms in the adjoint of SU(Nτ ). The gauge couplings depend only
on the type of singularity, that is on the index τ , and are denoted by λ(τ). M-theory determines the
values of these gauge couplings, and they can be derived using equations (3.51), (4.33) and (4.41).
We find
λ2(τ) = (4π)
4/3 v
1/3
7
v
(τ)
3
κ
2/3
4 (4.51)
in terms of the reference volumes v7 for Y and v(τ)3 for T 3(τ,s).
The respective formulae for the moduli superfields, Ka¨hler potential, superpotential and D-term
potential are
T˜A = TA − (TA + T¯A) ∑
τ,s,m
1
24λ2(τ)
(C(τ,s))ma (C¯(τ,s))am
(TB(τ,m) + T¯B(τ,m))(TC(τ,m) + T¯C(τ,m))
, (4.52)
K = − 1
κ24
6∑
A=0
ln(T˜A + ¯˜TA) +
∑
τ,s,m
1
4λ2(τ)
[
(C(τ,s))ma + (C¯(τ,s))ma
] [
(C(τ,s))am + (C¯(τ,s))am]
(T˜B(τ,m) + ¯˜TB(τ,m))(T˜C(τ,m) + ¯˜TC(τ,m))
+
7
κ24
ln 2 ,
(4.53)
W =
1
24
∑
τ,s,m,n,p
κ24
λ2(τ)
fabcǫmnp(C(τ,s))am(C(τ,s))bn(C(τ,s))cp, (4.54)
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Fixed directions of ατ (B(τ, 1), C(τ, 1)) (B(τ, 2), C(τ, 2)) (B(τ, 3), C(τ, 3)) h(τ)
(1,2,3) (1,2) (3,4) (5,6) 0
(1,4,5) (0,2) (3,5) (4,6) 1
(1,6,7) (0,1) (3,6) (4,5) 2
(2,4,6) (0,4) (1,5) (2,6) 3
(2,5,7) (0,3) (1,6) (2,5) 4
(3,4,7) (0,6) (1,3) (2,4) 5
(3,5,6) (0,5) (1,4) (2,3) 6
Table 4.1: Values of the index functions (B(τ,m), C(τ,m)) and h(τ) that appear in the superfield
definitions, Ka¨hler potential, D-term potential and gauge-kinetic functions.
Da = 2i
∑
τ,s,m
κ24
λ2(τ)
fabc
(C(τ,s))bm(C¯(τ,s))cm
(T˜B(τ,m) + ¯˜TB(τ,m))(T˜C(τ,m) + ¯˜TC(τ,m))
. (4.55)
The index functions B(τ,m), C(τ,m) ∈ {0, . . . , 6} indicate by which two of the seven moduli the
matter fields are divided by in equations (4.52), (4.54) and (4.55). Their values depend only on the
generator index τ and the R-symmetry index m. They may be calculated from the formula
aB(τ,m)aC(τ,m) =
(
Rm(τ)
)2∏
AR
A∏
nR
n
(τ)
, (4.56)
where Rm(τ) denote the radii of the three-torus T 3(τ,s). The possible values of the index functions are
given in Table 1.
There is a universal gauge-kinetic function for each SU(Nτ ) gauge theory given by
f(τ) =
1
λ2(τ)
T˜ h(τ), (4.57)
where T˜ h(τ) is the modulus that corresponds to the volume of the fixed three-torus T 3(τ,s) of the
symmetry ατ . The value of h(τ) in terms of the fixed directions of ατ is given in Table 1.
4.2.4 Comparison with results for smooth G2 spaces
As mentioned in the introduction, one can construct a smooth G2 manifold YS by blowing up the
singularities of the G2 orbifold Y [31, 74, 43]. The moduli Ka¨hler potential for M-theory on this
space has been computed in Refs. [74, 43]. An outline of this calculation, together with the full
result is given in Appendix A.5. Here, we focus on the contribution from a single singularity, which
gives
K = − 1
κ24
6∑
A=0
ln(TA + T¯A) +
2
NcΓκ24
∑
m
∑
i≤j
(∑j
k=i(U
km + U¯km)
)2
(Tm1 + T¯m1)(Tm2 + T¯m2)
+
7
κ24
ln 2 . (4.58)
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Here, as usual, TA are the bulk moduli and U im are the blow-up moduli. As for the formula for
the singular manifold, the index m can be thought of as labelling the directions on the three-torus
transverse to the particular blow-up. Each blow-up modulus is associated with a two-cycle within
the blow-up of a given singularity, and the index i, j, . . . = 1, . . . (N − 1) labels these. Finally, cΓ is
a constant, dependent on the orbifold group.
In computing the Ka¨hler potential (4.58), the M-theory action was taken to be 11-dimensional
supergravity, and so the result is valid when all the moduli, including blow-up moduli, are large
compared to the Planck length. Therefore, the above result for the Ka¨hler potential cannot be
applied to the orbifold limit, where Re(U im) → 0. However, the corresponding singular result
(4.46) can be used to consider the case of small blow-up moduli. As discussed in the introduction,
the Abelian components of the matter fields Cim correspond to moduli associated with the blow-
up of the singularity, while the non-Abelian components correspond to membrane states that are
massless only in the singular limit. Blowing up the singularity is, from this point of view, described
by turning on VEVs for (the real parts of) the Abelian fields Cim along the D-flat directions.
This, generically, breaks the gauge group SU(N) to U(1)N−1 and only leaves the 3(N − 1) matter
fields Cim massless. This massless field content matches exactly the zero modes of the blown-up
geometry. Therefore, by switching off the non-Abelian components of Cam in equation (4.46), one
obtains a formula for the moduli Ka¨hler potential for M-theory on YS with small blow-up moduli.
At first glance this is slightly different from the smooth result (4.58) which contains a double-sum
over the Abelian gauge directions. However, we can show that they are actually equivalent. First,
we identify the bulk moduli TA in (4.58) with T˜A in (4.46). One obvious way of introducing a
double-sum into the singular result (4.46) is to introduce a non-standard basis Xi for the Cartan
sub-algebra of SU(N), which introduces a metric
κij = tr(XiXj) . (4.59)
Neglecting an overall rescaling of the fields, identification of the smooth and singular results for K
then requires the identity
∑
i,j
κij(Cim + C¯im)(Cjm + C¯jm) =
∑
i≤j
(
j∑
k=i
(U (k,m) + U¯ (k,m))
)2
(4.60)
to hold. So far we have been assuming the canonical choice κij = δij , which is realized by the
standard generators
X1 =
1√
2
diag(1,−1, 0, . . . , 0) , X2 = 1√
6
diag(1, 1,−2, 0, . . . , 0) , · · · ,
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XN−1 =
1√
N(N − 1)diag(1, 1, . . . , 1,−(N − 1)) . (4.61)
Clearly, the relation (4.60) cannot be satisfied with a holomorphic relation between fields for this
choice of generators. Instead, from the RHS of Eq. (4.60) we need the metric κij to be
κij =
{
(N − j)i , i ≤ j ,
(N − i)j , i > j . (4.62)
From Eq. (4.60) this particular metric κij is positive definite and, hence, there is always a choice
of generators Xi which reproduces this metric via Eq. (4.59). For the simplest case N = 2, there
is only one generator X1 and the above statement becomes trivial. For the N = 3 case, a possible
choice for the two generators X1 and X2 is
X1 = diag(0,−1, 1) , X2 = diag(1, 0,−1) . (4.63)
Physically, these specific choices of generators tell us how the Abelian group U(1)N−1 which appears
in the smooth case is embedded into the SU(N) group which is present in the singular limit.
4.3 Symmetry Breaking and Discussions
In this section, we will consider more general background configurations than those discussed in
Section 3. We can investigate the effects of such phenomena as flux vacua and Wilson lines and
in addition, we can study how gauge symmetry is broken in these configurations. In particular,
we would like to examine the explicit symmetry breaking patterns obtained through Wilson lines,
and the effects of G- and F -flux on our four-dimensional theory. We will also briefly explore how
to express the super-Yang-Mills sector in the language of N = 4 supersymmetry, a rephrasing that
will yield new insight into the structure of our theory close to a singular point in the G2 space.
4.3.1 Wilson lines
We would now like to discuss breaking of the SU(N) gauge symmetry through inclusion of Wilson
lines in the internal three-torus T 3. Let us briefly recall the main features of Wilson-line break-
ing [79, 18, 80, 81, 82]. A Wilson line is a configuration of the (internal) gauge field Aa with
vanishing associated field strength. For a non-trivial Wilson-line to be possible, the first funda-
mental group, π1, of the internal space needs to be non-trivial, a condition satisfied in our case, as
π1(T 3) = Z3. Practically, a Wilson line around a non-contractible loop γ can be described by
Uγ = P exp
(
−i
∮
γ
XaA
a
mdx
m
)
(4.64)
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where Xa are the generators of the Lie algebra of the gauge group, G. This expression induces a
group homomorphism, γ → Uγ , between the fundamental group and the gauge group of our theory.
We can explicitly determine the possible symmetry breaking patterns by examining particular
embeddings (that is, choices of representation) of the fundamental group into the gauge group. For
convenience, we will focus on gauge groups SU(N), where N = 2, 3, 4, 6, since these are the gauge
groups known to arise from explicit constructions of G2 orbifolds [74]. For example, we may choose
a representation for π1(T 3) = Z3 in the following way. Let a generic group element of Z3 be given
by a triple of integers (taking addition as the group multiplication),
g = (n,m, p) . (4.65)
Then we may embed this in SU(4) as
g =
 ein12×2 1
e−2in
 (4.66)
which will clearly break the symmetry to SU(2) × U(1) × U(1). There is, however, a great deal
of redundancy in these choices of embedding and the homomorphisms we define are clearly not
unique. For example, we could have alternately chosen the map so as to take g to an element in
the subgroup SU(2)× SU(2)×U(1), say
g =
 (−1)n12×2 eim
e−im
 , (4.67)
which would also break SU(4) to SU(2) × U(1) × U(1). A nice example of the types of reduced
symmetry possible with Wilson lines is given by the following embedding of Z3 into SU(6) : ein12×2 e−2in3 13×3
1
 . (4.68)
This breaks SU(6) to the subgroup SU(3) × SU(2) × U(1) × U(1), which contains the symmetry
group of the Standard Model. (Though even in this case, our theory does not contain the particle
content of the Standard Model.)
Having given a number of examples, we can now classify in general, which unbroken subgroups
of SU(N) are possible (using the group-theoretical tools provided in Ref. [83]). Clearly, the generic
unbroken subgroup is U(1)N−1, however, certain choices of embedding leave a larger symmetry
group intact. These special choices are of particular interest, but we may smoothly deform from
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Gauge Group Residual Gauge Groups from Wilson lines
SU2 U1
SU3 SU2 ×U1, U21
SU4 SU3 ×U1, SU2 ×U21, SU22 ×U1, U31
SU6 SU5 ×U1, SU4 ×U21, SU2 × SU3 ×U21, SU22 ×U31, SU2 ×U41,
SU3 ×U31, SU2 × SU4 ×U1, SU32 ×U21, SU23 ×U1, U51
Table 4.2: The symmetry group reductions in the presence of Wilson lines
such a choice to a generic solution by varying a parameter in our embedding. For example, let the
mapping of a group element (n,m, p) in Z3 into SU(3) be given by
g =
 eiαm+ip eiαn+ip
e−iα(n+m)−2ip
 (4.69)
where the parameter α may be freely varied. For general values of α this embedding breaks to
U(1)2, however for α = 0 we may break to the larger group, SU(2) ×U(1).
We find the Wilson lines can break the SU(N) symmetry group to any subgroup with the rank
N−1, with the generic choice being the Cartan algebra itself. In addition, by introducing a param-
eter, as in the above SU(3) example, any of the possible breakings can be continuously deformed to
the generic breaking. The results for all possible unbroken gauge groups are summarized in Table
2. Note that the Cartan subgroups are included as the last entries for each of the gauge groups.
(For other examples of Wilson lines in G2 spaces see, for example, Refs. [84], [63].)
It is worth noting briefly that we can view this symmetry breaking byWilson lines in an alternate
light in four-dimensions. Rather than consider a seven-dimensional compactification and Wilson
lines, we could obtain the same results by turning on VEVs for certain directions of the scalar fields
in our four-dimensional theory1. For example, if we give generic VEVs to all the Abelian directions
of the scalar fields in Eq. (4.40) we can break the symmetry to a purely Abelian gauge group. This
corresponds to a generic embedding in the Wilson line picture. Likewise, we can obtain the larger
symmetry groups listed in Table 2 by giving non-generic VEVs to the scalar fields.
4.3.2 G- and F -Flux
The previous discussion of Wilson lines can be thought of as describing non-trivial background
configurations for which we still maintain the condition F = 0 on the field strength. However,
to gain a better understanding of the possible vacua and their effects, we need to consider the
contributions of flux both from bulk and seven-dimensional field strengths. Let us start with a
1In fact, the scalars which directly correspond to Wilson lines in seven dimensions are the axionic, Abelian parts
of the fields Cam.
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bulk flux GY for the internal part
2 of the M-theory four-form field strength G. For M-theory
compactifications on smooth G2 spaces this was discussed in Ref. [60]. In our case, all we have to
do is modify this discussion to include possible effects of the singularities and their associated seven-
dimensional gauge theories. However, inspection of the seven-dimensional gauge field action (4.4)
shows that a non-vanishing internal GY will not generate any additional contributions to the four-
dimensional scalar potential, apart from the ones descending from the bulk. Hence, we can use the
standard formula [60]
W =
1
4
∫
Y
(
1
2
C + iϕ
)
∧GY , (4.70)
where Y is a general seven-dimensional manifold of G2 holonomy, C is the 3-form of 11-dimensional
supergravity and ϕ is the G2-structure of X. For a completely singular G2 space, where the torus
moduli TA are the only bulk moduli, this formula leads to a flux superpotential
W ∼ nATA , (4.71)
with flux parameters nA, which has to be added to the “matter field” superpotential (4.49). If
some of the singularities are blown up we also have blow-up moduli U im and the flux superpotential
contains additional terms, thus
W ∼ nATA + nimU im . (4.72)
We now turn to a discussion of the seven-dimensional SYM theory at the singularity. First,
it is natural to ask whether the matter field superpotential (4.49) can also be obtained from a
Gukov-type formula, analogous to Eq. (4.70), but with an integration over the three-dimensional
internal space on which the gauge theory is compactified. To this end, we begin by defining the
complexified internal gauge field
Ca = ρamdxm + ibamdxm . (4.73)
It is worthwhile to note at this stage, that writing the real parts of these fields (which are scalar
fields in the original seven-dimensional theory) as forms is, in fact, an example of the procedure
referred to as ‘twisting’ [85, 12]. In this particular case, the twisting amounts to identifying the R-
symmetry index (m = 1, 2, 3) of our original seven-dimensional supergravity with the tangent space
indices of the three-dimensional compact space, T 3. A plausible guess for the Gukov-formula for
the seven-dimensional gauge theory is an expression proportional to the integral of the complexified
Chern-Simons form
ωCS =
(
Fa ∧ Ca − 1
3
fabcCa ∧ Cb ∧ Cc
)
(4.74)
2We do not discuss flux in the external part of G.
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over the three-dimensional internal space [13]. Here, F is the complexified field strength
Fa = dCa + fabcCb ∧ Cc. (4.75)
Indeed, if we specialize to the case of vanishing flux, that is dCa = 0, our matter field superpoten-
tial (4.49) is exactly reproduced by the formula
W =
κ24
16λ24
1
v3
∫
T 3
ωCS . (4.76)
To see that Eq. (4.76) also correctly incorporates the contributions of F -flux, we can look at the
following simple example of an Abelian F -flux. Let the Abelian parts of the gauge field strength,
F i, be expanded in a basis of the harmonic two-forms, ωm =
1
2ǫmnpdx
n ∧ dxp, on the internal
three-torus T 3, as
F i = f imωm , (4.77)
where f im are flux parameters. Substituting this expression into the seven-dimensional bosonic
action (4.4) and performing a compactification on T 3 we find a scalar potential which, taking into
account the Ka¨hler potential (4.46), can be reproduced from the superpotential
W =
κ24
8λ24
fimCim . (4.78)
This superpotential is exactly reproduced by the Gukov-type formula (4.76) which, after substi-
tuting the flux Ansatz (4.77), specializes to its Abelian part. Hence, the formula (4.76) correctly
reproduces the matter field superpotential as well as the superpotential for Abelian F -flux. The
explicit Gukov formula for multiple singularities is analogous to Eq. (4.76), with an additional sum
to run over all singularities as in Eq. (4.54). We also note that the F -flux superpotential (4.78) is
consistent with the blow-up part of the G-flux superpotential (4.72) when the identification of the
Abelian scalar fields Cim with the blow-up moduli U im is taken into account.
4.3.3 Relation to N=4 Supersymmetric Yang-Mills Theory
In the previous sections we have explored aspects and modifications of the four-dimensional N = 1
effective theory. We shall now take a step back and look at the theory without flux, rephrasing it
in order to provide us with several new insights. The M-theory compactification discussed in the
previous sections is clearly N = 1 supersymmetric, by virtue of our choice to compactify on a G2
holonomy space. However, if we neglect the gravity sector (that is, in particular hold constant the
moduli TA) the remaining theory is N = 4 super-Yang-Mills theory, an expected outcome since
we are compactifying the seven-dimensional SYM theory on a three-torus. We will now make this
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connection more explicit by matching the Yang-Mills part of our four-dimensional effective theory
with N = 4 SYM theory in its standard form. This connection is of particular interest since N = 4
SYM theory is of central importance in many current aspects of string theory, particularly in the
context of the AdS/CFT conjecture [86]. We will begin with a brief review of the central features of
N = 4 Yang-Mills theory itself before identifying this structure in our M-theory compactification.
In addition to a non-Abelian gauge symmetry (given in our case by SU(N)), the N = 4 SYM
Lagrangian in four-dimensions is equipped with an internal O(6) ∼ SU(4) R-symmetry. In terms
of N = 1 language its field content consists of Yang-Mills multiplets (Aaµ, λa), where a is a gauge
index, and a triplet of chiral multiplets (Aam + iB
a
m, χ
a
m) per gauge multiplet, where A
a
m and B
a
m
are real scalars, χam are Weyl fermions and m,n, . . . = 1, 2, 3. All we require in order to identify
fields is the bosonic part of the N = 4 Lagrangian which is given by [87, 88, 89]
LN=4 = − 1
4g2
GaµνG
µν
a +
θ
64π2
ǫµνρσGaµνGaρσ −
1
2
(
DµAamDµAma −
1
2
DµBamDµBma
)
+
g2
4
tr ([Am, An][A
m, An] + [Bm, Bn][B
m, Bn] + 2[Am, Bn][A
m, Bn]) . (4.79)
With these N = 4 definitions in mind, we turn now to the four-dimensional effective theory (4.38)–
(4.40) derived in the previous sections and consider the case where the gravity sector is neglected
and the geometric moduli are held constant. This is the situation when we are in the neighborhood
of a singular point on the G2 space and we are neglecting all bulk contributions. By inspection, we
need the following field identifications
Ama =
1
λ4
√
am1am2
ρma , (4.80)
Bma =
1
λ4
√
am1am2
bma , (4.81)
Gaµν = F
a
µν . (4.82)
The N = 4 coupling constants are related to the N = 1 constants by
g2 =
λ24
a0
, θ =
8π2ν0
λ24
. (4.83)
With these identifications, Eqs. (4.38)-(4.40) exactly reproduce Eq. (4.79).
We can now consider the Montonen-Olive and S-duality conjecture [90] in the context of our
theory. This duality acts on the complex coupling
τ ≡ θ
2π
− 4πi
g2
(4.84)
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by the standard SL(2,Z) transformation
τ → aτ + b
cτ + d
(4.85)
with ad− bc = 1 and a, b, c, d ∈ Z. Note that these transformations contain in particular τ → − 1τ ,
an interchange of strong and weak coupling. Specifically, the S-duality conjecture is the statement
that a N = 4 Yang-Mills theory with parameter τ as defined above and gauge group G, is identical
to the theory with coupling parameter transformed as in (4.85) and the dual gauge group, Ĝ. Note
that here “dual group” refers to the Langlands dual group, (which for G = SU(N), is given by
Ĝ = SU(N)/ZN ) [91].
When we consider the above transformations within the context of our theory, several interesting
features emerge immediately. With the field identifications in Eq. (4.80)–(4.83) we have
τ = −4πiT˜
0
λ24
. (4.86)
Therefore, the shift symmetry τ → τ +b is equivalent to an axionic shift of T˜ 0 and τ → − 1τ is given
by T˜ 0 → 1
T˜ 0
. Since Re(T 0) = a0 describes the volume of the torus, T 3, S-duality in the present
context is really a form of T-duality.
Bearing in mind this behavior in the Yang-Mills sector, we turn now to the gravity sector. In
a toroidal compactification of M-theory the T-duality transformation of T˜ 0 would be part of the
U-duality group [67] and would, therefore, be an exact symmetry. One may speculate that this is
still the case for our compactification on a G2 orbifold and we proceed to analyze the implications
of such an assumption. Examining the structure of our four-dimensional effective theory (4.38)–
(4.40) we see that the expressions for K, W and D are indeed invariant under axionic shifts of T˜ 0.
However, it is not so clear what happens for T˜ 0 → 1
T˜ 0
. An initial inspection of Eqs. (4.38)–(4.40)
shows that while the Ka¨hler potential changes by
δK ∼ ln
(
T˜ 0 ¯˜T 0
)
, (4.87)
the kinetic terms and superpotential will remain unchanged. In order for the whole supergravity
theory to be invariant we need the supergravity function G = K+ln |W |2 to be invariant. However
as stands, with the T˜ 0 independent superpotential (4.49) this is clearly not the case. One should,
however, keep in mind that this superpotential is valid only in the large radius limit and can,
therefore, in principle be subject to modifications for small Re(T 0). Such a possible modification
which would make the supergravity function G invariant and reproduce the large-radius result (4.49)
for large Re(T 0) is given by
W → h(T˜ 0)W, (4.88)
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where
h(T˜ 0) =
1
η2(iT˜ 0)
(
j(iT˜ 0)− 744
)1/12 (4.89)
and η and j are the usual Dedekind η-function and Jacobi j-function. For large Re(T 0) the function
h can be expanded as
h(T˜ 0) = 1 + 2e−2πT˜
0
+ . . . . (4.90)
Recalling that Re(T 0) measures the volume of the singular locus T 3, the above expansion suggests
that the function h may arise from membrane instantons wrapping this three-torus. It would be
interesting to verify this by an explicit membrane instanton calculation along the lines of Ref. [92].
It is well known that there are two dynamical phases in N = 4 Yang-Mills theory in four-
dimensions [89]. A supersymmetric ground state of the N = 4 theory is attained when the full
scalar potential in Eq. (4.79) vanishes. This is equivalent to the condition[
Zam, Zbn
]
= 0 (4.91)
with Zam = Aam+ iBam. There are two classes of solutions to this equation. The first, the “super-
conformal phase”, corresponds to the case where 〈Zam〉 = 0 for all a,m. The gauge symmetry is
unbroken for this regime, as is the superconformal symmetry. In the present context, this phase cor-
responds to the neighborhood of a C2/ZN singularity in which the full SU(N) symmetry is present.
As a result of the N = 4 supersymmetry in the gauge sector, this phase will not be destabilized
by low-energy gauge dynamics and, hence, the theory will not be driven away from the orbifold
point by such effects. However, one can also expect a non-perturbative moduli superpotential from
membrane instantons [92] whose precise form for small blow-up cycles is unknown. It would be
interesting to investigate whether such membrane instanton corrections can stabilize the system at
the orbifold point or whether they drive it away towards the smooth limit.
The second phase, called the “Coulomb phase” (or spontaneously broken phase) corresponds to
the flat directions of the potential where Eq. (4.91) is satisfied for 〈Zam〉 6= 0. The dynamics depend
upon the amount of unbroken symmetry. For generic breaking, SU(N) is reduced to U(1)N−1. If this
breaking is achieved through non-trivial VEVs in the Aam directions it corresponds, geometrically,
to blowing up the singularity in the internal G2 space.
4.4 Conclusion and outlook
In this chapter we have constructed, for the first time, the explicit four-dimensional effective su-
pergravity action for M-theory on a singular G2 manifold. The class of G2 manifolds for which
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our results are valid consists of quotients of seven-tori by discrete symmetry groups that lead to
co-dimension four singularities, around which the manifold has the structure T 3×C2/ZN . Breaking
the SU(N) gauge theory, generically to U(1)N−1, by assigning VEVs to (the real parts) of the chiral
multiplets along D-flat directions can be interpreted as an effective four-dimensional description of
blowing up the orbifold. We have used this interpretation to compare our result for the G2 orbifold
with its smooth counterpart obtained in earlier papers [43, 74]. We find that, subject to choos-
ing the correct embedding of the Abelian group U(1)N−1 into SU(N), the results for the Ka¨hler
potentials match exactly. This result seems somewhat surprising given that there does not seem
to be a general reason why the smooth Ka¨hler potential should not receive corrections for small
blow-up moduli when the supergravity approximation breaks down. At any rate, our result allows
us to deal with M-theory compactifications close to and at the singular limit of co-dimension four
A-type singularities. This opens up a whole range of applications, for example, in the context of
wrapped branes and their associated low-energy physics.
An interesting extension of the work presented here would be to attempt a more general com-
pactification of M-theory on a G2 manifold whose singular loci are different from T 3. This would
allow a reduction of the N = 4 supersymmetry in the gauge theory sub-sector to N = 1, giving
rise to richer infrared gauge dynamics.
In continuing a programme for M-theory phenomenology, we aim to explicitly include coni-
cal singularities into these models, thereby incorporating charged chiral matter. This problem is
currently under investigation.
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Chapter 5
Heterotic compactifications on
Calabi-Yau three-folds
5.1 Model building in E8 × E8 heterotic string theory
Compactification of the E8×E8 heterotic string on Calabi-Yau three-folds [93, 94] is one of the oldest
approaches to particle phenomenology from string theory. Heterotic models have a number of phe-
nomenologically attractive features typically not shared by alternative string constructions. Most
notably, gauge unification is “automatic” and standard model families originate from an underlying
spinor-representation of SO(10). Since the formulation of the heterotic string [17, 95], attempts
have been made to develop realistic particle physics, namely the symmetries and spectra of the
Standard Model, within a heterotic model. These include compactification of the 10-dimensional
heterotic string theory on Calabi-Yau 3-manifolds [93, 94, 96, 97], theories constructed on toroidal
orbifolds [98, 99] (which are singular limits of Calabi-Yau manifolds) and various other construc-
tions [100, 101, 102]. In the following chapters we shall explore the first of these, heterotic string
compactifcations on a space of the form M4 × X where M4 is Minkowski four-space and X is
a (real) six-dimensional Calabi-Yau manifold. Furthermore, we shall be interested in compactifi-
cations which produce N = 1 supersymmetric theories in four-dimensions with symmetries and
particle content consistent with the Standard Model.
In the following Chapters, we shall discuss in detail a class of models with broadly desirable
phenomenological features and outline techniques for systematically and algorithmically scanning
a set of possible heterotic vacua. Before we begin these investigations, however, it will be useful
to briefly review the fundamentals of heterotic string compactifications on Calabi-Yau manifolds.
For a more complete treatment of heterotic constructions we recommend to the reader the classic
text by Green, Schwarz and Witten [18], the comprehensive ‘Bestiary’ of Calabi-Yau manifolds and
compactifications by Hubsch [103] and a number of useful review articles [104, 2, 105, 6, 106].
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5.2 The 10-dimensional effective heterotic lagrangian and super-
symmetry
The field content of N = 1, 10-dimensional supergravity coupled to Yang-Mills theory is as follows:
A Yang-Mills supermultiplet (AaM , χ
a) consisting of a vector potential AaM and a gaugino χ
a
and the supergravity multiplet: (eAM , BMN , φ, ψM , λ) where e
A
M is the vielbein, BMN an anti-
symmetric NS 2-form, φ the dilaton, ψM the gravitino, and a spinor λ (the dilatino). Following the
notation of [18], the 10-dimensional effective theory is described by the lagrangian,
Shet =
1
2κ2
∫
d10x(−G)1/2[R− ∂Mφ∂Mφ− 3κ
2
8g4φ2
| H3 |2 − κ
2
4g2φ
Tr(| F2 |2) + . . .] (5.1)
where H3 = dB2 − ω3 is the field strength associated to the 2-form and F is the Yang-Mills field
strength. Here ω3 is the Chern-Simons 3-form ω3 = AaF
a − 13gfabcAaAbAc. The index a runs over
the degrees of freedom of E8 × E8. The parameter in the perturbative expansion, α′ is given by
κ2 ∼ g2α′.
It is our goal to investigate compactifications of this theory which will result in a phenomeno-
logically relevant N = 1 supersymmetric theory in four dimensions. Specifically, we are seeking
vacuum solutions to the 10-dimensional theory compactified on M4 ×X where M4 is a maximally
symmetric four-dimensional space (de Sitter space, anti de Sitter space or Minkowski space) and
X is a compact, 6-dimensional “internal” space. To this end, we will decompose all the fields in
(5.1) explicitly into external (M4) and internal (X) components. If we decompose the Lorentz
group SO(1, 9) over this product manifold as SO(1, 3) × SO(6) ≈ SO(1, 3) × SU(4), then a 16
component Majorana-Weyl spinor of SO(1, 9) will satisfy 16 ≈ (2,4) ⊕ (2′, 4¯). In this work, we
will be interested in Riemannian candidates for the internal space X. Such manifolds are partially
classified by their holonomy groups [48]. For a 6-dimensional, irreducible1 Riemannian manifold,
the available holonomy groups are SO(6), U(3) and SU(3). In this chapter, we shall investigate
the choice of SU(3) holonomy - namely Calabi-Yau 3-folds. Finally, we will write the bundle U
associated with the E8 × E8 field strength F as a direct product bundle, U ≈ V × V˜ , where each
of V, V˜ is a bundle with structure group ⊆ E8.
We recall that finding an unbroken supersymmetry at tree level amounts to finding a supersym-
metry transformation such that the variation δψ vanishes for every fermionic field ψ [18]. In (5.1)
the only elementary fermions are the gravitino, ψM , the spin 1/2 ‘dilatino’ λ and the gauginos χ
a.
1Irreducible manifolds are those that cannot be written as a direct product of sub-manifolds. It can be shown
that it is difficult to combine a reducible internal space with the presence of chiral fermions in M4 and such choices
may be phenomenologically disfavored. See e.g. [103]
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The supersymmetry variations of these fermions in terms of the SUSY parameterizing spinor η are
δψM =
1
κ
DMη +
κ
32g2φ
(ΓM
NPQ − 9δNMΓPQ)ηHNPQ + . . . (5.2)
δχa = − 1
4g
√
φ
ΓMNF aMNη + . . . (5.3)
δλ = − 1√
2φ
(Γ · ∂φ)η + κ
8
√
2g2φ
ΓMNP ηHMNP + . . .
where we have omitted (fermi)2 and higher terms.
In the following sections, we will be searching for solutions of the system δψi = δλ = δχ = 0.
In specifying such a solution, we are free to specify the space-time metric and the dilaton, φ.
However, there exists a constraint on F and H in the form of the Bianchi identities. In the minimal
10-dimensional theory, the Bianchi identity for H is just dH = −tr(F ∧ F ). Within the context of
string theory, however, this is corrected by constraints placed on the model by anomaly cancellation.
The Green-Schwarz mechanism [18] requires that
dH = trR ∧R− trF ∧ F. (5.4)
Next, we note that in order for the theory to have N = 1 supersymmetry in four dimensions, we
must consider (5.2) restricted to the internal space. Letting the indices,M,N = 0, 1 . . . 9 decompose
as those ranging over M4: α, β = 0, 1 . . . 3 and those over the compact space X: i, j = 4, . . . 9, (5.2)
becomes
0 = δψi =
1
κ
Diη +
κ
32g2φ
(Γi
jkl − 9δj iΓkl)ηHjkl + . . . (5.5)
0 = δχa = − 1
4g
√
φ
ΓijF aijη + . . .
0 = δλ = − 1√
2φ
(Γ · ∂φ)η + κ
8
√
2g2φ
ΓijkηHijk + . . .
Before we consider specific solutions to (5.5), we make several general observations.
5.3 Calabi-Yau three-folds
To reduce 10 dimensional heterotic string theory to four-dimensions, we must compactify on a 6-
dimensional manifold. In this work, we will take the compact space, X, to be a Calabi-Yau manifold.
There are many good reviews of Calabi-Yau manifolds available in the literature [18, 103, 105], and
we will not attempt a comprehensive discussion here. Rather, we shall simply provide an overview
of the basic properties of such spaces and the results important to the constructions presented in
the following Chapters.
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A 2n-dimensional Calabi-Yau manifold is a Ka¨hler manifold obeying the toplogical property
c1(TX) = 0. For such a manifold, a powerful theorem due to Yau [50, 51, 107], guarantees the
existence of a Ricci-flat metric with SU(n) holonomy. Thus, we are assured of the existence of a
Ricci-flat metric and are not obliged to explicitly construct it. For this work, we shall consider
Calabi-Yau 3-folds, that is 3-complex dimensional compact manifolds admitting metrics of SU(3)
holonomy.
A real 2n-dimensional manifold can be regarded as a n-dimensional complex manifold only if it
admits a complex structure. That is, it must admit a globally defined tensor, J ij satisfying [18, 103]
J ijJ
k
i = −δkj and Nkij = ∂[jJki] − Jp[iJqj]∂qJkp = 0 (5.6)
where Nkij is called the Niejenhuis tensor [103]. A tensor J
i
j is called an ‘almost complex structure’
if it satisfies only the first condition in (5.6) and a ‘complex structure’ if, in addition, the Niejenhuis
tensor vanishes. A real manifold, in principle, may admit many complex structures.
For a complex manifold, cohomology and homology classes may be constructed according to
their Dolbeaut cohomology (i.e. written in terms of the number of holomorphic and antiholomorphic
indices). That is, the cohomology groups decompose as
Hp(TX) =
⊕
r+s=p
Hr,s(TX) (5.7)
whereHr,s corresponds to forms with r holomorphic and s antiholomorphic indices. The dimensions
of Hr,s are denoted by hr,s and are known as Hodge numbers. These numbers are topological
invariants of X and do not depend on the choice of complex structure [31].
A hermitian metric on a complex manifold is called Ka¨hler if it can be written in the form
ds2 = gab¯dz
adz¯b¯ (with a, b as complex coordinates on X) and in addition, the associated (1, 1) form
J = gab¯dz
a ∧ dz¯b¯ (5.8)
is closed, i.e. dJ = 0 [103]. This (1, 1) form corresponds to lowering an index on the complex
structure J ij with the hermitian metric and is known as the Ka¨hler form. A manifold which admits
a Ka¨hler form is called a Ka¨hler manifold. This is a topological property of a space since the Ka¨hler
form J defines a non-trivial2 cohomology class in H1,1(TX).
To specify a Calabi-Yau 3-fold, we must specify both the complex and Ka¨hler structures. The
set of parameters that span the space of complex structures is called the complex structure moduli
space and has dimension h2,1(TX). Likewise, the set of parameters which define the Ka¨hler class
2The class is non-trivial since
R
X
J ∧ J ∧ J = V ol(X).
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is known as the Ka¨hler moduli space and h1,1 counts the deformations of the Ka¨hler structure.
Locally, the complete moduli space of a Calabi-Yau space is a direct product of these two spaces
[108, 109].
As a result of the above, a Calabi-Yau manifold is characterized by a simple set of topological
information. The Hodge numbers form the so-called “hodge diamond” structure: hi,j, i + j ≤ 3
with all Hodge numbers fixed3 except for h2,1 and h1,1. Thus, by the index theorem [21] the Euler
number of X is just 12χ = h
1,1 − h2,1.
Expanding J in a set of basis forms, J = trJr with r = 1, . . . h
1,1(TX) we call the set of
parameters tr the Ka¨hler cone of X. For each such (1, 1)-form Jr, there is a dual 2-cycle, Cs in
homology h2(TX), with duality defined by∫
Cs
Jr = δrs . (5.9)
The set of all Cr is known as the dual-cone to the Ka¨hler cone, or the Mori Cone [110]. It follows
that the set of Cr, [W ], is an effective class of curves. That is, the class [W ] has a holomorphic
representative C.
5.4 Anomaly Cancellation
Regardless of the vacuum configurations chosen for H, G and F , there is a further observation
that we can make about the anomaly cancellation of (5.4). We note that trF ∧ F and trR ∧ R
represent the second Chern characters of the E8 × E8 bundle, U , and of the tangent bundle, TX,
of X, respectively and that dH is trivial in cohomology. Thus, it follows that in order for (5.4) to
have a solution, V and V˜ must be holomorphic vector bundles satisfying the following topological
identities:
c1(V ) = c1(V˜ ) = 0 mod2 (5.10)
ch2(TX)− ch2(V )− ch2(V˜ ) = 0 (5.11)
where c1 is the first Chern class and ch2 =
1
2c
2
1 − c2 is the second Chern character4.
This expression is corrected still further if we allow for the existence of 5-branes in the theory.
Allowing for either NS 5-branes in the weakly coupled theory or M5-branes in the strongly coupled
picture of Horˇava-Witten theory (see Section 2.5), the anomaly condition is naturally modified.
Locally, this changes the Bianchi identity and its associated topological condition to
ch2(TX)− ch2(V )− ch2(V˜ ) =W5 (5.12)
3h3,0 = h0,3 = 1, h1,0 = h0,1 = 0, h0,2 = h2,0 = 0.
4As stated in Section 5.3, for a Calabi-Yau space c1(TX) = 0 so ch2(TX) = −c2(TX).
73
where W5 is the class of two-cycles in X which we allow 5-branes to wrap. In this work we will
maintain a general viewpoint and allow for the existence of 5-branes. Further, we require the two-
cycles to be well-behaved in the sense that they are defined by holomorphic curves. Hence, the
five-brane class W5 must be chosen such that it indeed has a holomorphic curve representative C,
with W = [C]. Classes W ∈ H2(X,Z) with this property are called effective (see [20] for details).
We shall refer to (5.12) as the anomaly cancellation condition.
Note that for this work, we will construct all the dynamics of the theory entirely within one E8
factor and treat the other E8 bundle as a ‘hidden sector’, (which is coupled to the physical theory
only through gravity). That is, we will not specify a hidden bundle and instead demand that
ch2(TX) − ch2(V ) is an effective class on X (5.13)
So, for example, the anomaly cancellation condition would be satisfied for a trivial bundle V˜ and
a 5-brane class W5 = ch2(TX)− ch2(V ) 5. Thus, in the following sections, we will investigate only
the internal space X and a single E8 bundle, V to solve (5.2) and (5.4). We will make one more
general observation about (5.2) before looking at specific solutions.
5.5 Supersymmetry and vector bundle stability
We begin our analysis of the fermion variations in (5.5) by considering the gaugino variation δχa = 0,
which leads to ΓijF aij = 0. Then, re-written in terms of holomorphic indices over X, the vanishing
of the gaugino variation implies that the E8 ×E8 gauge connection, A, must satisfy the hermitian
Yang-Mills equations:
Fab = Fab = g
abFba = 0 (5.14)
where F is the field strength of A. The first two expressions in (5.14), Fab = Fab = 0 are simply the
condition that the vector bundle be holomorphic. To address the final equality, gabFba = 0, once
again, we ignore the E8 factor of the “hidden” sector (or alternatively take the vector bundle V˜
to have a trivial vacuum) and focus on a single “visible” E8 connection only. In order to preserve
4-dimensional supersymmetry, we must find a bundle V whose field strength satisfies (5.14).
In general (5.14) is a set of very complicated differential equations for A and no generic solu-
tion techniques are known. However, for Calabi-Yau manifolds X there exists a powerful way of
transforming this question into an alternate one in algebraic geometry. For a Calabi-Yau mani-
fold, the Donaldson-Uhlenbeck-Yau theorem [111, 112] states that on each poly-stable holomorphic
5Of course, there may be other choices which involve a non-trivial hidden bundle V˜ . Since we are mostly interested
in the observable sector at this stage the important point for now is the existence of a viable hidden sector.
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vector bundle V , there exists a unique connection satisfying the Hermitian Yang-Mills equation
(5.14). Thus, to verify that our vector bundle is consistent with supersymmetry on a Calabi-Yau
compactification, we need only to verify that it possesses the property of poly-stablility.
We will not review the technical details of the theorem here and the reader is referred to
[111, 112] for the details. For our purposes, it suffices to consider stable holomorphic vector bundles.
Stability can be examined by defining a number called the slope of a bundle (or sheaf):
µ(V ) ≡ 1
rk(V )
∫
X
c1(V ) ∧ Jdim(X)−1 (5.15)
where J is the Ka¨hler form on X and rk(F ) and c1(F ) are the rank and the first Chern class of
the sheaf, respectively. A bundle V is now called stable (resp. semi-stable) if for all sub-sheafs
F ⊂ V with 0 < rk(F ) < rk(V ) the slope satisfies µ(F ) < µ(V ) (resp. µ(F ) ≤ µ(V )). A bundle is
poly-stable if it can be decomposed into a direct sum of stable bundles, all with the same slope. It
follows that stable → poly-stable → semi-stable. Unfortunately, although the presence of a stable
vector bundle V guarantees a solution to (5.14), we are faced with “conservation of misery” since the
property of stability is notoriously difficult to prove in algebraic geometry. It is worth mentioning
here that a bundle V is stable if and only if its dual, V ∗ is stable, and that any “twisting” (i.e.
tensoring by a line bundle) of a stable bundle is stable.
With these general constraints in hand, we will now discuss full solutions to our supersymmetry
conditions (5.5). We will begin by reviewing what was historically the earliest and simplest solution
to the equations in (5.5), the so-called “Standard Embedding”.
5.6 The Standard Embedding
In the search for supersymmetric compactifications of the heterotic lagrangian, the simplest solution
to (5.2) begins with the assumption that the three-form H vanishes and that the dilaton, φ is a
constant. With these assumption, finding a supersymmetric vacuum reduces to solving
0 = δψi = Diη (5.16)
0 = δχa = ΓijF aijη (5.17)
The first of these equations is simply the condition that there exists a single covariantly constant
spinor on X. In six dimensions, according to Berger’s classification [48], it is precisely SU(3)
holonomy that guarantees the existence of such a spinor. Thus, for Calabi-Yau manifolds X,
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δψi = 0 is satisfied and the spinor field η necessarily obeys an integrability condition [Di,Dj ]η = 0
which in turn implies that
ΓkRikη = 0 (5.18)
Thus, our SU(3) holonomy metric must be Ricci-flat as discussed in Section 5.3. With the choice
of a Ricci-flat Calabi-Yau manifold as the internal space, we still have to satisfy two additional
conditions for supersymmetry. First, we need a bundle V over X which satisfies the Hermitian
Yang-Mills equation gabFba. Further, with H = 0 the anomaly condition (in the absence of 5-
branes), requires trR ∧R = trF ∧ F .
The simplest non-trivial solution to this is to set the background spin connection equal to the
background Yang-Mills connection, A. That is, we will take the bundle V to be the tangent bundle
of the Calabi-Yau. Such a choice satisfies the Bianchi identity exactly in field space. Finally,
with X a Ricci-flat Ka¨hler manifold, it is easy to see that the tangent bundle is stable. That is,
(5.14) is satisfied. With this choice for the bundle V , it is clear that over the internal space, the
structure group is no longer E8, but rather SU(3). That is, we have broken E8 to the subgroup
E8 → E6 × SU(3).6
In general, if we solve (5.4) by using only a subset of the E8 group indices (setting F = 0 for
the rest), then the E8 bundle breaks into a product bundle with structure group H × G where
G,H ∈ E8, H is the Yang-Mills group of physical space (M4) and G is the structure group of V ,
the bundle over the internal space. So, for a given choice of bundle and structure group, G, we can
determine the maximal H such that H × G ∈ E8. H is called the “commutant” of G in E8. For
the above choice of G = SU(3), we have H = E6.
The relevant fermionic fields in the low-energy four-dimensional theory arise from the decom-
position of the spinor (gaugino) in the vector supermultiplet which transforms in the 248 of E8.
We will discuss the particle spectra that arises in such compactifications more generally in the
next sections, but for now we simply state one result. The chiral asymmetry (i.e. the number of
generations of quarks/leptons) is given by the Euler number, χ of X.
Ngen =
1
2
χ = h1,1 − h2,1 (5.19)
This property was seen as a potentially attractive feature of early heterotic string compactifications,
since it implies that the the topology of space itself determines the number of particle families. The
6It is clear that such breaking is necessary for our goal of producing realistic 4-dimensional physics. Since E8 has
no complex representations it is not suitable for Grand Unified model building in four dimensions. Instead, we will
be interested in the GUT symmetry groups E6, SO(10) and SU(5).
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complete spectra of particles, and other features such as Yukawa couplings [113] can be determined
for the Standard Embedding.
Therefore, in the Standard Embedding, a compact Calabi-Yau manifold, X is the sole ingredient
necessary to determine the particle spectra of the four-dimensional effective theory. By choosing X
we have determined an E6 Grand Unified Theory (GUT) in four-dimensions. Despite its appealing
simplicity, the Standard Embedding is of limited usefulness from a phenomenological perspective
since very few known Calabi-Yau 3-folds have the right features for string phenomenology. In
particular, those with Hodge numbers satisfying (5.19) are rare and even when they do exist, tend
to exhibit the wrong particle spectra [103]. As well, in the standard embedding, we are clearly
limited to E6 GUT theories. In our search for realistic particle physics from string theory, it is
clearly of interest to ask if there are more general solutions to the constraints (5.12), (5.14).
5.7 General Embeddings
Having obtained an E6 GUT theory from the Standard Embedding, it is a natural question to
ask whether one could obtain other GUT groups such as SO(10) and SU(5) through Calabi-Yau
compactification? It was realized in [114] that such constructions are indeed possible by choosing
V not as the tangent bundle, TX, as in the Standard Embedding above, but as a more general
holomorphic vector bundle over X with structure group G. As discussed above, we must break the
E8 symmetry in order to have realistic physics in four-dimensions. We will take the structure group
of 10-dimensional bundle to decompose into a product, H ×G ∈ E8. For a general structure group
G, the four-dimensional symmetry group, H, will be the commutant of G in E8. For instance, if
we are interested in obtaining a SO(10) theory in 4-dimensions, we must select G to be SU(4).
Similarly, a bundle V with SU(5) symmetry will lead to an SU(5) GUT theory. Such choices of
holomorphic vector bundles are known as General Embeddings and will be the subject of the rest
of this thesis.
However, we must ask whether such general vector bundles satisfy the conditions for supersym-
metric vacua (5.5)? We begin by trying to satisfy (5.4), (5.5) by again taking H = dφ = 0, but this
time without embedding the spin connection in the gauge group. The vanishing of the gravitino
variation in (5.5) once again determines X as a manifold of SU(3) holonomy. So, we will consider
these “General Embeddings” to be bundles over Calabi-Yau manifolds. With this solution, δλ = 0
is obeyed identically. Finally, we have already addressed the issue of the gaugino variation δχ = 0
in the previous section. If V is a general holomorphic vector bundle (with structure group G) over a
Calabi-Yau 3-fold then supersymmetry demands that the bundle satisfy the Hermitian Yang-Mills
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equation (5.14). That is, V must be a stable bundle. For a SU(n) bundle, the first Chern Class
vanishes (c1(V ) = 0) and thus we must have
µ(F) ≤ 0. (5.20)
for all coherent sub-sheaves, F ∈ V . It is a useful result that
H0(X,V ) = H3(X,V ) = 0 (5.21)
for a stable SU(n) bundle, V . While not sufficient to prove stability, the above condition on
cohomology is a useful and non-trivial check.
The only remaining concern is the anomaly cancellation condition arising from the Bianchi
identity (5.4). We first note that for SU(n) bundles c1(V ) = 0, so the anomaly cancellation
condition (5.12) takes the form c2(TX)−c2(V )−c2(V˜ ) =W5. The condition dH = trR∧R−trF∧F
is obeyed with H = 0 only if the spin connection is embedded in the gauge group. We must now
consider the fact that (5.1), (5.5), and (5.4) are actually expansions in α′ and in a parameter r
related to the radius of the compact Calabi-Yau, X [115]. One normally works at lowest order in
this expansion. This corresponds to working at low energies, in the supergravity limit, and is a
good approximation if the curvature length scale of X is large compared with the string length.
It can be shown that it is possible to modify the base manifold X and bundle V away from the
standard embedding so that (5.5),(5.4) will be satisfied for a general embedding. The details of this
argument7 are too lengthy to be reviewed here (see [115, 114] for details). However, we may state
the result clearly. In a general embedding heterotic compactification we choose a stable holomorphic
vector bundle V over a Calabi-Yau manifold X and solve the conditions for supersymmetry order
by order in a perturbative expansion in α′/r. At first order, the configuration will solve (5.5) over a
Calabi-Yau manifold, though we will have perturbed away from the flat metric (g = g0+α
′g˜+ . . .).
It can be shown that while X will no-longer have SU(3) holonomy, it will still be Calabi-Yau (i.e.
a Ka¨hler space with c1(TX) = 0) [115].
Starting with the pioneering work in [114, 104], there has been continuing activity on Calabi-Yau
based non-standard embedding models over the years. Recently, there has been significant progress
both from the mathematical and the model-building viewpoint, leading to models edging closer
and closer towards the standard model [116, 117, 118]. Two types of constructions, one based on
elliptically fibered Calabi-Yau spaces with bundles of the Friedman-Morgan-Witten type [119, 120,
121] and generalizations [106, 122], [123, 124], the other based on complete intersection Calabi-Yau
7For a generalization to include 5-branes see [73].
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spaces with monad bundles [104, 125, 126, 127, 128], have been pursued in the literature. It is the
last of these, the Monad construction, that we will study in detail in the following chapters. As a
final comment, we mention here that the standard embedding is included as a special case of the
general embedding. That is, it is simply one choice of a general SU(3) holomorphic vector bundle.
5.7.1 Wilson Lines and Symmetry Breaking
We note that this discussion was motivated by asking which choices of vector bundle, V , would
produce realistic GUT symmetries in 4-dimensions. We have argued above that it is possible to
produce GUT theories in four-dimensions. However, clearly once we have obtained the GUT group
[129], we must address the task of breaking the symmetry to something containing the symmetry
SU(3)×SU(2)×U(1), of the Standard Model of particle physics. In Heterotic model-building, this
is accomplished by a “two-stage” symmetry breaking. The first stage (described above) reduces E8
to a GUT group (E6, SO(10) or SU(5)). In the second stage, Wilson lines are introduced to break
the GUT symmetry to the Standard Model symmetry (plus possibly U(1) factors) [18].
In order to introduce non-trivial Wilson lines, the manifold X must not be a simply connected
space (i.e. it must have non-trivial fundamental group, π1(X)). Starting with a simply connected
Calabi-Yau manifold, we can obtain a smooth, non-simply connected one by dividing the manifold
by a freely acting discrete symmetry
X → X
Γ
(5.22)
where Γ is a discrete group of finite order, |Γ|. The fundamental group of the quotient X/Γ is
Γ. For example, with a non-trivial fundamental group, Γ = Z2 one can break SU(5) down to
SU(3) × SU(2) × U(1) and Γ = Z3 × Z3 can break SO(10) down to SU(3) × SU(2) × U(1)2 [18].
A complete heterotic string model must thus include a Calabi-Yau manifold and vector bundle
complete with discrete symmetries that will reduce the GUT symmetry to that of the Standard
Model.
Finally, we might ask, is it possible to choose a vector bundle, V , to break E8 directly to
something containing Standard Model symmetry, thus by-passing GUT theories altogether? This
may indeed be accomplished by choosing G to be a unitary group U(N) rather than special unitary,
SU(N). Such constructions have been explored in the literature [130, 125]. These constructions
form an interesting field in their own right, but will not be considered here.
In this work, we shall require our bundles to have structure group SU(n) with n = 3, 4, 5,
leading to GUT groups E6, SO(10) and SU(5), respectively (followed by the standard “two-stage”
breaking by Wilson lines).
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5.8 Particle Spectra in Heterotic Calabi-Yau Compactifications
Having defined the area of our interest to be the General Embedding of holomorphic vector bundles
over Calabi-Yau 3-folds, we now turn to the general structure of the low-energy particle spectrum.
In addition to the dilaton, h1,1(X) Ka¨hler moduli and h2,1(X) complex structure moduli of the
Calabi-Yau space, each of the E8 gauge theories as well as the five-branes give rise to a sector of
particles in the low-energy theory.
As described in the previous section, the low-energy gauge group H in the observable sector is
given by the commutant of the structure group G within E8. For G = SU(3), SU(4), SU(5) this
implies the standard grand unified groups H = E6, SO(10), SU(5), respectively. In order to find
the matter field representations, we have to decompose the adjoint 248 of E8 under G × H. In
general, this decomposition can be written as
248→ (1,Ad(H)) ⊕
⊕
i
(Ri, ri) (5.23)
where Ad(H) denotes the adjoint representation of H and {(Ri, ri)} is a set of representations
of G × H. The adjoint representation of H corresponds to the low-energy gauge fields while the
low-energy matter fields transform in the representations ri of H. For the three relevant structure
groups these matter field representations are explicitly listed in Table 5.1.
To be observable at low energy, the fermion fields transforming under the GUT symmetry
must be massless modes of the Dirac operator on X. It can be shown that the number of massless
modes for a given representation equals the dimension of a certain bundle-valued cohomology group
[18]. The number of supermultiplets occuring in the low energy theory for each representation ri
is given by nri = h
1(X,VRi), where ri, Ri are defined by the decomposition (5.23). For G =
SU(n), the relevant representations Ri can be obtained by appropriate tensor products of the
fundamental representation. The relevant cohomology groups and hence the number of low-energy
representations can then be computed as summarized in Table 5.1. Further, the Atiyah-Singer
index theorem [20, 21], applied to the case c1(TX) = c1(V ) = 0, tells us that the index of V can
be expressed as
ind(V ) =
3∑
p=0
(−1)p hp(X,V ) = 1
2
∫
X
c3(V ) , (5.24)
where c3(V ) is the third Chern class of V . For a stable SU(n) bundle we have h
0(X,V ) =
h3(X,V ) = 0 and comparison with Table 5.1 shows that, in this case, the index counts the chiral
asymmetry, that is, the difference of the number of generations and anti-generations. The index is
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G×H Breaking Pattern: 248→ Particle Spectrum
SU(3)× E6 (1,78)⊕ (3,27)⊕ (3,27)⊕ (8,1)
n27 = h
1(V )
n27 = h
1(V ⋆) = h2(V )
n1 = h
1(V ⊗ V ⋆)
SU(4)× SO(10) (1,45)⊕ (4,16)⊕ (4,16)⊕ (6,10)⊕ (15,1)
n16 = h
1(V )
n16 = h
1(V ⋆) = h2(V )
n10 = h
1(∧2V )
n1 = h
1(V ⊗ V ⋆)
SU(5)× SU(5) (1,24)⊕ (5,10)⊕ (5,10)⊕ (10,5)⊕ (10,5)⊕ (24,1)
n10 = h
1(V )
n10 = h
1(V ⋆) = h2(V )
n5 = h
1(∧2V ⋆)
n5 = h
1(∧2V )
n1 = h
1(V ⊗ V ⋆)
Table 5.1: A vector bundle V with structure group G can break the E8 gauge group of the heterotic
string into a GUT group H. The low-energy representation are found from the branching of the
248 adjoint of E8 under G×H and the low-energy spectrum is obtained by computing the indicated
bundle cohomology groups.
usually easier to compute than individual cohomologies and is useful to impose a physical constraint
on the chiral asymmetry.
We note here that Serre duality (B.20), a consequence of stability (5.21), and the Atiyah-Singer
index theorem (B.21) reduce our necessary particle spectra computations by half. The cohomology
of V and V ∗ are related as
− h1(X,V ) + h1(X,V ∗) = ind(V ) = 1
2
∫
X
c3(V ) . (5.25)
Hence, we only need to compute one of the two groups on the left of (5.25). Similarly, provided
that H0(X,Λ2V ) = H0(X,Λ2V ∗) = 0, as will indeed be the case for the stable bundles we consider,
the index theorem applied to Λ2V together with the relation c3(Λ
2V ) = (n− 4)c3(V ) leads to
(n− 4) ind(V ) = −h1(X,∧2V ) + h1(X,∧2V ∗) . (5.26)
5.8.1 Net Families of Particles
A physical constraint arises from the requirement that the particle spectra generated by the het-
erotic model produces three generations of quarks/leptons. This condition will be satisfied so long
as the topological index of V ,
ind(V ) =
1
2
∫
X
c3(V ) (5.27)
is an integer multiple of 3. We make this choice, rather than requiring that the index be exactly
3, with the intention of eventually adding discrete symmetries and Wilson lines on the Calabi-Yau
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manifold which would reduce this number of generations further (depending on the choice of discrete
symmetry). With Wilson lines in mind, we see that the number of generations is constrained by
the limited choice of discrete symmetries. Suppose there is a discrete symmetry group Γ which
acts freely on the manifold X. Then the Euler number of Y = X/Γ is simply that of X divided by
group order |Γ|8. Therefore |Γ| must by construction divide the Euler number of X.
Under this Γ-action, the index of V , given above, also descends by division of Γ. Therefore,
combining this with the conclusion of the previous paragraph, we require that
1
3
(
1
2
∫
X
c3(V )
)
divides the Euler number of X (5.28)
5.9 Heterotic Compactification and Physical Constraints
In the following chapters, we will construct large classes of heterotic models consisting of holomor-
phic, SU(n)-bundles over Calabi-Yau 3-folds. We will use the results of this chapter to impose
physical constraints on the constructions and to select which models are worthy of more detailed
study.
Because we will make repeated use of these constraints, we shall briefly summarize here the key
observations made in the preceding sections. (For a deeper discussion of these constraints and their
origins see for example [93, 18, 131, 132, 133]).
The Ingredients of a Heterotic Compactification: In addition to a Calabi-Yau three-fold
X with tangent bundle, TX, we need two holomorphic vector bundles V and V˜ with associated
structure groups which are sub-groups of E8. In the present context, we will be interested in
bundles with rank n = 3, 4, 5 and corresponding structure group G = SU(n). In general, heterotic
vacua can also contain five-branes. For a supersymmetric compactification, the five-branes have to
wrap a holomorphic curve in the Calabi-Yau space X, whose second homology class we denote by
W ∈ H2(X,Z) and take to be effective.
The Physical Constraints:
• Structure group SU(n)
We shall take V to be a holomorphic SU = (n) bundle with n = 3, 4, 5 in order to produce
E6, SO(10) and SU(5) GUT theories in 4-dimensions. Thus, we impose on our holomorphic
8Note, the individual Hodge numbers do not divide in this way.
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bundles the restriction that
c1(V ) = 0 (5.29)
• Stability
To preserve N = 1 supersymmetry in 4-dimensions, we require V and V˜ to be stable, holomor-
phic vector bundles. For SU(n) bundles this implies h0(X,V ) = h3(X,V ) = 0 (see Chapter
9).
• Anomaly Cancellation
To guarantee anomaly cancellation, our choice of Calabi-Yau manifold, X, and SU(n) vector
bundle, V must satisfy a topological constraint c2(TX) − c2(V ) = W where W ∈ H2(X,Z)
is effective9. We shall denote this schematically as
c2(TX)− c2(V ) ≥ 0 . (5.30)
• Three Generations
Requiring three generations of particles places a constraint on the index of the bundle, relating
it to the index of the Calabi-Yau 3-fold X.
1
3
(
1
2
∫
X
c3(V )
)
divides the Euler number of X (5.31)
We now turn to building a new class of heterotic models, subject to the physical constraints
described above.
9In practice, this will reduce to the condition that the coefficient of J2 in c2(TX)− c2(V ) is non-negative.
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Chapter 6
An algorithmic approach to heterotic
compactification: Monad bundles and
Cyclic Calabi-Yau manifolds
6.1 Introduction
While the E8×E8 heterotic string theory has many phenomenologically attractive features, heterotic
model building is still a long way from one of its major goals: finding an example which does
not merely have standard model spectrum but reproduces the standard model exactly, including
detailed properties such as, for example, Yukawa couplings.
One of the main obstacles in achieving this goal is the inherent mathematical difficulty of het-
erotic models. In addition to a Calabi-Yau three-fold X, heterotic models require two holomorphic
(semi)-stable vector bundles V and V˜ on X. Except for the simple case of standard embedding,
where V is taken to be the tangent bundle TX of the Calabi-Yau space and V˜ is trivial, construc-
tion of these vector bundles is often not straightforward and the computation of their properties is
usually involved. For example, stability of these bundles, an essential property if the model is to
preserve supersymmetry, is notoriously difficult to prove. In addition, when searching for realistic
particle physics from heterotic string theory, these mathematical obstacles have to be resolved for
a large number of Calabi-Yau spaces and associated bundles, as every single model (or even a
small number of models) is highly likely to fail when confronted with the detailed structure of the
standard model. One of the main purposes of this thesis is to present an algorithmic approach to
this problem by presenting a large new data set of heterotic models and the toolkit from algebraic
geometry necessary to analyze them. By an algorithmic approach we mean a set of techniques
which allow us to construct classes of vector bundles on (certain) Calabi-Yau spaces systematically,
prove their stability and compute the resulting low-energy particle spectra completely. In the fol-
lowing chapters we will focus on developing the details of the monad construction of vector bundles
84
and the necessary analytic and computer algebra methods by concentrating on relatively explicit
constructions of Calabi-Yau manifolds which can be obtained as complete intersections in prod-
ucts of projective spaces. A generalization of these methods to more general complete intersection
Calabi-Yau manifolds and a detailed analysis of the particle physics properties of these models will
be the subject of Chapter 7.
The heterotic models considered in this chapter will be constructed following the process de-
scribed in Chapter 5. After choosing a Calabi-Yau space X (which we will take to be one of the five
Calabi-Yau spaces realized as intersections in a single ordinary projective space), we will scan over
a certain, well-defined class of (monad) bundles, V , on X. We will think of these bundles as bundles
in the observable sector and take the hidden bundle V˜ to be trivial. The anomaly condition (5.12)
can then be satisfied by including five-branes as long as c2(TX)− c2(V ) is an effective class on X.
This is precisely what we will require. In addition, we will only consider bundles V whose index is
a (non-zero) multiple of three as in (5.28). Only such bundles have a chance, after dividing out by
a discrete symmetry, of producing a model with chiral asymmetry three. We also require stability
for all such bundles and the ability to compute their complete low-energy spectrum.
In this chapter, we will construct all positive monad bundles of rank 3, 4 and 5 on the five
complete intersection Calabi-Yau spaces in a single projective space subject to the physical con-
straints of Section 5.9. (The bundles should be such that heterotic anomaly cancellation can be
accomplished and their chiral asymmetry should be a (non-zero) multiple of three). We find 37
examples in total. We then prove stability for all these bundles using a variant of a simple criterion
due to Hoppe [19]. Recently, this criterion has been used [134], although in a slightly different way
from the present chapter, to prove stability for a class of positive bundles on the quintic [128]. Fur-
ther, we compute the complete spectrum for all bundles, including gauge singlet fields. It turns out
that a common feature of our models is that they only lead to generations but no anti-generations.
While the present chapter deals with a relatively small number of examples, we have shown that
the relevant methods can be applied in a systematic and algorithmic way. A significantly larger
class of complete intersection Calabi-Yau spaces and bundles on them can be treated in a similar
way (see [135] for a recent constraint on classifying bundles in general). This generalization and the
analysis of the particle physics of the resulting models will be the subject of the following Chapters.
The plan of the chapter is as follows. In the following sections, we will construct vector bundles
from monad sequences and constrain them with the physical requirements of Section 5.9. In Section
6.2, we discuss the monad construction, its main properties and prove a number of general results
for such bundles. In Section 6.3, we classify the positive monad bundles on our five Calabi-Yau
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Intersection A Configuration χ(X) h1,1(X) h2,1(X) d(X) c˜2(TX)
Quintic P4 [4|5] −200 1 101 5 10
Quadric and quartic P5 [5|2 4] −176 1 89 8 7
Two cubics P5 [5|3 3] −144 1 73 9 6
Cubic and 2 quadrics P6 [6|3 2 2] −144 1 73 12 5
Four quadrics P7 [7|2 2 2 2] −128 1 65 16 4
Table 6.1: The five complete intersection Calabi-Yau manifolds in a single projective space. Here,
χ(X) is the Euler number, h1,1(X) and h2,1(X) are the Hodge numbers, d(X) is the intersection
number and c2(TX) = c˜2(TX)J
2 is the second Chern class. The normalization of the Ka¨hler form
J is defined in the main text.
spaces, prove their stability and compute the spectra. The appendices to this chapter include
Appendix B.2 which provides a short summary of the relevant tools in commutative algebra and
how they are applied in the context of the Macaulay computer algebra package [136]. Appendix
B.3 contains several useful technical results.
6.2 Monad Construction of Vector Bundles
To begin our systematic construction of vector bundles for heterotic compactifications, we will make
use of a standard and powerful technique for defining bundles, known as the monad construction.
On complex projective varieties, this method of constructing vector bundles dates back to the early
works on P4 by [137] and systematic approaches by [138, 139, 140]. This construction defines a
vast class of vector bundles; in fact, every bundle on Pn can be expressed as a monad [141, 137].
Bundles defined as monads have been widely used in the mathematics and physics literature. The
reader is referred to [142] for the most general construction of monads and their properties. In this
work we will use a restricted form prevalent in the physics literature.
6.2.1 The Calabi-Yau Spaces
Our monad bundles will be constructed on complete intersection Calabi-Yau manifolds, X, which
are defined in a single projective ambient space A = Pm. There are five such Calabi-Yau mani-
folds [103] and their properties are summarized in Table 3. They are most conveniently described
by the configurations [m|q1, . . . , qK ] listed in the Table, where m refers to the dimension of the
ambient space Pm and the numbers qa indicate the degree of the defining polynomials. In this
notation the Calabi-Yau condition c1(TX) = 0 translates to
∑K
a=1 qa = m+ 1. Furthermore, note
that h1,1(X) = 1 for all five cases. Hence, these manifolds have their Picard group, Pic(X), being
isomorphic to Z. Such manifolds are called cyclic [143]. The Ka¨hler form J descends from the the
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ambient space Pn and is normalized as ∫
Pn
Jm = 1 . (6.1)
Integrals over X of any three-form w, defined on A = Pm, can be reduced to integrals over the
ambient space using the formula ∫
X
w = d(X)
∫
Pm
w ∧ Jm−3 , (6.2)
where d(X) are the intersection numbers listed in Table 3. The second homology H2(X,Z) is dual
to the integer multiples of J ∧ J and the Mori cone of X corresponds to all positive multiples of
J ∧ J [110].
For our subsequent analysis it is useful to discuss some properties of line bundles on the above
Calabi-Yau manifolds. We denote by O(k) the kth power of the hyperplane bundle, O(1), on the
ambient space Pm and by OX(k) its restriction to the Calabi-Yau space X. The normal bundle N
of X in the ambient space is then given by
N =
K⊕
a=1
O(qa) . (6.3)
In general, one finds, for the Chern characters of line bundles on X,
ch1(OX(k)) = c1(OX(k)) = kJ , (6.4)
ch2(OX(k)) = 1
2
k2J2 , (6.5)
ch3(OX(k)) = 1
6
k3J3 . (6.6)
From the Atiyah-Singer index theorem the index of OX(k) is given by
ind(OX(k)) ≡
3∑
q=0
(−1)qhq(X,OX (k))
=
∫
X
[
ch3(OX(k)) + 1
12
c2(TX) ∧ c1(OX(k))
]
=
d(X)k
6
(
k2 +
1
2
c˜2(TX)
)
, (6.7)
where the numbers c˜2(TX) characterize the second Chern class of X and d(X) are the intersection
numbers. The values for these quantities can be read off from Table 3.
We recall that the Kodaira vanishing theorem [20] states that on a Ka¨hler manifoldX, Hq(X,L⊗
KX) vanishes for q > 0 and L a positive line bundle. Here, KX is the canonical bundle on X. For
Calabi-Yau manifolds KX is of course trivial and, hence, the only non-vanishing cohomology for
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positive line bundles on Calabi-Yau manifolds is H0. The dimension of this cohomology group can
then be computed from the index theorem. In fact, inserting the values for the intersection numbers
and the second Chern class from Table 3 into Eq. (6.7) we explicitly find, for the five Calabi-Yau
spaces and for line bundles OX(k) with k > 0, that
h0([4|5],OX (k)) = 5
6
(k3 + 5k) , (6.8)
h0([5|2 4],OX (k)) = 2
3
(2k3 + 7k) , (6.9)
h0([5|3 3],OX (k)) = 3
2
(k3 + 3k) , (6.10)
h0([6|3 2 2],OX (k)) = 2k3 + 5k , (6.11)
h0([7|2 2 2 2],OX (k)) = 8
3
(k3 + 2k) . (6.12)
For negative line bundles L = OX(−k), where k > 0, it follows from Serre duality on the Calabi-Yau
three-fold X, hq(X,L) = h3−q(X,L∗), that only H3(L,X) can be non-zero and that its dimension
h3(X,OX (−k)) = h0(X,OX (k)) is given by one of the explicit expressions (6.8)–(6.12). Finally,
we have
h0(X,OX ) = h3(X,OX ) = 1 , h1(X,OX ) = h2(X,OX) = 0 . (6.13)
Now we explicitly know the cohomology for all line bundles on the five Calabi-Yau manifolds under
consideration. In particular, we conclude that h0(X,OX (k)) > 0 precisely for k ≥ 0 and, hence,
that only the line bundlesOX(k) with k ≥ 0 have a non-trivial section. This is one of the underlying
conditions for the validity of Hoppe’s criterion which will play a central role in the stability proof
for our bundles.
6.2.2 Constructing the Monad
Having discussed the manifold X and line bundles thereon, we now construct the requisite vector
bundles V . Our construction proceeds as follows. On a Calabi-Yau manifold X, a monad bundle
V is defined by the short exact sequence
0→ V f−→ B g−→ C → 0 , (6.14)
where B and C are bundles on X. It is standard to take B and C to be direct sums of line bundles
over X, that is
B =
rB⊕
i=1
OX(bi) , C =
rC⊕
i=1
OX(ci) . (6.15)
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Here, rB and rC are the ranks of the bundles B and C, respectively. The exactness of (6.14) implies
that ker(g) = im(f) and ker(f) = 0, so that the bundle V can be expressed as
V = ker(g) .
The map g is a morphism between bundles and can be defined as a rC × rB matrix whose entries,
(i, j), are sections of OX(ci − bj). As we have seen in the previous subsection, such sections exist
iff ci ≥ bj and so this is what we should require. In fact, if ci = bj for an index pair (i, j) the two
corresponding line bundles can simply be dropped from B and C without changing the resulting
bundle V . In the following, we will, therefore, assume the stronger condition ci > bj for all i and j.
The Calabi-Yau manifolds discussed in this chapter are complete intersections in a single pro-
jective space Pm. We can, therefore, write down an analogous short exact sequence
0→ V f˜−→ B g˜−→ C → 0 , (6.16)
on the ambient space where
B =
rB⊕
i=1
O(bi) , C =
rC⊕
i=1
O(ci) . (6.17)
The map g˜ can be viewed as a rC × rB matrix whose entries, (i, j), are homogeneous polynomials
of degree ci − bj . This sequence defines a vector bundle V on the ambient space whose restriction
to X is V . Further, the map g can be seen as the restriction of its ambient space counterpart g˜ to
X. Unless explicitly stated otherwise, we will assume throughout that this map is generic.
It is natural to enquire whether V thus defined is always a bona fide bundle rather than a sheaf.
We are assured on this point by the following theorem [144].
THEOREM 6.2.1 Over any smooth variety X, if g : B → C is a morphism between locally free
sheaves B and C, then ker(g) is locally free.
Now, by definition, a locally free sheaf of constant rank is a vector bundle. Therefore, by the above
theorem, it only remains to check whether ker(g) has constant rank on X. Indeed, g could be less
than maximal rank on a singular (sometimes called ‘degeneracy’) locus. We note that exactness of
the sequence, that is coker(g) = 0, is equivalent to this degeneracy locus being empty.
To show that the degeneracy locus is empty for our bundles, it turns out to be convenient to
consider the dual bundle V ∗ defined by the dual sequence
0→ C∗ g
T
−→ B∗ −→ V ∗ → 0 , (6.18)
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where
V ∗ = coker(gT ) . (6.19)
We can now apply the following theorem [134, 145].
THEOREM 6.2.2 Let φ : E → F be a morphism of vector bundles on a variety of dimension N and
let e = rk(E), f = rk(F ) and e ≤ f . If E∗ ⊗ F is globally generated and f − e + 1 > N , then
generic maps φ have a vanishing degeneracy locus.
Therefore, take φ = gT , E = C∗ and F = B∗. For all our bundles of interest, N = 3 and
e < f . In fact, f − e is the rank of V , which is 3, 4, or 5 for the bundles of interest in heterotic
compactifications. Finally, E∗ ⊗ F is globally generated because B and C are direct sums of line
bundles with ci > bj for all i, j. Hence, all the conditions in the theorem are obeyed and we see
that the degeneracy locus of gT , and hence the one for g, is vanishing for the bundles of interest
on the Calabi-Yau. However, one should note that this criterion will not always be satisfied when
writing monad sequences on the higher dimensional ambient spaces, as in Eq. (6.16). (Such issues
will be discussed further in section 4.4). For more on the degeneracy locus of bundle maps, and
why Theorem 6.2.2 guarantees its vanishing in the dual monad, see e.g. [146, 147].)
For later reference we present the formulae for the Chern classes of V (see Ref. [103]). Simplifying
the expressions for c2(V ) and c3(V ) by imposing the vanishing of the first Chern class, we have
rk(V ) = rB − rC , (6.20)
c1(V ) =
(
rB∑
i=1
bi −
rC∑
i=1
ci
)
J ≡ 0 , (6.21)
c2(V ) = −1
2
(
rB∑
i=1
b2i −
rC∑
i=1
c2i
)
J2 , (6.22)
c3(V ) =
1
3
(
rB∑
i=1
b3i −
rC∑
i=1
c3i
)
J3 . (6.23)
Hence, from Eq. (5.24) and the above expression for the third Chern class, the index of V is
explicitly given by
ind(V ) =
3∑
p=0
(−1)p hp(X,V ) = d(X)
6
(
rB∑
i=1
b3i −
rC∑
i=1
c3i
)
. (6.24)
Within this chapter, we will make extensive use of the computer algebra system [136] in analyz-
ing the monads in (6.14). Utilizing this powerful tool we are able to catalog efficiently bundle
cohomologies previously too difficult to be calculated. Indeed, computing particle spectra, that
is, sheaf cohomology, is ordinarily a tremendous task even for a single bundle, and it would be
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unthinkable to attempt to calculate by hand the hundreds of such cohomologies necessary in a sys-
tematic study of monad bundles. However, the recent advances in algorithmic algebraic geometry
allow us to explicitly and efficiently compute the requisite cohomology groups for a certain class of
bundles. For the first time, we describe in detail how to use this technology in the context of string
compactification.
With this approach in mind, we recall that in computational algebraic geometry [148], sheaves
are expressed in the language of graded modules over polynomial rings. If X is embedded in
Pm with homogeneous coordinates [x0 : x1 : . . . : xm], we can let R be the coordinate ring
C[x0, x1, . . . , xm]/(X) where (X) is the ideal associated with X. The bundles B and C are then
described by free-modules of R with appropriate degrees (grading). We leave to the Appendix a de-
tailed tutorial of the sheaf-module correspondence and the construction and relevant computation
of monad bundles using computer algebra.
6.2.3 Stability of Monad Bundles
As mentioned in the previous section, (semi-)stability of the vector bundle is of central importance
to heterotic compactifications. In general, proving stability is an overwhelming technical obstacle
and a systematic analysis has so far been elusive. However, for a class of manifolds, a sufficient but
by no means necessary condition is of great utility; this is the so-called Hoppe’s criterion [19, 149]:
THEOREM 6.2.3 [Hoppe’s Criterion] Over a projective manifold X with Picard group Pic(X) ≃ Z
(i.e., X is cyclic), let V be a vector bundle with c1(V ) = 0. If H
0(X,
∧p V ) = 0 for all p =
1, 2, . . . , rk(V )− 1, then V is stable.
We also recall that for the Calabi-Yau manifolds used in this chapter all positive line bundles have
a section, an underlying assumption for the validity of Hoppe’s theorem which is, hence, satisfied.
The strategy is therefore clear. To prove stability for the monad bundles (6.14) over cyclic
manifolds X using Hoppe’s criterion, we need to show the vanishing of H0(X,∧pV ) for p =
1, . . . , rk(V ) − 1. In the following paragraphs, we will outline the basis for this stability proof
and make note of certain results and properties that are of particular use.
One additional assumption which we will make is that all line bundles involved in the definition
of the bundles V are positive, that is, for all i,
bi > 0 and ci > 0 . (6.25)
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We will refer to this property as “positivity” of the bundle V . While this is not required for a
consistent definition of the bundle or the associated heterotic model, it turns out to be a crucial
technical assumption which facilitates the stability proof. The essential point is that positivity of V
allows one to use Kodaira vanishing when applying Hoppe’s criterion to the dual bundle V ∗. To see
how this works, recall that the dual bundle is defined by the sequence 0→ C∗ −→ B∗ −→ V ∗ → 0
and that its stability is equivalent to that of V . The associated long exact sequence in cohomology
is
0 → H0(X,C∗)→ H0(X,B∗)→ H0(X,V ∗)
→ H1(X,C∗)→ H1(X,B∗)→ H1(X,V ∗)
→ H2(X,C∗)→ H2(X,B∗)→ H2(X,V ∗)
→ H3(X,C∗)→ H3(X,B∗)→ H3(X,V ∗)→ 0 . (6.26)
Given that we are dealing with positive bundles V , it follows that B∗ and C∗ are sums of negative
line bundles and, hence, H0(X,B∗) and H1(X,C∗) in the above sequence are zero due to Kodaira
vanishing. This means the “boxed” cohomology H0(X,V ∗) also vanishes. (For later considerations
we note that Kodaira vanishing also implies H1(X,B∗) = H2(X,C∗) = 0 and, hence, H1(X,V ∗) ≃
H2(X,V ) = 0.) In order to prove stability of V ∗ by applying Hoppe’s criterion we have to show
that H0(X,∧pV ∗) = 0 for p = 1, . . . , rk(V )− 1 and we have just completed the first step for p = 1.
Next, we need to compute the cohomologies H0(X,∧pV ∗) for p > 1. However, a further
simplification occurs because we are dealing with unitary bundles. In fact, for an SU(n) bundle V ,
we have
∧n−1 V ∗ ≃ V (6.27)
(see, for example Ref. [150]) . Therefore, to cover the case p = n − 1, the highest exterior power
relevant to Hoppe’s criterion, we only need to show that H0(X,V ) = 0. This is indeed the case
for all bundles considered in this chapter and the explicit proof, which is somewhat lengthy, is
presented in the Appendix of [24]1. This completes the stability proof for the rank 3 bundles.
For rank 4 and 5 bundles we have to look at further exterior powers of V ∗, namely ΛpV ∗ for
p = 2, . . . , rk(V ) − 2. To deal with those we consider the standard long exact (“exterior power”)
sequence [134, 20] for ΛpV ∗
0 → SpC∗ → Sp−1C∗ ⊗B∗ → Sp−2C∗ ⊗ ∧2B∗ → . . .
→ A⊗ ∧p−1B∗ → ∧pB∗ → ∧pV ∗ → 0 , (6.28)
1In the interests of space we have omitted this appendix from the current work since its content is discussed in
Chapter 9.
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which is induced by the short exact sequence (6.18). Here Si is the i-th symmetrized tensor power
of a bundle. Such a sequence does not itself induce a long exact sequence in cohomology; we need
to slice it up into groups of three. In other words, we introduce co-kernels Ki such that (6.28)
becomes the following set of short exact sequences
0 → SpC∗ → Sp−1C∗ ⊗B∗ → K1 → 0 ,
0 → K1 → Sp−2C∗ ⊗ ∧2B∗ → K2 → 0 ,
...
0 → Kp−1 → ∧pB∗ → ∧pV ∗ → 0 . (6.29)
Each of the above now induces a long exact sequence in cohomology in analogy to (6.26):
0→ H0(X,SpC∗)→ H0(X,Sp−1C∗ ⊗B∗)→ H0(X,K1)→ H1(X,SpC∗)→ . . .→ 0 ,
0→ H0(X,K1)→ H0(X,Sp−2C∗ ⊗ ∧2B∗)→ H0(X,K2)→ H1(X,K1)→ . . .→ 0 ,
...
0→ H0(X,Kp−1)→ H0(X,∧pB∗)→ H0(X,∧pV ∗) → H1(X,Kp−1)→ . . .→ 0 .
(6.30)
The term we need is boxed and we need to trace through the various sequences, using the readily
computed cohomologies of the symmetric and antisymmetric powers of B∗ and C∗, to arrive at the
answer. Let us now do this explicitly for the case p = 2, that is, H0(X,Λ2V ∗). The long exact
sequence (6.28) then specializes to
0→ S2C∗ → C∗ ⊗B∗ → Λ2B∗ → Λ2V ∗ → 0 , (6.31)
which needs to be broken up into the two short exact sequences
0 → S2C∗ → C∗ ⊗B∗ → K → 0 (6.32)
0 → K → Λ2B∗ → Λ2V ∗ → 0 . (6.33)
From the first of these we have the long exact sequence
0 → H0(X,S2C∗)→ H0(X,C∗ ⊗B∗)→ H0(X,K)
→ H1(X,S2C∗)→ H1(X,C∗ ⊗B∗)→ H1(X,K)
→ H1(X,S2C∗)→ . . . . (6.34)
Since B∗ and C∗ are sums negative line bundles, so are their various tensor products which appear
in the above sequences. From Kodaira vanishing all cohomologies of such bundles vanish except for
93
the third. Applying this to (6.34) we immediately deduce that H0(X,K) = H1(X,K) = 0. Using
this information in the long exact sequence
0→ H0(X,K)→ H0(X,Λ2B∗)→ H0(X,Λ2V ∗)→ H1(X,K)→ . . . (6.35)
which follows from (6.33) we find H0(X,Λ2V ∗) = 0, as desired. This completes the stability proof
for rank 4 bundles 2.
Finally, for rank 5 bundles, we still need to computeH0(X,Λ3V ∗). Repeating the above steps for
this case one finds that Kodaira vanishing on X alone does not quite provide sufficient information
to conclude that H0(X,Λ3V ∗) = 0. In this case, we need to employ the additional technique of
Koszul sequences [103, 20] which rely on the embedding of the Calabi-Yau manifold in an ambient
space A. Specifically, for a vector bundle W on A the Koszul sequence reads
0→ ∧KN ∗ ⊗W → ...→ ∧2N ∗ ⊗W → N ∗ ⊗W →W ρ→W|X → 0 , (6.36)
where W|X denotes the restriction of W to X and ρ is the associated restriction map. Here N ∗
is the dual of the Calabi-Yau normal bundle, defined in Eq. (6.3). As will be shown in the next
section, the Koszul sequence can be used to compute the relevant cohomologies directly from the
ambient space. This will allow us to complete the stability proof for rank 5 bundles.
6.3 Classification and Examples
Armed with the general information about the five Calabi-Yau manifolds and monad bundles we
can now proceed to classify such bundles, prove their stability and compute their spectrum.
6.3.1 Classification of Configurations
For the monad bundles defined by the short exact sequence (6.14), we can immediately formulate
a classification scheme. Recall that, taking the bundles B and C to be direct sums of line-bundles
over the manifold X, we have
0→ V →
rB⊕
i=1
OX(bi) g−→
rC⊕
i=1
OX(ci)→ 0 , V ≃ ker(g) . (6.37)
From our discussion so far these bundles are subject to a number of physical and mathematical
constraints which can be summarized as follows:
1. As discussed earlier we require all bi and ci to be positive; this is a technical assumption
which will significantly simplify our computations.
2Together with H0(X,V ∗) = 0, which we have shown earlier, it also provides an independent argument for the
stability of rank 3 bundles.
94
2. We furthermore require that bi < cj for all i and j; this is to ensure that the map g, which
consists of sections of OX(cj − bi), has no zero entries. Further, we require the map g to be
generic. Then, all conditions of Theorem (6.2.2) are met and we are guaranteed that V , as
defined by the sequence (6.37), is indeed a bundle.
3. Since we are dealing with special unitary bundles we impose c1(V ) = 0.
4. For a given Calabi-Yau space X and a bundle V we need to ensure that the anomaly condi-
tion (5.12) can be satisfied. To do this we impose the condition that c2(TX) − c2(V ) must
be effective. Then, we can choose a trivial hidden bundle V˜ and a five-brane wrapping a
holomorphic curve with homology class c2(TX) − c2(V ). In practice, this condition simply
means that the coefficient of J2 in c2(TX)− c2(V ) must be non-negative 3 .
5. We require that the index of V is a non-zero multiple of three. Only such models may lead
to three generations after dividing by a discrete symmetry.
6. Since we are interested in low-energy grand unified groups we consider bundles V with struc-
ture group SU(n), where n = rk(V ) = 3, 4, 5.
Therefore, an integer partitioning problem immediately presents itself to us: find partitions {bi}i=1,...,rC+n
and {cj}i=1,...,rC of positive integers bi > 0, ci > 0 satisfying bi < cj for all i, j and subject to the
condition
rB∑
i=1
bi−
rC∑
i=1
ci = 0 for vanishing first Chern class of V (see Eq. (6.21)). Further, we demand
that the index of V , Eq. (6.24), is non-zero and divisible by three and that the coefficient of J2
in c2(TX) − c2(V ) be non-negative, in order to ensure the existence of a holomorphic five-brane
curve. From Eq. (6.22) the last constraint can be explicitly written as
0 ≤ −1
2
(
rC+n∑
i=1
bi −
rC∑
i=1
ci) ≤ c˜2(TX) , (6.38)
where the numbers c˜2(TX) for the second Chern class of X are given in Table 3. Since bi < cj
for all i, j it is clear that this constraint implies an upper bound on bi and cj and, hence, that the
number of vector bundles in our class is finite 4. To derive this bound explicitly we slightly modify
an argument from Appendix B of Ref. [128]. Define the quantity
S =
rC+n∑
i=1
bi =
rC∑
i=1
ci , (6.39)
3However, for a given example there may well be other ways to satisfy the anomaly condition which involve a
non-trivial hidden bundle V˜ .
4The constraint (6.38) arises because we require N = 1 supersymmetry in four dimensions. If we relaxed this
condition and allowed for anti-five branes there would be no immediate bound on the number of vector bundles.
However, in this case, the stability of such non-supersymmetric models has to be analyzed carefully [151, 152].
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Rank {bi} {ci} c2(V )/J2 ind(V )
3 (2, 2, 1, 1, 1) (4, 3) 7 -60
3 (2, 2, 2, 1, 1) (5, 3) 10 -105
3 (3, 2, 1, 1, 1) (4, 4) 8 -75
3 (1, 1, 1, 1, 1, 1) (2, 2, 2) 3 -15
3 (2, 2, 2, 1, 1, 1) (3, 3, 3) 6 -45
3 (3, 3, 3, 1, 1, 1) (4, 4, 4) 9 -90
3 (2, 2, 2, 2, 2, 2, 2, 2) (4, 3, 3, 3, 3) 10 -90
3 (2, 2, 2, 2, 2, 2, 2, 2, 2) (3, 3, 3, 3, 3, 3) 9 -75
4 (2, 2, 1, 1, 1, 1) (4, 4) 10 -90
4 (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 5 -30
4 (2, 2, 2, 1, 1, 1, 1) (4, 3, 3) 9 -75
4 (2, 2, 2, 2, 1, 1, 1, 1) (3, 3, 3, 3) 8 -60
5 (1, 1, 1, 1, 1, 1, 1, 1) (3, 3, 2) 7 -45
5 (1, 1, 1, 1, 1, 1, 1, 1) (4, 2, 2) 8 -60
5 (2, 2, 2, 2, 2, 1, 1, 1, 1, 1) (3, 3, 3, 3, 3) 10 -75
Table 6.2: Positive monad bundles on the quintic, [4|5].
Rank {bi} {ci} c2(V )/J2 ind(V )
3 (2, 2, 1, 1, 1) (4, 3) 7 -96
3 (1, 1, 1, 1, 1, 1) (2, 2, 2) 3 -24
3 (2, 2, 2, 1, 1, 1) (3, 3, 3) 6 -72
4 (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 5 -48
5 (1, 1, 1, 1, 1, 1, 1, 1) (3, 3, 2) 7 -72
Table 6.3: Positive monad bundles on [5|2 4].
and consider the following chain of inequalities
2 c˜2(TX) ≥
rC∑
i=1
c2i −
rC+n∑
i=1
b2i ≥ (bmax + 1)
rC∑
i=1
ci −
rC+n∑
i=1
b2i
= S +
rC+n∑
i=1
bmaxbi −
rC+n∑
i=1
b2i ≥ S .
From Table 3, c˜2(TX) is at most 10 and, hence, the sum S cannot exceed 20, thereby placing an
upper bound on our partitioning problem.
Given the finiteness of the problem, the classification of all positive monad bundles subject to
the above constraints is now easily computerizable. Given these conditions, we found 37 bundles
on the five Calabi-Yau manifolds in question, 20 for rank 3, 10 for rank 4 and 7 for rank 5. Had
we relaxed the condition that c3 should be divisible by 3, we would have found 43, 15, 10, 6, and 3
bundles, respectively on the 5 cyclic manifolds, for a total of 77. A complete list of all such bundles
for the five Calabi-Yau manifolds of concern is given in the Tables 4–8.
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Rank {bi} {ci} c2(V )/J2 ind(V )
3 (1, 1, 1, 1) (4) 6 -90
3 (1, 1, 1, 1, 1) (3, 2) 4 -45
3 (2, 1, 1, 1, 1) (3, 3) 5 -63
3 (1, 1, 1, 1, 1, 1) (2, 2, 2) 3 -27
3 (2, 2, 2, 1, 1, 1) (3, 3, 3) 6 -81
4 (1, 1, 1, 1, 1, 1) (3, 3) 6 -72
4 (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 5 -54
4 (1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2) 4 -36
5 (1, 1, 1, 1, 1, 1, 1, 1, 1) (3, 2, 2, 2) 6 -63
5 (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2, 2) 5 -45
Table 6.4: Positive monad bundles on [5|3 3].
Rank {bi} {ci} c2(V )/J2 ind(V )
3 (1, 1, 1, 1, 1) (3, 2) 4 -60
3 (2, 1, 1, 1, 1) (3, 3) 5 -84
3 (1, 1, 1, 1, 1, 1) (2, 2, 2) 3 -36
4 (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 5 -72
4 (1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2) 4 -48
5 (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2, 2) 5 -60
Table 6.5: Positive monad bundles on [6|2 2 3].
Rank {bi} {ci} c2(V )/J2 ind(V )
3 (1, 1, 1, 1, 1, 1) (2, 2, 2) 3 -48
Table 6.6: Positive monad bundles on [7|2 2 2 2].
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6.3.2 E6-GUT Theories
The first case we shall analyze is E6-GUT theories which arise from SU(3) bundles. We have
already seen in Section 6.2.3 that all such bundles are indeed stable. This result has been explicitly
confirmed by a computer algebra computation of H0(X,V ∗) and H0(X,Λ2V ∗) along the lines
described in Appendix B.2. We can, therefore, directly turn to a computation of their particle
spectrum.
6.3.2.1 Particle Content
The number of 27 and 27 representation of E6 is easy to obtain. Since V is stable we already know
that H0(X,V ) = H3(X,V ) = 0. From the long exact sequence (6.26) we have deduced earlier that
H2(X,V ) ≃ H1(X,V ∗) = 0 so that H1(X,V ) is the only non-vanishing cohomology. Its dimension
can be directly computed from the index (6.24), so that
n27 = h
1(X,V ) = − ind(V ) , n27 = h2(X,V ) = 0 . (6.40)
Therefore, for the rank 3 bundles in Tables 4–8, the (negative of the) right-most column gives
the number of 27 representations. This result also provides the first example of what is a general
feature of positive monad bundles, namely the absence of anti-generations. The numbers n27 have
been independently verified by computer algebra.
What about the E6 singlets? These correspond to the cohomology H
1(X, ad(V )) = H1(X,V ⊗
V ∗). We begin by tensoring the defining sequence (6.18) for V ∗ by V . This leads to a new short
exact sequence
0→ C∗ ⊗ V → B∗ ⊗ V → V ∗ ⊗ V → 0 . (6.41)
One can produce two more short exact sequences by multiplying (6.18) with B and C. Likewise,
three short exact sequences can be obtained by multiplying the original sequence (6.14) for V with
V ∗, B∗ and C∗. The resulting six sequences can then be arranged into the following web of three
horizontal sequences hI , hII , hIII and three vertical ones vI , vII , vIII .
0 0 0
↓ ↓ ↓
0 → C∗ ⊗ V → B∗ ⊗ V → V ∗ ⊗ V → 0 hI
↓ ↓ ↓
0 → C∗ ⊗B → B∗ ⊗B → V ∗ ⊗B → 0 hII
↓ ↓ ↓
0 → C∗ ⊗ C → B∗ ⊗ C → V ∗ ⊗ C → 0 hIII
↓ ↓ ↓
0 0 0
vI vII vIII
(6.42)
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The long exact sequence in cohomology induced by hI reads
0 → H0(X,C∗ ⊗ V )→ H0(X,B∗ ⊗ V )→ H0(X,V ∗ ⊗ V )
→ H1(X,C∗ ⊗ V )→ H1(X,B∗ ⊗ V )→ H1(X,V ∗ ⊗ V )
→ H2(X,C∗ ⊗ V )→ . . . (6.43)
and we have boxed the term which we would like to compute. We will also need the long exact
sequences which follow from vI and vII . They are given by
0 → H0(X,C∗ ⊗ V )→ H0(X,C∗ ⊗B)→ H0(X,C∗ ⊗ C)
→ H1(X,C∗ ⊗ V )→ H1(X,C∗ ⊗B)→ H1(X,C∗ ⊗ C)
→ H2(X,C∗ ⊗ V )→ H2(X,C∗ ⊗B)→ H2(X,C∗ ⊗ C)→ . . . (6.44)
0 → H0(X,B∗ ⊗ V )→ H0(X,B∗ ⊗B)→ H0(X,B∗ ⊗ C)
→ H1(X,B∗ ⊗ V )→ H1(X,B∗ ⊗B)→ H1(X,B∗ ⊗ C)
→ H2(X,B∗ ⊗ V )→ H2(X,B∗ ⊗B)→ H2(X,B∗ ⊗ C)→ . . . (6.45)
Now, because of the integers defining B and C satisfy bi < cj , the tensor product C
∗⊗B is a direct
sum of negative line bundles and, hence, all its cohomology groups vanish except the third. Further,
the middle cohomologies H1 and H2 of B∗ ⊗B and C∗ ⊗C vanish. From the sequence (6.44) this
implies
H0(X,C∗ ⊗ V ) = H2(X,C∗ ⊗ V ) = 0 , H1(X,C∗ ⊗ V ) = H0(X,C∗ ⊗C) . (6.46)
Vanishing of H2(X,C∗⊗V ) means that the long exact sequence (6.43) breaks after the second line
and we get
h1(X,V ∗ ⊗ V ) = h1(X,B∗ ⊗ V )− h1(X,C∗ ⊗ V ) + h0(X,V ∗ ⊗ V )− h0(X,B∗ ⊗ V ) . (6.47)
Using the additional information
h1(X,B∗ ⊗ V )− h0(X,B∗ ⊗ V ) = h0(X,B∗ ⊗ C)− h0(X,B∗ ⊗B) . (6.48)
which follows from the sequence (6.45) and the fact that h0(X,V ∗ ⊗ V ) = 1 (see Theorem B.1 of
Ref. [103]) Eq. (6.47) can be re-written as
h1(X,V ∗ ⊗ V ) = h0(X,B∗ ⊗ C)− h0(B∗ ⊗B)− h0(C∗ ⊗ C) + 1 . (6.49)
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This equation, together with Eqs. (6.8)–(6.12) and (6.13), allows us to directly compute the number
n1 of E6-singlets and the results are given in Table 6.7. For reference, we have also included the
number of 27-representations (the number of 27 particles, we recall, is zero). In addition, the
results for h1(X,V ∗ ⊗ V ) have been independently confirmed using Macaulay [136], following the
procedure outlined in Appendix B.2. We note that the above derivation of Eq. (6.49) is independent
of the rank of the vector bundle V and, hence, it remains valid for rank 4 and 5 bundles.
X {bi} {ci} n27 n1
[4|5] (2, 2, 1, 1, 1) (4, 3) 60 141
(2,2,2,1,1) (5, 3) 105 231
(3, 2, 1, 1, 1) (4, 4) 75 171
(1, 1, 1, 1, 1, 1) (2, 2, 2) 15 46
(2, 2, 2, 1, 1, 1) (3, 3, 3) 45 109
(3, 3, 3, 1, 1, 1) (4, 4, 4) 90 199
(2, 2, 2, 2, 2, 2, 2, 2) (4, 3, 3, 3, 3) 90 180
(2, 2, 2, 2, 2, 2, 2, 2, 2) (3, 3, 3, 3, 3, 3) 75 154
[5|2 4] (2, 2, 1, 1, 1) (4, 3) 96 206
(1, 1, 1, 1, 1, 1) (2, 2, 2) 24 64
(2, 2, 2, 1, 1, 1) (3, 3, 3) 72 154
[5|3 3] (1, 1, 1, 1) (4) 90 200
(1, 1, 1, 1, 1) (3, 2) 45 103
(2, 1, 1, 1, 1) (3, 3) 63 136
(1, 1, 1, 1, 1, 1) (2, 2, 2) 27 64
(2, 2, 2, 1, 1, 1) (3, 3, 3) 81 163
[6|2 2 3] (1, 1, 1, 1, 1) (3, 2) 60 132
(2, 1, 1, 1, 1) (3, 3) 84 174
(1, 1, 1, 1, 1, 1) (2, 2, 2) 36 82
[7|2 2 2 2] (1, 1, 1, 1, 1, 1) (2, 2, 2) 48 100
Table 6.7: The particle content for the E6-GUT theories arising from our classification of sta-
ble, positive SU(3) monad bundles V on the Calabi-Yau threefold X. The number n27 of anti-
generations vanishes.
6.3.3 SO(10)-GUT Theories
Grand Unified theories with gauge group SO(10) are obtained from rank 4 bundles with structure
group SU(4). We have already shown the stability of positive rank 4 monad bundles V in Sec-
tion 6.2.3. As before, we have explicitly confirmed this general result for the rank 4 bundles in
our classification with Macaulay [136], by showing that H0(X,ΛpV ∗) for p = 1, 2, 3 vanishes. We
proceed to analyze the particle content of SO(10) GUT theories.
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6.3.3.1 Particle Content
Recall from Table 2, that for SO(10)-GUT theories we need to compute n16 = h
1(X,V ), n16 =
h1(X,V ∗) = h2(X,V ), n10 = h
1(X,∧2V ) and n1 = h1(X,V ⊗ V ∗).
Let us begin with the generations and anti-generations in 16 and 16. As in the case of rank 3
bundles, stability implies that H0(X,V ) = H3(X,V ) = 0 and, further, from the sequence (6.26),
also H2(X,V ) = H1(X,V ∗) is zero. Hence, as before, the number of anti-generations vanishes and
the number of generations can be computed from the index, so that
n16 = h
1(X,V ) = − ind(V ) , n16 = 0 . (6.50)
Thus, for the rank 4 bundles in Tables 4–8, the (negative) of the right-most column gives the
number of 16 representations.
Next, we need to compute the Higgs content which is given by n10 = h
1(X,∧2V ). It can
be shown in general that for generic maps g : B → C the number of 10 representations always
vanishes, that is
n10 = 0 . (6.51)
The proof is somewhat technical and can be found in Appendix B.3.2. Again, this result can be
readily verified using computer algebra.
Finally, we need to compute the number n1 of SO(10) singlets which is easily obtained from
Eq. (6.49). The results for the spectrum from rank 4 bundles are summarized in Table 6.8.
A vanishing number, n10, of Higgs particles is not desirable from a particle physics viewpoint.
One might, therefore, wonder whether more specific choices of the map g in (6.14) could produce
a non-zero value for n10. This problem has been encountered in Ref. [118, 153, 131] where the
spectrum of compactification was shown to depend on the region of moduli space. Specifically, it
was shown that the spectrum takes a generic form with possible enhancements in special regions
of the moduli space; this was dubbed the “jumping phenomenon” in [153, 131].
To see that a similar phenomenon can arise for monad bundles, let is consider the following
SU(4) bundle on the quintic, [4|5].
0→ V → O⊕2X (2) ⊕O⊕4X (1)
g−→ O⊕2X (4)→ 0 . (6.52)
This bundle and its particle content for a generic map g is given in the first line of Table 6.8. Now
we explicitly define the map g by
g =
(
4x23 9x
2
0 + x
2
2 8x
3
2 2x
3
3 4x
3
1 9x
3
1
x20 + 10x
2
2 x
2
1 9x
3
2 7x
3
3 9x
3
1 + x
3
2 x
3
1 + 7x
3
4
)
. (6.53)
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X {bi} {ci} n16 n1
[4|5] (2, 2, 1, 1, 1, 1) (4, 4) 90 277
(1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 30 112
(2, 2, 2, 1, 1, 1, 1) (4, 3, 3) 75 236
(2, 2, 2, 2, 1, 1, 1, 1) (3, 3, 3, 3) 60 193
[5|2 4] (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 48 159
[5|3 3] (1, 1, 1, 1, 1, 1) (3, 3) 72 213
(1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 54 166
(1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2) 36 113
[6|2 2 3] (1, 1, 1, 1, 1, 1, 1) (3, 2, 2) 72 213
(1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2) 48 145
Table 6.8: The particle content for the SO(10)-GUT theories arising from our classification of
stable, positive, SU(4) monad bundles V on the Calabi-Yau threefold X. The number n16 of anti-
generations vanishes. The number n10 vanishes for generic choices of the map g in the monad
sequence (6.14), but can be made non-vanishing with particular choices of g.
where x0, . . . , x4 are the homogeneous coordinates of P
4. This choice for g is no longer completely
generic, although the sequence (6.52) is still exact. Following the steps in Appendix B.2.4, we can
use Macaulay to calculate the spectrum for this case. We find
n16 = 90 , n16 = 0 , n10 = 13 , n1 = 277 . (6.54)
This is identical to the generic result in Table 6.8, except for the number of 10 representations
which has changed from 0 to 13.
6.3.4 SU(5)-GUT Theories
Finally, we should consider SU(5) GUT theories which originate from rank 5 bundles with struc-
ture group SU(5). To demonstrate their stability from Hoppe’s criterion we have to show that
H0(X,ΛpV ∗) for p = 1, 2, 3, 4 vanish. For p = 1, 2, 4 this has already been accomplished in Sec-
tion 6.2.3, so it remains to deal with the case p = 3.
Unfortunately, for p = 3 the long exterior power sequences (6.30) together with Kodaira vanish-
ing are not quite sufficient to prove that H0(X,Λ3V ∗) = 0. Indeed, writing down (6.29) for p = 3
we find
0→ S3C∗ → S2C∗ ⊗B∗ → K1 → 0 ,
0→ K1 → C∗ ⊗ ∧2B∗ → K2 → 0 , (6.55)
0→ K2 → ∧3B∗ → ∧3V ∗ → 0 .
Now, using the 3 intertwined long exact sequences in cohomology induced by the above 3 sequences,
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together with Kodaira vanishing for the negative bundles formed from the symmetric and anti-
symmetric powers of B∗ and C∗, we can only conclude that
H0(X,∧3V ∗) ≃ H2(X,K1) . (6.56)
We will now show that the stability proof can be completed by applying Koszul resolutions to our
rank 5 bundles. This technique makes explicit use of the embedding in the ambient space A = Pm
and its complexity grows with the number of co-dimensions of the Calabi-Yau manifold X in A.
We, therefore, start with the quintic, X = [4|5], the only co-dimension one example among the five
Calabi-Yau manifolds under consideration, before we proceed to the more complicated examples.
6.3.4.1 Stability for Rank 5 Bundles on the Quintic
For the quintic, the normal bundle is simply given by N = O(5) and the Koszul sequence (6.36),
applied to W = Λ3V∗, explicitly reads
0→ N ∗ ⊗ ∧3V∗ → ∧3V∗ → ∧3V ∗ → 0 . (6.57)
From this, we have the long exact sequence in cohomology,
0→ H0(A,N ∗ ⊗ ∧3V∗)→ H0(A,∧3V∗)→ H0(X,∧3V ∗)→ H1(A,N ∗ ⊗ ∧3V∗)→ ... (6.58)
Thus, if we knew H0(A,∧3V∗) and H1(A, N∗ ⊗ ∧3V∗), we could hope to determine H0(X,∧3V ∗)
itself. In fact, we can show that H0(A,∧3V∗) = H1(A, N∗ ⊗ ∧3V∗) = 0 by writing down the
ambient space version of the exterior power sequences (6.55) tensored by N ∗.
0 → N ∗ ⊗ S3C∗ h→ N ∗ ⊗ S2C∗ ⊗ B∗ → K1 → 0 ,
0 → N ∗ ⊗K1 → N ∗ ⊗ C∗ ⊗∧2B∗ → K2 → 0 , (6.59)
0 → K2 → N ∗ ⊗ ∧3B∗ → N ∗ ⊗ ∧3V∗ → 0 .
Since B∗, C∗ and N ∗ are all negative bundles, it follows that H0(A,∧3V∗) = 0 and h1(A,N ∗ ⊗
∧3V∗) = h3(A,K1) = ker(h′), where h′ : H4(A,N ∗ ⊗ S3C∗)→ H4(A,N ∗ ⊗ S2C∗ ⊗ B∗) is the map
induced from h above. Now, we note that since the ranks of the maps in the defining monads were
chosen, by construction, to be maximal rank, it follows that the induced map h in the exterior
power sequence is also maximal rank. To proceed further, we finally observe that for any generic,
maximal rank map h : U → W between two ambient space bundles U and W the induced map
h˜ : H0(A,U) → H0(A,W) is also maximal rank (see Appendix B.3.1). Since the sequences above
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are all defined over the ambient space and h is maximal rank, it follows from the above argument
that h′ is maximal rank and ker(h′) = 0. Therefore,
h1(A,N ∗ ⊗ ∧3V∗) = 0. (6.60)
Thus, returning to (6.58), we find that H0(X,∧3V ∗) = 0 and by Hoppe’s criterion, all generic,
positive SU(5) bundles are stable on the quintic.
6.3.4.2 The Co-dimension 2 and 3 Manifolds
The stability proof for our remaining rank 5 bundles is similar in approach, but slightly more
lengthy than that given in the previous subsection. In the interests of space, we will only give an
overview of it here. We recall from Subsection 6.3.1 that the remaining Calabi-Yau manifolds with
rank 5 bundles are defined by two and three constraints in P5 and P6 respectively. We first look at
the co-dimension two case.
For co-dimension two, the normal bundle takes the form N = O(q1) ⊕ O(q2) with q1, q2 > 0.
This time the Koszul sequence (6.36) is no longer short-exact, but reads
0→ ∧2N ∗ ⊗ ∧3V∗ → N ∗ ⊗ ∧3V∗ → ∧3V∗ ρ→ ∧3V ∗ → 0 . (6.61)
It can be split into two short exact sequences,
0 → ∧2N ∗ ⊗ ∧3V∗ → N ∗ ⊗ ∧3V∗ → K → 0 ,
0 → K → ∧3V∗ ρ→ ∧3V ∗ → 0 . (6.62)
From the long cohomology sequences of these two resolutions, we find thatH0(X,∧3V ∗) ≃H2(A,∧2N ∗⊗
∧3V∗) (since H0(A,∧3V∗) = H0(A,N ∗ ⊗ ∧3V∗) = 0 by the same arguments as before). Next, the
exterior power sequence (6.28), multiplied by Λ2N ∗ and written over P5 yields,
0 → ∧2N ∗ ⊗ S3C∗ h→ ∧2N ∗ ⊗ S2C∗ ⊗ B∗ → K1 → 0 ,
0 → K1 → ∧2N ∗ ⊗ C∗ ⊗ ∧2B∗ → K2 → 0 ,
0 → K2 → ∧2N ∗ ⊗ ∧3B∗ → ∧2N ∗ ⊗ ∧3V∗ → 0 . (6.63)
Once again, we find that H2(A,∧2N ∗ ⊗ ∧3V∗) ≃ H4(A,K1) and h4(A,K1) = ker(h′) where h′ :
H5(A,∧2N ∗ ⊗ S3C∗) → H5(A,∧2N ∗ ⊗ S2C∗ ⊗ B∗). As before, it follows from our definition of
the monad that h′ is maximal rank and ker(h′) = 0. Therefore, all positive rank 5 bundles on the
manifolds [5|2 4] and [5|3 3] are stable.
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X {bi} {ci} n10 n1
[4|5] (1, 1, 1, 1, 1, 1, 1, 1) (3, 3, 2) 45 202
(1, 1, 1, 1, 1, 1, 1, 1) (4, 2, 2) 60 262
(2, 2, 2, 2, 2, 1, 1, 1, 1, 1) (3, 3, 3, 3, 3) 75 301
[5|2 4] (1, 1, 1, 1, 1, 1, 1, 1) (3, 3, 2) 72 288
[5|3 3] (1, 1, 1, 1, 1, 1, 1, 1, 1) (3, 2, 2, 2) 63 243
(1, 1, 1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2, 2) 45 176
[6|2 2 3] (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) (2, 2, 2, 2, 2) 60 226
Table 6.9: The particle content for the SU(5)-GUT theories arising from our classification of stable,
positive, SU(5) monad bundles V on the Calabi-Yau threefold X. The number of n10’s, vanishes.
Further, n5 = n10. Moreover, n5 = 0 for generic choices of the map g in Eq. (6.14), and can be
made non-vanishing in special regions of moduli space.
With this analysis complete, we are left with only one rank 5 bundle on the co-dimension
3 manifold, [6|2 2 3], to consider. In this case, we could directly apply the Koszul resolution
techniques as above, with a normal bundle, N = O(2) ⊕ O(2) ⊕ O(3), and higher antisymmetric
powers in the Koszul resolution (6.36). Note, however, that in this case we are not assured that the
dual sequence (6.18) is well defined on the ambient space, since the numeric criteria in Theorem
6.2.2 are not satisfied on P6. However, we can still compute the cohomology of the relevant sheaves
on P6. The calculation is lengthy, but straightforward.
It is worth noting that there is an alternative approach to this case. Instead of viewing the
Koszul resolution as describing the restriction of objects on Pm to the Calabi-Yau, we may view
X = [6|2 2 3] as a sub-variety in the 4-fold Y = [6|2 2]. Then we may apply the Koszul techniques
exactly as before, viewing the normal bundle to the Calabi-Yau as a line bundle, OY (3) in [6|2 2].
The analysis then reduces to that described for the co-dimension 1 case (6.57) (that is, that of the
rank 5 bundles on the quintic). A straightforward calculation shows that H0(X,∧3V ∗) = 0 and
the final rank 5 bundle is stable.
6.3.4.3 Particle Content
We have shown, using the Koszul sequence, that all positive rank 5 bundles in our classification
are stable. Let us now analyze their particle spectrum. From Table 2, we need to compute
n10 = h
1(X,V ∗) = h2(X,V ), n10 = h
1(X,V ), n5 = h
1(X,∧2V ), n5 = h1(X,∧2V ∗) = h2(X,∧2V ),
and n1 = h
1(X,V ⊗ V ∗). As for rank 4 and 5 bundles, we have h0(X,V ) = h3(X,V ) = 0 from
stability and h2(X,V ) = 0 from the sequence (6.26). Consequently, we find
n10 = h
1(X,V ∗), n10 = h
1(X,V ) = −ind(V ) . (6.64)
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As before, we have no anti-generations and the (negative) of the index, listed in right-most column
of Tables 4–7, gives the number n10 for all rank 5 bundles. We include these in Table 6.9 for
reference.
Next, we need to compute the H1(X,∧2V ) and H2(X,∧2V ). From the above arguments we
know that V is stable; hence ∧2V is also stable and thus H0(X,∧2V ) and H3(X,∧2V ) both
vanish (recall that we have already shown explicitly that H0(X,∧2V ∗) = H3(X,∧2V ) vanishes).
Therefore, applying the index theorem (5.24) to Λ2V we have
− h1(X,∧2V ) + h2(X,∧2V ) = ind(∧2V ) = 1
2
∫
X
c3(∧2V ) . (6.65)
For SU(n) bundles one has (see Eq. (339) of Ref. [131]),
c3(∧2V ) = (n− 4)c3(V ) . (6.66)
Hence, combining (6.65) and (6.66), we find the relation
− n5 + n5 = ind(V ) = −n10 . (6.67)
We still need to compute one of the numbers n5 and n5. Macaulay [136] can very easily calculate
n5 = h
1(X,∧2V ∗) = h2(X,∧2V ). It turns out that
n5 = 0 (6.68)
for all rank 5 bundles and generic choices 5 of the map g. From Eq. (6.67) this implies
n5 = n10 , (6.69)
and, hence, the complete spectrum is determined by n10 and n1. We have listed these numbers
in Table 6.9.
6.4 Conclusion
In this chapter, we have presented a classification of positive SU(n) monad bundles on the five
Calabi-Yau manifolds defined by complete intersections in a single projective space. We have
required that these bundles can be incorporated into a consistent heterotic compactification where
the heterotic anomaly cancellation condition can be satisfied by including an appropriately wrapped
five-brane. In addition, we have imposed two “physical” conditions, namely that the rank of bundle
5Presumably, n5 can be different from zero for non-generic choices of the map g, similar to the case of n10 for rank
4 bundles.
106
be n = 3, 4, 5 (in order to obtain a suitable grand unification group) and that the index of the bundle
(that is, the chiral asymmetry) is a non-zero multiple of three. Given these conditions, we found 37
bundles on the five Calabi-Yau manifolds in question, 20 for rank 3, 10 for rank 4 and 7 for rank 5.
Using a simple criterion due to Hoppe, we have shown that all these bundles are stable and, hence,
lead to supersymmetric compactifications. We have also computed the full particle spectrum for
all 37 cases, including the number of gauge singlets. A generic feature of all our bundles is that the
number of anti-generations vanishes.
These results show that a combination of analytic computations and computer algebra can be
used to analyze a class of models algorithmically. In particular, we have seen that the notoriously
difficult problem of proving stability can be addressed systematically and that the full particle
spectra can be obtained for all cases. Although the final number of models is still relatively small
we expect that these methods can be extended to much larger classes of Calabi-Yau manifolds,
such as complete intersections in products of projective spaces and in weighted projective spaces.
Such a large-scale analysis which leads to a substantial number of examples with broadly the right
physical properties is the subject of the next Chapter.
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Chapter 7
Compactifying on Complete
Intersection Calabi-Yau Manifolds
7.1 Introduction
As we saw in the previous chapter, the monad construction of vector bundles can be used to
algorithmically construct heterotic models. We can produce four-dimensional effective theories
with the gauge groups of grand unified theories (GUTs) and under suitable symmetry breaking
(i.e. Wilson lines, etc) they can contain the symmetry of the standard model. While the cyclic
Calabi-Yau manifolds provide a good test of our methodology, it is our ultimate goal in this work
to construct a large class of heterotic models and present the detailed techniques for analyzing
them. To this end, we now greatly extend our class of bundles and manifolds by generalizing the
techniques to build bundles over much larger data set: the 7890 complete intersection Calabi-Yau
manifolds (CICYs).
It is our hope that by formulating a systematic construction of a large class of vector bundles
over an explicit and relatively simple set of Calabi-Yau manifolds, we can build a substantial
number of heterotic models which can be thoroughly scanned for physically relevant properties. In
the following sections, we begin by reviewing the constructions of complete intersection Calabi-Yau
manifolds and the monad construction of vector bundles over these spaces.
Of the CICYs, 4515 are the so called “favorable” manifolds which possess a simple Ka¨hler
structure: the Ka¨hler forms, J of the manifold X descend directly from those in the ambient
projective space. That is, for a favorable CICY defined in A = Pn1 × . . .Pnm, h1,1(TX) = m. We
shall use these manifolds as our starting set. And construct positive monad bundles over them. In
particular, we review how bundles can be constructed as the kernels and cokernals of maps between
direct sums of line bundles and how the topological data (chern classes, cohomology groups, etc)
for such bundles can be obtained.
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For such positive monads, we once again prove that the number of physically relevant bundles
is finite. We show that of the over 4000 manifolds at our disposal, only 36 admit realistic positive
monad models. Over these 36 manifolds we find 7118 bundles. For these models we can compute
the spectra using general techniques. As in the cyclic case, we find no anti-generations and the
Higgs particle content depends on the bundle moduli. While we do not yet prove stability of these
bundles in this chapter, we show that for all bundles H0(X,V ) = H0(X,V ∗) = 0, a non-trivial
check of stability for SU(n) bundles.
In chapter 6, a computational framework was developed for the 5 cyclic Calabi-Yau manifolds
using a combination of analytic results and computational algebraic geometry computer pack-
ages. However, since existing computer packages do not yet handle manifolds as complicated as
the CICYs; for this work it is clear that we must develop new analytic techniques and computer
applications. In this chapter and the following chapters, we will continue to develop our algorith-
mic approach to heterotic model building by addressing the mathematical obstacles to computing
particle spectra and proving bundle stability.
7.2 Complete Intersection Calabi-Yau Threefolds
To begin our construction of vector bundles for heterotic models, we turn first to the compact
Calabi-Yau spaces. Ever since the realization that Calabi-Yau three-folds played a central role in
superstring compactification [93], constructions of so-called “complete intersection Calabi-Yaus”
(CICYs) [154, 155] have been a topic of interest. Indeed, this method of Calabi-Yau construction
was used in one of the first attempts to systematically study families of Calabi-Yau manifolds.
Subsequent work, especially in light of mirror symmetry, was carried out in explicit mathematical
detail [156, 157, 158, 159, 110] for half a decade, culminating in the comprehensive review [103]
on the subject. The manifolds in [24], used to illustrate a new algorithmic approach in heterotic
compactification, are special cases of these CICYs.
Unfortunately, much of the original data was stored on computer media, such as magnetic tapes
at CERN, which have been rendered obsolete by progress. Partial results, including, the list of the
CICY threefolds themselves, can be found on the Calabi-Yau Homepage [160]. In this section, we
shall resurrect some of the useful facts concerning the CICY threefolds, which will be of importance
to our bundle constructions later. We will present only the essentials, leaving most of the details
to Appendix B.5.
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7.2.1 Configuration Matrices and Classification
We are interested in manifolds X which can be described as algebraic varieties, that is, as intersec-
tions of the zero loci of K polynomials {pj}j=1,...,K in an ambient space A. For our purpose, we will
consider ambient spaces A = Pn1×. . .×Pnm given by a product ofm ordinary projective spaces with
dimensions nr. We denote the projective coordinates of each factor P
nr by [x
(r)
0 : x
(r)
1 : . . . : x
(r)
nr ],
its Kahler form by Jr and the k
th power of the hyperplane bundle by OPnr (k). The Kahler forms
are normalised such that ∫
Pnr
Jnrr = 1 . (7.1)
The manifold X is called a complete intersection if the dimension of X is equal the dimension of A
minus the number of polynomials. This is, in a sense, the optimal way in which polynomials can
intersect. To obtain threefolds X from complete intersections we then need
m∑
r=1
nr −K = 3 . (7.2)
Each of the defining homogeneous polynomials pj can be characterised by its multi-degree qj =
(q1j , . . . , q
m
j ), where q
r
j specifies the degree of pj in the coordinates x
(r) of the factor Pnr in A. A
convenient way to encode this information is by a configuration matrix
Pn1 q11 q
1
2 . . . q
1
K
Pn2 q21 q
2
2 . . . q
2
K
...
...
...
. . .
...
Pnm qm1 q
m
2 . . . q
m
K

m×K
. (7.3)
Note that the jth column of this matrix contains the multi-degree of the polynomial pj. In order
that the resulting manifold be Calabi-Yau, the condition
K∑
j=1
qrj = nr + 1 ∀r = 1, . . . ,m (7.4)
needs to imposed (essentially to guarantee that c1(TX) vanishes). Henceforth, a CICY shall mean
a Calabi-Yau threefold, specified by the configuration matrix (7.3), satisfying the conditions (7.2)
and (7.4). In fact, the condition (7.4) even obviates the need for the first column Pn1 . . .Pnm in the
configuration matrix. Subsequently, we will frequently need the normal bundle N of X in A which
is given by
N =
K⊕
j=1
OA(qj) . (7.5)
Here and in the following we employ the short-hand notation OA(k) = OPn1 (k1) ⊗ · · · ⊗ OPnr (kr)
for line bundles on the ambient space A.
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As an archetypal example, the famous quintic in P4 is simply denoted as “[4|5]”. One might
immediately ask how many possible non-isomorphic (one obvious isomorphism being row and col-
umn permutations) configurations could there be. This question was nicely settled in [154, 157]
and the number is, remarkably, finite. A total of 7890 is found and can be accessed at [160]. We
have compiled an electronic list of these CICYs which contains all the essential information includ-
ing configuration matrices, Euler numbers χ(X), second Chern classes c2(TX), Hodge numbers
h1,1(X) and h2,1(X) and allows for easy calculation of triple intersection numbers. It also contains
previously unknown information, in particular about redundancies within the CICY list. This data
underlies many of the subsequent calculations for monad bundles on CICYs. For more details on
this “legacy” subject see Appendix B.5.
7.2.2 Favorable Configurations
Our choice of complete intersection Calabi-Yau manifolds is motivated largely by the explicit and
relatively simple nature of the constructions. Perhaps the most valuable advantage of the presence
of the ambient space A is the existence of relatively straightforward methods to identify discrete
symmetries, a crucial step for the implementation of Wilson line breaking. To take maximal
advantage of the presence of the ambient space we will focus on CICYs for which this explicit
embedding is particularly useful. For some CICYs, the second cohomology H2(X) is not entirely
spanned by the restrictions of the ambient space Kahler forms Jr. For example, in the case of
the well-known Tian-Yau manifold, X =
[
3
3
∣∣∣∣ 3 0 10 3 1
]
, there are two Kahler forms descending
from the two P3’s, but h1,1(X) = 14. Here, we would like to focus on CICYs X for which the
second cohomology is entirely spanned by the ambient space Kahler forms and which are, hence,
characterised by
h1,1(X) = m = # of Pn’s.
We shall call manifolds with this property favourable. Such favourable CICYs offer a number of
considerable practical advantages. The Kahler cone, that is the set of allowed Kahler forms J on
X, is simply given by {J = trJr | tr ≥ 0}, where tr are the Kahler moduli. Further, the set of all
line bundles on X, the Picard group Pic(X), is isomorphic to Zm, so line bundles on X can be
characterised by an integer vector k = (k1, . . . , km). We denote these line bundles by OX(k) and
they can be obtained by restricting their ambient space counterparts OA(k) to X. We can also
introduce a dual basis {νr} of H4(X,Z), satisfying∫
X
νr ∧ Js = δrs , (7.6)
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and, via Poincare´ duality H4(X,Z) ≃ H2(X,Z), we can use this basis to describe the second integer
homology ofX. The effective classesW ∈ H2(X,Z) then correspond precisely to the positive integer
linear combinations of νr, that is wrν
r with wr ≥ 0. This property makes checking our version of
the anomaly cancellation condition (5.12) very simple. If we expand second Chern classes in the
basis {νr}, writing c2(U) = c2r(U)νr for any bundle U , then the condition (5.12) simply turns into
the inequalities
c2r(V ) ≤ c2r(TX) . (7.7)
The triple intersection numbers drst of favourable CICYs X can simply be obtained by integration
drst =
∫
X
Jr ∧ Js ∧ Jt (7.8)
of the Kahler forms over X. In practical calculations of the second Chern class (or the second
Chern characters), one usually arrives at an expansion of the form c2(U) = c
rs
2 (U)Jr ∧ Js. It is
useful to note that the conversion into the basis νr involves a contraction with the intersection
numbers (B.34), that is,
c2r(U) = drstc
st
2 (U) . (7.9)
Scanning through the CICY data, we find that there is a total of 4515 CICYs which are
favourable. This is still a large dataset and we shall henceforth restrict our attention to these.
7.3 Line bundles on CICYs
As we will see, line bundles on CICYs are the main building blocks of the monad bundles considered
in this Chapter, so we need to know their detailed properties. In particular we need to be able to
fully determine the cohomology of line bundles on CICYs. We will return to this problem shortly
after briefly reviewing a few more elementary properties. For an ambient space A with m projective
factors, we consider a generic line bundle L = OX(k) on a CICY X, where k = (k1, . . . , km) is an
m-dimensional integer vector. The Chern characters of such a line bundle are given by
ch1(L) = c1(L) = k
rJr
ch2(L) =
1
2k
rksJr ∧ Js
ch3(L) =
1
6k
rksktJr ∧ Js ∧ Jt ,
(7.10)
with implicit summation in r, s, t = 1, . . . ,m. Note that every line bundle on a CY 3-fold is uniquely
classified by its first Chern class, as can be seen explicitly from the above expression for ch1. The
dual of the line bundle L is simply given by L∗ = OX(−k). Using the Atiyah-Singer index theorem
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[20], the index of L can be written as
ind(L) ≡
3∑
q=0
(−1)qhq(X,L) =
∫
X
ch(L) ∧ Td(X) =
∫
X
[
ch
3
(L) +
1
12
ch
2
(TX) ∧ c1(L)
]
=
1
6
(
drstk
rkskt +
1
2
krc2r(TX)
)
. (7.11)
A special class of line bundles are the so-called positive line bundles which, in the present case,
are the line bundles L = OX(k) with all kr > 0. The Kodaira vanishing theorem (B.26) applies
to such positive bundles and (given the canonical bundle KX of a Calabi-Yau manifold is trivial)
it implies that hq(X,L) = 0 for all q 6= 0. This means that h0(X,L) is the only non-vanishing
cohomology and it can, hence, be easily calculated from the index (7.11) since h0(X,L) = ind(L).
The situation is just as simple for negative line bundles L, that is line bundles for which L∗ is
positive. In our case, the negative line bundles L = OX(k) are of course the ones with all kr < 0.
Applying the Kodaira vanishing theorem to L∗ = O(−k) and then using Serre duality it follows
that h3(X,L) is the only non-vanishing cohomology of a negative line bundle. Again, it can be
computed from the index using h3(X,L) = −ind(V ). These result for positive and negative line
bundles can also be checked using the techniques of spectral sequences. In this case, the dimension
of the single non-zero cohomology can be computed without explicitly knowledge of the Leray maps
di (see Chapter 8) between cohomologies. One more general statement can be made. It turns out
that semi-positive line bundles, that is line bundles L = OX(k), where kr ≥ 0 for all r, always have
at least one section, so h0(X,L) > 0. One might be tempted to conclude that the line bundles with
sections are precisely the semi-positive ones. While this is indeed the case for some CICYs it is
by no means always true and for some CICYs the class of line bundles with a section is genuinely
larger than the class of semi-positive line bundles.
Further quantitative statements about the cohomology of line bundles L = O(k) containing
“mixed” or zero entries kr are not so easily obtained. For a general line bundle with mixed sign
or zero entries, computing the dimensions hq(X,OX (k)) does require explicit information about
the dimensions of kernels and ranks of the Leray maps di in (8.12). Fortunately, this information
can be obtained based on a computational variation of the Bott-Borel-Weil theorem. In this way,
we are able to calculate all line bundle cohomologies on favourable CICYs explicitly. The details
are technical and are explained in Chapter 8. The general result involves a large number of case
distinctions, analogous to but significantly more complex than the Bott formula (B.24) for line
bundle cohomology over Pn.
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As an illustration, we provide a “generalised Bott formula” for mixed line bundles of the form
OX(−k,m) with k ≥ 1, and m ≥ 0 on the manifold X =
[
1
3
∣∣∣∣ 24
]
. We find that
hq(X,OX (−k,m)) =

(k + 1)
(m
3
)− (k − 1)(m+33 ) q = 0 k < (1+2m)(6+m+m2)3(2+3m(1−m))
(k − 1)(m+33 )− (k + 1)(m3 ) q = 1 k > (1+2m)(6+m+m2)3(2+3m(1−m))
0 otherwise
. (7.12)
where
(n
m
)
is the usual binomial coefficient with the convention that
( 0
m
)
= 1.
It should be clear from the above formula that the analytic cohomology of a line bundle with
mixed positive/negative entries on an arbitrary CICY is a complicated object in general. We
present the outline of our algorithm for computing the cohomology of an arbitrary line bundle and
its computer implementation in Chapter 8.
7.4 The monad construction on CICYs
As was discussed in Ref. [24], large classes of vector bundles can be constructed over projective
varieties using a variant of Horrock’s monad construction [142]. Vector bundles defined through
the monad short exact sequences can be thought of as kernels of maps between direct sums of line
bundles. For reviews of this construction and some of its applications, see Ref. [142, 130]. The
monad bundles V considered in this Chapter are defined through the short exact sequence
0→ V → B f−→ C → 0 , where
B =
rB⊕
i=1
OX(bi) , C =
rC⊕
j=1
OX(cj) . (7.13)
are sums of line bundles with ranks rB and rC , respectively. From the exactness of (7.13), it follows
that the bundle V is defined as
V = ker(f) . (7.14)
The rank n of V is easily seen, by exactness of (7.13), to be
n = rk(V ) = rB − rC . (7.15)
Because the Calabi-Yau manifolds discussed in this work are defined as complete intersection hy-
persurfaces in a product of projective spaces, we can write a short exact sequence analogous to
(7.13) but over the ambient space, A.
0→ V → B f˜−→ C → 0 , where
B =
rB⊕
i=1
OA(bi) , C =
rC⊕
j=1
OA(cj) . (7.16)
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Here, the map f˜ is a matrix whose entries are homogeneous polynomials of (multi-)degree cj −bi.
The sequence (7.16) defines a coherent sheaf V on A whose restriction to X is V (and additionally
the map f can be viewed as the restriction of f˜).
A number of mathematical constraints should be imposed on the above monad construction.
Bundleness: It is not a priori obvious that the exact sequence (6.14) indeed defines a bundle
rather than a coherent sheaf. However, thanks to a theorem of Fulton and Lazarsfeld [145] this
is the case provided two conditions are satisfied (see also [24, 134]). First, all line bundles in C
should be greater or equal than all line bundles in B. By this we mean that crj ≥ bri for all r, i
and j. Second, the map f : B → C should be sufficiently generic 1. Phrased in terms of ambient
space language this means that the map f˜ : B → C should be made up from sufficiently generic
homogeneous polynomials of degree cj − bi. We will henceforth require these two conditions. An
immediate consequence of V being a bundle is that (7.13) can be dualized to the short exact
sequence
0→ C∗ f
T
−→ B∗ → V ∗ → 0 , (7.17)
so that the dual bundle V ∗ is given by
V ∗ = coker(fT ) . (7.18)
Non-triviliaty: The above constraint on the integers crj and b
r
i can be slightly strengthened.
Suppose that a monad bundle V is defined by the short exact sequence
0→ V → B ⊕R f
′
−→ C ⊕R→ 0 , (7.19)
where the repeated summand R is a line bundle or direct sum of line bundles. The so-defined
bundle V is indeed equivalent to the one defined by the sequence (6.14), so the common summand
R is, in fact, irrelevant [142]. To exclude common line bundles in B and C we should demand that
all line bundles in C are strictly greater than all line bundles in B. By this we mean that crj ≥ bri
for all r, i and j and, in addition, that for all i and j strict inequality, crj > b
r
i , holds for at least
one r (which can depend on i and j).
1The actual condition of Fulton and Lazarfeld’s theorem [145], apart from genericity of f , is that C∗⊗B is globally
generated so has at least rBrC sections. This is indeed the case if c
r
j ≥ b
r
i for all r, i and j since, in this case, the line
bundles OX(cj −bi) which make up C
∗⊗B are semi-positive so have at least one section each. On some CICYs the
line bundles with sections extend beyond the semi-positive ones, as discussed earlier, and for those CICYs one can
likely allow monads where some of the entries in C are smaller than the ones in B and still preserve “bundleness” of
V . In the present Chapter, we will not pursue this very case-dependent possibility further.
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Positivity: We require that all line bundles in B and C are positive, that is bri > 0 and c
r
j > 0
for all i, j and r. Monads discussed in the physics literature [104, 130, 125, 127] have typically
been of this type and we will refer to them as positive monads. The reasons for this constraint
are mainly of a practical nature. We have seen in our discussion of line bundles on CICYs that
the cohomology of positive line bundles is particularly simple and easy to calculate from the index
theorem. This fact significantly simplifies the analysis of positive monads. Furthermore, experience
seems to indicate that non-positive bundles are ”more likely” to be unstable. As an extreme case,
one can show (see Chapter 9 that monads constructed only from negative line bundles are unstable.
Of course we are not implying that all non-positive monads are unstable. In fact, in a forthcoming
paper we investigate such non-positive monads [161] and we will show that allowing zero entries
can still be consistent with stability. However, from the point of view of stability, starting with
positive monads seems the safest bet, and we will focus on this class in the present work.
In addition to the constraints of a more mathematical nature above we should consider physical
constraints (see Chapter 5). To formulate them we need explicit expressions for the Chern classes
of monad bundles. One finds
rk(V ) = rB − rC = n ,
cr1(V ) =
rB∑
i=1
bri −
rC∑
j=1
crj ,
c2r(V =
1
2
drst
 rC∑
j=1
csjc
t
j −
rB∑
i=1
bsi b
t
i
 , (7.20)
c3(V ) =
1
3
drst
 rB∑
i=1
bri b
s
i b
t
i −
rC∑
j=1
crjc
s
jc
t
j
 ,
where drst are the triple intersection numbers (7.8) on X and the relations for c2r(V ) and c3(V )
have been simplified assuming that cr1(V ) = 0. Then we need to impose two physics constraints.
Correct structure group: To have bundles with structure group SU(n) where n = 3, 4, 5 we
first of all need that n = rB − rC = 3, 4, 5. In addition, the first Chern class of V needs to vanish
which, from the second Eq. (7.20), can be expressed as
Sr :=
rC+n∑
i=1
bri =
rC∑
j=1
crj ∀r = 1, . . . , k . (7.21)
We have defined the quantities Sr which represent the first Chern classes of B and C and will be
useful for the classification of positive monads below.
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Anomaly cancellation/effectiveness: As we have seen this condition can be stated in the
simple form (5.30). Inserting the above expression for the second Chern class gives
drst
 rC∑
j=1
csjc
t
j −
rB∑
i=1
bsi b
t
i
 ≤ 2c2r(TX) ∀r . (7.22)
In addition, we should of course prove stability of positive monads, a task which will be system-
atically dealt with in Chapter 9. This completes the set-up of monads bundles. To summarise, we
will consider monad bundles V of rank 3, 4 or 5, defined by the short exact sequence (7.13) with
positive line bundles only. In addition, all line bundles in C must be strictly greater than all line
bundles in B and the two constraints (7.21) and (7.22) must be satisfied.
7.5 Classification of positive monads on CICYs
An obvious question is whether the class of monads defined in the previous section is finite. In this
section, we show that this is indeed the case and subsequently classify all such monads.
We start by stating the classification problem in a more formal way. For any favourable CICY
manifold X with second Chern class c2r(TX) and triple intersection numbers drst, defined in a
product of m projective spaces, and for any n = 3, 4, 5, we wish to find all sets of integers bri and
crj , where r = 1, . . . ,m, i = 1, . . . , rB = rC + n and j = 1, . . . , rC satisfying the conditions
1. bri ≥ 1 , crj ≥ 1 , ∀i, j, r;
2. crj ≥ brj , ∀i, j, r;
3. ∀i, j there exists at least one r such that crj > bri ;
4.
rB∑
i=1
bri =
rC∑
j=1
crj = S
r , ∀r; (7.23)
5. drst
 rC∑
j=1
csjc
t
j −
rB∑
i=1
bsi b
t
i
 ≤ 2c2r(TX) ∀r .
Our first task is to show that this defines a finite class. Although all that is involved are simple
manipulations of inequalities it is not complete obvious at first which approach to take. We start
by defining the maxima brmax = maxi{bri }, minima crmin = minj{crj} and their differences θr =
crmin − brmax ≥ 0 which are of course positive for all r. Then we can write
bri = b
r
max − T ri , crj = crmin +Drj , (7.24)
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where T ri and D
r
j are the deviations from the maximum and minimum values. It is also useful to
introduce the sums
T r =
rB∑
i=1
T ri , D
r =
rC∑
j=1
Drj (7.25)
of these deviations. Given theses definitions, it is easy to see that
Sr = brmaxrB − T r , Sr = crminrC +Dr . (7.26)
Subtracting these two equations and using rB = rC + n it follows that
θrrC + (D
r + T r) = nbrmax . (7.27)
We will use this identity shortly. Next, from the definition (7.21), and since all cjs ≥ 1, we obtain
the two inequalities
Sr ≥
rC∑
j=1
Ir = rCI
r , Sr ≤
rB∑
i=1
brmax = b
r
maxrB , ∀ r , (7.28)
where Is is a vector with all entries being 1. After this preparation, we come to the key part of the
argument which involves working out the consequences of condition 5 in (7.23).
2c2r(TX) ≥ drst
(
rC∑
j=1
csjc
t
j −
rB∑
i=1
bsi b
t
i
)
= drst
(
rC∑
j=1
(csmin +D
s
j)c
t
j −
rB∑
i=1
(bsmax − T si )bti
)
inserting (7.24)
= drst
(
(csmin − bsmax)St +
rC∑
j=1
Dsjc
t
j +
rB∑
i=1
T si b
t
i
)
using (7.21)
≥ drst
(
θsSt + (Ds + T s)It
)
since ctj , b
t
i ≥ 1 ,using (7.25)
≥ drst
(
θs(rCI
t) + (Ds + T s)It
)
by first inequality (7.28)
= drst
(
nbsmaxI
t
)
from (7.27)
≥ nrB drst
(
SsIt
)
by second inequality
(7.29)
From the second last line in the above chain of inequalities, we can also express this result as a
bound in the variables brmax (the maximum entries the bundle B can have in each projective space),
resulting in
2c2r(TX) ≥ n
∑
s,t
drstb
s
max . (7.30)
It turns out that the matrices
∑
t drst are always non-singular, so this equation provides an upper
bound for brmax. Moreover, since each b
r
max ∈ Z≥1, and since the matrix n
∑
t drst has entries in
Z≥0, Eq. (7.30) may not have solutions for all manifolds. In fact, of the 4515 favourable CICYs,
Eq. (7.30) immediately eliminates all but 63 which include the 5 cyclic ones studied in Ref. [24].
One finds that the values for brmax are very small indeed and never exceed 6.
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So far, we have bounded the maximal entries of the bundle B. What about rB , the rank of B?
It turns out there are various ways to derive an upper bound on rB . First note that, from the third
condition in (7.23), for all j ∈ {1, . . . , rC}, there exists a σ ∈ {1, . . . ,m}, call it σ(j), such that
crj − brmax ≥ δrσ(j) . (7.31)
Introduce
νr =
rC∑
j=1
δrσ(j) , (7.32)
the number of line bundles in C which are bigger than the ones in B due to the r-th entry. Since
all line bundles in C are bigger than the ones in B it follows that
m∑
r=1
νr = rC = rB + n . (7.33)
We conclude that
rBb
r
max ≥
rB∑
i=1
bri =
rC∑
j=1
crj ≥
rC∑
j=1
(brmax + δ
rσ(j)) = rcb
r
max + ν
r (7.34)
and, hence, that nbrmax ≥ νr. Summing this result over r one easily finds that
rB ≤ n
(
1 +
m∑
r=1
brmax
)
. (7.35)
Since we have already bounded brmax (independently of rB) this provides an upper bound for rB .
This shows that our class of bundles is indeed finite. While the above bound is simple, for the
practical purpose of classifying all bundles it often turns out to be too weak, and requires com-
putationally expensive scanning of monads with large rB and, hence, a large number of integer
entries. Based on Eq. (7.35) alone, a classification on a desktop machine is likely impossible. For-
tunately, one can derive other constraints on rB which in many cases turn out to be stronger. Using
nbrmax ≥ νr in Eq. (7.30) leads to ∑
r,s
drstν
t ≤ 2c2r(TX) . (7.36)
For each CICY, one can find all integer solutions (νr) (subject to the constraint νr ≥ 0, of course)
to this equation and then calculate the maximal possible value for rB from Eq. (7.33). Finally,
starting again from condition 5 of (7.23) we find
2c2r(TX) ≥ drst
[
rC∑
j=1
csjc
t
j −
rB∑
i=1
bsi b
t
i
]
≥ drst
[
rC∑
j=1
(bsmax + δ
sσ(j))(btmax + δ
tσ(j))−
rB∑
i=1
bsi b
t
i
]
= drst
[
rC∑
j=1
bsmaxb
t
max −
rB∑
i=1
bsi b
t
i + 2ν
sbtmax + δ
t
sν
t
]
≥ drst
[−nbsmaxbtmax + 2νsbtmax + δtsνt] .
(7.37)
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Config No.Bundles Config No.Bundles Config No.Bundles Config No.Bundles
[5] (20, 14, 9) [3 3] (5, 3, 2) [4 2] (7, 5, 3) [3 2 2] (3, 2, 1)
[2 2 2 2] (2, 1, 0)
h
2
4
i
(611, 308, 56)
h
3
3
i
(62, 43, 14)
h
0 2
2 3
i
(80, 12, 0)h
0 2
3 2
i
(12, 5, , 0)
h
0 2
4 1
i
(126, 17, 0)
h
1 1
3 2
i
(15, 8, 0)
h
1 1
4 1
i
(153, 35, 19)h
2 1
1 3
i
(3, 0, 0)
h
2 1
2 2
i
(5, 0, 0)
h
2 1
3 1
i
(13, 2, 0)
h
0 0 2
2 2 2
i
(5, 0, 0)h
0 0 2
3 2 1
i
(5, 0, 0)
h
0 1 1
2 2 2
i
(5, 0, 0)
h
0 1 1
2 3 1
i
(12, 5, 0)
h
0 1 1
3 2 1
i
(8, 0, 0)h
0 1 1
4 1 1
i
(126, 17, 0)
h
0 2 1
2 2 1
i
(2, 0, 0)
h
1 1 1
3 1 1
i
(2, 0, 0)
h
2 1 1
2 1 1
i
(1, 0, 0)h
0 0 1 1
2 2 2 1
i
(3, 0, 0)
h
0 0 1 1
3 2 1 1
i
(5, 0, 0)
»
2
2
3
–
(553, 232, 0)
»
0 2
1 2
1 2
–
(8, 0, 0)
»
1 1
0 2
1 3
–
(74, 0, 0)
»
1 1
0 2
2 2
–
(9, 0, 0)
»
1 1
1 1
1 3
–
(25, 0, 0)
»
1 1
1 1
2 2
–
(9, 0, 0)
»
1 1
1 2
0 3
–
(34, 0, 0)
»
1 1
2 1
2 1
–
(3, 0, 0)
»
1 1 0
1 0 1
3 1 1
–
(9, 0, 0)
2
422
2
2
3
5 (3665, 625, 0)
Table 7.1: The 36 manifolds which admit positive monads. The No.Bundles column next to each
manifold is a triple, corresponding to the numbers of respectively ranks 3,4, and 5 monads.
Rewriting this as an system of linear inequalities for νs, we have that
∑
s
(
2
∑
t
drstb
t
max + drss
)
νs ≤ 2c2r(TX) + ndrstbsmaxbtmax . (7.38)
Again, this equation can be solved for all non-negative integers νr since bmaxs is bounded from (7.30)
and, subsequently, we can compute the maximal rB from Eq. (7.33). In practice, we evaluate all
three bound (7.35), (7.36), (7.38) for every CICY and use the minimum value obtained. In this
way we find maximal values for rB ranging from 8 to 22 depending on the CICY.
The explicit classification is now simply a matter of computer search. For each of the 63 CICYs
with solutions to the inequality (7.30) we scan over all allowed values of n, rB and over all values
for Sr subject to the last inequality in (7.29). For each fixed set of these quantities we then
generate all multi-partitions of entries bri and c
r
j eliminating, of course, trivial redundancies due to
permutations. Upon performing this scan, we find that positive monad bundles only exist over 36
favourable CICYs (out of the 63 which passed the initial test). These 36 manifolds (tabulated in
Appendix B.6)together with the number of monad bundles over them, are listed in Table 7.1. In
total, we find 7118 positive monad bundles. These include the 77 positive monad bundles on the 5
cyclic CICYs (these are the CICYs with h1,1(X) = 1) found in Ref. [24]. Some explicit examples
are listed in Table 7.2. Focusing on the different ranks of V considered, we find 5680 bundles of
rank 3, 1334 of rank 4, and 104 of rank 5 on these 36 manifolds. To get an idea of the distribution,
in part (a) of Fig. 7.1 we have plotted the number of monads as a function of the index ind(V ).
It seems, at first glance, that the distribution is roughly Gaussian. For comparison, in part (b) of
Fig. 7.1, we have plotted the number of monads which satisfy the 3-generation constraints (5.31).
The same data, but split up into the three cases n = 3, 4, 5 for the rank of V , is shown in Fig. 7.2.
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CICY X B C rk(V )
[
c2(TX)
c2(V )
]
ind(V ) = 1
2
c3(V )
1 2
1 2
1 2
1 2
 OX(1, 1, 1, 1)⊕8
OX(5, 1, 1, 1)
⊕OX(1, 5, 1, 1)
⊕OX(1, 1, 5, 1)
⊕OX(1, 1, 1, 5)
4
[
(24, 24, 24, 24)
(24, 24, 24, 24)
]
−64
 1 1 12 2 1
2 2 1
 OX(1, 1, 1)⊕10 OX(1, 1, 2)⊕3⊕OX(1, 2, 1)⊕3
⊕OX(4, 1, 1)
3
[
(24, 36, 36)
(24, 36, 36)
]
−69[
1 2
3 4
]
OX(1, 1)⊕11 OX(6, 1)⊕OX(1, 2)⊕5 5
[
(24, 44)
(20, 30)
]
−40
[4|5] OX(1)⊕6 OX(2)⊕3 3
[
(50)
(15)
]
−15
Table 7.2: Some examples from the 7118 positive monads on favourable CICYs.
The total numbers of bundles in all cases has been collected in Table 7.3. It is clear from this table
Bundles ind(V ) = 3k
ind(V ) = 3k
and k divides χ(X)
ind(V ) = 3k
|ind(V )| < 40
and k divides χ(X)
rank 3 5680 3091 458 19
rank 4 1334 207 96 2
rank 5 104 52 5 0
Total 7118 3350 559 21
Table 7.3: The number of positive monad bundles on favourable CICYs. Imposing that the third
Chern class is divisible by 3 reduces the number and requiring in addition that the quotient of c3(V )
by 3 divides the Euler number of the corresponding CICY further reduces the number.
that even the two very rudimentary physical constraints (5.31) lead to a very substantial reduction
of the number of viable bundles. If these two constraints are combined with a “sensible” limit on
the index, for example ind(V ) ≤ 40 (assuming that the discrete symmetries one is likely to find
are of order ≤ 13), then part (b) of the figures show that the number of remaining bundles is very
small indeed, with only 21 bundles less than 40.
7.6 Stability
As mentioned in the introduction, a crucial property of vector bundles in heterotic compactification
is stability, one of the conditions for the low-energy theory to be supersymmetric. In general, it
is a difficult task to prove stability of vector bundles and we will rigorously investigate this issue
in Chapter 9. Presently, we will be satisfied checking the necessary but generally not sufficient
cohomology conditions (5.21) as a first (and non-trivial) test of stability. Establishing these results
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Figure 7.1: (a) Histogram for the index, ind(V ), of the 7118 positive monads found over 36
favourable CICYs: the horizontal axis is ind(V ) and the vertical, the number of bundles; (b) the
same data set, but only taking those monads which have ind(V ) = 3k for some positive integer k
and such that k divides the Euler number of the corresponding CICY.
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Figure 7.2: (a) Histogram for the index, ind(V ), of the positive monads, 5680 of rank 3 (in red),
1334 of rank 4 (in blue), and 104 of rank 5 (in gray), found over 36 favourable CICYs: the horizontal
axis is ind(V ) and the vertical, the number of bundles; (b) the same data set, but only taking those
monads which have ind(V ) = 3k for some positive integer k and such that k divides the Euler
number of the corresponding CICY.
will also be very helpful for the calculation of the particle spectrum in the next Section.
To begin, consider the familiar short exact sequence defining the monad (7.13)
0→ V → B f−→ C → 0 , (7.39)
which induces the following long exact sequence in cohomology
0 → H0(X,V ) → H0(X,B)→ H0(X,C)→
→ H1(X,V )→ H1(X,B)→ H1(X,C)→
→ H2(X,V )→ H2(X,B)→ H2(X,C)→
→ H3(X,V ) → H3(X,B)→ H3(X,C)→ 0 .
(7.40)
We have boxed the terms which we would like to show are vanishing. We begin with H3(X,V )
which, due to Serre duality, is equivalent toH0(X,V ∗). Fortunately, for the case of positive monads,
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it is easy to see that H0(X,V ∗) vanishes. Consider the sequence dual to (7.13) which reads
0→ C∗ → B∗ → V ∗ → 0 (7.41)
and its associated long exact sequence in cohomology
0 → H0(X,C∗)→ H0(X,B∗)→ H0(X,V ∗)→
→ H1(X,C∗)→ . . .→ (7.42)
Now, H0(X,B∗) and H1(X,C∗) both vanish because B∗ and C∗ are both sums of negative line
bundles on X. Hence, positioned in between those zero entries, H0(X,V ∗) ≃ H3(X,V ) also
vanishes.
Showing that H0(X,V ) vanishes as well is not quite as simple. Let X be a CICY of codimension
K, embedded in A, a product of projective spaces, and N ∗ the dual of the normal bundle (7.5) of
X. To show that H0(X,V ) = 0 we will use the correspondence of SU(n) bundles: V ≡ ∧n−1V ∗
where rk(V ) = n and prove the result for each rank separately. As an illustration, we shall provide
here the proof for the rank 3 bundles. The proof for SU(4) and SU(5) bundles is entirely analogous,
but more lengthy since it requires the use of Koszul and Leray sequences. To begin, for an SU(3)
bundle V ≡ ∧2V ∗ and the exterior power sequence [20, 21] arising from (7.13) gives us directly:
0→ S2C∗ → C∗ ×B∗ → ∧2B∗ → ∧2V ∗ → 0 ; (7.43)
which can be decomposed into short exact sequences in the standard way:
0→ S2C∗ → C∗ ×B∗ → K1 → 0 (7.44)
0→ K1 → ∧2B∗ → ∧2V ∗ → 0 (7.45)
Then, since B∗, C∗ are direct sums of negative line bundles, by (B.26) it follows that the long-exact
sequences in cohomology immediately yield that H0(X,∧2V ∗) = 0 if H0(X,∧2B∗) = H1(X,K1) =
0. But since B is a negative line bundle the first condition is clearly satisfied. Furthermore, the
cohomology of the first sequence gives
0→ H2(X,K1)→ H3(X,S2C∗)→ H3(X,C∗ ×B∗)→ H3(X,K1)→ 0
H1(X,K1) = 0
(7.46)
Thus, H0(X,∧2V ∗) = 0 and hence, H0(X,V ) = 0 for SU(3) bundles. For rank 4 and 5 bundles we
shall provide explicit examples (including for example, the vanishing ofH0(X,∧3V ∗)) in Chapter 9).
We have explicitly calculated that for all positive monads, the conditions H0(X,V ) = H0(X,V ∗) =
0 are always satisfied.
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7.7 Computing the Particle Spectrum
7.7.1 Bundle Cohomology
While computing the full cohomology of monad bundles is generally a difficult task, it will become
clear in the following that significant simplifications arise for positive monads. This computational
advantage is of course one of the motivations to consider positive monads and it will lead to a
number of general statements about their cohomology.
7.7.1.1 The number of families and anti-families: H1(X,V ) and H1(X,V ∗)
The defining short exact sequence (6.14) of the monad bundle V induces the long exact sequence
0 → H0(X,V ) → H0(X,B) → H0(X,C)
→ H1(X,V ) → H1(X,B) → H1(X,C)
→ H2(X,V ) → H2(X,B) → H2(X,C)
→ H3(X,V ) → H3(X,B) → H3(X,C)→ 0
(7.47)
Since both B and C are sums of positive line bundles we know from Kodaira vanishing that the
cohomologies Hq(X,C) = Hq(X,B) = 0 for all q > 0. The above long exact sequence then
immediately implies that H2(X,V ) = 0. In the previous Section we have already shown that
H0(X,V ) = H3(X,V ) = 0 always, so that the only non-vanishing cohomology of positive monads
is H1(X,V ). The dimension h1(X,V ) of this first cohomology can then be calculated from the
index theorem (5.25) or indeed the above long exact sequence. In summary, one finds
h1(X,V ) = h0(X,C)− h0(X,B) = −ind(V ) , hq(X,V ) = 0 for q 6= 1 . (7.48)
This means that the number of anti-families always vanishes and that the number of families can
easily be obtained from the index which we have already computed in Figs. 7.1 and 7.2. The
absence of vector-like pairs of families might be considered an attractive feature and is certainly
a pre-requisite for compactifications with the exact standard model spectrum. We stress that this
property is directly linked to the property of positivity and will not generally hold if we allowed
zero or negative integer entries in the line bundles defining the monad.
For SU(3) bundles we have V ≃ Λ2V ∗ and, hence, the cohomology groups H1(X,∧2V ) and
H1(X,∧2V ∗) contain no new information. However, for SU(4) and SU(5) this is not the case
and we have to perform another calculation. In the case of rank four, ∧2V ≃ ∧2V ∗, so that
H1(X,∧2V ) ≃ H1(X,∧2V ∗). For rank five the situation is less trivial, but from Eq. (5.26) we
know that h1(X,∧2V ) and h1(X,∧2V ∗) are related by the index, ind(V ), of V . Hence, in both the
rank four and five cases it is enough to compute one of H1(X,∧2V ) and H1(X,∧2V ∗) and, in the
following, we will opt for H1(X,∧2V ∗).
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To calculate this cohomology, we can essentially proceed along the lines of Appendix B.3 of
Ref. [24]. We start by writing down the Koszul resolution (6.36) for ∧2V ∗ which is given by
0→ ∧2V∗ ⊗ ∧KN ∗ → ∧2V∗ ⊗ ∧K−1N ∗ → . . .→ ∧2V∗ ⊗N ∗ → ∧2V∗ → ∧2V ∗ → 0 . (7.49)
Recall that K is the co-dimension of the CICY X embedded in the ambient space A and N is
the normal bundle (7.5) of X in A. As a first step we will now derive vanishing theorems for the
cohomologies of the bundles ∧2V ∗⊗∧jN ∗ which appear in the above Koszul sequence. To do this,
we start the exact sequence for antisymmetric products of bundles [20, 24]
0→ S2C∗ → C∗ ⊗ B∗ → ∧2B∗ → ∧2V∗ → 0 , (7.50)
which is induced from the dual sequence
0→ C∗ → B∗ → V∗ → 0 . (7.51)
We can then tensor (7.50) by ∧jN ∗ for j = 0, . . . ,K and break the resulting 4-term exact sequence
into two short exact sequences
0→ S2C∗ ⊗ ∧jN ∗ → C∗ ⊗ B∗ ⊗ ∧jN ∗ → Qj → 0 ;
0→ Qj → ∧2B∗ ⊗ ∧jN ∗ → ∧2V∗ ⊗ ∧jN ∗ → 0 ; j = 0, . . . ,K , (7.52)
where Qj are approriate (co)kernels. This induces two inter-related long exact sequences in coho-
mology on A which are given by
0 →
✘
✘
✘
✘
✘
✘
✘
✘✘✿
0
H0(A, S2C∗ ⊗ ∧jN ∗) →
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
H0(A, C∗ ⊗B∗ ⊗∧jN ∗) → H0(A, Qj) →
→
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
H1(A, S2C∗ ⊗ ∧jN ∗) →
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
H1(A, C∗ ⊗B∗ ⊗∧jN ∗) → H1(A, Qj) →
→
..
. →
→
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
HK+2(A, S2C∗ ⊗ ∧jN ∗) →
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
HK+2(A, C∗ ⊗B∗ ⊗∧jN ∗) → HK+2(A, Qj) →
→ HK+3(A, S2C∗ ⊗ ∧jN ∗) → HK+3(A, C∗ ⊗B∗ ⊗∧jN ∗) → HK+3(A, Qj) → 0 ;
0 → H0(A, Qj) →
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
H0(A, S2B∗ ⊗ ∧jN ∗) → H0(A,∧2V∗ ⊗ ∧jN ∗) →
→ H1(A, Qj) →
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
H1(A, S2B∗ ⊗ ∧jN ∗) → H1(A,∧2V∗ ⊗ ∧jN ∗) →
→
..
. →
→ HK+2(A, Qj) →
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿
0
HK+2(A, S2B∗ ⊗ ∧jN ∗) → HK+2(A,∧2V∗ ⊗∧jN ∗) →
→ HK+3(A, Qj) → HK+3(A, S2B∗ ⊗ ∧jN ∗) → HK+3(A,∧2V∗ ⊗∧jN ∗) → 0 .
(7.53)
Note that since X is of codimension K, the ambient space has dimension K + 3 and hence there
are no non-vanishing cohomology groups above HK+3. Moreover, the bundles N ∗, B∗ and C∗ as
well as their various tensor and wedge products are all negative and, hence, all their cohomologies
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except the highest one, namely K +3, vanish by Kodaira (B.26); we have marked this explicitly in
(7.53).
Therefore, the sequences (7.53) immediately imply that for all j,
H i(A, Qj) = 0 , i = 0, . . . ,K + 1 ;
H i(A,∧2V∗ ⊗ ∧jN ∗) ≃ H i+1(A, Qj) = 0 , i = 0, . . . ,K ;
HK+1(A,∧2V∗ ⊗ ∧jN ∗) ≃ HK+2(A, Qj)
(7.54)
as well as two 4-term exact sequences:
0→ HK+2(A, Qj)→ HK+3(A, S2C∗ ⊗ ∧jN ∗) g−→ HK+3(A, C∗ ⊗ B∗ ⊗ ∧jN ∗)→ HK+3(A, Qj)→ 0 ;
0→ HK+2(A,∧2V∗ ⊗ ∧jN ∗)→ HK+3(A, Qj)→ HK+3(A, S2B∗ ⊗ ∧jN ∗)→ HK+3(A,∧2V∗ ⊗ ∧jN ∗)→ 0 .
(7.55)
In (7.55) we have introduced a map g which is induced from the defining map f of the monad in
Eq. (7.13). As in the previous subsection, f is generic, and g is so as well and thus has maximal rank.
The top sequence then implies thatHK+2(A, Qj) vanishes, and whence, by (7.54), HK+1(A,∧2V∗⊗
∧jN ∗) vanishes as well. In other words, we have one more vanishing that what the long exact
sequences automatically guarantee. To summarize then, we find the vanishing cohomology groups
H i(A,∧2V∗ ⊗ ∧jN ∗) = 0 , ∀ i = 0, . . . K + 1, j = 0, . . . ,K . (7.56)
Equipped with these results, we can re-examine the Koszul sequence (7.49). It has K+2 terms
and we can break it up into K short exact sequences, introducing (co)kernels much like we did
above. Then, the vanishing of the cohomology groups
Hj+1(A,∧2V∗ ⊗ ∧jN ∗) = 0 , ∀ j = 0, . . . ,K , (7.57)
which represent a subset of the vanishing theorems (7.56), implies that
H1(X,∧2V ∗) = 0 . (7.58)
We emphasise that the assumption of a generic map f is crucial to arrive at this result. For
rank four bundles with low-energy gauge group SO(10) it implies (see Table 5.1) that
n10 = h
1(X,∧2V ) = 0 , (7.59)
and, hence, a vanishing number of Higgs multiplets. For rank five bundles with low-energy gauge
group SU(5) we have
n5 = h
1(X,∧2V ∗) = 0 , n5¯ = −ind(V ) , (7.60)
where Eq. (5.26) has been used. This means the number of 10 and 5¯ representations is the same,
forming an appropriate number of complete SU(5) families and there are no vector-like pairs of
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5 and 5¯ representations. The absence of Higgs multiplets in the SO(10) and SU(5) models is
a phenomenologically problematic feature which was already observed in the previous Chapter
(Ref. [24]). There, it was also shown that the number of Higgs multiplets can be non-zero once
the assumption of a generic map f is dropped. A similar situation was encountered in [118]. We
expect a similar bundle-moduli dependence of the spectrum, (as first discussed in [153]), for the
more general class of models considered in this Chapter. It remains a matter of a more detailed
analysis, focusing on physically promising models within our classification, to decide if a realistic
particle spectrum can be obtained from such a mechanism.
7.7.1.2 Singlets and H1(X,V ⊗ V ∗)
Finally, we need to calculate the number of gauge group singlets which correspond to the cohomol-
ogy H1(X, ad(V )) = H1(X,V ⊗ V ∗). We begin by tensoring the defining sequence (7.17) for V ∗
by V . This leads to a new short exact sequence
0→ C∗ ⊗ V → B∗ ⊗ V → V ∗ ⊗ V → 0 . (7.61)
One can produce two more short exact sequences by multiplying (7.17) with B and C. Likewise,
three short exact sequences can be obtained by multiplying the original sequence (7.13) for V with
V ∗, B∗ and C∗. The resulting six sequences can then be arranged into the following web of three
horizontal sequences hI , hII , hIII and three vertical ones vI , vII , vIII .
0 0 0
↓ ↓ ↓
0 → C∗ ⊗ V → B∗ ⊗ V → V ∗ ⊗ V → 0 hI
↓ ↓ ↓
0 → C∗ ⊗B → B∗ ⊗B → V ∗ ⊗B → 0 hII
↓ ↓ ↓
0 → C∗ ⊗ C → B∗ ⊗ C → V ∗ ⊗ C → 0 hIII
↓ ↓ ↓
0 0 0
vI vII vIII
(7.62)
The long exact sequence in cohomology induced by hI reads
0 → H0(X,C∗ ⊗ V )→ H0(X,B∗ ⊗ V )→ H0(X,V ∗ ⊗ V )
→ H1(X,C∗ ⊗ V )→ H1(X,B∗ ⊗ V )→ H1(X,V ∗ ⊗ V )
→ H2(X,C∗ ⊗ V )→ . . .
(7.63)
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and we have boxed the term which we would like to compute. We will also need the long exact
sequences which follow from vI and vII . They are given by
0 → H0(X,C∗ ⊗ V )→ H0(X,C∗ ⊗B)→ H0(X,C∗ ⊗ C)
→ H1(X,C∗ ⊗ V )→ H1(X,C∗ ⊗B)→ H1(X,C∗ ⊗ C)
→ H2(X,C∗ ⊗ V )→ H2(X,C∗ ⊗B)→ H2(X,C∗ ⊗ C)
→ H3(X,C∗ ⊗ V )→ H3(X,C∗ ⊗B)→ H3(X,C∗ ⊗ C)→ 0
0 → H0(X,B∗ ⊗ V )→ H0(X,B∗ ⊗B)→ H0(X,B∗ ⊗ C)
→ H1(X,B∗ ⊗ V )→ H1(X,B∗ ⊗B)→ H1(X,B∗ ⊗ C)
→ H2(X,B∗ ⊗ V )→ H2(X,B∗ ⊗B)→ H2(X,B∗ ⊗ C)
→ H3(X,B∗ ⊗ V )→ H3(X,B∗ ⊗B)→ H3(X,B∗ ⊗ C)→ 0
(7.64)
To make progress we need information about the cohomologies of B∗⊗B, C∗⊗C and C∗⊗B. For
the general case this is difficult to determine since B∗⊗B, C∗⊗C and C∗⊗B may contain “mixed”
line bundles with different sign or zero entries which may have non-vanishing middle cohomologies.
This means in some cases there will not be sufficiently many zero entries in the above long exact
sequences to compute h1(X,V ⊗V ∗) without additional input, for example about the rank of maps.
However, a general formula can be derived for all monads satisfying
H1(X,C∗ ⊗ C) = H2(X,C∗ ⊗B) = 0 . (7.65)
Since we can compute all line bundle cohomologies we can explicitly check for each given example
whether these conditions are actually satisfied. Let us focus on cases where this is the case. Then
the sequence (7.64) implies that H2(X,C∗ ⊗ V ) = 0 which means that (7.63) breaks after the
second line and this 6-term exact sequence implies:
h1(X,V ∗⊗V ) = h1(X,B∗⊗V )−h1(X,C∗⊗V )+h0(X,V ∗⊗V )−h0(X,B∗⊗V )+h0(X,C∗⊗V ) .
(7.66)
In the above, we have used the fact that for any long exact sequence, however the number of terms,
the total alternating sum of the dimensions of the terms vanishes.
We can apply a similar trick to the other 2 long exact sequences. Using our assumption
H1(X,B∗ ⊗ C) ≃ H2(X,C∗ ⊗ B) = 0 in the second sequence in (7.64) and H1(X,C∗ ⊗ C) = 0 in
the first sequence (7.64) gives the two relations
h1(X,B∗ ⊗ V )− h0(X,B∗ ⊗ V ) = h0(X,B∗ ⊗ C)− h0(X,B∗ ⊗B) + h1(X,B∗ ⊗B)
h0(X,C∗ ⊗ V )− h1(C∗ ⊗ V ) = h0(X,C∗ ⊗B)− h0(X,C∗ ⊗ C)− h1(X,C∗ ⊗B) . (7.67)
Inserting these into Eq. (7.66) and using the fact that for a stable SU(n) bundle V , h0(X,V ⊗V ∗) =
1 (cf. Section 4.2 of [24]) gives the final result:
n1 = h
1(X,V ∗ ⊗ V ) = h0(X,B∗ ⊗ C)− h0(X,B∗ ⊗B)− h0(X,C∗ ⊗ C)
+h0(X,C∗ ⊗B)− h1(X,C∗ ⊗B) + h1(X,B∗ ⊗B) + 1 (7.68)
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for the number of singlets. We emphasise that this is result is valid provided the monad satisfies
the two conditions (7.65). In this case, Eq. (7.68) allows an explicit calculation of the number of
singlets from the known line bundle cohomologies.
As an example, we consider the manifold
[
1
3
∣∣∣∣ 24
]
, and the rank 4 monad bundle defined by
B = OX(1, 1)⊕6 ⊕OX(2, 1)⊕2 , C = OX(2, 3)⊕2 ⊕OX(3, 1)⊕2 . (7.69)
It can be checked from the known line bundle cohomologies that this bundle indeed satisfies the
conditions (7.65). The number of singlets, calculated from Eq. (7.68), is then given by n1 = 241.
For bundles which do not satisfy (7.65) other methods can be employed. In favourable cases,
the cohomologies of B∗ ⊗ B, C∗ ⊗ C and C∗ ⊗B may have a different pattern of zeros which still
allows the derivation of a formula for n1 analogous to Eq. (7.68) by combining appropriate parts
of the sequences (6.43), (6.44) and (6.45). If this is not possible one has to resort to ambient space
methods and Koszul resolutions in combination with our results for the ranks of maps in Leray
spectral sequences explained in Chapter 8. Here, we will not present such a calculation which is
likely to be complicated and, if required at all, should probably be only carried out for physically
promising models. However, we stress that all the necessary technology is available so that the
number of singlets can, not just in principle but in practice, be obtained for all positive monads on
favourable CICYs.
7.8 Conclusions and Prospects
In this Chapter, we have analysed positive monad bundles with structure group SU(n) (where n =
3, 4, 5) on favourable CICY manifolds in the context of N = 1 supersymmetric compactifications
of the E8 × E8 heterotic string. We have shown that the class of these bundles, subject to the
heterotic anomaly condition, is finite and consists of 7118 examples. More specifically, we find that
these 7000 monads are concentrated on only 36 CICYs. All other of the 4500 or so CICYs do not
allow positive monads which satisfy the anomaly condition. As a non-trivial test for the stability
of these bundles we have shown that H0(X,V ) = H3(X,V ) = 0 for all examples. A systematic
method of analyzing stability will be presented in Chapter 9. We have also shown how to calculate
the complete particle spectrum for these models. In particular, we found that the number of anti-
families always vanishes so that there are no vector-like family anti-family pairs present in any of the
models. For low-energy groups SO(10) and SU(5) (n = 4, 5) the number of Higgs fields vanishes
at generic points in the bundle moduli space. However, as shown in Ref. [24], for non-generic
values of the bundle moduli, Higgs multiplets can arise. The details of this moduli-dependence of
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the spectrum have to be analysed for specific models, preferably focusing on physically promising
examples. We have also shown that the number of gauge singlets can be calculated, in many cases
in terms of a generic formula, or else by applying more elaborate methods2. Based on the results
for the particle spectrum, we have scanned the 7118 bundles imposing two rudimentary physical
conditions. First, the number of families should equal 3k for some non-zero integer k, so there is a
chance to obtain three families after dividing by a discrete symmetry of order k. In addition, the
Euler number of the Calabi-Yau space should be divisible by k. It turns out that only 559 out of
the 7118 bundles pass this basic test. If, in addition, one demands that the order k of the symmetry
does not exceed 13 one is left with only 21 models.
This drastic reduction of the number of viable models due to a few basic physical constraints
is not uncharacteristic and has been observed in the context of other string constructions [162]. In
our case, the main reason for this reduction is the relatively large values for the Euler characteristic
of our models (roughly, a Gaussian distribution with a maximum at about 60, see Fig. 7.1) in
conjunction with the empirical fact that large discrete symmetries of Calabi-Yau manifolds are hard
to find. In order to make this statement more precise a systematic analysis of discrete symmetries
Γ on CICYs X (which lead to a smooth quotient X/Γ) has to be carried out and the results of
this analysis have to be combined with the results of the present Chapter. We are planning to
carry this out explicitly in the near future. However, even in the absence of such a classification of
discrete symmetries we find it likely that the vast majority of positive monads will fail to produce
three-family models on X/Γ given the large number of families on the “upstairs” manifold X.
These large numbers are, of course, directly related to the property of positivity. An obvious
course of action is, therefore, to relax this condition and also allow zero or even slightly negative
integers bri and c
r
j in the definition (6.14) of the monad. The number of these non-positive monads
is vastly larger than the number of positive ones and it turns out the distribution of their Euler
characteristics is peaked at smaller values, as expected. Crucially, as will be shown in Ref. [161, 26],
some of these non-positive monads are still stable and, hence, lead to supersymmetric models. We,
therefore, believe that the generalisation to non-positive monads is a crucial step towards realistic
models within this framework and work in this direction is underway [161].
2A crucial technical result, essential for many of these derivations, is the calculation of line bundle cohomology
for all line bundles on favourable CICYs presented in Chapter 8.
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Chapter 8
Cohomology of Line Bundles on
CICYs
In order to use the monad construction of vector bundles to build heterotic models, it is essential
to understand the properties of vector bundles on complete intersection Calabi-Yau spaces. One
of the most critical properties for the computation of physical properties is the cohomology of V
and its dual and tensor powers (see sections 5.8 and 5.9). For monad-defined bundles, (6.14) the
cohomology of V is clearly determined by the cohomologies of its defining line bundles. So, in order
to determine H∗(X,V ) and hence the physical particle spectra of the heterotic models we first must
determine the cohomology of line bundles on CICYs. General results regarding properties of bundle
cohomologies exist in the mathematics literature, but very few techniques have been developed for
explicit computation. Since this is critical to the development of our program of heterotic model
building, we will take this section to carefully review the existing approaches and add to these new
tools for determining bundle cohomology.
8.1 The Koszul Resolution
The standard method of computing the cohomology of a vector bundle V = V|X coming from the
restriction of V from an ambient space A to the variety X is the so-called Koszul Resolution of
V |X . In general, if X is a smooth hypersurface of co-dimension K, which is the zero locus of a
holomorphic section s of the bundle N , then the following exact sequence exists [20, 21]:
0→ V ⊗ ∧KN∗X → V ⊗∧K−1N∗X → . . .→ V ⊗N∗X → V → V|X → 0 . (8.1)
Thus, if the cohomology of the bundles ∧jN∗⊗V are known on the ambient space, we can use the
Koszul sequence to determine the cohomology of V |X . Here, N ∗X is the dual to the normal bundle.
We recall that for a CICY, the normal bundle to the space is given by the configuration matrix
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(7.3):
NX =
K⊕
j=1
O(q1j , . . . , qmj ) . (8.2)
In the above, we have generalized the standard notation that OPn(k) denotes the line-bundle over
Pn whose sections are degree k polynomials in the coordinates of Pn; that is, O(qj1, . . . , qjm) is the
line-bundle over Pn1×. . .×Pnm whose sections are polynomials of degree qj1, . . . , qjm in the respective
Pni-factors. Being a direct sum, the rank of NX is K.
We can break the sequence (8.1) into a series of short exact sequences as
0→ V ⊗ ∧KN∗X → V ⊗ ∧K−1N∗X → K1 → 0 (8.3)
0→ K1 → V ⊗ ∧K−2N∗X → K2 → 0 (8.4)
. . . (8.5)
0→ KK−1 → V → V|X → 0 (8.6)
and each of these short exact sequences will give rise to a long exact sequence in cohomology:
0 → H0(A,V ⊗ ∧KN∗X)→ H0(A,V ⊗ ∧K−1N∗X)→ H0(A,K1) (8.7)
0 → H0(A,K1)→ H0(A,V ⊗ ∧K−2N∗X)→ H0(A,K2)→ . . . (8.8)
. . . (8.9)
0 → H0(A,KK−1)→ H0(A,V)→ H0(X,V|X )→ . . . (8.10)
To find H∗(X,V|X ) we must determine the various cohomologies in (8.7). It is easy to see that
for higher co-dimensional spaces or tensor powers of bundles, this decomposition of sequences is
a laborious process. Fortunately, the analysis of these arrays of exact sequences is dramatically
simplified by the use of spectral sequences. Spectral sequences are completely equivalent to the
collection of exact sequences described above, but designed for explicit cohomology computation.
Since there are many good reviews of spectral sequence available in the literature [103, 104, 20, 21],
we will only discuss the essential features in the following paragraphs.
8.2 The Spectral Sequence
To obtain the necessary cohomology of V |X from (8.1), we define a tableaux
Ej,k1 (V ) := H
j(A,V ⊗ ∧kN∗X), k = 0, . . . ,K; j = 0, . . . ,dim(A) =
m∑
i=1
ni . (8.11)
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This forms the first term of a so-called Leray spectral sequence [20, 21]. A Leray sequence is a
complex defined by differential maps di : E
j,k
i → Ej−i+1,k−ii for j = 1, 2, . . . ad infinitum where
di ◦ di = 0. The subsequent terms in the spectral sequence are defined by
Ej,ki+1(V ) =
ker(di : E
j,k
i (V )→ Ej−i+1,k−ii (V ))
Im(di : E
j+i−1,k+i
i (V )→ Ej,ki (V ))
(8.12)
Since the number of terms in the Koszul sequence (8.1) is finite, there exists a limit to the spectral
sequence. That is, the sequence of tableaux converge after a finite number of steps to Ej,k∞ (V ). The
actual cohomology of the bundle V is constructed from this limit tableaux:
hq(X,V |X) =
K∑
m=0
rankEq+m,m∞ (V ) . (8.13)
where hq(X,V |X) = dim(Hq(X,V |X)).
In practice, the tableaux Ep,qr converges fairly rapidly because many of its entries will turn out
to be zero and the associated maps di, vanish; hence the spectral sequence converges after only a
few steps. However, the reader will have noticed that in general, all computations which involve
long exact cohomology sequences (8.7) and Leray spectral sequences (8.12) rely upon the ability
to discern the action of maps between cohomologies on the ambient space A. In fortunate cases,
the tableau are sufficiently sparse that is possible to determine the required cohomologies without
knowing any maps explicitly. But in general the obstacle cannot be avoided. Fortunately, this
otherwise impossible task of computing the rank and kernels of the Leray maps can be accomplished
straightforwardly for some bundles using the coset representation of Flag spaces and the tensor
algebra associated with representations of Lie groups. [163, 103].
8.3 Cohomology of line bundles on CICYs
Up to this point, our comments on bundle cohomology has been general. However, to proceed
further we now focus on the monad bundles which form the basis of this work. As stated above, the
cohomology of a monad bundle V is determined by the cohomology of direct sums of line bundles in
its defining exact sequence (6.14). The question therefore becomes, is it possible to fully determine
the cohomology of line bundles on CICYs? As we saw in section 7.3, it is possible to determine
the cohomology of strictly positive (and negative) line bundles of the form OX(k1, k2, ..., km) with
kr < 0 using the techniques of Koszul and Leray spectral sequences. However, for a generic line
bundle with kr positive, negative or zero, we need new techniques. The most important of these is
a computational variation on the Bott-Borel-Weil theorem [103] which we turn to next.
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8.3.1 Flag Spaces the Bott-Borel-Weil Theorem
It can be shown that every simply connected compact homogeneous complex space is homeomorphic
to a torus-bundle over a product of certain coset spaces G/H, where G is a compact simple Lie
group and H is a regular semi-simple subgroup. Such spaces are known as C-spaces or ’generalized
flag varieties’ [103]. In fact, the simplest example of this is Pn = ( U(n+1)U(1)×U(n)). Viewing P
n in this
way will prove useful to us since it can be shown that homogeneous holomorphic vector bundles
over such flag varieties, F = (G(C)/H), are labeled by representations of H (for our applications,
H = U(1)×U(n)). This will provide us with a powerful new tool to investigate bundle cohomology
on CICYs.
Recalling that a representation can be written as a direct sum of irreducible ones, we can focus on
irreducible homogeneous holomorphic vector bundles. Further, we know that such representations
are uniquely labeled by their highest weight, so we have a convenient notation for such bundles.
For this purpose, we will use the well-known Young tableaux (see e.g. [164]. We will be dealing
strictly with unitary groups and will adopt the following conventions. To denote a bundle, we write
(a1, . . . , an), where ar ≤ ar+1 is the number of boxes in the rth row of the tableau. For ar > 0 (< 0)
the boxes are arrayed to the right (left) of the ’spine’. Therefore, in the standard tensorial notation,
(−1, 0, . . . 0) denotes a covariant vector vµ while (0, . . . , 0, 1) labels the contravariant vector vµ. All
other representations can be obtained from these by multiplication and then decomposition into a
direct sum of irreducible components through symmetrizing, anti-symmetrizing and taking traces
with the invariant tensor (δµν ). A tensor product of representations of factor U(nf )’s can be written
as the Young tableau,
(a1, . . . an1 |b1, . . . , bn2 | . . . |d1, . . . , dnF ) (8.14)
or for a more condensed notation, we can stack the partitions vertically on top of each other.
For the case of line bundles, we recall that we may view Pn as the space of all lines L ≈ C1
through the origin of Cn+1. Each line is defined as the zero set of some linear polynomial l(x)
over Cn+1. Now, from the definition of the hyperplane bundle O(1) on Pn as the line bundle
whose (global holomorphic) sections are linear polynomials we may formulate a line bundle in the
language of flag spaces above. Viewing Pn as a quotient of unitary groups and a bundle over it as
a representation of U(1) × U(n), a little thought reveals that we may denote O(1) as (−1|0, . . . 0)
(and similarly, its dual bundle O(−1) is written (1|0, . . . 0)).
With this notation in hand, let F = U(N)U(n1)×...×U(nF ) (with N =
∑
f nf ) be a flag space as above
and V be a holomorphic homogeneous vector bundle over it. Then
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THEOREM 8.3.4 Bott-Borel-Weil
(1) Homogeneous vector bundles V over F are in 1-1 correspondence with the U(n1)×...×U(nF )
representations.
(2) The cohomology H i((A,V ) is non-zero for at most one value of i, in which case it provides
an irreducible representation of U(N), H i(F, V ) ≈ (c1, ..., cN )CN .
(3) The bundle, (a1, ..., an1 |...|b1, ..., bnF ), determines the cohomology group (c1, ..., cN ), accord-
ing to the following algorithm:
1. Add the sequence 1..., N to the entries in (a1, ..., an1 |...|b1, ..., bnF ).
2. If any two entries in the result of step 1 are equal, all cohomology vanishes; otherwise proceed.
3. swap the minimum number (= i) of neighboring entries required to produce a strictly increas-
ing sequence.
4. Subtract the sequence 1, ...N from the result of 3, to obtain (c1, c2, ..., cN ).
Using this algorithm, it is straightforward to reproduce the Bott-formula [20, 21, 103] for co-
homology of line bundles on single projective spaces by simply counting the dimensions of the the
associated Young tableau (c1, c2, ..., cN ) of the unitary representations. The result is
hq(Pn,OPn(k)) =

(k+n
n
)
q = 0 k > −1
1 q = n k = −n− 1( −k−1
−k−n−1
)
q = n k < −n− 1
0 otherwise
. (8.15)
where the binomial coefficients arise from the dimensions of Young tableau1.
The computation of line bundle cohomology described by the Bott-Borel-Weil theorem is easily
generalized to products of projective space using the Ku¨nneth formula [20, 21] which gives the
cohomology of bundles over a direct product of spaces. For products of projective spaces it states
that:
Hn(Pn1× . . .×Pnm,O(q1, . . . , qm)) =
⊕
k1+...+km=n
Hk1(Pn1 ,O(qi))× . . .×Hkm(Pnm,O(qm)) , (8.16)
With this in hand, we can compute the cohomology of line bundles over the ambient space.
For example, in the notation of flag varieties, the line bundle l = O(k1,−k2) on Pn1 × Pn2 (with
k2 ≥ n2 + 1) can be denoted by a product of irreps of (U(1) × U(n1))× (U(1)× U(n2)):
l ∼
(−k1|0, . . . , 0
k2|0, . . . , 0
)
(8.17)
1See [164] for a review of the hook-length formulas.
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where there are n1 zeroes in the first row and n2 zeroes in the second. Using Bott-Borel-Weil
and the Kunneth formula then, the cohomology of this line bundle on the ambient space would be
described by
hn2(A, l) ∼
( −k1, 0, . . . , 0
1, . . . , 1, (k2 − n2)
)
(8.18)
where (−k1, 0, . . . , 0) denotes the Young Tableau of a irreducible representation of U(n1 + 1),
(1, . . . , 1, (k2 − n2)) is the Young tableau of a U(n2 + 1) irrep and the Kunneth product of the
restricted cohomologies is denoted by the vertical stacking of tableau. We recall that the dimension
of a Young tableau may be easily computed from the hook-length formula (see [164], for example).
For instance, the dimension of (−k1, 0, . . . , 0) is just the degrees of freedom in a totally symmetric
tensor in (n1 + 1) variables, namely
(
k1+n1
n1
)
. In counting the degrees of freedom in the tableau
(1, . . . , 1, (k2 − n2)), it is useful to recall that the totally anti-symmetric tensor, ǫ[a,...,b] is a singlet
under U(n). Thus we can strip a Levi-Civita tensor from the tableau (1, . . . , 1, (k2 − n2)) =
(1, . . . , 1)⊗ (0, . . . , 0, (k2 − n2− 1)) and just consider the dimension of (0, . . . , 0, k2 − n2− 1) which
is yet another symmetrized tensor whose degrees of freedom may be counted as before. Therefore,
the total cohomology/tableau
( −k1,0,...,0
1,...,1,(k2−n2)
)
has dimension
(k1+n1
n1
)× (k2−1n2 ).
To simplify future calculations, we introduce a short-hand notation for the dimension of a space
of symmetric tensors in a product of projective spaces (Pn1 × . . .PnF ). If we list the numbers of
symmetrized indices in each Pnj as a vector (r, . . . , s) then the dimension of the tableau shall be
denoted by
[r, . . . , s] ≡
(
r + n1
n1
)
× · · · ×
(
s+ nF
nF
)
(8.19)
In this notation, the dimension of the cohomology (8.18) can be written as [k1, k2 − n2]
In summary, by using the Bott-Borel-Weil theorem we are able to represent the cohomologies of
line bundles over the ambient space A as irreducible representations of unitary groups (and readily
compute their dimensions). Returning to the task of computing the line bundle cohomology on
the Calabi-Yau 3-fold, X, we note that this technique will dramatically simplify the Leray spectral
sequence calculations of the previous section by providing a simple representation for the ambient
space cohomology groups involved. We will reduce the abstract task of determining the properties
of maps between line bundle cohomology groups to the more straightforward one of studying maps
between irreps of unitary groups.
8.3.2 Computing the Ranks and Kernels of Leray maps
We return now to the Leray tableau of Section 8.2 and the task of computing the kernels and ranks
of the maps in (8.12). When computing the cohomology of line bundles on CICYs, it is easy to
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see that the spectral sequence converges after only two steps (i.e. Ej,k2 = E
j,k
∞ ) and in order to
explicitly determine the cohomology, we must consider maps of the form
d1
k : Ej,k1 (V )→ Ej,k−11 (V ) (8.20)
where Ej,k1 = H
j(A,∧kN∗ ⊗ V ) can be written as a direct sum of products of irreps of unitary
groups 8.3.4.
Considering (8.20) for V a direct sum of line bundles, we find that the tensor representations
involved are simply of the form (−m, 0, . . . , 0) (or (0, . . . , 0,m)). That is, a line bundle O(k)
(k > 0)over Pn generates a cohomology group that can be represented as a totally symmetrized
contravariant (or covariant) tensor, λ(a,...b) with k indices (where a, b = 1 . . . , n+ 1) and the round
brackets (a, ..., b) denoting symmetrization. As above, the degrees of freedom in λ are given by
[k] =
(k+n
n
)
For a line bundle O(k1, . . . , knF ) over Pn1 × · · · × PnF with ki > 0 its cohomology will be given
by the symmetric tensor
λ(a,...,b)...(α,...,β) (8.21)
where each index-type runs over the coordinate range of a single Pni and there are a total of k1
a, b-type indices running (1 . . . n1 + 1), and knF α, β-type indices, etc. While our results hold for
arbitrary products of projective space Pn1 × . . .Pn2, to simplify notation in the following sections,
we will present our results in a product of two such spaces Pn1 × Pn2. To generalize the formulae
and discussion to higher product ambient spaces simply replace the words “bi-degree” with “multi-
degree” and dimensions [r, s], with [r, s, u, . . .], as appropriate.
8.3.2.1 Individual Maps
To begin our analysis of cohomology maps, consider a map between the cohomology groups of two
individual line-bundles, f : V1 → V2, with an ambient space, A = Pn1 × Pn2 . Written as a map
between tensors this is
f(a,...,b)
(α,...,β)λ(a,...,b,c...d)(α,...,β,σ,...γ) = τ
(c,...,d)
(σ,...,γ) (8.22)
where λ ∈ V1 and τ ∈ V2.
To proceed, we are interested in computing ker(f):
f(a,...,b)
(α,...,β)λ(a,...,b,c...d)(α,...,β,σ,...γ) = 0 (8.23)
By writing these tensors explicitly, we have reduced the problem to an exercise in linear algebra.
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In this work, we will consider the maps f to be generic and view (8.23) as a linear system
determining components of λ. This linear system is then dim(V2) equations in dim(V1) unknowns.
Therefore,
ker(f) = dim(V1)− dim(V2) (8.24)
We now make an observation about the representations involved. In each map f of the form above,
f is itself a tensor with totally symmetric indices (of several different types) that acts on other
symmetric tensors.
There is an easy way to think about symmetric tensors. Note that a symmetric tensor λ(a...b)
with k indices running 1 . . . n is in one-to-one correspondence with a homogeneous polynomial of
degree k in n variables. Simply stated, λ can be viewed as the “coefficients” of the polynomial.
λ(a...b)x
a . . . xb (8.25)
That is, the number of independent homogeneous polynomials of degree “k” is equal to the de-
grees of freedom in λ. For a tensor involving several Young Tableau such as λ(a,...,b)...(α,...,β) this
is equivalent to a polynomial of a certain multi-degree over several different variable types (i.e.
λ(a,...,b)...(α,...,β)x
a . . . xbyα . . . yβ). Using this notation, we can specify the number of indices in λ or
the degree of the polynomial as a vector (r1, . . . , rm).
Instead of considering a mapping between two tableau we can then consider maps between
homogeneous polynomials. For instance, the mapping in Pn1 × Pn2
f (a,...,b(α,...,βλc...d)σ,...γ) = τ (a,...,d)(α,...,γ) (8.26)
where the map, f , has k1 a-type indices and k2 α-type indices, λ has (r1, r2) a, α indices respectively
and τ has (r1 + k1, r2 + k2) indices can be written as
PfPλ = Pτ (8.27)
where Pλ is a homogeneous polynomial of bi-degree (r1, r2), Pτ is the polynomial of bi-degree
(r1 + k1, r2 + k2) and even the map between cohomologies, Pf itself, is a homogeneous polynomial
of bi-degree (k1, k2).
Finally, note that in the language of polynomials described above, index contraction as in
(8.22) can be thought of as polynomials containing derivative operators. That is f(a,...,b)λ
(a,...,b,c...d)
corresponds to PfPλ where
Pf = f
(a...b)∂xa . . . ∂xb (8.28)
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acting on the regular polynomial λ(a,...,b,c...d)xa . . . xb.
In the calculation of Leray tableau and line bundle cohomology, we note that the cohomology
groups of line bundles on A will always be symmetric polynomials of given bi-degree in the coordi-
nates of A. The maps di given in (8.12) however, will generally be polynomials in both coordinates
and derivative operators.
8.3.3 Symmetric Tensors and Polynomials
We shall begin by introducing some notion for the ranks of the maps described above. Let us denote
by (k,m) the bi-degree of a map, where negative numbers refer to derivative operators and positive
entries to polynomial multiplication. Through the following cases we introduce the notation for
the dimension of a space of symmetric tensors in a product of two projective spaces (Pn1 ⊕ Pn2) of
bi-degree (r, s)
[r, s] =
(
r + n1
n1
)(
s+ n2
n2
)
(8.29)
We turn now to several distinct distinct varieties of map.
8.3.3.1 The Maps
Below we distinguish the sub-cases necessary to analyze a general Leray tableau for line bundle
cohomology.
Case 1: Mapping one space of polynomials to another Consider f : V1 → V2 where V1 is
a space of polynomials of bi-degree (l− k, p−m), V2 of bi-degree (l, p) and f a polynomial map of
degree (k,m). In this case,
ker(f) =Max[0, [l − k, p−m]− [l, p]] (8.30)
where each of k,m can be positive, negative or zero. This is simply the relationship ker(f) =
“number of unknowns - number of equations”. In this case, a single polynomial map is always
injective and a single derivative map is always surjective.
Case 2: “Many-to-one” Consider the case where F : (V1 ⊕ V2.... ⊕ VN ) → V and where the
map f is decomposable into component maps, fi : Vi → V . Let V be composed of polynomials of
bi-degree (r,s), then dim(V ) = [r, s] in the notation above. Let the component maps have bi-degree
(ki,mi). Then, as in the above case, ker(fi) =Max[0, dim(Vi)−dim(V )]. There are two sub-cases
to consider here. We will investigate the image of the map F above. To begin, we can make several
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observations simply from linear algebra. First, we observe that if fj is surjective for any j, then
the total map, F is surjective. That is if ker(fj) > 0 for any j then
ker(F ) =Max[0,
∑
i
dim(Vi)− dim(V )] =Max[0,
∑
i
dim(Vi)− [r, s]] (8.31)
Further, we have that the dimension, im(F ), of the image, Im(F ), is given by
im(F ) =
∑
i
N
im(fi)−
∑
i<j
im(fi) ∩ im(fj) +
∑
i<j<l
im(fi) ∩ im(fj) ∩ im(fl) . . . (8.32)
That is, the dimension of image in V of the composite map F is simply the sum of the images of the
individual maps fi, subtracting off the overcounting of ‘overlapping’ pairs of images (and triples,
quadruples, etc.) Thus, to compute Im(F) we need only understand how to count the intersection
of two such images, i.e.
im(fi) ∩ im(fj) (8.33)
For the case of F : (V1 ⊕ V2.... ⊕ VN ) → V , we introduce the notation dim(V ) = [r, s] and the
map fi of bi-degree (ki,mi) (where ki,mi can be positive, negative or zero according to the tensor
structure in (8.22)). We observe that if fi (and/or fj) is surjective then, im(fi)∩ im(fj) = im(fj).
That is, if at least one of the maps is surjective then it must follow that the intersection of images
yields the smaller of the two. But what if both maps are injective? (i.e. ker(fi) = ker(fj) = 0).
In this case, respresenting the problem in terms of polynomials, the intersection is given by
PfiPvi = PfjPvj (8.34)
But by inspection, a polynomial equation of this type has a solution:
Pvi = PfjPσij Pvj = PfiPσij (8.35)
where Pσij is a polynomial of bi-degree (r − ki − kj , s −mi −mj) (and hence Pσij = Pσji). Note
that Pσji is a reasonable answer so long as [r− ki − kj , s−mi −mj ] ≤Min[im(fi), im(fj)]. Thus,
we can consolidate these observations, and state that this pair-wise intersection takes the form
im(fi) ∩ im(fj) =
{
Min[im(fi), im(fj)] = τ if at least one of fi, fj surjective
Min[τ, [r − ki − kj , s−mi −mj]] both fi, fj injective
(8.36)
More generally for triple and higher intersections of images, we find that a polynomial solution
to im(fi)∩ im(fj)∩ im(fl) . . . takes the form [r− ki− kj − kl . . . , s−mi−mj −ml . . .]. In general
then, if ker(fi) = 0 for all i, we find that the dimension of the kernel of F is:
ker(F ) =Max[0,
∑
i
dim(Vi)− dim(V ),
N∑
a=2
∑
|M |=a
(−1)a[r −
∑
b∈M
kb][s −
∑
b∈M
mb]] (8.37)
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where M is a subset of {1, 2, . . . N} and |M | denotes the length of the subset.
To see that this line of reasoning produces the correct results, we shall demonstrate explicitly
that F is surjective according to (8.32) if all of the component maps fl are. With im(fl) = dim(V )
for all l, it follows that im(fl) ∩ im(fm) = dim(V ) for all l,m. So clearly, the alternating sum of
intersections in (8.32) is
im(F ) = (N)dim(V )− (no. of pairs)dim(V ) + (no. of triples)dim(V )− . . .
= {N − (N2 )+ (N3 )− (N4 )+ . . . }dim(V )
= {N −
N∑
j=2
(−1)j
(
N
j
)
}dim(V )
(8.38)
but, the binomial series satisfies
∑N
j=0(−1)j
(
N
j
)
= 0 (with
(
N
0
) ≡ 1). Therefore,
im(F ) = (n− (n− 1))dim(V ) = dim(V ) (8.39)
as required.
Case 3: “One-to-Many” Next, we consider the case where F : V → (V1 ⊕ V2.... ⊕ VN ) and
where the map f is decomposable into component maps, fi : V → Vi. Let V be composed of
symmetric polynomials of bi-degree (l,p), then (dim(V ) = [l, p]). Let the component maps have
bi-degree (ki,mi). Then, as in the above case, ker(fi) = Max[0, dim(V ) − dim(Vi)]. There are
again two sub-cases to consider here.
First, we observe that in this case, the kernel of the map F is simply the intersection of all the
kernels of the component maps,
ker(F ) =
⋂
i
ker(fi) (8.40)
It follows from this that if ker(fi) = 0 for some i, ker(F ) = 0 (i.e. if any one map is injective, the
total map is injective).
Thus, we have only to investigate the case for which ker(fi) > 0 for all i. In this case, the naive
expectation would be that since the set of target spaces Vi all consist of homogenous polynomials
of (generically) different bi-degree, the images im(fi) do not intersect. That is,
im(F ) =
N∑
i
im(fi) (8.41)
But this fails to take into account “relations” between these image spaces2. If f : V → V1 ⊕ V2
then we note that the images im(fi) are defined by
Pf1Pv = Pv1 (8.42)
Pf2Pv = Pv2 (8.43)
2This is related to syzygies at the level of modules.
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where Pv is the same polynomial in each expression. But by inspection, we see that Pv1 and Pv2
must obey the relation,
Pf1Pv2 = Pf2Pv1 (8.44)
Hence the space Im(F ) has
∑
i[l+ki, p+mi] degrees of freedom in Pv1 and Pv2 subject to [l+k1+
k2, p+m1 +m2] constraints in (8.44). Therefore, in this case
im(F ) =
∑
i
dim(Vi)− [l + k1 + k2, p +m1 +m2] (8.45)
In full generality then,
im(F ) =
∑
i
dim(Vi)−
N∑
a=2
∑
|M |=a
(−1)a[r +
∑
b
kb][s+
∑
b
mb] (8.46)
in the same notation as above. Written in terms of the kernel of F this is
ker(f) =Max[0, (1 −N)dimV +
∑
i
ker(fi) +
∑
a=2
N ∑
|M |=a
(−1)a[r +
∑
b
kb][s +
∑
b
mb]] (8.47)
It is worth noting at this stage, that the main information needed at each step of this analysis is
the individual surjectivity/injectivity of the component maps.
Case 3: “Many-to-Many” To compute line bundle cohomology using Leray tableau, we
must in general be able to compute the kernel/image of a map di (8.12) which maps N ambient
cohomology groups, or rather spaces of polynomials, to M such spaces. That is, F : (V1 ⊕ V2....⊕
VN )→ (U1 ⊕ U2....⊕ UM ). We can represent such a map in matrix form as
Fibvb = ui (8.48)
where vb ∈ Vb (b = 1, . . . N) and ui ∈ Ui (i = 1, . . .M). Further, F is a M × N matrix of
polynomials, each component of which is defined as fib : Vb → Ui with bi-degree (kib,mib) and
ker(fib) = dim(Vb)− dim(Vi).
To understand the map F we must combine the action of the two cases “many-to-one” and “one-
to-many” described above. For example, we could define V = V1 ⊕ V2.... ⊕ VN and consider the
“many-to-many” map as a “one-to-many” map with f¯i : V → Ui via f¯iv = ui and v = v1⊕ . . .⊕vN .
Then according to (8.46), we can represent the total image, im(F ) as
⊕
i im(f¯i) minus relations of
the form (8.44).
Equivalently, we could study the same map by defining U = U1⊕ . . .⊕UM and beginning with
the “many-to-one” structure defined in (8.32). In this way, the map F may be thought of as a
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“many-to-one” map of the form f˜bvb = u with u = u1 + . . .+ uM . Then as in (8.32) we have
im(F ) =
∑
i
N
im(f˜i)−
∑
i<j
im(f˜i) ∩ im(f˜j) +
∑
i<j<l
im(f˜i) ∩ im(f˜j) ∩ im(f˜l)− . . . (8.49)
But what is the dimension of im(f˜i)∩ im(f˜j)? The intersection of the images is determined by the
expression
f˜ivi = f˜jvj (8.50)
To understand this however, requires knowledge of the particular structure of Leray maps.
The structure of Leray maps The maps di in the Leray tableau (8.12) descend simply from
the defining maps in the Calabi-Yau configuration matrix (8.2). When combined into a matrix as
in (8.48), they no longer define a generic matrix of polynomials, but rather a more specific one
built from the configuration matrix
Consider a co-dimension one CICY with normal bundle N = O(q) Then in this simple case,
there is only one map d11 in (8.12) which maps between H
j(A,N ∗ × L) d
1
1→ Hj(A,L). In this
simple case, the map d11 is given by the polynomial Pq associated to a section of the normal bundle
N = O(q) (where the bi-degree of Pq is given by the numbers qr) (see [103] for a derivation of
this). For higher wedge powers ∧kN ∗ the maps are likewise built from the defining polynomials
of X. While it is possible to algorithmically generate such maps from a given normal bundle
N ∗ in arbitrary co-dimension, it is difficult to write down an analytic formula for the matrix of
polynomials. To clarify this structure however, we will illustrate the produce with an example in
the following section.
8.4 An example
As an example of the techniques above let us compute the cohomology of L = O(k,m) with k,m > 0
on the CICY X =
[
3
3
∣∣∣∣ 0 0 12 2 2
]
. We know the structure of the cohomology of H∗(X,L) already
on this space, by Kodaira vanishing and the index theorem (7.11). However, it will be illustrative
to derive the same result using the explicit map techniques described above.
For this line bundle and manifold, following the construction of Leray tableau defined above
(8.11) and (8.12) we have
Ej,k1 =
 E
0,0
1
d11← E0,11
d21← E0,21
d31← E0,31
0 0 0 0
...
...
...
...
 (8.51)
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Since there is only one non-zero row in (8.51), the sequence converges at Ej,k2 with
E0,02 = E
0,0
1 − Im(d11) E0,12 = ker(d11)− Im(d21)
E0,22 = ker(d
2
1)− Im(d31) E0,32 = ker(d31)
(8.52)
Written in terms of the Young tableau of the Bott-Borel-Weil Theorem (Thm 8.3.4) these coho-
mologies are given by
E0,01 = H
0(A,L) = ( −k,0−m,0,0,0,0,0) E0,11 = H0(A,N ∗ × L) = ( −k,0−m+2,0,0,0,0,0)⊕2 ⊕ ( −k+2,0−m+2,0,0,0,0,0)
E0,31 = H
0(A,∧3N ∗ × L) = ( −k+2,0−m+6,0,0,0,0,0) E0,21 = H0(A,∧2N ∗ ×L) = ( −k,0−m+4,0,0,0,0,0)⊕ ( −k+2,0−m+4,0,0,0,0,0)⊕2
(8.53)
Representing each tableau simply by it’s dimension, i.e.
( −k,0
−m,0,0,0,0,0
) ∼ [k,m] as in (8.19), the maps
di1 have the following structure:
d11 : [k,m− 2]⊕2 ⊕ [k − 2,m− 2]→ [k,m] “many-to-one”
d21 : [k,m− 4]⊕ [k − 2,m− 4]⊕2 → [k,m− 2]⊕2 ⊕ [k − 2,m− 2] “many-to-many”
d31 : [k − 2,m− 6]→ [k,m− 4]⊕ [k − 2,m− 4]⊕2 “one-to-many”
(8.54)
where the descriptions classify the types of maps as discussed in Section 8.3.3.1. In order to proceed
further, we must understand the explicit form of the maps di1 that arise in the the Leray and Koszul
sequences. We will denote the component polynomials of the normal bundle N = O(0, 2)⊕2 ⊕
O(2, 2), as P1 of bi-degree (0, 2), P2 of bi-degree (0, 2) and P3 of bi-degree (2, 2) respectively. We
shall assume that each of Pi is generic. Then writing d
1
1 : V1 ⊕ V2 ⊕ V3 → V with the Vi as the
polynomial spaces in (8.54), then by the definition of the Koszul and Leray sequences, the map
fi : Vi → V is Pi. Using the results for “many-to-one” maps in (8.37) the result for (8.54) is
ker(d11) = [k,m− 4] + [k − 2,m− 4] + [k,m− 4]− [k − 2,m− 6] (8.55)
Similarly, we can write d31 as a “one-to-many” map: d
3
1 : U → U1 ⊕ U2 ⊕ U3 with Ui as in (8.54)
and fi : U → Ui defined by fi = Pi+2. But by inspection, in this case, the component maps fi are
injective for all i. Therefore by (8.46) it follows that
ker(d21) = 0 (8.56)
Finally, for the map d21 we find that the map is defined in terms of the available polynomials as
d21 =
 P2 P3 0P1 0 P3
0 P1 P2
 (8.57)
The kernel of this map may be computed according to the discussion in the “many-to-many” section
above. It is given by
ker(d21) = [k − 2,m− 6] (8.58)
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At last, combining the kernels/images of these maps with the Ej,k2 in (8.52) and computing the
cohomology of L via (8.13) we find that
h0(X,L) = E0,01 − E0,11 + E0,21 −E0,31 (8.59)
and hq(X,L) = 0 for all q > 0 as expected by Kodaira vanishing.
8.5 An outline of the algorithm
Clearly, the necessary algorithm to compute line bundle cohomology is complex and best suited
for machine implementation. We have written a Mathematica package to accomplish this and for
clarity provide a schematic outline of the necessary algorithm here:
For a generic line bundle L = OX(a, b) on X, the following steps must be implemented:
1. Define the Leray tableau for OX(a, b) as in (8.11) and (8.12).
2. Using the Bott-Borel-Weil Theorem 8.3.4, re-write the entries in the Leray tableau, Ej,k1 =
Hj(A,∧kN ∗×L), as Young-tableau. The result will be fully symmetric irreducible represen-
tations of unitary groups.
3. Next, using the correspondence between totally symmetric tensors and polynomials, find a
representation for each ambient cohomology group as a space of polynomials of a particular
bi-degree according to (8.26) and (8.27).
4. Formulate the explicit matrices of polynomials that correspond to the maps particular to the
Koszul resolution. These in general will not be generic matrices of polynomials, but defined
by a specific set of maps (those in the configuration matrix (8.2)) according to the Koszul
sequence as in (8.57).
5. Use the results for Kernels/Images given above to compute the ranks and kernels of the
necessary maps (8.37), (8.46)
6. Using the simple convergence of the Leray spectral sequence, Ej,k∞ = E
j,k
2 , for line bundles,
compute the relevant cohomology groups on X according to (8.13)
With this important calculational tool in hand, we are now ready to address the question of
stability of monad bundles. In the following Chapter we shall use the cohomology of line bundles
to formulate a new stability criteria.
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Chapter 9
Stability
9.1 Stable vector bundles in heterotic theories
The problem of finding N = 1 supersymmetric vacua in heterotic models is a long-standing one.
The heterotic string provides one of the most promising avenues to realistic particle physics from
string theory, but the inherent mathematical difficulty of the theory is a serious obstacle 1. To
build four-dimensional heterotic models it is necessary not only to specify a compact Calabi-Yau
three-fold and two vector bundles, V and V˜ over it, but also to to compute the topological data2
of TX, V and V˜ in detail and show that these bundles produce a supersymmetric four-dimensional
theory.
With the powerful Donaldson-Uhlenbeck-Yau theorem [111, 112] for vector bundles on Calabi-
Yau 3-folds, this is equivalent to proving that the vector bundles are stable. This property regarding
the sub-sheaves of a bundle V is a notoriously difficult one to prove and as a result the stability
criteria of this Chapter is among the more significant results of this work.
In the previous Chapter, we have generated thousands of SU(n) vector bundles V on Calabi-
Yau 3-folds X whose stability we wish to investigate. Since the slope of V is 0 for these bundles
(since c1(V ) = 0 for SU(n) bundles) in order for V to be stable we must have that all proper
subsheaves, F , of V have strictly negative slope. Thus if F ⊂ V we require
µ(F) < 0 (9.1)
But what qualifies a sheaf F to be a subsheaf of V ? This is simply the condition that it has
smaller rank and the there exists an embedding F →֒ V . The space of homomorphisms between
F and V is simply hom(F , V ) which is, in turn, given by the space of global holomorphic sections
1See for example [134, 124, 165]
2i.e. bundle valued cohomologies, Chern classes, etc.
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H0(X,F∗ ⊗ V ). Hence, we have that
V stable ⇒ µ(F) < 0 ∀F s.t. rk(F) < n and H0(X,F∗ ⊗ V ) 6= 0 . (9.2)
Recall that by definition (5.15) in Section 5.5, the slope of a sheaf F is given by
µ(F) = 1
rk(F)
∫
X
c1(F) ∧ J ∧ J (9.3)
where J is the Ka¨hler form on X. Expanding J in a basis as J = tsJs (with t
s ≥ 0 forming the
Ka¨hler cone of a CICY X) this becomes
µ(F) = 1
rk(F)
∫
X
cr1(F)Jr ∧ tsJs ∧ tuJu (9.4)
=
1
rk(F)c
r
1t
stu(F)
∫
X
Jr ∧ Js ∧ Ju (9.5)
=
1
rk(F)drsuc
r
1(F)tstu (9.6)
where drsu are the triple intersection numbers (B.34) of the CICY. Relabeling this as
sr ≡ 1
rk(F)drsut
stu (9.7)
we can denote the slope as
µ(F) = srcr1(F) (9.8)
So, in this notation, if V is stable for all F ⊂ V ,
µ(F) = cr1(F)sr < 0 (9.9)
This is a condition on the first Chern class of F . Since the Ka¨hler cone for CICYs consists of all
ts ≥ 0, and furthermore drsu ≥ 0, it is clear that sr ≥ 0.
In the mathematics literature, when a bundle is called ‘stable’ this is taken to mean stable with
respect to all possible sr. A choice of such a vector is called a ’polarization’. That is, the bundle
which is stable with respect to all polarizations is stable everywhere in the Ka¨hler cone. However,
viewed from the perspective of physics, this is actually a stronger condition than we require. In
light of the ultimate goal of moduli stabilization in the four-dimensional effective theory, we expect
eventually to restrict the theory to some point in Ka¨hler moduli space. In order to satisfy the
Hermitian Yang-Mills equations (5.14) it is enough to show that the bundle is stable somewhere in
the Ka¨hler cone (with the hope that we may eventually stabilize the moduli somewhere within this
region). In this Chapter, we shall make use of this simplification to formulate a stability criteria for
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bundles defined over Calabi-Yau manifolds with h1,1(TX) > 1. This criteria will be a generalization
of the necessary but not sufficient cohomology condition given in Hoppe’s criteria (6.2.3).
Because any discussion of stability is inherently somewhat convoluted, we shall attempt to
outline the basic argument here. In Section 9.2 below, we demonstrate that rather than considering
all proper sub-sheaves of a vector bundle V , it is possible to consider only sub-line bundles of
appropriate antisymmetric tensor powers ∧kV . That is, if
µ(L) < µ(∧kV ) (9.10)
for all sub-line bundles L ⊂ ∧kV for k = 1, . . . rkV − 1, then V is stable. In a straightforward
generalization of Hoppe’s criteria (whose proof we review in Section 9.2.1) we proceed to show that
H0(X,∧kV ) = 0 (9.11)
for k = 1, . . . rkV − 1. While this fact alone is not enough to prove that V is stable, it will be make
it possible to formulate additional cohomological criteria that are sufficient for stability.
As we stated above, if L ⊂ ∧kV then, we must have hom(L,∧kV ) 6= 0. This fact together with
(9.11) implies that if we can explicitly demonstrate that for some open region of the Ka¨hler cone,
(9.10) is satisfied at each k, for all line bundles for which
hom(L,∧kV ) 6= 0 and h0(X,L) = 0 (9.12)
then we will have determined that V is stable somewhere in the Ka¨hler cone. In Section 9.4 we
derive necessary cohomological bounds on the sub-line bundles such that (9.10) and (9.12) are
satisfied for all ’potential’ sub-line bundles L. The stability criteria presented is valid for CICYs
with h1,1(TX) = 2 which constitute 21 of the 36 manifolds with positive monads found in Chapter
7. Including the 5 cyclic manifolds (for which we have Hoppe’s criteria) this will provide a method
of verifying stability for 26 manifolds. In Section 9.6, we shall discuss briefly how this may be
generalized to the remaining 10 CICYs in our classification. It should be stressed that the new
stability criteria presented here is a necessary but not sufficient condition. That is, any bundle that
fails to satisfy the cohomology bounds presented in Section 9.4 below is not necessarily unstable.
With these goals in mind, we turn now to the first of several simplifying observations.
9.2 Sub-line bundles and Stability
In general, to prove that a vector bundle V is stable, it is necessary to demonstrate that
µ(F) < µ(V ) (9.13)
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for all proper sub-sheaves F ⊂ V . For an arbitrary construction of vector bundles there are no
techniques available for classifying all sub-sheaves (or computing their topological properties). As a
result, stability is a difficult property to test for a bundle and presents a serious obstacle to building
realistic models from heterotic compactifications. However, there are a few elementary properties
that will prove to be surprisingly useful in analyzing stability. We turn here to the first of several
important simplifications.
In this section, we will demonstrate that it is enough3 to test the slope criteria for all sub
line-bundles L of certain anti-symmetric powers of the bundle ∧(k)(V ). We have already made use
of this important result implicitly in Hoppe’s Theorem (6.2.3) in Chapter 6. We shall make this
explicit below and derive several useful results.
To begin, consider a rank-n vector bundle V over a projective variety X. If F is a sub-sheaf of
V then it injects into V via the resolution
0→ F → V → K → 0 (9.14)
with rk(F) < rk(V ). We shall consider such sub-sheaves one rank at a time. First, we observe
that since V is a vector bundle, it is torsion-free and thus, has no rank-zero sub-sheaves. So, we
begin with the case of a rank one sub-sheaf. Since F is torsion free there is an injection
F i−→ F∗∗ (9.15)
where F∗∗ is the double-dual4. of F . Since F∗∗ is rank one and torsion free it can be shown that F
is locally free, and hence a line bundle [167]. Dualizing the sequence (9.14) twice and using (9.15)
we have
F ⊂ F∗∗ ⊂ V ∗∗ ≈ V (9.16)
It is straightforward to show that µ(F) = µ(F∗∗). Thus, instead of checking the slope condition
(9.2) for all rank-one torsion-free subsheaves of V , it suffices to check it for all sub line-bundles.
But what about sub-sheaves of higher rank?
Let F be a torsion free sub-sheaf of of rank k (< n). Once again, we have an inclusion
0→ F → V which in turn induces a mapping
∧k (F)→ ∧k(V ) (9.17)
which can be shown to be an injection as well [166]. By definition of the anti-symmetric tensor
power ∧k, ∧k(F) is a rank one sheaf (with F rank k). Since F is torsion free, so are ∧k(F) [168].
3See the Appendix of [166] for a more detailed version of this argument.
4For a locally free coherent sheaf, L, the double dual is isomorphic, i.e. L∗∗ ≈ L.
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Next, by an argument similar to the one above, ((9.15)), we can argue that there is a line bundle
associated to ∧kF . Hence, for any torsion-free sub-sheaf of rank k, we have an associated line
bundle. Note that in general for a rank n bundle V ,
c1(∧kV ) =
(
n− 1
k − 1
)
c1(V ) (9.18)
We observe here that for SU(n) bundles with c1(V ) = 0, c1(∧k(V )) = 0 as well. Likewise, we see
that for a rank k sub-line bundle, F , (9.18) gives us µ(∧kF) = µ(F). Therefore, for each rank k
de-stabilizing sub-sheaf of V we have a corresponding de-stabilizing sub-line bundle of ∧k(V ). Thus
in proving stability of a rank n SU(n) vector bundle V we need only to show that if L ⊂ ∧k(V ),
then
µ(L) < µ(V ) = 0 (9.19)
for all k < n. This is a dramatic simplification of the problem of stability and we shall make use of
it to prove stability of the rank 3, 4 and 5 monad bundles defined over certain CICYs.
9.2.1 Hoppe’s criteria
Before discussing stability on more general spaces, we remind the reader of the statement of Hoppe’s
Theorem (6.2.3) for cyclic projective varieties. Hoppe’s condition simply states that for an SU(n)
bundle5 V , if the bundle is stable then h0(X,∧kV ) = 0 for k = 1, . . . rk(V )−1. This necessary (but
not sufficient) condition for stability of vector bundles on ‘cyclic’ projective varieties allowed us to
prove stability of the 37 positive monad bundles in Chapter 6. Before we attempt to formulate
more general stability criteria, it will be illuminating to provide a sketch of the proof of Hoppe’s
theorem here.
Hoppe’s criteria works as a ‘proof-by-contradiction’: Let X be a cyclic variety (h1,1(TX) = 1)
and V a rank n (for our purposes SU(n)) vector over it. Suppose that there exists a rank k de-
stabilizing sub-sheaf F ⊂ V . Then by the arguments of the previous section, we may define a line
bundle via
∧k F∗∗ ≡ O(m) (9.20)
such that ∧kF∗∗ ⊂ ∧kV . Now since the slope of V vanishes, in order for F to be de-stabilizing we
must have that
µ(∧kF∗∗) = µ(O(m)) ≥ 0 (9.21)
On a cyclic Calabi-Yau manifold, the single Ka¨hler form J allows us to classify all line bundles
O(m) by a single integer m which defines their first Chern class c1(O(m)) = mJ [104]. Clearly,
5for a generalization to U(n) bundles, see [149].
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from (9.9) if O(m) is to be de-stabilizing, we must have m > 0. Now, for O(m) with m > 0, the
Kodaira vanishing theorem (B.26) and the index theorem tell us directly that
h0(X,O(m)) > 0 (9.22)
But by the sequence (9.14),
0→ O(m)→ ∧k(V )→ K → 0 (9.23)
0→ H0(X,O(m))→ H0(X,∧k(V ))→ . . . (9.24)
We see that this implies that
H0(X,∧k(V )) 6= 0 (9.25)
Stated simply, if there exists a de-stabilizing sub-sheaf of V on a cyclic Calabi-Yau manifold then
it must be the case that H0(X ∧k (V )) 6= 0. Therefore, we have arrived at Hoppe’s criteria: If
H0(X ∧k (V )) = 0 for all k = 1, . . . (n− 1), then V is stable.
We observe here that the strength of this theorem followed from the fact that
µ(∧kF∗∗) ≥ 0⇔ h0(X,∧kF∗∗) 6= 0 (9.26)
This conclusion rests on the fact that X is cyclic (and hence c1(O(m)) is determined by a single
integer m for a line bundle O(m)). It is clear that if we are to examine stability on Calabi-Yau
manifolds defined as complete intersection hypersurfaces in products of several projective spaces
(those for which h1,1(TX) > 1), we will need something more.
9.3 Cohomology of Sub-line Bundles
Using the results of the previous section, we begin by considering a sub-line bundle L of ∧k(V ).
Following from the observations of the previous section, we hope to be test stability of V by
investigating the sub-line bundles of ∧k(V ). We may ask, are there any simple characteristics that
distinguish sub-line bundles for the monad bundles we consider? Using the results of the previous
two sections, we see that are two simple tests of ‘sub-line bundle-ness’ for a line bundle L ⊂ V that
will prove useful to us.
First, as discussed in (9.2), by definition, if L ⊂ ∧k(V ) then
HomX(L,∧k(V )) 6= 0 (9.27)
Therefore, we have a non-trivial cohomology condition to check for any candidate sub-line bun-
dle of V . Note that this is a necessary but not sufficient condition for a sub-line bundle. If
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HomX(L,∧k(V )) = 0 there are no maps between L and V . But if HomX(L,∧k(V )) 6= 0 this does
not guarantee the existence of an injection, f , from L into V .
The second condition is a simple observation related to Hoppe’s criteria (6.2.3). For L a sub-line
bundle of V , we have the short exact sequence
0→ L → V → K → 0 (9.28)
This in turn induces a long exact sequence in cohomology
0→ H0(X,L)→ H0(X,∧k(V ))→ . . . (9.29)
We observe now, that if a generalization of Hoppe’s criteria were to told - i.e. If H0(X,∧k(V )) = 0
then
H0(X,L) = 0 (9.30)
for L satisfying (9.28). Beginning at the level of k = 1, we see this simple observation is the
reason why H0(X,V ) = 0 for stable SU(n) bundles V (as noted in Section 5.9). Noting that
H0(X,V ) = H0(X,V ⊗O∗X) 6= 0, it is possible that OX could be a proper subsheaf of V . In fact,
if H0(X,V ) 6= 0 then with a constant map taking sections to sections, it is clear that OX injects
into V . Furthermore, c1(OX) = 0 and so µ(OX) = 0 and is not strictly negative, making OX a
proper de-stabilizing subsheaf and V unstable. Thus, we must have that H0(X,V ) = 0 for stable
SU(n) bundles. In the following sections, it will be shown that if H0(X,∧k(V )) = 0, then we can
formulate a generalization of Hoppe’s criteria. But first, we shall show below that this property
does in fact hold for all positive monad defined bundles on CICYs.
9.3.1 Proof that H0(X,∧(k)V ) = 0
While the Hoppe criteria (6.2.3) is insufficient to guarantee stability for vector bundles defined
over complete intersection hypersurfaces in higher dimensional ambient spaces, the verification of
a straightforward generalization of Hoppe’s criteria is still useful for us. As we shall see in the
following sections, if
H0(X,∧(k)V ) = 0 k = 1, . . . rk(V )− 1 (9.31)
and X is a complete intersection Calabi-Yau of co-dimension K, then we can generate a new
stability criteria for manifolds with more than a single Ka¨hler form.
We shall demonstrate that (9.31) holds for the positive monad bundles of Chapter 7. To begin,
recall that for SU(n) bundles we have the useful isomorphisms
∧n−k V ≈ ∧kV ∗ (9.32)
152
Thus to demonstrate thatH0(X,∧kV ) = 0, it may be easier to use (9.32) and considerH0(X,∧n−kV ) =
0. We shall do this for each bundle rank separately.
Rank 3 Bundles To begin, consider a rank 3 SU(n) positive monad bundle on X. By (9.32),
we have that V ≈ ∧2V ∗ and ∧2V ≈ V ∗.
Now, it was demonstrated in Section 7.6 that H0(X,V ) = H0(X,V ∗) = 0 for all positive monad
bundles, V . Thus, we have shown that the Hoppe condition is satisfied for all rank 3 bundles.
Rank 4 Bundles Once again, we have the results of Section 7.6 and (9.32). That is, we have
already demonstrated that H0(X,V ) = 0 and H0(X,∧3V ) = H0(X,V ∗) = 0. Thus, for a rank 4
bundle, it only remains to check that H0(X,∧2V ) = H0(X,∧2V ∗) = 0. For this case we have the
following long-exact sequence on X obtained by taking the dual of the exterior power sequence of
the monad (6.14)
0→ S2C∗ → C∗ ⊗B∗ → ∧2B∗ → ∧2V ∗ → 0 (9.33)
By splitting this sequence into two and examining the associated long exact sequences in cohomol-
ogy, a simple analysis shows us that if
hp(X,SpC∗ ⊗ ∧2−pB∗) = 0 (9.34)
for p = 0, 1, 2 then it is clear that H0(X,∧2V ) = 0. But since SpC∗ ⊗ ∧2−pB∗ is a sum of strictly
negative line bundle on X (for a positive monad), by the Kodaira vanishing theorem (B.26), the
criteria, (9.34) is clearly satisfied. Therefore, H0(X,∧2V ) = 0 and (9.31) is satisfied.
Rank 5 Bundles Finally we turn to rank 5 bundles. Using the results of the previous sections,
we have that H0(X,V ) = H0(X,∧4V ∗) = 0. Further, since ∧3V ≈ ∧2V ∗, by the argument of
the preceding paragraph, H0(X,∧3V ) = 0. This leaves only one more cohomology H0(X,∧2V ) =
H0(X,∧3V ∗) to compute. To accomplish this, it will be useful to formulate the problem on the
ambient space and then use Koszul sequence (8.1) to restrict to the Calabi-Yau.
Consider the exterior power sequence on the ambient space, A,
0→ S3C∗ → S2C∗ ⊗ B∗ → C∗ ⊗ ∧2B∗ → ∧3B∗ → ∧3V∗ → 0 (9.35)
We can now divide this into three short exact sequences,
0→ S3C∗ → S2C∗ ⊗ B∗ → K1 → 0 (9.36)
0→ K1 → C∗ ⊗ ∧2B∗ → K2 → 0 (9.37)
0→ K2 → ∧3B∗ → ∧3V∗ → 0 (9.38)
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We shall take B, C to be positive line bundles, defined over the ambient space A of a co-dimension
K CICY. In the next step - the Koszul sequences - we shall tensor each of the short exact sequences
in (9.36) by ∧jN ∗ for j = 0, 1 . . . K and compute the long exact sequences in cohomology. From
the cohomology sequences we get
H l(A,∧jN ∗ ⊗ ∧3V∗) = H l+1(A, K˜2) = Hq+2(A, K˜1) (9.39)
for l = 0, 1, . . . K and for l = K + 2,K + 3 we have the three exact sequences
0→ H3+K−1(A,∧jN ∗ ⊗ ∧3V∗)→ H3+K(A, K˜2)→ H3+K(A,∧jN ∗ ⊗ ∧3B∗)→ H3+K(A,∧jN ∗ ⊗ ∧3V∗)→ 0
0→ H3+K−1(A, K˜1)→ H3+K(A,∧jN ∗S3C∗)→ H3+K(A,∧jN ∗ ⊗ S2C∗ ⊗ B∗)→ H3+K(A, K˜1)→ 0
0→ H3+K−1(A, K˜2)→ H3+K(A, K˜1)→ H3+K(A,∧jN ∗ ⊗ C∗ ⊗ ∧2B∗)→ H3+K(A, K˜2)→ 0
(9.40)
Now to restrict to the Calabi-Yau 3-fold X, we turn to the Koszul sequence for ∧3V ∗.
0→ ∧3V∗ ⊗∧KN ∗ → ∧3V∗ ⊗ ∧K−1N ∗ → . . .→ ∧3V∗ ⊗N ∗ → ∧3V∗ → ∧3V∗|X → 0 . (9.41)
We can decompose this long exact sequence into short exact sequences as:
0→ ∧3V∗ ⊗∧KN ∗ → ∧3V∗ ⊗ ∧K−1N ∗ → q0 → 0;
0→ q0 → ∧3V∗ ⊗ ∧K−2N ∗ → q1 → 0;
...
0→ qK−3 → ∧3V∗ ⊗N ∗ → qK−2 → 0;
0→ qK−2 → ∧3V∗ → ∧3V∗|X → 0 ,
(9.42)
where qj for j = 0, . . . ,K − 2 are appropriate (co)kernels. The last row and the object of our
interest - reads
0→ qK−2 → ∧3V∗ → ∧3V∗|X → 0 . (9.43)
This induces a long exact sequence in cohomology and to check the vanishing of H0(X,∧3V ∗) it is
clearly sufficient to show that
H0(A,∧3V∗) = H1(A, qK−2) = 0 . (9.44)
Arguing inductively, the vanishing ofH1(A, qK−2) could be guaranteed by the vanishing ofH1(A,∧3V∗⊗
N ∗) and H2(A, qK−3) and so on. In summary, we seek the vanishing of
Hj(A,∧3V∗ ⊗ ∧jN ∗) = 0 , ∀ j = 0, . . . ,K . (9.45)
Combining this result from our calculation of the ambient cohomology of ∧3V∗, we see that in
order for H0(X,∧3V ∗) = 0, we require the vanishing of
Hj(A,∧3V∗ ⊗ ∧jN ∗) = Hj+2(A, K˜1) = 0 (9.46)
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for j = 0, 1 . . . K. But by inspection, Hj+2(A, K˜1) = 0 for j = 0, 1, . . . K − 1. So, it only remains
to check that HK+2(A, K˜1) = 0. From the sequence (9.42), we find
hK+2(A, K˜1) = h3+K(A,∧jN ∗ ⊗ S3C∗)− Im(g) (9.47)
g : H3+K(A,∧jN ∗ ⊗ S3C∗)→ H3+K(A,∧jN ∗ ⊗ S2C∗ ⊗ B∗) (9.48)
As a result, we can see that H0(X,∧3V ∗) = 0 whenever
h3+K(A,∧jN ∗ ⊗ S2C∗ ⊗ B∗) ≥ H3+K(A,∧jN ∗ ⊗ S3C∗) (9.49)
This simple cohomology check is satisfied for all the positive monad bundles defined in Chapter 7.
Thus, we have demonstrated that the generalized Hoppe criteria (9.31) is satisfied for all the rank
5 bundles and therefore for all positive monads in our list.
9.4 A new stability criteria
As we saw at the start of this Chapter in (9.7) and (9.8), the slope of a sheaf µ(F) depends upon
the Ka¨hler parameters ts. That is, stability of a sheaf/bundle is only a meaningful with respect to
some ’polarization’, H = J ∧ J .
In the mathematics literature, when a vector bundle is called “stable” it is taken to mean stable
with respect to all polarizations, that is, stable everywhere in the Ka¨hler cone. However, from a
physics perspective, this is actually a stronger constraint than we require. In order to produce a
N = 1 supersymmetric theory in four-dimensions, it is sufficient for our purposes that the vector
bundle V be stable somewhere in the Ka¨hler cone (i.e. for some open set). We are therefore led to
ask the question, can we formulate a generalization of Hoppe’s criteria, that is, a necessary but not
sufficient cohomological condition, which will guarantee that a monad-defined bundle V is stable
somewhere in the Ka¨hler cone? With Hoppe’s criteria available for spaces for which h1,1(TX) = 1,
it is natural to ask this question for the next most complicated Ka¨hler structure, that for which
h1,1(TX) = 2. In the following sections we construct just such a method.
9.4.1 Two Ka¨hler Moduli
We begin by considering favorable complete intersection Calabi-Yau manifolds which are defined
as complete intersection hypersurfaces in a product of two projective spaces, Pn1 × Pn2. For these
manifolds, h1,1(X) = 2 and the favorable CICY has two Ka¨hler classes J1,2 related directly to
those on the ambient space. The Ka¨hler cone is simply {Z≥0J1 + Z≥0J2} and lives in a plane. A
polarization H is then described by (9.8) as a vector sr = (a, b) ∈ Z2≥0.
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Expanded in this basis of Ka¨hler forms, the first chern class of an arbitrary sub-sheaf F ⊂ V is
given by
c11(F)J1 + c21(F)J2 (9.50)
Thus, we can characterize the c1 of a sub-sheaf by another integer pair, (c
1
1, c
2
1) ∈ Z2. In summary,
stability of V somewhere in the Ka¨hler cone means that there exists an open region R, in the
positive quadrant, such that the dot product of sr and c
r
1 is strictly negative, i.e
src
r
1(F) < 0 (9.51)
for all sub-sheaves F and sr ∈ R.
The central idea for a stability criteria is as follows: If it were possible to classify all potentially
destabilizing sub-sheaves of a monad bundle V and demonstrate explicitly that for all these, a
region R in the Ka¨hler cone was left undisturbed, we would be able to prove that V is stable in R.
To this end, we utilize the observations of the preceding sections. We shall use our generalized
notion of Hoppe’s criteria and consider sub-line bundles of ∧k(V ). Since all line bundles on a
Calabi-Yau 3-fold are classified by their first Chern class, for each line bundle L we have a unique
vector (c11, c
2
1) = (a, b) in the plane. By definition this is L ≡ O(a, b). For such a given line bundle
we can determine the region of the first quadrant (i.e. those vectors sr) which it destabilizes, via
the expression
µ(L) = srcr1(L) = s1a+ s2b > 0 (9.52)
Thus O(a, b) destabilize all vectors sr = (s1, s2) in the first quadrant which have an angle less than
90◦ with (a, b). This is represented in Figure 9.1. If the ’de-stabilized’ regions defined by (9.52) for
some set of line bundles Li span the set of all sr then the bundle is not stable. Note that the set of
all sr is not the entire first quadrant of the plane shown in Figure 9.1, but rather a conical subset
of it, defined by the intersection numbers and Ka¨hler moduli via (9.7).
To check whether our monad bundles are stable, we shall proceed as follows: We shall classify
all ‘potential’ sub-line bundles O(a, b) of a monad bundle V and place bounds on the components
a, b of c1(L) via cohomological conditions. For (a, b) in the allowed region, we shall demonstrate
that the de-stabilized region is only a part of the Ka¨hler cone (i.e. first quadrant). That is, that
the monad bundle is stable somewhere in the Ka¨hler cone.
Consider a line bundle L = O(a, b) with a, b arbitrary. When is L a sub-line of ∧kV where V is
defined by (7.13)? As we demonstrated above, in (9.2) if
hom(L,∧kV ) = 0 (9.53)
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Then clearly L is not a sub-line bundle of ∧kV . Likewise, we recall from section 9.3.1 above that
for the rank 3, 4, 5 SU(n) bundles defined in Chapter 7 over CICYs, H0(X,∧k(V )) = 0. Then, by
(9.14) if
H0(X,L) 6= 0 (9.54)
it follows that L is not a sub-line bundle the bundle ∧kV . So we can immediately begin to eliminate
regions of the (a, b) plane as not corresponding to sub line bundles of ∧k(V ).
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Figure 9.1: The Ka¨hler cone and two potentially de-stabilizing line bundles l1 and l2.
9.4.2 The cohomology conditions
To begin, let ∧jV be a bundle defined by a positive monad as in Chapter 7. We shall now study the
space of possible line bundles O(a, b) and find constraints on a, b such that O(a, b) is potentially
a sub-line bundle of ∧jV . First, consider L = O(a, b) with a, b ≥ 0. Clearly, by the Kodaira
vanishing theorem (B.26), for these line bundles H0(X,L) 6= 0. Therefore by (9.53), L is not a
sub-line bundle of ∧jV . We can eliminate the entire first quadrant of the plane shown in Figure
9.1 as not sub-line bundles and hence of no interest in stability arguments.
Next, note that all L = O(a, b) with a, b < 0 (i.e. those line bundles in the third quadrant)
cannot de-stabilize ∧jV anywhere in the Ka¨hler cone. That is, (9.10) is satisfied for all such line
bundles. Therefore, the only potentially de-stabilizing line bundles that could concern us are those
of the form
L1 = O(−k,m) or L2 = O(p,−q) (9.55)
with integers k,m, p, q ≥ 1. For these, if
hom(∧jV,L) = H0(X,∧jV ⊗ L∗) = 0 or H0(X,L) 6= 0 (9.56)
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Then we eliminate L from consideration. For the first of these conditions, the exterior power
sequences
0→ ∧jB → ∧jB → ∧j−1B ⊗ C → · · · → B ⊗ Sj−1C → SjC → 0 (9.57)
0→ SjC∗ → Sj−1C∗ ⊗B∗ → · · · → C∗ ⊗ ∧j−1B∗ → ∧jV ∗ → 0 (9.58)
provide us with cohomology conditions arising from the associated cohomology sequences. If
h0(X,∧jB ⊗ L∗) = 0 (9.59)
then L is not a sub-line bundle of ∧jV . Furthermore since (9.32) holds for SU(n) bundles we also
have that ∧jV = ∧(n−j)V ∗ (with rk(V ) = n) and thus if
H l(X,∧(n−j−l)B∗ ⊗ SlC∗ ⊗ L∗) = 0 for l = 0, 1, . . . (n− j) (9.60)
then once again, L is not a sub-line bundle of ∧jV . For the line bundles of the form (9.55),
in general each of (9.59) and (9.60) bound a single component, k or m (respectively p, q) of Li
(i = 1, 2). That is, despite the fact that both conditions test whether L ⊂ ∧kV , they contain
independent information. The procedure to check stability of V is then as follows.
To test the stability of a rank n monad bundle V we must investigate sub-line bundles of ∧jV
for j = 1, . . . n− 1 for each value of j. For a fixed value of j we then seek line bundles of the form
L1 = O(−k,m) or L2 = O(p,−q) which satisfy
1. h0(X,∧jB ⊗ L∗) 6= 0
2. H l(X,∧(n−j−l)B∗ ⊗ SlC∗ ⊗ L∗) 6= 0 for at least one l = 0, 1, . . . (n− j)
3. H0(X,L) = 0
we call a line bundle satisfying the above conditions a ‘potential’ sub-line bundle of ∧jV (though it
is not necessarily a sub-line bundle of ∧jV ) and the slope µ(L) must be checked in order to verify
stability.
For a sub-line bundle of the form L1 = O(−k,m) ⊂ ∧jV satisfying these conditions, it will
de-stabilize all vectors sr in the first quadrant according to (9.52). That is, those vectors sr with
slope
s2
s1
>
k
m
= α(k)1 (9.61)
Similarly, L2 = O(p,−q) will destabilize those sr with slope
s2
s1
<
p
q
= α(k)2 (9.62)
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Since k,m ≥ 1 (and p, q > 1) it is clear that no single line bundle Li can de-stabilize the entire
first quadrant (i.e. all sr). Rather, in order for ∧jV to be unstable everywhere in the Ka¨hler cone
there must exist a pair (L1,L2) such that the angle between the two vectors (−k,m) and (p,−q)
is less than or equal to 180◦.
Considering all possible Li, if
α(k)min1 > α(k)
max
2 (9.63)
We shall say that the bundle ∧jV is “j”-stable for the open region of the Ka¨hler cone defined by
the vectors sr with slope s2/s1 in the set
[α(k)min1 , α(k)
max
2 ] (9.64)
A bundle can be shown to be stable if, for all j, there exists a non-zero region as in (9.64) and the
intersection of all such sets is non-empty. Stated simply, if the set
[Mink{α(k)min1 },Maxk{αmax2 }] (9.65)
is non-empty then the bundle is manifestly stable somewhere in an open subset of the Ka¨hler cone.
If Mink{α(k)min1 } < Maxk{αmax2 } then the test fails and we cannot determine whether the bundle
is stable or unstable. The main elements of this procedure are illustrated for a specific example in
the following section.
9.5 An Example
As an example of the stability criteria described above, we can consider rank 3 positive monad
bundles on the manifold
[
2
2
∣∣∣∣ 33
]
. For an SU(3) bundle on this space, we have that
V ≈ ∧2V ∗ ∧2 V ≈ V ∗ (9.66)
Therefore, to demonstrate that V is stable we must show that V,∧2V are both stable with respect
to all sub-line bundles. That is, we must apply the procedure described in the previous section for
k = 1, 2
To begin, we first consider line bundles in the 2nd and 4th quadrants (the only potentially
de-stabilizing regions). That is, line bundles of the form L1 = O(−k,m) and L2 = O(p,−q). To
determine the bounds on k,m and p, q we utilize the criteria defined in the previous section.
We begin by considering j-stability for j = 1 and derive bounds on the potential sub-line bundles
of V ≈ ∧2V ∗. First, we note that on this CICY, the line bundle L1 = O(−k,m) satisfies
H0(X,L1) = 0 ∀k,m ≥ 1 (9.67)
159
(and by symmetry the same result holds for L2 = O(p,−q)).
As a result, this cohomology condition will not place a constraint on the line bundles. Next
consider, hom(L1, V ), this will vanish if
H0(X,B ⊗ L∗1) = 0 (9.68)
Now by comparison with (9.67), we see that if m > bmax2 where b
max
2 is Maxi{ bi2} where B =⊕
iO(bir) and i = 1, . . . rkB. Therefore, we must have
m ≤ bmax2 = β (9.69)
if L1 is to be a potential sub-line bundle of V . By symmetry, we see that this also implies that we
must have p ≤ κ = bmax1 in L2 = O(p,−q). But what about the other component, k? To bound
this, we must use the second condition given in 9.4.2 arising from hom(L1,∧2V ∗) = 0. This is
guaranteed if,
H0(X,∧2B∗ ⊗ L∗1) = 0 (9.70)
H1(X,B∗ ⊗ C∗ ⊗ L∗1) = 0 (9.71)
H2(X,S2C∗ ⊗ L∗1) = 0 (9.72)
The above cohomologies will vanish if k < λ =Min[γ1, γ2] where
γ1 =Min[(B ⊗ C)1st component] (9.73)
γ2 =Min[(S
2C)1st component] (9.74)
and the minimum first component of B⊗C =⊕j O(ejr) is given byMinj{ej1} with j = 1, . . . rkB+
rkC. So, for a possible sub-line bundle we must have
k ≥ λ (9.75)
Once again, by symmetry of the CICY, it is clear that we must also have q ≥ δ = Min[γ˜1, γ˜2]
where γ˜1 =Min[(B ⊗ C)2nd component] and γ˜2 =Min[(S2C)2nd component].
So, for the j = 1 step of the stability check, we have that for all line bundles Li as above,
k
m
≥ λ
β
= α(1)1 and
p
q
≤ κ
δ
= α(1)2 (9.76)
where λ, β, κ, δ and α(k)i are defined as above. We note here that this bundle will be stable at the
k = 1 level (i.e. stable with respect to all rank 1 sub-sheaves) if
k
m
≥ λ
β
>
κ
δ
≥ p
q
(9.77)
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But by the definition of the monad sequence (7.13) and the fact that bir ≤ cjr for all r, i, j we have
that
δλ =Min[γ1, γ2]Min[γ˜1, γ˜2] > b
max
1 b
max
1 = κβ (9.78)
for all rank 3 monad bundles on the CICY. Therefore, these bundles are stable with respect to all
potential sub-line bundles in the region of the Ka¨hler cone defined by lines in the first quadrant
with slope in [α(1)1, α(1)2].
Now, consider the next, j = 2, level of the stability check for which we consider Li ⊂ ∧2V ≈ V ∗.
Once again, we begin with L1 = O(−k,m) and observe that hom(L1,∧2V ∗) = 0 if
H0(X,∧2B ⊗ L∗1) = 0 (9.79)
and this is certainly true for m > Max[(∧2B)2nd component]. Therefore, a potential sub-line bundle
L1 must satisfy
m ≤Max[(∧2B)2nd component] = σ (9.80)
and by symmetry, p ≤Max[(∧2B)1st component] = χ. Finally, if we have
H0(X,B∗ ⊗ L∗1) = 0 (9.81)
H1(X,C∗ ⊗ L∗1) = 0 (9.82)
then L1 is not a sub-line bundle of V ∗. The first part of this, H0(X,B∗ ⊗ L∗1) = 0 is trivially
true for all line bundles Li of the form described above. However, the second condition is more
complicated. For a line bundle of the form l = O(−a, b) on X, the Bott-Borel-Weil analysis of
Chapter 8 shows that h1(X,OX (−a, b)) = 0 when (in the notation of Chapter 8),
[a, b− 3] > [a− 3, b] . (9.83)
Expanding out the binomial coefficients in (9.83) this is reduced to the simple inequality
(b− a)(−2 + ab) > 0 (9.84)
Using this fact, we see that h1(X,C∗⊗L∗) = 0 when k < cmin1 or when k > cj1 for some j = 1, . . . rkC
and
(cj2 +m− k + cj1)((k − cj1)(m+ cj2)− 2) > 0 (9.85)
Now, by assumption for this case k > cj1 and ((k − cj1)(m + cj2) − 2) is positive with m + cj2 ≥ 2.
Therefore, the inequality (9.85) will be satisfied so long as
k < Minj{cj1 + cj2 +m} (9.86)
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Thus, in order for L1 to be a potential sub-line bundle, we must have
k ≥ (cmin1 + cmin2 + σ) = τ (9.87)
where σ is defined by (9.80). In the analogous case, q ≥ (cmin1 + cmin2 + χ) = ρ. Therefore, for all
potential sub-line bundles of ∧2V ≈ V ∗, these cohomology conditions lead to the following bounds
on the components of the first chern class of L
k
m
≥ τ
σ
= α(2)1 and
p
q
≤ χ
ρ
= α(2)2 (9.88)
and a simple calculation show that once again, [α(2)1, α(2)2] defines a non-empty interval for all
positive monad bundles on X (by virtue of the fact that the entries in the defining line bundles of
B are less than or equal to those in C).
With these bounds in hand, we are now ready to check the complete stability criteria given in
(9.65) in the previous section. To this end, we compute Mink[α(k)1] and Min[α(k)2] and verify
that the corresponding region in sr space has an open set of Ka¨hler parameters, t
r defining it.
(i.e the stable region intersects a region of the space of vectors sr as defined in (9.9)). Direct
computation yields that (9.65) is non-empty for the 63 positive rank 3 monad bundles on X. And
thus, all the rank 3 bundles will be stable in an open region of the Ka¨hler cone. A similar analysis
of the 611 rank 3 positive monads on the manifold
[
1
3
∣∣∣∣ 24
]
demonstrates that these are all stable
as well. However, for higher rank bundles or CICYs of higher co-dimension, similar calculations
quickly becomes too lengthy to attempt by hand. To this end, using the results of Chapter 8 to
calculate the necessary cohomologies, we have written code to check the stability criteria for all the
positive monad bundles on the 26 CICYs with h1,1(TX) = 2. These scans are currently underway
and the results will be presented in future work.
It should be noted that the above analysis above does not imply that the bundles are unstable
outside the open set defined by (9.65). Indeed, it is possible that the bundles are stable everywhere
in the Ka¨hler cone as in the case of the cyclic manifolds considered in Chapter 6. However, from a
physics perspective, we are content with the results above.
9.6 Conclusion and future work
In this chapter, we provided a new set of cohomology conditions that can be used to verify the
stability of vector bundles over complete intersection Calabi-Yau manifolds. Generalizing the Hoppe
criteria (6.2.3) of Chapter 6, we show that H0(X,∧kV ) = 0 for all positive monad bundles over
CICYs. This insight allows us to simplify our analysis of the slopes (9.8) of sub-sheaves and
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consider only sub-line bundles of ∧kV . Using the simple observations that sub-bundles of ∧kV
must have non-trivial maps into ∧kV (i.e. hom(L,∧kV ) 6= 0) and that such sub-line bundles must
not have sections (i.e. H0(X,L) = 0), we demonstrate that the set of all potentially de-stabilizing
line bundles is bounded and fails to de-stabilize the entire Ka¨hler cone. We provide the necessary
cohomology criteria for spaces with h1,1(TX) = 2.
The central principles of this analysis generalize straightforwardly to spaces with h1,1(TX) > 2.
For instance, on the CICY defined by the normal bundle N = O(2, 2, 2, 2) in P1 × P1 × P1 × P1
it is clear that the potentially de-stabilizing line bundles are those of the form O(m1,m2,m3,m4),
where mi < 0 for at least one i. That is, rather than the two quadrants O(−k,m) and O(p,−q)
considered in this Chapter, there are 14 regions of space that we must investigate (the remaining
two - those for which mi is of definite sign for all i- are excluded by the same arguments as in the
two-dimensional case). The cohomology conditions of 9.4.2 will bound the components mi. For
instance, the condition that hom(L, B) 6= 0 bounds the components of potentially de-stabilizing
mixed line bundles of the form O(−m1,−m2,m3,m4), so thatm3 ≤ bmax3 andm4 ≤ bmax4 . However,
with potentially de-stabilizing line-bundles in 14 regions, the analysis of of the geometry shown in
Figure 9.1 is clearly considerably more complex for such spaces. It is not immediately apparent
what the analog of conditions such as (9.63) and (9.64) would be. The generalization of our results
to spaces with h1,1(TX) > 2 is a topic of current investigation.
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Chapter 10
Conclusion
10.1 Concluding remarks and future directions
In this thesis, we have investigated two distinct approaches to string phenomenology through com-
pactifications of M-theory and heterotic string theory. In the following paragraphs we will outline
the key results of this work and discuss its potentially interesting extensions to future research.
In the first half of this thesis, we investigated the explicit construction of M -theory on spaces
with co-dimension four orbifold singularities. In Chapter 3, we developed for the first time the
explicit coupling of 11-dimensional supergravity to seven-dimensional super-Yang-Mills theory that
describes M-theory near a co-dimension four ADE singularity. This construction provides the start-
ing point for physically realistic compactifications of M-theory. In Chapter 4, we performed one such
compactification and explicitly derived the four dimensional theory from M-theory compactified on
a G2 space with co-dimension four A-type singularities.
However, as discussed in Chapter 2, to obtain realistic four-dimensional physics from M-theory
compactified on a G2 space, it is necessary to extend this work to include the effects of co-dimension
seven singularities. Specifically, in order to obtain chiral matter from M-theory, the theory must
be formulated near conical singularities. Using arguments from string duality, it is believed that at
points of intersection of these four and seven singularities there should be chiral multiplets, charged
under the appropriate non-abelian symmetries.
In future work, we hope to consider the intersection of co-dimension four and seven singulari-
ties on G2 spaces. There are several possible approaches to this goal. First, using inspiration from
previous constructions of weak-G2, and non-compact conical metrics, it may be possible to find
the local modifications to the effective action. That is, a local (delta function) modification to the
M-theory Lagrangian consistent with the enhanced symmetry and fields of the intersecting singu-
larities. The explicit theory could then be embedded in an appropriate G2 space and compactified
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to four-dimensions. To construct a truly physical compactification of M-theory would be a signif-
icant and exciting step towards a rigorous mathematical development of the theory, as well as an
entirely new approach to the four-dimensional effective physics of M-theory. Furthermore, current
work is underway [169] to produce compact G2 spaces with conical singularities. Compactification
on such geometries will be a rich new area of investigation.
In this thesis we have investigated aspects of two out of the three main approaches to string
phenomenology. While we have not discussed the final branch of string phenomenology-type II
string compactifications, we shall mention a few possibilities for future work here. D-Brane models
[170, 162] in type II string theory have been studied in depth over the past decade and have provided
numerous advances in string phenomenology, including the problem of compactifications with flux
and moduli stabilization. Of particular interest to this work, intersecting D6-brane models also shed
light on how chiral fermions arise in the G2 compactifications described above. Such intersecting
brane models can be uplifted to M-theory compactified on a G2 space built by fibering a suitable
Hyperka¨hler four-manifold over a collection of supersymmetric 3-cycles. Through string dualities,
the uplift described above is known to exist, however no explicit examples have been traced through
to both sides of the duality. That is, it is an open problem to develop a physically interesting D6-
brane model in type IIA string theory that can be mapped to a G2 compactification in a complete
and lexicographic way. Using the results of this thesis, in future work we hope to investigate such
D6-brane constructions and attempt to build such an explicit map to M-theory over singular G2
spaces.
The second half of this thesis has investigated heterotic model building and the monad con-
struction of vector bundles. Beginning in Chapter 6, we have laid out a program for algorithmically
constructing large classes of heterotic models that can be scanned for physically desirable proper-
ties. Taking the viewpoint that any one heterotic model (i.e. Calabi-Yau 3-fold + vector bundle)
is likely to fail when confronted with the detailed structure of the Standard Model, we have chosen
to construct and explore large classes of models. To this end, we have developed new analytic and
computational tools for computing features of the four-dimensional theory such as particle spectra
and the presence of supersymmetric vacua. In Chapter 6, we introduced several of the main tools in
this programme, including the monad construction of vector bundles, and developed the necessary
mathematical technology on a simple class of ‘cyclic’ Calabi-Yau manifolds. Continuing on to more
general constructions, in Chapter 7 we extended the monad constructions to include bundles on
the 4515 favorable Complete Intersection Calabi-Yau manifolds. In addition to demonstrating that
a finite class of suitable monad bundles exists on these spaces, we have explicitly constructed the
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7118 anomaly-free bundles which can produce three-generations of particles in the four-dimensional
theory. In Chapter 8, we develop new computational tools for determining the cohomology of line
bundles over CICYs using a variant of the Bott-Borel-Weil theorem and the techniques of Leray
and Spectral sequences. These results are essential to computing the particle spectra of our monad-
defined bundles and to our overall program of model building. Finally in Chapter 9, we provide a
new criteria to test the stability of monad bundles over CICYs (and hence guarantee the existence
of N = 1 supersymmetric vacua in four-dimensions). As proving stability is a notorious stumbling
block for heterotic constructions, this criteria is a significant result .
The heterotic constructions described in this work are the first steps in a broader program of
heterotic model building. With the tools of the previous Chapters in hand, we hope to eventually
be able to scan through literally hundreds of billions of potential candidates in the vast landscape
of string vacua. Current work is under way to extend our construction to include so called ‘semi-
positive’ monad bundles - i.e. those defined by sequences of the form (7.13) where the component
line bundles of the monad may include bundles with zero as well as positive entries. While it is
not clear that this class is finite, it is certainly the case that there are huge classes of anomaly
free bundles with 3-generations of matter. Initial scans for these bundles have produced millions of
examples. Furthermore, for the semi-positive monad bundles in general ind(V ) ∼ Ngen is smaller
than for the positive monad bundles described in Chapter 7. As a result, we expect that the
introduction of discrete symmetries and Wilson lines in these models will produce many models
with exactly three generations.
The next immediate phase of the constructions described in this thesis is to include Wilson
lines to effect the two-stage symmetry breaking associated with heterotic model building. Once
the study of Wilson lines in the monad construction is underway, it will be possible to use the
extensive database and new techniques in computational algebraic geometry already developed to
begin a scan for detailed phenomenology including exact particle spectra and symmetries. With
the techniques now available to us, it may be possible to carry the computation of the four-
dimensional effective field theory further than previous constructions. In particular, it may be
possible to directly calculate quantities such as the Yukawa couplings, fermion mass terms, and the
superpotential using the techniques of commutative algebra and graded modules. In addition, it
would be interesting to use the monad construction to investigate several new features of heterotic
compactifications including the inclusion of anti-five branes and flux-vacua.
While the monad construction over the CICY manifolds produces a huge class of bundles, it still
only makes use of a small subset of the known Calabi-Yau three-folds. The vast majority of Calabi-
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Yau manifolds are constructed as intersections in toric varieties and are known as Toric Calabi-Yau
spaces [171]. There are 473, 800, 776 such manifolds known and to systematically explore their
heterotic string vacua would substantially advance our understanding of particle phenomenology in
string theory. Monad constructions of vector bundles on toric Calabi-Yau manifolds are currently
under investigation.
Finally, as mentioned in Chapter 5, the SU(n) vector bundles considered in this work are not
the only choice of bundle available for heterotic model building. Another route to four-dimensional
physics could be obtained by instead considering U(n) bundles [130, 125]. Using these models it
is possible to build vector bundles over simply-connected Calabi-Yau manifolds which can break
E8 directly to symmetries close to the Standard Model, thus by-passing the need for Wilson-
lines. The monad construction described in this work could be readily applied to build U(n)
models. For example, any “twisting” (i.e. tensoring by a line bundle) of one of the SU(n) monad
sequences described in this thesis would produce a U(n) bundle. Furthermore, such a bundle
would automatically be stable if the original SU(n) bundle had been proven stable using the
techniques of Chapter 9. Investigations into such U(n) monad bundles would be an interesting
parallel development to the work already underway.
In the lines of investigation described above, we hope to develop further insight into the underly-
ing geometry of string/M-theory and its physical predictions during this exciting era of fundamental
physics. By exploring these new geometries it may be possible to find a view of string theory that
looks profoundly similar to the world we observe.
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Appendix A
Appendix1
A.1 Spinor Conventions
In this section, we provide the conventions for gamma matrices and spinors in eleven, seven and
four dimensions and the relations between them. This split of eleven dimensions into seven plus
four arises naturally from the orbifolds R1,6 ×C2/ZN which we consider in this paper. We need to
work out the appropriate spinor decomposition for this product space and, in particular, write 11-
dimensional Majorana spinors as a product of seven-dimensional symplectic Majorana spinors with
an appropriate basis of four-dimensional spinors. We denote 11-dimensional coordinates by (xM ),
with indices M,N, . . . = 0, . . . , 10. They are split up as xM = (xµ, yA) with seven-dimensional
coordinates xµ, where µ, ν, . . . = 0, . . . , 6, on R1,6 and four-dimensional coordinates yA, where
A,B, . . . = 7, . . . , 10, on C2/ZN .
We begin with gamma matrices and spinors in 11-dimensions. The gamma-matrices, ΓM , satisfy
the standard Clifford algebra
{ΓM ,ΓN} = 2gMN , (A.1)
where gMN is the metric on the full space R1,6 × C2/ZN . We define the Dirac conjugate of an
11-dimensional spinor Ψ to be
Ψ¯ = iΨ†Γ0. (A.2)
The 11-dimensional charge conjugate is given by
ΨC = B−1Ψ∗, (A.3)
where the charge conjugation matrix B satisfies [172]
BΓMB−1 = ΓM∗, B∗B = 132. (A.4)
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In this work, all spinor fields in 11-dimensions are taken to satisfy the Majorana condition, ΨC = Ψ,
thereby reducing Ψ from 32 complex to 32 real degrees of freedom.
Next, we define the necessary conventions for SO(1, 6) gamma matrices and spinors in seven
dimensions. The gamma matrices, denoted by Υµ, satisfy the algebra
{Υµ,Υν} = 2gµν , (A.5)
where gµν is the metric on R
1,6. The Dirac conjugate of a general eight complex component spinor
ψ is defined by
ψ¯ = iψ†Υ0 . (A.6)
In seven dimensions, the charge conjugation matrix B8 has the following properties [172]
B8Υ
µB−18 = Υ
µ∗, B∗8B8 = −18 . (A.7)
The second of these relations implies that charge conjugation, defined by
ψc = B−18 ψ
∗ (A.8)
squares to minus one. Hence, one cannot define seven-dimensional SO(1, 6) Majorana spinors.
However, the supersymmetry algebra in seven dimensions contains an SU(2) R-symmetry and
spinors can be naturally assembled into SU(2) doublets ψi, where i, j, . . . = 1, 2. Indices i, j, . . .
can be lowered and raised with the two-dimensional Levi-Civita tensor ǫij and ǫ
ij, normalized so
that ǫ12 = ǫ21 = 1. With these conventions a symplectic Majorana condition
ψi = ǫijB
−1
8 ψ
∗j , (A.9)
can be imposed on an SU(2) doublet ψi of spinors, where we have defined ψ∗i ≡ (ψi)∗. All seven-
dimensional spinors in this paper are taken to be such symplectic Majorana spinors. Further, in
computations with seven-dimensional spinors, the following identities are frequently useful,
χ¯iΥµ1...µnψj = (−1)n+1ψ¯jΥµn...µ1χi, (A.10)
χ¯iΥµ1...µnψi = (−1)nψ¯iΥµn...µ1χi. (A.11)
Finally, we need to fix conventions for four-dimensional Euclidean gamma matrices and spinors.
Four-dimensional gamma matrices, denoted by γA, satisfy
{γA, γB} = 2gAB , (A.12)
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with the metric gAB on C
2/ZN . The chirality operator, defined by
γ = γ7γ8γ9γ10 , (A.13)
satisfies γ2 = 14. The four-dimensional charge conjugation matrix B4 satisfies the properties
B4γ
AB−14 = γ
A∗ , B∗4B4 = −14 . (A.14)
It will often be more convenient to work with complex coordinates (zp, z¯p¯) on C2/ZN , where
p, q, . . . = 1, 2 and p¯, q¯, . . . = 1¯, 2¯. In these coordinates, the Clifford algebra takes the well-known
“harmonic oscillator” form
{γp, γq} = 0 , {γp¯, γ q¯} = 0 , {γp, γ q¯} = 2gpq¯ , (A.15)
with creation and annihilation “operators” γp and γp¯, respectively. In this new basis, complex
conjugation of gamma matrices (A.14) is described by
B4γ
p¯B−14 = γ
p∗ , B4γ
pB−14 = γ
p¯∗ . (A.16)
A basis of spinors can be obtained by starting with the “vacuum state” Ω, which is annihilated by
γp¯, that is γp¯Ω = 0, and applying creation operators to it. This leads to the three further states
ρp =
1√
2
γpΩ , Ω¯ =
1
2
γ1γ2Ω . (A.17)
In terms of the gamma matrices in complex coordinates, the chirality operator γ can be expressed
as
γ = −1 + γ1¯γ1 + γ2¯γ2 − γ1¯γ1γ2¯γ2 . (A.18)
Hence, the basis (Ω, ρp, Ω¯) consists of chirality eigenstates satisfying
γΩ = −Ω , γΩ¯ = −Ω¯ , γρp = ρp . (A.19)
For ease of notation, we will write the left-handed states as (ρi) = (ρ1, ρ2), where i, j, . . . = 1, 2 and
the right-handed states as (ρı¯) = (Ω, Ω¯) where ı¯, ¯, . . . = 1¯, 2¯. Note, it follows from Eq. (A.16) that
B−14 Ω
∗ = Ω¯ , B−14 ρ
1∗ = ρ2 . (A.20)
Hence ρi and ρı¯ each form a Majorana conjugate pair of spinors with definite chirality.
We should now discuss the four plus seven split of 11-dimensional gamma matrices and spinors.
It is easily verified that the matrices
Γµ = Υµ ⊗ γ , ΓA = 18 ⊗ γA, (A.21)
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satisfy the Clifford algebra (A.1) and, hence, constitute a valid set of 11-dimensional gamma-
matrices. Further, it is clear that an 11-dimensional charge conjugation matrix B can be obtained
from its seven- and four-dimensional counterparts B8 and B4 by
B = B8 ⊗B4 . (A.22)
A general 11-dimensional Dirac spinor Ψ can now be expanded in terms of the basis (ρi, ρı¯) of
four-dimensional spinors as
Ψ = ψi(x, y) ⊗ ρi + ψ¯(x, y)⊗ ρ¯ , (A.23)
where ψi and ψ¯ are four independent seven-dimensional Dirac spinors. Given the properties
of the four-dimensional spinor basis under charge conjugation, a Majorana condition on the 11-
dimensional spinor Ψ simply translates into ψi and ψ¯ each being symplectic SO(1, 6) Majorana
spinors.
A.2 Some group-theoretical properties
In this section we summarize some group-theoretical properties related to the coset spaces SO(3, n)/
SO(3)×SO(n) of seven-dimensional EYM supergravity. We focus on the parameterization of these
coset spaces in terms of 11-dimensional metric components, which is an essential ingredient in
re-writing 11-dimensional supergravity, truncated on the orbifold, into standard seven-dimensional
EYM supergravity language.
We begin with the generic C2/ZN orbifold, where N > 2 and n = 1, so the relevant coset
space is SO(3, 1)/SO(3). In this case, it is convenient to use complex coordinates (zp, z¯p¯), where
p, q, . . . = 1, 2 and p¯, q¯, . . . = 1¯, 2¯, on the orbifold. After truncating the 11-dimensional metric to be
independent of the orbifold coordinates, the surviving degrees of freedom of the orbifold part of the
metric can be described by the components ep
p of the vierbein, see Eqs. (3.5)–(3.14). Extracting the
overall scale factor from this, we have a determinant one object vp
p, together with identifications by
SU(2) gauge transformations acting on the tangent space index. Hence, vp
p should be thought of
as parameterizing the coset SL(2,C)/SU(2). This space is indeed isomorphic to SO(3, 1)/SO(3).
To work this out explicitly, it is useful to introduce the map f defined by
f(u) = uIσ
I (A.24)
which maps four-vectors uI , where I, J, . . . = 1, . . . , 4, into hermitian matrices f(u). Here the
matrices σI and their conjugates σ¯I are given by
(σI) = (σu,12) , (σ¯
I) = (−σu,12) , (A.25)
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where the σu, u = 1, 2, 3, are the standard Pauli matrices. They satisfy the following useful
identities
tr
(
σI σ¯J
)
= 2ηIJ , (A.26)
tr
(
σ¯Iσ(J σ¯|K|σL)
)
= 2
(
ηIJηKL + ηILηJK − ηIKηJL) , (A.27)
where I, J, . . . indices are raised and lowered with the Minkowski metric (ηIJ) = diag(−1,−1,−1,+1).
A key property of the map f is that
uIu
I = det(f(u)) (A.28)
for four-vectors uI . This property is crucial in demonstrating that the map F defined by
F (v)u = f−1
(
vf(u)v†
)
(A.29)
is a group homeomorphism F : SL(2,C) → SO(3, 1). Solving explicitly for the SO(3, 1) images
ℓI
J = (F (v))I
J one finds
ℓI
J =
1
2
tr
(
σ¯Ivσ
Jv†
)
. (A.30)
This map induces the desired map SL(2,C)/SU(2) → SO(3, 1)/SO(3) between the cosets.
The structure is analogous, although slightly more involved, for the orbifold C2/Z2, where n = 3
and the relevant coset space is SO(3, 3)/SO(3)2. In this case, it is more appropriate to work with
real coordinates yA on the orbifold, where A,B, . . . = 7, 8, 9, 10. The orbifold part of the truncated
11-dimensional metric, rescaled to determinant one, is then described by the vierbein vA
A in real
coordinates, which parameterizes the coset SL(4,R)/SO(4). The map f now identifies SO(3, 3)
vectors u with elements of the SO(4) Lie algebra according to
f(u) = uIT
I , (A.31)
where T I , with I, J, . . . = 1, . . . , 6 is a basis of anti-symmetric 4 × 4 matrices. We would like to
choose these matrices so that the first four, T 1, . . . , T 4 correspond to the Pauli matrices σ1, . . . , σ4
of the previous N > 2 case, when written in real coordinates. This ensures that our result for
N = 2 indeed exactly reduces to the one for N > 2 when the additional degrees of freedom are
“switched off” and, hence, the action for both cases can be written in a uniform language. It turns
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out that such a choice of matrices is given by
T 1 =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 , T 2 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , (A.32)
T 3 =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 , T 4 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 . (A.33)
The two remaining matrices can be taken as
T 5 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , T 6 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 , (A.34)
Note that T 1,2,3 and T 4,5,6 form the two sets of SU(2) generators within the SO(4) Lie algebra.
We may introduce a “dual” to the six T I matrices, analogous to the definition of the σ¯I matrices
of the N > 2 case, which will prove useful in many calculations. We define(
T
I
)AB
= −1
2
(
T I
)
CD
ǫABCD (A.35)
which has the simple form
(T
I
) = (T u,−Tα), (A.36)
where u, v, . . . = 1, 2, 3 and α, β, . . . = 4, 5, 6. Indices I, J, . . . are raised and lowered with the metric
(ηIJ) = diag(−1,−1,−1,+1,+1,+1). The matrices T I satisfy the following useful identities
tr
(
T I T
J
)
= 4ηIJ , (A.37)(
T I
)
AB
(
T J
)
CD
ηIJ = 2ǫABCD, (A.38)
(T u)AB (T
v)CD δuv = δACδBD − δADδBC − ǫABCD, (A.39)
(Tα)AB(T
β)CDδαβ = δACδBD − δADδBC + ǫABCD. (A.40)
Key property of the map f is
(uIu
I)2 = det(f(u)) (A.41)
for any SO(3, 3) vector uI . This property can be used to show that the map F defined by
F (v)u = f−1
(
vf(u)vT
)
(A.42)
is a group homeomorphism F : SL(4,R) → SO(3, 3). Solving for the SO(3, 3) images ℓIJ =
(F (v))I
J one finds
ℓI
J =
1
4
tr
(
T¯IvT
JvT
)
. (A.43)
This induces the desired map between the cosets SL(4,R)/SO(4) and SO(3, 3)/SO(3)2.
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A.3 Einstein-Yang-Mills supergravity in seven dimensions
In this section we will give a self-contained summary of minimal, N = 1 Einstein-Yang-Mills (EYM)
supergravity in seven dimensions. Although the theory may be formulated in two equivalent ways,
here we treat only the version in which the gravity multiplet contains a three-form potential Cµνρ
[76], rather than the dual formulation in terms of a two-index antisymmetric field Bµν which has
been studied in Refs. [75, 173]. This three-form formulation is better suited for our application to
M-theory. The theory has an SU(2) rigid R-symmmetry that may be gauged and the resulting
massive theories were first constructed in Refs. [174, 175, 176]. The seven-dimensional supergravities
we obtain by truncating M-theory are not massive and, for this reason, we will not consider such
theories with gauged R-symmetry. The seven-dimensional pure supergravity theory can also be
coupled to M vector multiplets [76, 177, 178, 179], transforming under a Lie group G = U(1)n×H,
where H is semi-simple, in which case the vector multiplet scalars parameterize the coset space
SO(3,M)/SO(3)× SO(M). In this Appendix, we will first review seven-dimensional N = 1 EYM
supergravity with such a gauge group G. This theory is used in the main part of the paper
to construct the complete action for low-energy M-theory on the orbifolds R1,6 × C2/ZN . The
truncation of M-theory on these orbifolds to seven dimensions leads to a d = 7 EYM supergravity
with gauge group U(1)n × SU(N), where n = 1 for N > 2 and n = 3 for N = 2. Here, the
U(1)n part of the gauge group originates from truncated bulk states, while the SU(N) non-Abelian
part corresponds to the additional states which arise on the orbifold fixed plane. Since we are
constructing the coupled 11-/7-dimensional theory as an expansion in SU(N) fields, the crucial
building block is a version of d = 7 EYM supergravity with gauge group U(1)n×SU(N), expanded
around the supergravity and U(1)n part. This expanded version of the theory is presented in the
final part of this Appendix.
A.3.1 General action and supersymmetry transformations
The field content of gauged d = 7, N = 1 EYM supergravity consists of two types of multiplets. The
first, the gravitational multiplet, contains a graviton gµν with associated vielbein eµ
ν , a gravitino
ψiµ, a symplectic Majorana spinor χ
i, an SU(2) triplet of Abelian vector fields Aµ
i
j with field
strengths F ij = dA
i
j , a three form field Cµνρ with field strength G = dC, and a real scalar σ. So,
in summary we have (
gµν , Cµνρ, Aµ
i
j , σ, ψ
i
µ, χ
i
)
. (A.44)
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Here, i, j, . . . = 1, 2 are SU(2) R-symmetry indices. The second type is the vector multiplet, which
contains gauge vectors Aaµ with field strengths F
a = DAa, gauginos λai and SU(2) triplets of real
scalars φaij . In summary, we have (
Aaµ, φ
ai
j , λ
ai
)
, (A.45)
where a, b, . . . = 4, . . . ,M + 3 are Lie algebra indices of the gauge group G.
It is sometimes useful to combine all vector fields, the three Abelian ones in the gravity multiplet
as well as the ones in the vector multiplets, into a single SO(3,M) vector
(AI˜µ) =
(
Aµ
i
j , A
a
µ
)
, (A.46)
where I˜ , J˜ , . . . = 1, . . . ,M +3. Under this combination, the corresponding field strengths are given
by
F I˜µν = 2∂[µA
I˜
ν] + fJ˜K˜
I˜AJ˜µA
K˜
ν , (A.47)
where fbc
a are the structure constants for G and all other components of fJ˜K˜
I˜ vanish.
The coset space SO(3,M)/SO(3)×SO(M) is described by a (3+M)×(3+M) matrix L J˜
I˜
, which
depends on the 3M vector multiplet scalars and satisfies the SO(3,M) orthogonality condition
L
J˜
I˜
L
L˜
K˜
ηJ˜L˜ = ηI˜K˜ (A.48)
with (ηI˜ J˜) = (ηI˜ J˜) = diag(−1,−1,−1,+1, . . . ,+1). Here, indices I˜ , J˜ , . . . = 1, . . . , (M + 3) trans-
form under SO(3,M). Their flat counterparts I˜ , J˜ , . . . decompose into a triplet of SU(2), corre-
sponding to the gravitational directions and M remaining directions corresponding to the vector
multiplets. Thus we can write L
J˜
I˜
→ (LI˜ u, LI˜ a), where u = 1, 2, 3. The adjoint SU(2) index u can
be converted into a pair of fundamental SU(2) indices by multiplication with the Pauli matrices,
that is,
LI˜
i
j =
1√
2
LI˜
u (σu)
i
j . (A.49)
There are obviously many ways in which one can parameterize the coset space SO(3,M)/SO(3)×
SO(M) in terms of the physical vector multiplet scalar degrees of freedom φa
i
j . A simple parame-
terization of this coset in terms of Φ ≡ (φau) is given by
L
J˜
I˜
=
(
exp
[
0 ΦT
Φ 0
]) J˜
I˜
. (A.50)
In the final paragraph of this appendix, when we expand seven-dimensional supergravity, we will
use a different parameterization, which is better adapted to this task. The Maurer-Cartan form of
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the matrix L, defined by L−1DL, is needed to write down the theory. The components P and Q
are given explicitly by
P iµa j = L
I˜
a
(
δK˜
I˜
∂µ + fI˜J˜
K˜AJ˜µ
)
L i
K˜ j
, (A.51)
Q iµ j = L
I˜i
k
(
δK˜
I˜
∂µ + fI˜J˜
K˜AJ˜µ
)
L k
K˜ j
. (A.52)
The final ingredients needed are the following projections of the structure constants
D = if cab L
ai
kL
bj
iL
k
c j ,
Daij = if
d
bc L
bi
kL
ck
jL
a
d ,
D iab j = f
e
cd L
c
a L
d
b L
i
e j. (A.53)
It is worth mentioning that invariance of the theory under the gauge group G and the R-
symmetry group SU(2) requires that the Maurer-Cartan forms P and Q transform covariantly. It
can be shown that this is the case, if and only if the “extended” set of structure constants fI˜ J˜
K˜
satisfy the condition
fI˜J˜
L˜ηL˜K˜ = f[I˜J˜
L˜ηK˜]L˜. (A.54)
For any direct product factor of the total gauge group, this condition can be satisfied in two
ways. Either, the structure constants are trivial, or the metric ηI˜ J˜ is the Cartan-Killing metric of
this factor. In our particular case, the condition (A.54) is satisfied by making use of both these
possibilities. The structure constants vanish for the “gravitational” part of the gauge group and
the U(1)n part within G. For the semi-simple part H of G, one can always choose a basis, so its
Cartan-Killing metric is simply the Kronecker delta.
With everything in place, we now write down the Lagrangian for the theory. Setting coupling
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constants to one, and neglecting four-fermi terms, it is given by [76]
e−1LYM = 1
2
R− 1
2
ψ¯iµΥ
µνρDˆνψρi − 1
96
e4σGµνρσG
µνρσ − 1
2
χ¯iΥµDˆµχi − 5
2
∂µσ∂
µσ
+
√
5
2
(
χ¯iΥµνψµi + χ¯
iψνi
)
∂νσ + e
2σGµνρσ
[
1
192
(
ψ¯iλΥ
λµνρστψτi + 12ψ¯
µiΥνρψσi
)
+
1
48
√
5
(
4χ¯iΥµνρψσi − χ¯iΥµνρστψτi
)− 1
320
χ¯iΥµνρσχi
]
− 1
4
e−2σ
(
L i
I˜ j
L j
J˜ i
+ La
I˜
LJ˜a
)
F I˜µνF
J˜µν − 1
2
λ¯aiΥµDˆµλai − 1
2
P aiµ jP
µ j
a i
− 1√
2
(
λ¯aiΥµνψµj + λ¯
aiψνj
)
P jνa i +
1
192
e2σGµνρσλ¯
aiΥµνρσλai
− ie−σF I˜µνL jI˜ i
[
1
4
√
2
(
ψ¯iρΥ
µνρσψσj + 2ψ¯
µiψνj
)
+
3
20
√
2
χ¯iΥµνχj
− 1
4
√
2
λ¯aiΥµνλaj +
1
2
√
10
(
χ¯iΥµνρψρj − 2χ¯iΥµψνj
)]
+ e−σF I˜µνLI˜a
[
1
4
(
2λ¯aiΥµψνi − λ¯aiΥµνρψρi
)
+
1
2
√
5
λ¯aiΥµνχi
]
+
5
180
e2σ
(
D2 − 9DaijD ja i
)
− i√
2
eσD iab j λ¯
ajλbi +
i
2
eσD ia j
(
ψ¯jµΥ
µλai +
2√
5
χ¯jλ ai
)
+
1
60
√
2
eσD
(
5ψ¯iµΥ
µνψνi + 2
√
5ψ¯iµΥ
µχi + 3χ¯
iχi − 5λ¯aiλai
)
− 1
96
ǫµνρσκλτCµνρF
I˜
σκFI˜ λτ . (A.55)
The covariant derivatives that appear here are given by
Dˆµψνi = ∂µψνi + 1
2
Qµi
jψνj − Γρµνψρi +
1
4
ω
µν
µ Υµνψνi, (A.56)
Dˆµχi = ∂µχi + 1
2
Qµi
jχj +
1
4
ω
µν
µ Υµνχi, (A.57)
Dˆµλai = ∂µλai + 1
2
Qµi
jλaj +
1
4
ω
µν
µ Υµνλai + fab
cAbµλci. (A.58)
The associated supersymmetry transformations, parameterized by the spinor εi, are, up to cubic
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fermion terms, given by
δσ =
1√
5
χ¯iεi ,
δeµ
ν = ε¯iΥνψµi ,
δψµi = 2Dˆµεi − 1
80
(
Υ νρσηµ −
8
3
δνµΥ
ρση
)
εiGνρσηe
2σ
+
i
5
√
2
(
Υ νρµ − 8δνµΥρ
)
εjF
I˜
νρL
j
I˜ i
e−σ − 1
15
√
2
eσΥµεiD ,
δχi =
√
5Υµεi∂µσ − 1
24
√
5
ΥµυρσεiGµνρσe
2σ − i√
10
ΥµνεjF
I˜
µνL
j
I˜ i
e−σ +
1
3
√
10
eσεiD ,
δCµνρ =
(
−3ψ¯i[µΥνρ]εi −
2√
5
χ¯iΥµνρεi
)
e−2σ , (A.59)
L i
I˜ j
δAI˜µ =
[
i
√
2
(
ψ¯iµεj −
1
2
δijψ¯
k
µεk
)
− 2i√
10
(
χ¯iΥµεj − 1
2
δijχ¯
kΥµεk
)]
eσ ,
L a
I˜
δAI˜µ = ε¯
iΥµλ
a
i e
σ ,
δL i
I˜ j
= −i
√
2ε¯iλajL
a
I˜
+
i√
2
ε¯kλakL
a
I˜
δij ,
δL a
I˜
= −i
√
2ε¯iλajL
j
I˜ i
,
δλai = −
1
2
ΥµνεiF
I˜
µνL
a
I˜
e−σ +
√
2iΥµεjP
aj
µ i − eσεjDaji .
A.3.2 A perturbative expansion
In this final section we expand the EYM supergravity of Section A.3.1 around its supergravity
and U(1)n part. The parameter for the expansion is h := κ7/gYM, where κ7 is the coupling for
gravity and U(1)n and gYM is the coupling for H, the non-Abelian part of the gauge group. To
determine the order in h of each term in the Lagrangian, we need to fix a convention for the energy
dimensions of the fields. Within the gravity and U(1) vector multiplets, we assign energy dimension
0 to bosonic fields and energy dimension 1/2 to fermionic fields. For the H vector multiplet, we
assign energy dimension 1 to the bosons and 3/2 to the fermions. With these conventions we can
write
LYM = κ−27
(L(0) + h2L(2) + h4L(4) + . . .) , (A.60)
where the L(m), m = 0, 2, 4, . . . are independent of h. The first term in this series is the Lagrangian
for EYM supergravity with gauge group U(1)n, whilst the second term contains the leading order
non-Abelian gauge multiplet terms. We will write down these first two terms and provide truncated
supersymmetry transformation laws suitable for the theory at this order.
In order to carry out the expansion, it is necessary to cast the field content in a form where theH
vector multiplet fields and the gravity/U(1)n vector multiplet fields are disentangled. To this end,
we decompose the single Lie algebra indices a, b, . . . = 4, . . . ,M+3 used in Section A.3.1 into indices
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α, β, . . . = 4, . . . , 3+n that label the U(1) directions and redefined indices a, b, . . . = n+4, . . . ,M+3
that are Lie algebra indices of H. This makes the disentanglement straightforward for most of the
fields. For example, vector fields, which naturally combine into the single entity AI˜µ, can simply
be decomposed as AI˜µ = (A
I
µ, A
a
µ), where A
I
µ, I = 1, . . . , n + 3, refers to the three vector fields in
the gravity multiplet and the U(1)n vector fields, and Aaµ denotes the H vector fields. Similarly,
the U(1) gauginos are denoted by λαi, whilst the H gauginos are denoted by λai. The situation is
somewhat more complicated for the vector multiplet scalar fields, which, as discussed, all together
combine into the single coset SO(3,M)/SO(3) × SO(M), parameterized by the SO(3,M) matrix
L. It is necessary to find an explicit form for L, which separates the 3n scalars in the U(1)n vector
multiplets from the 3(M − n) scalars in the H vector multiplet. To this end, we note that, in the
absence of the H states, the U(1)n states parameterize a SO(3, n)/SO(3)×SO(n) coset, described
by (3 + n) × (3 + n) matrices ℓI I = (ℓIu, ℓIα). Here, ℓ ≡ (ℓ uI ) are (3 + n) × 3 matrices where
the index u = 1, 2, 3 corresponds to the three “gravity” directions and m ≡ (ℓ αI ) are (3 + n) × n
matrices with α = 4, . . . , n + 3 labeling the U(1)n directions. Let us further denote the SU(N)
scalars by Φ ≡ (φ ua ). Then we can construct approximate representatives L of the large coset
SO(3,M)/SO(3) × SO(M) by expanding, to the appropriate order in Φ, around the small coset
SO(3, n)/SO(3) × SO(n) represented by ℓ and m. Neglecting terms of cubic and higher order in
Φ, this leads to
L =
(
ℓ+ 12h
2ℓΦTΦ m hℓΦT
hΦ 0 1M−n +
1
2h
2ΦΦT
)
. (A.61)
We note that the neglected Φ terms are of order h3 and higher and, since we are aiming to construct
the action only up to terms of order h2, are, therefore, not relevant in the present context.
For the expansion of the action it is useful to re-write the coset parameterization (A.61) and
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the associated Maurer-Cartan forms P and Q in component form. We find
LI
i
j = ℓI
i
j +
1
2
h2ℓI
k
lφ
al
kφa
i
j , (A.62)
LI
α = hℓI
α, (A.63)
LI
a = hℓI
i
jφ
aj
i, (A.64)
La
i
j = hφa
i
j , (A.65)
La
α = 0 , (A.66)
La
b = δa
b +
1
2
h2φa
i
jφ
bj
i , (A.67)
Pµα
i
j = pµα
i
j +
1
2
h2pµα
k
lφ
al
kφa
i
j , (A.68)
Pµa
i
j = −hDˆµφaij , (A.69)
Qµ
i
j = qµ
i
j +
1
2
h2
(
φaikDˆµφakj − φakjDˆµφaik
)
, (A.70)
where p and q are the Maurer-Cartan forms associated with the small coset matrix ℓ. Thus
p iµα j = ℓ
I
α∂µℓ
i
I j , (A.71)
q i kµ j l = ℓ
Ii
j∂µℓ
k
I l , (A.72)
q iµ j = ℓ
Ii
k∂µℓ
k
I j . (A.73)
The covariant derivative of the H vector multiplet scalar φa
i
j is given by
Dˆµφ ia j = ∂µφ ia j − q i kµ j lφ la k + f cab Abµφ ic j . (A.74)
Using the expressions above, it is straightforward to perform the expansion of LYM up to order
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h2 ∼ g−2YM. It is given by
LYM= 1
κ27
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. (A.75)
The associated supersymmetry transformations have an expansion similar to that of the Lagrangian.
Thus, the supersymmetry transformation of a field X takes the form
δX = δ(0)X + h2δ(2)X + h4δ(4)X + . . . . (A.76)
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We give the first two terms of this series for the gravity and U(1) vector multiplet fields, and just
the first term for the H vector multiplet fields. These terms are precisely those required to prove
that the Lagrangian given in Eq. (A.75) is supersymmetric to order h2 ∼ g−2YM. They are
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, (A.77)
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This completes our review of N = 1 EYM supergravity in seven dimensions.
A.4 Review of orbifold based G2 manifolds
A.4.1 Construction and Classification of G2 Orbifolds
While the basic properties of G2 manifolds was described in Chapter 2, in this section we describe
the general idea [31] of how to explicitly construct a class of compact G2 orbifolds and manifolds.
Recall that a G2 manifold is a seven-dimensional Riemannian manifold admitting a globally defined
torsion free G2 structure [31]. A G2 structure is given by a three-form ϕ which can be written locally
as (2.14)
Our starting point for constructing a compact manifold of G2 holonomy is an arbitrary seven-
torus T 7. We then take the quotient with respect to a finite group Γ contained in G2, such that
the resulting orbifold has finite first fundamental group. We shall refer to Γ as the orbifold group.
The result is a G2 manifold with singularities at fixed loci of elements of Γ. Smooth G2 manifolds
can then be obtained by blowing up the singularities. Loosely speaking, this involves removing a
patch around the singularity and replacing it with a smooth space of the same symmetry. Note
that, following this construction, the independent moduli will come from torus radii and from the
radii and orientation of cycles associated with the blow-ups.
We now review, following Ref. [74], a classification of orbifold-based, compact G2 manifolds
in terms of the orbifold group of the manifold. The classification deals with orbifold groups that
lead to a set of co-dimension four singularities, and that act in a prescribed way on the underlying
lattice that defines the seven-torus. Essentially, each orbifold group element acts by rotating two
orthogonal two-dimensional sub-lattices of the seven-dimensional lattice. Thus the matrix of an
orbifold group element takes the form
13×3 ⊕
(
cos θ1 − sin θ1
sin θ1 cos θ1
)
⊕
(
cos θ2 − sin θ2
sin θ2 cos θ2
)
(A.78)
in some coordinate frame. In addition to a rotation, the symmetries can also contain a translation
of the coordinates of the torus. For such a symmetry to be compatible with a well-defined G2
structure on the orbifold, it must be possible to embed the symmetry in SU(2), and thus we
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must have θ2 = ±θ1. Such symmetries are only compatible with a seven-torus if |θ1| = 2π/N for
N = 2, 3, 4 or 6.
Using the class of possible generators, one can obtain a class of discrete symmetry groups from
which compact manifolds of G2 holonomy may be constructed. The conditions for some group Γ
to be suitable are that there must exist both a seven-dimensional torus T 7 and G2 structure ϕ
preserved by Γ, and also that the first fundamental group of the orbifold T 7/Γ is finite. There are
no suitable orbifold groups with fewer than three generators. The class found in Ref. [74] lists all
possibilities with precisely three-generators. Let us present these groups in a form such that they
preserve the particular G2 structure (2.14). Define
RN = 13×3 ⊕
(
cos(2π/N) − sin(2π/N)
sin(2π/N) cos(2π/N)
)
⊕
(
cos(2π/N) − sin(2π/N)
sin(2π/N) cos(2π/N)
)
, (A.79)
PN = (1)⊕
(
cos(2π/N) − sin(2π/N)
sin(2π/N) cos(2π/N)
)
⊕
(
cos(2π/N) sin(2π/N)
− sin(2π/N) cos(2π/N)
)
⊕ 12×2 ,(A.80)
Q0 = diag(−1, 1,−1, 1,−1, 1,−1) , (A.81)
Q1 = diag(−1,−1, 1, 1,−1,−1, 1) , (A.82)
Q2 : (x1, x2, x3, x4, x5, x6, x7) 7→ (−x7, x2,−x5, x4, x3, x6, x1) , (A.83)
Q3 : (x1, x2, x3, x4, x5, x6, x7) 7→ (x3, x2,−x1, x4, x7, x6,−x5) , (A.84)
Q4 : (x1, x2, x3, x4, x5, x6, x7) 7→ (−x1,−x2, x3,−x4, x5, x6,−x7) , (A.85)
Q5 : (x1, x2, x3, x4, x5, x6, x7) 7→ (x1,−x3, x2, x5,−x4, x6, x7) , (A.86)
Q6 : (x1, x2, x3, x4, x5, x6, x7) 7→ (x1,−x5, x4,−x3, x2, x6, x7) . (A.87)
Then, one can take as generators Q0 with one of the P s and one of the Rs to obtain the following
orbifold groups:
Z2 × Z2 × Z2,
Z2 ⋉ (Z2 × Z3) ,
Z2 ⋉ (Z2 × Z4) ,
Z2 ⋉ (Z2 × Z6) ,
Z2 ⋉ (Z3 × Z3) ,
Z2 ⋉ (Z3 × Z6) ,
Z2 ⋉ (Z4 × Z4) ,
Z2 ⋉ (Z6 × Z6) .
(A.88)
One can take Q0 with Q1 and one of the Rs to obtain
Z22 ⋉ ZN , N = 3, 4 or 6. (A.89)
184
Lastly, there are five other, more complicated groups, constructed as follows:
E1 =: 〈P2, Q2, R4 | [P2, Q2] = 1, [P2, R4] = 1, Q22R4Q22 = R−14 〉, (A.90)
E2 =: 〈P2, Q3, R4 | [P2, Q3] = Q23, [P2, R4] = 1, Q23R4Q23 = R−14 〉, (A.91)
E3 =: 〈Q4, Q3, R4 | [Q4, Q3] = Q23, [Q4, R4] = R24, Q23R4Q23 = R−14 〉, (A.92)
E4 =: 〈Q5, Q3, R4 |Q25Q3Q25 = Q−13 , [Q5, R4] = 1, Q23R4Q23 = R−14 〉, (A.93)
E5 =: 〈Q6, Q3, R4 |Q26Q3Q26 = Q−13 , Q26R4Q26 = R−14 , Q23R4Q23 = R−14 〉. (A.94)
Note that since we should really be thinking of orbifold group elements as abstract group elements
as opposed to matrices, the commutator is defined here by [g, h] = g−1h−1gh.
A.4.2 Properties of a class of G2 manifolds
In this sub-section we discuss properties of a general G2 orbifold Y = T 7/Γ with co-dimension four
fixed points, and a few details of its blown up analogue YS. We assume that points on the torus that
are fixed by one generator of the orbifold group are not fixed by other generators. Given an orbifold
group, this can always be arranged by incorporating appropriate translations into the generators,
and thus all of the examples of the previous sub-section are relevant. Under this assumption we
have a well-defined blow-up procedure.
We begin then by discussing the orbifold Y = T 7/Γ. Let us consider the homology. There are
no one-cycles on a G2 manifold. If Γ is one of the orbifold groups listed in Section A.4.1 then there
are no two-cycles consistent with its symmetries. We will allow for more general orbifold groups
Γ in the following and indeed the main part of the paper as long as they satisfy this condition. It
is then three-cycles that carry the important information about the geometry of the space. Let
us define three-cycles by setting four of the coordinates xA to constants (chosen so there is no
intersection with any of the singularities). The number of these that fall into distinct homology
classes is then given by the number of independent terms in the G2 structure. Let us explain this
statement. The G2 structure can always be chosen so as to contain the seven terms of the standard
G2 structure (2.14), with positive coefficients multiplying them. If we write RA for the coefficient
in front of the (A + 1)th term in Eq. (2.14), then by the number of independent terms we mean
the number of RAs that are not constrained by the orbifolding. We then write CA for the cycle
obtained by setting the four coordinates on which the (A+ 1)th term in (2.14) does not depend to
constants, for example,
C0 = {x4, x5, x6, x7 = const}. (A.95)
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Γ b3(Γ)
Z2 × Z2 × Z2 7
Z2 ⋉ (Z2 × Z3) 5
Z2 ⋉ (Z2 × Z4) 5
Z2 ⋉ (Z2 × Z6) 5
Z2 ⋉ (Z3 × Z3) 4
Z2 ⋉ (Z3 × Z6) 4
Z2 ⋉ (Z4 × Z4) 4
Z2 ⋉ (Z6 × Z6) 4
Z22 ⋉ Z3 5
Z22 ⋉ Z4 5
Z22 ⋉ Z6 5
E1 3
E2 3
E3 3
E4 2
E5 1
Table A.1: Third Betti numbers of T 7/Γ for different orbifold groups
A pair of CAs for which the corresponding RAs are independent then belong to distinct homology
classes. There is therefore some subset C of {CA} that provides a basis for H3(Y,Z). We can
conclude that the third Betti number b3 is dependent on the orbifold group Γ and is in all cases a
positive integer less than or equal to seven. For the class of orbifold groups obtained in Section A.4.1
it takes values as given in Table A.4.2. A description of the derivation is given in the discussion
below on constructing a G2 structure on Y.
We now present the most general Ricci flat metric and G2 structure on Y. Given there are by
assumption no invariant two-forms, the symmetries restrict the metric to be diagonal, and thus
ds2 =
7∑
A=1
(RAdxA)2, (A.96)
where the RA are precisely the seven radii of the torus.
Under a suitable choice of coordinates the G2 structure is obtained from the flat G2 structure
(2.14) by rescaling xA → RAxA, leading to
ϕ = R1R2R3dx1 ∧ dx2 ∧ dx3 +R1R4R5dx1 ∧ dx4 ∧ dx5 −R1R6R7dx1 ∧ dx6 ∧ dx7
+R2R4R6dx2 ∧ dx4 ∧ dx6 +R2R5R7dx2 ∧ dx5 ∧ dx7 +R3R4R7dx3 ∧ dx4 ∧ dx7
−R3R5R6dx3 ∧ dx5 ∧ dx6. (A.97)
For the orbifolding to preserve the metric some of the RA must be set equal to one another. It is
straightforward to check that if one of the orbifold symmetries α involves a rotation in the (A,B)
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plane by an angle not equal to π, then we must set RA = RB. Following this prescription, it is
easy to find b3 in terms of the orbifold group Γ.
To complete our description of Y, we briefly mention its singularities. Recall that we are
assuming that points on the torus fixed by one generator of the orbifold group are not fixed by
other generators. Thus, if we use the index τ to label the generators of the orbifold group, which
each have a certain number Mτ of fixed points associated with them, then the singularities of Y
can be labelled by the pair (τ, s), where s = 1, . . . ,Mτ . Near a singular point we can then describe
Y by saying it has the approximate form T 3(τ,s) × C2/ZNτ , where T 3(τ,s) is a three-torus.
We now move on to discuss the smooth G2 manifold YS, constructed by blowing up the sin-
gularities of Y. Blowing up a singularity heuristically involves the following. One firstly removes
a four-dimensional ball centred around the singularity times the associated fixed three-torus T 3(τ,s).
Secondly one replaces the resulting hole by T 3(τ,s)×U(τ,s), where U(τ,s) is the blow-up of C2/ZNτ , as
discussed in Ref. [74]. The blow-up U(τ,s) has the same symmetry as C
2/ZNτ and is derived from
a Gibbons-Hawking space (or gravitational multi-instanton) which approaches C2/ZNτ asymptoti-
cally. Specifically, the central region of U(τ,s) looks exactly like Gibbons-Hawking space, while the
outer region looks exactly like C2/ZNτ . Between the central and outer region U(τ,s) can be thought
of as interpolating between Gibbons-Hawking space and flat space. In this way, YS remains smooth
as one moves in or out of a blow-up region.
Gibbons-Hawking spaces provide a generalization of the Eguchi-Hanson space and their different
topological types are labelled by an integer N (where the case N = 2 corresponds to the Eguchi-
Hanson case). While the Eguchi-Hanson space contains a single two-cycle, the N th Gibbons-
Hawking space contains a sequence γ1, . . . , γN−1 of such cycles at the “centre” of the space. Only
neighbouring cycles γi and γi+1 intersect and in a single point and, hence, the intersection matrix
γi ·γj equals the Cartan matrix of AN−1. Asymptotically, the N th Gibbons-Hawking space has the
structure C2/ZN . Accordingly, we take N = Nτ when blowing up C
2/ZNτ .
The blown-up singularity T 3(τ,s)×U(τ,s) contributes Nτ −1 two-cycles and 3(Nτ −1) three-cycles
to the homology of YS. The two-cycles are simply the two-cycles on U(τ,s), while the three-cycles are
formed by taking the Cartesian product of one of these two-cycles with one of the three one-cycles
on T 3(τ,s). We can label these three-cycles by C(τ, s, i,m), where i labels the two-cycles of U(τ,s) and
m labels the direction on T 3(τ,s). We deduce the following formula for the third Betti number of YS:
b3(YS) = b3(Γ) +
∑
τ
Mτ · 3(Nτ − 1). (A.98)
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On one of the blow-ups T 3×U (for convenience we suppress τ and s indices) we use coordinates
ξm on T 3 and complex coordinates zp, p = 1, 2 on U . We write Rm to denote the three radii of
T 3, which will be the three RA in the directions fixed by α. The G2 structure can be written as
ϕ =
∑
m
ωm (zp, b1, . . . , bNτ ) ∧Rmdξm −R1R2R3dξ1 ∧ dξ2 ∧ dξ3. (A.99)
Here the bi are a set of three-vectors, which parameterize the size of the two-cycles within the
Gibbons-Hawking space, and also their orientation with respect to the bulk. The ωm are a triplet
of two-forms that constitute a “nearly” hyperka¨hler structure on U . This G2 structure makes a
slight deviation from being torsion free in the region in which the space U is interpolating between
Gibbons-Hawking space and flat space. However, for sufficiently small blow-up moduli and a smooth
and slowly varying interpolation this deviation is small [74, 43]. Consequently, this G2 structure
can reliably be used in M-theory calculations that work to leading non-trivial order in the blow-up
moduli.
The metric corresponding to the G2 structure (A.99) takes the form
ds2 = G0dζ2 +
3∑
m=1
Gm(dξm)2, (A.100)
where dζ is the line element on U , and the Gs are conformal factors whose product is equal to 1.
A.5 Reduction of M-theory on a G2 manifold
We have reviewed the reduction of M-theory on a smooth G2 manifold in Section 2.3. Here we
shall apply these results to the manifolds discussed in Chapter 4 and give a formula for the Ka¨hler
potential for M-theory on the orbifold based G2 manifolds we have used in this work.
We begin by presenting the Ka¨hler potential for M-theory on the orbifold based G2 manifold
YS described in Section A.4.2. First we note that the bulk metric moduli aA are given by
aA =
∫
CA
ϕ, (A.101)
where the {CA} are those cycles described in Section A.4.2; for example C0 is given by (A.95).
These simply evaluate to
a0 = R1R2R3, a1 = R1R4R5, a2 = R1R6R7, a3 = R2R4R6,
a4 = R2R5R7, a5 = R3R4R7, a6 = R3R5R6.
(A.102)
Then the blow-up moduli, which are defined by
A(τ, s, i,m) =
∫
C(τ,s,i,m)
ϕ (A.103)
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Fixed directions of ατ (A(τ, 1), B(τ, 1)) (A(τ, 2), B(τ, 2)) (A(τ, 3), B(τ, 3))
(1,2,3) (1,2) (3,4) (5,6)
(1,4,5) (0,2) (3,5) (4,6)
(1,6,7) (0,1) (3,6) (4,5)
(2,4,6) (0,4) (1,5) (2,6)
(2,5,7) (0,3) (1,6) (2,5)
(3,4,7) (0,6) (1,3) (2,4)
(3,5,6) (0,5) (1,4) (2,3)
Table A.2: Values of the index functions (A(τ,m), B(τ,m)) that appear in the Ka¨hler potential.
take the form
A(τ, s, i,m) ∼ Rm(τ)(b(τ,s,i,m) − b(τ,s,i+1,m)) (A.104)
where Rm(τ) denote the three radii of T 3(τ,s), and b(τ,s,i,m) are the parameters for the two-cycles within
the blow-ups, consistent with the notation of equation (A.99). We denote the superfields associated
with the bulk by TA and those associated with blow-ups by U (τ,s,i,m), so
Re(TA) = aA, Re(U (τ,s,i,m)) = A(τ, s, i,m). (A.105)
The Ka¨hler potential is given by the following formula, to leading non-trivial order in the blow-up
moduli, (taking a trivial reference metric g0 = 1):
K = − 1
κ24
6∑
A=0
ln(TA + T¯A) +
2
cΓκ
2
4
∑
s,τ,m
1
Nτ
∑
i<j
(∑j−1
k=i(U
(τ,s,k,m) + U¯ (τ,s,k,m))
)2
(TA(τ,m) + T¯A(τ,m))(TB(τ,m) + T¯B(τ,m))
+
7
κ24
ln 2.
(A.106)
The index functions A(τ,m), B(τ,m) ∈ {1, . . . , 7} indicate by which two of the seven bulk moduli
TA the blow up moduli U (τ,s,i,m) are divided in the Ka¨hler potential (A.106). Their values depend
only on the generator index τ and the orientation index m. They may be calculated from the
formula
aA(τ,m)aB(τ,m) =
(
Rm(τ)
)2∏
AR
A∏
bR
b
(τ)
. (A.107)
The τ dependence is only through the fixed directions of the generator ατ and the possible values of
the index functions are given in Table 4. We remind the reader that in many cases some of the TAs
are identical to each other and should be thought of as the same field. One follows the prescription
given in Section A.4.2 to determine which of these are identical. For the orbifold groups Γ listed in
Section A.4.1, the number b3(Γ) of distinct TA is given in Table A.4.2. Finally, cΓ is just a constant
factor that depends on the orbifold group.
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Appendix B
Appendix 2
B.1 The Monad Construction of Vector Bundles
We will briefly review here a powerful technique for constructing vector bundles, known as the
Monad Construction. This construction allows us to investigate holomorphic vector bundles with
the methods of linear algebra. For a general complex manifold X, a monad over X is a complex
0→ A a−→ B b−→ C → 0 (B.1)
of holomorphic vector bundles over X which is exact1 at A and at C such that Im(a) is a sub-bundle
of B. The holomorphic vector bundle
E = Ker(b)/Im(a) (B.2)
is called the “cohomology of the monad” and is the bundle defined by the monad sequence (B.1).
Monads were first used by Horrocks to classify bundles over projective spaces [180, 181, 141].
Horrocks and Mumford famously showed that every bundle on Pn could be defined via a monad
sequence of the form (B.1) where A and C are direct sums of line bundles and B satisfies certain
constraints on its cohomology. For instance, Horrocks demonstrated that every rank 2 bundle on
P3 can be obtained from a monad sequence of the form
0→ ⊕iOP3(ai)→ ⊕jOP3(bj)→ ⊕kOP3(ck)→ 0 (B.3)
Such constructions have been important to a number of physics applications including the ADHM
construction of instantons [182]. The 1 − 1 correspondence between vector bundles and monad
sequences has been generalized [183] and shown to hold on projective varieties, X with dim(X) ≥ 3.
1A sequence . . .
α
→ V
β
−→ . . . is said to be exact at V if Ker(β) = Im(α)
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A monad generates a so-called “display”: a commutative diagram with exact rows and columns.
0 0 0
↓ ↓ ↓
0 → A → K → E → 0
|| ↓ ↓
0 → A → B → Q → 0
↓ ↓ ↓
0 → 0 → C → C → 0
↓ ↓ ↓
0 0 0
(B.4)
where K = Ker(b) and Q = Coker(a).
In the following chapters, we will consider a more restricted class of monad, by taking A in
(B.1) to be zero. With this constraint, the display (B.4) simplifies to two copies of the short exact
sequence
0→ V → B f−→ C → 0 (B.5)
where V = Ker(f). In this choice, given two bundles B and C, and a map f between them, we may
define a new bundle V . Taking our building blocks to be the simplest vector bundles available, we
shall take B and C to be direct sums of line bundles
B :=
rB⊕
i=1
OX(bi1, . . . , bik) , C :=
rC⊕
j=1
OX(cj1, . . . , cjk) . (B.6)
We shall define monads of the form (B.5) over both an ambient space A = Pn1 × . . . × Pnm and
three dimensional projective varieties X defined as complete intersection hypersurfaces (CICYs) in
A.
B.2 Monads, Sheaf Cohomology and Computational Algebraic
Geometry
In this Appendix, we briefly outline some basics of commutative algebra as relevant for computing
sheaf cohomology (see Refs. [148, 20]). In most computer algebra packages such as Macaulay2
[136], of which we make extensive use in this paper, these techniques are essential. Computational
algebraic geometry has also been recently used in string phenomenology in [184, 185, 186, 187, 188]
and the reader is referred to tutorials in these papers as well for a quick introduction.
B.2.1 The Sheaf-Module Correspondence
Since we are concerned with compact manifolds, we will focus on projective varieties in Pm. A
projective algebraic variety is the zero locus of a set of homogeneous polynomials in Pm with
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coordinates [x0 : x1 : . . . : xm]. In the language of commutative algebra, projective varieties
correspond to homogeneous ideals, I, in the polynomial ring RPn = C[x0, . . . , xm]. An ideal I ⊂
RPn , associated to a variety, is generated by the defining polynomials of the variety and consists of
all polynomials which vanish on this variety. The quotient ring A = RPn/I is called the coordinate
ring of the variety.
In general, a ring R is called graded if
R =
⊕
i∈Z
Ri, such that ri ∈ Ri, rj ∈ Rj ⇒ rirj ∈ Ri+j .
For the polynomial ring RPn the Ri consists of the homogeneous polynomials of degree i. In
analogy to vector spaces over a field, one can introduce R-modules M over the ring R. In practice,
one can think of M as consisting of vectors with polynomial entries with R acting by polynomial
multiplication. A module is called graded if
M =
⊕
i∈Z
Mi, such that ri ∈ Ri,mj ∈Mj ⇒ rimj ∈Mi+j .
The graded ring R is itself a graded R-module, M(R). Similarly, an ideal I in a graded ring R is
a graded R-module and a submodule of M(R). Another important example of a graded R module
is R(k) which denotes the ring R with degrees shifted by −k. For example, x2y ∈ RPn is of degree
3, but seen as an element of the module RPn(−2), its degree is 3 + 2 = 5.
Sheafs over a (projective) variety can also be described as a module by virtue of the sheaf-
module correspondence. Given the graded ring R and a finitely generated graded R-moduleM , one
defines an associated sheaf M˜ as follows. On an open set Ug, given by the complement of the zero
locus of g ∈ R, the sections over Ug are M˜(Ug) = {m/gn|m ∈ M ,degree(m) = degree(gn)}. On
Pm, this looks concretely as follows. A sufficiently fine open cover of Pm is provided by Uxi , the
open sets where xi 6= 0. Let us first consider the module M(RPn), that is, the ring RPn seen as a
module. Then M˜(RPn)(Uxi) = {f/xmi , f homogeneous of degree n} and, hence, M˜(RPn) = OPm ,
where OPm is the trivial sheaf on Pn. Similarly, for the modules RPn(k) one has
OPm(k) ≃ R˜Pn(k) .
For projective varieties X ⊂ Pm and associated ideal I, the story is similar. Now, one needs to
consider the graded modules over the coordinate ring A = R/I. In particular, for line bundles
OX(k) on X one has
OX(k) = A˜(k) .
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B.2.2 Constructing Monads using Computer Algebra
Recall from (6.37), that we wish to construct bundles V defined by
0→ V f−→
rB⊕
i=1
OX(bi) g−→
rC⊕
i=1
OX(ci) −→ 0 , (B.7)
over the manifold X. In this subsection, we outline how one may proceed with this construction
using commutative algebra packages such as [136] and applying the Sheaf-Module correspondence
discussed above. Let A be the coordinate ring of X. For example, for the quintic, [4|5] we can
write
A = C[x0, . . . , x4]/
(
5∑
i=0
x5i + ψx0x1x2x3x4
)
. (B.8)
where the round brackets denote the ideal generated by the enclosed polynomial. In practice, we
will randomize ψ, the complex structure and in fact work over the ground field Z/pZ for some large
prime p instead of C in order to speed up computation. The free modules corresponding to the
bundles B, C are given by ⊕rBi=1A(bi), ⊕rBi=1A(ci) with grading {b1, b2, . . . , brB}, {c1, c2, . . . , crC} and
ranks rB , rC
2. At the level of modules, the map g can then be specified by an rC × rB matrix
whose entries, gij are homogeneous polynomials of degree ci− bj, that is gij ∈ OX(ci− bj). Indeed,
the degrees of the entries of g are so as preserve the gradings of B and C and our choice ci ≥ bj
ensures that such polynomials indeed exist. Moreover, we choose these polynomials to be random;
this corresponds to the genericity assumption for g used repeatedly in the main text.
B.2.3 Algorithms for Sheaf Cohomology
We shall not delve into the technicalities of this vast subject and will only mention that for commu-
tative algebra packages such as [136], there are built-in routines for computing cohomology groups
of sheafs (modules). The standard algorithm is based on the so-called Bernstein-Gel’fand-Gel’fand
correspondence and on Tate resolutions of exterior algebras. The interested reader is referred to
the books [148] and [189] for details.
B.2.4 A Tutorial
Let us explicitly present a Macaulay2 code [136] for one of the examples from our classification.
This will serve to illustrate the power and relative ease with which computer algebra assists in the
proof of stability and the calculation of the particle spectrum.
2 In most computer packages, the convention is to actually take the grading to be negative, viz.,
{−b1,−b2, . . . ,−brB}.
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Let us take the first rank 4 example for X = [4|5] in Table 10, which was further discussed
around Eq. (6.52). It is defined by
B = O⊕2X (2)⊕O⊕4X (1) , C = O⊕2X (4) . (B.9)
We work over the polynomial Ring RP4 with variables x0, . . . , x4 and the ground field Z/27449.
The (projective) coordinate ring A of a smooth quintic X is then defined following Eq. (B.8). In
Macaulay this reads
R = ZZ/27449[x {0}..x {4}];
A = Proj( R/ideal(x {0}^5 + x {1}^5 + x {2}^5 + x {3}^5 + x {4}^5 +
2*x {0}*x {1}*x {2}*x {3}*x {4}));
Next, we define o, the trivial sheaf (line-bundle) over A, and the A-modules associated to the
bundles B and C.
o = OO (A);
B = module (o^2 (2) ++ o^4 (1));
C = module (o^2 (4));
Subsequently, a random, generic map, gmap, can be constructed between B and C (note that in
Macaulay, maps are defined backwards):
gmap = map(C, B, random(C, B));
Finally, we can define V ∗ as the co-kernel of the transpose of fmap:
Vdual = sheaf coker transpose fmap;
We can check that V ∗ has the expected rank 4 using the command
print rank Vdual;
The cohomologies of Vdual are easily obtained, for example,
print rank HHˆ2 Vdual;
produces 90, precisely as expected. Likewise, one can verify that HH^0 Vdual gives 0, as is required
by stability. To compute n10 = h
1(X,∧2V ∗), one only needs the following command
print rank HHˆ1 exteriorPower(2, Vdual);
which gives 0, as indicated in Table 6.8. For the non-generic map (6.53), one can define
gmap = map (C, B, matrix{{4*x {3}ˆ 2, 9*x {0}ˆ 2 + x {2}ˆ 2, 8*x {2}ˆ 3,
2*x {3}ˆ 3,4*x {1}ˆ 3,9*x {1}ˆ 3}, {x {0}ˆ 2 + 10*x {2}ˆ 2, x {1}ˆ 2,
9*x {2}ˆ 3, 7*x {3}ˆ 3,9*x {1}ˆ 3 + x {2}ˆ 3, x {1}ˆ 3 +7*x {4}ˆ 3 } } );
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One can then check that the cohomologies of V ∗ remain unchanged with respect to the generic
case, that is, h0(X,V ∗) = h1(X,V ∗) = h3(X,V ∗) = 0 and h2(X,V ∗) = 90 while rank HHˆ1
exteriorPower(2, Vdual) now results in n10 = h
1(X,Λ2V ∗) = 13.
The singlets are also easy to compute. The group H1(X,V ⊗ V ∗) can be thought of as the
global Ext-group Ext1(V, V ) ≃ Ext1(V ∗, V ∗); this is, again, implemented in [136]. The command
“print rank Extˆ1(Vdual, Vdual);” will give us 277.
B.3 Some useful technical results
B.3.1 Genericity of Maps
We first state a helpful fact regarding the genericity of maps in the ambient space. Consider a
morphism h : B → C between two sums of line bundles B = ⊕rBi=1O(bi) and C = ⊕rCi=1O(ci) on
A = Pm. The map h can explicitly be specified by a rC × rB matrix hij ∈ O(ci− bj) and it induces
a map h˜ : H0(A,B)→ H0(A, C). The induced map h˜ is also described by hij acting on the sections
of B and, hence, if the matrix (hij) has maximal rank (almost everywhere) then h˜ has maximal
rank.
B.3.2 Proof that n1 = h
1(X,∧2V ∗) = 0 for the SO(10) Models
For simplicity, we provide here the argument for rank 4 bundles on the quintic. As in the previous
discussion, the proof is easily extended to the other cases. We begin once again with the Koszul
sequence in the co-dimension 1 case, this time for ∧2V ∗:
0→ N ∗ ⊗ ∧2V∗ → ∧2V∗ → ∧2V ∗ → 0 . (B.10)
From this, we have the long exact sequence in cohomology,
...→ H1(A,N ∗ ⊗ ∧2V∗)→ H1(A,∧2V∗)→ H1(X,∧2V ∗)→ H2(A,N ∗ ⊗ ∧2V∗)→ ... (B.11)
We will show that h1(X,∧2V ∗) = 0 by proving that h1(A,∧2V∗) and h2(A,N ∗⊗∧2V∗) both vanish.
We begin with h1(A,∧2V∗). To proceed, we have the exterior power sequences
0→ S2C∗ → C∗ ⊗ B∗ → Λ2B∗ → Λ2V∗ → 0 , (B.12)
0→ N ∗ ⊗ S2C∗ → N ∗ ⊗ C∗ ⊗ B∗ → N ∗ ⊗ Λ2B∗ → N ∗ ⊗ Λ2V∗ → 0 , (B.13)
which we can split into the short exact sequences:
0→ S2C∗ → C∗ ⊗ B∗ → K1 → 0 ,
0→ K1 → Λ2B∗ → Λ2V∗ → 0 , (B.14)
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and similarly,
0→ N ∗ ⊗ S2C∗ → N ∗ ⊗ C∗ ⊗ B∗ → K2 → 0 ,
0→ K2 → N ∗ ⊗ Λ2B∗ → N∗ ⊗ Λ2V∗ → 0 . (B.15)
Each of these generates a long exact sequence in cohomology. Using the familiar results for the
cohomologies of positive and negative line bundles on the ambient space, from (B.14) we immedi-
ately obtain h1(A,Λ2V∗) = h2(K1) = 0. Likewise, the cohomology sequence of (B.15) leads us to
h2(A,N ∗ ⊗ Λ2V∗) = h3(K2) = 0 and
0→ H3(A,K2)→ H4(A,N ∗ ⊗ S2C∗) f−→ H4(A,N ∗ ⊗ C∗ ⊗ B∗)→ H4(A,K2)→ 0 . (B.16)
Combining these results we find
h2(A,N ∗ ⊗ ∧2V∗) = h4(A,N ∗ ⊗ S2C∗)− rk(f) . (B.17)
Now, as before we note that by maximal rank arguments of B.3.1 and Serre duality,
rk(f) = min(h4(A,N ∗ ⊗ S2C∗), h4(A,N ∗ ⊗ C∗ ⊗ B∗)) (B.18)
By direct computation using [136] we find that h4(A,N ∗⊗S2C∗) < h4(A,N ∗⊗C∗⊗B∗) for all the
bundles in our list. Thus, h2(A,N ∗ ⊗ ∧2V∗) = 0 and we may conclude that
h1(A,∧2V∗) = 0 . (B.19)
The argument is the same in spirit for the other manifolds in our list. The only key difference being
the length of the starting Koszul sequence (which will containing higher wedge powers of N ∗). The
resulting cohomology analysis follows straightforwardly.
B.4 Some Mathematical Preliminaries
Serre Duality: For a vector bundle V on a Calabi-Yau threefold X, the cohomology groups of
the bundle and its dual are related by Serre duality as:
H i(X,V ) ≃ H3−i(X,V ∗) i = 0, 1, 2, 3 . (B.20)
Atiyah-Singer Index Theorem: For a unitary bundle V on a Calabi-Yau threefold X, the
index theorem relates the index, or the alternating sum of dimensions of the cohomology groups of
V with the characteristic classes of the bundle and the manifold:
ind(V ) =
3∑
i=0
(−1)ihi(X,V ) =
∫
X
ch(V ) ∧ Td(X) = 1
2
∫
X
c3(V ) , (B.21)
where Td(X) is the Todd class for the tangent bundle of X. Only in the last equality have we used
the fact the both c1(TX) and c1(V ) vanish.
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Higher Exterior Powers: For SU(n) bundles we have that [20, 21, 150]
∧p V = ∧qV ∗ p+ q = n (B.22)
and that (cf.Appendix B of [131]),
c3(∧2V ) = (n− 4)c3(V ) . (B.23)
The Bott Formula: The cohomology of line-bundles over projective space is given by the
simple formula; this is the Bott formula (cf. e.g.,[104]), which dictates that
hq(Pn, (∧pTPn)⊗O(k)) =

(
k+n+p+1
p
)(
k+n
n−p
)
q = 0 k > −p− 1,
1 q = n− p k = −n− 1,(−k−p−1
−k−n−1
)(−k−n−2
p
)
q = n k < −n− p− 1,
0 otherwise .
(B.24)
Ku¨nneth formula: The Ku¨nneth formula gives the cohomology of bundles over direct product
of spaces. For a product of projective spaces, it states that:
Hn(Pn1×. . .×Pnm,O(q1, . . . , qm)) =
⊕
k1+...+km=n
Hk1(Pn1 ,O(qi))×. . .×Hkm(Pnm ,O(qm)) , (B.25)
Kodaira Vanishing Theorem: On a Ka¨hler manifold, X, and P a positive line bundle the
Kodaira vanishing theorem [20, 21] states that
Hq(X,P ⊗KX) = 0 ∀ q > 0 , (B.26)
where KX is the canonical bundle on X. For a Calabi-Yau manifold, X, KX is trivial and therefore
the only non-vanishing cohomology for a positive line bundle, P , on X is H0(X,P ).
Parenthetically, let us see what the vanishing theorem looks like explicitly on the ambient
space; this will be useful later on. Now, on A = Pn1 × . . . × Pnm , the canonical bundle [21] is
KA = OA(−n1 − 1, . . . ,−nm − 1). Consider a line bundle L = O(k1, . . . , km) with kr ≥ 0 (i.e., not
just with entries strictly greater than 0 but may also admit 0 entries), using the Ku¨nneth formula
in (B.25), we have
Hq(A,OA(k1 − n1 − 1, . . . , km − nm − 1)
=
⊕
j1+...+jm=q
Hj1(Pn1,O(k1 − n1 − 1))× . . .×Hjm(Pnm,O(km − nm − 1)) . (B.27)
However, (B.26) dictates that on each individual factor, Hq(Pnr ,OPnr (kr−nr−1) = 0, for all q > 0
if kr > 0. Therefore, since the only decomposition of q = 0 is when all jr = 0, if there is a single kr
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which is strictly positive, (B.27) implies that L has vanishing cohomology for q > 0. In summary,
on the ambient space
hq(A,OA(k1, . . . , km)) =
{
ind(OA(k1, . . . , km)) q = 0
0 q > 0 ,
kr ≥ 0 and at least one kr′ > 0 .
(B.28)
B.5 More on Complete Intersection Calabi-Yau Threefolds
We have introduced the rudiments and set the notation for CICY’s in the text, in this appendix,
we also present some detailed properties relevant to our investigation. Much of the results can be
found in [103] but some of the following are new.
B.5.1 Chern Classes and Intersection Form
The Chern classes are given as simple functions of the entries in the configuration matrix [103].
For the total Chern class
c = cr1Jr + c
rs
2 JrJs + c
rst
3 JrJsJt , (B.29)
where Jr is the Ka¨hler form in P
nr , we have
cr1 = 0, c
rs
2 =
1
2
−δrs(nr + 1) + K∑
j=1
qrj q
s
j
 , crst3 = 13
δrst(nr + 1)− K∑
j=1
qrj q
s
jq
t
j
 . (B.30)
The third and top chern class determines the Euler number of the threefold; this is done with a
notion of integration over X, which can be defined with respect to a measure µ and pulled back to
a simpler integration over the ambient space A:∫
X
· =
∫
A
µ ∧ · , µ := ∧Kj=1
(
m∑
r=1
qjrJr
)
. (B.31)
Now, the Euler number of X is given by integrating the top Chern class over X, which here implies
that
χ(X) = Coefficient(crst3 JrJsJt · µ,
m∏
r=1
Jnrr ) . (B.32)
We shall often place the Euler number as a subscript to the configuration matrix. For example,
the quintic is thus denoted as [5]−200. In summary, we shall often denote the topological data of a
CICY explicitly as
X = [Qm×K ]
(h1,1,h2,1)
χ , (B.33)
where Q is the configuration matrix representing the embedding of K equations in a product of m
ambient projective space factors and the Hodge numbers (h1,1, h2,1) and the Euler number χ are
198
given respectively as super(sub)-scripts. We leave the method of computing the hodge number to
Appendix B.5.
The final piece of topological data that we will need is the triple intersection numbers drst of
X. These are defined by
drst =
∫
X
Jr ∧ Js ∧ J t (B.34)
and can be computed using (B.31). The complete list of complete intersection configuration ma-
trices, complete with their topological data are available upon request and can also be found at
[160].
B.5.2 Redundancy in the CICY list
It is worth observing that the list of CICYs found using the techniques described in the previous
sections is not a list of unique Calabi-Yau manifolds. It was realised in [109, 190, 191] and more
recently in [192] that CICYs, and perhaps Calabi-Yau manifolds in general, are connected in moduli
space. However, during the investigations and resurrection of CICYs of late, it was further realised
that even the original list of 7890 may have redundancies [193]. This is a relatively new observation
and should be pointed out.
Now, Wall’s theorem (cf. [157]) states that for real sixfolds, the intersection form and the second
Potryagin class suffice to distinguish non-isormophism. Though for complex threefolds, these are
not enough, the two quantities are good indicators (and will be enough to distinguish our heterotic
models). Therefore, we propose a simple check for redundancy to be to check through the basic
topological invariants: hodge numbers, euler number, c2(TX), and intersection numbers, and look
for any CICYs with identical sets, up to permutation.
Upon implementing such a scan one finds, of the 7890 in the original list, that there are 378 sets
of redundancies, consisting of equivalent pairs, triples, or even n-tuples for n as large as 6; these
are expected to have isomorphism. In all, 813 manifolds are involved; taking one representative
from each of the 378 sets, a total of 435 CICY seem redundant. Throughout the rest of the paper,
however, we will adhere to the original identifier names of the manifolds to avoid confusion and shall
point out explicitly, where necessary, the equivalences. We turn now to determining the necessary
topological data of the manifolds.
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B.5.3 Hodge Numbers
We wish to know the full topological data of X including the Hodge numbers h1,1 and h2,1, whose
difference, by the Index Theorem (B.21), is the Euler number χ(X):
h1,1 − h2,1 = 1
2
χ(X) . (B.35)
Therefore, it suffices to compute either one of the two, which will turn out to be a much more
involved exercise and is the subject of [156]. Sadly, the actual data for these hodge numbers are
lost, but it is nevertheless expedient to review the methods of [156] and reconstruct the hodge
numbers because the techniques can be readily applied to the monad bundles which we shall study
later.
Recalling that, by Hodge decomposition,
Hp,q(X) ≃ Hq(X,∧pT ∗X) , (B.36)
where T ∗X is the cotangent bundle of X, we have that
H1,1(X) = H1(M,T ∗X), H2,1(X) ≃ H1,2 = H2(X,T ∗X) ≃ H1(X,TX) . (B.37)
In the second part of the above expression, we have used the nowhere vanishing (3, 0)-form to
establish the isomorphism between H2,1(X) and H1,2(X) as well as Serre duality, (B.20), to estab-
lish the isomorphism between H2(X,T ∗X) and H1(X,TX), where TX, the dual to the cotangent
bundle, is simply the tangent bundle of X.
We can therefore concentrate on the computing H1(X,TX). We invoke the Euler sequence
which states that, for an embedding of X into ambient space A, there is a short exact sequence
0→ TX → TA|X → NX → 0 , (B.38)
where NX is the normal bundle to X embedded in A and TA|X is the restriction of the tangent
bundle of A to X. This induces a long exact sequence in cohomology as
0 → H0(X,TX) → H0(X,TA|X ) → H0(X,NX ) →
→ H1(X,TX) d→ H1(X,TA|X ) → H1(X,NX ) →
→ H2(X,TX) → . . .
(B.39)
Using the fact H0(X,TX) = H1,3(X) = 0 because X is Calabi-Yau, the relations (B.37), and the
fact that rk(d) = 0 (cf. eq (6.1) of [156]), we have the short exact sequence
0→ H0(X,TA|X)→ H0(X,NX )→ H2,1(X)→ 0 . (B.40)
Whence,
h2,1(X) = h0(X,NX )− h0(X,TA|X ) . (B.41)
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B.5.4 Hodge Number Obstructions
Making use of the essential techniques of Leray tableaux and Koszul resolutions described in Chap-
ter 8, it is in principle straightforward to compute the Hodge numbers of complete intersection
3-folds, the two terms in (B.41). However, direct calculation shows that one quickly encounters
certain obstructions to the computation which will naturally divide our set of 7890 configurations.
Trivial Direct Products First of all, we recognise that there are trivial cases in the list, com-
prising of CICYs which are simply direct products of lower-dimensional Calabi-Yau manifolds,
viz., K3 × T 2 and T 6. These generically have reduced holonomy and we shall not consider them.
Therefore, our list is immediately reduced to be of length 7868.
Normal Bundle and Obstructions TheEj,k1 (NX) tableaux is readily established for the normal
bundle NX according to (8.11), (B.24) and (B.25). It turns out that if there exists j ≤ j′ in [−K, 0]
such that
Ej,j 6= 0 and Ej′,j′−1 6= 0 , (B.42)
then, we would call such a case “normal bundle obstructed,” which needs to be addressed separately
[156]. For the remaining, the Leray spectral sequence actually terminates at the E1 stage and we
can read out the required cohomology as [156]:
h0(X,NX) =
K∑
j=0
ej,j1 (NX) +
K∑
j=1
j−1∑
l=0
(−1)j+lel,j1 (NX) . (B.43)
In the above, we have used, and shall henceforth adopt, the notation that as hj denotes the
dimension of the cohomology group Hj , ej,kr denotes the dimension of E
j,k
r .
Now, we find a total of 12 of the normal bundle obstructed cases, with identifiers 1443, 1877,
2569, 2980, 3747, 4228, 4448, 4757, 6174, 6229, 7236 and 7243. For these, [156] gives a rule to
replace the configuration matrix into a isomorphic one and for which the obstruction is no longer
encountered as one computes Ej,k1 and (B.43) can be again directly applied.
Tangent Bundle and Obstructions Like the normal bundle spectral sequence, in general, the
tangent bundle spectral sequence can also be obstructed (i.e. one cannot compute Hq(TX) without
knowledge of specific maps). However, for the case of compete intersection calabi-yau manifolds
we are saved from a difficult analysis by several useful results.
The first such result is that for a particular class of configurations (those without a decomposing
(n−1)-leg, see [156] for a description of the dot/leg diagrams and notation), Eq+k,k1 (V ) vanishes for
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q ≥ n−1 for any bundle V on X. It turns out that if a diagram representing a Calabi-Yau 3-fold has
no decomposing 1-legs, H1(X,TA) vanishes and no decomposing 2-legs implies that H2(X,N) = 0
so that the sequences
0→ H0(X,TA)→ H0(X,NX)→ H1(X,TX)→ 0
0→ H1(X,NX )→ H2(X,TX)→ H2(X,TA)→ 0 (B.44)
are exact [156].
For 3-folds with decomposing 1-legs the hodge numbers can be computed by relying on the
classification of complex surfaces (see eq.(2.4)in [156]). Simple formulas for these hodge numbers
in terms of sub-diagrams were found in [156],[158]. For the bulk of cases, however, the diagrams
have no decomposing 1-legs.
Further, it can be shown that an n-fold configuration with the property of a decomposing
(n − 1)-leg is equivalent to another one with no decomposing (n − 1)-leg [156]. So in analysing
configurations representing Calabi-Yau 3-folds it is sufficient to look only at configurations with no
decomposing 2-legs. This leads to the following structure
E0,01 (TA) =
m⊕
r=1
H0(Pnrr , T (P
nr
r )); (B.45)
EK+2,K1 (TA) ≈ Cm; (B.46)
Eq+k,k1 (TA)  H0(Pnrr , T (Pnrr )⊗ h−1r ) ≈ Cnr+1, (B.47)
∀{A, r :
∑
a∈A
qra = 1, k = |A|+ 1}
where |A| denotes the cardinality of A, the set of indices labeling a subset of constraints which act
only in a (q+ k)-dimensional factor of the product A. With these results in hand, we can compute
the hodge numbers of X.
B.6 Favourable CICYs and Positive Monads
We found in Chapter 7 that positive monads are quite rare and indeed, of the 4515 favourable
CICYs, only 36 admit these. These manifolds are presented in Table B.1. We see that the 5 cyclic
manifolds with n = 1, as discussed in [24], comprise the first row of the list. The codimension
K = 1 CICYs are transposes thereof; for the meaning of such a transposition, see [192].
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n\K 1 2 3 4
1 [5] [3 3], [4 2] [3 2 2] [2 2 2 2]
2
[
2
4
]
,
[
3
3
] [0 22 3], [0 23 2], [0 24 1], [1 13 2],[
1 1
4 1
]
,
[
2 1
1 3
]
,
[
2 1
2 2
]
,
[
2 1
3 1
]
[
0 0 2
2 2 2
]
,
[
0 0 2
3 2 1
]
,
[
0 1 1
2 2 2
]
,[
0 1 1
2 3 1
]
,
[
0 1 1
3 2 1
]
,
[
0 1 1
4 1 1
]
,[
0 2 1
2 2 1
]
,
[
1 1 1
3 1 1
]
,
[
2 1 1
2 1 1
]
[
0 0 1 1
2 2 2 1
][
0 0 1 1
3 2 1 1
]
3
[
2
2
3
] [0 21 2
1 2
]
,
[
1 1
0 2
1 3
]
,
[
1 1
0 2
2 2
]
,
[
1 1
1 1
1 3
]
,[
1 1
1 1
2 2
]
,
[
1 1
1 2
0 3
]
,
[
1 1
2 1
2 1
] [1 1 01 0 1
3 1 1
]
−
4
[
2
2
2
2
]
− − −
Table B.1: The 36 favourable CICYs which admit positive monads. The rows, indexed by n, signify
the number of embedding product projective spaces and the columns, indexed by K, signify the
co-dimension, i.e., the number of defining equations.
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