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The Kuramoto model serves as a paradigm to study the phenomenon of spontaneous collective
synchronization. We study here a nontrivial generalization of the Kuramoto model by including an
interaction that breaks explicitly the rotational symmetry of the model. In an inertial frame (e.g.,
the laboratory frame), the Kuramoto model does not allow for a stationary state, that is, a state
with time-independent value of the so-called Kuramoto (complex) synchronization order parameter
z ≡ reiψ; Note that a time-independent z implies r and ψ both time independent, with the latter
fact corresponding to a state in which ψ rotates at zero frequency (no rotation). In this backdrop,
we ask: Does the introduction of the symmetry-breaking term suffice to allow for the existence of
a stationary state in the laboratory frame? Compared to the original model, we reveal a rather
rich phase diagram of the resulting model, with the existence of both stationary and standing wave
phases. While in the former the synchronization order parameter r has a long-time value that is time
independent, one has in the latter an oscillatory behavior of the order parameter as a function of
time that nevertheless yields a non-zero and time-independent time average. Our results are based
on numerical integration of the dynamical equations as well as an exact analysis of the dynamics
by invoking the so-called Ott-Antonsen ansatz that allows to derive a reduced set of time-evolution
equations for the order parameter.
Keywords: Spontaneous synchronization, Kuramoto
model, Bifurcation
I. INTRODUCTION: MODEL AND SUMMARY
OF RESULTS
One of the widely invoked and extensively studied
models of spontaneous collective synchronization in the
field of nonlinear dynamics is the so-called Kuramoto
model [1]. The setting of the model allows to apply it to
study a wide range of physical systems pervading length
and time scales of several order of magnitude, ranging
from groups of fireflies flashing on and off in unison [2],
cardiac pacemaker cells [3], electrochemical [4] and elec-
tronic [5] oscillators, to Josephson junction arrays [6],
audience clapping in unison [7], electrical power-grid net-
works [8], in discussing adaptive networks in neuroscience
and social sciences [9], etc. The model comprises nearly-
identical N limit-cycle oscillators with distributed nat-
ural frequencies ωj ; j = 1, 2, . . . , N , interacting weakly
with one another, with the strength of coupling being
the same for every pair of oscillators [10–14]. Denoting
by θj ∈ [−pi, pi] the phase of the j-th oscillator, the dy-
namics of the model is described by a set of N coupled
first-order nonlinear differential equations of the form
dθj
dt
= ωj +
K
N
N∑
k=1
sin(θk − θj), (1)
where K ≥ 0 is the coupling constant. The frequencies
{ωj}1≤j≤N denote a set of quenched-disordered random
variables distributed according to a common distribution
g(ω), with normalization
∫∞
−∞ dω g(ω) = 1 and finite
mean ω0. The Kuramoto synchronization order parame-
ter, giving a measure of synchrony present in the system
at time t, is defined as [11]
z(t) = r(t)eiψ(t) ≡ 1
N
N∑
j=1
eiθj(t) = rx(t) + iry(t); (2)
(rx, ry)(t) ≡ 1
N
N∑
j=1
(cos θj , sin θj) (t). (3)
The quantity r(t); 0 ≤ r(t) ≤ 1, measures the amount
of synchrony present in the system at time t, while
ψ(t) = tan−1(ry(t)/rx(t)) gives the average phase. When
the oscillators are incoherent or unsynchronized so that
over a stretch of time or in an ensemble of θj-values at a
given time, one has with equal probabilities eiθj for any
j equal to any complex number with modulus unity, r(t)
averages to zero. On the other hand, r(t) has a non-zero
average in the synchronized phase in which a finite frac-
tion of oscillators have phase differences that are constant
in time.
The dynamics (1) satisfies rotational symmetry,
whereby rotating every phase by an arbitrary angle
same for all leaves the dynamics invariant. In partic-
ular, one may implement the transformation θj(t) →
θj(t) + ω0t ∀ j, t, which is tantamount to viewing the
dynamics in a frame rotating uniformly with frequency
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2ω0 with respect to an inertial frame, e.g., the laboratory
frame. In such a comoving frame, the frequencies ωj fol-
low the shifted distribution g(ω + ω0), thereby having
zero mean.
The model (1) has been extensively studied over the
years and a host of results have been derived, see Ref. [14]
for a recent overview. For example, consider a g(ω) that
is unimodal, namely, a g(ω) that is symmetric about its
mean ω0 and decreases monotonically and continuously
to zero with increasing |ω − ω0|. Considering the limit
N →∞, it is then known that in the stationary state of
the dynamics (1), attained in the limit t→∞ and in the
comoving frame, the system may exist in either a syn-
chronized or an incoherent phase depending on whether
the coupling K is respectively above or below a critical
threshold Kc = 2/(pig(ω + ω0)). On tuning K across Kc
from high to low values, one observes a continuous phase
transition in rst, the stationary value of r(t); Namely, rst
decreases continuously from the value of unity, achieved
as K → ∞, to zero at K = Kc and remains zero at
smaller K values. It is then usual to interpret the transi-
tion as the case of a supercritical bifurcation, in which on
tuning K from low to high values, a synchronized phase
bifurcates from the incoherent phase at K = Kc. In par-
ticular, a small change of K across Kc results in only a
small change in the value of rst. The transition could
also be of first order (e.g., for a bimodal g(ω) [15] or in
the inertial version of the dynamics (1) [13]), whereby rst
exhibits an abrupt and big change on changing K by a
small amount across the phase transition point; in this
case, the bifurcation is said to be subcritical and leads
to hysteresis [14]. For discussions on general form of the
Kuramoto model and arbitrary frequency distributions,
see, e.g., Refs. [16, 17].
In this work, we consider a generalization of the Ku-
ramoto dynamics (1) by including an interaction term
that explicitly breaks the rotational symmetry of the dy-
namics. To this end, we consider the following set of N
coupled nonlinear differential equations:
dθj
dt
= ωj+
1
N
[
1
N∑
k=1
sin(θk − θj) + 2
N∑
k=1
sin(θk + θj)
]
,
(4)
where the real parameters 1,2 denote the coupling con-
stants. In terms of the quantities rx, ry, Eq. (3), the
dynamics (4) reads
dθj
dt
= ωj + (1 + 2)ry cos θj + (2 − 1)rx sin θj . (5)
The above equation makes it evident that the quantities
rx and ry act as mean-fields determining the motion of
every oscillator in the ensemble. In Appendix A, we mo-
tivate the form of the dynamics (4) by considering the
dynamics of a collection of N globally-coupled Stuart-
Landau limit-cycle oscillators with conjugate feedback.
Note that setting 2 = 0 in Eq. (4) (equivalently,
Eq. (5)) reduces the dynamics to that of the Kuramoto
model (1) on identifying 1 with the parameter K ≥ 0.
We therefore take 1 to be positive. Then, for a fixed
1, changing 2 to −2 is tantamount to keeping 2 un-
changed but effecting the transformation θj → θj +
pi/2 ∀ j in Eq. (4) (redefinition of the origin with respect
to which the phases are measured). Consequently, we
may take 2 ≥ 0, without loss of generality. Rotational
symmetry is possible in the dynamics (4) only with the
choice 2 = 0, so that the 2-term in the dynamics may
be interpreted as a rotational-symmetry-breaking inter-
action. In contrast to the Kuramoto model, the dynam-
ics (4) is not invariant with respect to the transformation
θj → θ′j ≡ θj + ω0t ∀ j, t because of the 2-term. Indeed,
under such a transformation, we get
dθ′j
dt
= ωj + ω0 +
1
N
[
1
N∑
k=1
sin(θ′k − θ′j)
+2
N∑
k=1
sin(θ′k + θ
′
j − 2ω0t)
]
, (6)
which does not have the same form as the dynamics (4),
and so the transformation does not leave the dynamics
invariant. As a result, the mean ω0 is expected to have an
essential effect on the dynamics (4), which cannot be got-
ten rid of by viewing the dynamics in a frame rotating
uniformly with frequency ω0 with respect to the labo-
ratory frame, as is possible with the Kuramoto model.
From now on, we will study the dynamics (4) only in the
inertial frame (i.e., the laboratory frame) and not in the
comoving frame.
As is usual with studies of the Kuramoto model, we
will consider in this work a unimodal g(ω). Specifically,
we will consider two representative choices, namely, a
Lorentzian:
g(ω) =
γ
pi((ω − ω0)2 + γ2) ; γ > 0, (7)
and a Gaussian:
g(ω) =
1√
2piσ2
exp(−(ω − ω0)2/(2σ2)); σ2 > 0. (8)
Let us remark on a relevant aspect of the dynamics (4).
Summing both sides of the equation over j, we get in the
limit N → ∞ that the mean ensemble frequency of the
θj ’s is given by
f ≡ d
dt
 1
N
N∑
j=1
θj
 = ω0 + 22rxry, (9)
where we have used the fact that
limN→∞(1/N)
∑N
j=1 ωj = ω0. From Eq. (9), we
see that the mean ensemble frequency f coincides with
the mean of the natural frequency distribution g(ω)
when the dynamics (4) becomes that of the Kuramoto
model (that is, 2 = 0). In our case, with 2 6= 0, the
two frequencies would in general not coincide unless the
system is unsynchronized so that rx = ry = 0.
3Considering the limit N → ∞, this work aims at a
detailed characterization of the long-time (t→∞) limit
of the dynamics (4), equivalently, Eq. (5), with the pri-
mary objective of identifying and understanding what
new features are brought in by the introduction of the
rotational-symmetry-breaking 2-term. Now, in the ab-
sence of the 2-term, the dynamics does not allow for a
stationary state in the laboratory frame. Namely, one
cannot have in such a frame time-independent z: in the
synchronized phase, ψ will change uniformly in time with
frequency ω0. Note that a time-independent z implies r
and ψ both time independent, with the latter fact corre-
sponding to a state in which ψ rotates at zero frequency
(no rotation). In this backdrop, we ask: Does the intro-
duction of the 2-term suffice to allow for the existence
of a stationary state in the laboratory frame? If the an-
swer is in the affirmative, some immediate and pertinent
questions follow: What is the nature of the stationary
state? Is there a range of parameter values for which
one has a synchronized stationary state? What is the
complete phase diagram in the (1 − 2)-plane? Can one
characterize the phase diagram analytically?
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FIG. 1. For the model (4) and considering for ωj ’s the
Lorentzian distribution (7) with γ = 0.5 and ω0 = 1.0, the
figure shows the thresholds ISS1c (2) and 
SSS
1c (2) as a function
of 2, where 
ISS
1c (2) (respectively, 
SSS
1c (2)) defines the stabil-
ity threshold of an incoherent stationary state (ISS) (respec-
tively, the existence threshold of a synchronized stationary
state (SSS)).
We will unravel in this paper a rather rich phase dia-
gram exhibited by the dynamics (4). We will show that
for a given 2 6= 0, a stationary state (namely, a state for
which z is stationary) occurs only for 1 < 
ISS
1c (2) and
for 1 > 
SSS
1c (2), where 
ISS
1c (2) (respectively, 
SSS
1c (2))
defines the stability threshold of an incoherent station-
ary state (ISS) (respectively, the existence threshold of a
synchronized stationary state (SSS)). The relative mag-
nitude of ISS1c (2) and 
SSS
1c (2) depends on the value of 2,
the relative ordering is reversed. Figure 1 shows, based
on our analysis presented later in the paper, represen-
tative results for ISS1c (2) and 
SSS
1c (2) for a Lorentzian
g(ω), Eq. (7). In Fig. 2, we show in the (1 − 2)-plane
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FIG. 2. For the model (4) and considering for ωj ’s the
Lorentzian distribution (7) with γ = 0.5 and ω0 = 1.0, the
figure depicts the two-parameter bifurcation diagram in the
(1, 2)-plane. We show here the various stable phases and
the phase boundaries, with bifurcation behavior observed as
one crosses the phase boundaries. (a) The shaded regions,
representing stable existence of the ISS (Incoherent Station-
ary State), the SSS (Synchronized Stationary State) and the
SWS (Standing Wave State), have been constructed by ana-
lyzing the long-time numerical solution of the dynamics (4)
for N = 105. In numerics, we distinguish between the differ-
ent regions by requiring that at long times, r(t) as a function
of t behaves differently for the ISS, the SSS and the SWS.
Namely, for the ISS, both the order parameter r(t) and its
time average take the value zero in the t → ∞ limit. In
the SWS, r(t) as t → ∞ oscillates in time around a time-
independent non-zero value, thereby yielding a non-zero time
average. For the SSS, too, r(t) as t→∞ has a non-zero time-
independent time average, but it does not oscillate, instead
remains equal to a nonzero constant in time. The regions R1
and R2 represent multistability (hysteresis) between ISS-SSS
and SSS-SWS, respectively. The dot-dashed blue line is ob-
tained by using Eq. (27), the solid black line is obtained by
using Eq. (29), while the dashed green line is obtained from
an analysis of Eq. (23) by using the numerical package XP-
PAUT [18] in which we study the stability of the SWS; Note
that all these lines are based on the Ott-Ansatz-reduced dy-
namics corresponding to the dynamics (4). (b) Enlarged view
of the boxed region in (a).
the various stable phases for the model (4) and the phase
boundaries. The different phases are distinguished on
the basis of the long-time behavior of the order param-
eter r(t). Namely, for the ISS, one has in the long-time
(t→∞) limit both the order parameter r(t) and its time
average, defined as
R ≡ lim
t→∞
1
τ
∫ t+τ
t
dt′ r(t′), (10)
taking the value zero; thus, we have rst = 0, and also,
R = 0. Note that for the ISS, we have dψ/dt 6= 0 at long
times. In the standing wave state (SWS), r(t) as t→∞
oscillates in time around a time-independent non-zero
value. Thus, in this case, r(t) does not have a stationary
value, but we have R 6= 0; also, dψ/dt 6= 0 at long times.
For the SSS, too, R 6= 0, but r(t) here does not oscillate,
instead remains equal to a non-zero constant in time.
For the SSS, ψ at long times assumes a time-independent
value so that dψ/dt = 0 at long times. On the basis of the
4foregoing, we summarize that the mean-field frequency
Ω ≡ dψ/dt is zero for the SSS, while the same for the ISS
and the SWS have time-dependent values. The regions
R1 and R2 in the phase diagram 2 represent multistabil-
ity (hysteresis) between ISS-SSS and SSS-SWS, respec-
tively. At a fixed 1 and on tuning 2 (or vice versa), one
observes phase transitions/bifurcations as one crosses the
different phase boundaries. Figure 2, the phase diagram
or the bifurcation diagram of model (4), is the key result
of our work. To summarize the nature of the different
displayed phases, we have:
• ISS: rst = 0, R = 0.
• SWS: r(t) oscillates with time, rst does not exist,
R 6= 0.
• SSS: rst 6= 0, R 6= 0.
Thus, only the ISS and the SSS qualify as a stationary
state (time-independent z). With respect to Fig. 2, we
note that the phase diagram contains regions of both
first-order and continuous transitions. As usual, the for-
mer is the case whenever on tuning the parameters, one
encounters a region of multistability in going from one
phase to another in the phase diagram, while a continu-
ous transition happens in the absence of encountering a
region of multistability. For 2 = 0, when our model (4)
reduces to the Kuramoto model, one has however only a
continuous and no first-order transition.
The rest of the paper is devoted to a derivation of the
aforementioned results. For Lorentzian g(ω), Eq. (7),
we use exact analytical results derived by applying the
so-called Ott-Antonsen (OA) ansatz, combined with nu-
merical integration of the dynamics (4) for large N , to
support the bifurcation diagram of Fig. 2. For the Gaus-
sian g(ω), Eq. (8), we present numerical results to sug-
gest existence of similar stable phases as in the case of
the Lorentzian. The OA ansatz allows to rewrite in the
limit N →∞ the dynamics of coupled networks of phase
oscillators in terms of a few collective variables [19, 20].
The power of the ansatz, which explains its usefulness
and its wide applicability, lies in its remarkable ability
to capture precisely and quantitatively, through the dy-
namical equations for these collective variables, all, and
not just some, of the order parameter attractors and bi-
furcations of the dynamics. The latter features may be
obtained directly by performing numerical integration of
the defining equations of motion for N  1 and evaluat-
ing r(t) in numerics.
The paper is organized as follows. In the next section,
we discuss the OA-ansatz-reduced dynamical equations
for the model (4) for the choice of the Lorentzian g(ω),
Eq. (7), while in Section III, we discuss the implications
of the reduced dynamics for the existence of the incoher-
ent and the synchronized stationary state as well as the
standing wave state. In Section IV, we present and dis-
cuss results obtained from numerical integration of the
dynamics (4) for the Lorentzian and the Gaussian g(ω),
Eqs. (7) and (8), respectively, and compare for the for-
mer the numerical and the OA-ansatz-based analytical
results. The paper ends with conclusions in Section V.
II. ANALYSIS OF THE DYNAMICS (4): THE
OTT-ANTONSEN (OA) ANSATZ
We now provide an analysis of the dynamics (4), equiv-
alently, the dynamics (5), in the limit N → ∞, by in-
voking the OA ansatz. In this limit, the dynamics (5)
may be characterized by the single-oscillator distribution
function f(θ, ω, t), defined such that f(θ, ω, t)dθ gives the
probability out of oscillators with natural frequency ω to
find an oscillator with phase in the range [θ, θ + dθ] at
time t. The distribution is 2pi-periodic in θ and obeys
the normalization∫ 2pi
0
dθ f(θ, ω, t) = g(ω) ∀ ω. (11)
The N →∞ generalization of Eq. (3) reads
(rx, ry)(t) ≡
∫
dω
∫ 2pi
0
dθ (cos θ, sin θ)f(θ, ω, t)g(ω).
(12)
Since the dynamics (5) conserves the number of all oscil-
lators with a given ω, the time evolution of f follows the
continuity equation
∂f
∂t
+
∂
∂θ
[(ω + (1 + 2)ry cos θ + (2 − 1)rx sin θ) f ] = 0.
(13)
Being 2pi-periodic in θ, one may effect a Fourier expan-
sion of f as
f(θ, ω, t) =
g(ω)
2pi
[
1 +
∞∑
n=1
(
αn(ω, t)e
inθ + c.c.
)]
, (14)
where the prefactor of g(ω) ensures that the normaliza-
tion (11) is satisfied, αn(ω, t) is the n-th Fourier coeffi-
cient, while c.c. denotes the term obtained by complex
conjugation of the first term within the brackets. The
OA ansatz consists in assuming [19, 20]
αn(ω, t) = [α(ω, t)]
n
, (15)
where the arbitrary function α(ω, t) is assumed to sat-
isfy |α(ω, t)| < 1, together with the requirements that
α(ω, t) may be analytically continued to the whole of the
complex-ω plane, it has no singularities in the lower-half
complex-ω plane, and |α(ω, t)| → 0 as Im(ω)→ −∞.
Using the choice (15) in Eq. (14) defines in the space
D of all possible distributions f(θ, ω, t) a particular class
defined on a manifold M in D. Originally implemented
in the context of the Kuramoto model for a Lorentzian
distribution of the oscillator frequencies, it was shown
that this particular class of f remains confined to the
manifoldM under the time evolution and yields a single
5first-order ordinary differential equation for the evolution
of the synchronization order parameter r(t) [19, 20].
In order to proceed with the OA-ansatz-analysis of the
dynamics (5), we consider a Lorentzian g(ω), see Eq. (7).
Using Eqs. (14) and (15) in Eq. (12) yields
rx =
1
2
∫ ∞
−∞
dω g(ω) (α?(ω, t) + α(ω, t)) =
1
4ipi
∮
C
dω
[
1
(ω − ω0)− iγ −
1
(ω − ω0) + iγ
]
[α?(ω, t) + α(ω, t)] , (16)
ry =
1
2i
∫ ∞
−∞
dω g(ω) (α?(ω, t)− α(ω, t)) = − 1
4pi
∮
C
dω
[
1
(ω − ω0)− iγ −
1
(ω − ω0) + iγ
]
[α?(ω, t)− α(ω, t)] ,(17)
where ? denotes complex conjugation, and where the con-
tour C consists of the Re(ω)-axis closed by a large semi-
circle in the lower-half complex-ω plane. In obtaining
the second equality in Eqs. (16) and (17), we have used
the form (7) and the fact that the contribution to the
contour integral from the semicircular part of the con-
tour vanishes in view of |α(ω, t)| → 0 as Im(ω) → −∞.
Evaluating the above integrals by the residue theorem,
we get
rx =
α((ω0 − iγ), t) + α?((ω0 − iγ), t)
2
,
(18)
ry =
α?((ω0 − iγ), t)− α((ω0 − iγ), t)
2i
.
On the other hand, using the expansion (14) and the
ansatz (15) in Eq. (13) and collecting and equating the
coefficient of eiθ to zero give
∂α(ω, t)
∂t
+ iωα(ω, t) +
1 + 2
2
iry[1 + α
2(ω, t)]
+
2 − 1
2
rx[1− α2(ω, t)] = 0. (19)
Using Eqs. (3) and (18), the Kuramoto order parame-
ter is obtained as
z = α?((ω0 − iγ), t). (20)
Equation (19) then gives
∂z
∂t
−i(ω0+iγ)z− 1 + 2
2
iry[1+z
2]+
2 − 1
2
rx[1−z2] = 0,
(21)
which on using Eq. (18) gives
∂z
∂t
− i(ω0 + iγ)z− 1
2
(z− |z|2z) + 2
2
(z?− z3) = 0. (22)
Equation (22) rewritten in terms of the quantities r and
ψ, see Eq. (2), gives the following two coupled equations:
dr
dt
= −γr + r(1− r2)
(1
2
− 2
2
cos(2ψ)
)
,
(23)
dψ
dt
= ω0 +
2
2
(1 + r2) sin(2ψ).
The above equations constitute the OA-ansatz-reduced
order parameter dynamics corresponding to the dynam-
ics (5) in the limit N → ∞. Note that for 2 = 0,
when one has the Kuramoto model, the two equations
in (23) are decoupled, and there is only uniform rotation
of ψ with frequency ω0, that is, the mean-field frequency
equals ω0; this case was analyzed in Ref. [19]. For 2 6= 0,
however, the situation is much more intricate, as we show
below.
III. ANALYSIS OF THE
OA-ANSATZ-REDUCED DYNAMICS
A. Incoherent stationary state (ISS):
The dynamics (22), equivalently the dynamics (23),
allows for an incoherent stationary state (ISS) given by
z = z? = 0 for all values of 1 and 2; correspondingly,
one has rst = 0, and hence, R = 0. The linear stability
of this state is determined by linearizing Eq. (22) around
z = 0, by using the expansion z = u with |u|  1. To
this end, we obtain the linear equation
∂u
∂t
− i
(
ω0 + iγ − i1
2
)
u+
2
2
u? = 0. (24)
Writing u = ux + iuy yields
∂
∂t
[
ux
uy
]
= M
[
ux
uy
]
; M ≡
[−γ + 12 − 22 −ω0
ω0 −γ + 12 + 22
]
.
(25)
The matrix M has eigenvalues
λ1,2 =
−2γ + 1 ±
√
∆
2
, (26)
with ∆ ≡ 22−4ω20 . For a given 2, the stability threshold
for the ISS is then obtained as
(i) ISS1c (2) = 2γ for ∆ < 0,
(27)
(ii) ISS1c (2) = 2γ −
√
∆ for ∆ > 0.
6B. Synchronized stationary state (SSS):
Considering the dynamics (23), we now explore the
possibility of existence of a synchronized stationary state
(SSS), i.e., rst 6= 0, and hence, R 6= 0. In the case of the
Kuramoto model, this would mean to have in the lab-
oratory frame a state with time-independent r together
with ψ changing uniformly in time with frequency ω0; in
this case, on transforming to a frame rotating uniformly
with frequency ω0 with respect to the laboratory frame,
one obtains the SSS in which both ψ and r and, hence, z
have time-independent values. Considering the dynam-
ics (23) and requiring r and ψ to have time-independent
non-zero values (rst, ψst) so that the left hand side of the
two equations in (23) may be set to zero, we obtain for
the SSS the two coupled equations
2
2
cos(2ψst) =
γ
(r2st − 1)
+
1
2
,
(28)
2
2
sin(2ψst) =
−ω0
(1 + r2st)
.
The above equations yield the following solutions for
(rst, ψst): (
γ
r2st − 1
+
1
2
)2
+
(
ω0
1 + r2st
)2
=
22
4
, (29)
tan(2ψst) =
ω0(1− r2st)
(1 + r2st)(γ +
1
2 (r
2
st − 1))
. (30)
The first equation implies that for a given 1, no real rst
value, and hence, no SSS exist for 2 = 0. In fact, for a
given 1, an SSS exists for 2 larger than a critical value
SSS2c ≡ SSS2c (1). Alternatively, for a given 2, there exists
a critical SSS1c (2) beyond which the SSS exists.
C. Standing Wave State (SWS):
A standing wave state (SWS) is characterized by the
order parameter r(t) at long times oscillating as a func-
tion of t, but nevertheless yielding a non-zero time aver-
age at long times, R 6= 0. It is thus distinct from a syn-
chronized stationary state (SSS) for which both the order
parameter and its time average have a non-zero value at
long times, but the former does not oscillate as a function
of time. Deriving stability conditions for the SWS does
not prove easy, unlike the ISS and the SSS. Hence, we an-
alyzed using Eq. (23) the SWS stability by employing the
numerical package XPPAUT [18]. The period of the SWS
is obtained by solving the time-dependent equations (23);
we were however unable to obtain an analytical solution
of the said equations.
In the next section, we view the above results vis-a`-
vis results obtained from numerical integration of the
dynamics (4) for large N .
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FIG. 3. The first four panels show the quantity R, namely,
the time-averaged order parameter in the long-time limit, see
Eq. (10), as a function of adiabatically-tuned 1 and for four
different values of 2, see text. Panel (e) shows r(t) as a func-
tion of t for 2 = 1.4 and for three representative 1 values,
namely, (i) 1 = 0.35, when we have an ISS (see Fig. 2), (ii)
1 = 1.2, when we have a SWS, and (iii) 1 = 1.7, when we
have a SSS. In all cases, the lines are obtained from numer-
ical integration of the dynamics (4) for N = 5 × 105, while
symbols correspond to predictions based on the OA-ansatz-
reduced dynamics (23) discussed in Section III. The frequency
distribution is a Lorentzian, see Eq. (7), with γ = 0.5 and
ω = 1.0.
IV. NUMERICAL RESULTS
We start off this section with a discussion of results
based on the OA-ansatz-reduced dynamics discussed in
Section III and on direct numerical integration of the
dynamics (4), in the case of the Lorentzian distribu-
tion (7) for the frequencies. The numerical integration
involved use of a standard fourth-order Runge-Kutta in-
tegration algorithm with integration time step dt = 0.01.
Within the OA-reduced dynamics, the analytical results
we should be focusing on are Eq. (27) for the stability
threshold ISS1c (2) of the ISS and Eqs. (29) and (30), with
the latter yielding the existence threshold SSS1c (2) of the
7FIG. 4. Corresponding to the insets in panel (e) of Fig. 3, the
figure shows θj for different j and as a function of time at long
times (the figure depicts the results not for the full range of j
but for j = 1, 2, . . . , 1000). The color coding given on the side
of each panel denotes the intensity of θ values. The top panel
corresponds to the ISS, the middle panel to the SWS and the
bottom panel to the SSS. As may be seen from the figure,
unlike the ISS and the SSS, the SWS exhibits a stationary
wave pattern: at a fixed j, the value of θ changes periodically
as a function of time. The data are obtained from numerical
integration of the dynamics (4) with parameter values and
other details same as in Fig. 3(e).
SSS, as we now detail. Choosing γ = 0.5 and ω0 = 1.0 in
Eq. (7), we may obtain SSS1c (2) for a fixed 2 by varying
1, from low to high values, using Eq. (29) to record the
particular value of 1 when for the first time the equa-
tion gives a solution for rst in the range 0 < rst ≤ 1, and
identifying this particular value of 1 with 
SSS
1c (2). In
Fig. 1, we show as a function of 2 both the thresholds
ISS1c (2) and 
SSS
1c (2).
In Fig. 3, we show results based on numerical integra-
tion of the dynamics (4) with N = 5 × 105, for R as a
function of adiabatically-tuned 1 for various values of 2.
We first let the system settle to the stationary state at a
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FIG. 5. Corresponding to the panel (e) in Fig. 3, the figure
shows as a function of 1 the mean-ensemble frequency f and
the mean-field frequency Ω at long times. Here, we have com-
pared numerical integration results with those based on the
OA ansatz; for details of computation, see Section IV.
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FIG. 6. The four panels show the quantity R, namely, the
time-averaged order parameter in the long-time limit, see
Eq. (10), as a function of adiabatically-tuned 1 and for four
different values of 2, see text. In all cases, the lines are
obtained from numerical integration of the dynamics (4) for
N = 5×105, while symbols correspond to predictions based on
the OA-ansatz-reduced dynamics (23) discussed in Section III.
The frequency distribution is a Lorentzian, see Eq. (7), with
γ = 0.5 and ω = 1.0,
fixed value of 1 ≈ 0, and then tune 1 adiabatically in
time from low to high values while recording the value
of R in time; this corresponds to forward variation of
1. Subsequently, we tune 1 adiabatically in time from
high to low values (backward variation of 1). Adiabatic
tuning ensures that the system remains in the stationary
state at all times as the value of 1 changes in time. In all
panels in Fig. 3, we see that the system exists in either
the ISS, the SWS or the SSS. For panel (a), the system
exhibits a continuous transition between the ISS and the
SWS, and between the SWS and the SSS. For panels (b),
(c), and (d), the transition between the ISS and the SWS
is still continuous, while the one between the SWS and
the SSS becomes of first order. For 2 = 1.4 case, we
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FIG. 7. The four panels show the quantity R, namely, the
time-averaged order parameter R(t) in the long-time limit,
see Eq. (10), as a function of adiabatically-tuned 1 and for
four different values of 2, see text. In all cases, the lines are
obtained from numerical integration of the dynamics (4) for
N = 5 × 105. The frequency distribution is a Gaussian, see
Eq. (8), with ω0 = 1.0 and σ = 0.5.
shows the variation of R as a function of adiabatically-
tuned 1 via numerical integration of the dynamics (4)
in Fig. 3(e); here, the three insets show for three repre-
sentative values of 1 the variation of r(t) with time at
long times. That the SWS is actually a standing wave
is evident from the spatiotemporal plots in Fig. 4, where
we show at long times the time series of θj for different j
in a system of size N = 105 (the figure depicts the results
not for the full range of j but for j = 1, 2, . . . , 1000); the
parameter values are the same as in Fig. 3(e). Here, the
color coding refers to the intensity of θ values. It is ev-
ident from the figure that the SWS indeed behaves as a
wave stationary in space, while the ISS and the SSS do
not qualify as a wave.
Corresponding to Fig. 3(e), Fig. 5 shows as a function
of 1 the mean-ensemble frequency f and the mean-field
frequency Ω at long times. The numerical data plotted
in the figure correspond to the following. First, one ob-
tains rx and ry at long times from numerical integration
of the dynamics (4) with parameter values and other de-
tails same as in Fig. 3(e). The values so obtained for rx
and ry are then averaged over a stretch of time interval
at long times; f is then obtained as f = ω0 + 22rxry.
On the other hand, one obtains Ω numerically by substi-
tuting the numerically-obtained time-averaged values of
r and ψ in Eq. (23). The figure also shows theoretical
data for both f and Ω, which are obtained as follows:
(i) for the ISS, we have rx = ry = 0, giving f = ω0;
(ii) for the SWS, we solve numerically Eq. (23) to ob-
tain r(t) and ψ(t), from which we obtain rx(t) and ry(t)
as rx(t) = r(t) cosψ(t), ry(t) = r(t) sinψ(t). We then
estimate f from values of rx(t) and ry(t) averaged over
time at long times; (iii) for the SSS, we obtain r and ψ at
long times as being equal to the time-independent values
rst and ψst, respectively, obtained by solving numerically
Eq. (28). For Ω, we have: (i) For the ISS, Ω is obtained
by solving numerically for the time-dependent ψ the sec-
ond equation in (23) with r = 0; (ii) For the SWS, Ω is
obtained by solving numerically for r and ψ as a func-
tion of t the coupled equations (23), and evaluating Ω
as Ω = dψ/dt. (iii) For the SSS, we have Ω = 0. We
see from the figure a very good match between numerical
integration results and results based on the OA ansatz.
For a discussion on the different behavior of mean-field
and mean-ensemble frequencies in the context of the Ku-
ramoto model, we refer the reader to Ref. [21].
In Fig. 6, we show for four values of 2 the variation of
R with 1 adiabatically tuned over a wider range than is
considered in Fig. 3. We see (i) in panel (a), for which
ISS1c (2) is finite and 
SSS
1c (2) → ∞ (see Fig. 1), no ex-
istence of the SSS and a continuous transition between
the ISS and the SWS, (ii) in panel (b) the transition
between the ISS and SWS is continuous, while the tran-
sition between the SWS and the SSS is first order, (iii)
in panel (c) a first-order transition between the ISS and
the SSS, and (iv) in panel (d), for which ISS1c (2) is finite
and SSS1c (2) → 0, the existence of only the SSS. In all
the panels in Figs. 3 and 6, we see a good match of the
data for R obtained from numerical integration of the
dynamics (4) and from the OA-ansatz-reduced-dynamics
discussed in Section III. We have also checked the match
between the OA-based results for ISS1c (2) and 
SSS
1c (2)
and those estimated from numerical integration of the
dynamics (4). Our work thus provides further credence
to the validity and the usefulness of the OA-ansatz in
describing order parameter dynamics of globally-coupled
phase oscillators, and is an useful addition to the ever-
growing list of references demonstrating the applicability
of the OA approach (Refs. [22–25] provide a random sam-
pling of papers on applications of the OA approach).
For the Gaussian frequency distribution, Eq. (8) with
ω0 = 1.0, σ = 0.5, Fig. 7 shows results for R as a function
of adiabatically-tuned 1 for four values of 2, obtained
from numerical integration of the dynamics (4) with N =
5 × 105. We see qualitatively similar phases as for the
Lorentzian case, namely, the ISS, the SWS and the SSS,
with (i) a continuous transition between the ISS and the
SWS and between the SWS and the SSS in panel (a)
a first-order transition between the ISS and th SSS in
panels (b) and (c), and (iii) the existence of only the SSS
in panel (d).
V. CONCLUSIONS
In this work, we studied a nontrivial generalization of
the celebrated Kuramoto model of spontaneous collec-
tive synchronization, by considering an additional inter-
action in the dynamics that breaks the rotational symme-
try of the model. The Kuramoto model comprises limit-
9cycle oscillators of distributed natural frequencies that
are coupled all-to-all. With the help of direct numeri-
cal integration of the dynamics and exact analytical re-
sults based on the so-called Ott-Antonsen ansatz for the
specific case of a Lorentzian frequency distribution, we
unraveled a rather rich phase diagram of the generalized
model vis-a`-vis the Kuramoto model. The phase diagram
contains in it both stationary and standing wave phases.
In the former, the synchronization order parameter r has
a long-time value that is time independent. On the other
hand, one has in the standing wave phase an oscillatory
behavior of the order parameter as a function of time
that nevertheless yields a non-zero and time-independent
time average. It would be interesting to study the effect
of rotational-symmetry-breaking interaction on the in-
ertial version of the Kuramoto model [14]. Introducing
inertia drastically modifies the phase diagram of the Ku-
ramoto model, so we may already anticipate new features
on adding the symmetry-breaking interaction. Investiga-
tions in this direction are under way and will be reported
elsewhere.
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Appendix A: Motivating the form of the
dynamics (4)
Here, we motivate the form of the dynamics (4). To
this end, let us consider a collection of N globally-
coupled Stuart-Landau limit-cycle oscillators with con-
jugate feedback, with dynamics given by
dzj
dt
= (1+iωj)zj−|zj |2zj+ 1
N
[
1
N∑
k=1
(zk − zj)− 2
N∑
k=1
z∗k
]
,
(A1)
where the complex number zj characterizes the j-th os-
cillator, j = 1, 2, . . . , N , the quantity 1 denotes the
strength of a diffusive coupling between the oscillators,
while 2 is the mean-field feedback strength. Writing zj in
terms of real quantities Rj ; 0 ≤ Rj ≤ 1, and θj ∈ [−pi, pi],
as zj = Rje
iθj , Eq. (A1) gives
dRj
dt
= (1− 1 −R2j )Rj
+
1
N
[
1
N∑
k=1
Rk cos (θk − θj)− 2
N∑
k=1
Rk cos (θk + θj)
]
,
(A2)
dθj
dt
= ωj
+
1
N
[
1
N∑
k=1
Rk
Rj
sin (θk − θj) + 2
N∑
k=1
Rk
Rj
sin (θk + θj)
]
.
(A3)
In order to analyze the above dynamics, let us first con-
sider the noninteracting case: 1 = 2 = 0. It is then
easily checked that Eq. (A2) has fixed points Rj = Rs ≡
1 ∀ j and Rj = Ru ≡ 0 ∀ j, of which the former is stable
and the latter is unstable. The long-time dynamics then
corresponds to a limit-cycle for each of the individual os-
cillators with corresponding frequency ωj and amplitude
equal toRs, and with the corresponding motion described
by the phase-only dynamics dθj/dt = ωj ∀ j. When
the couplings 1 and 2 are sufficiently weak, a perturba-
tion theory about the aforementioned limit-cycle behav-
ior would imply substituting Rj = Rs ∀ j in Eq. (A3),
thus reducing it to a set of N coupled equations of the
form (4).
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