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THE DETERMINANT ON FLAT CONIC SURFACES WITH EXCISION
OF DISKS
DAVID A. SHER
McGill University/ Centre de Recherches Mathe´matiques
Abstract. Let M be a surface with conical singularities, and consider a family of surfaces
Mǫ obtained from M by removing disks of radius ǫ around a subset of the conical singu-
larities. Such families arise naturally in the study of the moduli space of flat metrics on
higher-genus surfaces with boundary. In particular, they have been used by Khuri to prove
that the determinant of the Laplacian is not a proper map on this moduli space when the
genus p ≥ 1 [Kh2]. Khuri’s work is closely related to the isospectral compactness results
of Osgood, Phillips, and Sarnak. Our main theorem is an asymptotic formula for the de-
terminant of Mǫ as ǫ approaches zero up to terms which vanish in the limit. The proof
uses the determinant gluing formula of Burghelea, Friedlander, and Kappeler along with an
observation of Wentworth on the asymptotics of Dirichlet-to-Neumann operators. We then
apply this theorem to extend and sharpen the results of Khuri.
1. Introduction
Let (M, g) be a compact connected surface with finitely many isolated conical singularities
Pi of cross-section αiS
1
θ . In particular, in a neigborhood of each Pi, we assume that (M, g)
is isometric to (0, 3/2)r × S
1
θ with the metric
dr2 + r2α2i dθ
2
for some constant αi > 0. We say that 2παi are the cone angles ; note that when αi = 1, the
conic singularity at Pi becomes smooth.
Choose a nonempty subset {P1, P2, . . . , Pk} of the conical singularities. For each i with
1 ≤ i ≤ k, fix a real number bi ∈ (0, 1]. For each ǫ ∈ (0, 1], let Γǫ,i be the curve r = biǫ, and
let Γǫ be the union of all Γǫ,i. The region inside Γǫ,i is a cone of angle 2παi and length biǫ,
which we call Cαi,biǫ. We then let Mǫ be the connected manifold with boundary obtained by
removing all of the Cαi,biǫ from M ; its boundary is precisely Γǫ. Finally, let
β =
1
k
k∑
j=1
b1 . . . bˆj . . . bk,
where the hat symbol indicates that the jth factor is omitted from the product.
Our main theorem is the following asymptotic expansion:
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Theorem 1. Let Mǫ be as defined above. As ǫ→ 0, we have
log det∆Mǫ = (k − 1 +
k∑
i=1
1
6
(αi +
1
αi
)) log ǫ+ (k − 1) log log(1/ǫ) + log det∆M
−
k∑
i=1
log det∆Cαi,1 + k log 2− log V +
k∑
i=1
1
6
(αi +
1
αi
) log bi + log β + o(1). (1)
Here we are imposing Dirichlet boundary conditions at all boundaries and the Friedrichs
extension at all conic singularities. We also ignore the zero eigenvalue of ∆M for the purposes
of defining its determinant.
Each term in the expansion except log det∆M , log det∆Mǫ, and log V may be computed
explicitly as a function of the cone angles αi and the constants bi. In particular, Spreafico
has computed a formula for log det∆Cα,1 [Sp]. The error is only o(1) in general, but in the
k = 1 case there is an explicit upper bound:
Theorem 2. When k = 1, b1 = 1, and ǫ ≤ 2
−α1, the error in (1) is bounded by 6ǫ1/α1 .
1.1. Relation to isospectral compactness. In a series of papers [OPS1, OPS2, OPS3]
from the 1980s, Osgood, Phillips, and Sarnak investigate sets of isospectral metrics on sur-
faces. Their key result is that in the setting of closed surfaces, any set of isospectral metrics
is compact in the natural C∞ topology. The proof makes extensive use of the determinant
of the Laplacian. First, in [OPS1], Osgood, Phillips, and Sarnak prove that within any
conformal class of metrics (normalized so that the area is constant) on a closed surface, the
determinant of the Laplacian is maximized by the constant curvature metric. They then
show that on the moduli space of constant curvature metrics, the log-determinant of the
Laplacian is a proper map. These two facts are key to the proof of isospectral compactness.
In [OPS3], an analogous result is proved for isospectral sets of planar domains (normalized
so that the boundary length is constant), with the usual flat Euclidean metric and Dirichlet
boundary conditions.
Khuri, in [Kh, Kh2], addressed the natural question of whether a similar result holds for
isospectral sets of flat metrics on a topological surface Σp,n, which is a surface of genus p
with n disks removed. The setting p = 0 is precisely the case of planar domains and n = 0
is the case of closed surfaces, so Khuri only considered np ≥ 1. For np ≥ 1, Khuri showed
by constructing counterexamples that the log of the determinant is not a proper map on the
appropriate moduli space of flat metrics [Kh2]. The counterexamples are closely related to
our construction of Mǫ; namely, Khuri took surfaces (M, g) of genus p with n isolated conic
singularities and removed a disk of radius ǫ around each singular point, then let ǫ go to zero.
After normalizing so that the boundary length is constant, Khuri showed that the resulting
surfaces (Mǫ, gˆ) approach the boundary of moduli space but have log det∆(Mǫ,gˆ) bounded
below. Therefore, the Osgood-Phillips-Sarnak approach does not work for np ≥ 1 [Kh2]. On
the other hand, using a comparison of two different moduli spaces, Y.-H. Kim has recently
proved isospectral compactness of sets of flat metrics on Σp,n in this np ≥ 1 setting [Kim].
The problem remains open, for all p and all n ≥ 1, if the isospectral metrics are not assumed
to be flat.
Our goal is to study the behavior of the determinant of the Laplacian as a function on
the space of metrics on Σp,n. Based on the results of Khuri and Kim, we expect that this
work may have further applications to the isospectral problem and related questions. As a
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first step, we apply Theorem 1 to sharpen the results of Khuri in [Kh, Kh2]. Let (M, g) be
a fixed surface of genus p, where g is a flat conical metric with n conical singularities, and
let V be the volume of M . Let Mǫ be the surface obtained from M by removing a cone of
radius ǫ around each of the n cone points. We can then apply Theorem 1 to Mǫ, where k = n
and bi = 1 for all i. However, Khuri normalizes so that the geodesic curvature is constant
and equal to −1 on the boundary, which means multiplying the metric on Mǫ by ǫ
−2; let
gˆ = ǫ−2g. By Proposition 7,
log det∆(Mǫ,gˆ) = log det∆(Mǫ,g) + 2ζMǫ(0) log ǫ. (2)
On the other hand, since Mǫ is a smooth surface with boundary, the McKean-Singer heat
asymptotics of [MS] (a good exposition may also be found in [Ros]) imply that
ζMǫ(0) =
1
6
χ(Mǫ) =
1
6
(χ(M)− n) =
1
6
(2− 2p− n). (3)
Moreover, by the Gauss-Bonnet theorem, the sum of all αi must be equal to 2p+n−2 [Kh].
Combining Theorem 1 with (7), (3), and the Gauss-Bonnet theorem, we have shown:
Proposition 3. The determinant of the Laplacian of Khuri’s metrics (Mǫ, gˆ) has an expan-
sion as ǫ→ 0:
log det∆(Mǫ,gˆ) =
1
6
(2− 2p− n+
n∑
i=1
(
1
αi
)) log ǫ+ (n− 1) log log 1/ǫ
+ log det∆(M,g) −
n∑
i=1
log det∆Cαi,1 + n log 2− log V + o(1). (4)
In the n = 1 case, we also obtain a better error estimate from Theorem 2. As a consequence
of Proposition 3, we conclude that
Proposition 4. The log-determinant log det∆(Mǫ,gˆ) approaches −∞ as ǫ→ 0 iff
n∑
i=1
1
αi
> 2p+ n− 2. (5)
Notice that as any individual αi goes to zero, the condition (5) is eventually satisfied; in
particular, if even one of the cone angles is small enough, the determinant of Mǫ will go to
−∞ as ǫ→ 0. This observation suggests that it might be fruitful to analyze the behavior of
the expansion in Proposition 3 as one or more of the cone angles αi degenerate to zero. Such
an analysis would likely require a joint asymptotic expansion in ǫ and αi, which could be
difficult to prove, but the reward would be a much better understanding of the determinant
on moduli space.
1.2. Examples. We now examine some particular cases. First we let p = 1 and n = 1; in
this setting, Khuri proved that log det∆(Mǫ,gˆ) is bounded below (Equation 4.3.15 of [Kh]).
Note that by the Gauss-Bonnet theorem, the only cone angle α must be 1. Plugging p = 1,
n = 1, and α = 1 into (4), we see that the coefficients of log ǫ and log log 1/ǫ vanish, and
hence the log determinants actually converge to a constant. This sharpens Khuri’s result.
Next we let p = 1 and n ≥ 2. In this case, Khuri showed (Equation 4.3.19 of [Kh]) that if
all cone angles αi are equal to 1,
log det∆(Mǫ,gˆ) ≥ (n− 1) log log 1/ǫ+ C.
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The coefficient of log ǫ in our formula again vanishes, and the coefficient of log log 1/ǫ is
precisely n− 1, which shows that Khuri’s inequality is sharp and also identifies the constant
C. On the other hand, when the cone angles αi are not all equal to 1, they must still sum to
n, so
∑n
i=1 α
−1
i > n, and the coefficient of log ǫ is positive. In this case, the log determinants
do in fact decrease to −∞ as ǫ→ 0; Khuri did not consider this case.
Finally, we let p ≥ 2 and n = 1. Here the cone angle αi must be 2p− 1. The coeficient of
the log | log ǫ| term vanishes, but the coefficient of log ǫ is precisely
1
6
(1− 2p+
1
2p− 1
).
When p ≥ 2, this is positive, so the log determinants increase to ∞ as ǫ → 0. It must be
noted that the leading-order coefficient of log ǫ is inconsistent with Equation 4.3.22 in [Kh].
However, the calculation in [Kh] is not correct, as the asymptotic behavior of the determinant
of an annulus is computed with the Euclidean metric when it should be computed with the
conic metric.
1.3. Organization. The proof of this theorem proceeds in two steps. First we use the gluing
formula of Burghelea, Friedlander, and Kappeler [BFK] to break up the manifold M along
Γǫ and decompose log det∆M as a sum of the log-determinants of the individual pieces. The
only non-explicit term in the BFK formula is the log-determinant of the Neumann jump
operator on Γǫ. In the second step, we compute the asymptotics of this Neumann jump
operator as ǫ → 0. This computation is based closely on an observation of Wentworth
[We]. Putting these two steps together gives Theorem 1. The combination of Wentworth’s
observation and the BFK gluing formula is a natural one which has proven useful in other
investigations of the determinant on moduli space [Ko].
1.4. Acknowledgements. This paper is a generalization of the final chapter of my Stanford
Ph.D. thesis [Sh]. I am deeply grateful to my advisor Rafe Mazzeo for all his help and
support. Additionally, this paper would not have been written without a discussion with
Richard Wentworth; I would like to thank him and also the other organizers of the conference
’Analysis, Geometry, and Surfaces’ at Autrans in March 2011. Finally, I would like to thank
Alexey Kokotov and Andras Vasy for helpful comments and bug-spotting, as well as the
ARCS foundation for support in 2011-2012.
2. Determinant gluing formula
In this section, we recall the Burghelea-Friedlander-Kappeler gluing formula and apply it
to our problem. For any ǫ > 0, we define an operator Rǫ on Γǫ, following [BFK]: if f is
a function on Γǫ, we let u+ be the solution of ∆Mǫu+ = 0 with u+|Γǫ = f . Similarly, let
u− be the harmonic function on the union of the Cαi,biǫ with boundary data f . As always,
we require u− and u+ to be in the Friedrichs domain at all conic singularities. Then in a
neighborhood of Γǫ, g = ∂ru− − ∂ru+ is well-defined; we let Rǫf be the restriction of g to
Γǫ. In fact, Rǫ is simply the sum of the Dirichlet-to-Neumann operators on Mǫ and Cαi,biǫ,
and we call it the Neumann jump operator for Γǫ.
It is well-known that Rǫ is an elliptic pseudodifferential operator of order 1, and that it is
possible to define a zeta function and determinant of Rǫ in the usual fashion [BFK]. In this
paper, when we define determinants, we always leave out the zero eigenvalues. For Rǫ, there
is precisely one:
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Lemma 5. The kernel of Rǫ is equal to the set of globally constant functions on Γǫ.
Proof. Suppose that f is in the kernel of Rǫ, and construct u+ and u− as above. Since
∂ru− = ∂ru+ on Γǫ, and u+ = u− on Γǫ, u+ and u− glue together to define a C
1 function u
on M which solves ∆Mu = 0 weakly. Since all functions are in the Friedrichs domain at the
cone points, u is bounded. By elliptic regularity, u is in fact a smooth bounded harmonic
function on M , and therefore must be constant. 
We now have the following gluing formula, due to Burghelea, Friedlander, and Kappeler
[BFK] in the smooth setting and to Loya, McDonald and Park [LMP] in the setting of
manifolds with conical singularities:
Proposition 6. [BFK] Let V be the volume of M . Then
log det∆M = log det∆Mǫ +
k∑
i=1
log det∆Cαi,biǫ + log V −
k∑
i=1
log 2παibiǫ+ log detRǫ. (6)
Note that the length of Γǫ is exactly
∑k
i=1 2παibiǫ. Rearranging (6) gives us a formula for
log det∆Mǫ in terms of the other undetermined quantities:
log det∆Mǫ = log det∆M −
k∑
i=1
log det∆Cαi,biǫ − log V
+
k∑
i=1
log 2παibi + k log ǫ− log detRǫ. (7)
To simplify the formula, we make a scaling observation:
Proposition 7. Let (Ω, g) be any compact Riemannian surface, with or without boundary
and with or without isolated conic singularities. Then
log det∆Ω,ǫ2g = log det∆Ω,g − 2ζΩ,g(0) log ǫ.
Proof. If we scale the metric g by ǫ2, we scale the eigenvalues of the Laplacian by ǫ−2. The
proposition then follows from taking the derivative of ǫ2sζΩ,g(0) at s = 0. 
Note that, crucially, ζΩ,g(s) has no pole at s = 0; this is not true for manifolds with conic
singularities in general, but is true in two dimensions, where the cross-section is a circle (see
[Kh2] for a detailed explanation). If a pole were present, an analogue of Proposition 7 would
still hold (using the Laurent series definition of the determinant), but with extra terms.
The special value ζΩ,g(0) is known in many cases. In particular a result of Spreafico [Sp]
states that
ζCα,1(0) =
1
12
(α +
1
α
).
Combining this with (7) and rearranging, we obtain
log det∆Mǫ = (k +
k∑
i=1
1
6
(αi +
1
αi
)) log ǫ+ log det∆M −
k∑
i=1
log det∆Cαi,1
+
k∑
i=1
1
6
(αi +
1
αi
) log bi +
k∑
i=1
log 2παibi − log detRǫ − log V. (8)
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3. The Neumann jump operator
We now prove the following asymptotic expansion for log detRǫ as ǫ goes to zero; combining
it with (8) yields Theorem 1.
Theorem 8. As ǫ→ 0,
log detRǫ = log ǫ− (k − 1) log log(1/ǫ) +
k∑
i=1
log πbiαi − log β + o(1). (9)
Moreover, when k = 1, b1 = 1, and ǫ ≤ 2
−α1, the error in (9) is bounded by 6ǫ1/α1 .
The proof of this theorem in the special case k = 1, α1 = 1, and b1 = 1 is due to Wentworth
[We], albeit without the error bound; we adapt the proof given there.
3.1. Computation of Rǫ. Identifying Γǫ with ⊕
k
i=1S
1, we view Rǫ as an operator on
L2(⊕ki=1S
1). The space L2(⊕ki=1S
1) admits an orthogonal decomposition
L2(⊕ki=1S
1) = K ⊕ C ⊕ L20. (10)
Here K is the one-dimensional space of globally constant functions, C is the k−1-dimensional
space of locally constant functions which integrate to zero, and L20 is the subspace of
L2(⊕ki=1S
1) spanned by the non-constant eigenfunctions on each component. Let ΠK, ΠC,
and Π0 be the orthogonal projections onto each summand in (10). As we have observed, the
kernel of Rǫ is precisely K. Moreover, by Green’s theorem, the image of Rǫ is orthogonal to
K.
We define an operator Lǫ on C
∞(⊕ki=1S
1) as follows: for any smooth function f on
⊕ki=1(S
1), let u+ be the harmonic function on Mǫ with boundary values f on Γǫ. Then
let Lǫ(f) = (u+)|Γ1. Note that Lǫ is essentially the inverse of the operator ER(ǫ) from [We];
we use Lǫ instead to avoid issues with the domain of the extension operator ER(ǫ). We also
observe that Lǫ is the identity operator on K. The following proposition is key:
Proposition 9. For each ǫ < 1 and each f ∈ C ⊕L20, we also have Lǫf ∈ C ⊕L
2
0. Moreover,
for any f ∈ C∞(⊕ki=1S
1) and any ǫ < 1,
||Lǫf ||L2(⊕ki=1S1) ≤ ||f ||L2(⊕ki=1S1).
Note that the second statement allows us to extend Lǫ by continuity to an operator on
L2(⊕ki=1S
1) which is bounded in operator norm by 1. We call this extension Lǫ as well.
Proof. The proofs are identical to the proofs of Lemmas 3.3 and 3.4 in [We], and involve
integration and Green’s theorem; we will not repeat them here. 
For each nonzero n ∈ Z and j between 1 and k, let fn,j be the function on ⊕
k
i=1S
1 which
is equal to einθ on the jth component of S1 and zero on all the other components. The
collection of fn,j forms a basis of L
2
0. Again following [We] and using the same notation, we
define auxiliary operators Tǫ, U
±
ǫ , V, |V|, and B on L
2
0 by
Tǫfn,j =
ǫn/αj − ǫ−n/αj
ǫn/αj + ǫ−n/αj
fn,j; U
±
ǫ fn,j =
1
2
(ǫn/αj ± ǫ−n/αj )fn,j;
Vfn,j =
n
αj
fn,j; |V|fn,j =
|n|
αj
fn,j,
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extending by linearity to L20. Note that each of these operators is invertible on L
2
0; the inverses
may be written down explicitly. Additionally, let f0,j be the function which is 1 on the jth
component of S1 and zero on the others; these form a basis for K⊕ C. Finally, let B¯ be the
multiplication operator on L2(⊕ki=1S
1) with B¯fn,j = bjfn,j for both zero and nonzero n; it
restricts to an operator on L20 but not to an operator on C, so write B = (Π0+ΠC)B¯(Π0+ΠC).
We now compute Rǫ on C ⊕ L
2
0 in terms of these auxiliary operators. Let PMǫ be the
Dirichlet-to-Neumann operator for Mǫ and PCǫ be the Dirichlet-to-Neumann operator for
⊕ki=1Cαi,biǫ; then Rǫ = PMǫ+PCǫ. As before, by Stokes’ theorem, each of these operators also
preserves the orthogonal decomposition. Moreover, we may compute PCǫ directly: suppose
that the boundary data is fm,j . Then by separation of variables, the harmonic extension to
Cαj ,bjǫ is precisely (r/bjǫ)
|m|/αjeimθ, and the harmonic extensions on the other components
are zero. The inward-pointing normal derivative at the boundary is −∂r, so we conclude
that
PCǫfm,j = −
|m|
biǫαj
fm,j = −
1
bjǫ
|V|fm,j .
By linearity, we see that ǫPCǫ = −B
−1|V| on L20; note that PCǫ = 0 on C, since the harmonic
extension of a constant function on Γǫ,i to Cαi,biǫ which is in the Friedrichs domain is itself
constant. It remains to analyze PMǫ .
Lemma 10. We have the following four equations for ǫPMǫ:
Π0(ǫPMǫ)Π0 = B
−1Π0(V(Tǫ)
−1 − V(U−ǫ )
−1Lǫ)Π0, (11)
ΠC(ǫPMǫ)Π0 = B
−1ΠC(
1
log(1/ǫ)
Lǫ)Π0, (12)
Π0(ǫPMǫ)ΠC = B
−1Π0(−V(U
−
ǫ )
−1Lǫ)ΠC, (13)
ΠC(ǫPMǫ)ΠC = B
−1ΠC(
1
log(1/ǫ)
(Lǫ − Id))ΠC. (14)
Proof. First we prove (11) and (12). It is enough to prove the statements for the action of
the operators on each fm,j for nonzero m. Let u+ be the solution of the Dirichlet problem on
Mǫ with boundary data equal to fm,j. Since u+ is harmonic, we may write that in a radius
3/2-neighborhood of each conic point, where ri is the radial coordinate near Pi, that
u+(r, θ) =
∑
n 6=0, 1≤i≤k
(a+n,i(
ri
biǫ
)−n/αi + a−n,i(
ri
biǫ
)−n/αi)fn,i +
k∑
i=1
(a+0,i + a
−
0,i log
ri
biǫ
)f0,i. (15)
Since u+(biǫ, θ) = fm,j, we see that a
+
n,i + a
−
n,i = δ(n,i),(m,j) for nonzero m, and that a
+
0,i = 0,
for each i. Therefore u+ may be re-written
u+(r, θ) = (
rj
bjǫ
)−m/αjfm,j+
∑
n 6=0, 1≤i≤k
a+n,i((
ri
biǫ
)n/αi−(
ri
biǫ
)−n/αi)fn,i+
k∑
i=1
a−0,i log
ri
biǫ
f0,i. (16)
Now PMǫfm,j = (∂ri(u+))|ri=biǫ, and Lǫfm,j = u+|ri=bi. Since the other operators in (11) are
multiplication operators on each mode, and the projection operators single out the compo-
nents fm,j with nonzero m, it is easy to compute both sides of (11) in terms of the b
+
n . We
find that both sides of (11) are equal to
−
m
αjbj
fm,j +
∑
n 6=0, 1≤i≤k
2n
αibi
a+n,ifn,i.
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This completes the proof of (11). Similarly, from (16), we compute that both sides of (12)
are equal to
k∑
i=1
a−0,i
1
bi
f0,i,
which verifies (12).
On the other hand, to prove (13) and (14), it is enough to prove the statements for the
action of the operators on each f0,j . As before, let u+ be the solution of the Dirichlet problem
on Mǫ with boundary data f0,j; then we may still write (15), and the boundary conditions
allow us to simplify to:
u+(r, θ) = f0,j +
∑
n 6=0, 1≤i≤k
a+n,i((
ri
biǫ
)n/αi − (
ri
biǫ
)−n/αi)fn,i +
k∑
i=1
a−0,i log
ri
biǫ
f0,i. (17)
We may then compute, as before, that both sides of (13) are equal to
∑
n 6=0, 1≤i≤k
2n
αibi
a+n,ifn,i
and both sides of (14) are
k∑
i=1
a−0,i
1
bi
f0,i.
This completes the proof of the lemma. 
Combining the lemma with the preceding remarks on PCǫ gives a formula for ǫRǫ in terms
of Lǫ and the auxiliary operators; see Proposition 11 below.
3.2. Determinant asymptotics. In order to compute the asymptotics of the determinant
of ǫRǫ, we view ǫRǫ as the sum of a diagonal operator Aǫ and a ’small perturbation’ Kǫ. The
following proposition is immediate from the previous lemma and discussion:
Proposition 11. Let Aǫ and Kǫ be operators on C ⊕ L
2
0 given by:
BAǫ = −2Π0|V|Π0 − ΠC
1
log(1/ǫ)
ΠC,
BKǫ = Π0(|V|+ V(Tǫ)
−1 − V(U−ǫ )
−1Lǫ)Π0 +ΠC(
1
log(1/ǫ)
Lǫ)Π0
+Π0(−V(U
−
ǫ )
−1Lǫ)ΠC +ΠC(
1
log(1/ǫ)
Lǫ)ΠC.
Then ǫRǫ = Aǫ +Kǫ.
The key to the proof of Theorem 8 is that the asymptotics of the determinant of ǫRǫ are
closely related to those of the determinant of Aǫ, which are easy to compute. The following
lemma, whose proof is deferred until the next section, provides the necessary comparison:
Lemma 12. As ǫ→ 0,
log det ǫRǫ − log detAǫ = o(1).
Moreover, when k = 1, b1 = 1, and ǫ ≤ 2
−α1,
| log det ǫRǫ − log detAǫ| ≤ 6ǫ
1/α1 .
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We now compute the asymptotics of the determinant of Aǫ. The eigenvalues of 2B
−1|V| on
L20 are precisely 2m/(biαi) for each m in N and each i between 1 and k, each with multiplicity
2. The zeta function for 2|V| is therefore
k∑
i=1
2(
2
biαi
)−sζRiem(s).
Taking the derivative at zero and using the special values of the Riemann zeta function, we
compute that the log-determinant of Aǫ on L
2
0 is
∑k
i=1 log πbiαi. Moreover, to compute the
log-determinant of Aǫ on C, first let Bˆ be the (k− 1)-dimensional matrix ΠCBΠC ; it is easy
to see that Bˆ is invertible with all positive eigenvalues. Then the log-determinant of Aǫ on
C (note that we take absolute values of the eigenvalues first) is just
log det Bˆ−1 + (k − 1) log(−(log ǫ)−1) = log det Bˆ−1 − (k − 1) log log(1/ǫ).
Next, we compute log det Bˆ. For each i between 1 and k − 1, we let gi = f0,i − f0,k. Then
we have
Bˆgi = ΠC(bif0,i − bkf0,k) = bigi −
bi − bk
k
k∑
j=i
gj.
So we must take the log of the determinant of a matrix whose (i, j) entry is
bk − bj
k
+ bjδij.
The determinant must be a polynomial in the {bi} of joint degree k−1. Since the numbering
was arbitrary, it must be symmetric. Moreover, by inspection, it has degree at most 1 in
each of the bi between 1 and k − 1, and hence by symmetry also in bk. These observations
force the polynomial to be β times a constant which depends only on k. But if each bi = 1,
then Bˆ = Id and the determinant is 1; therefore, the constant is 1, and log det Bˆ = log β.
We have now shown that
log detAǫ = −(k − 1) log log(1/ǫ) +
k∑
i=1
log πbiαi − log β. (18)
Finally, we need to go from log det ǫRǫ to log detRǫ. The argument is similar to Proposition
7; since the eigenvalues scale by ǫ in this case, as opposed to ǫ−2, one can easily compute
log det ǫRǫ = log detRǫ + ζRǫ(0) log ǫ. (19)
We must still compute ζRǫ(0), but it turns out to be simple:
Proposition 13. For any ǫ, ζRǫ(0) = −1.
Proof. Fix ǫ. The result follows by using homogeneity; we examine (6) and note that the
same gluing formula applies to (M, δ2g) instead of (M, g), for any δ. We then compute the
variation of each of the terms. For each of the log det∆ terms, we may apply Proposition 7.
log V changes by 2 log δ and log(l(∂Mǫ)) changes by log δ. Since the eigenvalues of Rǫ scale
by δ, log detRǫ changes by −ζR(0) log δ. Putting everything together, we have:
−2ζM(0) log δ = −2ζMǫ(0) log δ − 2
k∑
i=1
ζCαi,biǫ(0) log δ + 2 log δ − log δ − ζRǫ(0) log δ.
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Since δ is arbitrary, we see that
ζRǫ(0) = 2ζM(0)− 2ζMǫ(0)− 2
k∑
i=1
ζCαi,biǫ(0)− 1. (20)
Recall that for any surface Ω with or without boundary, ζΩ(0) =
1
6
χ(Ω) [Ros]. When Ω
has conical singularities, work of Cheeger [Ch2] shows that the same formula holds, with
an additional contribution from each conic singularity depending only on the cone angle α.
Applying these formulas to (20), we see that all the contributions from the conic singularities
cancel, and we are left with
ζRǫ(0) =
1
3
(χ(M)− χ(Mǫ)−
k∑
i=1
χ(Cαi,biǫ))− 1.
However, χ(M) = χ(Mǫ) +
∑k
i=1 χ(Cαi,biǫ) by the definition of the Euler characteristic, and
hence ζRǫ(0) = −1. 
Combining this proposition with (18), (19), and Lemma 12 completes the proof of Theorem
8, and thus also finishes the proof of Theorem 1 and 2.
3.3. Proof of Lemma 12.
Proof. The proof is based on similar arguments in [Lee, We]. Since ǫRǫ = Aǫ +Kǫ, we have
formally that
log det ǫRǫ − log detAǫ =
∫ 1
0
d
dt
log det(Aǫ + tKǫ) dt =
∫ 1
0
Tr((Aǫ + tKǫ)
−1Kǫ) dt,
and hence, whenever ||KǫA
−1
ǫ || has norm less than 1,
| log det ǫRǫ − log detAǫ| ≤
∫ 1
0
||A−1ǫ || · ||(Id+ tKǫA
−1
ǫ )
−1|| · Tr|Kǫ| dt
≤
∫ 1
0
||A−1ǫ || ·
1
1− ||tKǫA−1ǫ ||
· Tr|Kǫ| dt
≤ ||A−1ǫ || ·
1
1− ||KǫA−1ǫ ||
· Tr|Kǫ|. (21)
In order for this calculation to be justified, Kǫ must be trace class and ||KǫA
−1
ǫ || must have
norm less than 1. As we analyze (21), we will prove that both of these conditions hold for
sufficiently small ǫ. The first step in that analysis is an observation which is an immediate
consequence of the definition of Aǫ:
Proposition 14. Aǫ is invertible, and the norm of the inverse is bounded by ||B
−1|| log(1/ǫ)
for sufficiently small ǫ. On the other hand, if k = 1 and b1 = 1, then Aǫ = −2|V| and hence
||A−1ǫ || = α1/2.
Next, we show that Kǫ is trace class and estimate its trace norm.
Proposition 15. Kǫ is trace class for all ǫ ∈ (0, 1), and
lim
ǫ→0
log(1/ǫ) Tr|Kǫ| = 0.
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Moreover, if k = 1, b1 = 1, and ǫ ≤ 2
−α1,
Tr|Kǫ| ≤
12
α1
ǫ1/α1 .
Proof. Since B and B−1 both have bounded norm, it suffices to analyze BKǫ instead. We
compute the trace directly. First analyze the trace of BKǫ on L
2
0. As in [We], the operator
|V|+ V(Tǫ)
−1 is diagonal on L20, with eigenvalues
m
αj
ǫm/αj + ǫ−m/αj
ǫm/αj − ǫ−m/αj
+
|m|
αj
=
2|m|
αj
1
1− ǫ−2|m|/αj
(22)
for each j between 1 and k. The sum over m and j of the absolute value of these eigenvalues
converges for all ǫ < 1. Moreover, let α = minkj=1{αj}; this sum times ǫ
−1/α is bounded by
∞∑
m=1
k∑
j=1
4m
αj
ǫ
2m−1
aj .
On the other hand, the operator V(U−ǫ )
−1 is diagonal on L20 with eigenvalues
m
αj(ǫm/αj − ǫ−m/αj )
; (23)
the sum of the absolute values again converges for all ǫ < 1. After multiplying by ǫ−1/α, it
is bounded by
∞∑
m=1
k∑
j=1
2m
aj
ǫ
m−1
aj .
Since ||Lǫ|| ≤ 1, we conclude that ǫ
−1/α times the trace of |Kǫ| on L
2
0 is bounded by
∞∑
m=1
k∑
j=1
(
4m
αj
ǫ
2m−1
aj +
2m
aj
ǫ
m−1
aj ) ≤
6k
α
∞∑
m=1
mǫ
m−1
aj .
When ǫ1/α < 1/2, this is bounded by 12k/α. Since C = ∅ when k = 1, the second claim in
Proposition 15 follows immediately, and we also see that log(1/ǫ) times the trace of |Kǫ| on
L20 approaches zero in general.
It remains to analyze BKǫ on C; we analyze
log(1/ǫ)ΠCBKǫΠC = ΠCLǫΠC. (24)
The operator (24) is finite-dimensional and hence trace class, and the trace norm is bounded
by (k − 1)||ΠCLǫΠC ||. It suffices to show that ||ΠCLǫΠC|| goes to zero as ǫ goes to zero.
Suppose not. Then there is a sequence gi of functions in C, of norm one in L
2(⊕ki=1S
1), and
a sequence ǫi → 0 where ΠCLǫigi has L
2-norm bounded below. For each i, let u+,i be the
harmonic function on Mǫi with boundary data gi. Since gi has norm one in L
2(⊕ki=1S
1) and
is piecewise constant, the L∞ norm of gi is bounded by
1
2π
< 1 for all i. By the maximum
principle, u+,i is also bounded by 1 for each i. Therefore, as i → ∞, the Arzela-Ascoli
theorem implies that a subsequence of u+,i converges uniformly on compact subsets of M
away from the conic tip to a limit function u. By standard elliptic theory, the limit u is itself
harmonic on M , and is obviously bounded by 1 (and therefore is in the Friedrichs domain
at each conic point). Therefore, u itself is constant, so h = u|∂M1 is globally constant.
However, by construction, passing to the Arzela-Ascoli subsequence, Lǫigi → h uniformly as
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i → ∞. So ΠCLǫigi → ΠCh uniformly (and hence strongly in L
2), but ΠCh = 0. This is a
contradiction which completes the proof of the proposition. 
Finally, we prove the necessary bounds for ||KǫA
−1
ǫ ||:
Proposition 16. The norm ||KǫA
−1
ǫ || approaches zero as ǫ → 0. Moreover, when k = 1,
b1 = 1, and ǫ ≤ 2
−α1, ||KǫA
−1
ǫ || ≤ 1/2.
Proof. To prove the first claim, observe from the definition of Aǫ and Kǫ that
BKǫA
−1
ǫ B
−1 = −
1
2
Π0(|V|+ V(Tǫ)
−1 − V(U−ǫ )
−1Lǫ)|V|
−1Π0 −
1
2
ΠC(
1
log(1/ǫ)
Lǫ)|V|
−1Π0
+ log(1/ǫ)Π0(−V(U
−
ǫ )
−1Lǫ)ΠC +ΠCLǫΠC . (25)
We analyze each term in (25) separately and show that its norm goes to zero as ǫ goes to
zero. For the first term, note that |||V|−1|| is bounded by α = maxi{αi} and ||Lǫ|| ≤ 1. The
remaining operators are diagonalized by the fm,j , and by the eigenvalue calculations in the
proof of Proposition 15, all the eigenvalues go to zero as ǫ goes to zero; this is more than
sufficient. Similarly, the norm of the second term is bounded by (α/2)(log(1/ǫ))−1, which
goes to zero as ǫ goes to zero. We again use ||Lǫ|| < 1 and the eigenvalue calculations from
the previous proposition to analyze the third term; the eigenvalues of V(U−ǫ )
−1 go to zero
even when multiplied by log(1/ǫ), which gives the norm bound. Finally, we have already
done the necessary analysis for the fourth term in the proof of Proposition 15. This completes
the proof of the claim and hence of the general case of the proposition.
As for the k = 1 and b1 = 1 bound: in this case, A
−1
ǫ is given by multiplication by −
α1
2|m|
on each mode. Since ||Lǫ|| ≤ 1, the norm ||KǫA
−1
ǫ || is bounded by the maximum of
α1
2|m|
times (22) plus the maximum of α1
2|m|
times (23). Using similar analysis as in the proof of
Proposition 15, we see that this is at most
ǫ2/αj +
1
2
ǫ1/αj ,
which is certainly bounded by 1/2 when ǫ ≤ 2−αj (a sharp bound is not necessary). This
completes the proof. 
It is now an immediate consequence of the three propositions that (21) approaches zero
as ǫ → 0. Moreover, in the k = 1, b1 = 1, ǫ ≤ 2
−α1 case, we see that (21) is bounded by
6ǫ1/α1 . This completes the proof of Lemma 12. 
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