Pick conditions on a uniform algebra and von Neumann inequalities  by Cole, Brian et al.
JOURNAL OF FUNCTIONAL ANALYSIS 107, 235-254 (1992) 
Pick Conditions on a Uniform Algebra 
and von Neumann Inequalities 
BRIAN COLE, KEITH LEWIS, AND JOHN WERMER 
Mathematics Departmenl, Brown University! 
Providence, Rhode Island 02912 
Communicated by D. Sarason 
Received November 7, 1990 
Let A be a uniform algebra and let M,, . . . . h4, be points in the maximal ideal 
space of A. We describe the set CB in @” of all points (wi. . . . . w,) such that given 
E > 0 there exists f~ A with f(M,) = w,, 1 < a Q n, and /ljll < 1 + E. This problem 
was solved for the disk algebra by G. Pick in 1916. We generalize Pick’s condition, 
and we also study the related problem of generalizations of von Neumann’s 
inequality for contraction operators on Hilbert space. In our work a certain 
gometric notion defined in the Introduction, Definition 1, of a hyperconuex set in 
C”, plays a key role. 0 1992 Academic Press, Inc 
1. INTRODUCTION 
1.1 The Interpolation Problem 
Let A be a uniform algebra on a compact space X. For S in A let 
llfll = maxx,xlf(41p and let .H denote the maximal ideal space of A. We 
fix an n-tuple of points M1, . . . . M, in A. 
QUESTION 1. Fix a point w = (w,, . . . . w,) in 62”. What are the conditions 
on w in ‘order that 
'dj~>O3f~A such that f(M,)=w,, l,<a<n, )I f/j <l+~ (1) 
holds? 
Let Z be the ideal of all f in A with f(M,) = 0 for all CY. For f in A write 
[f ] for the coset off in the quotient algebra A/Z and write )I [f ] )I for the 
quotient norm off: II [f ] II = inf()gJI over all g in A with g-f e I. In these 
terms (1) becomes 
Vfe A with f(M,)=w,, l,<cr<n we have II[f]ll< 1. (1’) 
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In the case when A is the disk algebra, Question 1 was answered by 
G. Pick in 1916 (see below in this Introduction). 
We recall the definition of a Q-algebra in the sense of Varopoulos: 
A Q-algebra is a Banach algebra of the form A/J, where A is a uniform 
algebra and J is a closed ideal in A [2, Chap. 71. Our algebras A/I are 
Q-algebras which are algebraically isomorphic to the algebra @’ under 
coordinate-wise multiplication. Although the algebraic structure of A/I is 
transparent, this is in no way true of the norm on A/I. We put 
~=(wE@“(~~EA withf(M,)=w,and II[f]ll<l). (2) 
Question 1 then amounts to asking for a description of the set $3. Clearly 
5@ is a subset of A”, the closed unit polydisk in @“. For fin A, let us put 
w = (f(M,), . . . . f(M,,)) in @“. The map [f] +-+ w is then a continuous map 
of A/I into @“, which takes the closed unit ball of A/I onto 9. Since A/I 
is n-dimensional, this closed unit ball is compact and so 9 is compact. 
Also, the map gives a vector space isomorphism of A/Z on C”. Hence 9 is 
convex and circled and contains the points 0 = (0, . . . . 0) and 1 = (1, . . . . 1). 
1.2 Hyperconuex Sets in C” 
To find other properties of 9 we shall use the following general 
definition: 
DEFINITION 1. Let X be a compact subset of C” with non-empty 
interior and fix an integer k > 1. We say that X is hyperconvex of order k 
if, for each polynomial F in k variables with maxdxJFj d 1, whenever 
w’, WI’, .. . . WCk’ are k points in X with w’ = (w’, . . . . wi,), etc., the point 
(F(w;, . ..> wik’), F(w;, . . . . wik’), . . . . F(w;, . . . . wp’)) E X. (3) 
Clearly, if X is hyp&convex of order k and k’ <k, then X is hyperconvex 
of order k’. 
Suppose that X is hyperconvex of order 2. Using F(z,, z2) = (zl + z2)/2, 
we see that if w’, w” E X, then ((w; + w;)/2, . . . . (w; + wl:)/2) = 
(w’ + w”)/2 E X, and so X is convex in the usual sense. 
Using F(z,,z2)=zIz2 we see that if w’,w”~X, (w;w; ,..., wkw:)= 
w’w” E X and so X is closed under coordinate-wise multiplication. 
Using F(zI)=eiezl for a fixed real 8, we obtain that if W’E X, then 
(eisw;, . . . . eiewk) = clew’ E X, and so X is circled. Using F(z,) = 0 we obtain 
that 0 E X, and similarly 1 E X. 
So a set in @“, which is hyperconvex of order 2, is convex, closed under 
multiplication in C”, circled, and contains 0 and 1. 
PICK CONDITIONS ON UNIFORM ALGEBRA 237 
LEMMA 1. Let 9 be as in (2). Fix an integer k 2 1. Then 9 is hyper- 
convex of order k. 
ProoJ: Let F be a polynomial in k variables with IlFll dk ~5 1. Choose 
g’, g”, . . . . g(k) in A such that each of those functions has quotient norm < 1 
in A/I. Then 
IIF(Cg’1, .. . . Cg’k’l)ll& 1. 
The inequality (4) is an elementary fact about Q-algebras [2]. 
Fix now points w’, . . . . @) in 9. Choose f’, f", . . . . f R) in A with 
f'(M,)=w:,, 1 6 a < n, and so )I [f ‘1 /I < 1, and similarly for f “, etc. Put 
g = F(f’, . . . . f (k)). Then g E A and I/ [g] I/ d 1 by (4). So the point 
(g(M,), . . . . g(M,))e3. Also g(M,)= F(wC, . . . . wp’) for each or. Hence the 
point (F(wi, . . . . w\~)), F(w;, . . . . w:li’), . . . . F(wL, . . . . wp’)) E 9. So (3) holds for 
the given points. Hence 9 is hyperconvex of order k. 1 
Every hyperconvex set of order k, k 3 1, is contained in the closed unit 
polydisk A”, which is itself evidently hyperconvex of all orders. Question 1 
thus leads to 
QUESTION 2. Describe those compact subsets of C”, which are hyper- 
convex of order k for each k. 
In Theorems 3,4, 5 below we give some results on Question 2. 
1.3 Von Neumann Inequalities 
Von Neumann showed in [12] that if T is a bounded linear operator on 
a Hilbert space with )I T/I < 1 and if F is a polynomial in one variable, then 
I/ F( T)ll < maxd 1 PI. If T1 and T2 are commuting contractions on a Hilbert 
space, then Ando [ 1 ] has shown 11 F( T, , T2) 11 Q maxA FJ for every polyno- 
mial F in two variables. However, Varopoulos [ 111 has constructed three 
commuting contractions for which the analogous inequality fails. 
Let d be a commutative Banach algebra with identity. Fix an integer 
k > 1. We shall say that the von Neumann inequality of order k holds for & 
if, whenever x1, . . . . xk are k elements of J$’ with llx,ll < 1 for all j, 
IIW, , . ..> xk)ll < maxs IFI holds for every polynomial F in k variables. 
Let now A be a uniform algebra and I a closed ideal in A, and let d be 
the quotient algebra A/Z. It follows immediately from the definitions that 
the von Neumann inequality of order k holds for & for each k. Cole 
(unpublished) and Bonsall and Duncan [2] proved the converse: 
THEOREM. Let d be a commutative Banach algebra with identity. 
Assume that the von Neumann inequality of order k holds for zl for each k. 
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Then there exists a uniform algebra A and closed ideal I in A such that d 
is isometrically isomorphic to A/I. 
Those compact sets in C”, which are hyperconvex of order k for each 
k > 1, are precisely the closed unit balls of those Banach algebras which are 
algebraically equal to C” and which satisfy the von Neumann inequality of 
order k for every k. 
1.4. Pick’s Theorem and Operators on Hilbert Space 
Let A(A) denote the disk algebra. The maximal ideal space .& here is A. 
Fix distinct points z,, . . . . z, in IzI < 1. For each w = (w, , . . . . w,,) in @“, 
G. Pick showed in [9] (see also [6]) that the condition 
i t,t-,w,K$(l -z&p 
I./?= 1 
d i t,tg(l-ZnZB)~l, Vt E C”, (5) 
r,p= I
is necessary and sufficient for the existence off in A(A) with f(z,) = w,, 
1 Q c( 6 n, and II [f] I) < 1. 
A basic link between Pick’s interpolation problem and operators on 
Hilbert space was established by D. Sarason in [lo]. In [7] we interpreted 
the condition (5) as follows: we define on the vector space @” an inner 
product ( , ) by (t, t’) =x;,p=I t,i,(l -zrza)-‘, t EC”. The inner product 
makes C” into an n-dimensional Hilbert space X. For each w in @” we 
define the linear operator T, by T,,,(t) = (wl t,, . . . . w, t,), t E YZ’. The condi- 
tion (5) then says exactly that the operator norm of T, on Z’ is less than 
or equal to w. Defining the set 9 for the algebra A = A(A) as in (2) above, 
we see that Pick’s theorem gives 9 = ( w 1 11 T,ll < 1). 
We now define operators E, on H by E,(t) = (0, . . . . t,, . . . . 0), t E &?, with 
t, in the crth place and 0 elsewhere. For each w, T, = C; w,E,. We thus 
have 
(6) 
Also the operators E, satisfy E i = E, and E, E, = 0 if a # fl for all a, fi, and 
C; =, E, is the identity operator on 2. 
The representation of 3 in (6) can be generalized to an arbitrary 
uniform algebra A, using the following result of B. Cole [Z]. 
THEOREM. Every Q-algebra is isometrically isomorphic to an algebra of 
bounded operators on a Hilbert space. 
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Let A, I be as above. Then A/Z is a Q-algebra which is algebraically 
isomorphic to C”. Cole’s theorem then gives the following: there exists 
Hilbert space X, not necessarily finite dimensional, and there exist 
bounded linear operators P, on X, 1 <u Gn, such that Pz = P, and 
P, P, = 0 if CI # j, for all CI, j3 and Ci =, P, is the identity operator on 2, 
such that 
(6’) 
where 9 is defined for A as in (2). 
In the case when A is the disk algebra, 2 can be chosen to have 
dimension n. An interesting open question is 
QUESTION 3. Given A, I as above, when does there exist a Hilbert space 
2 with dim c%? = n and operators P, as above such that (6’) is true? 
When this occurs, a single condition can be found, generalizing (5). This 
is accomplished in the corollary to Theorem 1 below. When the answer to 
Question 3 is negative, a family of conditions can be given, generalizing (5). 
This is accomplished in Theorems 1 and 2 below. 
2. PICK CONDITIONS 
Let ((L,,)) be a positive semi-definite nx n matrix with complex entries. 
By the Pick condition corresponding to ((Lab)), we mean the set of 
inequalities, 
regarded as a condition on the point w = (wi, . . . . w,) in C”. 
Let now A, M,, Z be as in the Introduction. By Cole’s theorem, we can 
choose an operator algebra d on a Hilbert space S, and an isometric 
isomorphism 5 which maps A/Z on d. We also choose elements f, in A, 
1 <a<n, with fX(MB)=6t. Then [f=]*= [f,], [f,][f,] =0 if cr#j? for 
all ~1, /I, and C, [f,] is the identity. Put P,= ~([f,]) in &. We have 
Pt = P,, P, P, = 0 if a # /I, for all GL, ~3, and C, P, is the identity. For each 
vector x in X’, define 
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THEOREM 1. The family qf all Pick conditions 
for x in X is necessary and sufficient for (1) to hold. 
Proof: Fix f in A and put w,=f(M,) for all CL Write T,= ~([f]). 
Then [S] =I, w,[f,], so T,=C, w,P,. For y in ~6 
llL~Yl12 = 1 “IP,Y 
il Ii 
* = c %~pvzY> P,Y). 
? 1. B 
Fix x in 2. Put y = Cl=, t,P,x, t, E @. Then P, y = t,P,x for all a, 
/IT,~ll~=C,~t,t,w,~,,L~,, and lbl12 =C+ t&L:,. 
Now II[f]II < 1 if and only if IIT,[i 6 1, if and only if IIT,yll < llyll for 
all y in X, if and only if (*) holds for all t in 63”, for all x in X. We are 
done. 1 
COROLLARY. If dim 31” = n, then a single Pick condition 
2 t,i,w$JL,~~ t,i,d&, tEC (**I 
takes the place of the family of conditions (*). 
Prooj We use the same notations as above. Since dim Z = n, each P, 
has a one-dimensional range spanned by a vector 4,. For f in A, and w, 
T, as above, we have for a given vector y in 2 
Hence jJ T,.)) d 1 if and only if 
Also 11 T,,I) = 11 [f ] (I. Putting Kzs = (c$,, q58) for all CC, fi, we obtain that 
II[f]ll f 1 if and only if (**) holds. Furthermore, the matrix ((K,,)) is 
positive definite since CIg~aFBK,8=CrB~ICB(~rr, I$~)= llCrc,~,l/*>O 
unless all c, = 0. 1 
To specify the conditions (* ) in Theorem 1, we need to know the 
representation 5 of A/Z by operators on X. We shall now give another 
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family of Pick conditions, indexed by the probability measures on X. We 
make use of the construction in [2]. 
Let CJ be a probability measure on X. We define H’(a) as the closure of 
A in L2(a), fas the closure of Z in H’(a), and I’ as the orthogonal com- 
plement of Tin H2(c). For each CI we define I, to be the element in ZZ2(a) 
such that 
f(M,) = CL 1,) = Jr(x) l,(x) 4x1 
provided that the functional f~f(A4,) is bounded on H*(a) in L’(a)- 
norm, and we define I, = 0 otherwise. We then put 
THEOREM 2. The family of all Pick conditions 
; 2-p -= t t w w&,,< 1 t,i&,,, vt E C”, (***) 
a.B 
where L,, = (1,, lb) and o is an arbitrary probability measure on X is 
necessary and sufficient for (1) to hold. 
Note. By taking complex conjugates and replacing t by i we can rewrite 
(***) as 
We associate to each f in A an operator S,= ST on Z?‘(a), defined as 
follows: Let E denote the orthogonal projection operator of ZZ2(a) on Il. 
We put 
S,(4) = E(f#), for each 4 in ZZ2(o). 
Clearly S, leaves Z ’ invariant. We restrict S, to I’ and so obtain an 
operator on I’. 
LEMMA (Cole [2]). For each o the map: f H ST is a homomorphism 
of the algebra A/Z to the algebra of linear operators on II, mapping f = 1 
to the identity operator, such that IlS,bll < I) [f ] 1) and given f, there exists 
a probability measure p such that IlS~ll = 11 [f]II and p annihilates Z, i.e. 
Jjdp=Ofor alljgZ. 
In the inner product ( , ) induced on I’ by ZZ2(a), IA is a Hilbert space. 
Since Z has codimension n in A and A is dense in Z?‘(o), I’ has finite 
dimension < n. 
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For each a, 1 da < n, we denote by L, the functional on A with 
L,.(f) =f(M,) for f~ A. Each linear functional on A which annihilates I 
belongs to the span of L,, . . . . L,. Recall that, if L, is bounded in L’(a)- 
norm, then we defmed I, as the unique element of H2(c) with 
L,(f) = (f, I,) for f E A, and otherwise I, = 0. Of course, each I, E I’. 
LEMMA 2. The linear functionals I,, . . . . 1, span I’. Also, iff E A, then 
w, =f(M,) l,, 16a<n. 
Proof Fix 4 E I’. The functional f H (f, 4) defined on A annihilates Z, 
and hence there exist scalars c,, . . . . c, with (A 4) = C, c,f(M,) for fE A. 
Fixawithc,#O,andreplacefbyff,.Then, (Sf,,~)=c,f(M,)=c,L,(f). 
Hence, f b f(M,) is bounded in L2(a)-norm, implying f(M,) = (f, 1,) for 
fe A. So, (f, (6) = C, c,(f, 1,) = (f, C, ?,l,) for f E A, and thus 4 = C, C,l,. 
This proves that l,, . . . . 1, span I’, as claimed. 
Fix a such that 1, #O, and again let 4 EZ’. Choose {g,} in A with 
g, -+ 4 in L2(a)-norm. Then, for each f E A, (fgn, 1,) =f(M,) g,(M,) = 
f(M,)(g,, 1,). Hence, (d, S/*, 1,) = (S& 1,) = (E(fd), 1,) = (fd, 1,) = 
(4, f (M,) 1,). Since this holds for all 4, we obtain S,? 1, = f (M,) l,, and the 
proof is complete. 1 
Lemma 2 implies that, after relabeling and for suitable k, 0 <k d n, we 
may arrange that the elements I,, . . . . 1, form a basis for I’ and 1, = 0 for 
u > k. 
LEMMA 3. For each probability measure CJ, the condition (***) in 
Theorem 2 is equivalent to the inequality j(S,I/ 6 1 for each f in A with 
f(M,)= w,, 1 <a<n. 
Proof IIS,ll d 1 if and only if I- S,SF > 0 as an operator on Il. This 
is equivalent to the matrix with entries ((I- S,S,*) I,, la) being positive 
semi-definite since I,, . . . . 1, is a basis for I’. Using the fact SFl, = 
f(M,) 1, = W,l, we have ((I- S,Sf*) I,, la) = (I,, la) - (S,*l,, S.,*l@) = 
(l,, I,)- E’,ws(l,, 1,). Thus IIS,ll < 1 if and only if 
i: t&U,, lp)- 2 t,ipw,wb(la,1,)20, vt E ck; 
q/3= 1 cL,p= I 
since 1, = 0 for k < tl <n, we may replace k by n in the sums. This is 
just (***). 1 
Proof of Theorem 2. Fix w in @” and choose f~ A with f(A4,) = w, 
for all a. Suppose 1) [f] 1) < 1. For each probability measure 6, 
IlS;ll < II[f]ll < 1. By Lemma 3, then, (***) holds. 
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Conversely, suppose (***) holds for w for each measure o. Choose f~ A 
with f(M,) = w, for all ~1. By Cole’s lemma, there exists a measure p such 
that IlSJl= II[f]ll. Hence by Lemma 3, Il[f]l/ < 1. So (1’) and hence (1) 
holds. 1 
COROLLARY. Theorem 2 remains true if instead of an arbitrary proba- 
bility measure o we use only probability measures (T, which annihilate I. 
Proof: In the proof of Theorem 2 we did not make use of the full 
strength of Cole’s lemma which asserts that o may be chosen to annihilate 
I. If we do, then the proof we gave for Theorem 2 yields the corollary. 1 
2.1. The Case A is the Disk Algebra 
If A is the disk algebra, then X= r, the unit circle, and A? is the closed 
unit disk. We fix points z,, 1 d rr d n, in the open unit disk, and form the 
corresponding ideal I= {f E A 1 f(za) = 0, 1 < u <n}. 
PROPOSITION. Put z,, = (1 - Z,z,) ~ ’ for all c(, /I Fix w E @“. For each 
probability measure a on r which annihilates Z, condition (***) has the form 
Note. The single Pick condition (t) thus serves for all the probability 
measures a which annihilate 1. 
Proof: We shall use standard facts from HP-theory in the disk. Fix a as 
in the proposition. Let b denote the finite Blaschke product with zeros at 
the z,, 1 < c1 <n. Then b da annihilates A and hence b da = k dm for some 
k E H ‘, where m denotes normalized Lebesgue measure dO/2n on lY Hence 
da = Ikl dm. We can find an outer function h E HZ such that Ikl = Ihl 2 a.e. 
on r Thus 
da= lhl2 dm. (11) 
If P is a polynomial, then 
Since h is an outer function, we may choose polynomials P such that 
jr 11 - hP12 dm is arbitrarily small. Hence l/h E H2(a). For each tl, we put 
l,(r)=((~(z,)h(i)(l-jz,))-‘. 
Then 1, E H’(a). 
244 COLE, LEWIS, AND WERMER 
CLAIM 1. rff~ A, then f(z,) = (A I,). 
Proof: 
CLAIM 2. (I,, la) = l/&(z,) h(z,)( l/l -z&). 
Proof: 
(4, fp) = 
= 
In view of Claims 1 and 2, condition (***) for (T becomes 
I -- 1 1 
r&Z,) h(l) 
--- 1 1 1 - 1 
h(zfi) h(C) Czp 
s 1 
r @Z,) h(Zp) 
-- 1 1 1 - 1 dm 
-[Z, cZzs 
1 
h(z,) h(z,) i r 
1 4 
1 -[Z, ([ - zs) 2ni 
dm 
If we put 
c t&Qv,-l~~ 
%P Nz,) Nzg) 1-z/3% 
1 1 1 
-<I f&-- ~ 
%P ( > rqz,) h(z,) 1 -zz,i, . 
t:=&, 
this becomes 
which is just the inequality (t). We are done. 1 
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Note. If we take the complex conjugate of (t) and then replace t by i, 
(t) turns into 
which is the usual form of Pick’s condition for the disk. 
COROLLARY. ($), or equivalently (t), is necessary and sufficient for ( 1) in 
this case. 
Proof: This follows at once from the proposition together with the 
corollary to Theorem 2. 1 
3. THE SETS ~(z',z",..., zcp)) 
Fix an integer n 3 1 and let z’, z”, . . . . z@) be a p-tuple of distinct points 
in the open unit polydisk in C”. Then z’, z”, etc., are the rows of the matrix 
We denote by 11, . . . . [, the columns of this matrix. Thus [, = (zi, . . . . z)P’), 
1 d j<n and Cl, i2, . . . . i, is then an n-tuple of point in the open unit 
polydisk int dp in @J’. We assume the ii are distinct. 
DEFINITION 2. 
9(z), z”, . ..) z ‘p9= {Mi,,, did, . . . . 4(i,))14~~“(AP), llt4lm 6 11 
The algebra of all bounded analytic functions on int Ap is a uniform 
algebra. We denote it H”(AP). Our points [,, c2, . . . . c,, belong to the 
maximal ideal space of this uniform algebra. We put 
I= {f~H~(A~)lf(il)=f(i~)= ... =f(i,,)=O) (13) 
and form the quotient algebra H”( A p)/Z. 
LEMMA 4. 
9(z’, z”, z(P)) 
=~w~~n)~~~H”(Ap)with/(~,)=w,Vaand~~[~]~~~l}. 
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Proof. Fix M: in the set on the right hand side. For each N there exists 
fN E H”(d P), llfNjl z d I+ l/N, fN(ir) = w, for all or. The sequence fN is 
a normal family on int A p. Let fN, be a pointwise convergent subfamily 
and put f(z) = limj, 2 ,f,,(z) for z in int Ap. Then feH”(AP), lifli ~ 6 1, 
and fti,) = w, for all cr; hence w E~(z’, . . . . zcp’). Conversely, let 
w E 9(z), . ..) z(p) . Then there exists $EH%(A~), d([,) = w, for all c(, and 
II&I, d 1, so /I [d] /I d 1. Hence w is in the set on the right hand side. We are 
done. 1 
Lemma 4 says that 9(z’, . . . . zcP’ ) is the closed unit ball of the quotient 
algebra A/Z with A = H” (A p, and I as in (13). We next give a series of 
properties of the 9(z’, . . . . zcp’): 
CLAIM 1. 9(z’, . . . . zcp)  is hyperconvex of order k for each k > 1. 
Proof: Apply Lemma 1. 
CLAIM 2. Let z’, . . . . zcp), zcp+” be a set of points in int A”, then 
Lqz’, . ..) z(P)) c qz’, . ..) z(p+ I’). (14) 
Proof: As above we choose points 1;, in int A p + ‘, j = 1, . . . . n, corre- 
sponding to the points z’, . . . . zfp+“. So cj= (z,!, . . . . zjp’, z!~+“) for allj. Fix 
4~ H”(AP) with lj$jl, < 1. We regard 4 as an element of Ha(Ap+‘) with 
II411 dP+~ < 1. Then 
($d(zi, ...) ZI”‘), . ..) qqz;, . ..) 2 9, = t&i, 1, . . . . 4(L)) E %i 2 . ..1 dp + ‘9. 
This holds for each such 4 and so we obtain (14). 
CLAIM 3. The points z’, z”, . . . . ztp’ belong to 9(z’, . . . . zcp’). 
Proof Let f$(z,, . . . . z,)=zr. Then ~EH~(A~) and 11411 ~ . Hence 
z’ = (z;, . ..) zk) = (&Cl), . ..) qq[,)) Eqz’, . ..) z(P)), 
similarly for the other points. 
CLAIM 4. Given a compact set 9 with non-empty interior in C”, which is 
hyperconvex of order k for each k. Choose points z’, . . . . zcp) in 9. Then 
cqz’ . Z(P))E 9. 9 .., 
Note. Claims 3 and 4 yield that 9(z’, . . . . zcp’) is the smallest hyper- 
convex set, compact and with non-empty interior which contains the points 
z’, . ..) z(p). 
Proof of Claim 4. Let <, , . . . . [,, be the points in int A p corresponding to 
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z’, . ..) z(P) as above. Let Q be a polynomial in p variables with /Qll Ap 6 1. 
Since 9 is hyperconvex of order p, (Q([,), . . . . Q([,)) E 9. 
Fix now 4 E H”(d p), 11411 < 1. There exists a sequence of polynomials in 
p variables Qj, j= 1, 2, . . . such that llQj/l < 1 for all j and Q,(z) + d(z) 
pointwise on int dp. Then for each j, (Q,([i), . . . . Q,([,))E~. Since 9 
is cornpa;:; c($([i), . . . . 4([,))~9. Since this holds for all such 4, 
9(z’ ) . ..) i - . 
THEOREM 3. Let 9 be a compact set in @” with non-empty interior, 
which is hyperconvex of order k for each k 2 1. Then 9 may be expressed as 
the closure of an increasing union of sets 9(z’, . . . . zCp’), p = 1,2, . . . . 
Proof We choose a countable dense subset of the interior of 9, 
z’, z”, . ..) z(p), . with z’ chosen so that z,’ # z; if j# k. We then form the 
succession of sets: 
.9(z’), sqz’, z”), . ..) 9(z’, z”, . . . . z(P)), . . . . 
By Claim 2 this is an increasing family of sets. By Claim 4, each of the 
sets 9(z’, z”, . . . . zcp’) E 9, and so their union is contained in 9. Put 
8 = up= 1 sB(z’, ...) z(P)). 
Then d c 9. In view of Claim 3, each of the points z’, z”, . . . E &‘. Hence 
the closure of this set of points is contained in 8’. Hence $8 E $. Since $9 is 
compact, also 8~ 9. So 8 = 9. We are done. fi 
In the converse direction, we have 
THEOREM 4. Let z’, z”, . . . be a sequence of points in the open unit 
polydisk in C”. Put 
& = c @z’, z”, . ..) z(P)). 
p=l 
Then 8 is hyperconvex of order k for each k. 
Proof Fix k and fix a polynomial Q in k variables with IlQll,k < 1. 
Choose a k-tuple of points w’, w”, . . . . wck) in 8’. Then there exists p such that 
each of these k points belongs to 9?(z), .. . . zcp’). By Claim 1, 
Q(w’, . . . . wck)) E $B(z’, .. . . z(p)), 
where we have regarded Q as acting on k-tuples of elements of the algebra 
C” and taking values in C”. Hence Q(w’, w”, . . . . wck)) E 8 E 8. 
Let now w:, . . . . w”, be any k-tuple of points in 8’. We can find points 
wl, . . . . wk in 6 arbitrarily close to the given points. By the preceding, 
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Q(w', . . . . w”) E 6. Hence by continuity, Q(w!+, . .. . w”,) E 2. Hence 6 is hyper- 
convex of order k, as claimed. 1 
Theorems 3 and 4 reduce the problem of describing the general hyper- 
convex set in C” to the problem of describing the special sets: 
9(z’, z”, . ..) zcP’). We have only detailed information in the following special 
cases: (i) n = 2 and all p, (ii) p = 1 and all 12, (iii) partial information for 
n= 3. 
3.1. The Case n = 2 
THEOREM 5. Let 9 be a compact convex, circled set in C2 with non- 
empty interior which contains the points (0,O) and (1, 1). Assume that 9 is 
hyperconvex of order 1; i.e., assume that for (zl, z2) in 9 and F a polynomial 
in one variable with ljFlld < 1, (F(z,), F(z,))E~. It follows that there exists 
a constant I, 0 <i < 1, such that 
9= {h, w2)liw,ldl, lw2161, Iw,-w,ld~Il-~,w2l). (15) 
Furthermore, 9 is hyperconvex of order k for every k. 
Note. In Banach algebra terms, this means that if a Banach algebra 
norm on C2 satisfies the von Neumann inequality of order 1, then it 
satisfies the von Neumann inequality of order k for every k. For the case 
that the Banach algebra is an algebra of operators on a two-dimensional 
Hilbert space, this fact had been proved by Drury [3], and by two of the 
present authors [7]. 
Proof: Claim 1. Let G be a function holomorphic in a neighborhood of 
JzI < 1 and with liGlld 6 1. If (z,, z,)E~, then (G(z,), G(z2))e9. 
Proof of Claim. We choose a sequence of polynomials F, with 
ljF,ljd < 1 for each n such that F, -+ G uniformly on Izj d 1. For each n, 
(F,,(z,), Fn(z2)) E 9%. Since 9 is compact, the claim follows. 
For each w, E A, put K ,,,, = { w2 I(w,, w2) E 9}. Choose w0 E K, such that 
/ wOI = maxi wI over KO. Since K, is convex and circled, we have K, is the 
disk IwI d IwOJ. 
Fix w, in (WI < 1. Let F be the Mobius function F(w)= 
(w+w,)/(l +@,w). Then F(O)=w,, F is holomorphic in a neighborhood 
of A, and IIFIl, < 1. Hence if w2 E K,, (F(O), F(wz)) E 9. Letting w2 vary 
in K,, we obtain that K,., contains the image of K, under F, i.e., the 
disk F( KO). 
Suppose there exists b in K,., with b outside F(K,). Then 
(F-‘(w,), F-‘(b))Eg, and so (0, F-‘(b))Eg. So F-‘(b)EK,. But then 
b E F(K,,), which is a contradiction. Hence K,,., c F(K,). Also, F(K,) c K,., , 
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as we saw above. So K,., = F(K,). Therefore (w , , w2) E 9 if and only if 
F-‘(w,) E K,, or 
I I w2- w’ < Iw*(. 1 -w,w, 
Put I = Iw,,I. Then 
This holds for each w I in 1 WI < 1. Using the fact that 9 is compact and 
convex, we conclude Eq. (15). 
We next fix an integer k 2 1 and choose k points wi, i = 1,2, . . . . k, in 
int 9. For each i, wi = (wi,, w;). Let F be a polynomial in k variables with 
IlFlld k G 1. 
Case 1. A = 1. Then K,, is the unit disk for each w,, so 9 is the closed 
unit bidisk, and so 
(F(w:, w;, . . . . w;), F(w;, w;, . . . . w:))&. (16) 
Case 2. I < 1. Then we may choose distinct points z,, z2 in the open 
unit disk such that 
Zl--22 I I - = “. 1 --Fz,z2 3
By (15) we have for each i, i = 1, . . . . k, 
Hence by Pick’s theorem there exist rational functionsf’ analytic on IzI < 1 
such that fi(zI) = wf , fi(zz) = wi, llfilld ,< 1 for all i. 
Define g = F(f’, . . . . fk). Then g is holomorphic in a neighborhood of 
IzI ,< 1 and \Ig\ld < 1. Hence by Claim 1, (g(zl), g(z2))E9. But 
(g(zl), g(zJ) = bW:, . ... w:), F(w:, . . . .w:,,. 
So again (16) holds. Finally, if wi are points in 9 (rather than int 9), (16) 
again follows, by approximation. So 9 is hyperconvex of order k, as was 
to be proved. 1 
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3.2. The Case p = 1 
Let n be arbitrary and fix a point z’ in the open unit polydisk in C=“. 
Then 
WI = {(fb’, 1, f(4), . ..> fK)) lf~ H”, llfll G 1). 
As we noted in the Introduction, Pick’s theorem gives an explicit descrip- 
tion of B(z’), for instance as in (5). Let us call such a set 9(z’) a Pick body 
in C”. 
Consider now two points z’, z” in the open unit ball in @“, giving rise to 
two Pick bodies 9(z’) and S(z”). When n = 2, Theorem 5 tells us that one 
of the two Pick bodies contains the other. For arbitrary n, we may form 
the set 
9 = iB(z’) n 9(z”). 
9 is evidently compact and convex and in fact is hyperconvex of order k 
for every k, which follows at once from the definition. 
3.3. The Case n = 3 
Let z’ = (z;, z;, z;) be a point in the open unit polydisk in C3. Form the 
set 9(z’). For each (c(, p) in @* we mean by the fiber of 9(z’) over (LX, fl) 
the set 
LEMMA 5. Fix z’ as above and fix (a, B) E @*. Then the fiber of 9(z’) 
over (cq /I) is a disk, possibly degenerate. 
Proof: Without loss of generality, we take z’, = 0 and c( = 0. So 
z’= (0, a, t) and (tl, p)= (0, b) for some a, t, be @. If 161 > (al, the fiber is 
empty and if lb1 = 1 al, the fiber is a single point. So we restrict ourselves to 
the case lb1 < lal. 
Put ~={f~H"lIlfll61} and put V= {f~S?~f(O)=O, f(a)=b}. 
Then f E %? if and only if there exists gc B such that g(a) = b/a, with 
f(z) = zg(z). 
Define x([)=((<--b/a)/(l-(6/c?){)). Then g(a)=b/a and gEg if and 
only if g(z)=X-‘(((z-a)/(1 -riz))h(z)) for some hE2I. Hence 
(sh(z)), htl). 
Fix now w E C. Then w is in the fiber of 9(z’) over (0, b) if and only if there 
exists fcQ? with f(t)=w if and only if w=tx-‘(((t-a/l-&))h(t)) for 
some h E LB. 
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We denote by K the disk { 5 1 151 d I(t - a)/( 1 - tit)1 }. As h varies in g’, 
the number ((t - a)/( I- tit)) h(t) ranges over the set K. Hence w is in the 
fiber of 9(z’) over (0,6) if and only if WE tXpl(K). Thus the fiber of 9(Y) 
over (0, b) is tX-l(K). Since this set is a disk, we are done. 1 
PROPOSITION. There exist z’, z” E C3 such that the intersection 9(z’) n 
c~(z”) is not a Pick body. 
Proof For each t EC we let F(t) be the fiber over (0, $) of 9(0, 4, t). 
Thus 
F(t)= {wECI~~E~ withf(O)=O,f($)=$,f(t)=w}. 
Using the argument of the preceding lemma we calculate that F(i) is the 
disk with diameter the segment $ to & in R. For small positive E, F(i + E) 
is a small disk near the point a, which lies inside F(+). Also, F(E) is a small 
disk near the point 0, which lies outside F(a). 
CLAIM. There exists a point to in 1 tI < 1 with to # 0, i such that 
F(t,) n F(a) has non-empty interior and is not a disk. 
Proof: We join the points E and i + E, for a fixed small E, by an arc in 
IzI < 1 which avoids 0 and i. The disk F(t) varies continuously as t moves 
along this arc. For t = 4 + E, the center of the disk F(t) is inside F(i) and 
for t = E the center of F(t) is outside F(i). Hence for some t, on the arc, the 
center of F(t,) lies on the boundary of F(f). The Claim then holds for 
this t,. 
Let now z’ be the point (0, i, $) and let z” be the point (0, f, to). The 
fiber of 9(z’)n9(z”) over (0, a) is F(i)n F(t,). Hence this fiber has 
interior and is not a disk. Thus 9(Y) n 9(z”) is not a Pick body and the 
Proposition is proved. 1 
Note. If 9 is a 1-hyperconvex set in C3 and if rr is the map 
(z,, z2, Z*)H (z,, z2) of C3 on C*, then the projection n(9) is a l-hyper- 
convex set in Cz and so must be of the form (15). 
4. ADDITIONAL COMMENTS ON BANACH ALGEBRAS 
The situation described earlier in this paper can be generalized in a 
number of ways. Throughout this section, let ~4 be an n-dimensional, 
commutative, semi-simple Banach algebra. Then, d is the linear span of its 
minimal idempotents, P,, . . . . P,, and the set 
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thereby determines the closed unit ball of ~4. Evidently, 9,& is a compact, 
convex, circled subset of @” which is closed under coordinate-wise multi- 
plication, contains (1, . . . . l), and has 0 in its interior. Conversely, any such 
set is evidently 9& for an n-dimensional, commutative, semi-simple Banach 
algebra d, and this d is unique up to isometric isomorphism. 
One can ask how the properties of .d are reflected in the structure of the 
set 9&. We have see that 9,d is hyperconvex of all orders if and only if d 
is a Q-algebra; i.e., d = A/Z, where A is a uniform algbra and Z is a closed 
ideal in A. One can also attempt to characterize 9,& when d is a sub- 
algebra of B(X) for some Hilbert space 2. Since every Q-algebra can be 
realized as a subalgebra of some B(X)), the sets arising in this way include 
all sets which are hyperconvex of all orders. Nevertheless, it is unclear how 
to characterize such sets intrinsically although we identify below some 
conditions they must satisfy. Similarly, we offer only partial results that 
describe when 9& comes from A c_ B(H) with dim(X) < nj. 
We begin with a lemma about operators on Hilbert sate. 
LEMMA 6. Let X be a Hilbert space, and let T, SE B(X) with 
rank(T) = 1. For E > 0, {z E @ 1 11 S + zT\l < E > is a possibly degenerate closed 
disk. 
ProoJ Denote the set in question by D, which we assume to be non- 
empty. Increasing E if necessary, we may assume that D is the closure of 
D, = {z E C 1 (1 S + zT/l < E ). Furthermore, multiplying S, T on the right by 
aU for an appropriate unitary U and scalar a, we can arrange that T is an 
orthogonal projection. Finally, we shall reduce consideration to the situa- 
tion dim(X) = n < cc by projecting into a finite dimensional subspace. 
Now, let TX, = x, and let {xi, . . . . xn} be an orthonormal basis for 2 
giving rise to matrices A, B, which represent S, T, respectively. So, z E D, 
if and only if C = &‘I- (A + zB)* (A + .zB) is positive definite if and only if 
qk > 0 for k = 1, . . . . n, where qk is the determinant of the lower right k x k 
submatrix of C. Since qk is independent of z for k < n and q,, is of the form 
alzl*+Re(bz)+c, D, is a bounded set determined by alz12+Re(bz)+ 
c > 0. Hence, D, is a disk, which concludes the proof. 1 
Given &, we use Zi to denote {z E @ ) ([; z) E 9,d ) for i E @“- ‘. We note 
that Z; is a convex subset of C for each [. 
THEOREM 6. Let d be an n-dimensional, commutative, semi-simple 
Banach algebra contained in B(X)), where Yf is an n-dimensional Hilbert 
space. Then, for each [ E @” ~ ‘, r; is a possibly degenerate closed disk. 
Proof: Apply the preceding lemma with S = [, PI f ... + i,, _ I P, _, 
and T=P,. 1 
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We define a subset K of the closed unit disk A to be hyperbolically round 
if K is the intersection of a family of closed disks contained in A. The 
following result is clear from this definition. 
LEMMA 7. A set K E A is hyperbolically round tf and only tf for each 
zO E aK, there exists a closed disk A’ satisfying KC A’ G A and zO E aA’. 
Therefore, for such a set K, if B is a smooth curve contained in aK, then fi 
has curvature 2 1 at every point. So, aK cannot contain a line segment, and, 
in particular, K itself cannot be a line segment. 
Also, if K is hyperbolically round, then K evidently has the following 
property: for each conformal self map 4 of the unit disk A, d(K) is hyper- 
bolically round, and in particular, convex. As we see next, the converse also 
holds. 
LEMMA 8. A set K is hyperbolically round if and onIy if d(K) is convex 
whenever 4 is a conformal self map of the unit disk. 
Proof We only consider the “if” implication. If A, is a closed disk in 
C containing K, we call A, minimal if, whenever A’ is a closed disk and 
KcA’cA,, A’=A,. Fix z,EA\K, and choose a minimal disk A, with 
z0 $ A,. The proof is complete if we can show that A, G A. Let us assume 
the contrary. 
Let z, lint with (z,( > 1, and select q5 to be a Mobius transformation 
so that d(A) = A and q4(z1) = co. The complement of d(A,) is an open disk 
D which is disjoint from the compact convex set d(K). By the separation 
theorem, there exists a closed half-space H disjoint from D so that 
d(K) c H. Hence, A’ = m is a closed disk with K E A’ G A’. Since this 
last inclusion is proper, the minimality of A, is violated, and the resulting 
contradiction finishes the proof. 1 
THEOREM 7. Let & be an n-dimensional, commutative, semi-simple 
Banach algebra satisfying the von Neumann inequality of order 1. Then, for 
each [E @*-I, Tr is hyperbolically round. 
Proof Let q5 be a Mobius transformation which leaves A invariant. 
Since d(C zkPk) = C d(zk) P, and +4 and 4-l leave the unit ball of d 
invariant, ZERO if and only if (qS(z,), . .. . ~(z,))E&~. Let K=TC for some 
[EC-‘. Then, d(K)=f,., where i’=(&i,) ,..., q5(ine1)), and, in par- 
ticular, d(K) is a convex subset of A. Hence, K is hyperbolically round by 
the preceding lemma, as desired. 1 
Observe that this last theorem covers the case when J$ E B(X) and # 
is a Hilbert space. This can be proved more directly by applying Theorem 6 
to various n-dimensional subspaces of 2”. Also, it is worth noting that 
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hyperbolic roundness of Ti is not generally true since there exists a two- 
dimensional, commutative, semi-simple Banach algebra d and a [EC for 
which f:= C-1, 11. 
5. REMARKS 
1. Theorem 5 of Section 2 is related to Gleason’s notion of the parts 
of a maximal ideal space for a uniform algebra [5, Chapter 63. Let A be 
a uniform algbra, and let p, q be distinct points of 4. Then, p, q are in 
different parts of A if and only if the corresponding set 9, as in (2), is the 
full closed bi-disk in C*. 
2. Fisher’s book [4, Section 5.41 treats families of Pick conditions for 
interpolation problems on planar domains. 
3. Results related to Theorem 2 appear in the paper by Nakazi [S]. 
4. We thank the referee for simplifying the proof of Lemma 2. 
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