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Abstract 
The instability of bound electron-hole pairs in semiconductors is discussed using the Gorkov type 
pairing theory. Screening effects to destroy the binding of electrons and holes are evaluated as a 
function of pair densities. The qualitative criterions for the existence of bound pairs are presented 
and its relation with the gasliquid phase transition is also discussed. 
1. Introduction 
It is well known that electrons and holes in semiconductors are bound into excitons at low tem­
peratures by coulomb attractive force and excitons behave in a way similar to a weak nonideal 
Bose gas. We note, however, that the bound complex of two fermion particles is ,strictly speaking, 
not a Bose particle. The deviation from the Boson like character of excitons depend on the total 
electron-hole pair density and hence the exciton instability with increasing a pair density plays an 
important role in semiconductor physics, such as the condensation of free excitons into electron-hole 
drops, the formation of excitonic molecules and the transition between metallic and semiconducting 
phases. Hanamura [1] calculated the total energy and the number of Bose-condensed exciton in the 
presence of many Wannier excitons by taking into account the effects of the deviation from ideal 
Bose particle. On the other hand, the ground state energy of an electron-hole metallic system were 
investigated assuming that the electron-hole interactions responsible for the existence of excitons are 
unimportant at a high density phase [2 to 5] .  In this phase the contribution to the ground state 
energy due to the formation of electron-hole bound pairs is quite small, since the bound state energy 
is screened by density fluctuations due to plasma oscillations. 
In this paper, we discuss the instability of a bound electron-hole pair as a function of pair den­
sities and temperature . To this aim, we introduce an anomalous Green's function to descrive the 
propagation of a bound pair in direct analogy to the Gorkov function in the theory of superconduc-
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tivity [6 to 8]. Gorkov theory using a Hartree-Fock approximation cannot be expected to predict 
accurately the metal-insulater transition in which the correlation effects play an important role. It 
can however serve the qualitative instability of a bound pair, in going from weak screening of a 
bound state to screening sufficient to cause the state disappear. Relations with a gas-liquid phase 
transition are also discussed. 
2. Basic Equations 
We derive the basic equations to describe the motion of bound electron-hole pairs. Let us start 
from the following Hamiltonian by introducing the creation and anihilation operators of a conduction 
band electron (at, a. ) and a valence band hole (b,+, b, ); 
(1) 
where c:� = k2 I 2m, + E. and d =- k2 I 2mh. Here m, and mh are the effective mass of electrons 
and holes, respectively, and E. is the band gap energy. The third term in (1) is the Coulomb inte­
raction potential V., = 4 7Ce2 I Eq 2, where c: is the lattice dielectric constant and p� is the electron-hole 
density operator defined by p� = ::2: (a;+q ak + b;+q bk ). k 
In the presence of bound electron hole pairs, we define the pairing Green's function defined as; 
E;_" (k, k';t-t') = -<Tat(tlbt(t')> (2) 
where Tis Wich's time ordering symbol and the imaginary times t, t' are confined to 0< t, t'< (3, (3 
being the reciprocal of temperature. Solving the equation of motion for a i (t) and bt (t) in the 
Heisenberg representation within a Hartree-Fock approximation, we obtain the pairing Green's func­
tion after Fourier transformation. 
Fe+_h (k,k') = G,(k) :2:;_�z(k,k') Gdk')IRk.k" , (3) 
Rk.k" = [1-::2:, G,(k)][l-::2:h�(k')]-G,(k) �(k') I :2:e-h(k,k') 12 (4) 
in terms of the free electron and the free hole Green's function G, (k ), � (k) and the self-energy 
::2:., :2;h. The pairing self-energy which appeared in equation (3) is defined as follows. 
Inserting (3) into (5), we obtain the self-consistent equation for ::2:e _ h, which differs from zero if 
electron-hole bound states take place and vanish when there are not any bound states. The electron­
hole pairing energy is considered to describe the binding energy in the pair, i.e., the magnitude of 
the energy gap for elementary excitations in the system. The condition :2:e-h = 0 therefore gives the 
pairing instability towards the free electron-hole pair states. 
In order to solve the equation (5) we make the following approximations for simplicity, i.e., we 
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replace the bare-Coulomb potential � by the screened-Coulomb potential Vq' instead of neglecting 
the single particle self-energy � •• �h and furthermore neglect the momentum and the frequency depen­
dences of �e-h· 
Then equation (5) is written as, 
1= �Vp' /(w,) - f(w.) (6) 
q 
where /(w) is the Fermi distribution function and w, w2 are the poles of the pairing Green's function 
which determine two branches of the elementary excitation spectra of this system. In equation (6) 
we assumed the quasi-equilibrium distributions of electrons and holes and introduced the chemical 
potential J.le, J.lh in the conduction and the valence band respectively. The difference in the chemical 
potentials is determined by the density of electrons and holes. For the absolute zero temperature 
it is equal to 
where kr = (3n-" n /13, n is the density of electron-hole pairs and J.l -I= m;1 + rn,.-1. An approximate 
solution of (6) for high density regions where the condition �e-hl Ef << 1 is satisfied is given as 
follows [9]. 
2 k/ 
�e-h = �- exp l J.l (8) 
where we used the Thomas-Fermi screening parameter qt" = 4(m. + rn,.) e2 k1/nE. It is convenient 
to measure energy in unit of the binding energy of an exciton, R = J.le4 I 2 E2 • The corresponding 
unit of length is the Bohr radius of an exciton, a= E/ J.le2• In this unit �e-h is rewritten as 
2/3 ( 1 + a") 
• n2 (a an /13 
�e-h= 4n->R(a•n) exp 1- a" 
-
4 I , a"= m.l mh . (9) 
On the other hand, in the low density regions, we introduce the pairing wave function [10] de­
fined as 
(10) 
Then equation (6) may be rewritten as 
(11) 
For sufficient low density regions we replace approximately the pairing wave function <Pe-h(k) by 
the hydrogen-like atomic wave function 'l'(k) = (l+a2 k2 )-2[11]. In this case we can obtain the 
approximate solution for �e-h in (11) as follows; 
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-2 � e-h = Rl( 1 + aq, ) . (12) 
One can easily notice that the equation (12) agrees with the binding energy of an exciton when the 
screening parameter q, is put equal to zero. This result is qualitatively agreement with that ob· 
tained by Gay [12] . Equation (12) ,  (9) are shown in Fig. 1 ,2 respectively. 
10"' 
Fig.1 The pairing energy for low density regions at 
T=O. The Thomas-Fermi screening pr rameter 
q, is used for q, in (12). 
0.05 
0.01 
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Fig.2 The pairing energy for high density 
regions at T = 0. 
3. Phase Boundary between Bound Pair and Free Pair Phases 
Within a Gorkov type pairing theory , the distinction between the free pair state of electrons and 
holes and the bound state is characterized by the condition that the pairing energy �e-h is equal to 
zero or not. The phase diagram of this system is therefore calculated by the condition �e-h = 0 in 
equation (6). 
High density regions where both electrons and holes are degenerate are characterized by 13 k? 12 
2m., f3k1 I 2mh >> 1. In this regions the critical density nc and temperature 1'c satisfy the follow· 
ing equation. 
1 = 
2(/3c R)112 J dx (x+a)112 1 1 1C -a (x+ o) I X I 2a-exp(- ---;;+]1 xI) +1 
2 
exP(- -1-1 x 1)+1 a-+ l ' 
(13) 
where a =f3ckc2l2p., o = /3cqfl2p.+ a, kc=(3rnc)113, Q1,c= 4(m.+mh)e2kci1CE and f3c is a 
inverse of the critical temperature. 
We obtain the approximate solution of (13) for a- =  1 after straight-forward calulations; 
(14) 
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where Euler's constant y = 1. 781 and n;, = a3 nc. 
We also performed the numerical calculations to find the exact solution of (13). The results are 
shown in Fig.3 together with the approximate solution (14) . The approximate phase boundary is 
fairy agreement with that obtained by the numericl calculations. With increasing the pair densities 
the transition temperature 1; normalized by the binding energy of an exciton becomes one or two 
order smalled than unity and exhibit the clear cur at the maximum density, which shifts the lower 
density side when we change the electron-hole mass ratio from unity. 
Fig.3 
The phase boundary curve between the bound 
pair and the unbound phases for a-= 1. 
The solid line represents the result by nume­
rical calculations and the dashed line shows 
the approximate result (14). 
a•n 
On the other hand, in low density regions we assume [:Jk(/2m,, [:Jk(/2m h<<1 . so that both elec­
trons and holes are nondegenerate. In this regions the lowest approximation for q, is given by the 
Debye-Huckel expression qd = Bn[:J ne2 I e, For a= 1 the phase boundary condition ( n c, 1;) satisfy 
the following equation. 
2(flc R )1/2 1/2 1 =  J----x __ _ 
where d= tJcqJ!m. 
n x(x + d )  
Integrating (15) by part, we obtain 
2 tanh- dx 
X 
1 = --1-
qd a 
X 
1 arctan ( T' ) 
flc qd e2 F(d); F(d) = J----'--- dx. 7C o X cos2 h(2) 
(15) 
(16) 
One can easily notice that the second term of the right hand side of (16) is the correction to the 
Matt criterion for nondegenerate carriers based on the Debye-Huckel screening. By numerical cal­
culations its correction was found to be small, then we obtain the following equation for sufficient 
low density regions. 
(17) 
This phase boundary is however resricted by the condition [:Jk(/m<< 1, then the following relation 
must be held, i.e., 1; I R >> 0.2. 
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4. Evaluation of the Density of Bound Pairs 
As are stated at the beginning of this paper, it is well established that bound electron-hole pairs, 
i.e., excitons exist at low densities in the gas phase. With increasing densities or temperatures 
bound pairs are not so well bound because of screening or thermal ionization effects. The pairing 
energy �e·h which are shown in Fig.l, 2 may be interpreted as the degree of the binding of electron­
hole pairs due to the screening effect. The number of unbound pairs therefore increases with den­
sities. In other words , it may be considered that the electron-hole gas phase consists not only of 
bound pairs but also of unbound ones. 
It is therefore interesting to evaluate the density ratio of bound pairs ne-h to total electron-hole 
pairs n. The bound pair density is calculated by the pairing Green's function. For T= 0, it is 
given by 
(18) 
where the momentum of the center of gravity is put equall to zero. The numerical calculations 
were carried out using the pairing energy (9) for high density regions, (12) for low density regions. 
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Fig. 4 
The density ratio of the bound electron-hole 
pair to the total pair density at T=O. 
As is shown in Fig.4 , the behavior of n._Jn is a expected one. In low density regions electrons and 
holes are almost coupled to one another and hence n._Jn is closer to unity with decreasing total 
densities. For intermediate densities the density of bound pairs is the same order as for the un­
bound. In high density regions a3 n >> 1,' the bound pairs are almost dissociated into free electron­
hole pairs, the ratio is therefore orders of magnitude smaller than that for low density regions. 
These behaviors are consistent with that of pairing energy. The temperature dependences of its 
ratio were also calculated for a= 1 . As are shown in Fig.5 for various densities, the ratio decreases 
with increasing temperatures. This may be attributed to the thermal dissociation of bound pairs. 
Unfortunately, there are few available experimental data for our evaluations, because that the electron­
hole droplet or the excitonic molecule processes were not considered in the present model. 
The free carrier generation in highly excited ststes in pure semiconductors is mainly caused by 
the inelastic exciton-exciton scattering process and the existence of a free electron is confiremed by 
the emission spectra due to the inelastic collision of an exciton and an electron, so called E-line. 
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Fig.5 
The temperature dependences of the density 
ratio for various densities. 
The temperature is normalized by the binding 
energy of an exciton R. 
The temperature dependences of this E-line were observed by Saito and Shionoya [13]. Accord-
ing to their results. the E-line becomes to appear with increasing temperature, its intensity reaches 
the maximum and then slowly decreases. 
In the present model the decrease of a bound pair gives rise to the increase of an unbound pair 
since that the total pair density created by optical transitions satisfy the following equation at a 
given excitation intensity. 
ne-h + n. = n (19) 
where n. is a free electron density. 
The temperature dependences of E-line are approximately proportion to the product ne-hne except 
for the scattering cross-section of this process. In this case the intensity of E-line is expected to 
show the maximum at a certain temperature. Therefore the thermal dissociation of an exciton into 
a free electron-hole pair seems to qualitatively contribute to the temperature dependences of the 
E-line. 
5. Discussions 
We have evaluated the screening effect to destroy the bound electron-hole pair and obtained the 
phase boundary where the pairing energy was equal to zero. It must be however mentioned that 
we inevitably obtain the second order phase transition since we used a Hartree-Fock approximation 
in introducting the pairing Green's function. The calculated phase diagram do not show the phase 
transition between metallic and semiconducting phases, which must be first order at zero temperature 
as was first suggested by Mott [14]. In other words the compulsory condition �e-h = 0 does not 
correspond to the gas-liquid type phase transition but gives the criterion for the existence of a bound 
electron-hole pair in semiconductors. Within a Hartree-Fock approximation a possibility of a first 
order phase transition was discussed by Silver [15]. In his calculations pairing effects of electrons 
and holes were not taken into considerations, hence it is not clear the effects on the order of a phase 
transition and furthermore it is doubtfull whether the Mott transition, to which the correration 
effects play an important role in a homogeneous system, would occur or not in a high density 
electron-hole system. 
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Fig.6 
The schematic ground state energy of an electron· 
hole system in semiconductors. The solid curve on 
the left is the suggested curve to represent the 
metallic phase with including the correlation effects. 
while the right hand curve denotes the low density 
excitonic phase. The dot-dash line shows the energy 
within a Hartree-Fock approximation. In this case 
the ground state energy shows no minimum point 
and hence the condensed phase is not expected. 
The ground state energy of the present model is shown schematically Fig 6. The system seems 
to go continuously from a bound pair phase to an unbound one at the point indicated by an arrow 
in Fig. 6, where the condition �e-h = 0 is satisfied. This point may be an unreal transition point 
when the coexistent state of excitons and electron-hole metallic droplets is realized at low tempera­
tures. With increasing a temperature, the coexistent state becomes unstable due to the evaporation 
of electron-hole pairs within droplets. It can be expected that the phase diagram of this paper 
gives an qualitative criterion whether the evaporated electron-hole pair would form an exciton or an 
electron-hole plasma. This criterion may be confirmed by the following experimental approch. At 
a certain temperature where the coexistent state ceases to be realized in crystals, drastic changes 
of luminescence spectra are expected corresponding to the bound pair rich phase or the election-hole 
plasma phase. 
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