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Introduction
Les pathologies cardiovasculaires provoquent chaque anne´e 17 millions de de´ce`s a`
travers le monde (Mackay et Mensah, 2004). Elles repre´sentent en France la premie`re
cause de morbidite´ et de mortalite´ (311,5 de´ce`s/an pour 100 000 habitants) (Beau-
fils et coll., 1999). Parmi ces pathologies cardiovasculaires, les infarctus du myocarde
repre´sentent 10% des de´ce`s dans le monde et sont provoque´s par une ische´mie (de´-
faut prolonge´ d’apport sanguin). En pre´sence d’une ische´mie, le tissu cardiaque tend
a` perdre ses proprie´te´s de contractilite´ et le cœur ne peut plus assurer sa fonction de
pompe ce qui provoque l’infarctus. L’infarctus du myocarde est accompagne´ de troubles
graves du rythme cardiaque, appele´s arythmies cardiaques, tels que la fibrillation ven-
triculaire. Ces arythmies se caracte´risent par un fort degre´ d’urgence et explique qu’il
est primordial de pouvoir prendre en charge tre`s toˆt les patients souffrant d’un infarc-
tus. De plus, les arythmies mineures informent sur l’e´tat de re´cupe´ration cardiaque des
patients et doivent donc eˆtre de´tecte´es notamment pour pre´venir une de´ge´ne´rescence
possible en arythmies se´ve`res. C’est pourquoi, les Unite´s de Soins Intensifs pour Coro-
nariens (USIC) ont e´te´ cre´e´es dans les anne´es 60 afin d’accueillir les patients atteints
de pathologies cardiovasculaires dans l’urgence, de de´celer les complications au plus
toˆt et d’assurer une surveillance continue. En effet, le traitement de ces pathologies
ne´cessite un personnel me´dical aguerri et du mate´riel spe´cialise´ pour une intervention
the´rapeutique rapide. Pour assurer une surveillance constante de jour comme de nuit,
les USIC sont e´quipe´es de syste`mes de monitorage de patient. A` travers les signaux
physiologiques recueillis, tel que l’e´lectrocardiogramme (ECG) ou la pression arte´rielle,
ces syste`mes ont pour taˆche de de´tecter les situations alarmantes, telles que la tachy-
cardie ventriculaire, ne´cessitant une intervention me´dicale. Au de´part borne´s au simple
affichage des signes vitaux, ces syste`mes ont be´ne´ficie´, au fil des anne´es, de l’e´volution
de l’intelligence artificielle pour conduire au concept de monitorage intelligent (Mora
et coll., 1993).
Les syste`mes de monitorage intelligent tels que Vie-Vent (Miksch et coll., 1996) et
Ne´oGanesh (Dojat et coll., 1997) comprennent ge´ne´ralement deux parties distinctes :
une partie bas-niveau d’abstraction temporelle de´die´e a` l’acquisition, au traitement et
a` l’analyse des signaux physiologiques, et une partie haut-niveau de diagnostic me´dical
qui infe`re un diagnostic a` partir des informations transmises par l’abstraction temporelle
et d’une base de connaissances. Ainsi, le personnel me´dical est assiste´ 24 heures sur 24
dans la taˆche de surveillance et be´ne´ficie d’une aide au diagnostic. Le but e´tant, a` terme,
de proposer un diagnostic qui puisse apporter une aide suffisante pour permettre aux
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me´decins non spe´cialistes ou de´butants de prendre les bonnes de´cisions. Cette partie de
diagnostic me´dical est souvent constitue´e d’un syste`me expert. La plupart des syste`mes
de monitorage intelligent reposent sur une architecture flexible pouvant s’adapter aux
situations variables rencontre´es en milieu clinique. Cette adaptation peut se faire a` dif-
fe´rents niveaux de la chaˆıne de traitement, par exemple en se´lectionnant les ressources
utiles au diagnostic me´dical, en de´tectant les artefacts ou en focalisant le diagnostic sur
l’analyse d’e´ve´nements particuliers. Cependant, peu de syste`mes inte`grent une adapta-
tion a` tous les niveaux de la chaˆıne de traitement et les informations ge´ne´re´es par le
moniteur, telles que le diagnostic me´dical, sont rarement exploite´es pour optimiser les
algorithmes de traitement de l’information. De plus, un nombre important de fausses
alarmes ge´ne´re´es en milieu clinique sans signification me´dicale subsiste (Tsien et Fal-
cker, 1997), ce qui ame`ne a` une perte de confiance du personnel envers le mate´riel
(Soulas, 2001). Un syste`me de monitorage infe´rant un diagnostic me´dical fiable tout en
ge´ne´rant peu de fausses alarmes reste encore un objectif a` atteindre.
Tous ces objectifs ont e´te´ pris en compte dans ce me´moire qui pre´sente une e´volu-
tion du syste`me de monitorage Calicot (Wang, 2002; Carrault et coll., 2003) destine´
a` la reconnaissance des arythmies cardiaques. Il de´crit le de´veloppement d’un nouveau
syste`me de monitorage intelligent, appele´ IP-Calicot (Integrated Piloting and Car-
diac Arrhythmias Learning for Intelligent Classification of On-line Tracks) capable,
graˆce a` un module de pilotage d’algorithmes, d’utiliser les informations du contexte
courant, telles que le bruit de ligne et le diagnostic me´dical, pour modifier sa chaˆıne
de traitement. Ce travail se rapproche de ceux portant sur le pilotage de programmes
en traitement du signal (Shekhar et coll., 1994) et de ceux de´die´s a` la conception de
syste`mes structurellement auto-adaptatifs (Karsai et Sztipanovits, 1999). Cependant,
l’originalite´ du pilote conc¸u est de prendre explicitement en compte la spe´cificite´ du
monitorage cardiaque. Le pilotage d’algorithmes doit agir aux trois niveaux de´crits ci
dessous.
1. Au niveau du diagnostic me´dical : le diagnostic me´dical repose sur une description
des signaux physiologiques dans un langage pre´cis. Cependant, certaines aryth-
mies peuvent eˆtre caracte´rise´es a` partir d’une description plus abstraite ne´ces-
sitant moins de calcul. De plus, en fonction des situations (p. ex. trop de bruit
sur la ligne), certaines caracte´ristiques du signal peuvent ne pas eˆtre disponibles.
Le pilote doit donc choisir, en ligne, le langage de description afin de consommer
moins de ressources et assurer un diagnostic me´dical a` diffe´rentes granularite´s.
2. Au niveau des taˆches d’abstraction du signal : la description des signaux est re´a-
lise´e par un ensemble de taˆches spe´cialise´es dans l’extraction de caracte´ristiques
particulie`res du signal. Ces taˆches extraient diffe´rents types d’ondes et d’e´ve´ne-
ments pre´sents dans les signaux. Cependant, lorsque les signaux sont bruite´s,
l’extraction des caracte´ristiques du signal peut eˆtre errone´e et fournir une fausse
description du signal qui ame`ne a` un diagnostic me´dical de´faillant. Le pilote doit
donc, en fonction du contexte courant, de´sactiver les taˆches d’extraction de ca-
racte´ristiques qui ne peuvent pas se poursuivre sans erreurs et activer les autres
taˆches.
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3. Au niveau des algorithmes de traitement du signal : chaque taˆche d’extraction
peut eˆtre re´alise´e par plusieurs algorithmes diffe´rents. Cependant, certains algo-
rithmes sont plus adapte´s que d’autres au contexte courant. Le pilote doit donc
choisir, pour chaque taˆche, les algorithmes de traitement du signal les plus ade´-
quats en fonction du contexte courant.
Le premier chapitre de ce me´moire s’attache a` pre´senter le domaine d’application.
Apre`s avoir introduit l’e´lectrocardiographie et les arythmies cardiaques, un e´tat de l’art
des dernie`res orientations de la recherche concernant les syste`mes de monitorage intel-
ligent est pre´sente´. Les avance´es effectue´es dans ce domaine et les limites des syste`mes
actuels sont notamment expose´es.
Pour bien comprendre les enjeux et les principes du pilotage d’algorithmes, le cha-
pitre 2 pre´sente un e´tat de l’art des recherches lie´es au pilotage d’algorithmes. Cet e´tat
de l’art permet de mettre en exergue les concepts retenus pour la mise en œuvre d’un
pilote dans IP-Calicot. Ce nouveau syste`me est une e´volution de Calicot dont les
fondements sont pre´sente´s en deuxie`me partie de ce chapitre.
L’inte´gration du pilotage dans Calicot fait l’objet du chapitre 3. Ce chapitre de´-
taille l’architecture du nouveau syste`me de monitorage IP-Calicot, le syste`me de
pilotage et les bases de connaissances qu’il utilise. On montre en particulier comment
la reconnaissance d’une arythmie peut eˆtre effectue´e avec diffe´rentes granularite´s. Ceci
a naturellement conduit a` l’apprentissage des arythmies selon diffe´rents langages de
description.
Le pilotage d’algorithmes consiste a` choisir, dans une base d’algorithmes, un al-
gorithme a` utiliser pour une situation donne´e (contexte). Pour cela il faut acque´rir
les re`gles qui permettent au pilote d’associer un contexte a` un algorithme particulier.
C’est l’objet du chapitre 4 qui se focalise sur l’acquisition de ces re`gles. Plutoˆt que
de faire appel a` des experts pour de´crire les re`gles de pilotage, une me´thode originale
d’interpre´tation, fonde´e sur une analyse en composantes principales, permet d’e´tudier
les performances des algorithmes sur un ensemble d’ECG repre´sentatifs de contextes
cliniques, et d’en de´river les re`gles de pilotage.
Le chapitre 5 pre´sente les re´sultats du pilotage obtenus sur des e´lectrocardiogrammes
cliniques bruite´s. Les re´sultats sont expose´s selon les trois niveaux de pilotage (diagnos-
tic me´dical, taˆches d’abstraction et algorithmes de traitement du signal). L’apport du
pilotage d’algorithmes de traitement du signal est analyse´ en profondeur puis la qualite´
des re`gles de reconnaissance d’arythmies est e´value´e. Enfin, les performances globales
du syste`me IP-Calicot sont compare´es aux performances du syste`me sans pilote sur
des ECG bruite´s repre´sentatifs de situations re´elles bruite´es.
Enfin, le chapitre 6 nous ame`ne au cœur du syste`me de monitorage et s’attache a`
de´crire la mise en œuvre de IP-Calicot. Les choix de mise en œuvre, de repre´sentation





Ce chapitre pre´sente le contexte de l’e´tude : le monitorage de patient en unite´ de
soins intensifs. Il de´bute donc naturellement par la pre´sentation du contexte applicatif
qu’est l’Unite´ de Soins Intensifs pour Coronariens (USIC) et des arythmies cardiaques
en section 1.2. Le me´canisme a` l’origine de l’activite´ cardiaque et des arythmies ainsi
que les proble`mes d’acquisition et de traitement de l’e´lectrocardiogramme sont intro-
duits pour permettre de comprendre les proble`mes de base du traitement automatique
des arythmies. La section 1.3 pre´sente le monitorage de patient et notamment les sys-
te`mes de monitorage intelligent. Les diffe´rents blocs de base sont de´taille´s au regard
des diffe´rents travaux de la litte´rature.
1.2 Contexte me´dical : Les arythmies en Unite´ de Soins
Intensifs pour Coronariens
1.2.1 Introduction
Les pathologies cardiovasculaires provoquent chaque anne´e 17 millions de de´ce`s a`
travers le monde d’apre`s l’OMS (Mackay et Mensah, 2004) et repre´sente en France la
premie`re cause de mortalite´ (311,5 de´ce`s/an pour 100 000 habitants) (Beaufils et coll.,
1999). La mort subite est un risque constant de l’activite´ cardiaque, quelle que soit
la stabilite´ apparente de la situation cardiaque initiale, et ne´cessite une intervention
imme´diate a` l’aide de moyens de ressuscitation tel qu’un de´fibrillateur. Certains de ces
accidents cardiaques sont pre´visibles mais la plupart surviennent de fac¸on inopine´e. La
pre´vision et la de´couverte des facteurs pouvant amener a` de tels risques reste un enjeu
majeur. Le traitement de certaines maladies cardiovasculaires ne´cessite un personnel
me´dical aguerri et du mate´riel spe´cialise´ pour une intervention the´rapeutique rapide.
L’Unite´ de Soins Intensifs pour Coronariens (USIC) a ainsi e´te´ cre´e´e pour prendre en
charge les patients atteints de maladies cardiovasculaires graves.
Parmi ces pathologies cardiovasculaires, les attaques cardiaques repre´sentent la
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deuxie`me cause de de´ce`s (33%) apre`s les pathologies des coronaires (43%). Ces pa-
thologies cardiaques sont principalement provoque´es par les ische´mies et les arythmies.
Les arythmies sont des troubles du rythme cardiaque dont certaines, telles que la fi-
brillation ventriculaire, peuvent entraˆıner des morts subites. Pour diagnostiquer les
arythmies, la me´thode la plus re´pandue est l’analyse de l’e´lectrocardiogramme. Cette
analyse est effectue´e par des cardiologues spe´cialise´s appele´s rythmologues, qui de´ce`lent
sur les diffe´rents trace´s le me´canisme de l’activite´ e´lectrique cardiaque. L’e´lectrocardio-
gramme peut eˆtre en partie analyse´ automatiquement, c’est pourquoi toutes les USIC
posse`dent des syste`mes de monitorage dont le but est de de´tecter les arythmies se´-
ve`res ne´cessitant une intervention imme´diate du personnel hospitalier. Cependant, les
syste`mes doivent faire face a` une quantite´ de bruit non ne´gligeable ge´ne´re´e par le mi-
lieu hospitalier. La re´alisation de syste`mes de monitorage capables de reconnaˆıtre un
grand nombre d’arythmies dans un contexte bruite´ en milieu USIC est donc un objectif
majeur et c’est dans ce cadre que nous plac¸ons notre e´tude.
Cette section de´bute par l’introduction du contexte USIC en section 1.2.2. Puis,
apre`s une pre´sentation du syste`me cardiaque en section 1.2.3, l’e´lectrocardiographie,
qui permet d’obtenir une image de l’activite´ e´lectrique cardiaque, est de´taille´e en sec-
tion 1.2.4. Enfin, les troubles du rythme et de la conduction sont de´crits en section 1.2.5.
1.2.2 Unite´ de Soins Intensifs pour Coronariens
L’Unite´ de Soins Intensifs pour Coronariens (USIC) est une structure des hoˆpi-
taux, spe´cialement organise´e pour une activite´ cardiovasculaire d’urgence. Elle prend en
charge, 24h sur 24, des malades souffrants d’une pathologie cardiovasculaire susceptible
d’entraˆıner une de´faillance cardiovasculaire aigue¨. La mise en place de ces structures a
permis au cours des quarante dernie`res anne´es d’amener la mortalite´ hospitalie`re des
infarctus du myocarde de 30% a` 10% (Beaufils et coll., 1999). Les patients admis au
sein d’une USIC sont surveille´s en continu par l’observation re´gulie`re et me´thodique de
diffe´rents parame`tres dont le caracte`re anormal peut entraˆıner des alarmes.
Les USIC contiennent des chambres de dimensions suffisantes pour permettre l’ac-
cueil et la circulation des appareils d’investigation et de traitement. Au centre de l’USIC
se trouve un espace re´serve´ aux syste`mes de monitorage : l’unite´ centrale. Dans cet es-
pace, se tient en permanence un infirmier qui peut surveiller l’ensemble des patients et
intervenir en cas d’alarme. Chaque lit doit eˆtre e´quipe´ d’un moniteur e´lectrocardiogra-
phique a` deux trace´s qui peut enregistrer au moins 24 heures de signaux (Beaufils et
coll., 1999). Ce dispositif est relie´ a` l’unite´ centrale. Ce syste`me de monitorage e´met
donc des alarmes dans la chambre des patients mais aussi dans l’unite´ centrale. En
outre, l’USIC doit disposer d’un appareil de mesure de pression invasif, d’un appareil
de mesure de pression non invasif de la pression arte´rielle, d’appareils de saturome´trie
et bien suˆr de de´fibrillateurs.
Ge´ne´ralement, le se´jour en USIC est court, l’objectif principal e´tant de stabiliser
l’e´tat du patient puis, de`s qu’il ne ne´cessite plus de suivi intensif, de le transfe´rer dans
une autre unite´.
Contexte me´dical : Les arythmies en Unite´ de Soins Intensifs pour Coronariens 15
1.2.3 Activite´ cardiaque
Le syste`me cardio-vasculaire assure la circulation du sang qui permet les e´changes
respiratoires et nutritifs indispensables a` la vie. Depuis la de´couverte fondamentale par
William Harvey de l’existence de la petite circulation et de la grande circulation, de
nombreux travaux sont venus enrichir la connaissance de la circulation sanguine.
La grande circulation repre´sente la vascularisation (ou perfusion) de toutes les cel-
lules du corps, hormis les poumons. La petite circulation est celle qui concerne unique-
ment les poumons. Dans la grande circulation, l’oxyge`ne du sang arte´riel est consomme´
par les cellules ce qui produit le sang veineux. A` travers les capillaires des poumons, le
sang veineux se recharge en oxyge`ne et s’arte´rialise.
La circulation proprement dite est assure´e par un organe ayant le roˆle de (( pomper ))
et distribuer le sang : le cœur. Il assure un e´change re´gulier entre la petite et la grande
circulation suivant un cycle bien pre´cis. La re´gularite´ de ces e´changes est commande´e
par un stimulus e´lectrique, de´pendant du syste`me nerveux autonome1, qui parcours le
cœur du nœud sinusal a` l’apex2 pour de´clencher la contraction des diffe´rentes chambres
qui constituent le cœur. Ce stimulus peut eˆtre observe´ en mesurant les diffe´rences de
potentiel de plusieurs e´lectrodes a` la surface du corps. L’interpre´tation de ces diffe´rences
de potentiel rele`ve du domaine de l’e´lectrocardiographie.
Le cycle cardiaque ne tole`re pas les interruptions car certaines cellules meurent
lorsqu’elles ne sont plus alimente´es en sang arte´riel. C’est notamment le cas des cellules
du cerveau, c’est pourquoi les de´faillances cardiaques sont si fatales. Par la suite, le cœur
est pre´sente´ selon trois axes : l’anatomie, l’activite´ me´canique et l’activite´ e´lectrique.
1.2.3.1 Anatomie du cœur
Le cœur est un organe intrathoracique situe´ entre les deux poumons au carrefour
des grosses arte`res (aorte et arte`re pulmonaire) et grosses veines (veines caves et pulmo-
naires) de l’organisme. Sa structure est compose´e de 3 e´paisseurs : l’endocarde, surface
externe, ou` passent nerfs et vaisseaux sanguins ; l’e´picarde, membrane se´reuse formant
la paroi interne du pe´ricarde3 ; et le myocarde, partie ve´ritablement active du cœur.
Dans les fibres du myocarde, il y a principalement deux tissus qui jouent un roˆle
comple´mentaire dans le cycle cardiaque. L’un est de´die´ a` la me´canique musculaire,
c’est le myocarde commun, l’autre engendre et conduit l’excitation (la commande de
contraction), c’est le myocarde diffe´rencie´ (ou circuit nodal).
Myocarde commun Le myocarde commun est essentiellement compose´ de cellules
musculaires (ou myocytes). Il est re´parti en quatre chambres creuses lie´es entre elles : les
oreillettes droite et gauche et les ventricules droit et gauche (voir Figure 1.1). L’oreillette
et ventricule gauches (resp. droits) communiquent entre eux par la valve mitrale (resp.
tricuspide).
La paroi des oreillettes est tre`s mince et celle du ventricule droit ne de´passe pas
quelques millime`tres. Le ventricule gauche, quant a` lui, posse`de une paroi de plus d’un
1Partie du syste`me nerveux innervant notamment le cœur, les poumons, le tube digestif et les organes
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Fig. 1.1 – Structure anatomique du cœur.
centime`tre. Les deux masses auriculaire et ventriculaire sont se´pare´es par les structures
fibreuses des anneaux auriculo-ventriculaires et du septum fibreux. Le septum inter-
ventriculaire, e´pais d’une quinzaine de millime`tres, est constitue´ de l’adossement du
ventricule gauche, en majorite´, et de l’adossement du ventricule droit ;
Myocarde diffe´rencie´ La contraction du myocarde est de´clenche´e par une excitation
e´lectrique (le potentiel d’action) conduite et ge´ne´re´e par la structure du myocarde
diffe´rencie´. Les cellules nodales du myocarde diffe´rencie´ sont pre´sentes sur l’ensemble
des cavite´s cardiaques de l’oreillette droite a` l’oreillette gauche jusqu’aux ventricules
(voir Figure 1.2).
Ce circuit comprend essentiellement cinq structures.
– Les cellules du nœud sinusal, ou nœud de Keith et Flack (Keith et Flack, 1906),
situe´es dans la paroi de l’oreillette droite, ge´ne`rent le rythme cardiaque normal.
L’activite´ du nœud sinusal est de´pendante du syste`me nerveux autonome.
– Les voies de conduction intra-auriculaire comprennent trois voies sino-nodales
(ante´rieure, moyenne et poste´rieure) qui parcourent l’oreillette droite du nœud
sinusal au nœud auriculo-ventriculaire et le faisceau de Bachmann qui de´rive de
la voie sino-nodale ante´rieure et se dirige vers l’oreillette gauche.
– Les cellules du nœud auriculo-ventriculaire (nœud AV), ou nœud de Tawara (Ta-
wara, 1906; Tawara, 2000), situe´es dans la partie basse et ante´rieure de la cloison
inter-auriculaire, bloquent pendant une courte pause l’activite´ e´lectrique prove-
nant des oreillettes puis la communique au faisceau de His (Kent, 1914).
ge´nitaux
2extre´mite´ infe´rieure du cœur
3Sac membraneux qui enveloppe le cœur


















Fig. 1.2 – Myocarde diffe´rencie´ ou circuit nodal.
– Les cellules du faisceau de His constituent un cordon partant du nœud AV jusqu’a`
la jonction du septum inter-ventriculaire et du septum fibreux. Le faisceau se
divise ensuite en deux branches :
– la branche droite qui descend sur la face droite du septum inter-ventriculaire
jusqu’a` l’apex ou` elle se se´pare en petites ramifications,
– la branche gauche qui se se´pare en deux he´mibranches : l’he´mibranche poste´-
rieure et l’he´mibranche ante´rieure (il existe d’autres petites ramifications de
moindre importance).
– Les fibres de Purkinje (Purkinje, 1845; Matousek et Posner, 1969) se situent a` la
terminaison des branches gauches et de la branche droite et tapissent les cavite´s
des deux ventricules. Elles irriguent les myocytes4 ventriculaires.
D’autres voies de conduction intracardiaque peuvent court-circuiter le circuit nor-
mal. Il s’agit des faisceaux de Kent, des fibres de Mahaim et des fibres de James que
l’on peut voir sur le sche´ma de la figure 1.3 (tire´ de (Blondeau et Hiltgen, 1980)). Leur
existence est suspecte´e en pre´sence de certains symptoˆmes pathologiques.
4cellules myocardiques
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Fig. 1.3 – Sche´ma des voies de conduction intracardiaques. Tissus spe´cifiques : NS nœud
sinusal, NT nœud AV, H faisceau de His, BD branche droite, BG branche gauche. Voies
intra-auriculaires : A voie sino-nodale ante´rieure, M voie moyenne, P voie poste´rieure,
B faisceau de Bachmann. Voies accessoires : K faisceau de Kent, J fibres de James, M
fibres de Mahaim.
L’activite´ de pompe du cœur peut eˆtre vue sous deux aspects : l’un, me´canique,
mettant en jeu la contractilite´ des cavite´s cardiaques et les ouvertures et fermetures des
valves des arte`res et veines ; l’autre, e´lectrique, mettant en jeu la conduction e´lectrique
de la commande de contraction du muscle cardiaque a` travers celui-ci. Ces deux aspects
sont de´taille´s dans les sections suivantes.
1.2.3.2 Activite´ me´canique cardiaque
Le cycle de la circulation sanguine se re´pe`te constamment et se divise en deux
pe´riodes : la systole et la diastole. La systole est la pe´riode correspondant a` l’e´jection
du sang dans la grande et petite circulation. Elle se de´compose en trois phases : la
systole auriculaire, la contraction ventriculaire isovolumique et la systole ventriculaire.
La diastole est la phase de relaxation du cœur, pendant laquelle il se remplit de sang.
Cette pe´riode est compose´e de deux phases : la relaxation ventriculaire isome´trique et
la phase de repos. La figure 1.4 illustre la succession des diffe´rentes phases de´taille´es
ci-dessous.




Fig. 1.4 – Cycle me´canique cardiaque. a) systole auriculaire, b) contraction isovolu-
mique des ventricules, c) systole ventriculaire, d) relaxation des ventricules, e) repos, et
f) nouvelle systole auriculaire. Les fle`ches pleines indiquent la contraction musculaire
et les fle`ches en pointille´s, la direction de la pression sanguine.
a et f) La systole auriculaire est la contraction des oreillettes lorsque celles-ci
sont remplies de sang. La pression exerce´e par le muscle auriculaire ferme les ori-
fices des veines caves et pulmonaires et provoque le versement du sang auriculaire
dans les ventricules (Figure 1.4) par les valves tricuspide et mitrale. Cependant, la
majorite´ du remplissage des ventricules survient passivement pendant la diastole.
b) La contraction ventriculaire isovolumique commence lorsque les cellules
musculaires du myocarde ventriculaire se contractent. La pression ferme les valves
tricuspide et mitrale et les valvules sigmoı¨des restent ferme´es pendant quelques
dizaines de centie`mes de secondes. Comme il n’y a pas d’e´jection ventriculaire, la
pression augmente fortement dans les ventricules.
c) La systole ventriculaire commence lorsque les pressions dans les ventricules
de´passent les pressions dans l’arte`re pulmonaire et l’aorte. Les valvules sigmoı¨des
s’ouvrent et l’e´jection commence. Le sang oxyge´ne´ emprunte la crosse aortique
et le sang de´soxyge´ne´ le tronc pulmonaire. La pression aortique atteint un pic
(pression arte´riel systolique) puis redescend jusqu’a` la fin de la systole.
d) La relaxation ventriculaire fait suite a` la systole. Les ventricules se relaˆchent,
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la pression chute jusqu’a` eˆtre infe´rieure a` celle exerce´e dans l’aorte et l’arte`re pul-
monaire. En conse´quence, les valvules sigmoı¨des se ferment et, lorsque la pression
devient infe´rieure a` celle des oreillettes, les valves tricuspide et mitrale s’ouvrent.
e) La phase de repos est celle pendant laquelle le sang des veines caves et pul-
monaires s’e´coule librement dans les ventricules via les oreillettes.
1.2.3.3 Activite´ e´lectrique cardiaque
Le me´canisme cardiaque, qui comprend l’expulsion du sang et l’ouverture-fermeture
des valves, fonctionne uniquement graˆce aux contractions du myocarde. Ces contrac-
tions sont de´clenche´es par la propagation de proche en proche du potentiel d’action
a` travers les cellules myocardiques. Chaque cellule myocardique re´agit a` un stimulus
e´lectrique graˆce a` une membrane semi-perme´able aux ions. Au repos, l’inte´rieur de
la membrane cellulaire est charge´ ne´gativement par rapport a` l’exte´rieur qui est pris
comme re´fe´rence. Dans cet e´tat e´lectrique stable on dit que la cellule est polarise´e. De
l’exte´rieur, on n’enregistre aucune activite´ e´lectrique.
Lorsque la cellule est stimule´e e´lectriquement, les proprie´te´s de la membrane se
modifient et sa perme´abilite´ aux ions augmente. Les e´changes ioniques a` travers la
membrane des cellules myocardiques donnent naissance au potentiel d’action.
La figure 1.5 montre l’effet des e´changes ioniques transmembranaires sur le potentiel
d’action. La phase 0 est caracte´rise´e par les ions sodium qui concourent a` l’e´tablissement
d’un de´se´quilibre e´lectrique entre le secteur extra-cellulaire et intra-cellulaire. Cette
phase correspond a` la de´polarisation. La phase 1 est le re´sultat de l’accroissement
brutal de la perme´abilite´ membranaire au sodium, ainsi, le potentiel de la membrane
passe de -90mV a` 40mV, c’est la systole e´lectrique. Durant la phase 2, l’entre´e des ions
calcium a` l’inte´rieur de la membrane permet le maintien en plateau de la de´polarisation.
Durant la phase 3, l’accroissement de conductance au potassium est responsable d’une
ne´gativation des charges intra-cellulaires, et donc de la repolarisation cellulaire. La
phase 4 correspond a` la phase de repos, c’est la diastole e´lectrique. On obtient l’e´quilibre
avec une diffe´rence de potentiel ne´gative.
L’excitabilite´ de la cellule, qui est la capacite´ d’une cellule myocardique a` conduire
un potentiel d’action, c’est-a`-dire a` ge´ne´rer un potentiel d’action en re´ponse a` une
stimulation, peut eˆtre de´compose´e en trois phases spe´cifiques.
– La pe´riode re´fractaire absolue (P.R.A.) : pe´riode pendant laquelle tout stimulus
externe n’a aucun effet sur la cellule (aucune excitation possible).
– La pe´riode re´fractaire effective (P.R.E.) : pe´riode incluant la P.R.A., on y ajoute
une phase pendant laquelle la cellule peut eˆtre stimule´e mais ne conduit pas.
– La pe´riode re´fractaire relative (P.R.R.) : pe´riode pendant laquelle seul un stimu-
lus puissant peut ge´ne´rer un potentiel d’action.
De plus, le stimulus originel doit eˆtre supe´rieur au seuil d’excitabilite´ pour pouvoir
de´clencher le processus et doit eˆtre bien plus puissant encore en pe´riode re´fractaire
relative. On voit donc que la commande de contraction des cellules myocardiques est
temporise´e par les pe´riodes re´fractaires. La pe´riode globale du cycle cardiaque est ainsi
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Fig. 1.5 – Les mouvement ioniques transmembranaires donnent naissance au potentiel
d’action (myocytes ventriculaires).
soumise aux pe´riodes re´fractaires de chaque cellule. L’activation de proche en proche
des cellules ne se fait que dans un certain sens (des cellules nodales jusqu’aux cellules
myocardiques les plus e´loigne´es) e´tablissant un front directionnel de la de´polarisation
du myocarde. La pe´riode re´fractaire, jouant le roˆle tampon d’empeˆcher un retour de
stimulation dans le sens inverse, contribue a` stabiliser l’activite´ e´lectrique myocardique.
Fig. 1.6 – Diverses formes du potentiel d’action. De gauche a` droite : potentiel d’une
cellule du myocarde commun ventriculaire, potentiel d’une cellule du myocarde commun
auriculaire, potentiel d’une cellule nodale. S.E. : Seuil d’Excitabilite´.
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Sur la figure 1.6, on peut voir les diffe´rences de comportement du potentiel d’action
selon qu’il s’agisse d’une cellule nodale ou musculaire myocardique. Sur les cellules no-
dales, il n’y a jamais de phase de repos car l’excitabilite´ est toujours entretenue. Cette
excitation est de´pendante du syste`me sympathique et parasympathique.
Se´quence normale d’activation cardiaque Dans une se´quence normale d’activa-
tion cardiaque telle que de´crite par Tawara (Tawara, 1906; Tawara, 2000), le stimulus
de de´part du cycle cardiaque est ge´ne´re´ par les cellules nodales du nœud sinusal. La
proprie´te´ d’automaticite´ des cellules nodales du nœud ge´ne`re un potentiel re´gulier et
d’amplitude suffisante pour exciter les cellules myocardiques des oreillettes. Cette acti-
vite´, communique´e de proche en proche, est stoppe´e au nœud AV qui le communique
ensuite au faisceau de His puis a` la branche droite et aux branches gauches puis aux
fibres de Purkinje qui irriguent les myocytes ventriculaires. On peut ainsi suivre le cycle
me´canique. Tout d’abord les cellules des oreillettes sont de´polarise´es, ce qui provoque
leur contraction (systole auriculaire), l’onde traverse le nœud auriculo-ventriculaire et le
septum inter-ventriculaire, puis le ventricule droit puis gauche se de´polarisent (contrac-
tion ventriculaire isovolumique et systole ventriculaire). Enfin, les cellules du myocarde
entre en repolarisation (relaxation ventriculaire) puis stabilisation (phase de repos).
1.2.4 E´lectrocardiographie de surface
Le corps humain e´tant e´lectriquement conducteur, les potentiels d’actions ge´ne´re´s
lors de l’activite´ e´lectrique cardiaque peuvent eˆtre recueillis par des e´lectrodes place´es
sur la peau. L’enregistrement de cette activite´ e´lectrique du cœur, sur un plan fron-
tal (par les de´rivations des membres) et sur un plan horizontal (par les de´rivations
pre´cordiales), est un e´lectrocardiogramme (ECG). L’ECG est un outil diagnostic per-
mettant de de´tecter les pathologies cardiaques rythmiques, musculaires, les proble`mes
extra-cardiaques me´taboliques, me´dicamenteux, he´modynamiques et autres.
Les e´lectrodes peuvent eˆtre utilise´es selon deux modes, l’un dit bipolaire ou` le po-
tentiel d’une e´lectrode est soustrait a` une autre, et l’autre dit unipolaire ou` le potentiel
d’une e´lectrode est pris par rapport a` un point de re´fe´rence qui est ge´ne´ralement une
moyenne du potentiel de toutes les autres e´lectrodes utilise´es ou une e´lectrode e´loi-
gne´e de toute activite´ e´lectrique (la masse). Toute activite´ e´lectrique se dirigeant vers
l’e´lectrode est enregistre´e par une de´flexion positive et toute activite´ s’en e´loignant est
enregistre´e par une de´flexion ne´gative.
Dans les sections suivantes, les diffe´rentes de´rivations standards de l’ECG clinique et
l’enregistrement ambulatoire de Holter sont pre´sente´s. Puis, la nomenclature des ondes
et intervalles utilise´e pour l’analyse de l’ECG est de´taille´e. Enfin, la dernie`re section
introduit les artefacts visibles sur l’ECG que l’on rencontre en utilisation clinique.
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1.2.4.1 E´lectrocardiogramme a` douze de´rivations
L’ECG est un enregistrement de surface de l’activite´ e´lectrique du cœur, par des
e´lectrodes relie´es a` un e´lectrocardiographe qui amplifie le signal e´lectrique. Les tissus
se trouvant entre le cœur et les e´lectrodes parasitent le signal, le trace´ e´lectrocardio-
graphique n’est donc qu’une estimation de l’activite´ e´lectrique ge´ne´re´e par le cœur.
L’ECG standard est enregistre´ sur 12 de´rivations (six de´rivations des membres et
six pre´cordiales), avec une vitesse de de´roulement du papier a` 25 mm par seconde et
une amplitude de 10 mm pour 1 mV.
De´rivations bipolaires des membres Les de´rivations bipolaires des membres per-
mettent d’e´tudier l’activite´ e´lectrique du cœur sur le plan frontal. Elles ont e´te´ de´ter-
mine´es par Einthoven (Einthoven, 1906) au de´but du vingtie`me sie`cle et restent encore
utilise´es aujourd’hui. Ces trois de´rivations sont de´duites des trois e´lectrodes pose´es sur
les membres. Soit VL le potentiel sur le bras gauche, VR le potentiel sur le bras droit
et VF le potentiel sur la jambe gauche, les trois de´rivations sont :
– DI (de´rivation I) dont la diffe´rence de potentiel respecte l’e´quation DI = V L −
V R,
– DII (de´rivation II) avec DII = V F − V R,
– DIII (de´rivation III) avec DIII = V F − V L.
Ces trois de´rivations constituent le triangle d’Einthoven et chaque de´rivation est








Fig. 1.7 – Montage d’Einthoven pour l’enregistrement des de´rivations bipolaires des
membres.
Le triangle d’Einthoven est forme´ par les trois e´lectrodes pose´es sur le bras droit le
bras gauche et la jambe gauche. Sur la jambe droite est pose´e une e´lectrode qui sert
de re´fe´rence (la masse). Le cœur se trouve au centre du triangle et les trois de´rivations
bipolaires permettent l’enregistrement sous trois angles diffe´rents.
De´rivations unipolaires des membres Les de´rivations unipolaires des membres
permettent d’e´tudier l’activite´ e´lectrique du cœur sur le plan frontal. Elles ont e´te´
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Fig. 1.8 – Montage de Goldberger pour l’enregistrement des de´rivations unipolaires des
membres augmente´s.
de´termine´es par Wilson (Wilson et coll., 1934) en 1934 et ame´liore´es par Goldberger
(Goldberger, 1942). Les de´rivations pe´riphe´riques de Goldberger se servent des meˆmes
e´lectrodes qu’Einthoven. Chaque e´lectrode est prise comme poˆle positif avec pour re´fe´-
rence ne´gative les 2 autres e´lectrodes. Les droits de´rivations sont :
– aVL (a comme augmented) dont la diffe´rence de potentiel respectent l’e´quation
aV L = V L− V R+V F2 = 1, 5V L car selon la loi de Kirchhoff V L+V R +V F = 0 ;
– aVR avec aV R = 1, 5V R ;
– aVF avec aV F = 1, 5V F .
Ces trois de´rivations constituent trois vecteurs passant au centre du triangle d’Ein-
thoven (voir Figure 1.8).
De´rivations pre´cordiales Ce sont des de´rivations unipolaires, mises au point par
Wilson (Wilson et coll., 1944). Elles sont pose´es sur le thorax et sont de´signe´es par la
lettre V suivie du nume´ro de leur emplacement. Le potentiel de l’e´lectrode exploratrice
est pris par rapport a` la moyenne des potentiels VL, VR et VF.
Six points, de´finis par Wilson, permettent d’obtenir les de´rivations V1 a` V6. Leur
emplacement est repre´sente´ sur la figure 1.9.
Les de´rivations pre´cordiales ont deux caracte´ristiques qui les distinguent fondamen-
talement des de´rivations des membres : elles mesurent l’activite´ e´lectrique cardiaque
dans le plan horizontal et sont pose´es a` proximite´ du cœur.
1.2.4.2 Enregistrement ambulatoire Holter
L’enregistrement e´lectrocardiographique de longue dure´e selon la me´thode de Holter
(Holter, 1961) permet de comple´ter l’e´lectrocardiogramme standard pour le diagnostic
des troubles du rythme et de la conduction. Il consiste a` enregistrer un e´lectrocardio-
gramme de surface modifie´ pendant au moins 24 heures. L’ECG Holter se diffe´rencie
de l’ECG standard, de par son contexte d’observation a` la fois ambulatoire et longue
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Fig. 1.9 – Position des e´lectrodes pre´cordiales.
dure´e. Il est par conse´quent ge´ne´rateur de situations souvent difficiles en termes de
reconnaissance d’e´ve´nements ou de diagnostic, ceci pour deux raisons :
– la diversite´ et le caracte`re ale´atoire des de´gradations pouvant affecter ponctuel-
lement ou durablement les informations d’ECG,
– la modulation des caracte´ristiques morphologiques et temporelles du signal ECG,
relative a` l’activite´ re´gulatrice du syste`me cardio-vasculaire en re´ponse aux be-
soins me´taboliques du sujet.
Durant l’enregistrement, le patient doit tenir un journal d’activite´. Ainsi, le cardiologue
peut analyser sur une longue pe´riode (de 24 a` 48 heures) l’e´volution du rythme car-
diaque en fonction des activite´s du patient. Par exemple, une augmentation du rythme
sur l’enregistrement sera normale si le patient pratiquait une activite´ physique a` ce
moment la`. Les de´rivations utilise´es ne sont pas les meˆmes que pour l’ECG standard
(voir Figure 1.10). Elles sont de type bipolaires thoraciques qui, contrairement aux de´-
rivations pe´riphe´riques, sont a` la fois peu sensibles aux courants d’action musculaires
(EMG) s’additionnant au signal ECG et tre`s sensibles aux aspects ische´miques rencon-
tre´es en cas d’insuffisance coronaire. La position des e´lectrodes est de´termine´e en partie
en fonction de la pathologie suspecte´e.
Les e´lectrodes sont relie´es a` un enregistreur a` bande magne´tique ou a` me´moire solide
(nume´rique) que le patient garde a` la ceinture pendant son activite´ quotidienne. L’en-
registrement est ensuite analyse´ par le me´decin. E´tant donne´e la tre`s grande quantite´
de donne´es a` analyser (2160 me`tres d’ECG pour 24 heures), il existe trois me´thodes
d’analyse (Adamec et Adamec, 2000).
– La lecture manuelle, invente´e par N.J. Holter, consiste a` visualiser l’enregistre-
ment en vitesse acce´le´re´e sur un oscilloscope. Les battements normaux s’affichent
comme une image fixe tandis que les anomalies (extrasystole, pause, tachycardie)
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Fig. 1.10 – Position recommande´e des e´lectrodes pour l’enregistrement Holter.
apparaissent en dehors ou de´forment l’image normale.
– La lecture semi-automatique consiste a` apprendre automatiquement les e´le´ments
essentiels de l’enregistrement. Lors de la lecture, le syste`me s’arreˆte sur chaque
nouvelle anomalie que le me´decin doit classer.
– La lecture automatique utilise des techniques variables (templates matching, re´-
seaux neuronaux, etc.) pour de´tecter les anomalies. Cette me´thode, tre`s rapide,
ne se passe pas d’une interpre´tation et ve´rification humaine.
Les enregistrements Holter repre´sentent un immense re´servoir de donne´es me´dicales
et la plupart des bases de donne´es de la recherche en cardiologie e´lectrocardiographique
sont constitue´es de ce type d’examen5.
1.2.4.3 Ondes et intervalles
Les diffe´rentes ondes et les intervalles les se´parant ont permis de dresser le standard
ECG. Toute interpre´tation de l’e´lectrocardiogramme se re´fe`re aux caracte´ristiques de
forme et de largeur d’onde du signal ECG normal pre´sente´es Figure 1.11, sont de´taille´es
par la suite.
Onde P : de´polarisation des oreillettes L’onde P correspond a` la de´polarisation
des oreillettes depuis le nœud sinusal vers le nœud atrio-ventriculaire. C’est l’onde qui
pre´ce`de le complexe QRS.
Complexe QRS : de´polarisation des ventricules Le complexe QRS est une im-
brication de 3 ondes accole´es qui suivent l’onde P et qui correspondent a` la de´pola-
risation des ventricules. Par de´finition, l’onde Q est la premie`re onde ne´gative, l’onde
5http ://www.physionet.org/physiobank/
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Fig. 1.11 – ECG normal avec les notations usuelles de l’e´lectrocardiographie clinique.
R la premie`re onde positive du complexe, et l’onde S la premie`re onde ne´gative apre`s
l’onde R. Toute onde supple´mentaire, positive ou ne´gative, sera appele´e R’, S’, R”, etc.
La figure 1.12 donne les diffe´rents aspects que peut prendre le QRS.
Fig. 1.12 – Sche´mas des diffe´rents aspects du complexe QRS et de leur notation.
Onde T : repolarisation des ventricules L’onde T correspond a` la repolarisation
des ventricules. Cette onde succe`de au complexe QRS apre`s retour a` la ligne isoe´lec-
trique (sauf pathologie particulie`re).
Onde U : repolarisation des fibres de Purkinje ? L’onde U est une onde positive
qui suit l’onde T, visible essentiellement en pre´cordiale (surtout en V2 et V3), dont la
signification est discute´e (repolarisation prolonge´e des cellules du re´seau de Purkinje ou
a` un facteur me´canique correspondant a` la relaxation du myocarde).
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Intervalle RR : fre´quence des battements cardiaques L’intervalle RR corres-
pond au de´lai entre deux de´polarisations des ventricules. C’est cet intervalle qui permet
de calculer la fre´quence cardiaque.
Intervalle PP : pe´riode de polarisation des oreillettes L’intervalle PP corres-
pond au de´lai entre deux de´polarisations des oreillettes.
Segment PR : pause du nœud AV Le segment PR correspond au de´lai entre la
fin de la de´polarisation des oreillettes et le de´but de celle des ventricules. C’est le temps
pendant lequel l’onde de de´polarisation est bloque´e au niveau du nœud AV.
Intervalle PR : dure´e de conduction auriculo-ventriculaire L’intervalle PR
correspond au de´lai entre le de´but de la de´polarisation des oreillettes et celle des ven-
tricules. C’est le temps de propagation de l’onde de de´polarisation jusqu’aux cellules
myocardiques ventriculaires.
Intervalle QT : dure´e de systole ventriculaire Cet intervalle correspond au
temps de systole ventriculaire, qui va du de´but de l’excitation des ventricules jusqu’a`
la fin de leur relaxation.
Segment ST : dure´e de stimulation comple`te des ventricules Le segment ST
correspond a` la phase pendant laquelle les cellules ventriculaires sont toutes de´polari-
se´es, le segment est alors isoe´lectrique.
1.2.4.4 Artefacts visibles sur l’e´lectrocardiogramme
Sur tout enregistrement e´lectrocardiographique il peut apparaˆıtre des e´ve´nements
inde´sirables pouvant brouiller le trace´ et, parfois, induire en erreur le diagnostic final.
Ces bruits sont reconnaissables par l’œil expe´rimente´ qui les identifie avant d’effectuer
son diagnostic. Ces perturbations ont fait l’objet d’e´tudes (Moody et coll., 1984) et
restent, pour certaines, encore difficiles a` traiter de manie`re automatique. Les effets
inde´sirables peuvent avoir plusieurs sources : techniques, physiques, pathologiques, ou
pharmacologiques. Nous allons surtout de´velopper l’aspect technique et physique des
bruits et artefacts pre´sents sur les trace´s e´lectrocardiographiques notamment sur les
trace´s Holter.
En partant du principe que les bruits fre´quents en e´lectrocardiographie sont des
bruits additifs, les caracte´ristiques de ces bruits auxquelles nous allons nous attacher
sont : l’amplitude, la pe´riodicite´, et la bande spectrale. Les artefacts prennent une place
particulie`re dans ce chapitre puisqu’ils induisent des modifications des performances des
algorithmes charge´s de l’analyse automatique de l’e´lectrocardiogramme.
Bruits techniques Le mate´riel utilise´ lors de l’enregistrement doit eˆtre manipule´
avec pre´caution car il peut eˆtre source de bruits lors de l’enregistrement. Les plus
courants sont pre´sente´s ci dessous.
Contexte me´dical : Les arythmies en Unite´ de Soins Intensifs pour Coronariens 29
Bruit duˆ au secteur Le re´seau de distribution e´lectrique peut parfois brouiller
le signal e´lectrocardiographique avec une onde dont l’harmonique principale est a` 50
Hz (voir Figure 1.13).


















Fig. 1.13 – Signal e´lectrocardiographique perturbe´ par le secteur
Ce type de bruit apparaˆıt sur tout l’enregistrement et peut eˆtre assez fort mais il
s’e´limine facilement avec un filtre se´lectif car c’est un bruit haute fre´quence a` bande
e´troite.
Bruit duˆ aux mouvements d’e´lectrodes Lorsque les e´lectrodes sont connec-
te´es incorrectement, des sauts brusques de la ligne de base apparaissent. L’effet sur
le trace´ peut aller de la simple diminution d’amplitude a` l’apparition de pics lorsque
les e´lectrodes sont en contact intermittent avec la peau. Ces pics peuvent parfois eˆtre
confondus avec les ondes du trace´ normal (voir Figure 1.14).
Ce type de bruit intermittent a` bande spectrale large s’e´limine difficilement car son
e´nergie se trouve dans la meˆme gamme de fre´quence que le complexe QRS.
Autres bruits courants Parmi les bruits courants on peut citer les artefacts
dus aux mouvements des caˆbles e´lectriques, la saturation des instruments de mesure,
les mauvais caˆblages, les artefacts dus au port de veˆtements synthe´tiques, etc.
Artefacts physiques Les artefacts physiques sont dus aux activite´s e´lectriques du
corps humain telles que les commandes de contraction des muscles ou la respiration.
Mouvements de la ligne de base Lors de l’enregistrement de l’e´lectrocardio-
gramme, l’activite´ respiratoire peut faire osciller la ligne de base de l’ECG a` un rythme
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Fig. 1.14 – Bruit duˆ aux mouvements des e´lectrodes
re´gulier (voir 1.15). D’autres perturbations peuvent avoir pour effet de de´placer tem-
porairement la ligne de base comme, par exemple, les mauvais contacts entre la peau
et les e´lectrodes.



















Fig. 1.15 – Mouvements de la ligne de base
Ces perturbations sont ge´ne´ralement peu geˆnantes pour l’analyse de l’ECG et
peuvent eˆtre en grande partie filtre´es car leur e´nergie se situe dans une bande de fre´-
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quence basse, qui empie`te peu sur celle de l’ECG normal.
Bruit myoe´letrique ou tremblement somatique La contraction d’un muscle
est commande´e par une de´polarisation des cellules musculaires et, bien que les e´lectro-
cardiographes soient construits pour eˆtre surtout sensibles aux fre´quences du myocarde,
l’ECG enregistre les contractions des muscles squelettiques. L’aspect le plus courant est
une oscillation a` haute fre´quence (voir 1.16) lie´e a` la tension musculaire d’un sujet qui
n’est pas convenablement de´tendu.



















Fig. 1.16 – Bruit musculaire
Ces perturbations sont assez geˆnantes lorsque le patient bouge beaucoup ou lorsqu’il
frissonne, elles peuvent noyer les ondes P et T et empeˆcher un diagnostic fiable. L’ap-
parition de ces perturbations de´pend de l’e´tat du patient, s’il est tre`s tendu ou atteint
de maladie de Parkinson, l’enregistrement peut eˆtre de mauvaise qualite´ sur toutes les
voies de l’ECG.
Autres artefacts alte´rants l’ECG Certaines maladies ge´ne´ralise´es peuvent affecter
le trace´ e´lectrocardiographique. L’hyperthyroı¨die, l’ische´mie, l’hypokalie´mie (prolonge-
ment de l’intervalle QT, onde T aplatie), modifient l’e´lectrocardiogramme. L’usage de
me´dicament, notamment la digoxine pour bloquer la conduction AV et ralentir la fre´-
quence cardiaque, a aussi son effet sur le trace´. La digitaline provoque un abaissement
du segment ST avec inversion des ondes T et tend a` raccourcir l’intervalle QT.
1.2.5 Troubles du rythme et de la conduction cardiaque
Sous cette de´nomination on regroupe les arythmies cardiaques et les blocs car-
diaques. Le meilleur outil pour diagnostiquer une arythmie est l’e´lectrocardiogramme
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(Lake, 1990). Dans l’analyse de l’ECG, les pathologies ou anomalies sont de´tecte´es et
classe´es en fonction de leur de´viation par rapport au rythme ide´al qu’est le rythme
sinusal (voir section 1.2.3.3). Chaque de´viation visible sur l’ECG peut eˆtre attribue´e a`
une anomalie physiologique. Ainsi, les blocs cardiaques sont dus a` un de´faut de conduc-
tion de l’onde de de´polarisation a` travers le myocarde diffe´rencie´ et les arythmies sont
ge´ne´re´es par un foyer ectopique prenant le relais ou supplantant le nœud sinusal. Ces
pathologies ne sont pas exclusives, un patient peut eˆtre atteint d’arythmies et de blocs
cardiaques. Les sections suivantes de´taillent le rythme sinusal, les blocs cardiaques et
certaines arythmies cardiaques.
Rythme sinusal Le rythme sinusal est le rythme normal cardiaque. Il correspond
a` une activation physiologique des oreillettes, puis des ventricules, a` partir du nœud
sinusal. Son rythme est compris entre 60 a` 80 battements par minute avec un intervalle
re´gulier entre des battements normaux. Le cœur s’acce´le`re normalement lors de l’activite´
physique, dans les circonstances physiologiques qui exigent un surcroˆıt de demande
me´tabolique ou sous l’effet des e´motions ou d’excitants tels que cafe´, tabac, alcool.


















Fig. 1.17 – Exemple d’ECG normal.
Blocs cardiaques Les blocs cardiaques sont dus a` une rupture de conduction du
myocarde diffe´rencie´ qui alte`re la de´polarisation du myocarde. Ces ruptures peuvent eˆtre
plus ou moins se´ve`res : freinantes (allongement du temps de parcours), intermittentes
(un stimulus sur 2 ou 3 est conduit), ou comple`te (aucune conduction). Nous allons
de´tailler les quatre types de blocs cardiaques :
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Bloc Sino-Auriculaire (Bloc SA) Le nœud sinusal peut ne pas transmettre de
stimulus aux cellules des oreillettes. La conse´quence est qu’au moins un cycle complet
n’est pas effectue´. Apre`s la pause, due au bloc, le cycle reprend normalement si aucun
autre foyer ectopique n’a de´clenche´ de contraction.
Blocs Auriculo-Ventriculaire (BAV) On appelle BAV l’alte´ration de la conduc-
tion du stimulus de de´polarisation entre les oreillettes et les ventricules. On distingue
trois degre´s de se´ve´rite´.
– Les BAV de premier degre´ provoquent l’allongement du segment PR de fac¸on
e´gale a` chaque cycle.
– Les BAV de deuxie`me degre´ traduisent l’absence momentane´e d’onde QRS apre`s
une onde P normale. Lorsque les segments PR pre´ce´dents sont normaux, on parle
de Mobitz de type II (voir Figure 1.18). Lorsque les segments pre´ce´dents vont en
s’augmentant, on parle de phe´nome`nes de Wenckebach (ou Mobitz de type I).
– Les BAV de troisie`me degre´ sont dit complets, c’est-a`-dire qu’aucune de´polari-
sation auriculaire ne parvient aux ventricules. Un foyer ectopique ventriculaire
ou jonctionnel joue alors le roˆle de pacemaker. Le foyer est identifiable par la
forme et la fre´quence des battements. Les activite´s auriculaire et ventriculaire
sont comple`tement dissocie´es.

















Fig. 1.18 – Exemple de Mobitz de type II.
Blocs de branche Le bloc de branche est duˆ au blocage de la de´polarisation dans
une des branches du faisceau de His. Un bloc dans l’une ou l’autre branche provoque
un retard dans la de´polarisation du ventricule auquel elle appartient. La de´polarisation
des ventricules est de´synchronise´e et le complexe QRS est e´largi (voir Figure 1.19).
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Fig. 1.19 – Exemple de bloc de branche gauche.
Arythmies Les arythmies proprement dites rele`vent de l’entre´e en jeu d’un (( foyer ))
ectopique qui peut se situer dans n’importe quelle portion du cœur, ou de la formation
d’un circuit e´lectrique (appele´ re´entre´e notamment par les faisceaux de Kent), dont
la localisation peut eˆtre auriculaire, jonctionnelle (entre oreillettes et ventricules) ou
ventriculaire. Les paragraphes suivants pre´sentent quelques arythmies dites supraven-
triculaires (auriculaires ou jonctionnelles) et des arythmies ventriculaires.
Arythmies supraventriculaires
La tachycardie supraventriculaire (TSV) (maladie de Bouveret) correspond
a` un me´canisme de re´entre´e qui peut soit eˆtre localise´ a` l’inte´rieur du nœud auriculo-
ventriculaire (re´entre´e nodale), soit couvrir un large circuit empruntant dans un sens la
voie de conduction normale (nœud AV et faisceau de His) et dans l’autre le faisceau de
Kent. La tachycardie est rapide (entre 180 et 220 pulsations par minute) parfaitement
re´gulie`re, a` de´but et fin brusques. Les complexes QRS sont normaux et l’activite´ au-
riculaire se superpose a` ces derniers ou les suit. Les acce`s se re´pe`tent a` des intervalles
variables, mais l’e´volution reste be´nigne car il n’existe pas, sauf association occasion-
nelle, d’anomalie des valves, du muscle cardiaque ou des coronaires.
La fibrillation auriculaire (FA) est une de´sorganisation totale de l’activite´ e´lec-
trique auriculaire avec perte de la contraction me´canique rythme´e des oreillettes. Les
oreillettes sont parcourues de multiples ondes e´lectriques, qui se propagent de fac¸on
anarchique a` une tre`s grande vitesse, supe´rieure a` 350 par minute. Les ondes auriculaires
de fibrillation (f) sont en grande partie bloque´es dans le nœud auriculo-ventriculaire qui
joue le roˆle de filtre, prote´geant les ventricules d’une activite´ trop rapide. Le choc e´lec-
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Fig. 1.20 – Exemple d’acce`s de tachycardie supraventriculaire.
trique externe est le moyen le plus efficace pour re´tablir le rythme sinusal (emploi d’un
de´fibrillateur). La FA peut eˆtre traite´e par des soins me´dicamenteux (antiarythmiques)
et s’ils se re´ve`lent inapproprie´s, il devient ne´cessaire d’implanter un de´fibrillateur.



















Fig. 1.21 – Exemple de fibrillation auriculaire.
Arythmies ventriculaires
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L’arythmie extrasystolique est la plus fre´quente. Les extrasystoles sont des
battements ectopiques, uniques ou re´pe´te´s, provenant d’un seul ou de plusieurs foyers
qui peuvent entraˆıner des sensations de´sagre´ables de rate´s, de coups dans la poitrine,
d’arreˆts de cœur ou de palpitations. Les extrasystoles sont des phases systoliques en
trop qui seront apparentes sur l’ECG par un complexe QRS large (Figure 1.22). Les
extrasystoles ne constituent habituellement pas en elles-meˆmes un facteur de gravite´,
leur pronostic de´pend de l’e´tat cardiaque qui peut eˆtre absolument normal (extrasys-
toles dites be´nignes) ou pathologique. Lorsqu’il existe un double foyer ventriculaire, on
parle de doublet ventriculaire (Figure 1.23).






















Fig. 1.22 – Exemple d’extrasystole.
Les bige´minismes et trige´minismes sont des rythmes a` deux commandes.
La commande de base (ge´ne´ralement sinusale) est interrompue par des battements
d’origine ectopique. Lorsque l’on se trouve en pre´sence d’un bige´minisme les QRS qui
appartiennent au rythme de base sont suivis d’un QRS d’origine ectopique avec une
succession de 1/1. On parle de trige´minisme lorsqu’on est en pre´sence d’une succession
2/1. Les figures 1.24 et 1.25 pre´sentent respectivement un exemple de rythme de bi-
ge´minisme et de trige´misme dans le cas d’un rythme sinusal avec un foyer ectopique
ventriculaire.
Les tachycardies ventriculaires (TV) repre´sentent les arythmies les plus graves,
elles compromettent souvent l’he´modynamique et peuvent de´ge´ne´rer en fibrillation ven-
triculaire le´tale. Les complexes QRS sont toujours e´largis et le rythme est rapide. L’acce`s
de tachycardie ventriculaire persistante est une urgence me´dicale, l’arreˆt de la crise pou-
vant eˆtre obtenu par injection intraveineuse d’un antiarythmique ou par choc e´lectrique
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Fig. 1.23 – Exemple de doublet ventriculaire.






















Fig. 1.24 – Exemple de rythme de bige´minisme.
externe. Quand les re´cidives de tachycardie ne sont pas pre´venues par la me´dication
antiarythmique, le recours a` des me´thodes non pharmacologiques est le´gitime : exe´re`se
chirurgicale de la zone arythmoge`ne, de´fibrillateur implantable.
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Fig. 1.25 – Exemple de rythme de trige´minisme.



















Fig. 1.26 – Exemple de tachycardie ventriculaire.
La fibrillation ventriculaire (FV) est la cause principale de mort subite. Elle
peut apparaˆıtre d’emble´e, comme manifestation d’instabilite´ e´lectrique, dans les pre-
mie`res minutes ou heures d’un infarctus du myocarde aigu ou succe´der a` une autre
arythmie ventriculaire chez les malades ayant une cardiopathie se´ve`re. Les contractions
comple`tement anarchiques des ventricules aboutissent tre`s rapidement a` une inefficacite´
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cardio-circulatoire qui est le´tale en l’absence de manœuvres de re´animation (massage
cardiaque, ventilation assiste´e, choc e´lectrique externe). Ces dernie`res doivent eˆtre en-
treprises en quelques minutes pour e´viter les complications ce´re´brales secondaires a` une
privation d’oxyge`ne prolonge´e au niveau des cellules.





















Fig. 1.27 – Exemple d’acce`s de fibrillation ventriculaire.
Diagnostic des arythmies Le proble`me principal dans le diagnostic des arythmies
cardiaques est de trouver le sie`ge du foyer ectopique qui peut eˆtre soit supraventriculaire
(auriculaire ou jonctionnel) ou ventriculaire. Pour ce faire le cardiologue de´crit l’e´lectro-
cardiogramme selon les ondes et intervalles de´finis pre´ce´demment en section 1.2.4.3. Ce
paragraphe a pour but de pre´senter les deux principales me´thodes pour diagnostiquer
des arythmies a` partir d’ECG : l’analyse de la morphologie des QRS et l’analyse des
relations entre l’activite´ auriculaire et ventriculaire.
Analyse morphologique Les arythmies supraventriculaires, naissent au-dessus
de la bifurcation du faisceau de His. Elles sont the´oriquement caracte´rise´es par des QRS
fins car l’activation ventriculaire reste normale (donc rapide).
Les arythmies ventriculaires sont au contraire caracte´rise´es par l’existence de com-
plexes QRS e´largis et de´forme´s. L’activation naˆıt en un point quelconque du myocarde
ventriculaire et entraˆıne une activation anormale de la masse ventriculaire. La dure´e du
QRS est supe´rieure a` 120 ms, avec un aspect de bloc de branche.
Dans certains cas, cette diffe´renciation entre arythmie supraventriculaire ou ventri-
culaire peut eˆtre tre`s difficile. C’est le cas par exemple des arythmies supraventriculaires
associe´es a` un bloc de branche pre´existant, les QRS sont alors e´largis quelque soit le
foyer et peuvent eˆtre confondus avec une arythmie ventriculaire.
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Relations entre l’activite´ auriculaire et ventriculaire L’analyse de l’activite´
e´lectrique auriculaire est parfois difficile, surtout quand le rythme ventriculaire est
rapide. En cas d’arythmies supraventriculaires, il existe le souvent une le´sion constante
entre l’activite´ auriculaire et ventriculaire. En cas d’arythmies ventriculaires, on observe
le plus souvent une dissociation entre l’activite´ auriculaire et l’activite´ ventriculaire.
1.3 Syste`mes de monitorage de patient
1.3.1 Introduction
La de´finition du monitorage au sens large est difficile a` donner tant les objectifs et
les techniques employe´es divergent en fonction des applications. En effet, le monitorage
est applique´ a` la surveillance du trafic routier, d’un re´seau de te´le´communication, d’une
centrale nucle´aire, etc. Le monitorage de syste`mes dynamiques peut eˆtre de´fini comme
la surveillance en continu d’un syste`me par une ope´ration de haut niveau qui analyse
toutes les situations rencontre´es, communique avec un ope´rateur et propose des actions
a` effectuer sur le syste`me (Cauvin et coll., 1998). L’ope´ration de monitorage consiste
donc principalement a` de´tecter les pannes, a` retrouver la chaˆıne causale qui les ont
provoque´es et a` proposer une intervention par une alarme.
Dans les applications industrielles, les syste`mes surveille´s peuvent eˆtre entie`rement
de´finis ou mode´lise´s (du moins the´oriquement) a` un degre´ d’abstraction plus ou moins
e´leve´. Il n’en va pas de meˆme pour le monitorage de patient ou` le syste`me surveille´ est
le corps humain. La me´decine n’e´tant pas une science exacte, la connaissance utilise´e
pour mode´liser le syste`me reste incomple`te et approximative. Meˆme si les organes com-
mencent a` eˆtre bien compris, les effets des diffe´rents organes les uns sur les autres et les
facteurs psychologiques ne sont pour l’instant pas mode´lisables (Le Beux et coll., 1994).
Le monitorage de patient est donc un champ d’application riche pour les techniques
de l’intelligence artificielle capables de raisonner sur des informations incomple`tes ou
incertaines et aider au diagnostic. Ce sont ces techniques qui sont pre´sente´es par la
suite.
L’ope´ration de monitorage en milieu hospitalier est tout d’abord de´crite en section
1.3.2 Elle explique comment les syste`mes de monitorage s’inte`grent dans la chaˆıne de
monitorage et comment l’e´volution de l’intelligence artificielle a conduit au concept
de monitorage intelligent. La section 1.3.3 pre´sente le te´le´monitorage qui est une ap-
plication e´mergente du monitorage de patient. En section 1.3.4, les blocs de base d’un
syste`me de monitorage intelligent (SMI) sont de´crits en de´tail. Enfin, la section 1.3.5 de´-
taille les types d’adaptation qu’un SMI doit ge´rer et comment le pilotage d’algorithmes
peut permettre une gestion souple de ces diffe´rentes adaptations.
1.3.2 Monitorage de patient
L’activite´ de monitorage est une activite´ humaine courante des unite´s de soins in-
tensifs. Elle consiste a` surveiller un patient en continu par un ensemble d’observables
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(signaux physiologiques, observations cliniques, tests de laboratoire, etc.) afin d’inter-
pre´ter les situations alarmantes ne´cessitant une intervention me´dicale (Marsh, 1990).
Le monitorage me´dical est particulie`rement de´die´ aux patients dont la pathologie
peut e´voluer rapidement et pre´senter des risques conse´quents de mort subite, tels que
les patients victimes d’une attaque cardiaque ou ayant subi une ope´ration chirurgicale.
Pour cette raison, l’objectif d’une unite´ de soins intensifs est de concentrer toutes les
ressources humaines et mate´rielles a` la surveillance des signes avant-coureurs d’une
de´gradation brusque du patient et a` l’intervention rapide pour stabiliser son e´tat (Pier-
son, 1998). Meˆme s’il est difficile de donner une de´finition consensuelle du monitorage
me´dical, tant les applications et les champs disciplinaires couverts sont nombreux, il
convient de le de´finir par ses objectifs les plus ge´ne´raux :
Le monitorage de patient est une e´valuation continue et re´pe´titive des
signes physiologiques du patient en temps re´el pour guider la prise de de´ci-
sions –incluant les interventions the´rapeutiques– et e´valuer l’application de
ces interventions. (Hess, 1990)
Il convient de noter que, dans cette the`se, le terme (( monitorage de patient )) se
rapporte a` l’activite´ humaine de surveillance d’un patient et que les (( syste`me de mo-
nitorage )) sont des outils qui s’inte`grent dans la chaˆıne de surveillance pour assister le
personnel me´dical. La figure 1.28 repre´sente l’environnement classique du monitorage























Fig. 1.28 – Environnement clinique du monitorage de patient
L’apparition de l’ordinateur en clinique a permis de re´volutionner les pratiques. En
unite´ de soins intensifs, les premiers syste`mes de monitorage furent d’abord de´die´s a`
l’automatisation de la collecte de donne´es et l’affichage de signaux multisources, tels que
l’e´lectrocardiogramme et la pression arte´rielle. Ces syste`mes de monitorage des signes
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vitaux permettent au praticien d’avoir une vision instantane´e des mesures physiolo-
giques du patient pour repe´rer les variations anormales ne´cessitant une intervention
me´dicale imme´diate (Blitt, 1990). Aucun de ces syste`mes n’est en mesure d’analyser
les relations entre les donne´es et les pathologies alors que de nombreux me´canismes
de diagnostic peuvent eˆtre automatise´s. C’est pourquoi, l’inte´gration de me´canismes
de raisonnement et de diagnostic a e´te´ entreprise pour soulager le personnel me´di-
cal d’une grande part de la charge cognitive dans un environnement ou` les de´cisions
doivent eˆtre prises d’urgence. Depuis la fin des anne´es 80, les syste`mes de monitorage
se sont perfectionne´s pour ge´rer plus de parame`tres, un diagnostic en ligne, des bases
de connaissances et inte´grer d’autres outils de l’intelligence artificielle (IA), ce qui a
conduit au concept de syste`me de monitorage intelligent (SMI) (Siregar et coll., 1989;
Coiera, 1993; Mora et coll., 1993).
Les be´ne´fices attendus par les SMI sont nombreux, les principaux sont cite´s dans la
liste qui suit.
– La surveillance en continue 24h sur 24 est l’un des plus importants. Cette sur-
veillance ininterrompue permet de pallier les de´fauts de surveillance humaine
(manque de personnel, distraction par d’autres activite´s cliniques) et rassure les
patients. La surveillance est donc accrue par la combinaison de la surveillance
humaine et artificielle.
– L’aide au diagnostic apporte un soutien aux me´decins en proposant des diag-
nostics me´dicaux et en donnant la chaˆıne causale qui a amene´ a` ce diagnostic.
L’aide au diagnostic peut aussi pre´dire l’e´volution de l’e´tat du patient et peut
ainsi alarmer le personnel le plus toˆt possible.
– L’aide a` la the´rapie est aussi importante dans les unite´s de soins intensifs ou` le
temps accorde´ a` la strate´gie me´dicale peut eˆtre re´duit par l’urgence de l’interven-
tion. Les SMI inte`grent aussi le suivi de la the´rapie applique´e, le the´rapeute est
ainsi assiste´ dans toutes les e´tapes de de´cisions.
– La gestion d’un grand nombre de capteurs permet d’utiliser le maximum d’infor-
mation disponible. Une gestion ade´quate permet de donner une vision de l’e´volu-
tion des parame`tres sur plusieurs e´chelles temporelles alors que le simple affichage
ne donne qu’une vision instantane´e.
– L’informatisation permet aussi de conserver une trace des traitements adminis-
tre´s et de donner une proce´dure a` suivre pour les traitements. Par exemple, le
projet Neonate (Hunter et coll., 2003) a pour objectif d’aider le personnel hos-
pitalier en unite´ de soins intensifs ne´onatale en proposant des proce´dures de soins
adapte´es (Guidelines). Les auteurs proposent de cre´er automatiquement de telles
proce´dures a` partir des donne´es de routine acquises (Fuchsberger et coll., 2005).
Graˆce a` des me´canismes de gestion de connaissances et de raisonnement, les SMI
proposent des diagnostics et des the´rapies. Le personnel me´dical est ainsi assiste´ et
peut consacrer plus de temps aux patients et a` la strate´gie me´dicale. Ces syste`mes
n’ont bien e´videment pas pour but de remplacer le personnel, qui lui seul est en mesure
d’appre´cier la ne´cessite´ des soins, mais plutoˆt de l’aider a` plusieurs niveaux de la chaˆıne
de monitorage notamment en l’avertissant par des alarmes lorsque l’e´tat du patient
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devient pre´occupant et lors de la prise de de´cisions (Mora et coll., 1993).
1.3.3 Te´le´monitorage
Paralle`lement aux progre`s accomplis dans les syste`mes a` base de connaissances,
l’e´mergence de syste`mes de communication de plus en plus miniaturise´s et haut de´bit
a permis d’initier un grand nombre de travaux dans le domaine du te´le´monitorage
(Meystre, 2005). Le te´le´monitorage consiste a` acque´rir a` distance des informations sur
un patient (vide´o, signaux physiologiques, etc.) de fac¸on a` surveiller en continu, ou a`
intervalles re´guliers, ses signes vitaux pour une intervention imme´diate en cas de crise.
Le te´le´monitorage re´pond principalement aux besoins de surveillance me´dicale des
personnes aˆge´es. L’espe´rance de vie des populations occidentales augmentant, les be-
soins en hospitalisation deviennent de plus en plus importants. Le te´le´monitorage ap-
porte une surveillance me´dicale des personnes aˆge´es sans ne´cessiter une prise en charge
hospitalie`re lourde et couˆteuse et leur permet de continuer a` vivre dans leur milieu ha-
bituel. Un exemple de recherche dans le domaine de la surveillance de personnes aˆge´es a`
domicile est donne´ dans (Ducheˆne et coll., 2005). L’objectif est d’extraire des motifs de
diffe´rents capteurs d’un syste`me de monitorage des personnes aˆge´es dans un habitat.
Ces motifs permettent de reconnaˆıtre les changements inhabituels de comportement
pour de´tecter automatiquement une de´gradation de l’e´tat du patient.
Le suivi a` distance de the´rapies est aussi un objectif du te´le´monitorage. Par exemple,
le syste`me VIE-DIAB (Popow et coll., 2003) permet aux patients d’envoyer des in-
formations journalie`res au me´decin via un te´le´phone cellulaire. Le me´decin peut ainsi
suivre le traitement et envoyer des conseils par messagerie (SMS).
Une autre des applications importantes du te´le´monitorage est la surveillance des pa-
tients souffrant de troubles cardiaques. E´tant donne´ qu’au moins deux tiers des de´ce`s
d’origine cardiaque surviennent hors de l’hoˆpital, la conception de mate´riels de mo-
nitorage ambulatoire capables de de´tecter les facteurs pre´coces de mort subite et de
contacter les urgences est un sujet de recherche tre`s actuel (Rubel et coll., 2004; Liszka
et coll., 2004). Ainsi, les auteurs de (Liszka et coll., 2004) proposent un syste`me de
monitorage des arythmies cardiaques combine´ a` un syste`me de localisation GPS qui
permet aux unite´s d’urgence d’intervenir le plus rapidement possible sur les lieux de la
crise.
Le sche´ma classique d’un syste`me de te´le´monitorage est donne´ Figure 1.29. Ces
syste`mes comprennent ge´ne´ralement :
– un mate´riel mobile porte´ par le patient qui acquiert les signaux physiologiques a`
partir de capteurs place´s sur la peau ;
– un centre de calcul, qui analyse les multiples parame`tres et de´clenche des alarmes
a` destination du patient ou d’une unite´ d’intervention d’urgence ;
– un syste`me de communication qui e´change des donne´es avec le centre me´dical
(signaux, messages, alarmes, etc.).
Le projet de monitorage ambulatoire Amon (Alert portable telemedical MONitor)
(Anliker et coll., 2004) qui propose un syste`me compact de bracelet recueillant diffe´-
rents signaux physiologiques sur une seule surface du corps (le poignet) respecte ce

















Fig. 1.29 – Syste`me classique de te´le´monitorage.
sche´ma. Les signaux acquis sont traite´s pour de´tecter en temps re´el les situations alar-
mantes qui sont communique´es au patient via une interface utilisateur et a` un centre
de te´le´me´decine via une liaison cellulaire.
Les be´ne´fices attendus du te´le´monitorage sont nombreux. Bien entendu, la rapidite´
d’intervention et la localisation permettent d’e´viter les morts subites. De plus, en terme
de traitement, le me´decin peut avoir une vision journalie`re de l’e´volution du patient
et ame´liorer sa the´rapie. Pour les personnes aˆge´es, leur cadre de vie est ame´liore´ en
leur laissant la possibilite´ de continuer a` vivre dans leur habitation. Enfin, le nombre
de trajets du patient au me´decin est re´duit, e´pargnant ainsi du temps. Cependant, les
syste`mes de te´le´monitorage ne sont qu’au de´but de leur de´veloppement. Ils doivent
faire face a` un couˆt de conception et d’utilisation e´leve´. De plus, les capteurs utilise´s
doivent eˆtre robustes au bruit et l’acquisition multisource pour la fusion de donne´es
est limite´e par le nombre de capteurs re´ellement utilisables de manie`re journalie`re sans
geˆne pour le patient. Pour que le te´le´monitorage s’implante dans les pratiques, des
avance´es dans le pronostic me´dical doivent eˆtre faites afin d’intervenir sur les lieux
de crise au plus toˆt. En outre, l’analyse des signaux et le diagnostic me´dical doivent
permettre de discriminer les situations pathologiques du bruit ambiant tre`s important
dans les syste`mes embarque´s mobiles. Le de´veloppement du te´le´monitorage de´pend
donc directement des avance´es faites dans le domaine des SMI.
1.3.4 Syste`mes de monitorage intelligent (SMI)
La fonction de monitorage fait appel a` de nombreuses capacite´s de traitement et
d’analyse. La conception des SMI se base sur le de´coupage de cette fonction en plusieurs
e´tapes successives similaires a` celles effectue´es par les praticiens. Dans (Uckun, 1993),
cinq taˆches sont de´finies pour un SMI :
1. collecte des donne´es en temps re´el,
2. diagnostic de la situation observe´e,
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3. pre´diction de l’e´volution du syste`me surveille´,
4. construction d’un plan d’actions avec re´action rapide dans les cas les plus urgents,
5. pour les syste`mes boucle´s, exe´cution du plan d’actions.
Ce sont les e´tapes primaires et essentielles du monitorage intelligent, chacune peut eˆtre
de´compose´e ou raffine´e selon les me´thodes de monitorage.
La conception d’un SMI implique aussi diffe´rentes me´thodes de raisonnement suc-
cessives. Ainsi, dans (Dojat et Sayettat, 1996), les auteurs mettent au point un mode`le
de raisonnement imitant celui du praticien hospitalier. Cette de´composition du raison-
nement du praticien montre bien les trois types de raisonnement auxquels un syste`me
de surveillance fait appel :
– le diagnostic,
– la planification de la the´rapie a` adopter,
– le monitorage du patient et du re´sultat de la the´rapie
Dans notre vision des SMI nous adoptons une de´composition en quatre e´tapes re-
pre´sente´es par la figure 1.30 :
1. acquisition des signes vitaux du patient tels que l’e´lectrocardiogramme, la pression
arte´rielle, les tests de laboratoire,
2. extraction des caracte´ristiques essentielles de ces signes vitaux,
3. e´laboration d’un diagnostic me´dical a` partir des caracte´ristiques extraites,
4. recommandation d’une the´rapie et application au patient.
Les effets de la the´rapie adopte´e se refle`tent dans les signes vitaux et permettent de
changer de the´rapie si celle-ci se re´ve`le inefficace.
Fig. 1.30 – Les quatre e´tapes classiques du monitorage me´dical.
Dans la plupart des SMI tels que Guardian (Larsson et Hayes-Roth, 1998) ou
Ne´oGanesh (Dojat et coll., 1997), une se´paration peut eˆtre faite entre :
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– les e´tapes de bas niveau, de´die´es a` l’acquisition et l’analyse des signaux physiolo-
giques, qui transforment les signaux acquis en observations caracte´ristiques ;
– les e´tapes de haut niveau qui infe`rent un diagnostic et proposent une the´rapie a`
partir des observations de la partie bas niveau et d’une base de connaissances.
Les e´tapes haut niveau font intervenir des techniques de l’intelligence artificielle
tandis que l’acquisition et l’analyse des signaux font intervenir des outils de traitement
du signal. Cependant la frontie`re entre les deux niveaux tend a` disparaˆıtre car de plus
en plus d’algorithmes de traitement du signal utilisent de la connaissance notamment
pour la fusion de donne´es (Thoraval et coll., 1997; Herna´ndez et coll., 1999).
La plupart de ces syste`mes fonctionnent en circuit ouvert. C’est-a`-dire que les the´ra-
pies propose´es sont applique´es par le personnel hospitalier selon leur validite´. D’autres
syste`mes fonctionnent en circuit ferme´ et appliquent directement les the´rapies (injec-
tion de me´dicaments par exemple). C’est le cas du syste`me d’assistance respiratoire
Ne´oGanesh (Dojat et coll., 1997) qui de´duit le niveau de re´cupe´ration physique du
patient pour faire varier le degre´ d’assistance de la ventilation. C’est, en outre, un des
rares syste`mes expe´rimentaux a` avoir e´te´ transfe´re´ en industrie. En effet, tre`s peu de
recherches pourtant de qualite´, ont abouti vers un transfert industriel. Ceci est princi-
palement duˆ a` une focalisation de la recherche sur certains des aspects du monitorage
alors que tous doivent eˆtre pris en compte pour obtenir un syste`me utilisable. Pour la
conception des SMI on peut conside´rer trois niveaux de recherche.
1. Au niveau de l’architecture du syste`me :
– concevoir un syste`me modulaire avec une architecture extensible et et des com-
posants re´utilisables,
– fonctionner en boucle ouverte ou en boucle ferme´e,
– fonctionner en temps re´el,
– fonctionner dans un environnement a` ressources limite´es (syste`me embarque´).
2. Au niveau de l’analyse des donne´es :
– limiter le nombre de fausses alarmes,
– traiter des donne´es multidimensionnelles, temporelles, incomple`tes, errone´es et
he´te´roge`nes,
– se´lectionner les donne´es d’inte´reˆt en fonction du contexte me´dical et de la va-
lidite´ des donne´es,
– visualiser les donne´es et le diagnostic d’une manie`re compacte et comple`te.
3. Au niveau du raisonnement :
– ge´rer des connaissances pratiques et the´oriques,
– raisonner a` partir de donne´es qualitatives et quantitatives, (signaux, aˆge, etc.)
continues ou e´ve´nementielles (signaux, re´sultats de laboratoire, etc.)
– effectuer la taˆche de monitorage meˆme si les connaissances sont incomple`tes,
– utiliser toutes les informations disponibles,
– proposer un diagnostic me´dical a` partir de donne´es incertaines et he´te´roge`nes
avec des contraintes temps re´el (eˆtre robuste au bruit),
– suivre l’e´volution du patient sur le long et le court terme,
– proposer des the´rapies pour ame´liorer l’e´tat du patient.
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La conception d’un SMI implique donc des connaissances varie´es dans diffe´rents
champs scientifiques en traitement du signal, syste`mes temps re´el, intelligence artifi-
cielle, automatique, ge´nie logiciel et e´lectronique. Qui plus est, la taˆche de monitorage
doit pouvoir s’adapter aux patients, aux pathologies et au milieu clinique hostile. Les
syste`mes doivent donc eˆtre les plus adaptatifs possible tant au niveau du diagnostic
qu’au niveau du traitement des donne´es. Ces niveaux d’adaptation font l’objet des
sections suivantes mais tout d’abord, les constituants des SMI sont de´taille´s. Les me´-
thodes d’extraction de caracte´ristiques sont pre´sente´es en section 1.3.4.1. L’accent est
aussi porte´ sur le filtrage des artefacts, en section 1.3.4.2, et la gestion des alarmes, en
section 1.3.4.3, qui sont deux aspects importants pour atteindre un syste`me robuste au
bruit et riche en informations pertinentes. Pour rendre les syste`mes intelligents, il est
ne´cessaire qu’ils puissent ge´rer de la connaissance. Les diffe´rents types de connaissance
employe´s dans les SMI sont de´taille´s en section 1.3.4.4. L’acquisition de la connaissance,
qui est une e´tape difficile et importante dans la re´alisation d’un syste`me intelligent, est
pre´sente´e en section 1.3.4.5. Enfin, le raisonnement temporel, qui permet le diagnostic
me´dical, la pre´diction et la proposition de the´rapie, est pre´sente´ en section 1.3.4.6.
1.3.4.1 Extraction de caracte´ristiques
La premie`re e´tape du monitorage est d’extraire les caracte´ristiques sur lesquelles
raisonner a` partir des signaux physiologiques. Par exemple, le rythme cardiaque est ob-
tenu a` partir des signaux e´lectrocardiographiques. Cette extraction est essentielle dans
le sens ou` c’est elle qui va de´crire les signaux observe´s dans un langage qui permet
d’effectuer un raisonnement. Dans cette e´tape, plusieurs niveaux de traitement peuvent
se comple´ter. On trouve principalement la de´tection d’e´ve´nements caracte´ristiques a`
partir des signaux (tel que l’e´lectrocardiogramme ou e´lectroence´phalogramme), le fran-
chissement de seuils de parame`tres physiologiques, et le calcul de tendances a` partir des
signaux (telles que l’augmentation du rythme cardiaque ou de la pression systolique).
L’extraction des e´ve´nements caracte´ristiques des signaux consiste a` de´tecter les
e´le´ments qui les composent. De l’e´lectrocardiogramme on peut chercher a` de´tecter et
classer les diffe´rentes ondes qui le composent ainsi que les intervalles temporels entre
les ondes. Les techniques applique´es couvrent un large champ du traitement du signal
et inte`grent de me´canismes de l’intelligence artificielle. Elles vont de la transformation
non-line´aire (Pan et Tompkins, 1985) aux re´seaux de neurones (Silipo et Marchesi,
1998) en passant par l’analyse fre´quentielle par bancs de filtres (Afonso et coll., 1999)
ou par ondelettes (Kadambe et coll., 1999), par des proce´de´s stochastiques, de la logique
floue ou encore du pattern matching. Ces traitements fournissent une description des
signaux qui peut eˆtre directement utilise´e pour le raisonnement me´dical.
Une autre me´thode consiste a` de´crire les parame`tres mesure´s par des tendances.
L’extraction de tendances s’effectue ge´ne´ralement sur des parame`tres mesure´s re´gulie`-
rement qui de´crivent l’e´tat du patient tels que la mesure journalie`re de la tempe´rature
d’un patient ou la mesure toutes les secondes d’un rythme cardiaque dans le cadre
d’une anesthe´sie. La technique consiste a` de´couper le signal en pe´riodes et a` calculer un
segment de droite qui se rapproche le plus possible du signal. Les parame`tres observe´s
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peuvent ainsi eˆtre de´crits en terme : d’e´tat stable, d’e´tat instable, d’e´volution croissante
ou d’e´volution de´croissante durant les intervalles de temps conside´re´s.
La description des parame`tres par des tendances ne´cessite des templates de ten-
dances pour la classification des e´tats et doit eˆtre conside´re´e d’une manie`re relative :
une de´croissance d’un parame`tre peut aussi bien eˆtre pathologique que saine (Miksch
et coll., 1996). Les auteurs de (Morik et coll., 2000) utilisent ainsi des tendances qui ont
une signification selon le contexte et non d’une manie`re absolue. Par ailleurs, le choix
de la taille de la feneˆtre temporelle de calcul est toujours de´licat. Dans (Calvelo et coll.,
2000), les auteurs proposent une me´thode d’extraction de tendances a` partir de don-
ne´es brutes temporelles utilise´es dans le projet Aiddiag (Vilhelm et coll., 1996). Cette
me´thode de pre´-traitement permet d’exprimer les donne´es sous forme symbolique pour
l’apprentissage et la reconnaissance en ligne. De plus, elle de´finit automatiquement la
feneˆtre de calcul de manie`re a` ce qu’elle soit ni trop courte ni trop longue dans une
repre´sentation sous forme de filtre line´aire simplifiant le calcul en ligne.
A` partir de cette me´thode, les auteurs de (Sharshar et coll., 2005) proposent une nou-
velle approche d’abstraction des donne´es multisources. Graˆce a` une analyse en compo-
santes principales, la contribution de chaque signal selon diffe´rents intervalles de temps
est classe´e en fonction de sa tendance. A` chaque tendance est attribue´e une lettre. Ces
lettres forment ensuite des mots puis des se´quences de mots. Ces se´quences peuvent
ensuite eˆtre utilise´es par un syste`me d’apprentissage tel que Think ! (Vilhelm, 1998;
Vilhelm et coll., 2000) pour apprendre les se´quences ayant une signification clinique.
La plupart des me´thodes propose´es sont utilise´es sur des mesures directes des symp-
toˆmes (pression arte´rielle, rythme cardiaque, etc.). Le calcul de tendances sur les signaux
d’ECG ou de pression arte´rielle se re´ve`le plus de´licat car il est tre`s difficile d’exprimer
des ondes sous forme de segments sans retirer toute l’information qu’elles contiennent.
1.3.4.2 Filtrage des artefacts
Le milieu clinique est tre`s hostile aux syste`mes embarque´s. Les interfe´rences, la
manipulation du mate´riel, les mouvements du patient, provoquent du bruit sur les
enregistrements et perturbent tre`s fortement les algorithmes de traitement du signal
charge´s de l’extraction de caracte´ristiques. Les observations fournies par l’extraction de
caracte´ristiques sont alors errone´es et les diagnostics propose´s peuvent devenir incohe´-
rents. L’ame´lioration de la robustesse du diagnostic me´dical au bruit est donc un enjeu
majeur.
Pour limiter les effets des artefacts sur le diagnostic me´dical, il existe deux me´-
thodes souvent comple´mentaires. L’une consiste a` se´parer les sources physiologiques
des sources de bruit par filtrage nume´rique pour ame´liorer la qualite´ des signaux, et
donc de l’extraction de caracte´ristiques. Mais la se´paration entre les sources utiles et
le bruit devient proble´matique lorsque le bruit est trop important ou trop difficile a`
distinguer des signaux physiologiques. C’est pourquoi, lorsqu’on se trouve dans un cas
multivoie redondant, il est pre´fe´rable de se´lectionner les voies non contamine´es par le
bruit (Dawant et coll., 1993; Vila et coll., 1997).
Une approche comple´mentaire se situe au niveau du diagnostic me´dical. Dans le pro-
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jet Patricia (Moret-Bonillo et coll., 1993), les re`gles de de´tection d’artefacts consistent
a` ve´rifier les relations causales entre les informations pour e´liminer les contradictions
dans le raisonnement. De plus, des approches utilisant le raisonnement temporel peuvent
re´duire le nombre de diagnostics aberrants. Par exemple, dans Ne´oGanesh (Dojat et
Sayettat, 1996) un me´canisme d’aggregation et de forgetting est utilise´ pour ve´rifier
la cohe´rence du diagnostic temporel. Si, pendant une pe´riode donne´e, plusieurs diag-
nostics diffe´rents sont propose´s, le raisonnement temporel agre´gera les diagnostics les
plus vraisemblables et oubliera les diagnostics ponctuels qui peuvent eˆtre provoque´s
par du bruit transitoire. Cette technique permet de re´duire les effets transitoires des
informations errone´es sur le diagnostic.
Dans ces syste`mes, le proble`me de la re´duction des effets du bruit est vu comme
e´tant uniquement du domaine du traitement du signal ou uniquement du domaine de
l’intelligence artificielle et peu de recherches ont tire´ parti du diagnostic me´dical et
de l’analyse du bruit de ligne. Pourtant ces informations sont utiles pour adapter les
algorithmes de traitement du signal. Cette adaptation pourrait eˆtre effectue´e par un
syste`me pilote´ qui se´lectionne les algorithmes les plus adapte´s a` une situation donne´e.
1.3.4.3 Gestion des alarmes
Quelque soit le domaine d’application, l’objectif principal d’un syste`me de moni-
torage est de ge´ne´rer des alarmes pre´venant, en industrie, l’ope´rateur d’une panne du
syste`me surveille´ et, en clinique, le personnel me´dical d’une aggravation de l’e´tat du
patient. Dans tous les cas, le nombre d’alarmes peut devenir important et l’objectif est
alors de re´duire la surcharge cognitive en inte´grant des priorite´s dans les alarmes et en
filtrant les redondances (Cauvin et coll., 1998).
En monitorage de patient, les fonctions physiologiques sont monitore´es a` travers
les parame`tres physiologiques mesure´s qui refle`tent plus ou moins ces fonctions. Par
exemple, le rythme cardiaque est souvent mesure´ a` l’aide de l’e´lectrocardiogramme.
Le monitorage contribue a` maintenir les parame`tres physiologiques dans des mesures
(( normales )). Cependant, ces parame`tres peuvent varier avec de grandes amplitudes
tout en restant (( normaux )) d’un point de vue me´dical, alors que le syste`me de mo-
nitorage de´clenchera une alarme a` chaque franchissement de seuil (Chambrin, 2001).
C’est notamment le cas des syste`mes industriels car les constructeurs utilisent des seuils
bas pour rendre leur syste`mes plus suˆrs et insistent plutoˆt sur l’attention a` porter sur
le branchement du mate´riel et sur les manipulations du personnel hospitalier (Agilent
Technologies, 2000). Le nombre d’alarmes intempestives sans signification me´dicale est
l’une des grandes limitations des syste`mes de monitorage. Plusieurs e´tudes ont e´te´ en-
treprises pour mesurer les effets de ces fausses alarmes sur l’environnement clinique
(Lawless, 1994; Cropp et coll., 1994; Aaron et coll., 1996; Tsien et Falcker, 1997; Biot
et coll., 2003). Dans (Tsien et Falcker, 1997), les auteurs ont examine´ la pertinence de
2942 alarmes durant 298 heures de monitorage et ont montre´ que seuls 8% des alarmes
ont une signification clinique.
Les conse´quences sur les soins apporte´s aux patients sont multiples. Le bruit cause´
par les alarmes empeˆche le repos des patients et augmente le stress du personnel (Aaron
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et coll., 1996). Par ailleurs, l’e´tude re´alise´e dans (Soulas, 2001) montre que le nombre
de fausses alarmes re´duit la confiance du personnel me´dical envers le mate´riel et ame`ne
souvent le personnel a` modifier les parame`tres sans faire appel aux me´decins voire
meˆme a` de´sactiver certaines alarmes. Dans (Cropp et coll., 1994) et (Biot et coll.,
2003), les auteurs montrent que seuls 50% des alarmes sonores critiques sont reconnues
par le personnel hospitalier et que leur activation syste´matique perturbe plus la qualite´
des soins qu’elle ne l’ame´liore. Pour re´duire le nombre de fausses alarmes, Chambrin
(Chambrin, 2001) propose deux voies.
La premie`re voie, qualifie´e d’organisationnelle, met en exergue le fait qu’il n’y pas de
priorite´ qui accompagne la ge´ne´ration d’alarmes. Les sons produits ou les couleurs affi-
che´es ne permettent pas de diffe´rencier les degre´s d’urgence des alarmes (Cropp et coll.,
1994). L’utilisation de standard pour de´finir les diffe´rents niveaux d’urgence serait une
solution. Ainsi l’algorithme ST/AR de la socie´te´ Agilent Technologies (Agilent Tech-
nologies, 2000) propose une classification des arythmies cardiaques en fonction de leur
urgence (alarmes rouges et alarmes jaunes). Les auteurs du SMI en anesthe´sie, Sen-
tinel (Lowe et coll., 2001) utilisent la the´orie des croyances pour ge´ne´rer des alarmes
ou des avertissements selon l’appartenance des possibilite´s et croyances a` un ensemble
flou. Une interpre´tation est possible lorsqu’aucune contradiction n’existe alors qu’une
croyance est ge´ne´re´e par les e´le´ments qui la confirment. Lorsque le syste`me e´met une
alarme (ou un avertissement), les tendances des signaux qui l’ont provoque´e sont af-
fiche´es en couleur selon leur degre´ d’appartenance a` un ensemble flou de templates
de tendances. Cette me´thode permet une ge´ne´ration plus spe´cifique des alarmes. De
plus, la transparence du syste`me (par l’affichage des diagnostics avec les faits qui les
ont implique´s et leur degre´ de confiance) augmente la confiance du praticien envers le
syste`me.
La deuxie`me voie, qualifie´e de technique, insiste surtout sur la re´duction des ef-
fets des artefacts sur la ge´ne´ration d’alarmes. Le milieu hospitalier e´tant tre`s bruite´
(mouvement du patient, manipulation du personnel, etc.), nombre de fausses alarmes
sont dues aux artefacts. Hormis la re´solution classique par filtrage, le concept d’alarme
intelligente est ne´ pour faire face a` ce proble`me. La gestion intelligente des alarmes a
pour but de re´pondre aux proble`mes classiques : rigidite´ des seuils, fonctionnement en
tout ou rien, de´clenchement de plusieurs alarmes pour une meˆme cause, etc. Le sche´ma
de construction d’alarmes intelligentes tel que donne´ dans (Mora et coll., 1993) est
repre´sente´ Figure 1.31.
A` partir des signaux acquis, de leur traitement et des donne´es patient, un contexte
est de´termine´. Ce contexte permet de choisir en ligne les alarmes a` activer et leurs
parame`tres (degre´ d’urgence, etc.). Chaque signal acquis est teste´ pour ve´rifier sa va-
lidite´ (caˆble de´connecte´, etc.) puis les caracte´ristiques sont extraites et l’analyse de
tendances permet de supprimer les redondances. A` partir de ces informations et d’une
base de connaissances sur le patient, des alarmes intelligentes peuvent eˆtre ge´ne´re´es qui
donnent non seulement la cause des alarmes mais aussi des suggestions sur la the´rapie
a` appliquer.





















Fig. 1.31 – Inte´gration d’alarmes intelligentes.
1.3.4.4 Repre´sentation de la connaissance
Le me´decin diagnostique une maladie graˆce a` ses connaissances me´dicales. Un SMI
proce`de de la meˆme manie`re. Un syste`me est intelligent lorsqu’il est amene´ a` manipuler
des connaissances. Ainsi, en monitorage me´dical, l’interpre´tation des signaux physiolo-
giques est re´alise´e par un syste`me a` base de connaissances. La connaissance me´dicale
est souvent classe´e en deux cate´gories : la connaissance de surface (ou superficielle) et
la connaissance profonde (ou fondamentale).
Connaissance de surface On regroupe sous le terme de connaissance superficielle
l’ensemble des facteurs analysables par le me´decin (tempe´rature, palpitation, ante´-
ce´dents, trace´ e´lectrocardiographique, etc.). La repre´sentation de la connaissance de
surface permet de lier directement les observations aux conclusions. C’est ce type de
connaissance qui permet de passer des symptoˆmes au diagnostic. Cette me´thode d’in-
fe´rence est similaire a` celle d’un expert qui contrairement au novice, n’a pas besoin de
construire un raisonnement pour arriver a` la conclusion mais reconnaˆıt directement la
pathologie a` partir des observations cliniques. L’avantage de ce type de connaissance est
qu’il permet aux experts d’introduire directement leurs heuristiques dans une base de
re`gles expertes, qui reste donc relativement simple a` construire. Cela dit, la formulation
des re`gles expertes dans les formalismes des syste`mes n’est pas toujours e´vidente. De
plus, la connaissance de surface ne permet pas d’expliquer les causes de la pathologie et
reste inope´rante lorsque les cas traite´s sortent de l’expertise. Cependant, pour le moni-
torage de patient ou` les pathologies traite´es sont bien connues, ce type de connaissance
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permet d’infe´rer rapidement un diagnostic en respectant les contraintes temps re´el.
La technique d’exploitation de la connaissance de surface la plus re´pandue est, sans











Fig. 1.32 – Syste`me expert.
A` partir d’une base de faits qui de´crit le monde et d’une base de connaissances
qui donne les re`gles qui re´gissent le monde, un moteur d’infe´rence met en relation les
deux bases pour de´duire de nouveaux faits. Le syste`me expert est ge´ne´ralement tre`s
rapide car il se´lectionne plus qu’il ne construit ses solutions. La plupart des syste`mes
de monitorage actuels utilisent des syste`mes experts et des re`gles de surface sous des
formes plus ou moins diversifie´es.
Connaissance profonde La connaissance profonde est celle qui permet d’expliquer
les phe´nome`nes superficiels observables en retrouvant l’origine profonde des phe´no-
me`nes. Elle consiste a` employer des mode`les des processus physiologiques. Cette mo-
de´lisation peut eˆtre de type quantitatif ou qualitatif avec Kardio (Bratko et coll.,
1989), Cardiolab (Le Moulec, 1991), les mode`les de Ticker (Hunter et Kirby, 1995),
Holmes (Guertin, 1996) ou encore une composition des deux (Herna´ndez, 2000). Ces
mode`les sont de´veloppe´s pour e´tudier le fonctionnement d’un organe et sont tre`s uti-
lise´s pour la simulation et la pe´dagogie. Par exemple, Kardio est compose´ d’un mo-
de`le profond qui permet de simuler un ensemble exhaustif de connaissances de sur-
faces utilisables pour l’apprentissage de re`gles expertes. Les mode`les profonds sont
encore peu employe´s en monitorage mais semblent tre`s prometteurs. Par exemple, les
auteurs de Carmen (Herna´ndez et Carrault, 2004) proposent un mode`le cardiaque
semi-quantitatif, e´volution du mode`le qualitatif Cardiolab (Le Moulec, 1991; Siregar
et coll., 1995), pour l’interpre´tation des battements cardiaques. Une fonction estime le
Syste`mes de monitorage de patient 53
couˆt entre l’ECG analyse´ et le signal simule´ par le mode`le jusqu’a` ce que les parame`tres
du mode`le, mis a` jour par des algorithmes e´volutionnaires, minimisent suffisamment le
couˆt. Ces parame`tres sont ensuite utilise´s pour expliquer les phe´nome`nes observe´s.
L’un des avantages de la connaissance profonde par rapport a` la connaissance de sur-
face re´side dans sa bonne tenue aux cas nouveaux. En effet, en connaissance de surface, il
est difficile de demander a` un expert de mettre re´gulie`rement la base de connaissances
a` jour alors qu’un mode`le peut traiter des cas nouveaux non pre´vus au de´part. Par
exemple, le syste`me Vie-Vent (Miksch et coll., 1996) base´ sur des re`gles expertes n’est
pas capable de traiter les cas non pre´vus et ne´cessite donc une ame´lioration et une ex-
tension des re`gles qui le composent. De plus, les mode`les profonds sont aussi utiles pour
ge´ne´rer des sce´narios a` partir desquels une connaissance de surface peut eˆtre extraite et
mise en me´moire afin d’infe´rer plus rapidement un diagnostic. Dans (Carrault et coll.,
1999), le mode`le Cardiolab (Siregar et coll., 1995) est propose´ pour cre´er une base de
donne´es utilise´e ensuite pour extraire des re`gles de reconnaissance d’arythmies. Mais, si
cette connaissance profonde est efficace sur des syste`mes simples tels que la surveillance
de moteur ou des syste`mes de re´gulation biochimique, elle devient inope´rante lorsque
les facteurs pathologiques sont multiples ou lorsque le facteur psychologique entre en
jeu (Le Beux et coll., 1994). De plus, la complexite´ des mode`les utilise´s les rend, le
plus souvent, difficiles a` mettre en œuvre en temps re´el. C’est pourquoi, meˆme si les
avance´es effectue´es dans la mode´lisation des organes sont prometteuses, la connaissance
superficielle est ge´ne´ralement plus utilise´e en monitorage me´dical, notamment par les
syste`mes experts. De plus, l’apparition des techniques d’apprentissage artificiel a` par-
tir de gros volumes de donne´es rend la mise a` jour de ces bases de connaissances des
syste`mes experts plus facile (Horn, 2001).
1.3.4.5 Acquisition de la connaissance
L’acquisition de la connaissance est un proble`me majeur des SMI. Outre le fait que
l’acquisition d’expertise ne´cessite la disponibilite´ des experts pour mettre les bases de
connaissances a` jour, le langage dans lequel les connaissances sont exprime´es est aussi
proble´matique. Le langage doit eˆtre suffisamment descriptif, bien de´fini se´mantique-
ment et consistant pour repre´senter l’ensemble des interactions mises en jeu dans le
processus surveille´. Ce langage doit aussi eˆtre simple et intuitif pour permettre aux ex-
perts de traduire leurs connaissance dans le langage de repre´sentation choisi. De plus,
les connaissances sont souvent he´te´roge`nes et sont issues de raisonnements mettant en
jeu plusieurs sources temporelles (e´lectrocardiogrammes, pression arte´rielle, etc.) sta-
tiques (poids, aˆge, etc.) ou e´ve´nementielles (re´sultats de test de laboratoire, etc.). La
multitude des repre´sentations utilise´es dans la litte´rature implique ge´ne´ralement des
connaissances utilisables uniquement par le syste`me pour lequel elles sont destine´es
entraˆınant ainsi un manque de transfert dans d’autres formalismes. Cependant, l’ap-
parition des bases de donne´es et l’explosion de la quantite´ de donne´es stocke´es dans
les hoˆpitaux ont conduit les recherches a` s’orienter vers l’acquisition automatique des
connaissances (Horn, 2001) par des techniques d’apprentissage symbolique et de fouilles
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de donne´es.
Un des objectifs de la fouille de donne´es est d’extraire d’une grande masse de donne´es
les motifs caracte´ristiques de phe´nome`nes. Ces techniques permettent de faire ressortir
les phe´nome`nes fre´quents ou inconnus mettant en exergue les ensembles d’observations
me´ritant l’attention de l’expert pour l’interpre´tation. Meˆme s’il est illusoire de se passer
d’experts pour acque´rir la connaissance, les techniques de fouille de donne´es et d’ap-
prentissage artificiel re´duisent conside´rablement le besoin d’expertise et ont une plus
grande capacite´ de mise a` jour et d’adaptation au patient.
Par exemple, les auteurs de (Wang et coll., 2001) et (Quiniou et coll., 2001) utilisent
la programmation logique inductive (PLI) pour cre´er une base de connaissances de
surface sous forme de chroniques, afin de reconnaˆıtre des arythmies cardiaques en ligne
a` partir d’un ECG. De meˆme, dans (Fromont et coll., 2005; Fromont, 2005), la PLI
est utilise´e pour apprendre les motifs caracte´ristiques d’arythmies cardiaques sur des
donne´es temporelles multisources. L’acquisition automatique de la connaissance qu’ils
utilisent a deux avantages.
– Elle permet de pallier les difficulte´s qu’ont certains experts du domaine a` exprimer
les re`gles de de´cision.
– Elle permet de parame´trer la complexite´ selon que l’on cherche a` obtenir des re`gles
facilement lisibles par le spe´cialiste, des re`gles minimales pour des raisons d’ef-
ficacite´ lors du diagnostic ou encore des re`gles robustes privile´giant les e´le´ments
faciles a` de´celer dans l’ECG.
Un bon exemple de syste`me utilisant des techniques d’apprentissage artificiel est le
syste`me illustre´ par la figure 1.33 pour l’aide a` la de´cision dans le cadre du monitorage



















Fig. 1.33 – Architecture du syste`me propose´ par Morik et coll. (Morik et coll., 2000).
Les signes vitaux (signaux physiologiques), mesure´s toutes les minutes, sont ana-
lyse´s en se´ries temporelles en utilisant la mode´lisation ARMA. Cette analyse permet
de caracte´riser l’e´tat du patient en terme de tendances et les artefacts. A` partir de ces
meˆmes signes vitaux, l’analyse par SVM (support vector machine) permet d’instancier
des propositions d’injection de me´dicaments qui peuvent ame´liorer l’e´tat du patient.
Les re`gles acquises par SVM ont e´te´ apprises a` partir des donne´es collecte´es sur le
syste`me d’information clinique du City Hospital de Dortmund (Allemagne). Les ten-
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dances du patient et les injections propose´es sont utilise´es en ligne par un syste`me a`
base de connaissances, mise en œuvre dans le syste`me Mobal, qui ve´rifie si les actions
recommande´es, en fonction des tendances, vont contribuer a` mettre le patient dans un
e´tat stable. Les connaissances de´veloppe´es dans Mobal sont acquises par expertise.
Ce syste`me montre bien que les me´thodes d’apprentissage artificiel (ici SVM), meˆme
si elles simplifient l’acquisition de connaissances et contribuent a` la spe´cialisation des
traitements, ne´cessitent tout de meˆme la mise en place d’un syste`me de connaissances
expertes pour fixer les re`gles ge´ne´rales inhe´rentes au domaine d’application (Horn,
2001).
Les techniques de fouille de donne´es sont aussi souvent utilise´es pour de´couvrir des
relations inconnues entre les parame`tres physiologiques au sein d’une meˆme pathologie.
Ainsi, les auteurs de (Ducheˆne et coll., 2005) proposent une me´thode d’extraction de
motifs temporels dans un ensemble de variables multidimensionnelles et he´te´roge`nes
correspondant aux donne´es physiologiques d’un patient surveille´ a` domicile. Cette me´-
thode permet d’extraire les motifs re´currents et caracte´ristiques correspondant a` un
comportement type du patient et ceux s’e´cartant de la normale.
Les techniques de fouille de donne´es sont tre`s utiles en milieu me´dical pour extraire
des informations de sources pour lesquelles il existe peu de connaissances a priori.
L’inte´reˆt est donc double car il s’agit non seulement d’extraire les motifs directement
utilisables pour une application me´dicale mais aussi d’enrichir la connaissance me´dicale
avec les relations trouve´es entre les diffe´rentes sources. De plus, meˆme si l’interven-
tion d’experts est ne´cessaire pour valider les connaissances acquises, ces techniques ont
le me´rite de simplifier grandement l’acquisition de connaissance. Ainsi, les auteurs de
(Guyet et coll., 2005) proposent un syste`me d’apprentissage multiagent assiste´ par un
me´decin. Trois types d’agents collaborent pour segmenter des signaux en diffe´rents in-
tervalles temporels, classer les segments, apprendre des sce´narios pour pre´voir les e´tats
du patient en fonction des e´ve´nements pre´ce´dents. Le me´decin fournit les annotations
de de´part pour l’apprentissage et intervient ensuite pour de´sambiguı¨ser certaines clas-
sifications.
1.3.4.6 Raisonnement temporel
Les SMI applique´s a` la me´decine inte`grent une partie de raisonnement temporel tre`s
importante. Dans l’activite´ de monitorage clinique, le me´decin doit diagnostiquer l’e´tat
courant du patient, pre´voir son e´volution future et planifier les the´rapies a` adopter
pour amener le patient dans un e´tat voulu. Il doit adapter sa strate´gie en fonction de
l’historique du patient, le temps passe´ dans chaque e´tat, etc. Ceci oblige a` raisonner a`
plusieurs e´chelles temporelles et a` construire son diagnostic re´gulie`rement en fonction
des nouvelles informations et des de´ductions faites a` tous les niveaux d’abstraction. La
figure 1.34, tire´e de (Mora et coll., 1993), montre que la distribution des informations
a` travers le temps est tre`s e´tendue.
Inte´grer un me´canisme de raisonnement temporel (p. ex. syste`mes experts tempo-
rels) dans un syste`me de monitorage est donc un objectif crucial pour le diagnostic et
l’aide a` la de´cision. Si les premiers travaux effectue´s sur la logique temporelle par Allen
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Fig. 1.34 – Distribution temporelle des informations et des actions d’un syste`me de
monitorage intelligent.
et McDermott formalisent les relations entre intervalles, le formalisme du raisonnement
temporel classique souffre d’un manque de pouvoir d’expression qui ne peut permettre
de de´crire les situations complexes re´elles (Dojat et Sayettat, 1996).
L’un des moyens de repre´senter les relations temporelles entre e´ve´nements est d’uti-
liser les re´seaux contraints temporellement (Dechter et coll., 1991). Par exemple, le
formalisme des chroniques permet de repre´senter un ensemble d’e´ve´nements contraints
temporellement entre eux (Cordier et Dousson, 2000). Les contraintes sont exprime´es
sous forme d’intervalles et sont propage´es au fil des occurrences d’e´ve´nements. Dans
(Carrault et coll., 2003), les chroniques sont utilise´es pour reconnaˆıtre des arythmies
cardiaques en ligne.
Le raisonnement temporel a` base de mode`les est aussi utilise´. Par exemple, le sys-
te`me Holmes (Guertin, 1996) utilise un raisonnement abductif pour diagnostiquer
des arythmies cardiaques tre`s proche de celui utilise´ dans l’ensemble de mode`les Ti-
cker (Hunter et Kirby, 1995). A` partir des preuves fournies par l’extraction de ca-
racte´ristiques du signal (c.-a`-d. les ondes de l’ECG), Holmes recherche l’ensemble des
e´ve´nements qui ont pu amener a` ces preuves. Un mode`le qualitatif du cœur permet
de connaˆıtre les relations de cause a` effet entre les diffe´rents constituants du cœur.
Les e´ve´nements sont les activations (de´polarisations) provoque´es d’un constituant a` un
autre. Par exemple, l’e´ve´nement LBB->LV traduit le fait que la de´polarisation de la
branche gauche du faisceaux de His provoque la de´polarisation du ventricule gauche.
Le syste`me formule des hypothe`ses (liste d’e´ve´nements qui ont pu se provoquer) et ve´-
rifie leur consistance. Pour e´viter l’explosion combinatoire, des contraintes temporelles
entre les e´ve´nements permettent d’e´laguer l’arbre de recherche et d’arriver ainsi plus
rapidement a` une explication (un diagnostic me´dical).
Dans (Gamper et Nejdl, 1997), les auteurs proposent un me´canisme de diagnostic
temporel qui utilise des mode`les de pathologies (ici l’he´patite B) sous forme de re´seaux
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de contraintes temporelles qualitatives. Les relations temporelles entre les diffe´rents
e´tats et symptoˆmes de la maladie sont repre´sente´es par un graphe dont les nœuds sont
les intervalles d’occurrence d’un e´tat (p. ex. la pe´riode d’incubation) et les arcs les rela-
tions qualitatives entre les intervalles. Par exemple, la relation (( l’intervalle I commence
avant l’intervalle J et finit avant la fin de J )) est repre´sente´e par (I avant J)∨(I rencontre
J)∨(I recouvre J). Un me´canisme d’abstraction permet aussi d’agre´ger les observations
conse´cutives d’un meˆme phe´nome`ne (p. ex. deux e´ve´nements informant l’incubation).
Ainsi, les mode`les sont inde´pendants du nombre re´el d’observations. Cette repre´senta-
tion apporte un fort pouvoir d’expression mais les mode`les restent assez complexes.
Le diagnostic me´dical demande parfois de raisonner a` plusieurs e´chelles temporelles
(p. ex. rapide en cas d’urgence, moyenne en phase de re´cupe´ration, longue lors de
suivis annuels). Les techniques classiques de raisonnement temporel ne sont pas assez
expressives pour prendre en compte ces diffe´rents niveaux temporels. Par exemple, le
Cached Event Calculus utilise´ dans (Dojat et Chittaro, 1997) permet de de´duire des
e´tats d’un patient a` partir de donne´es temporelles mais non de raisonner sur les e´tats
de´duits pour retirer une tendance plus ge´ne´rale.
Pour raisonner sur plusieurs niveaux de granularite´, les auteurs de (Shahar et Musen,
1993) proposent un raisonnement temporel, mise en œuvre dans le syste`me Re´sume´,
base´ sur trois me´canismes :
1. l’abstraction temporelle de points qui consiste a` abstraire en une classe date´e un
ensemble de parame`tres,
2. l’infe´rence temporelle qui permet de concate´ner deux intervalles (ou points) qui
se chevauchent en un nouvel intervalle,
3. l’interpolation temporelle qui relie deux intervalles espace´s en un super intervalle.
Ces trois me´canismes sont de´finis d’une manie`re inde´pendante du domaine d’applica-
tion mais leur fonctionnement effectif ne´cessite d’introduire de la connaissance sur le
domaine. Ils permettent de raisonner a` plusieurs niveaux de granularite´ en abstrayant
des parame`tres en points puis en intervalles puis en super intervalles afin d’obtenir
une vision a` diffe´rentes re´solutions d’un phe´nome`ne (des symptoˆmes au diagnostic par
exemple). Le syste`me TrenDx (Haimowitz et Kohane, 1996) analyse les donne´es pa-
tient avec des templates de tendances. Ces templates consistent en un ensemble d’in-
tervalles partiellement ordonne´s dont les points finaux sont incertains. Les pre´cisions
relatives des diffe´rents templates sur les donne´es permettent de discriminer les diagnos-
tics possibles. Cependant, l’introduction d’incertitude rend le syste`me tre`s couˆteux en
calcul.
Un autre exemple de raisonnement a` plusieurs niveaux de granularite´ est de´veloppe´
dans le syste`me Ne´oGanesh (voir Figure 1.35)
Les auteurs de (Dojat et Sayettat, 1996) mettent en œuvre un syste`me de raisonne-
ment inte´grant des me´ta-connaissances, et des me´ta-re`gles afin d’instancier et produire
de nouvelles re`gles. Par la suite, ces nouvelles re`gles permettent de produire de nouvelles
informations pour le raisonnement temporel. Ils adoptent un mode`le a` e´ve´nements-
e´tats, les e´ve`nements (par exemple un diagnostic) permettent l’instantiation d’un e´tat
(ou d’une alarme). Cet e´tat est compare´ aux e´tats pre´ce´dents par l’interme´diaire d’un
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Fig. 1.35 – Mode`le de raisonnement dans Dojat et Sayettat (Dojat et Sayettat, 1996).
1)-DP : Traitement du signal, acquisition des donne´es, 2)-C1 : classification de l’e´tat
courant, 3)-TR1 : raisonnement temporel sur l’e´volution observe´e, 4)-C2 : classification
de l’e´volution future, 5)-C3 : comparaison avec l’e´volution espe´re´e, 6)-AP1 : construc-
tion d’un plan d’action, 7)-TR2 : raisonnement temporel sur la cohe´rence de ce plan,
8)- AP2 : raffinement du premier plan, 9)-AE : Exe´cution du plan.
me´canisme d’aggregation de forgetting et de break. Ce me´canisme imite le raisonnement
d’un praticien hospitalier qui reconnaˆıt les e´tats similaires d’un patient (aggregates),
les interruptions (break) et oublie les e´ve´nements non-importants (forgetting) volontai-
rement en cas d’incohe´rence ou plus involontairement lorsqu’ils deviennent obsole`tes.
L’agre´gation et l’oubli permettent de modifier dynamiquement la taille et la localisation
de la feneˆtre mettant en lumie`re les informations temporelles pertinentes. L’activation
de ces deux me´canismes est de´pendante du contexte et permet une interpre´tation de
l’e´volution globale du syste`me pour la mise en place d’un plan de the´rapie (action sur
l’assistance ventillatoire). Ces me´canismes sont de´pendants du domaine d’application
dans le sens ou` ils font appel a` deux pre´dicats sameas et contradicts qui ne peuvent
eˆtre de´finis que de manie`re experte. De meˆme la classification des e´tats et l’e´volution
espe´re´e requie`rent des heuristiques entie`rement de´pendantes du domaine.
1.3.5 Vers des syste`mes intelligents structurellement auto-adaptatifs
Les syste`mes de monitorage me´dicaux sont de´veloppe´s pour des applications dans
lesquelles il existe une tre`s grande variabilite´ de patients observe´s. Le syste`me doit eˆtre
capable de raisonner avec un nombre d’informations qui peut eˆtre tre`s variable (qui
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de´pend du mate´riel disponible de chaque hoˆpital) et souvent bruite´ ou incomplet. En
effet, le milieu clinique est tre`s hostile, le patient bouge, d’autres mate´riels peuvent
provoquer des interfe´rences, les e´lectrodes peuvent se de´coller, etc.
Toutes ces conside´rations impliquent que les syste`mes de monitorage doivent pouvoir
s’adapter aux diffe´rentes situations pour pouvoir assurer une qualite´ de surveillance
optimale. Dans ce me´moire, diffe´rents types d’adaptation de la litte´rature sont aborde´s.
Il s’agit de la prise en compte des spe´cificite´s du patient, la ve´rification de sources et
l’adaptation aux contraintes temps re´el et aux ressources de calcul. Cette section se
termine par la pre´sentation de quelques architectures de SMI et explique comment
l’introduction du pilotage d’algorithmes permet une adaptation aise´e.
1.3.5.1 Prise en compte du contexte patient
Contrairement a` certains syste`mes industriels qui raisonnent dans l’absolu, en me´-
decine, la prise en compte du contexte patient permet aux taˆches de de´cision et de
controˆle d’adapter les traitements en fonction de l’e´volution de l’e´tat du patient ou
de l’apparition d’un contexte spe´cifique. Plusieurs syste`mes prennent en compte ce
contexte.
– Simon (Dawant et coll., 1993) utilise le contexte de monitorage pour adapter
le mode`le de raisonnement au patient et pour la re´duction et l’abstraction des
donne´es. Un autre but annonce´ e´tait de choisir les algorithmes et leurs parame`tres
en fonction du contexte de monitorage et des re´serves en ressources.
– Patricia (Moret-Bonillo et coll., 1993) utilise un contexte naturel (donne´es pa-
tient de de´part) pour interpre´ter les valeurs nume´riques des variables monitore´es,
et un contexte infe´re´ qui apporte des informations comple´mentaires ne´cessaires a`
l’e´tablissement du diagnostic et de la the´rapie.
– Le syste`me de monitorage de patients diabe´tiques de´crit dans (Bellazzi et coll.,
1995) mode´lise les actions du me´decin et du patient par deux modules de controˆle
intelligent (voir de´finition dans (Bellazzi et coll., 1995) et re´fe´rences) repre´sente´s
sous forme de circuits asservis. Le module de haut niveau, qui utilise des heuris-
tiques et les parame`tres monitore´s, modifie la prescription me´dicale (pe´riode et
quantite´ des doses d’insuline) et le module de bas niveau, base´ logique floue et
pre´diction, adapte la prescription me´dicale pour l’injection d’insuline.
– Vie-Vent (Miksch et coll., 1996) utilise une de´finition du contexte pour se´lec-
tionner les donne´es ne´cessaires et analyse les donne´es acquises pour de´terminer
leur validite´.
– Simbad (Soulas et coll., 1998; Le Certen et coll., 1998) utilisent des re`gles de
se´lection d’algorithmes de de´tection de´rive´es de (Friesen et coll., 1990). Simbad
est constitue´ d’un analyseur de bruit de ligne qui permet de changer les parame`tres
des filtres et de commuter les de´tecteurs en fonction du bruit de ligne.
– Le mode`le cardiaque Carmen (Herna´ndez, 2000) modifie ses parame`tres internes
pour minimiser un couˆt entre le signal ECG analyse´ et le signal simule´ par le mo-
de`le. Le mode`le s’adapte donc au patient via le signal ECG.
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Depuis les premie`res repre´sentations de la connaissance par des re`gles absolues tire´es
de la litte´rature, les syste`mes se sont spe´cialise´s pour prendre en compte les variations
intra et inter-patient qui, elles, sont des connaissances qui viennent de l’expe´rience des
praticiens hospitaliers. Cette connaissance est plus dure a` extraire car elle est beaucoup
moins acade´mique. Les chercheurs la repre´sentent donc par des re`gles d’ajustement et
d’adaptation du diagnostic (Dawant et coll., 1993; Moret-Bonillo et coll., 1993; Bellazzi
et coll., 1995), de se´lection de sources (Miksch et coll., 1996) ou de traitements (Soulas
et coll., 1998) mais le plus facile a` adapter reste le mode`le profond. On voit bien la limite
des syste`mes a` base de connaissances de surface qui re´sistent mal aux variations des
patients observe´s. Cependant, un mode`le tel que Kardio (Bratko et coll., 1989) n’est
pas adapte´ au monitorage en ligne dans le sens ou` son langage de description est trop
pre´cis pour les capacite´s actuelles de l’extraction de caracte´ristiques en ECG (Fromont
et coll., 2003). Meˆme si l’approche par mode`les profonds est tre`s prometteuse elle reste
encore trop couˆteuse en temps de calcul et les mode`les profonds sont difficiles a` modifier
par rapport a` la connaissance de surface. De plus, les re`gles utilise´es en connaissance
de surface sont plus interpre´tables que les parame`tres des mode`les.
1.3.5.2 Ve´rification et se´lection de sources
Le nombre de variables d’entre´e de la plupart des syste`mes de monitorage peut
eˆtre assez e´leve´. Ces donne´es peuvent eˆtre redondantes, bruite´es, voire inutiles dans
certains contextes. La se´lection et ve´rification de sources est une des phases essentielles
d’un SMI (Mora et coll., 1993; Uckun, 1993). Cette se´lection peut eˆtre faite selon trois
principaux crite`res.
1. La pre´sence de bruit de ligne implique d’utiliser uniquement les sources non
bruite´es pour effectuer un diagnostic. La se´lection est surtout utilise´e dans le cas
de sources multiples et redondantes.
2. L’identification du bruit de ligne permet de filtrer au mieux la source du bruit
courant de fac¸on a` la re´parer, cette me´thode est surtout applique´e au monosource.
3. Le diagnostic me´dical en cours permet de choisir les sources re´ellement ne´-
cessaires au diagnostic. Cela permet de re´duire le nombre de sources a` traiter ou
d’augmenter la rapidite´ de calcul en cas d’urgence.
Plusieurs syste`mes inte`grent une phase de re´duction ou de se´lection de sources.
– Simon (Dawant et coll., 1993) utilise un ensemble de mode`les de fautes et d’ar-
tefacts qui permettent a` son module d’abstraction temporelle de de´tecter quelles
sont les sources contamine´es afin de les extraire du traitement.
– Vie-Vent (Miksch et coll., 1996) inte`gre un module de se´lection qui filtre les
donne´es ne´cessaires dans le contexte pre´sent. Un module e´value ensuite la qualite´
des donne´es en ve´rifiant si l’e´volution des signaux reste dans un intervalle de
valeurs (seuils adapte´s). Sinon, les donne´es sont (( re´pare´es )) et ajuste´es lorsque
cela est possible.
– Sutil (Vila et coll., 1997) est un SMI des ische´mies cardiaques qui de´tecte, sur
trois voies d’ECG, diffe´rents types de bruit et se´lectionne les voies les plus suˆres.
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Les informations extraites des voies sont ensuite fusionne´es.
– Guardian (Larsson et Hayes-Roth, 1998) inte`gre une phase de re´duction qui
d’une centaine de parame`tres se´lectionne ceux ne´cessaires au diagnostic.
D’une manie`re ge´ne´rale, les syste`mes se´lectionnent les sources soit d’un point de
vue diagnostic soit d’un point de vue bruit de ligne. A` ma connaissance, aucun syste`me
n’inte`gre les deux points de vue. Il y a pourtant un fort inte´reˆt a` concevoir un syste`me
capable de choisir les sources les plus importantes (ou suˆres) et de raisonner sur cet
ensemble restreint de sources en prenant en compte autant l’aspect ve´rification (bruit)
que se´lection (diagnostic).
1.3.5.3 Contraintes temps re´el et limitation de ressources
Le monitorage en unite´ de soins intensifs requiert un fonctionnement temps re´el sans
faille. Le syste`me ne peut se permettre de pre´venir lorsqu’il est trop tard. Cependant,
la charge de traitement a` effectuer peut exce´der les capacite´s de calcul qui peuvent eˆtre
re´duites dans un contexte de syste`me embarque´. Dans de telles situations, le syste`me
doit adapter son raisonnement en fonction des ressources ne´cessaires pour exe´cuter les
traitements les plus cruciaux. Par exemple, dans un contexte de monitorage cardiaque,
en cas de surcharge calculatoire, le syste`me doit pouvoir eˆtre capable de de´tecter un
arreˆt cardiaque ou une fibrillation et remettre a` plus tard un diagnostic plus pre´cis.
Plusieurs syste`mes sont capables de faire face a` ces situations.
– Guardian (Larsson et Hayes-Roth, 1998) s’appuie sur une architecture ge´ne´rique
de´die´e au monitorage de patient (Hayes-Roth et coll., 1995), chaque taˆche du mo-
nitorage peut eˆtre effectue´e par des me´thodes choisies en fonction des ressources
en calculs disponibles.
– Dans Simon (Dawant et coll., 1993), le module d’acquisition se´lectionne les sources
a` utiliser lorsque des contraintes de temps re´el ne permettent pas l’acquisition de
toutes les sources.
– Ne´oGanesh (Dojat et coll., 1997) est un syste`me multiagent qui utilise un mo-
de`le d’agent qui posse`de des capacite´s de re´action et des capacite´s cognitives
qui lui permettent de donner une re´ponse rationnelle meˆme lorsque le de´lai de
re´action devient critique.
1.3.5.4 Architecture des syste`mes de monitorage intelligent
La conception des SMI se base souvent sur une architecture objet ou multiagent
(Sukuvaara et coll., 1993; Larsson et Hayes-Roth, 1998; Dojat et coll., 1997; Soulas,
2001; Mabry et coll., 2003; Mabry et coll., 2003) qui permet une bonne structuration
des diffe´rents niveaux de traitement.
Les syste`mes de monitorage de patient inte`grent par nature diffe´rents niveaux de
raisonnement, diverses me´thodes de calcul et doivent posse´der de bonnes capacite´s
d’adaptation. Le nombre d’e´le´ments qui communiquent entre eux ne´cessite une struc-
ture d’e´change standardise´e. C’est pourquoi de nombreux travaux ont e´te´ re´alise´s pour
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standardiser l’architecture des syste`mes de monitorage. Soulas (Soulas, 2001) propose
une architecture de monitorage intelligent base´e objet, reposant sur la de´finition d’une















Fig. 1.36 – Diagramme de flots de donne´es d’une entite´ logicielle intelligente.
Cette entite´ comporte un commandeur qui, a` partir de la base de donne´es interne,
de´cide des actions a` effectuer. Le controˆleur peut ensuite choisir les ope´rateurs a` activer
(algorithmes de traitement du signal, sauvegarde, etc.) et peut provoquer l’envoi de
messages via le communicateur. Cette structure a` e´te´ utilise´e pour concevoir le syste`me
de monitorage Simbad (Le Certen et coll., 1998).
Dans (Hayes-Roth et coll., 1995), les auteurs proposent une architecture de logiciels
spe´cifiques au domaine qui comprend :
– une architecture de re´fe´rence qui de´crit le fonctionnement ge´ne´ral du syste`me
pour une application donne´e,
– une bibliothe`que de composants,
– une me´thode de configuration d’application pour se´lectionner et configurer les
composants dans une architecture de´die´e.
L’architecture de re´fe´rence utilise´e, illustre´e par la figure 1.37, contient deux niveaux
de raisonnement : le niveau physique qui interagit avec le monde exte´rieur et le niveau
cognitif qui met en œuvre des raisonnements de plus haut niveau tels que l’estimation
de la situation, le planning d’actions, etc.
Un comportement est choisi lorsque certains e´ve´nements satisfont les conditions de
de´clenchement et qu’il est utile pour atteindre le but courant. L’exe´cution des diffe´-
rents comportements modifie la base d’information qui contient la connaissance sur le
syste`me, tel que les diffe´rents plans d’exe´cution possibles. Le me´ta-controˆleur choisit
un comportement parmi ceux possibles et l’exe´cute avec les parame`tres adapte´s.
Guardian repose sur une architecture de type (( tableau noir )) qui permet un
e´change centralise´ des informations et une plus grande souplesse pour les modifications
et futures e´volutions. Le syste`me Ne´oGanesh propose´ dans (Dojat et coll., 1997) utilise
une architecture distribue´e multiagent ou` chaque agent communique par message et
posse`de ses propres me´canismes de raisonnement. La distribution de l’expertise me´dicale
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Fig. 1.37 – Architecture de re´fe´rence d’un syste`me adaptatif intelligent (Hayes-Roth
et coll., 1995).
est illustre´e par la figure 1.38.
Chaque agent raisonne a` partir des informations qui lui sont envoye´es par les autres.
Par exemple, a` partir des informations fournies par l’agent DataProcessor, l’agent
Classifier de´duit l’e´tat courant du patient et communique cette information a` l’agent
TemporalReasoner qui raisonne a` un niveau temporel supe´rieur. Toutes les informa-
tions sont envoye´es a` l’agent ClinicianAgent qui repre´sente le me´decin en charge du
patient et qui peut agir sur le syste`me. Cette structure peut s’adapter aux diffe´rentes
situations, par exemple, lorsque l’agent Classifier de´tecte une situation alarmante,
il envoie directement cette information a` l’agent ActionPlanner pour qu’il puisse agir
rapidement sur l’assistance respiratoire.
1.3.5.5 Ame´lioration de la robustesse du diagnostic par pilotage d’algo-
rithmes
Tous les syste`mes pre´sente´s ont montre´ a` plus ou moins grande e´chelle des capaci-
te´s d’adaptation au contexte. Par exemple, Simbad (Soulas et coll., 1998; Le Certen
et coll., 1998) analyse le bruit de ligne pour se´lectionner le meilleur algorithme ca-
pable d’effectuer une de´tection d’e´ve´nements. Simon (Dawant et coll., 1993) propose
64 Monitorage en Cardiologie
TemporalReasonner
stable ventilation










Fig. 1.38 – Distribution de l’expertise me´dicale entre les agents.
d’analyser le contexte pour choisir les algorithmes les plus adapte´s aux ressources de
calcul. Certains, tels que les auteurs du projet Guardian (Hayes-Roth et coll., 1995),
proposent une architecture de´die´e capable de modifier en ligne le plan de traitement.
Cependant, toutes les architectures propose´es de´veloppent leur propre cadre pour ef-
fectuer les adaptations et peu d’entre elles, proposent des adaptations a` tous les niveaux
de la chaˆıne de traitement, du traitement bas-niveau au raisonnement et diagnostic me´-
dical. Pour apporter plus de flexibilite´ et une meilleure structuration de l’architecture,
il est inte´ressant de concevoir un syste`me de monitorage comme un syste`me de pilotage
d’algorithmes.
Le pilotage d’algorithmes consiste a` cre´er automatiquement une chaˆıne de traite-
ment constitue´e d’algorithmes et a` modifier cette chaˆıne au cours du temps pour re´aliser
une application donne´e. La me´thode utilise´e consiste ge´ne´ralement a` de´composer l’ap-
plication en taˆches primitives (Shekhar et coll., 1994; Karsai et Sztipanovits, 1999). Par
exemple, une application de re´ception de signal hertzien peut se de´composer en taˆches
d’acquisition, de de´tection de porteuse, de de´modulation et de filtrage. Pour chacune de
ces taˆches il existe plusieurs algorithmes diffe´rents (filtre RII ou RIF, de´modulation par
de´tection d’enveloppe ou multiplication de porteuse, etc.). Le pilote doit donc choisir
l’algorithme le plus adapte´ et le parame´trer en fonction du contexte (bruit de ligne,
indice de modulation, etc.).
La construction d’un tel syste`me permet une bonne se´paration entre les algorithmes
et la connaissance ne´cessaire pour les piloter. La capacite´ de modification peut eˆtre ex-
ploite´e pour se´lectionner les sources valides, utiliser les algorithmes approprie´s pour
les traiter, extraire les informations pertinentes, se´lectionner le niveau d’abstraction du
raisonnement, etc. Par exemple, si un type de bruit est pre´sent sur la ligne dans un
contexte pathologique particulier, les algorithmes peuvent eˆtre modifie´s pour re´pondre
le mieux possible a` la situation. L’ajout d’un pilote permet aussi de se´lectionner les ob-
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servations vraiment importantes pour le diagnostic. En effet, dans beaucoup de syste`mes
de monitorage, il existe des sources redondantes dont le traitement est tre`s couˆteux.
Le pilotage ame`ne donc beaucoup de souplesse, des modifications aise´es et un cadre
de repre´sentation des donne´es et des traitements ne´cessaires a` une bonne structuration
de la connaissance.
1.4 Conclusion
Les diffe´rents syste`mes de monitorage intelligent montrent que l’adaptabilite´ est
une solution cle´ pour obtenir une reconnaissance des pathologies la plus fiable possible
et diminuer le nombre de fausses alarmes. Ces avance´es sont ne´cessaires pour que le
monitorage de patient devienne un ve´ritable support pour l’aide a` la de´cision et qu’il ne
soit pas une source de nuisance et de me´fiance pour les patients et le personnel me´dical.
Pour atteindre ces objectifs, la conception des syste`mes de monitorage demande
beaucoup de connaissances et des me´canismes de raisonnement capables de les ge´rer.
Le raisonnement doit se baser sur des informations fiables et doit eˆtre capable de raison-
ner avec des informations incomple`tes pour permettre un diagnostic meˆme en situation
difficile. Les syste`mes propose´s permettent d’adapter leur chaˆıne de traitement et de
raisonnement a` diffe´rentes e´tapes du monitorage mais rarement a` toutes. Cela en fait
des syste`mes de´die´s, rarement ge´ne´ralisables, et dont l’architecture peut eˆtre tre`s dif-
fe´rente selon l’approche du proble`me. De plus, si l’introduction de connaissances dans
les syste`mes de monitorage intelligent a permis d’obtenir des diagnostics me´dicaux et
de l’aide a` la de´cision, peu d’efforts ont e´te´ accomplis pour utiliser cette connaissance
afin d’optimiser la configuration interne du syste`me.
L’approche par pilotage d’algorithmes semble eˆtre une re´ponse pertinente a` ces de´-
fauts. Le pilotage d’algorithmes a pour but d’adapter une chaˆıne de traitement comple`te
en fonction de la situation courante. Cette technique est donc prometteuse pour re´aliser
un syste`me adaptatif intelligent. La conception meˆme d’un tel syste`me ne´cessite une
bonne structuration de l’application et des connaissances, ce qui le rend plus facile a`
modifier et a` comprendre. Ce pilotage pre´sente un inte´reˆt tant au niveau de l’optimi-
sation de la chaˆıne de traitement qu’au niveau de l’e´conomie de ressources. De plus,
cette approche peut permettre d’autres types de pilotage tels que la se´lection de voies
en monitorage multisource ou encore la se´lection des types de connaissances a` utiliser
(surface ou profonde). Par ailleurs, l’e´mergence du te´le´monitorage, va ne´cessiter des
syste`mes repartis capables de s’adapter a` un grand nombre de situations. L’apport du
pilotage d’algorithmes pourrait jouer un grand roˆle en permettant une gestion efficace
des ressources et des services.
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Chapitre 2
Pre´sentation du pilotage
d’algorithmes et de Calicot
2.1 Introduction
Le pilotage d’algorithmes de traitement du signal est une me´thode prometteuse pour
introduire une grande flexibilite´ et une adaptabilite´ parame´trique et structurelle dans
les syste`mes de monitorage me´dical. L’inte´gration d’un pilote dans un syste`me doit
permettre une modification dynamique de tous les niveaux de la chaˆıne de traitements.
Ainsi, les ope´rations applique´es aux donne´es d’entre´e sont toujours les plus adapte´es
pour re´pondre a` un objectif particulier (filtrage, de´tection, classification, etc.). La sec-
tion 2.2 a pour objectif de de´finir le pilotage d’algorithmes et de pre´senter des exemples
de syste`mes de pilotage existants. Cet e´tat de l’art permet de de´gager les concepts de
pilotage utilise´s par la suite. Ce pilotage est destine´ a` eˆtre inte´gre´ dans le syste`me de
monitorage cardiaque Calicot pour permettre l’adaptation dynamique de sa chaˆıne
de traitements en fonction des donne´es du patient. Les me´canismes de fonctionnement
de Calicot sont donc naturellement de´taille´s en section 2.3.
2.2 Pilotage d’algorithmes de traitement du signal
2.2.1 Introduction
Les syste`mes a` base d’algorithmes de traitement du signal sont largement utilise´s
dans les domaines de la communication, des nouvelles technologies, de la ge´ologie, de
la me´te´orologie, de la robotique, de la me´decine, etc. Pour certaines applications, le
nombre de situations traite´es peut devenir tre`s important et obliger le concepteur du
syste`me a` faire des choix concernant le type d’algorithme a` utiliser pour qu’il traite le
plus grand nombre de cas possible. Pour faire face au nombre de situations rencontre´es,
les algorithmes et syste`mes adaptatifs ont vu le jour. Ces me´thodes consistent a` ajuster
en ligne des parame`tres en fonction de l’e´volution des signaux pour les traiter au mieux.
Cependant, ces me´thodes ne permettent pas de modifier la chaˆıne de traitements en
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cours pour changer d’algorithme. Une adaptivite´ plus haut niveau se situant au niveau
des parame`tres et des blocs de la chaˆıne de traitements (changement d’algorithmes)
peut eˆtre apporte´e par un pilote d’algorithmes.
Le pilotage d’algorithmes consiste a` manipuler un ensemble d’algorithmes et une
base de connaissances de fac¸on a` constituer ou modifier une chaˆıne de traitements, en
fonction de l’e´volution de la situation courante, pour obtenir le meilleur traitement pos-
sible a` un instant donne´. Le pilote manipule une base d’algorithmes stocke´s sous une
forme structure´e. Cette structuration permet une plus grande re´utilisation des algo-
rithmes a` l’heure ou` leur nombre croissant devient un handicap pour le non-spe´cialiste.
Par exemple, des logiciels avec des bibliothe`ques ge´ne´rales de traitement du signal tels
Scilab1 ou Matlab2 apportent une grande facilite´ d’utilisation.
Le pilote d’algorithmes introduit une grande flexibilite´ de l’architecture, certains
traitements peuvent eˆtre de´sactive´s en fonction des ressources de calcul, des traitements
ge´ne´raux peuvent eˆtre spe´cialise´s pour en fonction des spe´cificite´s d’un signal, etc.
Avant de pre´senter le pilotage d’algorithmes, des ge´ne´ralite´s sur le traitement du
signal sont rappele´es en section 2.2.2. La section 2.2.3 de´taille quelques syste`mes de
pilotage d’algorithmes de la litte´rature afin d’en extraire les concepts ge´ne´raux en sec-
tion 2.2.4. Enfin, les concepts retenus et utilise´s par la suite dans notre approche sont
pre´sente´s en section 2.2.5.
2.2.2 Architecture classique d’un syste`me de traitement nume´rique
du signal
Le traitement du signal a pour objectif d’extraire de l’information de signaux bruts
provenant des sources a` e´tudier. Les deux concepts fondamentaux de cette discipline
sont : la notion de signal et de traitement (Shekhar et coll., 1994).
Un signal a` une dimension est, dans le domaine nume´rique, une suite de nombres
ordonne´s. Un signal n’a pas de repre´sentation fige´e. La repre´sentation de l’e´volution
du signal au cours du temps est la plus connue mais d’autres repre´sentations existent
telles que la repre´sentation dans l’espace fre´quentiel ou temps-fre´quence qui sont des
projections permettant de mettre en valeur certaines caracte´ristiques du signal. Un
signal peut eˆtre de´terministe ou stochastique. Il peut eˆtre utile ou eˆtre un bruit se-
lon qu’il transporte l’information. Le bruit, qui s’ajoute a` tous signaux physiques, est
ge´ne´ralement de type stochastique et brouille les signaux utiles.
Un traitement peut eˆtre vu comme une boˆıte noire prenant en entre´e un signal
et retournant une information ou un autre signal. La plupart des traitements utilise´s
sont line´aires et invariants. Dans le monde nume´rique, le calcul effectue´ a` l’inte´rieur
de la boˆıte est principalement re´alise´ par un algorithme (histogramme, filtrage, calcul
de moyenne, etc.). Un algorithme de traitement du signal extrait de l’information d’un
signal nume´rique (ou nume´rise´) ou le transforme de manie`re a` rehausser la partie utile.
Un algorithme peut eˆtre de´fini par son but (filtrer, compresser, de´tecter, etc.), par ses
1http ://www.rocq.inria.fr/scilab
2http ://www.mathworks.com
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me´thodes (compression par extrema d’ondelettes, par codage, etc.) et par ses entre´es-
sorties (p. ex. traitement d’une se´quence d’images pour de´tecter un accident). A` cela
s’ajoutent les performances intrinse`ques des algorithmes telles que la complexite´, la
qualite´, la convergence, et des performances extrinse`ques telles que la rapidite´, la taille
disque et me´moire, etc. Ces dernie`res performances sont tre`s de´pendantes du langage
d’expression utilise´ et de la machine sur laquelle l’algorithme s’exe´cute. Les traitements
peuvent aussi eˆtre conc¸us de diffe´rentes manie`res selon les crite`res de qualite´ exige´s qui
rendent possible ou non leur exe´cution en temps re´el. Enfin, les signaux peuvent eˆtre
traite´s par flot (e´chantillon par e´chantillon) ou par bloc (segment par segment).
La conception d’un syste`me de traitement du signal ne´cessite une connaissance pre´-
cise de la succession de techniques a` employer pour re´aliser les diffe´rentes transforma-
tions et extractions qui ame`nent au but recherche´. Cette succession est commune´ment
appele´e la chaˆıne de traitements. L’exemple de la figure 2.1 repre´sente une chaˆıne de












Fig. 2.1 – Chaˆıne de traitements pour la re´ception d’un signal nume´rique
Le signal est d’abord recueilli par une antenne puis se´pare´ du bruit haute et basse
fre´quences. Le signal est ensuite de´module´ par une multiplication de porteuse. Puis
apre`s un filtrage passe-bas et une multiplication par un gain, le signal est seuille´ pour
le transformer en information binaire.
La chaˆıne peut comporter un nombre tre`s important de traitements avec un large
ensemble de connexions avant et arrie`re. Les traitements implique´s peuvent eˆtre tre`s
simples ou tre`s complexes selon les cas. Pour une application ou` les proprie´te´s du signal
sont bien de´finies, la conception s’oriente vers un syste`me fige´. Cependant, lorsque le
signal n’est connu qu’approximativement, que les signaux ont des rapports signal-a`-
bruit (RSB) variables ou des comportements impre´vus, les traitements a` effectuer pour
un meˆme but peuvent eˆtre tre`s diffe´rents. On peut alors choisir de mettre en place
un syste`me adaptatif qui fera varier des parame`tres en fonction de certains crite`res
(estimation du niveau de bruit par exemple). Cependant, certains signaux ne´cessitent
des traitements radicalement diffe´rents au fil des situations rencontre´es. Un syste`me
capable de modifier dynamiquement sa structure en utilisant diffe´rents types d’algo-
rithmes pour un meˆme but en fonction des situations rencontre´es permettrait donc
d’utiliser le traitement le plus adapte´ a` la situation courante (Lesser et coll., 1993a). Ce
besoin d’une adaptivite´ qui peut eˆtre non seulement perc¸ue au niveau des parame`tres,
mais aussi au niveau de la chaˆıne de traitements, peut eˆtre re´alise´ en incluant un pilote
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d’algorithmes au syste`me ou, plus ge´ne´ralement, en de´veloppant l’application dans un
environnement de´die´, tel que la plate-forme Lama (Moisan, 1998). Les plates-formes
de´die´es permettent des modifications aise´es du syste`me ce qui diminue les couˆts des
modifications sur des syste`mes classiques (Karsai et Sztipanovits, 1999).
2.2.3 Syste`mes de pilotage d’algorithmes de la litte´rature
2.2.3.1 Ge´ne´ralite´s
Le pilotage d’algorithmes fait partie du domaine du raisonnement qualitatif (su-
pervision de syste`mes). Il consiste a` manipuler un ensemble d’algorithmes et une base
de connaissances de fac¸on a` re´aliser une chaˆıne de traitements de manie`re optimale. Si
quelques recherches ont eu lieu dans le domaine du traitement du signal avec le de´velop-
pement de Ipus (Lesser et coll., 1995; Klassner et coll., 1998), Caddmas (Sztipanovits
et coll., 1998) base´ sur MGA (Sztipanovits et coll., 1995; Karsai et Sztipanovits, 1999)
et les recherches entreprises dans (Shekhar et coll., 1994), c’est surtout en traitement
d’images, domaine pour lequel plus d’utilisateurs inexpe´rimente´s peuvent eˆtre attire´s,
que l’on trouve des syste`mes de pilotage avec notamment ExTI (Dalle et Dejean, 1998),
Borg (Clouard et coll., 1998), Ocapi (Cle´ment, 1990; Cle´ment et Thonnat, 1993) et
ses descendants Pegase (Moisan et coll., 1997), MedIA (Crube´zy, 1999). Les deux dis-
ciplines e´tant tre`s proches (les images sont des signaux), les concepts et les re´flexions
pre´sente´s dans ce document s’appuient sur des travaux provenant des deux domaines.
La notion de pilotage d’algorithmes n’est pas encore clairement de´finie dans la
litte´rature car elle reste encore tre`s de´pendante de la culture scientifique et du domaine
d’application. Dans (Moisan et Zie´belin, 2000), les auteurs proposent une de´finition
qui entre dans les travaux de l’e´quipe ORION3 de l’INRIA Sophia-Antipolis spe´cialise´e
dans le pilotage de programmes en traitement d’images.
Le pilotage de programmes vise a` l’utilisation optimale d’un ensemble
de programmes pre´existants, inde´pendamment d’un domaine applicatif par-
ticulier.
Si cette de´finition ne fait pas l’unanimite´, notamment en ce qui concerne l’inde´-
pendance du domaine d’application dans la conception (Cle´ment et Thonnat, 1993;
Shekhar et coll., 1994; Lesser et coll., 1993b; Clouard et coll., 1998; Karsai et Sztipano-
vits, 1999), elle repre´sente bien les objectifs d’un syste`me de pilotage d’algorithmes. Il
faut cependant noter que parmi les travaux pre´sente´s dans ce document, seule l’e´quipe
ORION emploie explicitement le terme de pilotage. Dans (Dalle et Dejean, 1998), on
parle de planification de traitements, dans (Lesser et coll., 1995; Klassner et coll., 1998),
d’architecture pour l’inte´gration du traitement et de l’interpre´tation du signal, dans (Sz-
tipanovits et coll., 1998), de syste`mes structurellement auto-adaptatifs. Il s’ensuit que
les techniques employe´es varient beaucoup selon les auteurs. En effet, les repre´senta-
tions de la connaissance peuvent eˆtre diffe´rentes selon les techniques de planification
et les contraintes de temps peuvent imposer un syste`me comple`tement automatique
3http ://www-sop.inria.fr/orion/
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(syste`me autonome temps re´el) (Lesser et coll., 1995; Karsai et Sztipanovits, 1999) ou
permettre un syste`me semi-automatique dans le cas d’une aide a` la de´cision (Cle´ment
et Thonnat, 1993; Shekhar et coll., 1997; Shekhar et coll., 1999).
Pour illustrer les diffe´rentes applications et faire ressortir les concepts communs,
quelques syste`mes de la litte´rature sont pre´sente´s. Il s’agit principalement :
– du syste`me Ocapi (Cle´ment, 1990; Cle´ment et Thonnat, 1993) et de ses succes-
seurs,
– de l’architecture Ipus (Lesser et coll., 1993b),
– de l’architecture Multigraphe (Sztipanovits et coll., 1998; Karsai et Sztipanovits,
1999).
2.2.3.2 Ocapi
Ocapi (Outils de Controˆle Automatique de Proce´dures Images) (Cle´ment, 1990)
est un syste`me de pilotage d’algorithmes de vision par ordinateur. Il permet le de´-
veloppement de syste`mes intelligents et ge´ne´raux de traitement d’images qui peuvent
manipuler des algorithmes de bas niveau.
Repre´sentation de la connaissance Dans Ocapi les algorithmes de traitement
d’images sont appele´s ope´rateurs e´le´mentaires. Ils sont repre´sente´s sous forme d’objets
ou` chaque objet est associe´ a` un but particulier. Chaque objet contient sa syntaxe
d’appel, le format de ses entre´es-sorties et d’autres informations comple´mentaires. Il
existe aussi des ope´rateurs complexes repre´sente´s par un plan d’exe´cution d’ope´rateurs
e´le´mentaires. A` chaque ope´rateur sont associe´es des re`gles d’initialisation et des re`gles
d’ajustement qui permettent de modifier les valeurs de ses parame`tres.
Outre les ope´rateurs disponibles, la base de connaissances d’Ocapi contient une
description des proble`mes que le syste`me sait re´soudre. Cette description est repre´sente´e
sous forme de but spe´cifique a` un traitement donne´.
Le raisonnement d’Ocapi repose sur une se´paration nette entre la connaissance lie´e
au domaine du traitement de l’image –appele´e domaine inde´pendant– et la connaissance
lie´e au domaine d’application –appele´e domaine de´pendant–. La connaissance inde´pen-
dante est de´tenue par les ope´rateurs et leurs re`gles d’ajustement et d’initialisation tan-
dis que la connaissance de´pendante est stocke´e dans les buts qui contiennent des re`gles
d’e´valuation des re´sultats. Cette de´composition a pour but de mimer le raisonnement
d’un expert du traitement de l’image et d’un expert du domaine d’application (l’utili-
sateur) lors de la conception d’un syste`me. L’expert image (domaine inde´pendant) va
choisir et parame´trer les algorithmes jusqu’a` ce que l’expert du domaine d’application
(domaine de´pendant) juge que les re´sultats obtenus sont satisfaisants. Par exemple, pour
extraire une bacte´rie d’une image, l’expert image choisira les algorithmes de segmenta-
tion et les adaptera tant que l’expert biologiste ne jugera pas la qualite´ de segmentation
suffisante.
Un dernier type de connaissance est repre´sente´ par le contexte qui contient des
informations globales sur l’image a` traiter : la taille de l’image, la re´solution, l’absence
ou la pre´sence de tel ou tel objet, etc. Le contexte est fourni par l’utilisateur et est
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utilise´ pour l’e´valuation des re´sultats. S’il est incomplet, des requeˆtes a` l’utilisateur
peuvent eˆtre ge´ne´re´es pour demander des pre´cisions.
Me´canismes de raisonnement Ocapi met principalement en œuvre deux types de



















Fig. 2.2 – Planification et controˆle d’exe´cution du syste`me Ocapi.
Le syste`me est active´ par une requeˆte qui est compose´e : d’un but, des images a`
traiter et de contraintes sur les re´sultats. La planification de´compose la requeˆte en sous-
buts jusqu’a` obtenir la correspondance entre les sous-buts et les traitements re´alise´s par
les ope´rateurs. Le controˆle de l’exe´cution cherche a` obtenir des re´sultats optimaux. La
se´lection des ope´rateurs et des parame`tres est faite par un me´canisme d’essai-erreur.
Moteur d’exe´cution Le fonctionnement du moteur d’exe´cution est illustre´ par l’al-
gorithme 1
Algorithme 1 Boucle principale du moteur d’exe´cution d’Ocapi.
-1- mise en correspondance globale
Tant que il y a des requeˆtes a` traiter faire
-3- choix de la requeˆte a` traiter
-5- de´clenchement des re`gles de choix
Tant que la requeˆte n’est pas satisfaite faire
-7- choix effectif de l’ope´rateur a` exe´cuter
-8- parame´trisation de l’ope´rateur
-9- exe´cution de l’ope´rateur
-10- e´valuation des re´sultats obtenus
Fin tant que
Fin tant que
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Les e´tapes 1, 5 et 7 sont re´alise´es par le planificateur, la mise en correspondance
globale ve´rifie que tous les buts demande´s peuvent eˆtre effectivement traite´s par le
syste`me. La phase 5 ge´ne`re un plan en classant les ope´rateurs disponibles puis la phase
7 choisit l’algorithme a` exe´cuter pour chaque but.
En phase 8, le parame´treur de´termine diffe´remment les valeurs des parame`tres de
l’algorithme selon qu’il s’agisse d’une initialisation ou d’un ajustement. En phase 9,
s’il s’agit d’un ope´rateur e´le´mentaire celui-ci est directement exe´cute´, s’il s’agit d’un
ope´rateur complexe, le moteur est appele´ re´cursivement sur la de´composition de cet
ope´rateur.
Le choix de la prochaine requeˆte (3), l’e´valuation des re´sultats (10) et le bouclage
sont re´alise´s par le syste`me expert (le pilote).
Ocapi posse`de les caracte´ristiques suivantes :
– une architecture de noyau de syste`mes experts offrant des structures de repre´sen-
tation et de raisonnements ge´ne´raux inde´pendants de toute bibliothe`que spe´ci-
fique de traitement d’images ;
– une description explicite des programmes des bibliothe`ques ;
– une description explicite des se´quences de traitement d’images ;
– un me´canisme de choix entre les diffe´rents programmes et me´thodes de traitement
d’images ;
– une prise en compte de la connaissance sur l’e´valuation des re´sultats et l’ajuste-
ment des parame`tres ;
– une automatisation du me´canisme de controˆle de l’exe´cution.
Ocapi a e´te´ utilise´ pour ge´ne´rer Progal (Cle´ment, 1990) afin d’automatiser une
chaˆıne de traitements d’images de galaxies et Planete (Thonnat et Moisan, 1995)
destine´ au pilotage temps re´el d’un ve´hicule.
Ocapi a e´te´ suivi d’autres syste`mes qui peuvent eˆtre vus comme des e´volutions. Pour
faciliter et acce´le´rer leur de´veloppement, la plate-forme Lama a e´te´ cre´e´e. Elle inclut
des bibliothe`ques de programmes, des interfaces graphiques, et d’autres outils qui per-
mettent de constituer des bases de connaissances en utilisant le langage de description
YAKL. Ce langage est un format pour les bases de donne´es tout en restant compre´-
hensible par les experts charge´s de les construire. Il permet d’exprimer deux types de
de´claration : structurelle (type d’ope´rateur, syntaxe d’appel, etc.) et des re`gles (re`gles
d’initialisation, re`gles d’ajustement, etc.). Cette plate-forme, a permis de de´velopper
le syste`me Pegase qui inclut des me´canismes de re´paration absents d’Ocapi (qui ne
permet pas de changer de plan lorsque celui utilise´ e´choue). Pegase a e´te´ utilise´, entre
autre, pour la reconnaissance de cibles (Shekhar et coll., 1999), le traitement d’images
me´dicales (Crube´zy, 1999) et d’images satellitaires. D’autres syste`mes, tels que Phenix
qui posse`de une planification hie´rarchique avec une planification dirige´e par les ope´ra-
teurs, et MedIA pour le traitement d’images me´dicales, ont ensuite e´te´ cre´e´s sur la
plate-forme Lama.
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2.2.3.3 Ipus
Dans Ipus (Integrated Signal Processing and Signal Understanding) (Lesser et coll.,
1993b; Lesser et coll., 1993a; Lesser et coll., 1995), le but est de concevoir des syste`mes
de traitement et d’interpre´tation du signal qui permettent une interaction de haut
niveau entre les solutions the´oriques en traitement du signal et les solutions heuristiques
en interpre´tation du signal. Sous les paradigmes classiques, les proble`mes de re´alisation
de syste`mes de traitement du signal ame`nent une explosion combinatoire en terme de
re´glage d’algorithmes. En ge´ne´ral, le proble`me de re´glage d’un algorithme avec un jeu
de parame`tres particulier est approprie´ a` un environnement donne´ mais peut impliquer
un controˆle non-line´aire ou eˆtre non soluble avec les techniques de controˆle classiques.
Le syste`me que les auteurs d’Ipus proposent permet non seulement la reconfiguration
de la chaˆıne de traitements pour suivre l’e´volution du signal mais permet aussi l’analyse
de donne´es mise en cache pour re´duire l’incertitude sur l’interpre´tation du signal.
Deux pre´misses re´gissent le syste`me :
– La recherche d’une interpre´tation correcte des sorties implique la recherche simul-
tane´e (concourante) d’algorithmes de traitement du signal (SPA : Signal proces-
sing algorithm) et des parame`tres de controˆle approprie´s a` l’environnement ;
– l’interaction entre ces recherches doit eˆtre structure´e selon une the´orie formelle
qui explique comment l’usage inapproprie´ d’un SPA peut de´former sa sortie.
L’architecture ge´ne´rique de Ipus, repre´sente´e Figure 2.3, est instancie´e pour un
proble`me particulier avec des bases de connaissances et des algorithmes de traitement.
Cette architecture est compose´e de quatre e´le´ments cle´s : la de´tection de de´saccord, le



























































Fig. 2.3 – Architecture ge´ne´rique de Ipus et instance de cette architecture pour l’in-
terpre´tation de sons. Les pointille´s indiquent l’exe´cution de plans tandis que les fle`ches
solides indiquent la transmission de donne´es. Les parenthe`ses indiquent la connaissance
ne´cessaire a` la re´alisation des actions.
Les algorithmes de traitement du signal sont vus comme des instances de SPA
ge´ne´riques (objets) avec des valeurs particulie`res de parame`tres. Ces valeurs impliquent
des capacite´s ou limitations a` traiter une situation et a` de´sambiguı¨ser une interpre´tation.
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Pour chaque bloc de signal a` traiter, une configuration initiale de SPA est donne´e.
Les SPA sont choisis, non seulement en fonction de leur capacite´ a` traiter les donne´es
mais aussi pour fournir des indications sur le moment ou` des objets inattendus appa-
raissent. Les SPA produisent des sorties (correlates) qui sont utilise´es comme preuves
pour soutenir une hypothe`se d’interpre´tation particulie`re pre´sente dans le contexte. Le
contexte e´tant, dans cette e´tude l’ensemble des objets pre´sents et leur orientation (par
exemple la vitesse et la distance d’un objet spe´cifique).
De´tection de de´saccord Une fois la chaˆıne de traitements effectue´e, la de´tection
de de´saccord est active´e. L’architecture de Ipus contient deux types d’hypothe`ses d’in-
terpre´tation du signal a` partir des sorties des SPA : l’interpre´tation courante et la
pre´diction. Le de´saccord intervient lorsque ces deux interpre´tations sont diffe´rentes et
lorsque les sorties des SPA se contredisent. Cette de´tection est base´e sur : les mode`les
des objets, les correspondances entre les sorties des SPA, et les caracte´ristiques du signal
(de´pendantes du domaine d’application).
Diagnostic de de´saccord Si un de´saccord apparaˆıt, le diagnostic tente de l’expliquer
en terme d’hypothe`ses de distorsion. Un mode`le de SPA de´crit comment la sortie d’un
SPA est modifie´e lorsqu’un de ses parame`tres varie. Le diagnostic consiste a` retrouver
les distorsions qui expliquent le de´saccord.
Retraitement et diagnostic diffe´rentiel Le retraitement se´lectionne un nouvel en-
semble de SPA qui permettent d’e´liminer ou de re´duire les distorsions a` partir de plans
de recherche et des mode`les de SPA. Cette recherche est faite de manie`re ite´rative car
les auteurs partent du principe qu’il est ge´ne´ralement impossible de pre´dire a priori les
parame`tres exacts a` utiliser dans le retraitement. Lorsqu’il existe plusieurs interpre´ta-
tions concurrentes, le diagnostic diffe´rentiel se´lectionne et exe´cute un retraitement pour
de´tecter les caracte´ristiques qui peuvent discriminer entre diffe´rentes interpre´tations.
Controˆle Ipus utilise Resun (Carver et Lesser, 1991) pour controˆler l’exe´cution des
sources de connaissances. L’exe´cution est vue comme une proce´dure qui rassemble des
preuves pour re´soudre des sources d’incertitude (SOU : Source Of Uncertainty). La
re´solution de proble`me est dirige´e par l’ensemble des interpre´tations et des SOU de
chaque hypothe`se dans le mode`le de re´solution de proble`me. Un planificateur re´actif
maintient le controˆle en exe´cutant des plans de controˆle. Les plans de controˆle sont des
sche´mas qui de´finissent les strate´gies et les SPA disponibles pour traiter et interpre´ter
les donne´es et pour re´soudre les SOU. Le planificateur est soutenu par des heuristiques
de Focus, de´pendantes du contexte, qui permettent de concentrer le raisonnement sur
des incertitudes particulie`res d’interpre´tation afin de les re´soudre en priorite´.
L’architecture ge´ne´rique d’Ipus a e´te´ instancie´e particulie`rement pour la reconnais-
sance de sons et pour la se´paration de sources (te´le´phone, cris d’enfant, etc.) (Lesser
et coll., 1995; Klassner et coll., 1998). Les instances de cette architecture e´tant tre`s
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de´pendantes du domaine, la re´utilisation des instances de´ja` compose´es reste tre`s de´li-
cate, de meˆme que la composition des applications, qui ne´cessite la pre´sence des deux
expertises en meˆme temps (de´pendante et inde´pendante du domaine d’application).
2.2.3.4 Architecture Multigraphe pour les syste`mes structurellement auto-
adaptatifs
Le syste`me propose´ par les auteurs de (Sztipanovits et coll., 1998; Karsai et Sztipa-
novits, 1999) vise a` la cre´ation d’applications de traitement du signal structurellement
auto-adaptatives. La conception d’un syste`me de traitement du signal e´tant sujette a`
beaucoup de modifications couˆteuses, une architecture ge´ne´rique qui permet une mo-
dification aise´e du syste`me entier est propose´e. De plus, les syste`mes statiques n’e´tant
pas capables de prendre en compte des modifications de la chaˆıne de traitements, la
possibilite´ de modifier automatiquement les traitements en cours de fonctionnement est
pre´vue.
L’architecture ge´ne´rique propose´e est base´e sur l’architecture Multigraphe (MGA)
(Sztipanovits et coll., 1995) qui posse`de trois niveaux d’abstraction : l’application, la
synthe`se de programmes (MIPS : Model-Integrated Program Synthesis) et le niveau
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Fig. 2.4 – Architecture Multigraphe.
Le niveau Me´ta Le niveau Me´ta est de´die´ a` fournir des outils pour ge´ne´rer des
mode`les spe´cifiques au domaine d’application pour les niveaux infe´rieurs.
Synthe`se de programmes (MIPS) Le niveau MIPS posse`de trois principaux com-
posants :
– le constructeur de mode`les graphiques permet a` l’utilisateur de concevoir l’archi-
tecture de son application,
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– la base de donne´es contient tous les blocs de base ne´cessaires a` la construction de
l’application,
– les outils de l’architecture Multigraphe permettent l’analyse de l’application en
cours de traitement et notamment de ge´ne´rer l’interpre´teur de mode`les.
Les deux premiers composants sont ge´ne´riques tandis que le troisie`me est tre`s lie´ au
domaine. Les instances spe´cifiques au domaine de l’environnement MIPS sont une suite
d’outils ne´cessaires au support de la construction de mode`les, l’analyse de mode`les et
la synthe`se de programmes.
La base de donne´es contient les ope´rateurs de traitement du signal. Il y a deux
types d’ope´rateurs : les ope´rateurs simples qui repre´sentent uniquement un traitement
spe´cifique et les ope´rateurs compose´s. Les ope´rateurs compose´s contiennent des ope´ra-
teurs simples et des ope´rateurs compose´s dont les connexions sont repre´sente´es par un
graphe de flot de donne´es. Lorsque qu’un ope´rateur compose´ peut eˆtre de´crit de diffe´-
rentes manie`res, par exemple lorsqu’il peut fonctionner avec une ou plusieurs sources, il
contient l’ensemble des plans alternatifs. La figure 2.5 repre´sente un ope´rateur compose´













Fig. 2.5 – Exemple d’ope´rateur compose´.
Dans cet exemple l’ope´rateur peut fonctionner soit avec les ope´rateurs C1(1) et
C1(2) soit avec l’ope´rateur C2 seul. Lorsque l’information e n’est plus disponible (de´faut
de capteur), l’ope´rateur doit eˆtre reconfigure´. L’e´valuateur active alors une transition
de la machine a` e´tats finis qui repre´sentent les diffe´rents plans alternatifs. Lorsque
les donne´es redeviennent disponibles, l’e´valuateur permet de repasser en configuration
initiale. C’est a` travers les plans alternatifs des ope´rateurs compose´s que l’application
est structurellement auto-adaptative.
Construction d’une application L’utilisateur construit une application a` l’aide du
constructeur de mode`les graphiques. Celui-ci est ensuite traduit en un graphe de flot
de donne´es dont les nœuds repre´sentent des traitements et les arcs des transferts de
signaux. Les nœuds actifs sont des ope´rateurs tandis que les nœuds de donne´es repre´-
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sentent des buffers de signaux pour le stockage et le partage. Ce graphe est ensuite
envoye´ a` l’interpre´teur de mode`le qui utilise la base de donne´es et construit incre´men-
talement le graphe exe´cutable a` partir de la racine du graphe. L’interpre´teur construit
e´galement une repre´sentation de l’application sous forme d’objets. Cette repre´sentation
permet de stocker les re´fe´rences aux objets et aux composants du graphe exe´cutable et
de maintenir les connexions avec les e´ve´nements qui peuvent provoquer une reconfigu-
ration. Si une reconfiguration est demande´e alors la synthe`se est rede´marre´e a` partir
du nœud incrimine´.
L’architecture Multigraphe a e´te´ applique´e au domaine de l’ae´rospatial (MGA-
DTOOL, MGA-RDS), de l’industrie chimique (IPCS) (Sztipanovits et coll., 1995) et
du monitorage de syste`mes dynamiques (CADDMAS) (Sztipanovits et coll., 1998).
Cette approche permet de construire des applications reconfigurables de manie`re
tre`s efficace car tre`s proche du domaine d’application. Les objectifs vise´s sont, d’une
part, l’aide a` la construction d’applications d’une manie`re structure´e, re´utilisable et
e´conomique en modifications (le temps est re´duit par la facilite´ de modification) et,
d’autre part, la possibilite´ d’adaptation de manie`re de´centralise´e (au niveau des ope´-
rateurs compose´s) qui permet de re´duire conside´rablement le nombre d’alternatives
possibles avec un syste`me centralise´.
Cependant, cette approche ne prend pas en compte la difficulte´ de re´unir les deux
types de connaissances (de´pendante et inde´pendante du domaine) pour la construction
et n’inclut pas d’e´tape d’interpre´tation du signal. Le syste`me pre´sente´ posse`de beaucoup
de proprie´te´s du pilotage d’algorithmes de bas niveau mais il est plutoˆt destine´ a` la
conception de syste`mes tole´rants aux fautes dont le choix des algorithmes est plus
dirige´ par une panne que par une recherche d’optimisation du traitement en fonction
des donne´es a` traiter.
2.2.3.5 Discussion
Les solutions propose´es pour concevoir un syste`me de pilotage d’algorithmes de´-
pendent beaucoup de l’application vise´e. Certaines solutions construisent une chaˆıne de
traitements a` partir de squelettes existants (Cle´ment et Thonnat, 1993), d’autres de-
mandent la re´alisation de la chaˆıne par l’ope´rateur (Karsai et Sztipanovits, 1999). Pour
e´valuer les re´sultats, certains se´parent les connaissances et n’utilisent que des connais-
sances de´pendantes de l’application pour e´valuer les re´sultats (Cle´ment et Thonnat,
1993), d’autres utilisent des connaissances mixtes (Lesser et coll., 1993b), et certains
incluent directement l’e´valuation des re´sultats dans les ope´rateurs (Karsai et Sztipano-
vits, 1999).
En de´finitive, la construction d’une application de pilotage d’algorithmes ame`ne a`
se poser les questions suivantes :
– Comment repre´senter la connaissances pour la re´solution (base de re`gles, de plans,
etc.) ?
– Comment repre´senter les algorithmes pour effectuer les traitements ?
– Comment prendre en comptes les informations contextuelles ?
– Comment enchaˆıner les traitements a` exe´cuter (planification, plan fixe, etc.) ?
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– Comment ge´rer l’exe´cution des actions ?
– Si le domaine d’application le permet, comment interpre´ter les re´sultats et modi-
fier les parame`tres ?
Les diffe´rentes techniques employe´es pour re´soudre ces proble`mes sont de´taille´es
dans la section suivante.
2.2.4 Concepts ge´ne´raux d’un syste`me de pilotage d’algorithmes
L’objectif de cette section est de pre´senter les diffe´rentes techniques employe´es a`
tous les niveaux d’un syste`me de pilotage d’algorithmes. Premie`rement, le sche´ma ge´-
ne´ral d’un syste`me de pilotage d’algorithmes de traitement du signal est de´taille´. Puis,
les deux sections suivantes pre´sentent les solutions apporte´es dans les deux grandes
phases du pilotage : la ge´ne´ration de la chaˆıne de traitements et l’exe´cution. Enfin, une
discussion donne une critique des techniques expose´es.
2.2.4.1 Sche´ma ge´ne´ral d’un syste`me de pilotage d’algorithmes de traite-
ment du signal
Des diffe´rents exemples de la litte´rature, on peut de´ja` faire ressortir les deux grandes
phases du pilotage d’algorithmes :
– la phase de ge´ne´ration de la chaˆıne de traitements de´die´e a` la se´lection, l’ordon-
nancement, la planification, l’e´dition de liens et l’initialisation des parame`tres ;
– la phase d’exe´cution de´die´e a` l’exe´cution, le controˆle et l’interpre´tation des re´sul-
tats.
La figure 2.6 illustre ce de´coupage.
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Fig. 2.6 – Sche´ma global d’un syste`me de pilotage d’algorithmes.
Les donne´es exte´rieures peuvent eˆtre regroupe´es sous le terme de requeˆte (Shekhar
et coll., 1999). Une requeˆte peut contenir les donne´es a` traiter, le nom du traitement a`
appliquer et des donne´es contextuelles (p. ex. le nombre d’objets a` de´tecter).
Dans la phase de ge´ne´ration de la chaˆıne de traitements, la requeˆte est analyse´e pour
ge´ne´rer un plan de traitements. Le plan de traitements contient les e´tapes principales
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a` effectuer. L’ope´ration suivante consiste a` choisir les algorithmes et a` les parame´trer.
La chaˆıne obtenue est exe´cute´e puis les re´sultats sont analyse´s. Si les re´sultats ne cor-
respondent pas a` ceux attendus, la chaˆıne est modifie´e. La se´lection, la parame´trisation
et l’e´valuation sont ge´ne´ralement de´finies par des bases de connaissances avec l’aide du
contexte.
Le sche´ma expose´ est tre`s ge´ne´ral et certaines e´tapes peuvent eˆtre ignore´es. Par
exemple dans MGA (Karsai et Sztipanovits, 1999), la ge´ne´ration de plan est laisse´e
a` la charge de l’utilisateur. Les sections suivantes de´crivent les diffe´rentes techniques
employe´es a` chaque e´tape des deux grandes phases : la ge´ne´ration de la chaˆıne de
traitements et l’exe´cution.
2.2.4.2 Ge´ne´ration de la chaˆıne de traitements
Dans la phase de ge´ne´ration de la chaˆıne de traitements, le pilote a pour roˆle de
re´agir a` une requeˆte qui lui demande de re´aliser un traitement sur des donne´es. Le
traitement original demande´ est de´compose´ en sous traitements et ce de´coupage est
souvent ramene´ a` un proble`me de planification. Le pilote choisit et parame`tre un ou
plusieurs algorithmes de sa base en fonction de plans de traitementss fixes ou ge´ne´-
re´s, des buts des algorithmes et d’un contexte de la situation courante. Une fois ces
algorithmes ordonnance´s, l’e´tape suivante consiste a` les parame´trer.
Cette phase de ge´ne´ration est assez unanime dans la litte´rature, les diffe´rences
re´sident surtout dans la manie`re de planifier : ensemble de squelettes de plan (Pegase
(Moisan, 1998), Borg (Clouard et coll., 1998)), construction d’un plan (ExTI (Dalle et
Dejean, 1998)), exe´cution d’un plan fixe unique (MGA (Karsai et Sztipanovits, 1999)).
Pour effectuer cette ge´ne´ration, le pilote doit re´unir trois principaux modules :
– une base d’algorithmes : Comment repre´senter les algorithmes pour effectuer les
traitements ? Comment prendre en compte les informations contextuelles ?,
– une base de connaissances permettant de choisir les algorithmes : Comment re-
pre´senter la connaissance pour la re´solution ?,
– un ge´ne´rateur de plans : Comment enchaˆıner les traitements a` exe´cuter ?.
Base et repre´sentation des algorithmes Le pilote choisit dans une base les algo-
rithmes ne´cessaires au but a` atteindre. Pour mener a` bien cette ope´ration, la base et
la repre´sentation des algorithmes doivent eˆtre bien structure´es de manie`re a` pouvoir
manipuler efficacement les algorithmes.
Dans OCAPI (Cle´ment et Thonnat, 1993) et (Shekhar et coll., 1994), les algo-
rithmes sont repre´sente´s sous forme d’objets. Chaque algorithme est associe´ a` un but
(filtrage, seuillage, etc.). Il contient une description de sa syntaxe d’appel (c.-a`-d. nom
de la me´thode, arguments d’entre´e-sortie) et d’autres informations telles que sa qualite´,
sa rapidite´, etc. A` chaque algorithme est associe´ des re`gles d’initialisation et d’ajuste-
ment. Par exemple, si trop peu d’e´ve´nements ont e´te´ de´tecte´s, alors il est ne´cessaire
de diminuer le seuil d’un certain pas ou d’un certain pourcentage. Des repre´sentations
d’ope´rateurs sont donne´es Figure 2.7.
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Dans ExTI (Dalle et Dejean, 1998) les donne´es et les ope´rateurs de traitement
d’image sont repre´sente´s par de la connaissance profonde : les ope´rateurs sont vus
comme des constructeurs d’indices visuels. Les images sont de´crites selon neuf champs
et les ope´rateurs sont exprime´s par les transformations qu’ils imposent a` chacun des
champs. Chaque ope´rateur impose cinq e´tapes de transformation a` la donne´e :
– l’identification de´termine les sous-structures de la donne´e a` traiter,
– la mesure calcule une valeur a` partir des sous-structures,
– la partition se´pare en plusieurs classes les sous-structures en fonction de la mesure,
– le codage attribue une valeur aux classes,
– le regroupement rassemble les e´le´ments de meˆme valeur de codage.
L’ope´rateur est de´crit en indiquant comment ces transformations sont re´alise´es sur les
images. De cette description, on obtient une repre´sentation fonctionnelle des ope´rateurs
qui permet de les de´composer en un enchaˆınement de transformations de base.
Dans (Shekhar et coll., 1999), les algorithmes sont accompagne´s de trois types de
connaissances. La connaissance syntaxique (syntaxe d’appel, etc.), la connaissance se´-
mantique (dans quel cas utiliser l’algorithme, comment e´valuer les re´sultats, etc.) et
la connaissance strate´gique (strate´gie de re´paration, d’ope´ration, etc.). Les algorithmes
composent ensuite une application et chaque parame`tre devient un parame`tre de l’ap-
plication. Le re´glage des parame`tres revient donc a` chercher la configuration optimale
dans l’espace des parame`tres. Comme cette recherche peut eˆtre tre`s longue, des connais-
sances spe´cifiques sont ajoute´es pour restreindre l’espace de recherche.
Dans MGA (Karsai et Sztipanovits, 1999), les algorithmes sont repre´sente´s par des
ope´rateurs simples ou des ope´rateurs compose´s. Les ope´rateurs simples sont uniquement
destine´s a` re´aliser une ope´ration de traitement du signal. Les ope´rateurs compose´s
contiennent un ensemble d’ope´rateurs simples et compose´s relie´s sous forme de graphe,
les arcs du graphe repre´sentant les flot de signaux. Lors de la synthe`se, les ope´rateurs
sont compile´s en programmes exe´cutables et traduits en mode`le pour garder la trace
de la configuration courante et permettre une modification des ope´rateurs complexes.
Ge´ne´rateur de plans Dans la plupart des applications qui se rapportent au pilotage
d’algorithmes, la construction de la chaˆıne de traitements est ramene´e a` un proble`me
de planification des actions qui utilise tre`s souvent des squelettes de plans existants.
Ainsi, dans Ocapi (Cle´ment et Thonnat, 1993; Shekhar et coll., 1994) le proble`me
pose´ est de´compose´ en sous-proble`mes selon une base de connaissances contenant les
buts que le syste`me sait re´soudre. D’autre part, la base d’algorithmes contient les ope´ra-
teurs complexes qui repre´sentent des plans de traitements associe´s a` un but particulier.
La figure 2.7 repre´sente le fonctionnement de leur syste`me.
En re´ponse a` une requeˆte, le but a` atteindre est infe´re´. Si aucun algorithme ne
correspond directement au but, le but est de´compose´ en sous-buts jusqu’a` ce qu’ils
correspondent a` des buts simples.
Dans Borg (Clouard et coll., 1998), les auteurs utilisent une mode´lisation des plans
de traitements par un arbre de taˆches a` cinq niveaux d’abstraction. Une taˆche est
caracte´rise´e par un but a` atteindre, des contraintes, des images d’entre´e, des images





































































Fig. 2.7 – Entite´s mises en jeu lors de la ge´ne´ration de la chaˆıne de traitements dans
OCAPI.
de sortie, et des re`gles d’e´valuation. La de´composition des taˆches en sous taˆches est
effectue´e par des sources de connaissances, avec un controˆle de type tableau noir.
D’autres me´thodes construisent le plan solution a` partir des donne´es. Dans ExTI
(Dalle et Dejean, 1998), la requeˆte utilisateur est traduite en une description de donne´es
particulie`res a` travers une hie´rarchie de langages (concepts → donne´es → objectifs).
Le planning utilise´ consiste ensuite a` trouver l’enchaˆınement de traitements simples qui
ame`ne de l’image initiale a` l’image finale correspondant a` l’objectif a` atteindre.
Dans MGA (Karsai et Sztipanovits, 1999), il n’y a pas de planification. La chaˆıne
de traitements est repre´sente´e sous forme de graphe de flot de donne´es. La modification
du plan est effectue´e par les traitements eux meˆmes qui contiennent la connaissance
ne´cessaire pour modifier leur structure en fonction de diffe´rents e´ve´nements (panne de
capteur par exemple).
Base de connaissances pour la se´lection d’algorithmes La se´lection des algo-
rithmes est une e´tape importante du processus qui demande une bonne connaissance
de l’application.
Dans Ocapi (Cle´ment et Thonnat, 1993; Shekhar et coll., 1994), le syste`me doit
re´pondre a` une requeˆte qui est de´compose´e en sous-buts. Chaque sous-but doit corres-
pondre a` un algorithme. Comme plusieurs algorithmes existent pour un meˆme but, le
choix des algorithmes est effectue´ a` l’aide de re`gles de production qui dresse une liste
ordonne´e des algorithmes a` utiliser. Ces re`gles n’inte`grent aucune connaissance sur le
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domaine.
Dans ExTI (Dalle et Dejean, 1998), les donne´es d’entre´e et de sortie sont traduites
en indice visuel. Les transformations de base qui permettent de passer d’un indice a`
l’autre sont ensuite recherche´es. La chaˆıne constitue´e est raffine´e jusqu’a` obtenir les
ope´rateurs les plus simples. Des re`gles expertes e´liminent ensuite certains ope´rateurs,
les autres sont conserve´s pour amener vers une ou plusieurs solutions.
Dans MGA (Karsai et Sztipanovits, 1999), la chaˆıne de traitements est de´finie par
l’utilisateur qui impose un fonctionnement ge´ne´ral du syste`me. La modification de la
chaˆıne de traitements se fait a` travers les ope´rateurs compose´s qui repre´sentent une
sous-chaˆıne de traitements. Un ope´rateur compose´ contient les diffe´rentes alternatives
de sa composition. Par exemple, si un ope´rateur compose´ prend habituellement en en-
tre´e deux signaux et que la source du deuxie`me signal est interrompue, l’ope´rateur
contient un plan de connexions alternatif qui lui permet de fonctionner avec une seule
source. Un ope´rateur compose´ contient donc non seulement de la connaissance inde´-
pendante du domaine provenant des ope´rateurs simples qui le composent mais aussi
de la connaissance spe´cifique provenant des plans alternatifs qui eux sont de´finis par
l’utilisateur.
2.2.4.3 Exe´cution de la chaˆıne de traitements
Une fois le plan ge´ne´re´, le pilote doit exe´cuter tous les algorithmes tour a` tour.
Cette exe´cution peut eˆtre plus ou moins controˆle´e selon les contraintes de temps et
les connaissances disponibles sur les re´sultats. Pour effectuer l’exe´cution, le pilote doit
donc posse´der :
– un moteur d’exe´cution : Comment ge´rer l’exe´cution des actions ?,
– un moteur de controˆle d’exe´cution : Comment prendre en compte les informations
contextuelles ? Si le domaine d’application le permet comment interpre´ter les
re´sultats et modifier les parame`tres ?
Moteur d’exe´cution Le moteur d’exe´cution a pour roˆle de transformer la chaˆıne
de traitements symboliques en programme effectif. Lorsque le moteur rec¸oit en entre´e
la chaˆıne de traitements a` exe´cuter, seuls les traitements e´le´mentaires sont exe´cute´s.
Les traitements compose´s sont de´compose´s pour exe´cuter chaque bloc un a` un ou en
paralle`le si cela est possible.
Le moteur d’exe´cution doit aussi ge´rer la cre´ation de variables interme´diaires pour
les connexions entres les algorithmes, le partage de fichier, l’exe´cution paralle`le, le par-
tage me´moire.
Par ailleurs, le moteur doit ge´rer diffe´rents formalismes, un algorithme peut aussi
bien eˆtre e´crit en C qu’en Scheme ou meˆme en script shell. Dans Ocapi (Cle´ment,
1990), une repre´sentation Le Lisp est utilise´e pour exprimer les syntaxes d’appel avec
une interface C et Fortran vers Le Lisp. L’ensemble des algorithmes est donc exe´cute´
sous un seul langage pour le moteur.
Dans MGA (Karsai et Sztipanovits, 1999), la chaˆıne de traitements, qui est repre´sen-
te´e par un graphe, est exe´cute´e de deux fac¸ons. Partant du principe que la compilation
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comple`te est trop lente a` la ge´ne´ration et qu’un interpre´teur est trop lent a` l’exe´cution,
les nœuds du graphe (ope´rateurs) sont compile´s au pre´alable tandis que le plan est
interpre´te´ (Sztipanovits et coll., 1998).
Controˆle de l’exe´cution Le controˆle de l’exe´cution permet de s’assurer que le sys-
te`me tend bien vers les re´sultats voulus. Dans Ocapi (Cle´ment et Thonnat, 1993) et
Borg (Clouard et coll., 1998), le controˆle est assure´ par un me´canisme d’essai-erreur
qui consiste a` relancer un traitement (apre`s ajustement ou changement d’algorithmes)
tant que les re´sultats ne correspondent pas a` ceux attendus.
Pour e´valuer les re´sultats, le moteur utilise les connaissances fournies par la requeˆte
et celles de´tenues par le contexte (Shekhar et coll., 1994; Clouard et coll., 1998). Le
contexte contient des informations de type physique, qui renseignent sur les capteurs
et les conditions d’acquisition, de type perceptif, qui de´crivent les entite´s pre´sentes,
et de type se´mantique qui de´finissent la notion d’objet. Un exemple de contexte est
repre´sente´ Figure 2.8.






Fig. 2.8 – Exemple de contexte extrait de Borg.
Dans (Shekhar et coll., 1999), les re´sultats d’une application sont e´value´s selon deux
modes : spe´cialiste et utilisateur. Le mode spe´cialiste donne les re´sultats de chaque trai-
tement de l’application qui doivent eˆtre e´value´s par l’utilisateur. En mode utilisateur,
seul le re´sultat final doit eˆtre e´value´ par l’utilisateur qui ne posse`de pas les connaissances
ne´cessaires pour e´valuer les re´sultats de chaque e´tape du traitement. Enfin, Pegase
(Moisan et coll., 1997) inte`gre des re`gles de re´paration si le traitement a` e´te´ interrompu.
2.2.4.4 Discussion
Dans cette discussion, les solutions propose´es sont analyse´es en regard de notre
application qui est le monitorage temps re´el de patient et dont les principales difficulte´s
sont de choisir les algorithmes et d’e´valuer les re´sultats.
Choix des algorithmes et se´paration de la connaissance La plupart des sys-
te`mes de traitement du signal peuvent eˆtre vus comme un ensemble de boˆıtes noires
interconnecte´es qui prennent en entre´e un signal et en ressortent une information di-
rectement utilisable. Par exemple, un syste`me de monitorage transforme des signaux
e´lectrocardiographiques en un diagnostic me´dical. Durant la conception, un expert du
traitement du signal choisit et parame`tre les algorithmes jusqu’a` ce que les re´sultats
correspondent aux attentes de l’expert me´dical en charge de l’interpre´tation du signal.
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Nous avons donc, dans la conception, deux types de connaissances : les connaissances du
domaine inde´pendant repre´sente´es par l’expert du traitement du signal et les connais-
sances du domaine de´pendant repre´sente´es par l’expert me´dical (Shekhar et coll., 1994;
Clouard et coll., 1998).
Cette mise en commun des savoirs est effectue´e lors de la re´alisation d’un syste`me
statique mais devient beaucoup plus proble´matique lorsqu’il s’agit de syste`mes supervi-
se´s et adaptatifs, capables de modifier leur architecture. Hormis la difficulte´ habituelle
d’une acquisition d’expertise, se pose le proble`me de savoir comment structurer ces
deux types de connaissances pour le raisonnement. Dans la litte´rature on peut trouver
deux visions diffe´rentes : l’une consiste a` se´parer au maximum les connaissances pour
la ge´ne´ralisation, l’autre utilise au contraire une fusion pour optimiser le raisonnement
dans le cadre d’une application spe´cifique.
Dans Ocapi (Cle´ment et Thonnat, 1993; Shekhar et coll., 1994), les auteurs distin-
guent nettement les deux connaissances qui sont spe´cialise´es d’une part dans le traite-
ment du signal (domaine inde´pendant) et, d’autre part, dans l’interpre´tation du signal
(domaine de´pendant). Pour ces auteurs, dans le domaine du traitement du signal, le rai-
sonnement est beaucoup plus dirige´ vers le choix et le parame´trage d’un traitement pour
un but donne´. Dans le domaine de l’interpre´tation du signal, le raisonnement consiste
plus a` ve´rifier la correspondance des re´sultats avec un mode`le ou avec une hypothe`se.
La se´paration des types de connaissance et de raisonnements permet un de´veloppement
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Fig. 2.9 – Coope´ration entre le traitement du signal et l’interpre´tation du signal.
Dans Ipus (Lesser et coll., 1993a; Lesser et coll., 1995), les auteurs proposent un
paradigme pour structurer l’interaction entre traitement (domaine de´pendant) et inter-
pre´tation (domaine inde´pendant) du signal afin de permettre une interaction de haut
niveau entre les solutions the´oriques en traitement du signal et les solutions heuris-
tiques en interpre´tation du signal. Dans ce paradigme la recherche de l’algorithme de
traitement du signal approprie´ est intimement lie´e a` la recherche de l’interpre´tation
correcte des donne´es de sortie du traitement du signal. Les sorties des algorithmes sont
compare´es aux pre´dictions pour fournir un degre´ de de´saccord. Le de´saccord est en-
suite explique´ par les distorsions entre les re´sultats et les pre´visions. Un algorithme est
choisi s’il implique des transformations qui pourront re´duire ou annuler les distorsions.
Le choix est guide´ par des connaissances lie´es au domaine d’application et aux connais-
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sances en traitement du signal. La de´cision est donc prise vis-a`-vis des deux types de
connaissance.
Dans ExTI (Dalle et Dejean, 1998), ce sont les donne´es qui guident le choix des algo-
rithmes. La construction de la chaˆıne de traitements peut eˆtre vue comme la recherche
des chemins de transformations (ici traitement d’image) qui permettent de passer de
l’image initiale a` l’image finale.
Dans MGA (Karsai et Sztipanovits, 1999), le choix d’algorithmes est comple`tement
lie´ au domaine d’application. L’architecture Multigraphe ge´ne´rique est inde´pendante du
domaine mais les instances de cette architecture sont re´alise´es en ajoutant des connais-
sances spe´cifiques (sous formes de mode`les) au domaine d’application notamment pour
le choix des traitements.
Il est inte´ressant de constater que la se´paration entre les domaines est surtout assure´e
dans les syste`mes de traitement d’images tels que Ocapi (Cle´ment, 1990), ExTI (Dalle
et Dejean, 1998) ou Borg (Clouard et coll., 1998), alors que les syste`mes de traitement
du signal tels que Ipus (Lesser et coll., 1993b) ou MGA (Karsai et Sztipanovits, 1999)
utilisent plus de fusion de domaine. Cette diffe´rence est difficile a` expliquer mais elle
peut eˆtre due au fait que les ope´rations effectue´es sur les images sont plus standard que
celles effectue´es sur des signaux qui peuvent eˆtre d’origine tre`s variable. Qui plus est, le
traitement de l’image est plus re´cent que le traitement du signal et l’on sait que pour
ame´liorer les performances des traitements il est ne´cessaire de spe´cialiser de plus en plus
les algorithmes. Le traitement du signal ayant une plus grande histoire, les algorithmes
seraient donc plus spe´cifiques a` un domaine particulier et donc moins ge´ne´ralisables.
Notre application de traitement du signal e´lectrocardiographique e´tant tre`s spe´cifique,
les connaissances utilise´es pour le choix des algorithmes sont tre`s lie´es au domaine.
E´valuation des re´sultats Dans la plus grande partie des cas, le me´canisme de pilo-
tage repose surtout sur l’e´valuation des re´sultats obtenus a` chaque e´tape de traitement.
Les solutions de pilotage d’algorithmes, notamment en traitement d’images, accorde
une grande part a` l’intervention de l’utilisateur dans la boucle d’e´valuation des re´sul-
tats. Si cette me´thode est raisonnable dans le cas d’une aide a` la de´cision, elle reste peu
efficace lorsque des contraintes temps re´el fortes sont pre´sentes. Ainsi, pour le syste`me
Planete, destine´ au pilotage temps re´el d’un ve´hicule, la planification et l’exe´cution
ont e´te´ simplifie´es par rapport a` Ocapi et la supervision tre`s re´duite (Thonnat et
Moisan, 1995).
De plus, pour pouvoir interpre´ter les re´sultats il faut de´ja` avoir une ide´e pre´cise
de ce que l’on cherche a` obtenir ce qui n’est pas toujours le cas. Selon les domaines,
l’e´valuation des re´sultats peut eˆtre assez ardue. Comment, par exemple, e´valuer le succe`s
d’une de´tection d’e´ve´nements sans connaissance a priori du nombre d’e´ve´nements a`
de´tecter ? Notre but e´tant de re´aliser un syste`me de monitorage autonome, l’e´valuation
ne peut se faire que d’une manie`re tre`s basique reposant sur des connaissances a priori.
Part ailleurs, la plupart des syste`mes propose´s, tels que Ipus (Lesser et coll., 1993a)
et Pegase (Moisan et Thonnat, 1995), reposent sur une approche ite´rative par essai-
erreur pour choisir les algorithmes ade´quats. Cette approche est ne´cessaire pour des
re´sultats optimaux mais tre`s couˆteuse lorsque des objectifs temps re´el, notamment dans
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un contexte USIC, imposent une solution rapide. La` encore, des connaissances a priori
se re´ve`lent moins ge´ne´rales mais plus efficaces. Ainsi, dans le domaine du monitorage
cardiaque, le syste`me Simbad (Soulas et coll., 1998; Le Certen et coll., 1998) inclut
des re`gles de se´lection d’algorithmes de de´tection de QRS. Simbad est constitue´ d’un
analyseur de bruit de ligne qui permet de commuter les de´tecteurs en fonction du bruit
de ligne.
Bien que les me´thodes d’e´valuation propose´es soient efficaces pour obtenir de bons
re´sultats, ces me´thodes ne´cessitent une connaissance des re´sultats attendus et beaucoup
de temps de calcul si le nombre d’erreurs est important. Elles ne sont donc pas adapte´es
aux contraintes temps re´el, c’est pourquoi, MGA (Karsai et Sztipanovits, 1999) inclut
l’e´valuation des re´sultats a` l’inte´rieur des ope´rateurs compose´s. Cette me´thode ne ne´-
cessite donc pas de rebouclage et de re´ge´ne´ration profonde de la chaˆıne de traitements.
La solution qui se rapproche le plus de nos contraintes temps re´el et applicatives
est celle propose´e par (Sztipanovits et coll., 1998). Cependant, l’architecture propose´e,
meˆme si elle reste modifiable, ne permet pas de se´parer la connaissance ne´cessaire
au pilotage de la construction des ope´rateurs complexes. De plus, les changements de
structure sont provoque´s par des e´ve´nements (surtout des pannes de capteurs) et non
par un me´canisme de raisonnement haut niveau qui prendrait en conside´ration la nature
des donne´es traite´es. En outre, le pilotage de taˆches de haut niveau n’est pas aborde´.
La solution retenue s’inspire des syste`mes pre´sente´s mais utilise un plan fixe de
traitements ge´ne´riques pour des raisons de rapidite´ tout en modifiant les algorithmes
utilise´s (parame´trage ou changement d’algorithmes). Ces changements sont effectue´s
par un pilote dont la connaissance est constitue´e de re`gles de pilotage et d’informa-
tions contextuelles initiales et remises a` jour automatiquement. Les de´cisions du pilote
reposent sur des connaissances de´pendantes et inde´pendantes du domaine d’application.
2.2.5 Concepts retenus pour le pilotage d’un syste`me de monitorage
cardiaque
Cette section pre´sente les concepts utilise´s par la suite pour de´crire les e´le´ments du
syste`me de pilotage d’algorithmes de traitement du signal. Ces concepts sont de´finis a`
partir des diffe´rents travaux de la litte´rature et des contraintes inhe´rentes a` un syste`me
de traitement du signal temps re´el.
Une application de traitement du signal peut eˆtre de´compose´e en taˆches inter-
connecte´es. Tout comme un ope´rateur compose´, une taˆche peut eˆtre re´alise´e par un
ensemble d’algorithmes. Cet ensemble d’algorithmes est modifie´ en ligne par le pilote
en fonction du contexte courant du syste`me. Les taˆches peuvent aussi eˆtre active´es ou
de´sactive´es lorsque, par exemple, un signal ne fournit plus d’information ou est trop
bruite´ pour eˆtre utilisable. Contrairement aux approches pre´sente´es, notre vision du
pilotage centralise les informations puis de´duit l’ensemble des modifications a` effectuer
sur la chaˆıne de traitements. De cette manie`re, l’ensemble des modifications a` apporter
a` la chaˆıne de traitements de l’application a` un temps donne´ est de´duit a` partir du
meˆme contexte.
88 Pre´sentation du pilotage d’algorithmes et de Calicot
De´finition 2.1 (Taˆche)
Une taˆche est l’exe´cution d’un traitement re´alise´ par un ou plusieurs algorithmes.
Une taˆche repre´sente un traitement pre´cis tel qu’une de´tection d’e´ve´nements sur
un signal. Pour re´aliser ce traitement il existe souvent plusieurs algorithmes. Le pilote
a pour roˆle de choisir l’algorithme (ou l’ensemble d’algorithmes) le plus ade´quat au
contexte courant pour la taˆche a` re´aliser. La taˆche est proche des concepts d’ope´rateurs
compose´s pre´sente´s pre´ce´demment.
De´finition 2.2 (Contexte)
Le contexte est l’ensemble des informations qui influent sur l’application. Lorsqu’il est
connu, ce contexte peut eˆtre utilise´ pour piloter l’application.
La connaissance du contexte courant est utile pour parame´trer les algorithmes.
Par exemple le niveau de bruit de ligne permet d’adapter les seuils de filtres. Mais
ce contexte peut aussi contenir des informations de haut niveau de´pendantes du do-
maine d’application tel que le type de donne´es transmises (texte, image, vide´o, etc.), la
pathologie d’un patient sous monitorage, etc.
De´finition 2.3 (Application)
Une application est un ensemble de taˆches interconnecte´es selon un sche´ma fixe´ pour
re´aliser une fonction pre´cise.
Les applications de traitement du signal peuvent eˆtre complexes. Nous partons du
principe qu’une de´composition en taˆches permet de bien structurer le fonctionnement.
Par exemple, une chaˆıne de re´ception peut eˆtre de´compose´e en trois taˆches : re´ception
du signal, filtrage du signal, de´tection-classification. Le contexte courant contient des
informations telles que le niveau de bruit et le codage utilise´ pour la transmission. Si
le niveau de bruit augmente et que le codage des donne´es change, la taˆche de filtrage
devra choisir un filtre plus se´lectif et la taˆche de de´tection-classification devra utiliser
l’algorithme correspondant au codage courant.
De´finition 2.4 (Taˆche active/ taˆche inactive)
Une taˆche est active lorsqu’elle exe´cute le traitement d’un signal et retourne un re´sul-
tat. Une taˆche est inactive lorsque pour tout signal en entre´e elle retourne un re´sultat
de´terministe (aucune sortie ou alarme) tout en maintenant ses variables internes a`
jour.
Le pilote peut choisir de de´sactiver une taˆche lorsqu’il sait qu’aucun algorithme
re´alisant la taˆche n’est capable d’effectuer le traitement sans provoquer un trop grand
nombre d’erreurs. Cette de´sactivation peut avoir des effets sur les taˆches en aval. C’est
pourquoi la vision centralise´e du pilote permet de de´sactiver une taˆche et de modifier
les autres taˆches de fac¸on a` ce que l’application puisse continuer de fonctionner.
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2.3 Pre´sentation de Calicot
2.3.1 Introduction
Calicot (Cardiac Arrhythmias Learning for Intelligent Classification of On-line
Tracks) (Carrault et coll., 2003; Wang, 2002) est un syste`me de reconnaissance et
d’apprentissage d’arythmies cardiaques a` partir d’un e´lectrocardiogramme (ECG). Sa
principale caracte´ristique est de combiner des me´thodes d’abstraction temporelle, d’ap-
prentissage inductif et de supervision de processus industriel.
Ce prototype de syste`me de monitorage se concentre surtout sur les e´tapes d’ex-
traction de caracte´ristiques et de raisonnement pour le diagnostic me´dical. L’extraction
de caracte´ristiques est appele´e abstraction temporelle. Elle est assure´e par un ensemble
d’algorithmes de traitement du signal. Le diagnostic me´dical est re´alise´ par un raisonne-
ment temporel base´ sur la repre´sentation des donne´es sous forme de re´seaux temporels.
Une autre fonction de Calicot est l’acquisition automatique de connaissances a` partir
d’exemples de pathologies. L’acquisition d’expertises e´tant un proble`me majeur, cette
approche permet une mise a` jour re´gulie`re de la base de connaissances.
Les liens entre les constituants de Calicot sont de´taille´s en section 2.3.2. L’abs-
traction temporelle, en charge de l’analyse du signal, est pre´sente´e section 2.3.3. La
section 2.3.4 se focalise sur l’apprentissage symbolique qui permet d’acque´rir les motifs
des arythmies cardiaques. La reconnaissance d’arythmies est assure´e par un syste`me de
reconnaissance de chroniques expose´ en section 2.3.5. Cette section se termine par les
e´volutions possibles de Calicot en section 2.3.6.
2.3.2 Architecture de Calicot
La figure 2.10 pre´sente l’architecture de Calicot qui est compose´e de trois princi-
paux modules :
– un module d’abstraction temporelle 1 ,
– un module de reconnaissance de chroniques 2 ,
– un module d’apprentissage des arythmies cardiaques 3 .
L’abstraction temporelle, re´alise´e par des algorithmes de traitement de signal, tra-
duit les ECG en e´ve´nements symboliques. La reconnaissance de motifs temporels lie´s
aux arythmies cardiaques s’appuie sur des structures de haut niveau : les chroniques,
et les contraintes temporelles associe´es, apprises par programmation logique inductive
(PLI) a` partir d’une base d’exemples repre´sentatifs d’arythmies. Cette architecture
assure une bonne se´paration entre l’extraction de caracte´ristiques du signal et la recon-
naissance de pathologies qui ne´cessite des connaissances de plus haut niveau.
2.3.3 Abstraction temporelle
Pour effectuer le diagnostic me´dical, l’ECG est de´crit selon une grammaire qui
repre´sente les objets caracte´ristiques a` de´tecter. Un ECG comporte des e´ve´nements
structure´s tels que l’onde P, le complexes QRS, les intervalles entre les ondes, qui vont
constituer la base de la grammaire. L’abstraction temporelle du signal ECG repre´sente




















Fig. 2.10 – Architecture ge´ne´rale du syste`me de monitorage Calicot.
l’ECG nume´rique sous une forme symbolique. Elle de´tecte les e´ve´nements repre´sentatifs
du signal et leur attribue des proprie´te´s.
La figure 2.11 illustre la chaˆıne de traitements mise en œuvre pour re´aliser cette
transformation. Elle est constitue´e de 3 sous-modules : 1) la de´tection du complexe
















du QRS des descripteurs
extraction
Fig. 2.11 – Sche´ma de l’abstraction temporelle de Calicot.
Le module de de´tection estime les instants d’occurrence du complexe QRS, l’e´tape
de classification partitionne les complexes de´tecte´s dans des classes connues. Enfin, la
de´tection de l’onde P s’appuie sur l’association de trois niveaux. Le premier permet
d’annuler le complexe QRS, le second extrait un vecteur descriptif chaque fois qu’une
onde P est suspecte´e, le troisie`me enfin re´alise la de´tection.
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De´tection du QRS L’algorithme choisi dans Calicot pour la de´tection du com-
plexe QRS est celui propose´ dans (Gritzali, 1988). Le signal, une fois transforme´, est
seuille´ en fonction de l’histogramme des valeurs pour trouver les dates d’occurrence des
QRS.
Classification du QRS La classification du QRS comporte trois phases : le pre´-
traitement, l’extraction de caracte´ristiques, et la classification. Le pre´traitement filtre,
aligne et normalise la forme du QRS. L’extraction de caracte´ristiques extrait les des-
cripteurs du segment QRS conside´re´. La classification du QRS en normal ou anormal
est ensuite effectue´e par un re´seau de neurones perceptron multicouche a` deux sorties.
De´tection de l’onde P La me´thode de de´tection de l’onde P propose´e est base´e sur
une annulation de l’ensemble QRS-T qui permet de rehausser les ondes P pre´sentent sur
l’ECG. La me´thode est compose´e de trois e´tapes : l’annulation du QRS-T, la se´lection
des ondes P candidates, et la classification. L’annulation du QRS-T utilise deux voies
d’ECG, l’une contenant l’ensemble P-QRS-T et l’autre, plus courante, contient princi-
palement l’ensemble QRS-T. La me´thode exploite le fait que les bandes spectrales des
QRS-T des deux voies sont approximativement les meˆmes. Les deux voies subissent une
de´composition en ondelettes et apre`s association des extrema, la suppression de ceux-ci
efface du signal l’information concernant le QRS-T et la reconstruction donne un signal
compose´ principalement de l’onde P. La de´composition en ondelettes est aussi utilise´e
pour e´liminer le bruit. Une fois l’activite´ auriculaire rehausse´e, toutes les ondes qui
de´passent un seuil sont se´lectionne´es pour eˆtre candidates. La classification est ensuite
effectue´e par un re´seau de neurones perceptron multicouche a` deux sorties. L’onde P
est ainsi classe´e comme e´tant normal ou comme e´tant un artefact.
Sorties de l’abstraction temporelle Les sorties de cette chaˆıne de traitements sont
des flots d’e´ve´nements symboliques. Deux formats sont utilise´s selon que la sortie est a`
destination de l’apprentissage ou du module de reconnaissance. Les sorties sont code´es
dans le formalisme d’une base de faits Prolog. Pour la partie apprentissage, les sorties
ont la forme suivante :
– p_wave(nom de l’onde, instant d’apparition, normal ou anormal,
nom de l’onde pre´ce´dente),
– qrs_complex(nom de l’onde, instant d’apparition,
normal ou anormal, nom de l’onde pre´ce´dente).
Ces formes de pre´dicat sont exploite´es pour de´couvrir des relations cache´es entre les
ondes. Pour la reconnaissance d’arythmies, le flot d’e´ve´nements est code´ de la manie`re
suivante :
– instant d’apparition p_wave[type d’onde : normal ou anormal],
– instant d’apparition qrs[type d’onde : normal ou anormal]
De cette manie`re, les e´ve´nements respectent le formalisme impose´ par le reconnaisseur
de chroniques.
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2.3.4 Apprentissage des arythmies cardiaques
L’apprentissage des arythmies cardiaques permet d’obtenir les re`gles qui expriment
les relations temporelles entre les ondes, autrement dit, les re`gles qui expriment les
motifs des arythmies sous forme de chroniques. En effet, un motif d’arythmie peut eˆtre
vu comme un ensemble d’e´ve´nements temporellement lie´s entre eux, ce qui est la de´fini-
tion meˆme d’une chronique (Cordier et Dousson, 2000). L’apprentissage des arythmies
cardiaques est re´alise´ par programmation logique inductive (PLI), a` partir d’exemples
positifs et ne´gatifs d’ECG d’arythmies annote´s. L’apprentissage produit des re`gles de
reconnaissance qui sont traduites en mode`les de chroniques. Ainsi, a` chaque arythmie
correspond au moins un mode`le de chronique. La PLI he´rite des avantages respectifs
de la programmation logique et de l’apprentissage inductif qui permet d’induire des
hypothe`ses a` partir d’exemples. Graˆce a` la grande expressivite´ de la logique du premier
ordre, la PLI est capable d’induire des re`gles compre´hensibles et explicables. Enfin, la
PLI peut accomplir des taˆches d’apprentissage complexes en employant les connais-
sances du domaine.
Apprentissage par PLI La PLI est fre´quemment de´finie par :
– un ensemble E constitue´ d’exemples positifs E+ et d’exemples ne´gatifs E−,
– une the´orie initiale du domaine B (Background Knowledge ),
– un langage de biais L qui de´finit les restrictions syntaxiques et se´mantiques sur
les hypothe`ses.
Ceci donne´, le proble`me de PLI revient a` chercher :
une hypothe`se H ⊂ L qui ve´rifie la condition de comple´tude : B ∧H  E+
et la condition de consistance B∧H 2 E−, ou`  est la conse´quence logique.
La condition de comple´tude garantit que tous les exemples positifs E+ peuvent
eˆtre de´duits a` partir de l’hypothe`se induite H jointe a` la connaissance initiale B. La
condition de consistance permet de ve´rifier que l’on ne peut pas trouver d’exemples
ne´gatifs E− a` partir de H joint a` B.
En pratique, les exemples utilise´s sont souvent imparfaits et entache´s de bruit. Il est
alors impossible de trouver une hypothe`se remplissant les deux conditions. En relaˆchant
les conditions de comple´tude et de consistance, c’est a` dire en faisant en sorte que
certains exemples ne´gatifs puissent eˆtre de´duits de H et B et en permettant que certains
exemples positifs ne soient pas de´duits, la PLI peut traiter des donne´es imparfaites.
La figure 2.12 repre´sente un exemple de la connaissance initiale B pour le logiciel
d’apprentissage ICL (Inductive Classification Logic4) dans le cas d’un apprentissage
d’arythmies a` partir d’exemples d’ECG.
Le pre´dicat previous donne une de´finition re´cursive de la succession des e´le´ments
d’une liste chaˆıne´e. Le pre´dicat qualify de´finit comment une valeur symbolique peut
eˆtre associe´e a` un de´lai nume´rique selon le type d’onde implique´e. La connaissance dans
B permet aussi de de´finir le vocabulaire des concepts et la se´mantique des pre´dicats as-
socie´s et de leurs relations aux exemples. Les pre´dicats p_wav(P, Shape, R) et qrs(R,
4http ://www.cs.kuleuven.ac.be/ wimv/ICL/
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p_wav(P, D, Prec) :- p_wave(P, _, D, Prec).
qrs(R, D, Prec) :- qrs_complex(R, _, D, Prec).
previous(p_wave, P, P) :- p_wave(P, _, _, _).
previous(qrs, R, R) :- qrs(R, _, _, _).
previous(Type, W, R) :- ((p_wave(W, _, _, R1) ; qrs(W, _, _, R1)),
previous(Type, R1, R).
qualify(W, D, short) :- (W = pp1 ; W = rr1), D < 700.
qualify(W, D, normal) :- (W = pp1 ; W = rr1), 700 =< D < 1100.
qualify(W, D, long) :- (W = pp1 ; W = rr1), 1100 =< D.
qualify(pr1, D, short) :- D < 100.
qualify(pr1, D, normal) :- 100 =< D < 140.
qualify(pr1, D, long) :- 140 =< D.
equal(X,Y) :- p_wav(X, _, _),qrs(Y, _, X), !, fail.
equal(X,X).
Fig. 2.12 – Extrait de la the´orie initiale du domaine.
Shape, P), donnent ainsi acce`s aux caracte´ristiques particulie`res des donne´es.
Biais d’apprentissage Selon sa de´finition, une taˆche d’apprentissage de type PLI
peut eˆtre conside´re´e comme un proble`me de recherche dans un espace d’hypothe`ses.
L’efficacite´ de la recherche de´pend fondamentalement de la construction et de la struc-
ture de l’espace des hypothe`ses ainsi que de l’algorithme de recherche. Pour permettre
une exploration plus rapide de l’espace de recherche un biais de´claratif peut eˆtre utilise´.
Celui-ci impose des contraintes ou des restrictions de type syntaxique ou se´mantique.
Par exemple le biais de la figure 2.13 repre´sente la spe´cification d’un cycle cardiaque
par le biais syntaxique Dlab.
1-1:[
len-len:[
p_wav(P1, 1-1:[normal, abnormal], R0),
qrs(R1, 1-1:[normal, abnormal], P1),
0-len:[rr1(R0, R1, 1-1:[short, normal, long]),
pr1(P1, R1, 1-1:[short, normal, long])]
],
len-len:[
p_wav(P1, 1-1:[normal, abnormal], R0),
pp1(P0, P1, 1-1:[short, normal, long])
],
len-len:[
qrs(R1, 1-1:[normal, abnormal], R0),
0-1:[rr1(R0, R1, 1-1:[short, normal, long])]
]
],
Fig. 2.13 – Spe´cification syntaxique d’un cycle cardiaque en Dlab
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class(bigeminy) :- %[15, 0, 0, 0, 0]
qrs(R0, abnormal, _),
p_wav(P1, normal, R0), qrs(R1, normal, P1),
qrs(R2, abnormal, R1), rr1(R1, R2, short).
class(bigeminy) :- %[5, 0, 0, 0, 0]
p_wav(P0, normal, _), qrs(R0, normal, P0),
p_wav(P1, normal, R0), qrs(R1, abnormal, P1),
p_wav(P2, normal, R1), qrs(R2, normal, P2).
class(lbbb) :- %[0, 20, 0, 0, 0]
p_wav(P0, normal, _), qrs(R0, abnormal, P0),
p_wav(P1, normal, R0), qrs(R1, abnormal, P1),
p_wav(P2, normal, R1), qrs(R2, abnormal, P2).
class(mobitzII) :- %[0, 0, 17, 0, 0]
p_wav(P0, normal, _), qrs(R0, normal, P0),
p_wav(P1, normal, R0), pp1(P0, P1, normal), equal(P1, R1),
p_wav(P2, normal, R1), qrs(R2, normal, P2).
class(mobitzII) :- %[0, 0, 3, 0, 0]
p_wav(P0, normal, _), qrs(R0, abnormal, P0),
p_wav(P1, normal, R0), pp1(P0, P1, normal), equal(P1, R1),
p_wav(P2, normal, R1), qrs(R2, abnormal, P2).
...
Fig. 2.14 – Re`gles apprises avec un biais imposant 3 cycles cardiaques et un cycle
optionnel
La grammaire Dlab est base´e sur l’expression l-h :[el1,...,eln] qui signifie :
choisir de l a` h des e´le´ments de l’ensemble [el1,...,eln]. L’exemple de la figure 2.13
impose qu’un cycle cardiaque soit compose´ d’une des configurations suivantes.
– Une onde P suivie d’un QRS suivi des contraintes temporelles optionnelles (pr1 et
rr1. Cette spe´cification Dlab satisfait l’expression suivante : p_wav(P1, normal,
R0), qrs(R1, abnormal, P1), pr1(P1, R1, long).
– Une onde P seule, dans ce cas une contrainte temporelle de type pp1 est obligatoire
entre cette onde et la pre´ce´dente,
– Un QRS seul, dans ce cas, une contrainte temporelle entre cette onde et la pre´-
ce´dente est optionnelle.
Re´sultats d’apprentissage La figure 2.14 donne les re`gles obtenues avec trois aryth-
mies et un bloc de branche : extrasystole ventriculaire (pvc), bige´minisme, mobitz de
type II et bloc de branche gauche (lbbb). Une classe normal permet d’ame´liorer la
se´paration entre les rythmes pathologiques et les rythmes normaux.
2.3.5 Reconnaissance de chroniques
En pratique, le diagnostic clinique des troubles du rythme cardiaque s’appuie sur
l’analyse de l’ECG et, plus pre´cise´ment, sur l’analyse des ondes principales (onde P,
complexe QRS) d’une part et les relations temporelles entre les ondes (intervalles RR,
PR, PP) d’autre part. La reconnaissance des arythmies peut donc eˆtre conside´re´e
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mobitzII bigeminy pvc lbbb normal FP Total
mobitzII 427 0 3 84 2 1 517
bigeminy 0 154 26 27 0 16 223
pvc 0 2 267 0 0 0 269
lbbb 0 0 1 1804 0 1124 2929
normal 0 0 2 4 2716 0 2722
NR 0 8 236 118 0 0 362
Total 427 164 535 2037 2718 1141 7022
Sensibilite´ 1 0.94 0.50 0.89 1.00 0
Spe´cificite´ 0.99 0.99 1.00 0.77 1.00 1
Tab. 2.1 – Matrice de confusion des reconnaissances d’arythmies obtenues avec le sys-
te`me Calicot.
comme un proble`me de raisonnement temporel. La surveillance cardiaque dans un sys-
te`me de monitorage ne´cessite un diagnostic en temps re´el afin de soigner les patients
sans de´lai. C’est pourquoi le reconnaisseur de chronique CRS (Chronicle Recognition
System) (Dousson, 1994) a e´te´ choisi pour effectuer cette reconnaissance en ligne.
CRS a e´te´ initialement de´veloppe´ pour le suivi et la reconnaissance d’e´volutions par-
ticulie`res de syste`mes dynamiques. En recevant en entre´e un flot d’e´ve´nements date´s
provenant des capteurs, CRS permet d’identifier, a` la vole´e, tous les motifs s’appariant
avec une situation de´crite par un mode`le de chronique. Un mode`le de chronique contient
un ensemble d’e´ve´nements relie´s par des contraintes temporelles qui restreignent l’inter-
valle des occurrences entre les dates des e´ve´nements. Les re`gles apprises pre´ce´demment
peuvent se transcrire assez facilement dans le formalisme de CRS.
Le prototype Calicot a e´te´ teste´ sur quatre enregistrements appartenant a` la base
de donne´es MIT-BIH Arrhythmia database (Mark et Moody, 1988). Ces enregistrements
comprennent trois classes d’arythmies (PVC, mobitz de type II et bige´minisme), un bloc
de branche gauche (lbbb) et la classe normale. Le tableau 2.3.5 pre´sente les re´sultats
obtenus dans (Carrault et coll., 2003) sous forme de matrice de confusion.
Les lignes repre´sentent les de´tections et les colonnes les arythmies a` reconnaˆıtre. NR
donne le nombre d’arythmies non reconnues. Calicot pre´sente de bonnes performance
de de´tection. On peut cependant noter un nombre important de pvc non reconnus et des
confusions entre bige´minisme et pvc et entre lbbb et les exemples de bloc de branche
droit non appris dans cette e´tude. Ces confusions sont dues a` l’annotation trop simple
des QRS (normal/anormal). Elles te´moignent aussi du fait que l’apprentissage est effec-
tue´ en monde clos. Les arythmies non apprises durant l’apprentissage sont susceptibles
d’eˆtre couvertes par des re`gles. Il faudrait donc un nombre plus important d’arythmies
pour spe´cialiser les re`gles. Enfin, les tests ont e´te´ re´alise´s sur des enregistrements peu
ou pas bruite´s. Le test en situation bruite´ doit aussi eˆtre effectue´.
2.3.6 E´volutions envisageables
Calicot pre´sente des performances de reconnaissance satisfaisantes sur les exemples
d’arythmies et de signaux traite´s (Carrault et coll., 2003). Cependant, le syste`me s’ave`re
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sensible aux erreurs de l’abstraction temporelle qui peuvent perturber la reconnaissance
des arythmies et plusieurs e´volutions sont envisageables.
– Le nombre d’arythmies apprises est assez restreint, le syste`me doit eˆtre e´value´
sur un ensemble d’exemples d’arythmies plus complet.
– Le langage de description du signal ECG et plus particulie`rement l’attribut de
forme du complexe QRS doit eˆtre e´tendu pour ame´liorer la reconnaissance.
– Les performances de l’abstraction temporelle doivent eˆtre ame´liore´es par un para-
me´trage ade´quat de la chaˆıne de traitements car la reconnaissance des arythmies
de´pend fortement de la performance du module de traitement du signal.
– Le syste`me doit prendre en compte l’utilisation d’ECG multivoie pour ame´liorer la
performance du syste`me de reconnaissance. Comme il est illusoire d’atteindre une
abstraction temporelle sans aucune fausse alarme dans un environnement bruite´,
l’utilisation de plusieurs sources permettrait de fiabiliser la de´tection. Cette de´-
marche semble logique dans le sens ou` les USIC posse`dent plusieurs types de
mate´riel d’acquisition de signaux physiologiques, notamment deux voies d’ECG
et la mesure de la pression arte´rielle (cf. 1.2.2).
Calicot se concentre surtout sur les e´tapes d’extraction de caracte´ristiques et
de diagnostic me´dical et n’inclut pas l’acquisition des signaux et la recommandation
de the´rapies. Si l’acquisition n’est pas du domaine de la recherche et pourrait eˆtre
incluse dans le syste`me, la recommandation de the´rapies peut eˆtre aussi envisage´e.
Cependant, dans le domaine des arythmies, mise a` part la the´rapie d’urgence telle que
la de´fibrillation, l’e´laboration d’une the´rapie demande des examens comple´mentaires,
tels que les IRM, les tests de laboratoire, etc. Ce travail se centre donc surtout sur la
reconnaissance des arythmies, qui serait de´ja` d’une grande aide dans les USIC.
2.4 Conclusion
La lecture attentive de la litte´rature concernant le pilotage d’algorithmes a permis
de faire ressortir les concepts et les contraintes inhe´rents a` notre domaine d’application.
Il a e´galement e´te´ vu que Calicot est un syste`me de´die´ au monitorage cardiaque qui
utilise des algorithmes de traitement du signal pour l’abstraction des donne´es et un
raisonnement temporel qui peuvent eˆtre pilote´s. L’analyse a permis de montrer que,
l’ensemble e´tant tre`s lie´, le pilotage d’algorithmes doit s’effectuer non seulement au
niveau des algorithmes d’abstraction mais aussi au niveau du raisonnement temporel
(diagnostic me´dical). Les solutions propose´es en pilotage d’algorithmes permettent sur-
tout de piloter des modules de bas niveau tels que les algorithmes de traitement du
signal mais ne prennent pas en compte les modules de haut niveau tel que le raison-
nement temporel. De plus, les algorithmes utilise´s sont tre`s spe´cifiques au domaine et
leur pilotage ne´cessite des informations qui de´pendent du domaine d’application. Le
pilotage efficace de Calicot ne pourra donc se faire qu’en fonction de connaissances
de´pendantes et inde´pendantes du domaine d’application. Le chapitre suivant pre´sente
l’inte´gration du pilotage dans Calicot qui a mene´e au syste`me IP-Calicot (Integra-
ted Piloting and Cardiac Arrhythmias Learning for Intelligent Classification of On-line
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Chapitre 3
Inte´gration du pilotage dans
Calicot : le syste`me IP-Calicot
3.1 Introduction
Le syste`me de monitorage Calicot pre´sente certes des re´sultats satisfaisants en
terme de reconnaissance d’arythmies mais ceux-ci se de´gradent de`s lors que l’on tra-
vaille avec des donne´es bruite´es. Cette faible re´sistance au bruit est un handicap im-
portant car le milieu hospitalier e´tant hostile aux syste`mes e´lectriques et informatiques
(interfe´rences avec d’autres e´quipements, manipulation des caˆbles, etc.), les donne´es
me´dicales sont souvent tre`s bruite´es. Un syste`me de monitorage intelligent re´aliste doit
donc pouvoir assurer une surveillance minimale meˆme dans ces conditions hostiles.
Ceci explique, comme vu au 1.3, que les syste`mes de monitorage intelligent incluent
une adaptation aux donne´es a` certains niveaux de la chaˆıne de traitements (se´lection
de sources, raisonnement a` diffe´rents niveaux de granularite´, etc.). Cependant, peu de
syste`mes de monitorage utilisent les diagnostics et informations courantes pour adapter
les algorithmes de la chaˆıne de traitements.
Le pilotage d’algorithmes semble donc eˆtre une alternative pertinente pour amener
une adaptation dynamique et automatique a` tous les niveaux de la chaˆıne de traitements
(cf. 2.2) en utilisant des informations courantes de haut et bas niveau. L’inte´gration
d’un pilote dans Calicot doit permettre une plus grande flexibilite´ et une meilleure
re´activite´ du syste`me pour affronter des situations difficiles. Ces objectifs ont conduit
a` la conception du syste`me IP-Calicot (Integrated Piloting and Cardiac Arrhythmias
Learning for Intelligent Classification of On-line Tracks). La solution du pilotage, plutoˆt
qu’une simple adaptation, a e´te´ retenue car elle apporte plus de be´ne´fices :
– la centralisation des actions par le pilote permet d’ajouter facilement un nouveau
module, surtout s’il influence d’autres modules de la chaˆıne de traitements ;
– la structuration du programme impose´e par le pilotage, autorise les ajouts et
modifications de manie`re simple ;
– l’ajout aise´ de modules permet de ge´rer des sources de donne´es supple´mentaires ;
– la se´paration des re`gles de pilotage et des algorithmes par le syste`me rend la
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connaissance facilement accessible et modifiable ;
– l’intervention du pilote a` tous les niveaux de la chaˆıne de traitements apporte une
grande re´activite´ du syste`me, notamment en modifiant les algorithmes ;
– enfin, les algorithmes deviennent facilement re´utilisables pour d’autres applica-
tions une fois saisis dans la base.
Contrairement a` certaines des approches pre´sente´es, le pilotage d’algorithmes re´alise´
ne contient pas de cycle d’e´valuation des re´sultats (cf. 2.2.5). La re´action du syste`me
devant eˆtre tre`s rapide, les algorithmes sont choisis en fonction de connaissances a priori
stocke´es dans le contexte courant. Chaque algorithme aura pre´alablement e´te´ teste´ sur
de multiples sce´narios pour de´river les re`gles de pilotage qui s’y rapportent.
Ce chapitre pre´sente l’architecture globale du nouveau syste`me IP-Calicot en
section 3.2. Les diffe´rents niveaux de pilotage ainsi que les diffe´rents composants sont
de´taille´s. Le pilotage du syste`me de monitorage implique que les informations ne´ces-
saires au diagnostic me´dical sont susceptibles de varier au cours du temps. Pour assurer
un diagnostic quel que soit le niveau d’abstraction des donne´es disponibles, des motifs
d’arythmies sont appris selon diffe´rents langages de description. Cet apprentissage est
pre´sente´ en section 3.3
3.2 Pre´sentation ge´ne´rale de IP-Calicot
Cette section pre´sente le nouveau syste`me IP-Calicot. L’architecture globale du
syste`me, expose´e en section 3.2.1, est re´partie pour tenir compte du cadre particulier du
monitorage de patient en USIC. L’architecture de´taille´e du syste`me pilote´ est pre´sente´e
en section 3.2.2. Le pilotage s’appuie sur l’analyse du contexte courant. Ce contexte est
re´gulie`rement remis a` jour par des analyseurs de contexte de´crits en section 3.2.3. Graˆce
a` ce contexte, le pilote agit a` trois niveaux sur le syste`me. L’architecture du pilote et les
niveaux de pilotage sont introduits en section 3.2.4. Enfin, le syste`me utilise diffe´rentes
bases de connaissances pour effectuer les traitements. Ces bases sont pre´sente´es en
section 3.2.5.
3.2.1 Architecture globale pour le monitorage en USIC
La figure 3.1 repre´sente l’architecture globale du syste`me IP-Calicot pour le mo-
nitorage de patient en USIC.
Les diffe´rents modules du syste`me sont re´partis dans un re´seau qui permet l’e´change
des donne´es entre l’acquisition des signaux 1 , le traitement des donne´es 2 et l’affi-
chage 3 . Ce type de re´partition, de´ja` utilise´ dans (Dawant et coll., 1993) et (Moret-
Bonillo et coll., 1998), permet une plus grande flexibilite´ d’installation et d’utilisation
du syste`me. En effet, en USIC, l’acquisition des signes vitaux est re´alise´e par des sys-
te`mes de´die´s et l’affichage des signaux monitore´s et des alarmes se fait au chevet du
patient et dans l’unite´ centrale (cf. 1.2.2). Les syste`mes de monitorage doivent donc
s’inse´rer dans cette configuration en permettant un affichage multisite et une connexion
souple des appareils de mesure. De plus, cette architecture permet non seulement de
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Fig. 3.1 – Architecture globale du syste`me pilote´.
fonctionner au niveau du re´seau de l’hoˆpital, mais aussi de s’adapter a` des re´seaux
distants, comme dans le cas du te´le´monitorage.
Dans IP-Calicot, l’acquisition des signaux 1 est simule´e a` partir des enregis-
trements ECG. Elle permet d’e´tudier l’acquisition en temps re´el (c.-a`-d. a` la vitesse
d’e´chantillonnage) et en temps machine (c.-a`-d. a` la vitesse de calcul de la machine).
Le traitement des donne´es 2 est effectue´ par le syste`me pilote´ pre´sente´ dans la
section suivante. Une application de traitement du signal est pilote´e graˆce a` un syste`me
expert qui a le roˆle du pilote. Les e´le´ments de l’application s’e´changent des signaux
par des connexions directes et des informations ponctuelles via le contexte courant. A`
chaque cycle de traitement, l’application fait appel au pilote et lui envoie les informa-
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tions contextuelles. Graˆce a` ces informations et a` une base de re`gles de pilotage, le pilote
retourne les actions a` effectuer sur l’application. L’application modifie ensuite sa struc-
ture en re´glant ses parame`tres et en remplac¸ant certains algorithmes de traitement du
signal. Les algorithmes sont pris dans la base d’algorithmes selon les recommandations
du pilote.
L’affichage 3 peut eˆtre effectue´ sur N stations distantes. Chaque station re´cupe`re
d’une part, les signaux envoye´s par l’acquisition et, d’autre part, les diagnostics (diag-
nostics me´dicaux et alarmes) et le contexte e´mis par le traitement des donne´es. La
figure 3.2 repre´sente l’affichage des signaux, des arythmies reconnues et des e´ve´nements
de´tecte´s sur les signaux.
Fig. 3.2 – Affichage des signaux dans le syste`me IP-Calicot.
3.2.2 Architecture du syste`me
La structure initiale de Calicot, repre´sente´e Figure 3.3, autorise un pilotage a` trois
niveaux : au niveau du diagnostic me´dical en choisissant les mode`les de chroniques les
plus adapte´s au contexte, au niveau des taˆches d’abstraction du signal en activant ou
de´sactivant des traitements, et au niveau des algorithmes de traitement du signal en
choisissant les algorithmes les plus adapte´s au contexte. Ces diffe´rentes manie`res de
piloter ont conduit a` l’architecture de IP-Calicot repre´sente´e par la figure 3.4.
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Fig. 3.3 – Architecture du syste`me Calicot.
Fig. 3.4 – Architecture du syste`me IP-Calicot.
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Cette architecture comple`te celle de Calicot. Le pilote 1 et les e´le´ments ne´ces-
saires a` son fonctionnement s’inse`rent dans la chaˆıne de traitements pour effectuer les
trois types de pilotage.
Le pilotage de la reconnaissance d’arythmies Une arythmie peut eˆtre diag-
nostique´e a` partir de diffe´rentes caracte´ristiques extraites de l’ECG. Dans Calicot,
toutes les caracte´ristiques de l’ECG sont constamment extraites (dates d’occurrence de
QRS, formes de QRS, et ondes P) et envoye´es a` la reconnaissance de chroniques. Ce-
pendant, dans certains contextes, un nombre re´duit de caracte´ristiques du signal peut
eˆtre suffisant pour reconnaˆıtre une arythmie. Par exemple, lorsque l’on se trouve en
pre´sence d’un rythme cardiaque rapide avec des QRS rapproche´s, deux arythmies sont
fortement probables : une tachycardie ventriculaire (pouvant de´ge´ne´rer en fibrillation
mortelle) et une tachycardie supraventriculaire (moins dangereuse). Lorsque toutes les
caracte´ristiques de l’ECG sont extraites (avec une abstraction temporelle tre`s pre´cise),
les ondes P sont recherche´es pour les discriminer. Mais, l’analyse des formes de QRS,
qui est beaucoup moins couˆteuse en terme de ressources de calcul, est suffisante pour
discriminer les deux arythmies. Par ailleurs, certaines caracte´ristiques ne peuvent pas
eˆtre extraites dans certains contextes. Par exemple, s’il y a pre´sence de bruit sur la
ligne, l’extraction de l’onde P peut eˆtre tre`s perturbe´e et accompagne´e d’erreurs. Il est
alors pre´fe´rable d’ignorer l’onde P pour re´aliser le diagnostic jusqu’a` ce que le niveau de
bruit redevienne acceptable. Pour repre´senter ces diffe´rentes strate´gies de diagnostic, un
ensemble de mode`les de chroniques (c.-a`-d. mode`les d’arythmies) est appris en fonction
d’une hie´rarchie de langages de description de l’ECG et stocke´ dans la base de mode`les
de chroniques hie´rarchiques 4 . Ainsi, le pilotage de la reconnaissance d’arythmies
consiste a` choisir le langage de description des mode`les de chroniques le plus adapte´ au
contexte courant.
Pilotage des taˆches L’abstraction temporelle de Calicot peut eˆtre de´compose´e en
quatre taˆches principales 2 :
– Filtering : la taˆche de filtrage se´pare au maximum l’ECG du bruit parasite,
– QRSDetection : la taˆche de de´tection des QRS donne leur date d’occurrence,
– QRSClassification : la taˆche de classification des QRS les e´tiquette,
– PWaveDetection : la taˆche de de´tection d’ondes P fournit leur date d’occurrence.
Dans certains contextes, certaines taˆches ne peuvent pas eˆtre accomplies correctement.
Par exemple, lorsque la ligne est trop bruite´e, la de´tection de l’onde P est voue´e a`
l’e´chec et entraˆıne beaucoup d’erreurs. Dans ce contexte, cette taˆche est pe´nalisante
car elle fournit beaucoup de fausses informations a` la reconnaissance de chroniques.
De meˆme, lorsque le pilotage de la reconnaissance d’arythmies choisit des mode`les de
chroniques qui n’ont pas besoin de certaines caracte´ristiques, les taˆches associe´es aux
caracte´ristiques inutiles peuvent eˆtre de´sactive´es. Pour fonder le diagnostic sur des
informations fiables et e´conomiser des ressources, les taˆches sont active´es et de´sactive´es
en fonction du contexte.
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Pilotage des algorithmes de traitement du signal Dans l’abstraction tempo-
relle, chaque taˆche est re´alise´e par un algorithme de traitement du signal. Or, pour
re´aliser chaque taˆche, on peut choisir entre plusieurs algorithmes plus ou moins perfor-
mants en fonction du contexte. En effet, chaque algorithme pre´sente des performances
qui varient en fonction du contexte d’utilisation. Ainsi, le pilotage de l’abstraction tem-
porelle choisit les algorithmes dans une base 3 et leurs parame`tres les plus adapte´s
aux taˆches a` accomplir en fonction du contexte courant.
3.2.3 Analyse du contexte courant
Un pilotage efficace de´pend de l’analyse pre´cise du contexte courant. Le contexte
courant est compose´ de trois sous-contextes : le contexte de ligne, le contexte aryth-
mique, et le contexte patient. Le contexte patient est conside´re´ comme statique alors
que le contexte de ligne et le contexte arythmique sont dynamiques et remis a` jour
re´gulie`rement par deux analyseurs.
Contexte patient Le contexte patient est utilise´ pour parame´trer certains algo-
rithmes. Il est constitue´ des donne´es patient (aˆge, rythme ECG de base, etc.) et pour-
rait inte´grer les traitements suivis, l’historique ainsi que des re´sultats de laboratoire qui
sont des informations ponctuelles conside´re´es comme statiques.
Contexte de ligne Le contexte de ligne est constitue´ du niveau et du type de bruit
pre´sent sur la ligne a` un instant donne´. Dans cette e´tude, trois types de bruit typiques
rencontre´s sur les ECG sont conside´re´s. Il s’agit : des ondulations de ligne de base,
des bruits musculaires et des mauvais contacts peau-e´lectrode. L’analyseur de contexte
de ligne est place´ au de´but de la chaˆıne, il communique ainsi rapidement au pilote le
contexte de ligne courant. Le pilote peut alors modifier l’abstraction temporelle avant
que l’ECG ne soit traite´.
Contexte arythmique L’analyseur de contexte arythmique utilise les hypothe`ses
du module de reconnaissance de chroniques afin d’e´tablir une liste des arythmies les
plus susceptibles d’apparaˆıtre. Cette liste constitue le contexte arythmique. Elle permet
au pilote de faire des hypothe`ses sur les formes d’ondes de l’ECG et les arythmies que
l’abstraction temporelle doit traiter.
3.2.4 Pilote
La structure du pilote est repre´sente´e par la figure 3.5.
Le pilote est compose´ de trois moteurs d’infe´rence, qui de´duisent les actions a` ef-
fectuer sur la chaˆıne de traitements pour les trois niveaux de pilotage. Le gestionnaire
de contexte de´duit les informations ne´cessaires aux moteurs a` partir des variables du
contexte.
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Fig. 3.5 – Architecture du pilote.
3.2.4.1 Gestionnaire de contexte
Le roˆle du gestionnaire de contexte est d’instancier et de mettre a` jour les va-
riables utiles pour le pilotage a` partir des informations transmises par les analyseurs de
contexte. Par exemple, la taˆche de classification du QRS est activable uniquement si la
ligne n’est pas trop bruite´e, ce qui s’exprime par la re`gle suivante :
Si niveau de bruit ≥ 0dB alors
QRSClassification est activable
Fin si
De la meˆme manie`re, a` partir du contexte arythmique, le gestionnaire de contexte
peut de´duire les principales formes de QRS et les arythmies les plus susceptibles d’eˆtre
traite´es par l’abstraction temporelle. En ce sens, le gestionnaire de contexte met a` jour
une base de faits comme dans un syste`me expert. La connaissance du gestionnaire de
contexte est repre´sente´e par des re`gles de production stocke´es dans la base de re`gles du
gestionnaire.
3.2.4.2 Moteurs d’infe´rence
Le syste`me est pilote´ a` trois niveaux : au niveau de la reconnaissance d’arythmies, au
niveau des taˆches, et au niveau des algorithmes. A` partir des informations transmises par
le gestionnaire de contexte, les moteurs infe`rent les actions a` appliquer au syste`me. Leurs
re`gles de pilotage sont regroupe´es dans : les re`gles de choix de mode`les de chroniques, les
re`gles de choix des taˆches, et les re`gles de choix d’algorithmes. Ces re`gles proviennent
majoritairement d’expertises excepte´es les re`gles de choix d’algorithmes qui proviennent
d’une analyse statistique pre´sente´e au chapitre 4.
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Re`gles de choix de mode`les de chronique La reconnaissance de chroniques doit
adapter le niveau d’abstraction au contexte courant. Par exemple, si toutes les taˆches
sont active´es, alors la reconnaissance de chroniques doit utiliser la de´finition des mode`les
de chroniques exper5 qui sont de´crits dans le langage d’abstraction le plus pre´cis. Cet
exemple est repre´sente´ par la re`gle qui suit :
soit T l’ensemble des taˆches
Si ∀t ∈ T , t est active´e alors
choisir exper5
Fin si
Re`gles d’activation des taˆches L’abstraction temporelle doit activer les taˆches
selon les besoins et la possibilite´ de les effectuer sans erreur. Pour activer une taˆche t il
faut qu’elle soit ne´cessaire au diagnostic me´dical et qu’elle soit activable au vu du bruit
de ligne. Ceci se traduit par la re`gle suivante :
soit T l’ensemble des taˆches
Si t ∈ T ∧ t est ne´cessaire ∧ t est activable alors
activer t
Fin si
Re`gles de choix d’algorithmes Les re`gles de choix d’algorithmes de´terminent quel
est l’algorithme le plus adapte´ a` la taˆche a` accomplir. Par exemple, si la taˆche QRS-
Detection est active´e, alors il est ne´cessaire de choisir l’algorithme le plus adapte´ au
contexte courant. Celui-ci est choisi en fonction du contexte de ligne et du contexte
arythmique comme dans la re`gle suivante :
Si contexte ligne = sans bruit ∧ contexte arythmique = pacemaker alors
choisir l’algorithme de Pan et Tompkins
Fin si
Cette re`gle permet de choisir l’algorithme de de´tection de QRS de Pan et Tompkins
lorsque la ligne n’est pas bruite´e et que le contexte arythmique informe que le rythme est
un rythme de pacemaker. L’acquisition de ces re`gles est un proble`me particulie`rement
difficile et fait l’objet du chapitre 4.
3.2.5 Bases de connaissances
Le pilote intervient sur le syste`me graˆce a` trois bases de connaissances : la base
de re`gles de pilotage pre´sente´e pre´ce´demment, une base d’algorithmes et une base de
mode`les de chroniques.
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Base d’algorithmes La base d’algorithmes 3 contient tous les algorithmes utili-
se´s dans Calicot pour la re´alisation des taˆches de l’abstraction temporelle : Filtering,
QRSDetection, QRSClassification et PWaveDetection. Par exemple, pour la taˆche QRS-
Detection sept algorithmes de la litte´rature sont pilote´s. Les algorithmes utilise´s sont
pre´sente´s au chapitre 4.
Base de chroniques Le pilotage de la reconnaissance d’arythmies consiste a` choi-
sir les mode`les de chroniques qui correspondent au langage de description courant de
l’ECG. Lorsqu’une taˆche de l’abstraction temporelle est de´sactive´e, l’ECG est de´crit
de manie`re moins pre´cise et la reconnaissance d’arythmies doit utiliser des mode`les qui
ne de´pendent pas des informations manquantes. Par exemple, si la taˆche PWaveDetec-
tion est inactive, la reconnaissance d’arythmies doit fonctionner avec des mode`les de
chroniques qui n’incluent pas l’onde P. Pour repre´senter les diffe´rents niveaux de de´tail,
une hie´rarchie de mode`les de chroniques 4 a e´te´ apprise a` partir d’exemples exprime´s
dans plusieurs langages de description. Cet apprentissage est de´taille´ en section 3.3.
3.3 Apprentissage des mode`les de chroniques hie´rarchiques
3.3.1 Introduction
Le pilotage permet au diagnostic de fonctionner avec plusieurs langages de des-
cription. Ainsi, si certaines taˆches de l’abstraction sont de´sactive´es par le pilote, la
reconnaissance d’arythmies peut tout de meˆme fonctionner avec un nombre re´duit
d’informations. Dans IP-Calicot, ce fonctionnement est possible si la reconnaissance
d’arythmies posse`de des mode`les de chroniques de´crits dans chacun de ces langages.
Le but de cette section est donc de pre´senter l’apprentissage des arythmies cardiaques
effectue´ par programmation logique inductive (PLI) a` partir d’exemples d’e´lectrocar-
diogrammes de´crits dans diffe´rents langages de description.
Dans un syste`me de monitorage, on tente ge´ne´ralement de caracte´riser au maximum
le signal pour infe´rer un diagnostic. L’ECG est ainsi de´crit dans un langage pre´cis base´
sur la caracte´risation des complexes QRS et des ondes P qui constitue la base de l’in-
terpre´tation des arythmies (cf. 1.2.5). Cependant, utiliser un syste`me base´ uniquement
sur un langage riche pour l’apprentissage peut eˆtre proble´matique a` plusieurs niveaux.
– Un langage riche ne´cessite de de´tecter beaucoup d’attributs sur le signal, or l’ex-
traction de certains attributs peut eˆtre de´licate voire pe´nalisante dans un contexte
bruite´ (plus l’extraction est fausse´e plus le diagnostic me´dical est errone´).
– Plus le langage de description sera riche, moins l’apprentissage sera une ge´ne´ra-
lisation des exemples, entraˆınant ainsi une perte de ge´ne´ricite´.
– L’extraction de plusieurs attributs ne´cessite une puissance et un temps de calcul
non ne´gligeables qui peuvent rendre difficile une application temps re´el.
– Enfin, certaines arythmies ne ne´cessitent pas un langage riche pour eˆtre caracte´-
rise´es.
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Pour re´soudre ces proble`mes, IP-Calicot est capable de modifier son langage de
description en ligne selon le contexte courant. Par exemple, si on cherche a` discriminer
des arythmies qui ne ne´cessitent pas beaucoup d’attributs, alors le langage de descrip-
tion sera plus abstrait, ce qui entraˆınera moins de calcul pour la description de l’ECG.
De la meˆme fac¸on, si l’extraction de certains attributs ne peut eˆtre effectue´e (trop de
bruit ou pas assez de ressources), le diagnostic me´dical utilisera un langage plus abstrait
jusqu’au retour a` une situation normale.
La section 3.3.2 pre´sente les exemples utilise´s pour l’apprentissage et les langages
de description associe´s. La section 3.3.3 pre´sente les re´sultats de l’apprentissage hie´rar-
chique.
3.3.2 Donne´es d’apprentissage
3.3.2.1 Base d’exemples d’arythmies pour l’apprentissage
Conforme´ment aux e´volutions a` apporter a` Calicot, de´ja` exprime´es dans (Wang,
2002), le nombre d’arythmies traite´es a e´te´ e´tendu de trois a` cinq. En effet, Calicot
e´tait capable de reconnaˆıtre :
– un rythme normal (qui n’est pas une arythmie),
– un rythme normal accompagne´ d’un bloc de branche gauche (lbbb), qui n’est pas
ve´ritablement une arythmie mais un trouble de la conduction ventriculaire,
– un bige´minisme ventriculaire, qui est une succession de battements normaux et
d’extrasystoles,
– un mobitz de type II (mobitzII), qui est un blocage intermittent de la commande
de de´polarisation au niveau du nœud auriculo-ventriculaire,
– une contraction pre´mature´e des ventricules (pvc), qui est repre´sente´e par une ex-
trasystole isole´e dans un rythme normal.
Dans cette e´tude deux nouvelles arythmies ont e´te´ ajoute´es :
– la tachycardie ventriculaire (vt, ventricular tachycardia), qui est un rythme
rapide a` commande ventriculaire qui, si elle n’est pas traite´e rapidement, peut
de´ge´ne´rer en fibrillation ventriculaire,
– le doublet ventriculaire, qui est un couple d’extrasystoles isole´ dans un rythme
normal.
La description de ces arythmies peut eˆtre trouve´e au chapitre 1.Les six classes de
rythme sont apprises par PLI sur 109 exemples extraits des enregistrements de la base
d’arythmies MIT-BIH (Mark et Moody, 1988) :
– 20 exemples pour la classe bigeminy : 106, 119, 213, 223 ;
– 13 exemples pour la classe doublet : 214, 223 ;
– 20 exemples pour la classe mobitzII : 231 ;
– 25 exemples pour la classe normal : 100, 101, 117, 121, 122 ;
– 20 exemples pour la classe pvc : 106, 119, 214, 223 ;
– 11 exemples pour la classe vt : 203, 205, 223 ;
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Pour chaque exemple, les ondes QRS et P sont e´tiquete´es. La me´thode d’apprentissage
est la meˆme que celle de´crite dans (Wang, 2002) pour le syste`me Calicot.
3.3.2.2 Langages de description des mode`les de chroniques
Une hie´rarchie de mode`les de chroniques a e´te´ apprise, sur les exemples de´crits selon
6 niveaux de langage de description. Deux e´ve´nements importants de l’ECG sont pris
en compte : le QRS et l’onde P. La date d’occurrence de ces attributs permet d’exprimer
des intervalles entre les ondes. De plus, le QRS peut eˆtre classe´ en fonction de la forme
de l’onde. En effet, la forme du QRS visible sur l’ECG est tre`s informative sur l’origine
de la commande de contraction. Dans Calicot, les complexes QRS e´taient classe´s en
normal ou abnormal, selon que la forme du QRS appartenait a` un rythme normal ou
non. Cependant, les QRS appartenant a` des blocs de branche e´taient classe´s comme
abnormal, une extrasystole qui, elle aussi, e´tait classe´e abnormal ne pouvait donc eˆtre
distingue´e au milieu de blocs de branche. De meˆme, les confusions entre lbbb et rbbb et
les erreurs de classification de pvc dans des rythmes de blocs de branche sont ine´vitables
avec ce type de classification trop simple.
Pour e´viter ces erreurs et prendre le contexte patient en compte, une nouvelle clas-
sification en basic ou nonbasic permet de bien faire la diffe´rence entre les rythmes
e´tablis (normal, lbbb et rbbb) et les extrasystoles (pvc). Un complexe QRS apparte-
nant au rythme de base (normal ou bloc de branche) est classe´ comme basic tandis
qu’un complexe n’appartenant pas a` ce rythme est classe´ comme nonbasic. Cette ap-
proche permet d’eˆtre beaucoup pre´cis sur les arythmies reconnues sur l’ECG du patient
et surtout de prendre plus en compte le contexte patient, ce qui repre´sente une ve´ri-
table avance´e dans les syste`mes de monitorage intelligent. Seule la de´viation par rapport
au rythme de base est prise en compte pour reconnaˆıtre les arythmies. Les informa-
tions de´ja` connues ou inde´pendantes des arythmies telles que les blocs de branche, ne
perturbent plus la reconnaissance. Les rythmes normaux et les blocs sont maintenant
regroupe´s sous le meˆme nom de rythme normal mais les bige´minismes et les extra-
systoles peuvent maintenant eˆtre reconnus dans un rythme de blocs de branche. Le
regroupement des blocs de branches de´ja` installe´s du patient et des rythmes normaux
n’est pas geˆnant dans cette approche car les blocs ne sont pas, a` proprement parler, des
arythmies meˆme s’ils ont une origine pathologique.
La figure 3.6 pre´sente la hie´rarchie de langages de description utilise´e pour l’appren-
tissage.
Le langage L1 est le plus abstrait, il ne prend en compte que les occurrences de
QRS. Le langage L2 permet d’exprimer la forme du QRS. Celle-ci peut appartenir a` un
rythme de base ou non. Le langage L2′ permet d’exprimer en plus l’extrasystole note´e
pvc. Le langage L3 prend en compte les occurrences de QRS et les occurrences d’onde
P. Le langage L4 (resp. L4′) ajoute les occurrences d’onde P au langage L2 (resp. L2′).
L’apprentissage effectue´ sur les exemples de´crits par ces diffe´rents langages de des-
cription a conduit aux mode`les de chroniques suivants :
– exper1 de´crit par L1,
– exper2 de´crit par L2,
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L2 = QRS {basic,nonbasic}
L2’ = QRS {basic,nonbasic,pvc}
L4’ = P+QRS {basic,nonbasic,pvc}
L3 = P+QRS
L1 = QRS
L4 = P+QRS {basic,nonbasic}
abstrait
précis
Fig. 3.6 – Langages de description de l’ECG utilise´s dans IP-Calicot
– exper3 de´crit par L2′,
– exper4 de´crit par L3,
– exper5 de´crit par L4,
– exper6 de´crit par L4′.
3.3.3 Re´sultats de l’apprentissage
Cette section pre´sente les re´sultats d’apprentissage des re`gles de reconnaissance
d’arythmies. Les re`gles sont repre´sente´es dans le formalisme d’une base de faits Pro-
log. L’ensemble des re`gles est pre´sente´ dans l’annexe B. Chaque teˆte de clause repre´-
sente un mode`le de classe d’arythmie suivi du nombre d’exemples couverts par la re`gle.
Dans toutes les re`gles suivantes, les couvertures de classes sont repre´sente´es comme
suit : [[exemples couverts],[exemples non couverts]] en respectant l’ordre sui-
vant [bigeminy,mobitzII,normal,pvc,doublet,vt]. Par exemple
class(bigeminy):- [[15,0,0,0,0,0], [5,20,25,20,13,11]]
signifie que 15 exemples de la classe bigeminy sont couverts par cette re`gle et qu’aucun
exemple des autres classes n’est couvert. 5 exemples de bige´minisme ne sont pas couverts
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par cette re`gle.
3.3.3.1 Exper1
L’apprentissage utilisant le langage le plus abstrait L1 conduit a` des re`gles assez
complexes repre´sente´es Figure 3.7.
– Un bige´minisme peut eˆtre caracte´rise´ par deux re`gles. La premie`re pre´sente une
se´quence compose´e de deux paires de QRS avec un intervalle RR court (rr1(R2,
R3,short)) se´pare´es par une se´quence avec un intervalle RR normal. La deuxie`me
ne met en jeu que des QRS a` intervalles courts et couvre 7 exemples de tachycardie
qui sont aussi des rythmes rapides.
– Un mobitzII est caracte´rise´ par des QRS a` intervalles longs qui traduisent la
commande de de´polarisation bloque´e au sein du nœud AV.
– Dans un rythme normal, tous les QRS sont normaux espace´s a` intervalles nor-
maux. Afin de distinguer la classe normal de la classe pvc, caracte´rise´e par l’ap-
parition d’une extrasystole isole´e dans une se´quence d’ECG normal, le nombre de
cycles ne´cessaires est relativement grand.
– La classe pvc est caracte´rise´e par deux re`gles qui consistent toutes deux en un
intervalle RR court au milieu d’intervalles normaux.
– La classe doublet est caracte´rise´e par trois re`gles qui consistent toutes en deux
intervalles RR courts au milieu d’intervalles normaux. La dernie`re re`gle, qui ne
couvre qu’un exemple, est repre´sentative d’un sur-apprentissage.
– La classe vt est caracte´rise´e par trois re`gles qui consistent toutes en un ensemble
d’intervalles RR courts avec pre´sence ou non d’un intervalle normal.
Les re`gles obtenues avec ce langage de description tre`s abstrait ou` seules les infor-
mations temporelles sont pre´sentes, permettent de´ja` d’obtenir de bonnes couvertures
de classes. Ceci est cohe´rent avec le fait que les arythmies sont des de´sordres du rythme
et qu’un indicateur temporel permet de les reconnaˆıtre. Cependant, cette information
temporelle, si elle permet de reconnaˆıtre les arythmies, discrimine mal les classes. Par
exemple, la deuxie`me re`gle de bige´minisme couvre aussi des exemples de tachycardie.
Un fort taux de fausses alarmes est donc a` pre´voir d’autant plus que certaines re`gles
se recouvrent et risquent de provoquer des reconnaissances multiples pour une meˆme
cause. Par exemple, les re`gles de la classe pvc couvrent chacune 17 exemples sur 20,
il est donc clair qu’elles couvrent au moins les 14 meˆmes exemples. Lors de la recon-
naissance, deux chroniques de pvc seront souvent reconnues en meˆme temps, ce qui
doublera le nombre de fausses alarmes.
3.3.3.2 Exper2 et Exper3
Le passage a` un langage de description plus riche n’a pas vraiment diminue´ la taille
des re`gles repre´sente´es Figure 3.8. C’est meˆme le contraire dans le cas du mobitzII ou`
l’ajout de l’information sur le QRS a oblige´ l’apprentissage a` infe´rer deux re`gles. En
effet, les exemples de la classe mobitzII proviennent d’un enregistrement avec bloc de
branche intermittent ou` le rythme de base est choisi comme e´tant un bloc de branche.
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class(bigeminy):-%[[15,0,0,0,0,0],[5,20,25,20,13,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),
qrs(R2, R1),rr1(R1, R2,normal),rr2(R0, R2,normal),
qrs(R3, R2),rr1(R2, R3,short).
class(bigeminy):-%[[5,0,0,0,0,7],[15,20,25,20,13,4]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),
rr1(R1, R2,short),qrs(R3, R2),rr1(R2, R3,short),
qrs(R4, R3),rr1(R3, R4,short).
class(mobitzII):-%[[0,20,0,0,0,0],[20,0,25,20,13,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,long),qrs(R2, R1),
rr1(R1, R2,long),qrs(R3, R2),rr1(R2, R3,long).
class(normal):-%[[1,0,24,12,0,1],[19,20,1,8,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,normal),qrs(R2, R1),
rr1(R1, R2,normal),qrs(R3, R2),rr1(R2, R3,normal),qrs(R4, R3),
rr1(R3, R4,normal),qrs(R5, R4),rr1(R4, R5,normal).
class(pvc):-%[[1,0,0,17,0,1],[19,20,25,3,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,normal),qrs(R2, R1),
rr1(R1, R2,normal),qrs(R3, R2),rr1(R2, R3,short),qrs(R4, R3),
rr1(R3, R4,normal),qrs(R5, R4),rr1(R4, R5,normal).
class(pvc):-%[[4,0,0,17,0,1],[16,20,25,3,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,normal),qrs(R2, R1),
rr1(R1, R2,short),qrs(R3, R2),rr1(R2, R3,normal),qrs(R4, R3),
rr1(R3, R4,normal),qrs(R5, R4),rr1(R4, R5,normal).
class(doublet):-%[[0,0,0,0,6,0],[20,20,25,20,7,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),
rr1(R1, R2,normal),rr2(R0, R2,short),qrs(R3, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),
rr1(R1, R2,short),qrs(R3, R2),rr1(R2, R3,normal),rr2(R1, R3,normal).
class(doublet):-%[[0,0,0,0,1,0],[20,20,25,20,12,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),rr1(R1, R2,short),
qrs(R3, R2),rr1(R2, R3,long).
class(vt):-%[[5,0,0,0,0,9],[15,20,25,20,13,2]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),rr1(R1, R2,short),
qrs(R3, R2),rr1(R2, R3,short).
class(vt):-%[[0,0,0,0,0,1],[20,20,25,20,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,normal),qrs(R2, R1),rr1(R1, R2,short),
qrs(R3, R2),rr1(R2,R3,short),qrs(R4, R3),rr1(R3, R4,normal),rr2(R2, R4,short).
class(vt):-%[[1,0,0,0,0,4],[19,20,25,20,13,7]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),rr1(R1, R2,normal),
rr2(R0, R2,short),qrs(R3, R2),rr1(R2, R3,short).
Fig. 3.7 – Re`gles apprises pour exper1.
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...
class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
qrs(R0, nonbasic, _),qrs(R1, nonbasic, R0),rr1(R0, R1, long),
qrs(R2, nonbasic, R1), rr1(R1, R2, long),
qrs(R3, nonbasic, R2), rr1(R2, R3, long).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
qrs(R0, basic, _),qrs(R1, basic, R0),rr1(R0, R1, long),
qrs(R2, basic, R1), rr1(R1, R2, long),
qrs(R3, basic, R2),rr1(R2, R3, long).
class(normal):-%[[0,0,24,6,0,0],[20,20,1,14,13,11]]
qrs(R0, basic, _),qrs(R1, basic, R0),rr1(R0, R1, normal),
qrs(R2, basic, R1), rr1(R1, R2, normal),
qrs(R3, basic, R2),rr1(R2, R3, normal),qrs(R4, basic, R3),
rr1(R3, R4, normal),qrs(R5, basic, R4),rr1(R4, R5, normal).
...
class(vt):-%[[0,0,0,0,0,9],[20,20,25,20,13,2]]
qrs(R0, nonbasic, _),qrs(R1, nonbasic, R0),rr1(R0, R1, short),
qrs(R2, nonbasic, R1), rr1(R1, R2, short),
qrs(R3, nonbasic, R2),rr1(R2, R3, short).
Fig. 3.8 – Extraits de re`gles apprises pour exper2.
Dans la premie`re re`gle, les QRS appartiennent au bloc et sont donc classe´s comme
basic tandis que dans la seconde re`gle les QRS appartiennent a` un rythme normal
et sont classe´s comme nonbasic. Il faut tout de meˆme remarquer que l’information
supple´mentaire a permis d’e´liminer toutes les mauvaises couvertures. Ces re`gles ne
doivent donc the´oriquement pas provoquer de fausses alarmes.
Avec exper3 les re´sultats sont strictement les meˆmes que dans exper2 en remplac¸ant
les QRS nonbasic par des QRS pvc excepte´ pour la classe mobitzII. Cette spe´cification
de langage a donc peu d’inte´reˆt.
3.3.3.3 Exper4
L’utilisation du langage L3 permet ve´ritablement d’obtenir des re`gles compactes.
Celles-ci sont pre´sente´es Figure 3.9. L’information sur l’onde P est tre`s comple´mentaire
des occurrences des QRS, voire plus que la forme des QRS. Cette information a permis
de remplacer les attributs d’intervalles RR presque partout. La classe mobitzII est
caracte´rise´e par une absence de QRS. Cette absence est marque´e dans les re`gles induites
par le pre´dicat equal(P,R) qui signifie que P et R indiquent une onde identique. Cet
artifice assure qu’aucune rupture de se´quence ne se produit dans une re`gle. Enfin, l’onde
P peut meˆme eˆtre tre`s informative par son absence. Ainsi la tachycardie ventriculaire
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class(mobitzII):-%[[0,20,0,0,0,0],[20,0,25,20,13,11]]
p_wav(P0, _),qrs(R0, P0),p_wav(P1, R0),equal(P1, R1),
p_wav(P2, R1), equal(P2, R2), qrs(R3, R2).
...
class(doublet):-%[[0,0,0,0,13,0],[20,20,25,20,0,11]]
qrs(R0, _),qrs(R1, R0),qrs(R2, R1),
p_wav(P3, R2),qrs(R3, P3).
class(vt):-%[[0,0,0,0,0,11],[20,20,25,20,13,0]]
qrs(R0, _),qrs(R1, R0),qrs(R2, R1),qrs(R3, R2).
Fig. 3.9 – Extraits de re`gles apprises pour exper4.
est caracte´rise´e par des QRS sans onde P.
3.3.3.4 Exper5 et Exper6
Dans le langage tre`s riche de exper5 l’ame´lioration par rapport a` exper4 est peu
visible. L’onde P semble eˆtre le principal e´chelon pour obtenir des re`gles compactes.
Avec exper6 les re´sultats sont strictement les meˆmes que dans exper5 en remplac¸ant
les QRS nonbasic par des QRS pvc. Encore une fois, cette spe´cification de langage a
donc peu d’inte´reˆt.
Discussion Le choix du langage de description de l’ECG est central dans la vision du
pilotage. Il est inte´ressant de constater que les arythmies peuvent eˆtre reconnues meˆme
avec un langage abstrait base´ uniquement sur des informations temporelles re´duites.
Lorsque le langage est plus pre´cis, ces informations sont vite abandonne´es au profit
de la forme du QRS ou de l’onde P e´tant donne´ que l’intervalle RR est tre`s fluctuant
a` l’inte´rieur d’une meˆme classe. Pour toutes les classes, les profils de re`gle restent les
meˆmes. Ils sont dans l’ensemble compose´s de battements normaux et anormaux. Ces
derniers sont repre´sente´s avec des intervalles RR courts ou longs dans exper1, un QRS
nonbasic ou pvc dans exper2 et exper3, une absence d’onde P dans exper4 un me´lange
des deux derniers dans exper5 et exper6. Dans l’ensemble, les apprentissages sont tre`s
bons dans le sens ou` il semble possible d’ajouter encore plus d’arythmies sans arriver
aux limites du syste`me.
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class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
p_wav(P0, normal, _),qrs(R0, nonbasic, P0),
p_wav(P1, normal, R0),equal(P1, R1),
p_wav(P2, normal, R1),equal(P2, R2),qrs(R3, nonbasic, R2).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
p_wav(P0, normal, _),qrs(R0, basic, P0),
p_wav(P1, normal, R0),equal(P1, R1),
p_wav(P2, normal, R1),equal(P2, R2),qrs(R3, basic, R2).
...
class(doublet):-%[[0,0,0,0,13,0],[20,20,25,20,0,11]]
qrs(R0, basic,_),qrs(R1, nonbasic,R0),qrs(R2, nonbasic,R1),
p_wav(P3, normal,R2), qrs(R3, basic,P3).
class(vt):-%[[0,0,0,0,0,11],[20,20,25,20,13,0]]
qrs(R0, nonbasic, _),qrs(R1, nonbasic, R0),
qrs(R2, nonbasic, R1),qrs(R3, nonbasic, R2).
Fig. 3.10 – Extraits de re`gles apprises pour exper5.
3.3.3.5 Transcription des re`gles en mode`les de chroniques
Dans Calicot, la reconnaissance des arythmies est effectue´e par le syste`me de re-
connaissance de chroniques CRS (Chronicle recognition system) (Dousson, 1994). Ce
principe est conserve´ dans IP-Calicot. Dans ce contexte, les re`gles apprises par PLI
sont automatiquement traduites en chroniques CRS. Les deux formalismes de repre´sen-
tation sont assez proches et le passage d’un formalisme a` l’autre n’est pas de´taille´. La
table 3.11 donne un exemple de re`gle Prolog (a` gauche sur la figure) apprise pour la
classe vt extrait de exper5 et sa transcription sous forme de chronique CRS (a` droite
sur la figure).
Une tachycardie ventriculaire se caracte´rise par quatre QRS successifs de forme
nonbasic. Aucune onde P ne doit intervenir entre ces QRS. Cette information qui est
sous-entendue dans la re`gle Prolog, doit eˆtre e´crite explicitement dans la chronique
CRS. Elle correspond aux lignes noevent(p_wave[*],(R0+1, R1-1)) qui signifient
qu’aucun e´ve`nement de type p_wave ne doit intervenir entre l’instant R0+1 et R1-1.
3.4 Conclusion
Le syste`me de monitorage IP-Calicot, successeur de Calicot a e´te´ pre´sente´. Son
originalite´ est qu’il inte`gre un pilote d’algorithmes qui permet un pilotage a` trois ni-
veaux : au niveau du diagnostic me´dical qui permet de consommer moins de ressources
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class(vt):- chronicle vt5[](){



















end - start in nb_cycles3}
Fig. 3.11 – Exemple de re`gle Prolog pour la tachycardie ventriculaire extrait de
exper5 sur l’ECG et sa chronique correspondante
et d’assurer un diagnostic meˆme lorsque certains attributs de l’ECG sont manquants ;
au niveau des taˆches d’abstraction du signal qui permet de de´sactiver les taˆches d’ex-
traction de caracte´ristiques qui ne peuvent eˆtre maintenues sans erreurs pour fournir
les informations les plus fiables possibles ; au niveau des algorithmes de traitement du
signal qui permet de choisir les algorithmes les plus adapte´s au contexte courant.
Le contexte courant a e´te´ de´fini comme une composition d’informations de haut et
de bas niveau telles que le bruit de ligne et les pathologies courantes du patient. Ces
informations permettent une adaptation pre´cise de la chaˆıne de traitements.
Le pilotage permet une extraction des caracte´ristiques de l’ECG selon diffe´rents
langages de description. Ainsi, meˆme si certaines taˆches de l’abstraction temporelle
ne peuvent eˆtre accomplies, le diagnostic me´dical peut eˆtre assure´ avec un langage de
description plus abstrait. Pour permettre ce diagnostic, une hie´rarchie de mode`les de
chroniques a e´te´ apprise selon diffe´rents langages de description.
L’architecture propose´e apporte une grande flexibilite´ a` tous les niveaux de la chaˆıne
de traitements ce qui permet d’envisager d’autres types d’adaptation, tels que la gestion
des ressources de calcul.
L’approche propose´e reste tre`s de´die´e au monitorage cardiaque mais certaines ame´-
liorations pourraient rendre ce pilotage d’algorithmes transposable a` d’autres syste`mes.
118 Inte´gration du pilotage dans Calicot : le syste`me IP-Calicot
– Les re`gles qui re´gissent le pilotage des taˆches ont e´te´ acquises uniquement sur
expertises. Celles-ci stipulent surtout le niveau et le type de bruit pre´sent sur
la ligne qui empeˆche la re´alisation satisfaisante de la taˆche. Une e´volution serait
d’utiliser les connaissances des performances des algorithmes de chaque taˆche. Les
performances attendues selon le contexte pre´sent pourraient ainsi eˆtre calcule´es
en fonction des performances des algorithmes selon les meˆmes contextes. Les
re`gles des taˆches reposeraient ainsi sur la connaissance acquise des algorithmes
de traitement du signal. De plus, si les performances des algorithmes sont connues
quantitativement alors les taˆches pourraient eˆtre active´es ou de´sactive´es selon un
seuil de performance donne´ a` la conception de l’application.
– Une phase d’initialisation est ne´cessaire dans un tel syste`me que ce soit pour le
pilotage (initialisation des taˆches) ou pour le monitorage (saisie des informations
patient). Cette phase pourrait aussi eˆtre utilise´e par les algorithmes pour l’ap-
prentissage de certains parame`tres. Par exemple, certains classificateurs de QRS
sont constitue´s de re´seaux de neurones. Le re´seau de neurones pourrait ainsi ap-
prendre les formes de QRS spe´cifiques du patient pendant une courte pe´riode.
Ainsi, l’influence de la variabilite´ inter-patient sur les syste`mes de monitorage
serait re´duite.
– Les donne´es pourraient aussi eˆtre retraite´es de manie`re plus pre´cise lorsque le
contexte le permet. Par exemple, lorsque le nombre de ressources est restreint, les
traitements se limitent aux aspects vitaux du patient. Les donne´es extraites de
cette manie`re pourraient eˆtre analyse´es de nouveau en taˆche de fond de l’activite´
de monitorage lorsque les ressources redeviennent libres.
Si le pilotage apporte une solution se´duisante, il n’en reste pas moins qu’il est fonde´
sur des re`gles de pilotage d’algorithmes dont l’acquisition reste un proble`me difficile.
Cette activite´ de´licate fait l’objet du prochain chapitre.
Chapitre 4
Acquisition des re`gles de pilotage
d’algorithmes
4.1 Introduction
Le pilotage d’algorithmes consiste a` choisir un algorithme dans une base, qui parait
le plus adapte´ pour traiter une situation donne´e. Pour cela, il est ne´cessaire de mettre
au point une me´thode pour obtenir les re`gles qui vont permettre au pilote d’associer
un contexte a` un algorithme particulier.
Avant d’exposer la me´thode conc¸ue pour acque´rir ces re`gles, les algorithmes de
traitement du signal utilise´s pour l’abstraction temporelle de IP-Calicot sont tout
d’abord introduits en section 4.2. Ces algorithmes proviennent tous de la litte´rature
ou de Calicot. Cette pre´sentation des algorithmes est importante car les re`gles de
pilotage sont tre`s de´pendantes des algorithmes utilise´s et des situations conside´re´es.
Les situations repre´sentatives des cas rencontre´s en ECG sont de´finies par les contextes
de´ja` aborde´s au chapitre 3. Ces derniers sont de´taille´s au cours de ce chapitre.
Enfin, l’acquisition des re`gles d’association entre les algorithmes et les diffe´rents
contextes est pre´sente´e en section 4.3. Succinctement, elle consiste a` ge´ne´rer un en-
semble d’ECG repre´sentatifs d’une situation clinique (un contexte) et a` analyser les
performances des algorithmes sur chacun de ces ECG par une me´thode d’analyse fac-
torielle. Dans ce travail, l’effort a e´te´ restreint au pilotage des algorithmes de de´tection
de QRS qui demeure l’e´ve´nement primordial a` de´tecter pour l’analyse de l’ECG.
4.2 Pre´sentation de la base algorithmes
Dans IP-Calicot la chaˆıne de traitements de l’abstraction temporelle est compose´e
de quatre taˆches : le Filtrage, la de´tection du QRS, la classification du QRS et la
de´tection de l’onde P. Une taˆche peut ge´ne´ralement eˆtre re´alise´e par un algorithme.
Toutefois, dans la litte´rature, il existe plusieurs algorithmes capables de re´aliser une
telle taˆche. Le but du pilotage est de choisir l’algorithme le plus adapte´ en fonction du
contexte. Cette section pre´sente les diffe´rents algorithmes retenus pour le filtrage, la
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de´tection de QRS, la classification de QRS et la de´tection d’ondes P. Ils constituent la
base d’algorithmes.
4.2.1 Filtrage de l’ECG
Le filtrage a pour but de se´parer les signaux utiles des bruits inde´sirables. En e´lec-
trocardiographie, ces bruits sont bien identifie´s mais certains ont la particularite´ de
recouvrir la bande spectrale de l’ECG, ce qui les rend difficile a` filtrer. La figure 4.1
donne la densite´ spectrale de puissance de l’ECG et de ses diffe´rentes composantes.
Sur cette figure, on voit que l’e´nergie de l’ECG est repartie dans la bande [2, 40]Hz
Fig. 4.1 – Densite´ spectrale de puissance de l’ECG et de ses composantes
qui recouvre celle des bruits cliniques typiques. Dans notre application, un seul filtre a
e´te´ mis en œuvre. Il utilise une analyse multi-re´solution (Mallat, 1999) fonde´e sur une
ondelette de Daubechies (Daubechies, 1988). Il revient a` un filtrage de bande passante
[1.9, 45]Hz qui permet de re´cupe´rer la gamme de fre´quence appartenant a` l’ECG. Ce
choix se base sur les travaux de the`se de Senhadji (Senhadji, 1993) qui a montre´ les
be´ne´fices tire´s d’une telle de´marche. L’autre avantage de l’analyse multi-re´solution est
qu’elle conduit a` un de´veloppement unifie´ pour le filtre d’entre´e, la de´tection de l’onde
P et l’analyseur de contexte de ligne.
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4.2.2 De´tection du QRS
Le choix du de´tecteur de QRS est tre`s important pour re´aliser un syste`me d’ana-









Fig. 4.2 – Sche´ma bloc d’un de´tecteur de QRS.
Le signal ECG est d’abord filtre´ puis transforme´ pour mettre en exergue les infor-
mations qui concernent le QRS. Ensuite, la transforme´e est seuille´e puis un e´tage de
de´cision se´lectionne les occurrences de QRS parmi les candidats.
La de´tection du QRS a fait l’objet de nombreux travaux depuis une trentaine d’an-
ne´es et continue d’eˆtre un champ de recherche tre`s actif. On peut ainsi trouver des algo-
rithmes base´s sur : 1) des filtres nume´riques (Ruha et coll., 1997; Daskalov et Christov,
1999; Wieben et coll., 1999; Nagin et Selishchev, 2001), 2) des analyses temps-fre´quence
et ondelettes (Li et coll., 1995; Senhadji et coll., 1995; Afonso et coll., 1999; Kadambe
et coll., 1999), 3) des transformations line´aires et non-line´aires (Pan et Tompkins, 1985;
Gritzali, 1988; Benitez et coll., 2001), 4) des analyses statistiques (re´seaux de neurones)
(Watrous et Towell, 1995; Silipo et Marchesi, 1998), 5) des grammaires de formes (tem-
plate matching), 6) des me´thodes e´volutionnaires (Poli et coll., 1995), 7) de la fusion
multisource (Thoraval et coll., 1997; Herna´ndez et coll., 1999; Koulouris et coll., 2000;
Wrzesniowski et Augustyniak, 2001). Cette recherche est toujours active et plusieurs
nouvelles me´thodes de de´tection ont e´te´ propose´es re´cemment (Burke et Nasor, 2004;
Dotsinsky et Stoyanov, 2004; Christov, 2004; Ferna´ndez et coll., 2005). Parmi cet en-
semble de de´tecteurs, l’objectif a e´te´ de constituer une base de de´tecteurs. Comme il est
impensable de tous les mettre en œuvre dans le syste`me, seuls sept ont e´te´ se´lectionne´s
selon les crite`res suivants :
– capacite´ a` travailler en temps re´el,
– facilite´ de mise en œuvre,
– robustesse au bruit.
Les sept de´tecteurs choisis sont ceux propose´s par Benitez et coll. (Benitez et coll.,
2001), Gritzali (Gritzali, 1988), Suppappola et Sun (Suppappola et Sun, 1994), Ka-
dambe et coll. (Kadambe et coll., 1999), Pan et Tompkins (Pan et Tompkins, 1985),
Fraden et Neuman (Fraden et Neuman, 1980) et Okada (Okada, 1979). Ces deux der-
niers ont e´te´ pre´sente´s dans (Friesen et coll., 1990) sous la de´nomination de AF2 (Am-
plitude Filter 2 ) et DF2 (Digital Filter 2 ). Ils ont de´montre´ que ces deux de´tecteurs
sont sensibles a` des bruits diffe´rents les rendant ainsi comple´mentaires. Les paragraphes
suivants de´taillent les de´tecteurs choisis.
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AF2 : L’algorithme 2 pre´sente´ est une adaptation du de´tecteur analogique de QRS
de Fraden et Neuman (Fraden et Neuman, 1980), il est tire´ de l’article de Friesen et
coll. (Friesen et coll., 1990). Il travaille sur l’amplitude et la de´rive´e premie`re du signal
ECG.
Algorithme 2 Algorithme de AF2.
Fonction AF2
Soit N le nombre d’e´chantillons
/* Transformation : Un premier seuil d’amplitude est calcule´ */
Seuil1 = 0.15 ∗max(ecg)
/* Les donne´es brutes sont alors rectifie´es en prenant la valeur absolue */
Pour n = 0 a` N faire
Y0(n) = |x(n)|
Fin pour
/* L’ECG rectifie´ est ensuite seuille´ */
Pour chaque n ∈ {0, . . . , N} faire






/* La de´rive´e premie`re est calcule´e */
Pour n = 1 a` N − 1 faire
Y2(n) = Y1(n + 1)− Y1(n− 1)
Fin pour
renvoyer Y2
Il n’y a pas d’e´tage de de´cision ni de filtrage dans cet algorithme. L’e´tude de Frie-
sen et coll. (Friesen et coll., 1990) a montre´ que AF2 est tre`s sensible au bruit basse
fre´quence mais particulie`rement re´sistant au bruit e´lectromyographique.
Benitez : Cet algorithme re´cent est pre´sente´ dans (Benitez et coll., 2001). Il utilise
la de´rive´e et la transforme´e de Hilbert pour rehausser les QRS de l’ECG. La figure 4.3
montre les diffe´rentes e´tapes de ce de´tecteur.
Le filtre passe-bande est forme´ par un filtre a` re´ponse impulsionnelle finie avec
une feneˆtre de Kaiser-Bessel. La de´rive´e est ensuite calcule´e puis les passages a` ze´ro
sont rehausse´s par la transforme´e de Hilbert. Apre`s le seuillage, une recherche de QRS
concurrents dans une feneˆtre est effectue´e. Les QRS sont ensuite choisis en fonction de
l’amplitude des points dans l’ECG original et en fonction de l’intervalle RR pre´ce´dent.
le seuil est calcule´ a` partir de l’e´chantillon d’amplitude maximum et de la valeur efficace
du signal qui repre´sentent respectivement l’amplitude des QRS et l’amplitude du bruit.
Apre`s le seuillage, une recherche de QRS concurrents dans une feneˆtre est effectue´e.
Les QRS concurrents sont de´partage´s en fonction de l’amplitude des e´chantillons dans












Fig. 4.3 – Diagramme des e´tapes de l’algorithme de Benitez et coll.
l’ECG original et en fonction de l’intervalle RR pre´ce´dent.
DF2 : L’algorithme 3 pre´sente´ est une adaptation du de´tecteur de QRS par filtre
nume´rique d’Okada. Il est tire´ de l’article de Friesen et coll. (Friesen et coll., 1990).
La dernie`re partie de l’algorithme repre´sente un e´tage de de´cision re´duit qui utilise
une ve´rification de signe du signal ECG filtre´ pour e´liminer des candidats. L’e´tude de
Friesen et coll. (Friesen et coll., 1990) a montre´ que cet algorithme est tre`s sensible au
bruit e´lectromyographique.
Gritzali : L’algorithme de de´tection, de´veloppe´ par Gritzali (Gritzali, 1988), a permis
de ge´ne´raliser la plupart des de´tecteurs de QRS. Celui-ci est base´ sur l’analyse de la
longueur d’un signal ECG repre´sente´ par un ou plusieurs canaux. En pratique, pour
un seul canal, on choisit une feneˆtre temporelle de taille q, a` l’inte´rieur de laquelle on





(1 + (x(i + retard)− x(i))2)
Sur n canaux, la fusion est obtenue en calculant la norme des longueurs en chaque
point :





(1 + (xk(i + retard)− xk(i))2)
La me´thode de seuillage propose´e n’est pas valide en pratique car elle est destine´e
uniquement aux donne´es utilise´es dans l’expe´rience originale. Dans notre application,
la me´thode de´veloppe´e utilise un seuillage du meˆme type que benitez.
Kadambe : L’algorithme de de´tection, de´veloppe´ par Kadambe et coll. (Kadambe
et coll., 1999) s’appuie sur une transformation en ondelettes de type spline. Cette trans-
formation a la particularite´ de rehausser la bande spectrale du QRS tout en filtrant le
124 Acquisition des re`gles de pilotage d’algorithmes
Algorithme 3 Algorithme de DF2.
Fonction DF2
Soit N le nombre d’e´chantillons
/* Filtrage : L’ECG est passe´ a` travers un filtre moyenneur */
Pour n = 1 a` N − 1 faire
Y0(n) = [ecg(n− 1) + 2ecg(n) + ecg(n + 1)]/4
Fin pour
/* Puis a` un filtre passe-bas nume´rique */
Pour n = m a` N −m faire




/* Transformation : La diffe´rence entre l’entre´e et la sortie est ensuite calcule´e */
Pour n = m a` N −m faire
Y2(n) = (Y0(n)− Y1(n))
2
Fin pour
/* Puis cette diffe´rence carre´ est filtre´e */






/* La sortie de la transforme´e est ensuite calcule´e */
Pour chaque n ∈ {(m, . . . , N −m} faire







signal inutile (bruit, ondes P, ondes T). Le filtrage, la transformation et la de´tection se
font de manie`re ite´rative comme montre´ dans le diagramme de la figure 4.4.
Le signal ECG est analyse´ segment par segment. Chaque segment est multiplie´ par
une feneˆtre de Hamming puis transforme´ en ondelettes. La transformation est d’abord
faite a` l’e´chelle i puis a` l’e´chelle i+1. Un seuillage est ensuite effectue´ a` chaque niveau.
Si le nombre de QRS est le meˆme a` chaque niveau alors la de´tection est conside´re´e
comme correcte sinon l’ECG est de nouveau analyse´ a` l’e´chelle suivante. Une fois les
QRS trouve´s, l’intervalle RR est utilise´ pour e´liminer les dates incohe´rentes. Chaque
segment suivant contient 75% de l’ancien segment. Autrement dit, chaque portion de
l’ECG est analyse´e quatre fois. Cette re´pe´tition en fait une me´thode tre`s couˆteuse
mais permet de compenser les nombreuses non-de´tections dues a` la contrainte stricte
d’e´galite´ du nombre de QRS trouve´s a` chaque e´chelle.
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Fig. 4.4 – Diagramme des e´tapes de l’algorithme de Kadambe et coll.
MOBD : L’algorithme de de´tection, de´veloppe´ par Suppappola et Sun (Suppappola
et Sun, 1994) est base´ sur une transformation non line´aire appele´e Mobd (Multiplication
of backward difference). La diffe´rence de premier ordre est calcule´e comme suit :
x[k] = ecg[k] − ecg[k − 1]





une consistance de signe est ensuite assure´e par :
Si signe(x[n− k]) 6= signe(x[n− (k + 1)]),∀k ∈ {0, . . . , N − 2} alors
y[n] = 0
Fin si
La pre´sence ou l’absence d’un QRS est juge´e en employant un seuil adaptatif cal-
cule´ en fonction d’une estimation du bruit. Cet algorithme posse`de des performances
moyennes mais il a l’avantage d’eˆtre tre`s peu couˆteux en ressources tant que l’ordre N
du de´tecteur reste raisonnable.
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Pan : L’algorithme de de´tection, de´veloppe´ par Pan et Tompkins (Pan et Tompkins,
1985), identifie les complexes QRS en se basant sur l’analyse de la pente, de l’amplitude
et de la largeur des ondes. La figure 4.5 montre les diffe´rentes e´tapes de la de´tection.
Le filtre passe-bande est forme´ par un passe-bas et un passe-haut et a pour fonction de









Fig. 4.5 – Diagramme des e´tapes de l’algorithme de Pan et Tompkins.
Apre`s filtrage, le signal est de´rive´ afin de mettre en e´vidence les fortes pentes qui
distinguent les complexes QRS des composants ECG de basse fre´quence, tels que les
ondes P et T. L’ope´ration suivante est la quadrature, qui fait ressortir les valeurs les
plus hautes qui sont principalement celles des complexes QRS. L’ope´ration finale est
l’inte´gration sur une feneˆtre glissante de longueur N . La sortie de l’inte´grateur a` feneˆtre
glissante peut eˆtre utilise´e pour de´tecter des complexes QRS, mesurer les intervalles RR
ou de´terminer la dure´e des complexes QRS.
: largeur de la fenêtre d’intégration










Fig. 4.6 – Sortie de l’inte´grateur a` feneˆtre glissante du de´tecteur de QRS de Pan et
Tompkins.
Le signal filtre´ et le signal transforme´ sont ensuite utilise´s par un e´tage de de´cision
pour de´tecter les candidats. Les re`gles mises en jeu dans cet e´tage sont assez complexes.
Elles sont base´es sur l’estimation du niveau de bruit et du dernier intervalle RR pour
mettre a` jour des seuils adaptatifs. Cet algorithme est le plus largement utilise´ dans la
litte´rature.
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4.2.3 Classification du QRS
Le complexe QRS refle`te l’activite´ ventriculaire et sa morphologie peut changer
lorsque sa commande ou la conduction du front de de´polarisation ou de repolarisation
devient anormale. Par exemple, une activite´ pre´mature´e ventriculaire et un bloc de
branche conduisent a` un e´largissement du complexe QRS. La classification du com-
plexe QRS est donc ne´cessaire lors de l’e´laboration d’un syste`me de reconnaissance
d’arythmies ou lors d’une transformation du signal nume´rique en flots d’e´ve´nements
symboliques. Le syste`me met en œuvre les deux classificateurs de QRS a` re´seau de
neurones de Calicot :
– le premier posse`de deux sorties classant le QRS en normal ou abnormal
– le deuxie`me posse`de quatre sorties classant le QRS en normal, pvc, lbbb, et rbbb.
C’est le deuxie`me classificateur qui est utilise´ dans IP-Calicot car il permet de
distinguer les battements de base du patient (normal, lbbb, et rbbb)1, des battements
pre´mature´s ventriculaires (pvc) autrement appele´s extrasystoles. De plus, il permettrait
de de´tecter les blocs de branche intermittents tels que des alternances entre blocs de
branche et rythme normal.
Le premier classificateur est tout de meˆme conserve´ car il permet de classer le QRS
dans un langage plus abstrait (normal et abnormal) utilise´ parfois par des mode`les de
chroniques reposant sur ce langage.
4.2.4 De´tection d’ondes P
L’onde P est le reflet de l’activite´ auriculaire, sa faible amplitude et la grande
variabilite´ de sa morphologie en font une onde particulie`rement difficile a` de´tecter, ce
qui explique qu’elle demeure un proble`me non re´solu.
Les algorithmes de de´tection d’onde P sont ge´ne´ralement conc¸us selon deux ap-
proches. La premie`re s’appuie sur une de´tection pre´alable du QRS et consiste a` recher-
cher, dans une feneˆtre pre´ce´dant le QRS, une trace de l’onde P comme dans l’algo-
rithme SA/RT (Agilent Technologies, 2000). La seconde est base´e sur l’annulation de
l’ensemble QRS-T (Stridh et So¨rnmo, 2001; Va´squez et coll., 2001; Wang, 2002). Dans
IP-Calicot, c’est l’algorithme propose´ dans Calicot (cf. 2.3.3) qui a` terme sera mis
en œuvre. Ce dernier s’appuie sur l’annulation du QRS-T. Cette approche est, de fait,
moins de´pendante des dissociations P-QRS notamment lors de blocs AV.
4.3 E´tude des de´tecteurs de QRS selon diffe´rents contextes
4.3.1 Introduction
Pour obtenir un pilotage efficace des de´tecteurs de QRS, il est ne´cessaire d’extraire
les re`gles qui permettent au pilote d’associer un contexte a` un algorithme particulier.
Le pilotage propose´ dans cette e´tude repose sur deux hypothe`ses pre´liminaires :
1On estime donc ici le contexte propre a` chaque patient
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– Le contexte est reconnaissable en ligne : ce qui signifie que l’on arrive
toujours a` estimer le contexte dans lequel on se trouve. La reconnaissance des
formes de QRS et du bruit de ligne est effectue´e par des analyseurs de contexte.
L’analyse du contexte de ligne est actuellement a` l’e´tude et associe une analyse
multi-re´solution et le calcul de l’e´nergie en sous-bande. Les premiers re´sultats
enregistre´s sont encourageants mais n’ont malheureusement pas pu eˆtre finalise´s.
– Le bruit et les formes de QRS influent sur les re´sultats : ce qui signifie
que les performances des de´tecteurs sont de´pendantes non seulement de l’infor-
mation non pertinente qui vient parasiter la ligne (bruit clinique) mais aussi des
informations pertinentes concernant la forme des QRS porteuse de signes patho-
logiques. Alors qu’il a e´te´ de´montre´ que le bruit clinique est tre`s geˆnant pour le
fonctionnement des de´tecteurs, la forme des QRS et les arythmies ont souvent
e´te´ ne´glige´es. A` ma connaissance, aucune e´tude n’a pris se´rieusement ce facteur
comme mesure de performance. L’analyse du contexte arythmique est actuelle-
ment a` l’e´tude. Il peut eˆtre base´ sur les pre´ce´dents diagnostics d’arythmies pour
obtenir une tendance a` court terme.
Ces hypothe`ses ne peuvent eˆtre confirme´es par les travaux de la litte´rature actuelle.
En effet, de nombreuses e´tudes comparatives de de´tecteur de QRS existent mais peu
d’entre elles ont ge´ne´re´ des connaissances suffisamment pre´cises pour ame´liorer la taˆche
de de´tection de cette onde importante.
E´tat de l’art de la comparaison de de´tecteurs de QRS Plusieurs comparai-
sons quantitatives de performances ont e´te´ pre´sente´es dans la litte´rature (Poli et coll.,
1995; Kadambe et coll., 1999; Benitez et coll., 2001; Wagner et coll., 2003). Ces e´valua-
tions sont ge´ne´ralement effectue´es sur des enregistrements provenant de bases standard
(MIT-BIH, CSE, AHA, etc.) et sont base´es sur des scores de de´tection ge´ne´ralement
exprime´s en terme de sensibilite´ et de spe´cificite´. Un score moyen calcule´ sur l’ensemble
des re´sultats est sense´ refle´ter les performances ge´ne´rales des de´tecteurs. Cependant, un
ECG est compose´ de diffe´rents niveaux de bruit et de morphologies de QRS varie´es, un
score moyen n’explique donc pas quelles sont les caracte´ristiques spe´cifiques du signal
qui affectent les re´sultats des de´tecteurs (Kohler et coll., 2002). De plus, une compa-
raison fiable des re´sultats implique que l’e´valuation des performances des de´tecteurs de
QRS doit eˆtre faite sur la meˆme base de donne´es, ce qui n’est pas toujours le cas dans
la litte´rature.
L’e´tude re´alise´e par Friesen et coll. (Friesen et coll., 1990) constitue un bon exemple
de comparaison de de´tecteurs. Les auteurs comparent neuf algorithmes de de´tection de
QRS par rapport a` un ECG gold standard. Cet ECG est corrompu par cinq types
de bruit artificiel repre´sentatifs des bruits rencontre´s en situation clinique. Les au-
teurs se´lectionnent le meilleur de´tecteur en comparant les performances moyennes et
en montrant que chaque de´tecteur est influence´ diffe´remment selon les contextes de
bruit. Cependant cette e´tude ne prend ni en compte l’e´tape de filtrage ni les effets de
la morphologie du QRS sur la de´tection. D’autres e´tudes ont pris en compte l’influence
du bruit, tel que dans (Moody et coll., 1984) avec du bruit expe´rimental ou dans (Sun
et coll., 2002) avec du bruit simule´. Cependant, l’influence des morphologies de QRS
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n’a pas e´te´ pas e´tudie´e. Dans (Nyg˚ards et L. So¨rnmo, 1981), les auteurs e´tudient la dis-
tance entre une me´thode manuelle et automatique de de´limitation de QRS en ajoutant
du bruit gaussien a` diffe´rents RSB (rapport signal-a`-bruit). Mais ce travail e´tait limite´
a` deux formes de QRS et seulement deux me´thodes (manuelle et automatique).
Ce bref e´tat de l’art montre que les comparaisons rapporte´es dans la litte´rature n’e´va-
luent pas la sensibilite´ des de´tecteurs de QRS par rapport a` l’ensemble des contextes
qui peuvent les influencer. C’est pourquoi, une nouvelle me´thode de comparaison est
propose´e. La me´thode mise au point compare un ensemble de de´tecteurs de QRS sous
diffe´rentes conditions de bruit et de morphologie afin de de´terminer le de´tecteur le plus
adapte´ a` un contexte donne´.
La de´finition pre´cise des contextes est de´taille´e en section 4.3.2 et les donne´es utili-
se´es pour les composer sont pre´sente´es en section 4.3.3. La qualite´ de mise en œuvre des
de´tecteurs de QRS doit aussi eˆtre prise en compte. Elle est discute´e en section 4.3.4.
Puis, la me´thode de comparaison est expose´e en section 4.3.5. Celle-ci se base sur une
analyse en composantes principales dont quelques notions sont introduites en section
4.3.6. Enfin, les re´sultats de comparaison et les re`gles de pilotage sont donne´es en section
4.3.7.
4.3.2 De´finition des contextes
Un contexte est de´fini ici comme e´tant la combinaison particulie`re d’un bruit et
de morphologies de QRS appartenant a` un rythme pathologique ou normal. Un chan-
gement de rythme ou de bruit implique un changement de contexte. Le contexte peut
donc eˆtre se´pare´ en deux sous contextes : le contexte de ligne et le contexte arythmique.
Le contexte patient n’est pas conside´re´ ici car il est inde´pendant des signaux analyse´s
(cf. 3.2.3).
Contexte de ligne Le contexte de ligne est constitue´ du niveau et du type de bruit
pre´sent sur la ligne a` un instant donne´ t. Pour rappel, les trois types de bruit conside´re´s
sont : les ondulations de ligne de base (bw, baseline wander), les bruits musculaires (ma,
muscle artefact) et les mauvais contacts peau-e´lectrode (em, electrode motion artefact).
Le bruit bw est majoritairement basse fre´quence, le bruit ma est majoritairement haute
fre´quence, et le bruit em a des composantes hautes et basses fre´quences. Trois rapports
signal sur bruit (5, -5, et -15 dB) sont conside´re´s mais la ligne peut, bien suˆr, ne
pre´senter aucun bruit. Le contexte prend donc une valeur parmi dix :
∀n ∈ N, ctxtline(t) ∈ ({bw,ma, em} × {5,−5,−15}) ∪ {sans bruit}
Les artefacts de mouvements d’e´lectrode et le bruit musculaire sont ge´ne´ralement consi-
de´re´s comme e´tant les plus perturbateurs, puisqu’ils peuvent eˆtre pris pour des ondes
ectopiques et ne peuvent pas eˆtre filtre´s facilement car ils recouvrent le spectre des QRS
(voir Figure 4.1).
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Contexte arythmique Le contexte arythmique est compose´ des diffe´rents rythmes
et morphologies de QRS qui composent l’ECG. Un de´tecteur est autant influence´ par
le type de QRS pre´sent sur la ligne que par une succession de QRS de types diffe´rents.
Les rythmes conside´re´s permettent de couvrir un nombre important de configurations.
Il s’agit des huit classes de contexte suivantes :
– la classe normal qui repre´sente un rythme normal compose´ de QRS normaux,
– la classe lbbb qui repre´sente un rythme normal compose´ de QRS de bloc de
branche gauche,
– la classe rbbb qui repre´sente un rythme normal compose´ de QRS de bloc de
branche droit,
– la classe paced qui repre´sente un rythme normal compose´ de QRS provoque´s par
un pacemaker,
– la classe ventricular tachycardia qui est une succession d’extrasystoles a` un
rythme rapide.
– la classe mobitzII qui est repre´sente´e par un ECG dans lequel un QRS sur deux
n’apparaˆıt pas,
– la classe bigeminy qui est la succession d’un QRS normal et d’une extrasystole
re´pe´te´e pendant un certain nombre de cycles,
– la classe trigeminy qui est la succession de deux QRS normaux et d’une extra-
systole re´pe´te´e pendant un certain nombre de cycles.
Les cinq premie`res classes permettent surtout d’e´tudier l’influence d’une forme par-
ticulie`re de QRS sur la de´tection. Les dernie`res classes apportent des informations sur
la capacite´ des algorithmes a` traiter un rythme irre´gulier compose´ de plusieurs formes
de QRS.
4.3.3 Donne´es d’ECG
Les ECG se´lectionne´s proviennent de l’e´lectrode MLII (Modified Lead II ) des en-
registrements de la base d’arythmies MIT-BIH (Mark et Moody, 1988). Chaque enre-
gistrement a e´te´ annote´ inde´pendamment par plusieurs cardiologues (deux au moins).
L’annotation est une date avec un label. La date correspond au moment d’apparition
du R du QRS et le label correspond au type du QRS (lbbb, pvc, etc.). Les enregistre-
ments : 100, 101, 103, 106, 107, 109, 111, 113, 115, 119, 122, 123, 124, 201, 205, 231
et 233 ont e´te´ choisis pour leur qualite´ et la pre´sence de nombreuses formes de QRS
diffe´rentes.
Les signaux de bruit proviennent de la base MIT-BIH Noise Stress Test Database
(Moody et coll., 1984). Les enregistrements de bruits ont e´te´ acquis sur des volontaires
physiquement actifs en utilisant des enregistreurs ECG et des e´lectrodes standard. Les
e´lectrodes ont e´te´ place´es sur les membres a` des endroits ou` les ondes ECG n’e´taient
pas visibles. Des extraits de types de bruit sont repre´sente´s Figure 4.7.
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4.3.4 Mise en œuvre et test des de´tecteurs de QRS
La mise en œuvre des de´tecteurs suit le sche´ma expose´ en section 4.2.2. Cependant
une adaptation a due eˆtre faite pour utiliser les de´tecteurs de la manie`re la plus efficace
possible. Cette section pre´sente ces diffe´rentes adaptations et les re´sultats obtenus.
Constitution des de´tecteurs de QRS Actuellement, il serait peu re´aliste de consi-
de´rer un de´tecteur sans un filtrage pre´alable des donne´es. Pour plus de cohe´rence, le
filtre utilise´ est le meˆme que celui de´crit dans la section 4.2.1. Dans cette e´tude, tous
les signaux de contexte sont donc filtre´s. Cette e´tape est tre`s importante car le filtre
de´forme le signal ECG (Jenkins et Caswell, 1996). Les performances des de´tecteurs de
QRS sont donc aussi tre`s lie´es a` la qualite´ du filtrage.
Me´thodes de seuillage Deux me´thodes de seuillage ont e´te´ de´veloppe´es :
– la premie`re utilise le seuillage propose´ par les auteurs,
– la deuxie`me utilise un seuillage global.
La comparaison de ces deux me´thodes sur l’ensemble de la base d’arythmies MIT-
BIH, a montre´ la supe´riorite´ du seuillage (( global )) sauf pour pan et kadambe qui
dans ce cas conservent leur seuillage tre`s spe´cifique. La me´thode de seuillage global
reprend celle qui a e´te´ propose´e dans (Benitez et coll., 2001). Pour rappel, le seuil
est calcule´ a` partir de l’e´chantillon d’amplitude maximum et de la valeur efficace du
signal qui repre´sentent respectivement l’amplitude des QRS et l’amplitude du bruit.
Apre`s le seuillage, les QRS concurrents sont de´partage´s en fonction de l’amplitude des
e´chantillons dans l’ECG original et en fonction de l’intervalle RR pre´ce´dent.
Calcul des scores des de´tecteurs Le calcul du score est effectue´ en e´valuant la ca-
pacite´ des algorithmes a` de´tecter correctement les QRS qui apparaissent dans le signal.
Toutes les dates des ve´ritables QRS sont repe´re´es par des annotations. Un e´ve´nement
de type QRS est de´tecte´ si un segment du signal est au dessus du seuil et la date
d’occurrence de l’e´ve´nement correspond au maximum de ce segment. Si un e´ve´nement
appartient a` une feneˆtre d’acceptation autour d’une annotation de QRS alors il est
annote´ vrai positif (V P ), sinon il apparaˆıt comme un faux positif (FP ). Si plus d’un
e´ve´nement appartiennent a` la meˆme feneˆtre, un seul est e´tiquete´ V P , les autres sont
ignore´s. Les faux ne´gatifs (FN) sont les annotations de QRS qui n’ont pu eˆtre asso-
cie´es a` aucun e´ve´nement. Les de´tecteurs ont ge´ne´ralement soit un grand nombre de
FP soit un grand nombre de FN ce qui rend la comparaison des performances difficile.
Pour donner un crite`re global sur lequel fonder la comparaison, le nombre d’erreurs
Ne = FP +FN et le taux d’erreur Te = Ne
V P+FN , ou` V P +FN correspond au nombre
total d’annotations de QRS, sont calcule´s. Deux crite`res peuvent ensuite eˆtre consi-
de´re´s : la probabilite´ de de´tection (ou sensibilite´) Pd = V P
V P+FN qui donne le nombre
de QRS de´tecte´s sur le nombre total de QRS pre´sents et le taux de fausses alarmes
Tfa = FP
V P+FP qui donne le taux de fausses de´tections parmi l’ensemble des de´tections.
La spe´cificite´, de´finie par Sp = V N
V N+FP , souvent estime´e dans la litte´rature, n’est en fait
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pas suffisamment informative. En effet, dans le cas de la de´tection de QRS, le nombre
de V N (Vrais Ne´gatifs) est bien supe´rieur au nombre de faux positifs (de l’ordre de
1000 fois plus), ce qui implique que les variations de FP sont quasiment invisibles avec
cette mesure. C’est pourquoi, Tfa a e´te´ pre´fe´re´ car ce crite`re met en jeu des valeurs du
meˆme ordre de grandeur.
Comparaison des re´sultats Les tables 4.1 et 4.2 montrent les diffe´rences entre les
performances donne´es dans la litte´rature (Table 4.1) et celles acquises dans l’expe´ri-
mentation ( Table 4.2).
Les performances de df2 et af2 avec une ensemble de donne´es re´elles sont inconnues.
Le de´tecteur benitez est le´ge`rement moins bon mais dans l’article original (Benitez
et coll., 2001), l’algorithme n’a pas e´te´ teste´ sur les enregistrements les plus difficiles de
la base d’arythmies MIT-BIH. Le de´tecteur gritzali pre´sente lui aussi des performances
moins bonnes mais l’ensemble de test utilise´ dans l’article original (Gritzali, 1988)
n’est pas standard et ne peut donc eˆtre ve´rifie´. Qui plus est, les re´sultats pre´sente´s
concernaient une de´tection a` partir de plusieurs sources d’ECG. Le de´tecteur kadambe
pre´sente des performances supe´rieures. Cette diffe´rence peut s’expliquer par le fait que
la base de donne´es utilise´e dans cette e´tude n’est pas la meˆme. Le de´tecteur mobd est
ve´ritablement moins bon mais la me´thode de seuillage pre´sente´e dans l’article original
(Suppappola et Sun, 1994) est incohe´rente et la mise en œuvre directe sans adaptation
conduit a` des re´sultats extreˆmement me´diocres. Enfin, les re´sultats de pan pre´sente´s
dans l’article original (Pan et Tompkins, 1985) sont entache´s d’erreurs. En effet, les
auteurs ont fourni plusieurs errata sur l’algorithme et les re´sultats publie´s comprennent
beaucoup d’erreurs de calcul. Une fois ces erreurs corrige´es les performances de de´tection
baissent sensiblement.
L’utilisation de la me´thode de seuillage globale ne laisse aucun doute sur l’aug-
mentation de performance qu’elle entraˆıne. Ceci montre bien que l’e´tage de seuillage
et de de´cision a un roˆle primordial sur la qualite´ du de´tecteur. C’est cette me´thode
globale qui est utilise´e par de´faut dans les algorithmes, excepte´ pour les de´tecteurs pan
et kadambe qui utilisent un seuillage tre`s spe´cifique.
4.3.5 Me´thode de comparaison des algorithmes
La me´thode de comparaison conside`re deux types de contexte pre´sents en meˆme
temps mais de nature diffe´rente. Le bruit clinique est inde´sirable et, en ge´ne´ral, on
cherche a` le re´duire alors que le contexte arythmique contient de l’information perti-
nente pour l’analyse de l’ECG. La constitution des contextes est donc l’agre´gation de
ces deux types de contextes. La me´thode de comparaison se de´roule en huit phases
re´sume´es dans la Table 4.3.
Pour construire la base de signaux de test, diffe´rents types de QRS sont combine´s
avec du bruit additif re´el. Les morphologies de QRS sont extraites des 17 enregis-
trements se´lectionne´s (cf. 4.3.3). Pour simuler le recueil des donne´es par buffer des
syste`mes d’acquisition, les signaux sont traite´s par blocs de 4096 e´chantillons. Cette
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de´tecteurs n. battements FP FN Ne Te(%) Pd(%) Tfa(%)
benitez 45856 30 28 58 0.13 99.94 0.07
gritzali 14292 47 2 49 0.34 99.99 0.33
kadambe 8598 420 272 692 8.05 96.84 4.80
mobd 358551 11633 13253 24886 6.94 96.30 3.26
pan 116137 507 277 784 0.68 99.76 0.44
pan(*) 109494 507 277 784 0.72 99.75 0.46
Tab. 4.1 – Re´sultats de de´tection de QRS dans la litte´rature
(*) apre`s corrections
de´tecteurs n. battements seuillage original seuillage global
Te(%) Pd(%) Tfa(%) Te(%) Pd(%) Tfa(%)
af2 109494 61.41 75.37 32.79 36.28 98.50 26.09
benitez 109494 1.19 99.45 0.63 1.19 99.45 0.63
df2 109494 9.78 93.54 3.43 6.66 94.26 0.97
gritzali 109494 3.46 99.25 2.66 3.06 99.61 2.61
kadambe 109494 3.23 99.21 2.40 3.23 99.21 2.40
mobd 109494 10.13 95.42 5.50 6.70 99.54 5.90
pan 109494 1.78 98.34 0.12 1.78 98.34 0.12
Tab. 4.2 – Re´sultats de de´tection de QRS selon deux me´thodes de seuillage.
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longueur correspond a` une dizaine de QRS pour une dure´e moyenne de 11 secondes
(pour une fre´quence d’e´chantillonnage de 360Hz).
La premie`re e´tape, appele´e re´e´chantillonnage, consiste a` construire les contextes
appele´s morphologiques. Huit morphologies de QRS et rythmes ont e´te´ extraits de 17
signaux dont le nombre varie entre 30 et 23000. Une me´thode pseudo-bootstrapping,
adapte´e de Zoubir et Boashash (Zoubir et Boashash, 1998), est effectue´e pour se´lection-
ner un ensemble de contextes morphologiques plus grand a` partir du nombre limite´ d’in-
dividus disponibles dans les enregistrements originaux. Les contextes morphologiques
sont stocke´s dans des buffers de longueur de´finie. La figure 4.7 pre´sente un exemple de
signal contextuel aux multiples e´tapes de la constitution de contexte.
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Fig. 4.7 – Exemple de contexte aux diffe´rentes e´tapes de l’analyse de performance
de de´tection de QRS. a) classe de contexte lbbb ; b) ondulations de ligne de base ;
c) contexte corrompu par d) du bruit musculaire ; e) sortie du filtre ; f) mouvements
d’e´lectrode.
Chaque buffer contient un seul contexte morphologique. Comme les donne´es qui
composent un buffer peuvent provenir de plusieurs enregistrements diffe´rents, on ef-
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fectue la liaison des QRS en utilisant une approximation sigmoı¨de aux bords pour
minimiser les sauts de raccord. Par exemple, un buffer de taille 10 peut contenir un
segment de bige´minisme de 5 QRS qui provient d’un enregistrement particulier et un
autre segment de bige´minisme de 5 QRS qui provient d’un autre enregistrement. Un
raccord doit alors eˆtre e´tabli entre ses deux segments.
Afin de re´aliser l’ajout du bruit, chaque bruit est additionne´ au signal de re´fe´rence
suivant trois RSB : 5, -5, -15 dB. Le RSB est calcule´ selon les formules suivantes :
RSB = 10 ∗ log10
P (S)









ou` la variable α controˆle l’e´nergie du bruit ajoute´ et ou` P (X) est l’e´nergie de X. Bien
entendu, les contextes de morphologies sont aussi teste´s sans ajout de bruit.
Le filtrage est effectue´ pour retirer le plus de bruit possible. Il importe de rappeler
que nous nous inte´ressons ici a` l’influence du bruit qui ne peut pas eˆtre filtre´ aise´ment.
Chaque re´alisation de chaque contexte est utilise´e comme entre´e de chaque de´tecteur
pour lequel le calcul du score est effectue´.
Dans les tests B = 10 battements, R = 100 re´alisations, M = 8 morphologies et
N = 10 types de bruit (dont un sans bruit et bw, ma, em a` trois RSB) pour D = 7
de´tecteurs. Ce qui conduit a` 100 ∗ 7 ∗ 8 ∗ 10 = 56000 valeurs. Pour une telle masse de
donne´es, les re´sultats inte´ressants peuvent eˆtre difficiles a` analyser et a` extraire. C’est
pourquoi, une analyse en composantes principales (ACP) a e´te´ effectue´e sur les donne´es
pour faire ressortir les diffe´rentes classes de contexte inte´ressantes.
4.3.6 Analyse en composantes principales
Cette section pre´sente succinctement les objectifs de l’analyse en composantes prin-
cipales (ACP) et les crite`res importants pour l’e´valuation. Une description de´taille´e de
l’ACP peut eˆtre trouve´e dans (Bertier et Bouroche, 1977).
Le but d’une ACP est de repre´senter un large ensemble de donne´es multidimension-
nelles dans un espace re´duit en maximisant l’inertie de nouveaux axes orthogonaux. Par
exemple, pour une repre´sentation a` une seule dimension, on cherchera la droite la plus
(( proche )) des points du nuage et le nuage sera repre´sente´ par la projection des points
sur cette droite ; la proximite´ du nuage de points a` la droite sera mesure´e par l’inertie
du nuage par rapport a` cette droite. L’axe d’inertie minimum est appele´ premier axe
principal. Le plan d’inertie minimum est constitue´ des deux axes orthogonaux d’inertie
minimum (voir Figure 4.8).
Le nuage de points original est une matrice X de dimension n, p repre´sentant les
valeurs quantitatives prises par n individus de´crits par p variables. Une fois les axes
principaux trouve´s chaque point est projete´ orthogonalement sur les axes comme illustre´
Figure 4.8. L’axe est calcule´ de fac¸on a` minimiser l’inertie du nuage par rapport a` l’axe.
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Tab. 4.3 – Algorithme de re´e´chantillonnage (pseudo-bootstrap) pour calculer les scores
des de´tecteurs de QRS
Init. Donne´es : pour un contexte donne´, supposer un ensemble Q de
BT battements
E´tape 1 Re´e´chantillonnage : effectuer une se´lection de B battements, avec
retirage, a` partir de Q pour obtenir la population re´e´chantillonne´e
Q∗
E´tape 2 Liaison : concate´ner les B battements de Q∗ en utilisant une ap-
proximation sigmo¨ıde aux bords pour minimiser les sauts de rac-
cord entre deux battements
E´tape 3 Ajout du bruit : corrompre les battements concate´ne´s par du bruit
re´el additif a` un RSB donne´ pour obtenir S. Pour la ge´ne´ration de
contextes sans bruit, l’e´tape 3 est ignore´e
E´tape 4 Filtrage : filtrer S pour obtenir le signal S ′
E´tape 5 Calcul du score : utiliser S ′ comme entre´e des D de´tecteurs et
calculer le score
E´tape 6 Re´pe´tition : re´pe´ter l’e´tape 1 a` 5 pour obtenir R re´alisations d’un
meˆme contexte
E´tape 7 Re´pe´tition : re´pe´ter l’algorithme pour les M contextes morpholo-
giques associe´s aux N bruits pour collecter tout les scores
E´tape 8 Pre´sentation des re´sultats : projeter tous les scores sur les axes
principaux (ACP) pour analyser visuellement les dispersions
Fig. 4.8 – Nuage de points en trois dimensions d’une matrice d’individus.
Pour interpre´ter les re´sultats d’une ACP norme´e (centre´e re´duite), il est ne´cessaire
de ve´rifier la qualite´ de repre´sentation des variables. Cette qualite´ peut eˆtre estime´e a`
partir des valeurs propres de la matrice d’inertie X tX. Plus la valeur propre associe´e
a` un axe l (λl) est grande, plus l’axe associe´ repre´sente de variables et plus il sera
inte´ressant. La valeur λ = 1 est donc un point de repe`re dans le sens ou` un axe associe´
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a` une valeur propre infe´rieure a` 1 synthe´tise moins de donne´es qu’une variable isole´e. On
calcule ge´ne´ralement l’inertie explique´e pour chaque axe qui est donne´e par ϕ l =
λl
Tr(X)
ou` Tr(X) est la trace de X (la longueur de la diagonale).
Lorsque deux axes principaux sont retenus, la contribution des variables originales
a` un axe particulier peut eˆtre e´value´e par le cercle des corre´lations. Dans le cercle de
rayon 1 centre´ a` l’origine des deux axes, les variables sont projete´es. L’angle forme´ par
la droite passant par l’origine et un point-variable et la droite d’un axe principal donne
la corre´lation entre la variable et l’axe. Plus l’angle sera petit plus l’axe sera corre´le´ avec
la variable. Enfin, plus le point sera proche de l’unite´ plus la variable sera repre´sentative
de l’axe.
4.3.7 Re´sultats et re`gles de pilotages
Deux analyses distinctes ont e´te´ re´alise´es :
– La premie`re organise les scores Ne en une matrice M1 dont les lignes repre´-
sentent les de´tecteurs pour les diffe´rentes re´alisations et les colonnes repre´sentent
les morphologies et les bruits ;
– La seconde organise les scores Ne en une matrice M2 dont les lignes sont compo-
se´es des valeurs des re´alisations pour chaque morphologie et bruit et les colonnes
repre´sentent les de´tecteurs.
Une ACP a e´te´ applique´e a` ces matrices dans le but d’e´tudier :
1. la de´pendance des performances des de´tecteurs selon les contextes (ACP sur M1),
2. les contextes selon les performances des de´tecteurs (ACP sur M2).
Pour chaque ACP, quatre groupes de contextes particuliers sont analyse´s : les
contextes morphologiques (sans bruit), les ondulations de ligne de base (bw a` tous
les RSB), les artefacts musculaires (ma a` tous les RSB), les artefacts de mouvements
des e´lectrodes (em a` tous les RSB). Le cercle des corre´lations et les deux composantes
principales (c.-a`-d. les individus projete´s) sont affiche´s. Chaque axe est repe´re´ par une
ligne passant par l’origine. Pour chaque groupe, diffe´rents symboles sont utilise´s et deux
proprie´te´s sont analyse´es : le barycentre (affiche´ en noir), qui donne une information
sur la qualite´ ge´ne´rale de de´tection et la dispersion, qui donne une information sur la
stabilite´ de la de´tection.
4.3.7.1 Performance des de´tecteurs selon le contexte (M1)
Cinq ACP sont re´alise´es sur M1, une pour la matrice globale et une pour chaque
groupe de contextes. Les re´sultats obtenus sur la matrice globale M1 de taille 700x80,
repre´sente´s Figure 4.9, montrent les performances globales des de´tecteurs.
La valeur propre associe´e au premier axe vaut 14.23 ce qui signifie que le premier
axe re´sume environ 14 variables. Le premier axe posse`de ainsi une inertie explique´e
ϕ1 = 17.8% et le deuxie`me une inertie explique´e ϕ12 = 12.5%. Pour des donne´es initiales
dans R80 projete´es dans un plan R2, 30.3% d’inertie explique´e cumule´e consitute une
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Fig. 4.9 – Analyse en composantes principales et cercle des corre´lations sur les re´sultats
globaux.
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bonne qualite´ de repre´sentation. Le cercle des corre´lations indique que le premier axe
est corre´le´ ne´gativement avec l’ensemble des scores des de´tecteurs. Une valeur ne´gative
sur le premier axe est donc repre´sentative d’une grande valeur de Ne. Autrement dit,
le premier axe donne les performances moyennes des de´tecteurs. Plus les projections
appartenant a` un de´tecteur seront positives meilleur ce de´tecteur sera. L’analyse de
l’ACP donne ainsi le de´tecteur benitez comme e´tant le meilleur en moyenne. Il est suivi
de pre`s de kadambe et de pan puis du groupe df2, gritzali et af2 et enfin du mobd. Le
cercle des corre´lations indique que le deuxie`me axe confronte les classes bigeminy et
ventricular tachycardia pour le type de bruit bw et sans bruit (corre´lation positive)
aux classes mobitzII, paced et rbbb pour le type de bruit em a` −15dB (corre´lation
ne´gative). Ceci implique que le de´tecteur df2 est fortement perturbe´ par les classes
bigeminy et ventricular tachycardia tandis qu’il est relativement inde´pendant des
classes mobitzII, paced et rbbb pour le type de bruit em a` −15dB alors qu’elles
perturbent fortement les autres de´tecteurs.
Les re´sultats sont beaucoup plus informatifs que l’e´tude re´alise´e sur les simples
enregistrements (cf. 4.3.4). Pour le premier axe, on voit que certains de´tecteurs tels
que mobd ne re´sistent pas a` la hausse du bruit tandis que d’autres tels que kadambe se
montrent particulie`rement re´sistants. Le deuxie`me axe indique que les contextes em et
mobitzII sont particulie`rement favorables au de´tecteur df2.
Ce type d’e´tude, qui montre de´ja` un degre´ supe´rieur d’interpre´tation que les e´tudes
classiques de comparaison, peut eˆtre approfondi. Quatre e´tudes comple´mentaires ont
e´te´ re´alise´es pour obtenir une comparaison sur des contextes spe´cifiques.
– Une ACP sur des contextes morphologiques (700x8) montre pour le premier axe
(ϕ1 = 25.9%), les mauvaises performances de l’ensemble des de´tecteurs pour la
classe ventricular tachycardia et bigeminy notamment pour le de´tecteur df2.
Les de´tecteurs benitez, gritzali et kadambe sont les plus re´sistants. Le deuxie`me
axe (ϕ2 = 16.9%) montre surtout les bons scores de df2 pour la classe mobitzII
et paced.
– Une ACP sur des contextes bw (700x24) montre, pour le premier axe (ϕ1 =
19.7%), les faibles performances de af2 et df2. Le deuxie`me axe (ϕ2 = 14.6%)
souligne encore une fois les bons scores de df2 pour la classe mobitzII et paced.
– Une ACP sur des contextes ma (700x24) montre pour le premier axe (ϕ1 = 37.6%)
que kadambe est le meilleur de´tecteur pour ce type de bruit devant benitez et af2.
gritzali, df2 et mobd sont fortement perturbe´s. Le deuxie`me axe (ϕ2 = 7.15%)
conforte les bons scores de df2 pour la classe mobitzII et paced pour ce type de
bruit.
– Une ACP sur des contextes em (700x24) est repre´sente´e Figure 4.10. Le cercle des
corre´lations indique que le premier axe (ϕ1 = 21%) est corre´le´ ne´gativement aux
contextes RSB ≤ −5dB tandis que le deuxie`me axe (ϕ2 = 12.3%) est positive-
ment corre´le´ aux classes bigeminy et ventricular tachycardia. Les projections
montrent que df2 est le de´tecteur le plus re´sistant au bruit em en moyenne. Le
deuxie`me axe indique toutefois qu’il reste perturbe´ par les classes trigeminy,
bigeminy et ventricular tachycardia pour un RSB ≥ −5.
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Fig. 4.10 – Analyse en composantes principales et cercle des corre´lations sur les contexte
em.
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4.3.7.2 Influence des contextes sur les performances des de´tecteurs (M2)
L’ACP sur les contextes morphologiques (8000x7), pre´sente´e Figure 4.11 permet
d’analyser les contextes arythmiques qui ont le plus d’influence sur les performances des
de´tecteurs. Cette ACP montre les diffe´rences entre le groupe bigeminy, ventricular
tachycardia trigeminy, la classe paced et le reste des contextes.
Le premier axe (ϕ1 = 58.07%) re´sume beaucoup de variables et montre les perfor-
mances globales obtenues tandis que le deuxie`me axe (ϕ2 = 13.90%) se focalise surtout
les performances de gritzali et af2. On peut voir que sur le premier axe, les QRS
appartenant a` la classe ventricular tachycardia sont tre`s durs a` de´tecter. La classe
trigeminy est e´galement tre`s dure a` traiter car compose´e d’une succession de QRS
normaux et d’extrasystoles. La classe paced pre´sente aussi un type de QRS difficile a`
extraire notamment pour gritzali et af2 si on tient compte du deuxie`me axe.
Des tests similaires ont e´te´ effectue´s pour bw, ma, et em. Les re´sultats montrent
que bw n’affecte pas beaucoup les de´tecteurs alors que ma et em perturbent fortement
la de´tection.
4.3.7.3 Re´sultats ge´ne´raux et infe´rences de re`gles
L’ACP a permis de mettre en exergue les donne´es inte´ressantes pre´sentes dans
les re´sultats bruts et d’obtenir, apre`s interpre´tation des plans, les re`gles de pilotage
pre´sente´es Figure 4.12. Il convient de pre´ciser qu’il s’agit ici d’une vraie fouille de
donne´es car les Ne repre´sentent les performances de 7 de´tecteurs dans 8000 situations
distinctes. Ces re`gles ont e´te´ obtenues manuellement a` partir des scores moyens mais
une me´thode d’apprentissage telle qu’un arbre de de´cision permettrait de les acque´rir
automatiquement.
D’une manie`re ge´ne´rale, le de´tecteur benitez est juge´ le meilleur. Ceci est suˆrement
duˆ a` son e´tage de filtrage et son syste`me de de´cision particulie`rement efficace qui inclut
de´ja` de l’intelligence puisque la connaissance de l’intervalle RR est prise en compte dans
la de´cision. Il doit donc eˆtre choisi par de´faut.
Comme montre´ par l’ACP, le kadambe pre´sente les meilleures performances dans
le contexte ma. Ceci est suˆrement duˆ a` la de´composition en ondelettes qui permet de
filtrer au maximum le bruit. L’algorithme mobd est infe´rieur a` tous les autres de´tecteurs
mais il est particulie`rement peu couˆteux en calcul. Le de´tecteur pan est particulie`re-
ment adapte´ a` la classe paced. Ce de´tecteur a des performances tre`s proches de benitez
mais son filtrage permet de mieux ge´rer les cas de pacemaker. Le de´tecteur af2 a des
performances toujours en dessous d’un autre de´tecteur cependant, d’un point de vue
algorithmique, il est aussi l’un des plus simple. L’algorithme df2 posse`de de bons re´sul-
tats pour le bruit em RSB = −15. Il est de plus, le meilleur de´tecteur pour traiter la
classe mobitzII. Tout comme remarque´ dans l’e´tude de Friesen et coll. (Friesen et coll.,
1990), le de´tecteur af2 est tre`s sensible au bruit basse fre´quence (bw) tandis que df2
est plutoˆt perturbe´ par le bruit haute fre´quence (ma). Enfin, le de´tecteur gritzali est
particulie`rement adapte´ aux classes ventricular tachycardia et trigeminy lorsqu’il
y a peu de bruit de ligne. En effet, ce de´tecteur ne contient pas de filtrage pouvant de´-
former les extrasystoles qui composent ce type de rythme. Qui plus est, les extrasystoles
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Fig. 4.11 – Analyse en composantes principales sur les contextes morphologiques.
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Si trigeminy∧ sans bruit alors
choisir gritzali
Fin si
Si ventricular tachycardia∧ sans bruit alors
choisir gritzali
Fin si
Si trigeminy∧ bw ∧ RSB > −5dB alors
choisir gritzali
Fin si
Si ventricular tachycardia ∧ bw ∧






Si normal ∧ em ∧ RSB = −5dB alors
choisir df2
Fin si
Si em ∧RSB = −15dB alors
choisir df2
Fin si
Si paced∧ sans bruit alors
choisir pan
Fin si
Si paced∧ bw alors
choisir pan
Fin si
























Fig. 4.12 – Re`gles de pilotages infe´re´es a` partir des re´sultats.
ont souvent des formes variables et une transforme´e base´e sur l’e´nergie telle que celle
de gritzali est plus stable qu’une transforme´e base´e sur la de´rive´e telle que celle utilise´e
par benitez. Ces re´sultats sont importants dans la mesure ou` les rythmes pathologiques
tels que la tachycardie ventriculaire, sont souvent compose´s d’extrasystoles. Le choix
du bon de´tecteur est donc primordial pour la reconnaissance de ces arythmies.
4.4 Conclusion
L’un des buts du syste`me IP-Calicot est de re´aliser le pilotage des algorithmes
de l’abstraction temporelle. Pour cela, il est ne´cessaire d’acque´rir les re`gles de pilotage.
Meˆme si les algorithmes utilise´s dans IP-Calicot proviennent tous de la litte´rature,
il est important de remarquer que le manque d’e´tudes comparatives approfondies ne
permet pas de de´river directement les re`gles qui associent un algorithme a` un contexte
particulier. Ceci a conduit a` mettre au point une me´thode d’analyse de performances,
focalise´e sur l’e´tude des de´tecteurs de QRS, pour acque´rir les re`gles de pilotage de
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ces algorithmes et ame´liorer la taˆche de de´tection de QRS. Cette analyse a mis en
e´vidence les caracte´ristiques des algorithmes d’une manie`re originale et a montre´ que
les de´tecteurs choisis sont bien comple´mentaires en terme de performance et que leur
pilotage a un sens. De plus, ces re´sultats permettent de valider la de´finition donne´e
des contextes. En effet les performances des algorithmes de de´tection de´pendent non
seulement du bruit de ligne mais aussi du contexte arythmique.
La me´thode propose´e n’est pas re´duite a` la seule de´tection de QRS et d’autres types
d’algorithmes tel que les classificateurs de QRS et les de´tecteurs d’ondes P peuvent eˆtre
e´value´s de la meˆme manie`re.
– Les filtres peuvent eˆtre analyse´s pour mesurer la distorsion applique´e a` l’ECG.
Des algorithmes classiques peu couˆteux en terme de ressources doivent eˆtre com-
pare´s aux algorithmes base´s sur des ondelettes.
– La classification de QRS pourrait posse´der plusieurs types d’algorithmes. Par
exemple, il serait inte´ressant de mettre en œuvre un classificateur de type pat-
tern matching (Agilent Technologies, 2000). L’e´tude de ces classificateurs selon
diffe´rentes morphologies de QRS est bien e´videmment courante e´tant donne´ que
le but d’un classificateur est justement de re´agir a` plusieurs types d’ondes. Ce-
pendant, il y a peu, a` ma connaissance, d’e´tudes approfondies sur la tenue des
classificateurs a` diffe´rents types et niveaux de bruit.
– La de´tection d’onde P pourrait aussi eˆtre effectue´e par plusieurs types d’al-
gorithmes. Par exemple, il serait inte´ressant de de´velopper un de´tecteur avec
recherche arrie`re dans une feneˆtre qui est moins fiable mais moins couˆteux que
le de´tecteur avec annulation de QRS-T. La` aussi, la robustesse au bruit et a`




Dans ce chapitre, le syste`me IP-Calicot est teste´ avec diffe´rents signaux re´alistes
caracte´ristiques de situations cliniques. Ces tests sont autant destine´s a` e´valuer les re`gles
de pilotage que les algorithmes de traitement du signal, les mode`les de chroniques et
l’application de monitorage. Dans cette e´tude, nous nous plac¸ons volontairement dans
des situations qui sortent des (( cas d’e´cole )). Des ECG sont bruite´s pour tester les
performances du syste`me dans des cas extreˆmes. Les donne´es sur lesquelles les tests ont
e´te´ effectue´s sont pre´sente´es en section 5.2.
A` partir de ces donne´es, le syste`me analyse le contexte courant pour : choisir les
mode`les de chroniques de la reconnaissance d’arythmies, activer et de´sactiver les taˆches
de l’abstraction temporelle et choisir les algorithmes de traitement du signal. Ainsi,
l’ope´ration de monitorage emploie toujours les traitements les plus adapte´s au contexte
courant. Pour faire la part des ame´liorations apporte´es par les types de pilotage, les
re´sultats obtenus sur le meˆme ensemble de test sont pre´sente´s selon trois axes :
1. L’apport du pilotage au niveau des algorithmes est de´taille´ en section 5.3. Cette
analyse permet d’e´tudier la validite´ des re`gles de pilotage d’algorithmes et de
quantifier l’accroissement de qualite´ de l’abstraction temporelle.
2. La hie´rarchie des mode`les de chroniques est e´value´e en section 5.4. Les perfor-
mances sont obtenues en effectuant la reconnaissance d’arythmies avec les anno-
tations d’e´ve´nement. Ces re´sultats permettent de quantifier la qualite´ des re`gles
et de donner le seuil de reconnaissance maximal atteignable par le syste`me de
pilotage sur des donne´es de test.
3. Les performances du syste`me de pilotage complet (trois niveaux de pilotage) sont
de´taille´es en section 5.5. Pour donner une e´chelle de comparaison, les re´sultats
obtenus sans et avec pilotage sont discute´s.
Il convient de pre´ciser que le pilotage des taˆches de l’abstraction temporelle et des
mode`les de chroniques est re´alise´ uniquement avec l’information de contexte de ligne
(analyse du bruit de ligne). De meˆme, pour focaliser l’e´tude des performances unique-
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ment sur les trois niveaux de pilotage, les diffe´rents contextes sont e´tiquete´s ce qui
revient a` utiliser des analyseurs de contexte parfaits.
5.2 Donne´es de test
Pour re´aliser les signaux de test, huit ECG ont e´te´ extraits de la base d’arythmies
MIT-BIH (Mark et Moody, 1988), il s’agit des enregistrements reporte´s Table 5.1.
signal enregistrement bigeminy doublet mobitzII normal pvc vt
de test original
cont 100 100 X
cont 101 101 X
cont 103 103 X
cont 106 106 X X X X X
cont 119 119 X X X
cont 222 222 X
cont 223 223 X X X X X
cont 231 231 X X (rbbb et normal)
Tab. 5.1 – Enregistrements utilise´s pour composer les signaux de test.
Ces enregistrements ont e´te´ modifie´s pour inclure les annotations des ondes P. Ils
repre´sentent au total quatre heures d’enregistrement. Pour tester les signaux dans des
situations qui sortent des (( cas d’e´cole )) du bruit re´el est ajoute´ ale´atoirement parmi
les valeurs possibles du contexte de ligne (cf. 4.3.2). La figure 5.1 montre un extrait
d’ECG bruite´. Sur cette figure on voit bien que l’information utile est tre`s difficile a`
extraire lorsque le rapport signal-a`-bruit (RSB) devient tre`s faible. L’ajout artificiel de
bruit permet de connaˆıtre exactement le RSB lors de l’e´valuation des performances.
Les sections de bruit ont e´te´ ajoute´es sur des segments variant de 10 a` 50 QRS et pro-
viennent toutes de la base de bruit clinique MIT-BIH noise stress test database (Moody
et coll., 1984) de´crite en section 4.3.3. Chaque ECG est compose´ d’une cinquantaine de
contextes de fac¸on a` e´valuer non seulement les performances des de´tecteurs dans ces
contextes, mais aussi, le comportement du pilotage au moment des transitions entre
contextes.
5.3 Re´sultats du pilotage des algorithmes de traitement
du signal
Les re`gles de pilotage pre´sente´es au chapitre 4 permettent de choisir les algorithmes
de de´tection du complexe QRS. Les contextes de ces diffe´rents signaux de test ont
amene´ le pilote a` utiliser les de´tecteurs benitez, gritzali, kadambe et df2.
Pour chacun des contextes des ECG de test, le pilote de´cide, avec les re`gles de pilo-
tage, quel est l’algorithme le plus adapte´. Pour chaque signal, les crite`res de performance
de´crits en section 4.3.4 (Ne, Te, Tfa et Pd) ont e´te´ calcule´s.
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Fig. 5.1 – ECG perturbe´ par du bruit ma selon des RSB de ∞, 5, −5 et −15dB.
Re´sultats globaux du pilotage de la taˆche de de´tection de QRS La table 5.2
donne les re´sultats de la de´tection de QRS sur l’ensemble des signaux de test en utilisant
chaque de´tecteur se´pare´ment sans pilotage puis en activant le pilotage d’algorithmes.
de´tecteur n. batts VP FP FN Ne Te(%) Pd(%) Tfa(%)
af2 16895 15968 7974 927 8901 52.68 94.51 33.31
benitez 16895 16495 1870 400 2270 13.44 97.63 10.18
df2 16895 14506 1584 2389 3973 23.52 85.86 9.84
gritzali 16895 15655 4343 1240 5583 33.05 92.66 21.72
kadambe 16895 16317 2043 578 2621 15.51 96.58 11.13
mobd 16895 16411 5858 484 6342 37.54 97.14 26.31
pan 16895 14434 826 2461 3287 19.46 85.43 5.41
pilote 16895 16237 1470 658 2128 12.60 96.11 8.30
Tab. 5.2 – Synthe`se des re´sultats de de´tection de QRS.
Le pilotage des algorithmes de traitement du signal mis en œuvre permet de re´duire
le nombre d’erreurs en apportant une de´tection des e´ve´nements de l’ECG plus robuste
au bruit. Si l’on s’inte´resse au crite`re Te, les re´sultats pre´sente´s permettent de confirmer
la classification globale du chapitre 4. Si l’on conside`re uniquement le point de vue des
de´tecteurs, benitez pre´sente les meilleures capacite´s de de´tection suivi de kadambe,
pan, df2, gritzali, mobd et af2. On peut remarquer que les plus mauvais de´tecteurs
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sont aussi ceux pour lesquels l’e´tage de seuillage est originalement peu performant. Si
l’on compare les re´sultats du de´tecteur benitez avec les re´sultats obtenus par le pilote
on constate que le pilotage permet de re´duire le taux d’erreurs de 13.44% a` 12.60%
(2270 a` 2128 erreurs). Avec le pilote, le nombre d’erreurs (Ne = FN + FP ) est moins
important. Le nombre de FP est beaucoup plus faible, le pilote permet donc de re´duire
le nombre de fausses alarmes. Par contre le nombre de FN est plus grand, le pilotage
doit donc eˆtre ame´liore´ pour re´duire ce nombre d’e´ve´nements non de´tecte´s.
De´tails des re´sultats du pilotage de la taˆche de de´tection de QRS La figure
5.2 pre´sente les taux d’erreurs des de´tecteurs utilise´s dans le pilotage pour les signaux
de tests.


























Fig. 5.2 – Taux d’erreur des de´tecteurs utilise´s dans le pilotage sur l’ensemble des
enregistrements de test.
Le pilote est le meilleur pour l’ensemble des re´sultats sauf dans les cas cont 106,
cont 119, cont 223, ou` ses performances sont tre`s proches de celles de benitez et dans
le cas cont 222 ou` ses performances sont tre`s proches de celles de kadambe. Les enregis-
trements cont 119, cont 223 comportent des phases de bige´minisme et de trige´minisme
qui pourraient expliquer le fait que benitez est supe´rieur au pilote. En effet, le pilote
utilise dans ces signaux de test le de´tecteur kadambe ainsi que df2 alors qu’utiliser
uniquement benitez semble un meilleur choix. On peut aussi remarquer que df2 est le
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meilleur apre`s le pilote dans le cas cont 231. Le signal cont 231 contient beaucoup de
phases de mobitz, ce qui explique que le pilote obtient de bonnes performances en utili-
sant df2 dans les contextes de mobitz et les autres de´tecteurs dans les autres contextes.
Ces re´sultats montrent que dans la majorite´ des cas, le pilote utilise les de´tecteurs ade´-
quats pour obtenir les meilleurs performances bien que les re`gles de pilotage puissent
eˆtre ame´liore´es notamment dans les cas de bige´minisme. Il convient de noter que le
pilote utilise les informations du contexte uniquement pour choisir le de´tecteur. Ces
informations devraient aussi eˆtre utilise´es pour parame´trer les algorithmes (p. ex. seuils
de de´tection).
Les autres algorithmes de l’abstraction temporelle ont aussi e´te´ e´value´s. Le classifi-
cateur de QRS pre´sente un taux de bonnes classifications ( QRS bien classe´s
V P
) de 55% ce
qui est assez me´diocre. Ce re´sultat n’est pas surprenant car la classification des ondes
est ge´ne´ralement peu robuste au bruit. La de´sactivation de cette taˆche dans les cas
bruite´s est donc une solution pour e´viter la production d’erreurs de classification. La
de´tection d’ondes P n’est pas mise en œuvre dans le syste`me, elle est simule´e a` partir
des annotations. Le simulateur produit les bonnes sorties lorsque le signal n’est pas
bruite´ et simule des sorties avec 50% d’erreurs lorsque du bruit est pre´sent sur la ligne.
Cette simulation parait trop optimiste e´tant donne´ que les de´tecteurs d’ondes P actuels
ont encore du mal a` traiter tous les cas d’ECG meˆme lorsqu’ils sont propres.
Les tests re´alise´s sur les algorithmes permettent de conclure que le pilotage d’algo-
rithmes accroˆıt la qualite´ de l’abstraction temporelle. Les re´sultats globaux de cette
e´tude montrent surtout que la de´tection de QRS est ame´liore´e par le pilotage d’un
ensemble d’algorithmes selon le contexte courant. Graˆce a` ce pilotage, le taux d’er-
reur moyen de 13.44% obtenu avec un seul algorithme de de´tection de QRS passe a`
12.60% avec le pilotage. Les re´sultats valident les re`gles de pilotage qui permettent non
seulement de piloter ces algorithmes mais aussi d’apporter des informations encore mal
connues sur les algorithmes eux-meˆmes.
5.4 Test des re`gles de reconnaissance d’arythmies
5.4.1 Introduction
Afin d’e´valuer les capacite´s intrinse`ques du pilotage, il convient d’e´valuer les perfor-
mances maximales que peut atteindre le syste`me de reconnaissance d’arythmies. Pour
ce faire, la hie´rarchie de mode`les de chroniques pre´sente´e au chapitre 3 a e´te´ expe´ri-
mente´e sur les signaux de tests. Cette reconnaissance de chroniques a e´te´ effectue´e avec
les e´ve´nements annote´s des enregistrements originaux. Cette manie`re de faire revient a`
utiliser une abstraction temporelle parfaite. La qualite´ des re`gles peut ainsi eˆtre e´value´e
se´pare´ment du pilotage. Ces re´sultats permettent ainsi de donner le seuil de reconnais-
sance maximal atteignable par le syste`me de pilotage. La me´thode de calcul utilise´e est
tout d’abord pre´sente´e en section 5.4.2 puis les re´sultats sur les donne´es de test sont
discute´s en section 5.4.3.
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5.4.2 Me´thode de calcul des performances de reconnaissance d’aryth-
mies
5.4.2.1 Conside´rations sur le calcul de performance de la reconnaissance
d’arythmies
Pour e´valuer la qualite´ de reconnaissance d’arythmies, il convient de mettre au point
une me´thode de calcul de performances. Ce calcul des performances de reconnaissance
des arythmies n’est pas trivial car les arythmies reconnues par le syste`me et les an-
notations d’arythmies des enregistrements n’utilisent pas la meˆme e´chelle temporelle.
En effet, dans notre cas, une arythmie est reconnue si une des chroniques associe´es
est reconnue sur le signal. On dispose ainsi d’une repre´sentation de cette connaissance
sous forme d’une instance de chronique. Le proble`me est alors de pouvoir associer une
instance de chronique a` une arythmie pre´sente dans l’enregistrement car une instance
de chronique peut chevaucher deux annotations d’arythmie, ne recouvrir qu’une par-
tie d’une annotation, etc. Les paragraphes suivants exposent la me´thode adopte´e pour
quantifier la qualite´ de reconnaissance.
Format des annotations d’arythmies Dans les annotations des enregistrements,
les arythmies sont repe´re´es par une date de de´but d’arythmie. Si un enregistrement
contient trois cycles de bige´minisme successifs, l’annotation sera constitue´e d’une seule
date : celle de de´but du premier cycle. Si un enregistrement contient seulement un
rythme normal (ou bloc de branche) alors il n’y aura qu’une seule annotation pour tout
l’enregistrement. La fin d’une arythmie est repe´re´e par le de´but d’une autre arythmie.
De cette manie`re, tout battement cardiaque appartient soit a` une arythmie soit a` un
rythme normal (il ne peut y avoir simultane´ment 2 arythmies dans ce type d’annota-
tion).
Le format de la reconnaissance d’arythmies Dans IP-Calicot, les arythmies
sont reconnues graˆce a` la hie´rarchie de mode`les de chroniques. Chaque instance de chro-
nique est de´limite´e par une feneˆtre temporelle. Dans cette application, les chroniques
reconnues couvrent un nombre restreint de battements (3 a` 5) et peuvent se recouvrir
entre elles (un battement au milieu d’une chronique normal peut aussi eˆtre le de´but
d’une autre chronique normal)
La figure 5.3 illustre les diffe´rences de format entre les annotations et les chroniques
reconnues. Les chroniques instancie´es se recouvrent entre elles et ne respectent pas
forcement les limites des annotations de l’enregistrement. Par exemple, une instance de
chronique bigeminy commence lors d’un rythme annote´ normal et finit dans un rythme
annote´ bige´minisme. Pourtant, cette reconnaissance est visiblement correcte.
Association entre la reconnaissance et l’annotation Le calcul de performance
se fait ge´ne´ralement par le calcul d’une matrice de confusion qui donne, pour chaque
arythmie, le nombre de bonnes reconnaissances et le nombre de confusions avec les























Fig. 5.3 – Exemples d’annotations et d’instances de chronique.
autres arythmies. Ce calcul ne´cessite de formaliser ce qu’on appellera une bonne recon-
naissance, une confusion ainsi qu’une non-reconnaissance.
Sur un enregistrement complet normal il n’existe qu’une seule annotation, or la
reconnaissance de chroniques infe´rera n chroniques pour une arythmie. La question
est de savoir si n bonnes reconnaissances doivent eˆtre conside´re´es ou seulement une
seule. Dans le premier cas, il y aura un proble`me d’e´chelle, si on compte n bonnes
reconnaissances on aurait compte´ seulement une seule non-reconnaissance pour la meˆme
pe´riode ce qui avantage les performances de reconnaissance et de´savantage le calcul des
arythmies non-reconnues. Dans le deuxie`me cas, une seule chronique reconnue serait
valable pour un enregistrement entier, ce qui n’est pas re´aliste.
D’une manie`re ge´ne´rale, utiliser le nombre de reconnaissances ne permet pas d’avoir
une base de re´fe´rence fiable car pour une meˆme arythmie le nombre de reconnaissances
peut varier selon le langage de description utilise´ meˆme si les performances de recon-
naissance restent les meˆmes. De meˆme, on ne peut pas prendre les annotations comme
re´fe´rence car les reconnaissances n’utilisent pas la meˆme e´chelle temporelle.
Dans cette e´tude c’est le nombre de battements qui est utilise´ comme unite´ de re´fe´-
rence. Chaque QRS sera repre´sentatif d’un battement cardiaque. De plus, les ondes P
bloque´es seront aussi repre´sentatives d’un battement pour pouvoir calculer les recon-
naissances de la classe mobitzII. Cette re´fe´rence permet de lier les deux repre´sentations
car, dans les annotations, chaque battement cardiaque est associe´ a` une arythmie et
chaque instance de chronique couvre plusieurs battements. En transformant les anno-
tations et les instances de chronique dans une meˆme unite´ de mesure, le nombre de
battements couverts par la bonne instance de chronique peut eˆtre calcule´. De cette
manie`re, les performances de la reconnaissance sont analyse´es plus finement (au niveau
battement et non au niveau arythmie).
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5.4.2.2 Me´thode de calcul des performances
Pour calculer les performances de reconnaissance, trois valeurs sont conside´re´es.
– VP (Vrais Positifs) : le nombre de battements couverts par une instance de chro-
nique qui correspond a` la bonne arythmie.
– FP (Faux Positifs) : le nombre d’instances de chronique qui ne couvrent pas de
battements appartenant a` l’arythmie correspondante.
– FN (Faux Ne´gatifs) ou NR (Non Reconnus) : le nombre de battements qui n’ont
pas e´te´ couverts par l’instance de chronique qui correspond a` l’arythmie a` laquelle
ils appartiennent.
Me´thode de calcul des matrices de confusion Dans une matrice de confusion
(exemple Table 5.3), les lignes repre´sentent les instances de chronique et les colonnes
les ve´ritables e´le´ments a` reconnaˆıtre (annotations). Ainsi, pour chaque classe, les VP
se trouvent dans la diagonale de la matrice, les FP sont les confusions et les FN sont
les battements qui n’ont pas e´te´ couverts par une instance d’arythmie (les battements
non reconnus). La colonne inconnu repre´sente les confusions avec des arythmies dont
les motifs n’ont pas e´te´ appris par le reconnaisseur de chroniques. Les confusions avec
ces classes inconnues ne sont pas inte´gre´es dans le calcul des performances par la suite.
\ A1 A2 A3 inconnu
A1 VP FP FP FP
A2 FP VP FP FP
A3 FP FP VP FP
Non Reconnu FN FN FN \
Tab. 5.3 – Exemple de matrice de confusion
Pour chaque enregistrement, chaque QRS (repre´sentatif d’un battement cardiaque)
est e´tiquete´ par le nom de l’arythmie a` laquelle il appartient (chaque battement appar-
tient a` un rythme). Nous nous inte´ressons a` un sous-ensemble d’arythmies (cf. 3.3.2.1)
et seuls les QRS re´fe´renc¸ant une arythmie appartenant a` cet ensemble sont e´tiquete´s du
nom de cette arythmie. Les autres sont annote´s inconnu. La proce´dure de ge´ne´ration
de la matrice de confusion est la suivante.
1. Pour chaque instance de chronique, la feneˆtre temporelle allant du premier e´ve´ne-
ment au dernier e´ve´nement appartenant a` l’arythmie est conside´re´e. Pour e´viter
les proble`mes de temps de de´tection d’e´ve´nements (p. ex. retard de de´tection de
QRS), chaque feneˆtre est e´largie d’une dure´e correspondant a` un retard standard
de de´tection d’e´ve´nement (ici le retard correspond a` la pe´riode re´fractaire d’acti-
vation des cellules myocardiques du ventricule qui est e´gale a` 200ms). Dans cette
feneˆtre, tous les battements e´tiquete´s du meˆme nom que l’arythmie correspondant
a` l’instance de chronique sont marque´s. Comme les feneˆtres de reconnaissance se
chevauchent, le marquage des battements permet d’e´viter d’attribuer deux fois
un battement a` un meˆme type d’instance de chronique. Ainsi, dans la feneˆtre
Test des re`gles de reconnaissance d’arythmies 153
d’une instance de chronique, tous les battements e´tiquete´s du nom de l’arythmie
correspondant a` la chronique et non de´ja` marque´s comptent pour des VP. S’il
n’existe aucun battement de meˆme nom alors il y a eu confusion (FP).
2. Dans le cas de confusion (FP), il faut de´terminer quelle colonne incre´menter, c’est
a` dire avec quelle arythmie il y a eu confusion. La proce´dure respecte les priorite´s
suivantes :
a. si, dans la feneˆtre de la chronique, il existe un battement annote´ inconnu
alors la confusion a eu lieu avec une arythmie inconnue ;
b. sinon, s’il y a dans la feneˆtre des battements diffe´rents de normal, alors la
confusion a eu lieu avec l’arythmie e´tiquetant le premier battement diffe´rent de
normal ;
c. sinon, il y a eu confusion avec la classe normal.
3. Lorsque, sous une meˆme annotation, il existe plusieurs reconnaissances successives
de la meˆme arythmie, les feneˆtres des instances de chronique sont agre´ge´es pour
n’en former qu’une.
4. Le nombre de non reconnus (FN) est le nombre de battements non marque´s de
chaque arythmie.
La figure 5.4 re´sume la me´thode de calcul des performances.
De´but
Ouverture des annotations de l’enregistrement
Annotation de tous les battements
Ouverture des re´sultats de la reconnaissance
Agre´gation des feneˆtres de chroniques
Extension des feneˆtres de chroniques
Calcul de la matrice de confusions
Calcul des crite`res de performance
Fin
Fig. 5.4 – Diagramme de calcul de performance de reconnaissance de chroniques.
La figure 5.5 donne un exemple de calcul de performances. Une premie`re chronique
de la classe mobitzII a e´te´ instancie´e. Sa feneˆtre de reconnaissance couvrait un bat-




























Fig. 5.5 – Exemple de reconnaissance d’arythmie.
incre´mente´e d’un VP. Le battement a ensuite e´te´ marque´. Une autre chronique de la
classe mobitzII a ensuite e´te´ instancie´e. Sa feneˆtre couvrait quatre battements. Trois
battements appartenaient effectivement a` la chronique mais, le premier ayant de´ja` e´te´
marque´, seuls deux VP ont incre´mente´ la case (mobitzII,mobitzII). Les deux bat-
tements ont ensuite e´te´ marque´s et n’ont plus e´te´ attribue´s a` une autre instance de
chronique.















Fig. 5.6 – Exemple d’arythmie confondue.
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Un exemple de confusion est repre´sente´ par la figure 5.6. La feneˆtre d’une instance
de chronique de la classe pvc recouvre trois battements qui n’appartiennent pas a`
la chronique reconnue, celle-ci est donc une confusion. Conforme´ment a` la proce´dure
de´crite pre´ce´demment (2.a.), cette confusion est attribue´e a` la premie`re arythmie de la
feneˆtre, c’est a` dire un bige´minisme. Les re´sultats de ces deux exemples sont donne´s
dans la table 5.4.
\ bige´. mobitzII normal pvc inc.
bige´. 0 0 0 0 0
mobitzII 0 3 0 0 0
normal 0 0 0 0 0
pvc 1 0 0 0 0
Non Reconnu 3 0 5 0 \
Tab. 5.4 – Calcul de la matrice de confusion avec les exemples des figures 5.5 et 5.6
Crite`res pour la comparaison des re´sultats : A` partir des valeurs de la matrice
de confusion nous pouvons calculer trois crite`res : la probabilite´ de reconnaissance, le
taux de fausses alarmes et l’indice critique de succe`s.
La probabilite´ de reconnaissance, ou sensibilite´, ou encore rappel, est une mesure
couramment utilise´e. Elle donne la fraction d’arythmies pre´sentes dans les enregistre-
ments qui ont e´te´ correctement reconnues. Elle s’obtient par la formule suivante :
Pr =
V P
V P + FN
Un score parfait de 1 indique que tous les e´ve´nements sont reconnus. Cette mesure
est sensible aux V P mais ignore totalement les FP . On peut remarquer que la somme
V P + FN correspond au ve´ritable nombre d’arythmies a` reconnaˆıtre.




V P + FP
Un score parfait de 0 indique qu’il n’y a aucune confusion. Cette mesure est sensible
aux FP mais ignore les FN . Le taux de fausses alarmes respecte la relation suivante
avec la pre´dictivite´ positive parfois utilise´e : P+ = 1− Tfa
Les scores peuvent eˆtre difficiles a` e´valuer avec ces deux crite`res : des re`gles tre`s
bonnes en terme de reconnaissance mais ge´ne´rant beaucoup de fausses alarmes peuvent
eˆtre difficiles a` comparer a` des re`gles peu performantes en reconnaissance mais ge´ne´rant
peu de fausses alarmes. C’est pourquoi, pour obtenir une mesure globale des perfor-
mances, l’indice critique de succe`s (Gerapetritis et Pelissier, 2004) (ou encore coefficient










V P + FP + FN
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Il prend en compte les deux types d’erreur FP et FN . Un score de 0 n’indique aucune
compe´tence tandis qu’un score de 1 montre une reconnaissance parfaite. La pre´cision
(accuracy) Acc = V P+V N
V P+V N+FP+FN parfois utilise´e comme crite`re n’est pas utilisable
dans cette e´tude car les vrais ne´gatifs (V N) ne peuvent eˆtre comptabilise´s.
Ces crite`res permettent d’avoir une vue d’ensemble des performances de reconnais-
sance avec le crite`re ICS et de spe´cifier ensuite graˆce aux crite`res Pr et Tfa quelles
sont les erreurs de la reconnaissance (arythmies non reconnues, trop de confusions, etc.)
5.4.2.3 Discussion
La me´thode de calcul propose´e permet d’obtenir une vision pre´cise des capacite´s
de reconnaissance des mode`les de chroniques. Le choix du battement cardiaque comme
unite´ de re´fe´rence apporte une analyse fine et rigoureuse. Ce choix est aussi plus de´-
favorable au syste`me que de prendre l’arythmie comme unite´ de re´fe´rence. En effet, le
comptage s’effectuant au niveau du battement, le nombre d’e´ve´nements a` reconnaˆıtre
est beaucoup plus important.
Les QRS isole´s ame`nent des FN . Par exemple, quelques battements normaux entre
deux extrasystoles seront conside´re´s comme non reconnus car ils ne seront pas assez
nombreux pour qu’une chronique de classe normal soit instancie´e. Ceci est duˆ a` l’ap-
prentissage car les rythmes normaux sont ceux qui ne´cessitent le plus d’e´ve´nements
pour eˆtre reconnus. Les rythmes normaux ajouteront donc toujours des FN . Cepen-
dant, cette augmentation ne de´pend pas de la me´thode et la reconnaissance des rythmes
normaux n’est pas un objectif majeur du syste`me qui est plutoˆt consacre´ a` la de´tection
des rythmes pathologiques.
Enfin, lorsqu’une instance de chronique couvre deux arythmies, il est souvent diffi-
cile de de´cider avec quelle arythmie elle a e´te´ confondue. Les priorite´s de´finies ame`nent
de la cohe´rence dans le choix. Si un battement appartient a` une arythmie inconnue alors
il est conside´re´ que c’est l’e´le´ment qui a amene´ la confusion. Si un battement appartient
a` une arythmie dans l’ensemble des e´ve´nements de la feneˆtre de la chronique, alors il
est conside´re´ que c’est l’arythmie associe´e a` ce battement qui a amene´ la confusion. S’il
y a plusieurs arythmies parmi les battements couverts alors l’arythmie du premier bat-
tement est prise en compte. C’est seulement lorsque tous les battements sont e´tiquete´s
normal qu’il est conside´re´ que la confusion s’est faite avec l’arythmie normal.
5.4.3 Re´sultats de la reconnaissance
Les performances de la reconnaissance d’arythmies sont calcule´es selon la me´thode
pre´ce´demment expose´e. Ces re´sultats sont pre´sente´s sous forme de matrice de confusion
pour chaque niveau hie´rarchique des mode`les de chroniques. Diffe´rents crite`res ont aussi
e´te´ calcule´s pour comparer les performances selon les niveaux. Pour rappel, les mode`les
de chroniques utilisent un langage de description compose´ :
– pour exper1, des dates d’occurrence des QRS uniquement ;
– pour exper2 (resp. exper3), des dates d’occurrence des QRS et la classe de leur
morphologies dans l’ensemble {basic,nonbasic} (resp. {basic,nonbasic,pvc}) ;
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– pour exper4, des dates d’occurrence des QRS et des ondes P ;
– pour exper5 (resp. exper6), des dates d’occurrence des QRS plus des dates d’oc-
currence des ondes P plus les morphologies des QRS classe´es dans l’ensemble
{basic,nonbasic} (resp. {basic,nonbasic,pvc}) ;
5.4.3.1 Matrices de confusion
Sur les matrices de confusion on trouve en colonnes les battements de re´fe´rence pour
chaque classe d’arythmie dans les signaux de test et en lignes le nombre de battements
reconnus couverts par une instance de chronique relative a` une arythmie. Au fil des
re´sultats des diffe´rentes bases de chroniques, les lignes et colonnes (( Total )) ne sont
jamais les meˆmes. Ceci est duˆ au nombre de FP qui varie. Pour donner une re´fe´rence
constante, la ligne (( VP+FN )) qui repre´sente le ve´ritable nombre de battements par
arythmie est ajoute´e. Pour chaque arythmie, les performances de la reconnaissance
de´note´es par Pr et Tfa sont donne´es dans deux lignes supple´mentaires.
bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 1145 45 0 27 87 87 440 1831
doublet 10 202 0 28 3 3 119 365
mobitzII 0 0 836 0 0 0 0 836
normal 3 0 0 11910 0 0 40 11953
pvc 39 22 0 160 269 1 117 608
vt 3 8 0 3 3 175 533 725
NR 13 18 2 830 53 9 0 925
Total 1213 295 838 12958 415 275 1249 17243
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.99 0.92 1.00 0.93 0.84 0.95
Tfa 0.18 0.18 0.00 0.00 0.45 0.09
Tab. 5.5 – Re´sultats de reconnaissance de chroniques pour la de´finition exper1
Commentaires sur exper1 Les re´sultats de reconnaissance d’exper1 pre´sente´s
Table 5.5 montrent que cette de´finition de chroniques, la plus abstraite, est presque
parfaite pour la classe mobitzII et la meilleure pour reconnaˆıtre les rythmes normaux
et les pvc. Par contre, elle ne parvient pas a` bien discriminer les classes bigeminy, pvc
et doublet. Ces mode`les de chroniques sont aussi ceux qui ge´ne`rent le plus de fausses
alarmes. En effet, beaucoup d’arythmies sont confondues avec normal. Ceci n’est gue`re
surprenant car les re`gles apprises couvrent beaucoup de contre-exemples. On voit aussi
l’effet du sur-apprentissage de pvc dont les deux re`gles, qui lors de l’apprentissage cou-
vraient au moins 14 exemples communs, provoquent des doubles reconnaissances et
ame`nent vers un grand nombre de fausses alarmes. Il convient de pre´ciser que ce type
de reconnaissances multiples de meˆme classe implique une surestimation du nombre de
FP. En effet, si plusieurs instances de chronique d’une seule classe sont instancie´es au
meˆme moment sans qu’il y ait une arythmie de cette classe effectivement pre´sente alors
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il y aura autant de FP que d’instances de chronique. Pourtant, une seule instance de-
vrait compter e´tant donne´ que ce sont des instances de la meˆme chronique provoque´es
par le meˆme phe´nome`ne. Ces reconnaissances multiples sont dues a` l’apprentissage car
les re`gles apprises ne sont pas discriminantes entre elles mais entre arythmies.
bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 945 0 0 0 67 0 6 1018
doublet 9 178 1 0 3 0 3 194
mobitzII 0 0 836 0 0 0 0 836
normal 2 0 0 11695 0 0 33 11730
pvc 2 0 0 0 123 0 65 190
vt 0 0 0 0 0 128 0 128
NR 213 42 2 1045 199 56 0 1557
Total 1171 220 839 12740 392 184 107 15653
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.82 0.82 1.00 0.94 0.53 0.67
Tfa 0.07 0.08 0.00 0.00 0.01 0.00
Tab. 5.6 – Re´sultats de reconnaissance de chroniques pour les de´finitions exper2 et
exper3
Commentaires sur exper2 et exper3 Les re´sultats de reconnaissance d’exper2 et
d’exper3 sont exactement les meˆmes et sont pre´sente´s Table 5.6. La spe´cialisation des
re`gles a permis d’ame´liorer leur taux de fausses alarmes car il y a effectivement moins de
confusions, les classes sont mieux se´pare´es. Par contre, le crite`re Pr indique que toutes
les classes excepte´es mobitzII et normal, sont devenues plus difficiles a` reconnaˆıtre.
La spe´cialisation des re`gles a toutefois supprime´e toutes les confusions avec normal et
doublet. Un nombre restreint de confusions subsiste entre les classes bigeminy, pvc,
doublet et vt, ce qui s’explique assez bien par le fait que ce sont tous des rythmes
compose´s d’une ou plusieurs extrasystoles.
Commentaires sur exper4 Les re´sultats de reconnaissance d’exper4 pre´sente´s
Table 5.7 montrent que cette de´finition de chroniques est plus abstraite que exper2
et exper3. Sa probabilite´ de reconnaissance leur est supe´rieure dans toutes les classes,
excepte´e pour la classe normal. Par contre, l’utilisation de l’onde P dans le langage
de description de ces mode`les de chroniques est accompagne´e d’un nombre de fausses
alarmes qui ne pouvait pas eˆtre devine´ a` partir des re´sultats de l’apprentissage des re`gles
de reconnaissance d’arythmies (cf. 3.3). D’une manie`re ge´ne´rale, l’apport de l’onde P
ne semble pas de´cisif pour la reconnaissance. Ceci est d’autant plus inte´ressant que
pour obtenir un syste`me peu couˆteux en ressources, la de´tection de l’onde P doit eˆtre
employe´e le moins possible.
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bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 1143 10 0 90 89 2 214 1548
doublet 9 214 1 24 2 7 160 417
mobitzII 0 0 836 7 0 0 0 843
normal 0 0 0 10255 0 0 2 10257
pvc 0 0 0 38 148 0 123 309
vt 2 1 0 23 3 179 295 503
NR 15 6 2 2485 174 5 0 2687
Total 1169 231 839 12922 416 193 794 16564
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.99 0.97 1.00 0.86 0.65 0.97
Tfa 0.19 0.17 0.01 0.00 0.13 0.14
Tab. 5.7 – Re´sultats de reconnaissance de chroniques pour la de´finition exper4
bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 973 0 0 0 66 0 8 1047
doublet 5 174 1 0 0 0 1 181
mobitzII 0 0 836 7 0 0 0 843
normal 1 0 0 10823 0 0 1 10825
pvc 2 0 0 0 120 0 66 188
vt 0 0 0 0 0 163 0 163
NR 185 46 2 1917 202 21 0 2373
Total 1166 220 839 12747 388 184 76 15620
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.84 0.79 1.00 0.85 0.37 0.89
Tfa 0.06 0.03 0.01 0.00 0.02 0.00
Tab. 5.8 – Re´sultats de reconnaissance de chroniques pour les de´finitions exper5 et
exper6
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Commentaires sur exper5 et exper6 Les re´sultats de reconnaissance d’exper5 et
d’exper6 sont exactement les meˆmes et sont pre´sente´s Table 5.8. Dans l’ensemble, les
re´sultats ont sensiblement les meˆmes performances que ceux pre´sente´s pour exper2 et
exper3. L’apport de l’onde P dans le langage de description a surtout permis d’ame´liorer
la classe vt. On peut par contre constater que cet apport a rendu beaucoup plus difficile
la de´tection des arythmies de la classe pvc.
5.4.4 Discussion et analyse globale de la reconnaissance
D’une manie`re ge´ne´rale on ne constate pas de hie´rarchie dans les re´sultats, excepte´s
pour exper1 et exper4 qui entraˆınent plus de confusions mais pour une meilleure
reconnaissance. Selon l’indice critique de succe`s repre´sente´ Figure 5.7, les re`gles sont
sensiblement aussi bonnes.
























Fig. 5.7 – Indice Critique de succe`s pour toutes les re`gles de reconnaissance.
Ces re´sultats se confirment sur les figures 5.8 et 5.9 qui repre´sentent respectivement
la probabilite´ de reconnaissance et le taux de fausses alarmes pour toutes les re`gles sur
toutes les classes.
La classe pvc est la plus difficile a` reconnaˆıtre pour tous les niveaux de langage de
description excepte´ pour la classe exper1 qui posse`de une bonne capacite´ de reconnais-
sance mais un taux de fausses alarmes tre`s e´leve´. Ces re´sultats sont cohe´rents, car les
extrasystoles n’ont pas de sche´ma d’apparition bien pre´cis. Les extrasystoles sont dues
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Fig. 5.8 – Probabilite´ de reconnaissance pour toutes les re`gles de reconnaissance.

































Fig. 5.9 – Taux de fausses Alarmes pour toutes les re`gles de reconnaissance.
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a` une activation spontane´e des ventricules qui peuvent eˆtre active´s de concert avec une
de´polarisation normale. Les extrasystoles peuvent donc eˆtre pre´ce´de´es d’une onde P
ou non et intervenir a` des intervalles comple`tement irre´guliers (extrasystole avec repos
compensatoire ou non). Les autres arythmies ont, au contraire, un sche´ma d’apparition
bien de´fini. Par exemple, les bige´minismes sont des successions de battements de base et
d’extrasystoles (le plus souvent) intervenant a` des intervalles tre`s re´guliers. Les classes
doublet, bigeminy, sont plus difficiles a` reconnaˆıtre pour les re`gles utilisant la forme du
QRS. Elles provoquent cependant moins de fausses alarmes. Il est a` noter que les seuils
utilise´s pour classer les informations temporelles sont des seuils absolus et non relatifs
a` un patient. Autrement dit, les intervalles conside´re´s comme rapides pour un patient
peuvent eˆtre normaux pour un autre patient. La figure 5.10 pre´sente les diffe´rences
entre les intervalles temporels d’une classe a` une autre pour des QRS appartenant a` un
rythme de base (classes normal, lbbb, rbbb, paced) et les extrasystoles.




























Fig. 5.10 – Intervalles RR associe´s a` des QRS de rythme de base et des extrasystoles.
Ge´ne´ralement, les extrasystoles provoquent un intervalle RR1 court (donc un rythme
rapide). Cependant la se´paration entre les QRS et des extrasystoles selon les intervalles
1distance entre les maximums de deux complexes QRS successifs
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RR n’est pas tre`s nette, surtout pour les classes bigeminy et doublet. Le seuil de
se´paration entre les QRS de chaque classe n’est pas le meˆme. Or, dans l’apprentissage
seul un seuil fixe de 650ms a e´te´ utilise´ pour se´parer les intervalles normal de short et un
seuil de 1500ms pour se´parer les intervalles normal de long . Des seuils diffe´rents pour
chaque classe ou un ensemble de seuils flous permettraient d’augmenter les performances
des re`gles exper1, exper2 et exper3.
Il est a` noter que l’apport de l’onde P ne semble pas de´cisif pour la reconnaissance
notamment entre exper2 et exper5. Dans cette dernie`re re`gle, la possibilite´ d’employer
l’onde P dans le langage a juste permis d’exprimer l’absence d’onde P dans vt. Pour
tester l’apport de l’onde P, il serait inte´ressant d’apprendre des rythmes lents tels que
la bradycardie qui ne peut eˆtre the´oriquement diffe´rencie´e d’un mobitz sans l’analyse
des ondes P.
Enfin, il reste a` e´tudier l’inte´reˆt de conserver les ensembles {basic,nonbasic} et
{basic,nonbasic,pvc} e´tant donne´ qu’ils n’entraˆınent aucune diffe´rence de re´sultat
et que ce dernier ensemble est plus difficile a` assurer d’un point de vue traitement du
signal.
Le test de la hie´rarchie de de´finitions de mode`les de chroniques permet de conclure
que les arythmies cardiaques peuvent eˆtre reconnues a` partir d’informations tre`s peu
pre´cises telles que les intervalles temporels entre les complexes QRS moyennant un
taux de fausses alarmes conse´quent. Le nombre de fausses alarmes est re´duit de`s que
l’information sur la forme du QRS devient disponible. Par ailleurs, le constat selon
lequel l’information d’onde P n’est pas essentielle pour discriminer les arythmies est
assez surprenant. Ceci peut toutefois s’expliquer car les arythmies traite´es sont essen-
tiellement a` commande ventriculaire, excepte´es pour les classes normal et mobitzII. La
synthe`se de ces re´sultats permet de choisir les de´finitions de chroniques recommande´es
pour le pilotage : 1) la de´finition exper1 permet d’assurer un diagnostic dans les cas
les plus de´favorables, 2) la de´finition exper2 est utilise´e lorsque l’information de forme
de QRS est pre´sente et enfin 3) la de´finition exper3 permet de profiter de l’information
concernant l’onde P pour reconnaˆıtre de manie`re plus pre´cise la classe vt. De plus, les
re´sultats pre´sente´s dans cette section donnent les re´sultats optimaux atteignables par
le syste`me pilote´. En effet, l’abstraction temporelle e´tant ici parfaite, les performances
dans le cas pilote´ ne peuvent eˆtre meilleures.
5.5 Re´sultats du pilotage des taˆches selon le contexte de
ligne
Le pilotage des taˆches permet d’activer ou de de´sactiver les taˆches de l’abstraction
temporelle. Ces activations vont de pair avec le pilotage de la reconnaissance d’aryth-
mies. En effet, si une taˆche de l’abstraction temporelle est de´sactive´e, l’ECG est de´crit
de manie`re plus abstraite et la reconnaissance de chroniques doit utiliser des mode`les
employant le langage de description correspondant. Le pilotage des taˆches permet de
limiter les erreurs de diagnostic en de´sactivant les taˆches qui ne peuvent eˆtre accomplies
sans erreurs. Un autre objectif est de limiter la consommation de ressources en utilisant
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les langages de description les plus abstraits qui permettent cependant de discriminer
les arythmies. Ce dernier objectif de´pend essentiellement du contexte arythmique tan-
dis que le premier est tre`s de´pendant du bruit de ligne. Les re´sultats de pilotage des
taˆches pre´sente´s sont ceux effectue´s uniquement avec le contexte de ligne. De plus,
pour limiter les effets ne´gatifs des reconnaissances multiples en cas de fausses alarmes,
les re`gles de reconnaissances de chroniques redondantes (p. ex. la deuxie`me re`gle de
la classe pvc dans expert1) et les re`gles ne couvrant qu’un seul exemple ont e´te´ sup-
prime´es de l’e´tude. Les re´sultats obtenus sur les donne´es de test sans le pilotage sont
donne´s en section 5.5.1 et ceux obtenus avec le syste`me pilote´ sont de´crits en section
5.5.2. Ces re´sultats sont discute´s en section 5.5.3.
5.5.1 Re´sultats sans pilotage
La configuration sans pilotage se place dans le cas classique de monitorage. C’est-
a`-dire que les meilleurs algorithmes de traitement du signal sont utilise´s, que toutes
les taˆches sont active´es et que le langage de description le plus pre´cis est choisi (ici
exper5). Le tableau 5.9 pre´sente les re´sultats de la reconnaissance d’arythmies sans
pilotage. En comparant ces re´sultats aux performances de reconnaissance sur les anno-
bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 798 2 0 45 36 0 5 886
doublet 1 14 0 8 1 0 2 26
mobitzII 2 0 784 1434 0 0 50 2270
normal 0 0 0 4127 0 0 1 4128
pvc 4 4 0 16 49 0 26 99
vt 0 0 0 0 0 0 0 0
NR 360 206 54 8613 273 184 0 9690
Total 1165 226 838 14243 359 184 84 17099
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.69 0.06 0.94 0.32 0.15 0.00
Tfa 0.09 0.42 0.65 0.00 0.33 0.00
Tab. 5.9 – Re´sultats de la reconnaissance sans le pilotage sur les signaux bruite´s avec
le mode`le exper5
tations (Table 5.8), on constate une chute importante du nombre de reconnaissances
et une augmentation importante du nombre de confusions pour les classes doublet et
mobitzII. Les classes vt et doublet ne sont absolument pas reconnues alors qu’il s’agit
des arythmies les plus se´ve`res. De plus, le taux de fausses alarmes indique que 42% des
reconnaissances de doublet sont fausses. Les classes pvc et normal ne sont presque
pas reconnues. La classe mobitzII est souvent confondue et la classe bigeminy est la
seule a` obtenir des performances correctes sur les signaux de test. Le syste`me n’est plus
en mesure de fournir un diagnostic me´dical pour ces signaux bruite´s. Cette baisse de
performance est due d’une part, a` l’abstraction temporelle avec une classification peu
robuste et d’autre part, au langage de description trop riche des mode`les de chroniques
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donc trop exigeant dans cette situation.
5.5.2 Re´sultats avec le pilotage
Le pilotage utilise les mode`les de chroniques exper1, exper2, et exper5 selon le
contexte courant. Dans les tests, le bruit de type ma e´tant tre`s perturbateur pour les
algorithmes de traitement du signal, la reconnaissance d’arythmies a e´te´ suspendue dans
les contextes ma pour les RSB ≤ −5dB car elle n’entraˆınait que des fausses alarmes.
Les re´sultats obtenus avec le pilotage (Table 5.10) ame´liorent nettement la probabilite´
de reconnaissance et sont plus proches du cas de re´fe´rence (Table 5.8).
bigeminy doublet mobitzII normal pvc vt inconnue Total
bigeminy 838 22 0 34 62 2 52 1010
doublet 16 74 0 106 15 5 64 280
mobitzII 0 0 763 5 0 0 0 768
normal 0 0 0 10112 0 0 16 10128
pvc 2 3 0 82 78 1 36 202
vt 24 15 0 50 22 104 209 424
NR 320 146 75 2628 244 80 0 3493
Total 1200 260 838 13017 421 192 377 16305
VP + FN 1158 220 838 12740 322 184 0 15462
Pr 0.72 0.34 0.91 0.79 0.24 0.57
Tfa 0.13 0.66 0.01 0.00 0.53 0.52
Tab. 5.10 – Re´sultats de la reconnaissance sur les signaux de test avec un pilotage
utilisant les mode`les exper1, exper2 et exper5.
Ceci est duˆ a` l’ame´lioration apporte´e par le pilotage des taˆches de l’abstraction tem-
porelle et au pilotage de la reconnaissance de chroniques qui permet d’utiliser des lan-
gages de description moins riches lorsque l’abstraction temporelle ne peut fournir tous
les e´le´ments ne´cessaires. Cette hausse de reconnaissances s’accompagne d’une hausse
de confusions pour les classes doublet, pvc et vt. Cependant, le nombre de confusions
de la classe mobitzII a e´te´ grandement diminue´ en ne tenant pas compte des ondes
P dans les cas bruite´s. Le nombre de fausses alarmes est donc augmente´ mais pour un
gain en diagnostic me´dical tre`s significatif.
5.5.3 Discussion et re´sultats globaux de pilotage
L’analyse de l’indice critique de succe`s (Figure 5.11) montre la supe´riorite´ du sys-
te`me pilote´ par rapport au syste`me non pilote´ sur des signaux tre`s bruite´s. Le pilote
apporte une meilleure probabilite´ de reconnaissance (Figure 5.12) mais un taux de
fausses alarmes (Figure 5.13) plus e´leve´.
Ces re´sultats sont a` comparer avec les figures de re´fe´rence 5.7, 5.8 et 5.9 de la
section 5.4.4. Concernant la classe bigenimy, Pr et Tfa sont tre`s proches des re´sultats
de re´fe´rences. Les mode`les de chroniques utilise´s sont donc tre`s re´sistants au bruit et aux
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Fig. 5.11 – Indice Critique de Succe`s


























Fig. 5.12 – Probabilite´ de reconnaissance
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Fig. 5.13 – Taux de fausses alarmes
informations impre´cises. La classe doublet est tre`s difficile a` reconnaˆıtre et demeure
tre`s sensible aux FP de la de´tection de QRS. En effet, si un FP de QRS est de´tecte´
entre deux QRS alors, pour la reconnaissance, il apparaˆıtra trois QRS espace´s par deux
intervalles courts qui de´clencheront automatiquement la reconnaissance d’un doublet
dans la classe exper1. La figure 5.14 repre´sente un exemple de FP de QRS qui provoque
la reconnaissance d’un doublet.
De meˆme, les erreurs de classification et de de´tection d’ondes P sont nuisibles a` la
de´tection de doublets. C’est pourquoi, le pilotage, en utilisant exper1, est particulie`re-
ment inde´pendant des erreurs de classification et de de´tection d’onde P et subit surtout
les erreurs de de´tection de QRS, ce qui explique le Tfa relativement important. Ce-
pendant, selon l’ICS, le pilotage est beaucoup plus performant. De la meˆme manie`re,
la relative inde´pendance du pilotage par rapport aux ondes P lui permet d’e´viter les
fausses alarmes de la classe mobitzII pour obtenir un ICS tre`s proche de l’optimal. La
classe pvc est a` l’origine particulie`rement difficile a` reconnaˆıtre meˆme dans les cas de
re´fe´rence. Cette classe est particulie`rement sensible aux erreurs de de´tection de QRS.
En effet, si un QRS est de´tecte´ en avance alors il peut provoquer une fausse recon-
naissance. Enfin, on peut constater que le langage de description utilise´ par exper5
est beaucoup trop exigeant pour reconnaˆıtre la classe vt alors que le pilotage arrive a`
reconnaˆıtre cette arythmie se´ve`re.
Enfin, il serait inte´ressant de comparer les re´sultats avec des annotations de me´decins
obtenues sur les signaux bruite´s. En effet, les annotations originales ont e´te´ effectue´es
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Fig. 5.14 – Fausse alarme de QRS provoquant une fausse reconnaissance de doublet
sur des signaux non bruite´s alors que le syste`me traite les signaux dans des conditions
plus difficiles.
5.6 Conclusion
Les re´sultats montrent bien que dans un environnement clinique hostile, les sources
d’erreurs provoquent un nombre de fausses alarmes important et un diagnostic me´dical
de´faillant. Cette baisse de performance est provoque´e par le manque de robustesse des
algorithmes de traitement du signal et l’impossibilite´ du diagnostic me´dical a` s’adapter
au contexte. Le pilote du syste`me IP-Calicot permet de pallier ces deux proble`mes.
Plutoˆt que d’optimiser les algorithmes de traitement du signal, l’utilisation ade´quate
des algorithmes selon les contextes de bruit diminue le nombre d’erreurs engendre´es.
Pour l’instant, seule la taˆche de de´tection de QRS en tire profit mais le pilotage des
autres taˆches pourrait en be´ne´ficier avec une base d’algorithmes plus importante. De
plus, le pilote adapte le diagnostic me´dical a` la re´solution courante de l’abstraction
temporelle augmentant ainsi grandement le nombre de reconnaissances d’arythmies.
Le nombre de fausses alarmes reste important mais dans un contexte aussi bruite´
(mouvement des patients, de´collement d’e´lectrodes, etc.) il faut surtout assurer une
bonne reconnaissance des pathologies. De plus, le nombre de fausses alarmes du pi-
lotage est surestime´. En effet, dans des contextes bruite´s, le pilote utilise des re`gles
de reconnaissance apprises avec un langage tre`s abstrait. Cette abstraction, quoi que
plus ge´ne´ralisante, entraˆıne l’apprentissage de plusieurs re`gles qui couvrent souvent les
meˆmes exemples. Ainsi, lorsqu’une reconnaissance survient, plusieurs chroniques sont
instancie´es. En cas de confusions (fausses alarmes) chaque chronique compte pour une
confusion bien qu’il s’agisse de la meˆme confusion. Par exemple, pour la classe vt de
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la base exper1 (Figure 3.7), plusieurs chroniques sont re´gulie`rement reconnues en cas
de FP ce qui multiplie d’autant le nombre de fausses alarmes. Pour supprimer les
alarmes redondantes, le syste`me de monitorage devrait inte´grer un filtrage des alarmes
redondantes.
Les re´sultats montrent que le pilotage permet d’assurer un diagnostic me´dical sur des
e´lectrocardiogrammes bruite´s. Cependant, le pilotage est surtout guide´ par le contexte
de bruit. La prise en compte du contexte arythmique pour piloter les taˆches et la recon-
naissance d’arythmies reste a` accomplir. En effet, dans un contexte ou` il est possible
de discriminer deux arythmies avec un langage de description moins pre´cis, le pilote
peut de´sactiver les taˆches de l’abstraction temporelle non ne´cessaires et e´conomiser des
ressources.
L’architecture de IP-Calicot permet d’ajouter aise´ment les modules et la connais-
sance ne´cessaires pour ge´rer des donne´es multisources. L’extension de IP-Calicot au
monitorage multisource est justement l’une des e´volutions envisage´es pour utiliser les
informations redondantes pour proposer un diagnostic me´dical plus robuste au bruit
(Chambrin, 2001). Cet objectif a fait l’objet d’une e´tude pre´liminaire pre´sente´e en an-
nexe C qui a montre´ la faisabilite´ d’une telle approche.
Le pilotage utilise´ dans le syste`me IP-Calicot permet l’ame´lioration du syste`me
Calicot. Le pilotage des algorithmes de traitement du signal re´duit le nombre d’erreurs
ge´ne´re´es par l’abstraction temporelle. Les re´sultats pre´sente´s valident non seulement
l’approche par pilotage mais aussi les connaissances concernant les algorithmes.
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Chapitre 6
Mise en œuvre de IP-Calicot
6.1 Introduction
Dans IP-Calicot, deux types de repre´sentation sont utilise´s pour structurer la
connaissance : la repre´sentation par objets et la repre´sentation par re`gles. On entend
ici par connaissance, les techniques lie´es au traitement du signal (algorithmes) et la
connaissance lie´e aux de´cisions du pilote (re`gles). La repre´sentation par objets permet
de structurer les connaissances en traitement du signal et en monitorage, ainsi que les
concepts de pilotage de´crits en section 2.2.5. Il s’agit principalement des signaux et
e´ve´nements, des algorithmes de traitement du signal, du contexte et des taˆches. La
mise en œuvre de ces connaissances fait l’objet de la section 6.2. La repre´sentation par
re`gles est utilise´e pour la connaissance lie´e aux de´cisions du pilote, c.-a`-d. les re`gles de
pilotage. Elle est de´taille´e en section 6.3. Toutes ces connaissances sont ensuite utilise´es
pour concevoir une application compose´e de taˆches qui interagissent avec un pilote. Le
me´canisme de ce pilotage et la proce´dure employe´e pour de´velopper une application
sont expose´s en section 6.5.
6.2 Repre´sentation par objets
La connaissance repre´sente´e par des objets est de´veloppe´e en langage Java1. Ce
langage de programmation a e´te´ choisi car c’est une programmation oriente´e objet
ide´ale pour repre´senter les algorithmes et les taˆches de traitement. Les avantages de
Java par rapport a` d’autres langages sont nombreux, parmi ceux-ci on peut citer :
– l’inde´pendance du syste`me d’exploitation, ide´ale pour une architecture repartie,
– la notion de thread qui permet de lancer des processus autonomes avec partage
de donne´es,
– la possibilite´ d’interfacer d’autres langages, notamment Prolog et C,
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– enfin, la diffusion et la popularite´ de ce langage qui facilite la prise en main des
re´alisations par d’autre programmeurs.
Java a donc e´te´ utilise´ pour mettre en œuvre les objets tels que les signaux et
e´ve´nements, les algorithmes de traitement du signal, le contexte et les taˆches du syste`me
de´taille´s dans les sections suivantes. Dans la suite de ce chapitre des diagrammes UML
(Unified Modeling Language) sont utilise´s exprimer la repre´sentation des objets.
6.2.1 Repre´sentation des donne´es
Les taˆches de traitement d’une application s’e´changent des informations via des don-
ne´es repre´sente´es selon des types de base tels que les signaux et diffe´rentes informations
temporelles structure´es.
Comme annonce´ dans la section 2.2.2, un signal est repre´sente´ par un objet de type
Signal dont les valeurs sont stocke´es dans un tableau de nombres (seuls les signaux
temporels a` une dimension sont traite´s). La repre´sentation par objets permet de mettre
en œuvre directement dans la classe Signal des me´thodes de base qui peuvent le trans-
crire dans ses diffe´rentes repre´sentations (p. ex. transforme´e de Fourier) ou appliquer
des transformations tel qu’un sous-e´chantillonnage.
Si la notion fondamentale de repre´sentation des donne´es en traitement du signal est
le signal, il faut rappeler que l’activite´ de monitorage consiste a` surveiller un syste`me
e´voluant dans le temps. L’e´volution d’un syste`me peut eˆtre ge´ne´ralement de´crite par une
repre´sentation points-intervalles (Shahar et Musen, 1993) ou e´ve´nements-e´tats (Dojat et
Sayettat, 1996). Dans IP-Calicot, une ontologie des concepts temporels est conside´re´e,
telle que dans (Dojat et Sayettat, 1996). L’entite´ de base de l’ontologie est l’objet appele´
TemporalObject qui est ensuite raffine´ en deux autres types d’objets repre´sente´s par le












Fig. 6.1 – Diagramme UML des objets temporels.
Par exemple, les e´ve´nements sont ge´ne´re´s en sortie d’une taˆche de de´tection sous
forme de liste. Ils contiennent une date d’occurrence, un type, un attribut et une origine.
Les e´tats sont utilise´s pour repre´senter les diagnostics de sortie d’une taˆche de diagnostic
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me´dical ou les intervalles de bruit de ligne en sortie d’un analyseur de ligne. Ainsi, un
diagnostic de pathologie sera repre´sente´ par un objet de type State qui contient une
date d’occurrence, un type, un attribut, une origine (qui peut eˆtre sous forme de liste),
une signature (quels e´ve´nements ou e´tats ont ge´ne´re´ le diagnostic) et une date de fin.
6.2.2 Algorithmes de traitement du signal
Chaque algorithme est repre´sente´ par un objet de´die´ a` la re´alisation d’un traitement
de signal. Les algorithmes de traitement du signal sont organise´s dans une hie´rarchie
selon des relations de ge´ne´ralisation et de spe´cification. Par exemple, pour chaque type
de traitement (p. ex. filtrage, de´tection de QRS, etc.) il existe un objet parent duquel
tous les algorithmes fils he´ritent. Le diagramme UML de la figure 6.2 repre´sente cet
he´ritage pour la classe QRSDetection.
DF2QRSDetector
+ init()






















Fig. 6.2 – Diagramme UML des objets he´ritant de QRSDetection.
L’objet QRSDetector repre´sente l’abstraction d’un algorithme de de´tection de QRS.
Le triangle vide symbolise une relation d’he´ritage. Ainsi, l’objet DF2QRSDetector est
un type de QRSDetection. Le losange noir traduit une relation de composition. L’objet
PanTompkinsQRSDetector est compose´ d ’un objet de type TPanTompkins et d’un objet
de type Thresholding.
Comme la plupart des abstractions d’algorithmes, l’objet QRSDetector contient un
Buffer pour stocker les variables d’entre´e, la date courante currentDate, et un tableau
destine´ a` contenir les occurrences de QRS qrsDate. Ses variables sont statiques pour
permettre le partage des valeurs entre les diffe´rents de´tecteurs he´ritiers. Ainsi, lorsque
le pilote de´cide de changer d’algorithme, les donne´es sont conserve´es dans la classe me`re
et le nouvel algorithme peut directement les utiliser. Par exemple, certains algorithmes
peuvent avoir besoin de la dernie`re valeur de l’intervalle entre deux QRS pour estimer
un seuil. En cas de changement d’algorithme, celui qui a e´te´ se´lectionne´ peut utiliser
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directement la valeur plutoˆt que prendre une valeur par de´faut. Les transitions d’al-
gorithmes au sein d’un meˆme type s’effectuent donc de manie`re transparente dans le
syste`me. La classe abstraite du type d’algorithme contient aussi quatre me´thodes :
– init qui effectue l’initialisation de base,
– process, qui exe´cute le traitement,
– procuste, qui ge`re la taille du buffer interne,
– checkDate, qui e´limine les dates aberrantes.
Les classes he´ritie`res, telle que la classe PanTompkinsQRSDetector, surchargent les
me´thodes process et init. Chaque algorithme peut eˆtre compose´ d’autres algorithmes
pour re´aliser les diffe´rentes e´tapes de leur traitement.
6.2.3 Contexte
Le contexte est l’ensemble des informations qui influent sur l’application (cf. 2.2).
Il contient les variables courantes qui de´crivent l’e´tat actuel du patient a` diffe´rents
niveaux. Le contexte courant est compose´ de trois sous-contextes (cf. 3.2.3) : le contexte
de ligne, le contexte arythmique, et le contexte patient.
Le contexte est de´veloppe´ sous forme de table de hachage qui permet d’associer a`
un attribut une valeur. Un extrait de contexte courant est donne´ Figure 6.3.
// contexte patient
basicBeat: N






Fig. 6.3 – Extrait de contexte courant.
Le contexte patient contient la description du battement de base du patient. Cette
information est utile, par exemple, pour savoir si le patient pre´sente un bloc de branche
qui de´forme le QRS. Le contexte de ligne contient des informations sur le type et le
niveau de bruit pre´sent sur chaque ligne (ici seule la ligne 1 est pre´sente´e). Le contexte
arythmique indique quelle est la principale arythmie courante.
6.2.4 Taˆches
D’apre`s la de´finition 2.1, une taˆche est l’exe´cution d’un traitement re´alise´ par un
ou plusieurs algorithmes. Les taˆches sont des classes spe´ciales mise en œuvre par le
concepteur. Elles raffinent toutes la classe abstraite Task repre´sente´e Figure 6.4.










Fig. 6.4 – Diagramme UML de la classe Task.
Chaque taˆche peut eˆtre active ou inactive selon que le pilote ait de´cide´ de l’activer.
Il s’ensuit que chaque objet de taˆche doit contenir les me´thodes suivantes :
– activate qui permet d’activer la taˆche ;
– deactivate qui permet de de´sactiver la taˆche ;
– init qui permet d’initialiser la taˆche au de´but du lancement de l’application ;
– getRequest qui selon le contexte courant pris en entre´e retourne la requeˆte a`
envoyer au pilote pour mettre a` jour la taˆche ;
– upDate qui selon le contexte courant pris en entre´e met a` jour les variables internes
qui de´pendent du contexte ;
– upDate qui prend en entre´e le re´sultat de la requeˆte envoye´e au pilote pour effec-
tuer les modifications ne´cessaires dans la taˆche,
De plus, chaque taˆche doit contenir les deux me´thodes suivantes :
– <T> process(...) qui effectue le traitement de la taˆche et retourne le re´sultat
de type <T> ;
– <T> unactiveProcess(...) qui prend les meˆmes arguments mais retourne un
re´sultat de´terministe, par exemple un tableau de type <T> vide ;
Le traitement qui correspond a` la taˆche est re´alise´ par l’appel de la me´thode
process. Ge´ne´ralement, a` chaque taˆche est associe´e un type d’algorithme, le roˆle de
l’objet taˆche est alors d’assurer les changements d’algorithmes demande´s par le pilote
et de mettre en forme les entre´es et les sorties entre l’application et l’algorithme. Par
exemple l’application peut solliciter le traitement d’un objet de type Signal alors que
la taˆche utilisera un algorithme qui n’accepte que des tableaux de flottants. Lorsque la
taˆche est inactive, la me´thode process fait appel a` la me´thode unactiveProcess. Dans
cette me´thode les valeurs de retour sont spe´cifie´es lors de la conception de l’application.
Par exemple, lorsque la taˆche de classification de QRS est inactive on peut choisir d’at-
tribuer a` toutes les occurrences de QRS la valeur normal, anormal ou inconnue. Les
changements d’algorithmes s’effectuent lorsque la me´thode upDate est appele´e. Cette
me´thode re´cupe`re les actions a` effectuer sur la taˆche (activation, nom de l’algorithme
a` utiliser). La figure 6.5 donne des exemples d’entre´es-sorties des me´thodes de la taˆche
QRSDetection.
La me´thode getRequest prend en entre´e le contexte courant et re´cupe`re la requeˆte
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me´thode : getRequest





sortie : EventList(Event(120, qrs, ?, voieII),




Fig. 6.5 – Exemples d’entre´es-sorties de la taˆche QRSDetection.
a` exe´cuter. Dans cette exemple, la requeˆte activateTask demande au pilote si la taˆche
doit eˆtre active´e et la requeˆte which_detector demande quel algorithme doit eˆtre
choisi. La me´thode process prend en entre´e un objet de type signal, applique un
algorithme dessus puis retourne une liste d’e´ve´nements donnant la date d’occurrence
des complexes QRS. Enfin, la me´thode unactiveProcess retourne toujours une liste
d’e´ve´nements vide.
6.3 Repre´sentation par re`gles
La repre´sentation par re`gles permet de structurer la connaissance du pilote pour
la prise de de´cision. Le pilote est le cœur du syste`me, c’est lui qui prend les de´cisions
d’activer ou non les taˆches et de choisir les algorithmes. Son fonctionnement est celui
d’un syste`me expert. Sa connaissance est repre´sente´e par des re`gles qu’il active pour
prendre des de´cisions a` partir des faits qui lui sont transmis (contenus dans le contexte).
Le pilote est un interpre´teur Prolog (SICStus Prolog2) qui est lie´ au reste de
l’application Java par une interface. Cette interface permet la communication de re-
queˆtes Prolog vers le pilote et de retourner les re´sultats de l’e´valuation de la requeˆte
au reste de l’application. L’inte´gration d’un interpre´teur Prolog dans le syste`me per-
met par ailleurs de mettre a` disposition toute la puissance de la programmation logique
pour de´velopper des taˆches de haut niveau.
Les de´cisions du pilote sont calcule´es par l’activation de re`gles de production. Avant
de prendre une de´cision, les requeˆtes sont traite´es par des re`gles internes qui repre´sentent
les de´cisions du gestionnaire de contexte. Ces dernie`res sont expose´es en section 6.3.1.
Elles permettent de mettre a` jours des informations pour prendre les trois types de
de´cision finale du pilote : choisir le niveau d’abstraction du diagnostic me´dical, choisir
2www.sics.se/sicstus/
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les taˆches a` activer et choisir les algorithmes qui sont respectivement pre´sente´s en section
6.3.2, 6.3.3 et 6.3.4. La plupart des re`gles employe´es proviennent d’expertises excepte´es
les re`gles de pilotage d’algorithmes qui sont tire´es d’analyses statistiques. Toutes les
re`gles sont exprime´es dans le formalisme Prolog. Les principaux e´le´ments du langage
sont donne´s en annexe A.
6.3.1 Re`gles du gestionnaire de contexte
Le gestionnaire de contexte met a` jour des variables utiles pour les e´tages de de´ci-
sions en aval. La figure 6.6, pre´sente un extrait des re`gles du gestionnaire de contexte.








Fig. 6.6 – Exemple de re`gles du gestionnaire de contexte.
La teˆte de clause activableTask est appele´e avec trois arguments qui sont : le nom
de la taˆche teste´e, le niveau de bruit et le type de bruit. Ces re`gles servent a` de´terminer
si le niveau et le type de bruit permettent d’activer la taˆche ou non. La premie`re re`gle
spe´cifie que toutes les taˆches sont activables tant qu’il n’y a pas de bruit (no_noise).
La deuxie`me clause spe´cifie que la taˆche de de´tection de QRS est activable tant que le
niveau de bruit reste supe´rieur ou e´gal a` −15dB.
6.3.2 Re`gles de choix des mode`les de chroniques pour la reconnais-
sance d’arythmies
Les mode`les de chroniques doivent eˆtre adapte´s a` la pre´cision de l’abstraction tem-
porelle. Par exemple, si les taˆches QRSDetection, QRSClassification sont actives et
PWaveDetection est inactive, alors le reconnaisseur de chroniques doit utiliser la base
de chroniques exper2. La figure 6.7, pre´sente les re`gles de choix de mode`les de chro-
niques sous forme de clauses Prolog.
Le pre´dicat chronicleResolution permet de ve´rifier le choix d’un mode`le de
chroniques. Il existe une clause pour chaque mode`le de chroniques exper1, exper2,
exper5. Ces mode`les de connaissances sont hie´rarchiques (cf. 3.3) et la relation de ge´-
ne´ralite´ est mise en œuvre par une notion de priorite´ entre les re`gles qui s’exprime par
l’ordre des clauses associe´es. Par exemple le placement de la clause chronicleResolution(exper5)
devant la clause chronicleResolution(exper2) traduit le fait que exper5 est moins
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/* de´terminer quelle est la re´solution a` avoir














Fig. 6.7 – Re`gles de choix de mode`les de chroniques.
ge´ne´ral que exper2. Le pre´dicat bb_get(X,Y) est vrai si la variable interne X a la valeur
Y ainsi le pilote peut ve´rifier que les taˆches ont e´te´ pre´alablement active´es ou non par
le pilote.
6.3.3 Re`gles d’activation des taˆches
Les taˆches sont active´es principalement selon le contexte de ligne et selon les besoins
de la reconnaissance d’arythmies. La figure 6.8 pre´sente la re`gle d’activation des taˆches.





Fig. 6.8 – Re`gle d’activation de taˆches.
Cette re`gle exprime que pour toute taˆche Task, niveau de bruit NoiseLevel, et type
de bruit NoiseType, activateTask est vrai si la taˆche Task est ne´cessaire et qu’elle est
activable.
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6.3.4 Re`gles de pilotage d’algorithmes de traitement du signal
Les re`gles de pilotage d’algorithmes permettent de choisir et de parame´trer les
algorithmes les plus adapte´s a` une taˆche. La figure 6.9, pre´sente des extraits de ces
re`gles.





















Fig. 6.9 – Extrait de re`gles de choix d’algorithmes.
Le pre´dicat which_detector permet de choisir le de´tecteur a` utiliser en fonction
du type de bruit, du niveau de bruit, de l’arythmie la plus probable, de la principale
forme de QRS et de l’algorithme courant employe´. La premie`re clause spe´cifie que s’il
n’y a pas de bruit pre´sent sur la ligne et que l’arythmie principale est une tachycardie
ventriculaire (”(VT”), alors il est pre´fe´rable de choisir le de´tecteur gritzali. La dernie`re
clause spe´cifie que si aucune des re`gles pre´ce´dentes n’est satisfaite alors il faut utiliser
le de´tecteur benitez. Ces re`gles sont de´rive´es d’une analyse statistique pre´sente´e au
chapitre 4.
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6.4 Connaissances inde´pendantes et de´pendantes du do-
maine
Deux types de connaissances cohabitent dans le syste`me : les connaissances lie´es
aux algorithmes de traitement du signal et les connaissances lie´es a` l’application. Pour
reprendre la de´finition donne´e dans (Shekhar et coll., 1994), ce sont les connaissances
inde´pendantes du domaine d’application et les connaissances de´pendantes du domaine.
Les connaissances inde´pendantes du domaine sont celles qui ne ne´cessitent pas de
connaissances a priori sur le domaine d’application. Dans le syste`me pre´sente´, il s’agit
des connaissances sur les algorithmes. Ceux-ci contiennent uniquement les traitements
et la proce´dure d’initialisation. Contrairement a` (Shekhar et coll., 1994), les algorithmes
ne contiennent pas de me´thodes d’ajustement ceci pour deux raisons. Premie`rement,
les objectifs temps re´el de l’application vise´e (monitorage cardiaque) et l’impossibilite´
de controˆler les re´sultats ne permettent pas de phase de re´ajustement des parame`tres.
Deuxie`mement, comme il n’existe pas de phase d’ajustement, le meilleur ajustement des
algorithmes est fixe´ par des connaissances a priori qui de´pendent du domaine d’applica-
tion (p. ex. le contexte arythmique). Par exemple, un filtre d’entre´e de ligne se´lectionne
la bande spectrale utile graˆce a` une connaissance a priori. Il paraˆıt difficile de calculer
automatiquement les coefficients du filtre par un me´canisme d’essai-erreur. C’est pour-
quoi le parame´trage des algorithmes est effectue´ par des connaissances de´pendantes et
inde´pendantes du domaine.
Les connaissances de´pendantes du domaine repre´sentent les connaissances a priori
disponibles et utiles sur le domaine d’application. Dans le syste`me pre´sente´, les connais-
sances de´pendantes du domaine sont fixe´es dans l’application, les taˆches et les re`gles
de pilotage. L’application ne´cessite de connaˆıtre la succession des taˆches ne´cessaires
a` la re´alisation de l’application et les connexions de signaux, d’e´ve´nements et d’e´tats
entre les taˆches. Les taˆches sont mises en œuvre pour utiliser les algorithmes et faire
l’interface des entre´es-sorties entre l’application et les algorithmes. Par exemple, c’est
la taˆche QRSDetection qui e´tiquette les sorties des algorithmes de de´tection de QRS
comme e´tant des e´ve´nements QRS. Les re`gles de pilotage quant a` elles, sont constitue´es
de connaissances de´pendantes et inde´pendantes. Elles sont donc utilisables uniquement
pour l’application donne´e.
6.5 De´tails du me´canisme de pilotage
Cette section pre´sente le fonctionnement ge´ne´ral de l’application de monitorage.
Tout d’abord la re´alisation d’une application est de´taille´e puis l’exe´cution du pilotage
est de´crite.
6.5.1 Conception d’une application
La re´alisation d’une application passe tout d’abord par la de´finition de la succession
des taˆches a` accomplir et la mise en place de l’infrastructure qui permet la transmission
des donne´es entre les taˆches. Les e´changes entre taˆches sont re´alise´s par des signaux, des
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listes d’e´ve´nements ou d’e´tats. Dans IP-Calicot, les signaux sont traite´s par blocs.
Il s’ensuit que, les taˆches sont exe´cute´es se´quentiellement et sont comprises dans une
boucle qui traite les donne´es bloc par bloc. La figure 6.10 repre´sente le diagramme de
l’application de monitorage cardiaque.
A` chaque pas de traitement, l’application attend les donne´es provenant de l’acqui-
sition de donne´es. Lorsque les donne´es sont en nombre satisfaisant, l’application est
lance´e. Le contexte est tout d’abord mis a` jour puis la taˆche de filtrage oˆte le bruit
parasite et envoie le signal traite´ a` la taˆche de de´tection de QRS. Celle-ci envoie les oc-
currences de QRS de´tecte´s a` la taˆche de classification qui, a` l’aide du signal filtre´, affecte
un attribut au QRS. Dans notre cas, il s’agit des e´tiquettes : basic et nonbasic. La
de´tection d’ondes P utilise ensuite le signal filtre´ pour estimer les occurrences d’ondes P.
Les e´ve´nements de QRS et d’onde P sont utilise´s par la reconnaissance d’arythmies qui
retourne les diagnostics me´dicaux sous forme d’e´tats. Les e´ve´nements et les e´tats sont
ensuite envoye´s au module d’affichage via le re´seau. Chaque taˆche peut eˆtre de´sactive´e
en fonction du contexte. Lorsqu’une taˆche est de´sactive´e elle devient transparente dans
la boucle de traitement.
Par ailleurs, il faut aussi de´finir quelles informations vont servir a` piloter le syste`me.
La de´finition du contexte et des analyseurs de contexte est donc une ope´ration impor-
tante. L’analyse du contexte est perc¸ue comme une taˆche a` part entie`re qui pourrait
elle-meˆme eˆtre pilote´e.
L’e´tape suivante consiste a` de´finir toutes les taˆches. Chaque taˆche he´rite de la
taˆche abstraite Task. Le concepteur d’une application doit de´velopper les me´thodes
qui ge´ne`rent les requeˆtes en direction du pilote et re´cupe`rent les re´sultats. La taˆche a
souvent le roˆle d’assurer un formatage des donne´es de sorties. Par exemple, la taˆche
QRSClassification peut utiliser un algorithme de classification a` deux sorties de
type normal, abnormal alors que les attributs utilise´s dans la taˆche de reconnaissance
d’arythmies sont basic, nonbasic (QRS de base, ou non de base). La taˆche devra donc
faire la traduction entre les diffe´rentes repre´sentations.
L’e´tape suivante est la constitution de la base d’algorithmes. La cre´ation d’un nou-
veau type d’algorithme doit passer par la de´finition de la classe abstraite de´crivant les
attributs et me´thodes de base du type d’algorithme. Le nouvel algorithme doit ensuite
he´riter de cette classe et doit mettre en œuvre son traitement et son initialisation.
L’e´tape terminale est la saisie des re`gles de pilotage a` partir d’expertises ou de
me´thodes d’acquisition de re`gles.
6.5.2 Exe´cution du pilotage
Comme dit pre´ce´demment, l’application est exe´cute´e pas a` pas en fonction des
donne´es qui sont traite´es bloc par bloc. Le pilotage, quant a` lui, est exe´cute´ pour
chaque taˆche. Avant chaque exe´cution d’une taˆche, celle-ci envoie une requeˆte au pilote.
La figure 6.11 illustre cet e´change.
La requeˆte consiste a` demander quelles actions la taˆche doit effectuer (p. ex. de´sac-
tivation, changement d’algorithmes). Le pilote utilise ses re`gles qu’il active avec les
donne´es envoye´es pour re´pondre aux requeˆtes. Le pilote retourne ainsi les actions a`
























tâches de traitement du signal











actions à effectuer sur la tâche
requête: demande d’actions
Fig. 6.11 – Exemple de communication entre une taˆche et le pilote.
effectuer ou no_change pour spe´cifier qu’aucun changement ne doit eˆtre entrepris.
Cette approche permet de ge´rer les e´changes de donne´es de manie`re efficace et cen-
tralise´e. Les gros volumes de donne´es tels que les signaux sont envoye´s directement
aux taˆches qui doivent les traiter tandis que seules les donne´es de pilotage, qui sont
d’un faible volume, sont e´change´es avec le pilote. Il n’y a donc pas de risque d’engor-
gement tel qu’il peut y en avoir avec une architecture multiagent communiquant par
messages. De plus, les faibles volumes e´change´s permettent de respecter les contraintes
temps re´el. L’architecture propose´e permet aussi l’ajout aise´ de nouvelles taˆches dans
une application.
6.6 Conclusion
L’approche propose´e permet la conception simple d’une application. Les repre´sen-
tations par objets et par re`gles ont de´ja` montre´ leur efficacite´ (Cle´ment, 1990; Moisan,
1998; Shekhar et coll., 1999). Cette approche reste tre`s de´die´e au monitorage cardiaque
mais certaines ame´liorations pourraient rendre ce pilotage d’algorithmes plus ge´ne´rique.
– Le de´veloppement de l’application ne´cessite de coder directement les taˆches. Ceci
rend la conception d’une application tre`s de´pendante de la connaissance que peut
avoir l’utilisateur du langage de programmation utilise´. Une e´volution consiste-
rait a` procurer une aide a` la conception pour repre´senter ensuite la chaˆıne de
traitements sous forme d’un graphe comme dans (Cle´ment et Thonnat, 1993)
ou (Sztipanovits et coll., 1998), ou sous forme de sche´ma XML. Cette e´volution
permettrait aussi de stocker les chaˆınes de traitements pour pouvoir les re´utiliser.
– Les classes abstraites des algorithmes permettent le partage des variables entre
les diffe´rents he´ritiers sous forme de variables static. Cette mise en œuvre n’est
pas satisfaisante dans le cas ou` plusieurs taˆches utilisent les meˆmes types d’al-
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gorithmes, comme par exemple dans le cas de de´tection de QRS sur plusieurs
voies.
– La connaissance du pilote est regroupe´e dans le meˆme fichier Prolog ce qui ne
facilite pas le maintien de la base lorsque le nombre de re`gles devient important.
Une manie`re de mieux structurer la connaissance serait soit de la stocker dans les
taˆches et algorithmes, soit de mettre au point un e´diteur permettant de manipuler
aise´ment les re`gles stocke´es dans un meˆme fichier. La premie`re solution qui se rap-
proche des travaux de (Cle´ment et Thonnat, 1993; Moisan, 1998; Shekhar et coll.,
1999) (re`gles d’initialisation, re`gles d’ajustement, etc.) est applicable dans le cas
ou il existe une bonne se´paration des connaissances qui permette la re´utilisation
des algorithmes. Dans notre cas, les types de connaissance sont me´lange´s pour
prendre les de´cisions et seule une approche centralise´e le permet. C’est pourquoi
la solution de l’e´diteur semble la plus ade´quate.
– Les liaisons des modules via le re´seau permettent la communication a` distance,
mais une solution doit aussi eˆtre propose´e pour permettre une communication plus
directe (et plus rapide) notamment entre l’acquisition de signaux et le traitement
des donne´es.
– Une e´volution dans le traitement des donne´es serait de permettre de retraiter
les donne´es de manie`re plus pre´cise a` la manie`re de (Lesser et coll., 1993b). Par
exemple, lorsque le nombre de ressources est limite´, les traitements peuvent se
limiter aux traitements vitaux. Les donne´es traite´es de cette manie`re pourraient
eˆtre retraite´es en taˆche de fond de l’activite´ de monitorage lorsque les ressources
redeviennent libres.
– Pendant la phase d’initialisation certains parame`tres d’algorithmes de traitement
du signal pourraient eˆtre appris. Par exemple, les classificateurs de QRS pour-
raient apprendre les proprie´te´s des complexes QRS durant une phase de´die´e pour
eˆtre plus spe´cifiques au patient.
Conclusion
Ce me´moire de´crit l’e´tude et la re´alisation d’un syste`me de monitorage de patient
capable de fonctionner et de s’adapter aux multiples situations rencontre´es en Unite´
de Soins Intensifs pour Coronariens (USIC). Dans ce type de monitorage me´dical, les
fonctions physiologiques (c.-a`-d. les signes vitaux) d’un patient sont mesure´es pour de´-
tecter des situations anormales, les caracte´riser (diagnostic me´dical) et solliciter, par
des alarmes, une intervention du personnel clinique. Ces syste`mes permettent ainsi la
surveillance 24 heures sur 24 des patients ne´cessitant des soins intensifs et apportent une
assistance au personnel me´dical. Cependant, dans l’environnement hostile que consti-
tue l’USIC, le mate´riel me´dical informatique et e´lectronique subit l’influence de nom-
breuses perturbations exte´rieures (interfe´rences, mouvements des patients, mouvements
de caˆbles, etc.). Ces bruits limitent les performances des syste`mes car ils entraˆınent le
de´clenchement d’un grand nombre d’alarmes intempestives sans signification me´dicale
et, surtout, conduisent a` un diagnostic me´dical errone´. La re´alisation de syste`mes de
monitorage pouvant assurer une surveillance fiable dans un contexte bruite´ en milieu
USIC est donc un objectif majeur.
Depuis la fin des anne´es 80, cet objectif est devenu de plus en plus accessible graˆce
a` l’e´mergence des syste`mes de monitorage intelligent. Ces syste`mes inte`grent des algo-
rithmes de traitement du signal pour analyser les signes physiologiques et des outils
d’intelligence artificielle pour re´aliser un diagnostic en ligne. Lorsque les signaux ana-
lyse´s deviennent bruite´s, certains de ces syste`mes adaptent le monitorage aux donne´es
traite´es de fac¸on a` limiter les effets ne´fastes du bruit de ligne. Toutefois, ces syste`mes
ont, en ge´ne´ral, une approche qui leur est spe´cifique et peu d’entre elles proposent des
adaptations ge´ne´riques a` tous les niveaux de la chaˆıne de traitement : de l’analyse du
signal au diagnostic me´dical. De plus, dans ces syste`mes, le proble`me de la re´duction des
effets du bruit est vu comme e´tant uniquement du domaine du traitement du signal ou
du domaine de l’intelligence artificielle et peu de recherches ont tire´ parti du diagnostic
me´dical et de l’analyse du bruit de ligne pour optimiser la chaˆıne de traitement.
Dans notre approche, pour obtenir un diagnostic me´dical fiable meˆme dans des
conditions d’utilisations extreˆmes, une technique de pilotage d’algorithmes est de´fi-
nie afin de modifier dynamiquement la chaˆıne de traitement et adapter le diagnostic
me´dical en fonction d’informations telles que le bruit de ligne et les pathologies sus-
pecte´es. Ce pilotage est inte´gre´ au syste`me de monitorage des arythmies cardiaques
Calicot, de´veloppe´ au laboratoire, pour re´aliser un nouveau syste`me de monitorage,
appele´ IP-Calicot (Integrated Piloting and Cardiac Arrhythmias Learning for Intelli-
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gent Classification of On-line Tracks). Le pilote d’algorithmes mis en œuvre s’inspire de
diffe´rents travaux pre´sente´s dans la litte´rature. La flexibilite´ du syste`me de monitorage
est re´alise´e de manie`re originale en inte´grant un pilotage a` trois niveaux : 1) au niveau
de la reconnaissance des arythmies cardiaques, 2) au niveau des taˆches d’abstraction du
signal et 3) au niveau des algorithmes de traitement du signal.
Le pilotage de la reconnaissance d’arythmies cardiaques permet de modifier
en ligne le langage de description des signaux physiologiques, qui sont ici des e´lectro-
cardiogrammes (ECG) en fonction du bruit de ligne. Ge´ne´ralement une pathologie est
diagnostique´e a` partir de caracte´ristiques qui doivent eˆtre constamment extraites des
signaux (dans notre cas, pour l’ECG il s’agit de la date d’occurrence des QRS, des
formes de QRS, et des ondes P). L’extraction de toutes ces caracte´ristiques correspond
a` un langage de description tre`s pre´cis qui peut eˆtre trop exigeant dans des situations
ou` le signal n’est pas de bonne qualite´. Dans IP-Calicot, le pilote est un syste`me
expert dont les de´cisions de pilotage sont repre´sente´es par des re`gles de production. Il
se´lectionne dynamiquement, dans une hie´rarchie de langages de description partant du
plus abstrait (occurrences de QRS seules) au plus pre´cis, le langage de description de
la reconnaissance d’arythmies pour assurer un diagnostic fiable. Par exemple, s’il y a
pre´sence de bruit sur la ligne, l’extraction de l’onde P peut eˆtre tre`s perturbe´e et accom-
pagne´e d’erreurs. Il est alors pre´fe´rable d’ignorer l’information d’onde P pour re´aliser le
diagnostic jusqu’a` ce que le niveau de bruit redevienne acceptable. De plus, l’extraction
de certaines caracte´ristiques du signal pourrait eˆtre de´sactive´e de fac¸on a` e´conomiser
des ressources de calcul. Pour repre´senter ces diffe´rentes strate´gies de diagnostic, un
ensemble de mode`les de chroniques (c.-a`-d. mode`les d’arythmies) est appris en fonc-
tion d’une hie´rarchie de langages de description de l’ECG. Les mode`les de chroniques
obtenus par apprentissage artificiel ont ensuite e´te´ teste´s sur des enregistrements re´els.
Le pilotage de taˆches d’abstraction du signal permet de de´sactiver certaines
taˆches d’extraction de caracte´ristiques du signal. Par exemple, lorsque la ligne est trop
bruite´e, la classification du QRS est voue´e a` l’e´chec et entraˆıne beaucoup d’erreurs. Dans
ce contexte, cette taˆche est pe´nalisante car elle fournit beaucoup de fausses informations
a` la reconnaissance de chroniques. De meˆme, lorsque le pilotage de la reconnaissance
d’arythmies choisit des mode`les de chroniques qui n’ont pas besoin de certaines carac-
te´ristiques, les taˆches associe´es aux caracte´ristiques inutiles peuvent eˆtre de´sactive´es.
Pour fonder le diagnostic sur des informations fiables et e´conomiser des ressources, les
taˆches sont active´es et de´sactive´es en fonction du bruit de ligne. Ce pilotage des taˆches
a e´te´ expe´rimente´ avec des enregistrements de patients auxquels a e´te´ ajoute´ du bruit
clinique re´el. Les re´sultats montrent que ce pilotage permet d’assurer un diagnostic
me´dical quel que soit la quantite´ de bruit pre´sent alors que le meˆme syste`me non pilote´
n’est plus capable d’assurer sa taˆche de monitorage. Ces re´sultats ont conduit a` une
publication (Portet et coll., 2006).
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Le pilotage des algorithmes de traitement du signal consiste a` choisir les algo-
rithmes les plus adapte´s a` une situation donne´e. Chaque taˆche d’extraction de carac-
te´ristiques est re´alise´e par un algorithme de traitement du signal. Or, une taˆche peut
eˆtre re´alise´e par plusieurs algorithmes, plus ou moins performants selon le contexte. Un
contexte est de´fini ici comme e´tant la combinaison particulie`re d’un type de bruit et
d’arythmie. Pour re´aliser ce pilotage, les re`gles qui permettent au pilote d’associer un
contexte a` un algorithme particulier ont e´te´ extraites par une me´thode originale base´e
sur une analyse factorielle. Cette me´thode a permis d’obtenir des re`gles qui ont non
seulement rendu possible le pilotage mais ont aussi apporte´ une connaissance plus pro-
fonde des algorithmes utilise´s. Cette me´thode a fait l’objet de deux publications (Portet
et coll., 2005c; Portet et Carrault, 2005). Ce niveau de pilotage a e´te´ teste´ sur des en-
registrements bruite´s. Ces tests ont montre´s que le pilotage apporte une ame´lioration
significative de la taˆche de de´tection de complexes QRS.
Les re´sultats du pilotage obtenus lors des tests en situations cliniques sortant des (( cas
d’e´cole )) ont permis de valider l’approche propose´e. La de´finition du contexte donne´e
dans ce me´moire a e´te´ montre´e comme pertinente pour les diffe´rents niveaux de pilotage.
L’inte´gration du pilotage permet donc une ame´lioration ge´ne´rale de la robustesse du
diagnostic me´dical, ce qui est un objectif majeur des syste`mes de monitorage.
La mise en place du pilotage dans le syste`me Calicot a par ailleurs amene´ d’autres
contributions tout aussi importantes :
– Le travail pre´sente´ a permis d’ame´liorer notablement le syste`me de monitorage
cardiaque initial Calicot. La premie`re phase de cette ame´lioration a e´te´ de
mettre en œuvre la partie extraction de caracte´ristiques et reconnaissance d’aryth-
mie dans un meˆme syste`me. La structuration apporte´e par les concepts de pilotage
dans le syste`me IP-Calicot offre une architecture flexible qui permet d’ajouter
aise´ment de nouveaux traitements. Ce syste`me a e´te´ pre´sente´ dans deux publica-
tions (Portet et coll., 2005a; Portet et coll., 2005b).
– La capacite´ de reconnaissance des arythmies de Calicot a aussi e´te´ augmente´e.
A` titre d’exemple, Calicot ne permettait pas de de´tecter des extrasystoles et des
bige´minismes dans des rythmes avec blocs de branche. Une nouvelle description
du QRS tenant compte du contexte patient permet d’eˆtre plus ge´ne´rique.
– Un plus grand nombre d’arythmies a e´te´ appris augmentant ainsi les capacite´s de
reconnaissances initiales.
– L’architecture propose´e permet un de´veloppement logiciel particulie`rement adapte´
a` l’USIC. En effet, les diffe´rentes fonctionnalite´s (acquisition, traitement et affi-
chage) peuvent eˆtre distribue´es a` travers le re´seau d’un hoˆpital pour permettre
un suivi du patient dans des lieux diffe´rents. De ce fait, IP-Calicot pourrait
eˆtre utilise´ dans un cadre de te´le´monitorage
– Enfin, la gestion des donne´es multisources a aussi e´te´ aborde´e. Les re´sultats pre´li-
minaires obtenus par le syste`me en reconnaissance d’arythmies a` partir de donne´es
d’ECG et de pression arte´rielle sont encourageants. Cette e´tude a conduit a` une
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publication (Fromont et Portet, 2005). Cette expe´rience a, de plus, montre´ la
facilite´ avec laquelle de nouveaux modules peuvent eˆtre inte´gre´s au syste`me.
Ce travail ouvre la voie a` de futures e´volutions qui augmenteront encore les fonction-
nalite´s du syste`me de monitorage.
– La de´tection de contexte n’a e´te´ que partiellement aborde´e dans ce travail et reste
un point a` de´velopper et a` inte´grer a` IP-Calicot. Elle pourrait eˆtre effectue´e par
l’association d’une analyse multire´solution et le calcul de l’e´nergie en sous-bande.
Les premiers re´sultats enregistre´s sont encourageants mais doivent eˆtre finalise´s.
– Les rythmes cardiaques normaux sont variables d’un patient a` un autre et l’uti-
lisation de seuils fixes ame`ne des erreurs de classification. Une courte pe´riode
d’apprentissage au de´but de la phase de monitorage pourrait eˆtre une solution
pour adapter les seuils utilise´s pour classer les rythmes cardiaques. Cette phase
d’apprentissage pourrait aussi eˆtre utilise´e par les algorithmes de l’abstraction
temporelle tels que la classification des QRS afin d’apprendre les formes de QRS
spe´cifiques au patient.
– La repre´sentation des chroniques par des langages de description tre`s abstraits
ame`ne a` un nombre de fausses alarmes encore trop important en raison d’une
mauvaise discrimination. Une solution serait de regrouper les arythmies apprises
en familles d’arythmies appartenant au meˆme rythme. Par exemple, les tachy-
cardies ventriculaires et supra-ventriculaires pourraient eˆtre regroupe´es sous la
meˆme famille de rythmes rapides. Cette classification garderait une grande partie
de sa signification clinique car les rythmes rapides impliquent une intervention
me´dicale urgente meˆme si la the´rapie ne´cessite´e n’est pas la meˆme.
– Les re`gles, apprises lors de l’apprentissage des arythmies, peuvent couvrir plu-
sieurs fois les meˆmes exemples entraˆınant de fait plusieurs alarmes d’une meˆme
arythmie ou d’arythmies diffe´rentes pour une meˆme cause. Une taˆche de filtrage
des alarmes inte´gre´e au syste`me pourrait limiter ces erreurs. En effet, un simple
filtrage avec gestion de priorite´s entre les arythmies ou agre´gation d’alarmes de
meˆme type permettrait de re´duire le nombre d’alarmes non pertinentes. Par
exemple, lorsqu’une arythmie mineure telle qu’une contraction pre´mature´e du
ventricule est reconnue en meˆme temps qu’une arythmie se´ve`re telle que la ta-
chycardie ventriculaire alors l’arythmie mineure peut eˆtre abandonne´e car elle est
moins prioritaire. Ainsi une seule alarme serait conside´re´e (la plus se´rieuse) au
lieu de deux ce qui re´duirait le nombre de fausses alarmes et les alarmes redon-
dantes. Ce filtrage d’alarmes pourrait entrer dans le cadre plus ge´ne´ral d’aide a`
la de´cision. Par, exemple, l’utilisateur pourrait choisir de de´sactiver les alarmes
des arythmies mineurs, d’afficher les causes qui ont de´clenche´ les alarmes, de
demander des suggestions de the´rapies, etc.
L’analyse et l’interpre´tation de signaux bruite´s est une taˆche tre`s difficile e´tant donne´
que les informations utiles sont masque´es par des bruits parasites. Nous avons vu que
l’extraction des caracte´ristiques pertinentes a` partir de ces signaux peut eˆtre ame´liore´e
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par le pilotage de me´thodes adapte´es au contexte. IP-Calicot apporte ainsi des so-
lutions originales qui ame´liorent nettement la surveillance en milieu bruite´, cependant,
dans des cas extreˆmes, les informations extraites par les algorithmes de traitement du
signal restent errone´es et provoquent des erreurs de diagnostic. Dans ce cas, la solu-
tion la plus inte´ressante pour assurer la taˆche de monitorage serait d’utiliser plusieurs
sources redondantes afin de proposer un diagnostic me´dical plus robuste au bruit. Cet
objectif est cohe´rent avec l’application du monitorage de patient car les USIC sont
e´quipe´es de mate´riel d’acquisition de signaux physiologiques multisources. L’extension
de IP-Calicot a` la gestion de donne´es multisources doit donc eˆtre conside´re´e comme
une e´volution de ce travail. La solution de syste`me de monitorage pre´sente´e peut s’ap-
pliquer a` de nombreux syste`mes de surveillance dans le domaine me´dical tel que pour
les unite´s de soins intensifs ou l’anesthe´sie ou dans le domaine industriel tel que dans




Cette annexe a pour but d’introduire succinctement le formalisme de Prolog afin
de pouvoir comprendre les re`gles pre´sente´es dans ce me´moire. Une pre´sentation com-
ple`te de Prolog peut eˆtre trouve´e dans (Sterling et Shapiro, 1986). Prolog est un
langage de programmation qui repose sur les principes de la programmation en logique.
Une variable est repre´sente´e par une chaˆıne alphanume´rique commenc¸ant par une ma-
juscule (p. ex. QRS, NoiseLevel) ou par un souligne´ (p. ex. _NoiseLevel). Le carac-
te`re (( _ repre´sente une variable anonyme. Une constante, une fonction et un pre´dicat
sont exprime´s par une chaˆıne alphanume´rique commenc¸ant par une minuscule (p. ex.
activableTask, qrsDetection). Un atome logique de la forme symbole_de_pre´dicat(t1,
..., tn) exprime une relation entre les termes t1 a` tn. Une clause est de la forme A0 :-
A1, ...,An ou` A0, A1, ...,An sont des atomes logiques. Une clause signifie que la re-
lation A0 est vraie si les relations A1∧, ...,∧An sont vraies. A0 est appele´ teˆte de clause
et l’ensemble A1, ...,An est appele´ corps de clause. Une variable apparaissant dans la
teˆte de clause est quantifie´e universellement. Une variable apparaissant dans le corps
d’une clause est quantifie´e existentiellement. Par exemple, la clause me^me_pe`re(X,Y) :-
pe`re(P,X),pe`re(P,Y). se lit : (( pour tout X et pour tout Y, me^me_pe`re(X,Y) est vrai
s’il existe un P tel que pe`re(P,X) et pe`re(P,Y) soient vrais.
En Prolog, la mise en œuvre d’un pre´dicat est un programme logique constitue´
d’une succession de clauses de meˆme teˆte et de meˆme nombre d’arguments. Lors de la
re´solution d’une requeˆte, les clauses sont e´value´es dans l’ordre de leur apparition dans
le programme jusqu’a` ce que l’une des clauses soit vraie. Ainsi, le programme suivant :
parent(X,Y):- me`re(X,Y).
parent(X,Y):- pe`re(X,Y).
est traduit par (( pour tout X et pour tout Y, parent(X,Y) est vrai si me`re(X,Y) est






Cette annexe pre´sente l’ensemble des re`gles obtenues par programmation logique
inductive (PLI) sur les exemples d’arythmies de´crits par la hie´rarchie de langages de
description pre´sente´e en section 3.3.2.2.
Les re`gles sont repre´sente´es dans le formalisme d’une base de faits Prolog. Chaque
teˆte de clause repre´sente un mode`le de classe d’arythmie suivi du nombre d’exemples
couverts par la re`gle. Dans toutes les re`gles suivantes, les couvertures de classes sont re-
pre´sente´es comme suit : [[exemples couverts],[exemples non couverts]] en res-
pectant l’ordre suivant :
[bigeminy, mobitzII, normal, pvc, doublet, vt]
Par exemple,
class(bigeminy):- %[[15,0,0,0,0,0],[5,20,25,20,13,11]]
signifie que 15 exemples de la classe bigeminy sont couverts par cette re`gle et qu’aucun
exemple des autres classes n’est couvert. 5 exemples de bige´minisme ne sont pas couverts
par cette re`gle.
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B.1 Exper1
class(bigeminy):- %[[15,0,0,0,0,0],[5,20,25,20,13,11]]
qrs(R0, _),qrs(R1, R0), rr1(R0, R1, short),
qrs(R2, R1),rr1(R1, R2, normal),rr2(R0, R2, normal),
qrs(R3, R2),rr1(R2, R3, short).
class(bigeminy):- %[[5,0,0,0,0,7],[15,20,25,20,13,4]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, short),qrs(R2, R1),
rr1(R1, R2, short),qrs(R3, R2),rr1(R2, R3, short),
qrs(R4, R3),rr1(R3, R4, short).
class(mobitzII):- %[[0,20,0,0,0,0],[20,0,25,20,13,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, long),qrs(R2, R1),
rr1(R1, R2, long),qrs(R3, R2),rr1(R2, R3, long).
class(normal):- %[[1,0,24,12,0,1],[19,20,1,8,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, normal),qrs(R2, R1),
rr1(R1, R2, normal),qrs(R3, R2),rr1(R2, R3, normal),qrs(R4, R3),
rr1(R3, R4, normal),qrs(R5, R4),rr1(R4, R5, normal).
class(pvc):-%[[1,0,0,17,0,1],[19,20,25,3,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, normal),qrs(R2, R1),
rr1(R1, R2, normal),qrs(R3, R2),rr1(R2, R3, short),qrs(R4, R3),
rr1(R3, R4, normal),qrs(R5, R4),rr1(R4, R5, normal).
class(pvc):-%[[4,0,0,17,0,1],[16,20,25,3,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, normal),qrs(R2, R1),
rr1(R1, R2, short),qrs(R3, R2),rr1(R2, R3, normal),qrs(R4, R3),
rr1(R3, R4, normal),qrs(R5, R4),rr1(R4, R5, normal).
class(doublet):-%[[0,0,0,0,6,0],[20,20,25,20,7,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, short),qrs(R2, R1),
rr1(R1, R2, normal),rr2(R0, R2, short),qrs(R3, R2),rr1(R2, R3, normal).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, short),qrs(R2, R1),
rr1(R1, R2, short),qrs(R3, R2),rr1(R2, R3, normal),rr2(R1, R3, normal).
class(doublet):-%[[0,0,0,0,1,0],[20,20,25,20,12,11]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1, short),qrs(R2, R1),rr1(R1, R2, short),
qrs(R3, R2),rr1(R2, R3, long).
class(vt):-%[[5,0,0,0,0,9],[15,20,25,20,13,2]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),rr1(R1, R2,short),
qrs(R3, R2),rr1(R2, R3,short).
class(vt):-%[[0,0,0,0,0,1],[20,20,25,20,13,10]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,normal),qrs(R2, R1),rr1(R1, R2,short),
qrs(R3, R2),rr1(R2,R3,short),qrs(R4, R3),rr1(R3, R4,normal),rr2(R2, R4,short).
class(vt):-%[[1,0,0,0,0,4],[19,20,25,20,13,7]]
qrs(R0, _),qrs(R1, R0),rr1(R0, R1,short),qrs(R2, R1),rr1(R1, R2,normal),
rr2(R0, R2,short),qrs(R3, R2),rr1(R2, R3,short).




qrs(R0,basic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,short),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,nonbasic, R2),rr1(R2, R3,short).
class(bigeminy):-%[[5,0,0,0,0,0],[15,20,25,20,13,11]]
qrs(R0,basic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,short),qrs(R2,basic, R1),
rr1(R1, R2,short),qrs(R3,nonbasic, R2),rr1(R2, R3,short).
class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
qrs(R0,nonbasic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,long), qrs(R2,nonbasic, R1),
rr1(R1, R2,long),qrs(R3,nonbasic, R2),rr1(R2, R3,long).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,long),qrs(R2,basic, R1),
rr1(R1, R2,long),qrs(R3,basic, R2),rr1(R2, R3,long).
class(normal):-%[[0,0,24,6,0,0],[20,20,1,14,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,basic, R2),rr1(R2, R3,normal),qrs(R4,basic, R3),
rr1(R3, R4,normal),qrs(R5,basic, R4),rr1(R4, R5,normal).
class(pvc):-%[[0,0,0,18,0,0],[20,20,25,2,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,basic, R2),rr1(R2, R3,normal),qrs(R4,basic, R3),
rr1(R3, R4,normal).
class(pvc):-%[[0,0,0,2,0,0],[20,20,25,18,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,nonbasic, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,7,0],[20,20,25,20,6,11]]
qrs(R0,basic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,short),qrs(R2,nonbasic, R1),
rr1(R1, R2,normal),qrs(R3,basic, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,nonbasic, R2),rr1(R2, R3,short).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0,basic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,short),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,basic, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,1,0],[20,20,25,20,12,11]]
qrs(R0,basic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,normal),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,basic, R2),rr1(R2, R3,normal).
class(vt):-%[[0,0,0,0,0,9],[20,20,25,20,13,2]]
qrs(R0,nonbasic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,short),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,nonbasic, R2),rr1(R2, R3,short).
class(vt):-%[[0,0,0,0,0,5],[20,20,25,20,13,6]]
qrs(R0,nonbasic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,normal),qrs(R2,nonbasic, R1),
rr1(R1, R2,short),qrs(R3,nonbasic, R2),rr1(R2, R3,short).
Fig. B.2 – Ensemble complet de re`gles pour exper2.
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B.3 Exper3
class(bigeminy):-%[[16,0,0,0,0,0],[4,20,25,20,13,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),rr1(R0, R1,short),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,pvc, R2),rr1(R2, R3,short).
class(bigeminy):-%[[5,0,0,0,0,0],[15,20,25,20,13,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),rr1(R0, R1,short),qrs(R2,basic, R1),
rr1(R1, R2,short),qrs(R3,pvc, R2),rr1(R2, R3,short).
class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
qrs(R0,nonbasic, _),qrs(R1,nonbasic, R0),rr1(R0, R1,long),
qrs(R2,nonbasic, R1),rr1(R1, R2,long),qrs(R3,nonbasic, R2),
rr1(R2, R3,long).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,long),
qrs(R2,basic, R1),rr1(R1, R2,long),qrs(R3,basic, R2),rr1(R2, R3,long).
class(normal):-%[[0,0,24,6,0,0],[20,20,1,14,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,basic, R2),rr1(R2, R3,normal),qrs(R4,basic, R3),
rr1(R3, R4,normal),qrs(R5,basic, R4),rr1(R4, R5,normal).
class(pvc):-%[[0,0,0,18,0,0],[20,20,25,2,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,pvc, R1),
rr1(R1, R2,short),qrs(R3,basic, R2),rr1(R2, R3,normal),qrs(R4,basic, R3),
rr1(R3, R4,normal).
class(pvc):-%[[0,0,0,2,0,0],[20,20,25,18,13,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,basic, R1),
rr1(R1, R2,normal),qrs(R3,pvc, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,7,0],[20,20,25,20,6,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),rr1(R0, R1,short),qrs(R2,pvc, R1),rr1(R1, R2,normal),
qrs(R3,basic, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0,basic, _),qrs(R1,basic, R0),rr1(R0, R1,normal),qrs(R2,pvc, R1),rr1(R1, R2,short),
qrs(R3,pvc, R2),rr1(R2, R3,short).
class(doublet):-%[[0,0,0,0,4,0],[20,20,25,20,9,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),rr1(R0, R1,short),qrs(R2,pvc, R1),rr1(R1, R2,short),
qrs(R3,basic, R2),rr1(R2, R3,normal).
class(doublet):-%[[0,0,0,0,1,0],[20,20,25,20,12,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),rr1(R0, R1,normal),qrs(R2,pvc, R1),rr1(R1, R2,short),
qrs(R3,basic, R2),rr1(R2, R3,normal).
class(vt):-%[[0,0,0,0,0,9],[20,20,25,20,13,2]]
qrs(R0,pvc, _),qrs(R1,pvc, R0),rr1(R0, R1,short),qrs(R2,pvc, R1),rr1(R1, R2,short),
qrs(R3,pvc,R2),rr1(R2, R3,short).
class(vt):-%[[0,0,0,0,0,5],[20,20,25,20,13,6]]
qrs(R0,pvc, _),qrs(R1,pvc, R0),rr1(R0, R1,normal),
qrs(R2,pvc, R1),rr1(R1, R2,short),qrs(R3,pvc,R2),rr1(R2, R3,short).




p_wav(P0, _),qrs(R0, P0),qrs(R1, R0),p_wav(P2, R1),qrs(R2, P2),qrs(R3, R2).
class(bigeminy):-%[[6,0,0,0,0,0],[14,20,25,20,13,11]]
qrs(R0, _),p_wav(P1, R0),qrs(R1, P1),rr1(R0, R1,short),p_wav(P2, R1),
qrs(R2, P2), p_wav(P3, R2),qrs(R3, P3).
class(mobitzII):-%[[0,20,0,0,0,0],[20,0,25,20,13,11]]
p_wav(P0, _),qrs(R0, P0),p_wav(P1, R0),equal(P1, R1),p_wav(P2, R1),
equal(P2, R2), qrs(R3, R2).
class(normal):-%[[0,0,24,5,0,0],[20,20,1,15,13,11]]
p_wav(P0, _),qrs(R0, P0),p_wav(P1, R0),qrs(R1, P1),pr1(P1, R1,normal),
p_wav(P2, R1), qrs(R2, P2),pr1(P2, R2,normal),p_wav(P3, R2),qrs(R3, P3),
rr1(R2, R3,normal), pr1(P3, R3,normal),p_wav(P4, R3),qrs(R4, P4),
rr1(R3, R4,normal),p_wav(P5, R4),qrs(R5, P5).
class(pvc):-%[[0,0,0,20,0,0],[20,20,25,0,13,11]]
p_wav(P0, _),qrs(R0, P0),p_wav(P1, R0),qrs(R1, P1),qrs(R2, R1),
p_wav(P3, R2), qrs(R3, P3),p_wav(P4, R3),qrs(R4, P4).
class(doublet):-%[[0,0,0,0,13,0],[20,20,25,20,0,11]]
qrs(R0, _),qrs(R1, R0),qrs(R2, R1),p_wav(P3, R2),qrs(R3, P3).
class(vt):-%[[0,0,0,0,0,11],[20,20,25,20,13,0]]
qrs(R0, _),qrs(R1, R0),qrs(R2, R1),qrs(R3, R2).
Fig. B.4 – Ensemble complet de re`gles pour exper4.
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B.5 Exper5
class(bigeminy):-%[[15,0,0,0,0,0],[5,20,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),qrs(R1,nonbasic, R0),p_wav(P2,normal, R1),
qrs(R2,basic, P2),qrs(R3,nonbasic, R2).
class(bigeminy):-%[[5,0,0,0,0,0],[15,20,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),qrs(R1,nonbasic, P1),
p_wav(P2,normal, R1),qrs(R2,basic, P2),p_wav(P3,normal, R2),qrs(R3,nonbasic, P3).
class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,nonbasic, P0),p_wav(P1,normal, R0),equal(P1, R1),
p_wav(P2,normal, R1),equal(P2, R2),qrs(R3,nonbasic, R2).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),equal(P1, R1),
p_wav(P2,normal, R1),equal(P2, R2),qrs(R3,basic, R2).
class(normal):-%[[0,0,24,5,0,0],[20,20,1,15,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),qrs(R1,basic, P1),
p_wav(P2,normal,R1),qrs(R2,basic, P2),p_wav(P3,normal, R2),qrs(R3,basic, P3),
rr1(R2, R3,normal),p_wav(P4,normal, R3),qrs(R4,basic, P4),rr1(R3, R4,normal),
pr1(P4, R4,normal),p_wav(P5,normal, R4),qrs(R5,basic, P5).
class(pvc):-%[[0,0,0,20,0,0],[20,20,25,0,13,11]]
qrs(R0,basic, _),p_wav(P1,normal, R0),qrs(R1,basic, P1),qrs(R2,nonbasic, R1),










p_wav(P0,normal, _),qrs(R0,basic, P0),qrs(R1,pvc, R0),p_wav(P2,normal, R1),
qrs(R2,basic, P2),qrs(R3,pvc, R2).
class(bigeminy):-%[[5,0,0,0,0,0],[15,20,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),qrs(R1,pvc, P1),
p_wav(P2,normal,R1),qrs(R2,basic, P2),p_wav(P3,normal, R2),qrs(R3,pvc, P3).
class(mobitzII):-%[[0,17,0,0,0,0],[20,3,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,nonbasic, P0),p_wav(P1,normal, R0),equal(P1, R1),
p_wav(P2,normal,R1),equal(P2, R2),qrs(R3,nonbasic, R2).
class(mobitzII):-%[[0,3,0,0,0,0],[20,17,25,20,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),equal(P1, R1),
p_wav(P2,normal, R1),equal(P2, R2),qrs(R3,basic, R2).
class(normal):-%[[0,0,24,5,0,0],[20,20,1,15,13,11]]
p_wav(P0,normal, _),qrs(R0,basic, P0),p_wav(P1,normal, R0),qrs(R1,basic, P1),
p_wav(P2,normal,R1),qrs(R2,basic, P2),p_wav(P3,normal, R2),qrs(R3,basic, P3),
rr1(R2, R3,normal),p_wav(P4,normal, R3),qrs(R4,basic, P4),rr1(R3, R4,normal),
pr1(P4, R4,normal),p_wav(P5,normal, R4),qrs(R5,basic, P5).
class(pvc):-%[[0,0,0,20,0,0],[20,20,25,0,13,11]]
qrs(R0,basic, _),p_wav(P1,normal, R0),qrs(R1,basic, P1),qrs(R2,pvc, R1),
p_wav(P3,normal, R2),qrs(R3,basic, P3),p_wav(P4,normal, R3),qrs(R4,basic, P4).
class(doublet):-%[[0,0,0,0,13,0],[20,20,25,20,0,11]]
qrs(R0,basic, _),qrs(R1,pvc, R0),qrs(R2,pvc, R1),p_wav(P3,normal, R2),
qrs(R3,basic, P3).
class(vt):-%[[0,0,0,0,0,11],[20,20,25,20,13,0]]
qrs(R0,pvc, _),qrs(R1,pvc, R0),qrs(R2,pvc, R1),qrs(R3,pvc, R2).
Fig. B.6 – Ensemble complet de re`gles pour exper6.
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Annexe C
Extension de IP-Calicot au
multisource
C.1 Introduction
L’une des e´volutions de Calicot est l’extension du monitorage a` plusieurs sources
de signaux physiologiques. Le passage au multisource permet d’utiliser les informations
redondantes pour proposer un diagnostic me´dical robuste au bruit (Chambrin, 2001).
Dans le cas ou` les donne´es sont redondantes et bruite´es, il est ne´cessaire de choisir la
source la plus porteuse d’information pour le diagnostic me´dicale (c.-a`-d. la reconnais-
sance d’arythmies). Cette se´lection peut eˆtre faite avec les informations d’un analyseur
de contexte de ligne. Dans le cas d’informations comple´mentaires, l’utilisation conjointe
de plusieurs sources permet un diagnostic des arythmies plus fiable et plus pre´cis. Le
diagnostic doit alors se baser sur des connaissances de´crites dans un langage prenant
en compte toutes les sources a` la fois.
La pre´sence de bruit, en variant d’une source a` l’autre, interdit l’utilisation d’un
syste`me statique utilisant toutes les sources simultane´ment. Des me´thodes telles que
(Thoraval et coll., 1997; Herna´ndez et coll., 1999) permettent de tirer parti de la re-
dondance des sources pour ame´liorer les de´tections des e´ve´nements caracte´ristiques sur
chacune des sources, mais elles ne´cessitent des connaissances pre´alables sur les liens
inter-sources entre ces e´ve´nements. Les sources utiles peuvent e´galement eˆtre se´lection-
ne´es en fonction d’une de´tection de bruit sur le signal, du contexte me´dical du patient
(Dojat et coll., 1997), des contraintes temps re´el et des ressources de calcul (Larsson et
Hayes-Roth, 1998) ou de la comple´mentarite´ des sources pour de´tecter certains e´ve´ne-
ments.
En ligne, l’utilisation de plusieurs sources ne´cessite une re´activite´ et une adaptabilite´
tre`s importante du syste`me. Ces qualite´s peuvent eˆtre apporte´es par le module de
pilotage.
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C.2 Donne´es multisources
Deux types de source sont pris en compte : l’e´lectrocardiogramme multivoie et la
mesure de la pression arte´rielle. Cette se´lection est particulie`rement adapte´e au contexte
USIC car ces unite´s de soins posse`dent les appareils de mesure capables de recueillir au
moins deux voies d’ECG et une voie de pression arte´rielle (Beaufils et coll., 1999). La























Fig. C.1 – Exemple de signaux e´tudie´s : voies DII et V d’un ECG, voie de pression
(ABP)
L’activite´ cardiaque se refle`te non seulement sur l’ECG mais aussi sur la courbe
de pression arte´rielle. L’ABP permet de de´tecter les instants d’occurrence de la systole
ventriculaire et de la diastole ventriculaire.
C.3 Pilotage multisource
Graˆce a` l’analyse du bruit sur les sources, le pilote se´lectionne la ou les sources inte´-
ressantes et les chroniques correspondantes. A` chaque ensemble de sources correspond
un langage propre permettant de de´crire les e´ve´nements caracte´ristiques se produi-
sant sur les sources et leurs relations. La figure C.2 pre´sente les diffe´rents langages de
description possibles.





















Fig. C.2 – Principe du pilotage des sources
Une fois les sources choisies, le pilote se´lectionne les mode`les de chroniques dont le
langage de description est adapte´ au langage des e´ve´nements fournis par l’abstraction
temporelle. Par exemple, si la voie DII est bruite´e, il n’est pas possible de de´tecter l’onde
P. Dans ce cas, si les voies V et ABP ne sont pas bruite´es, le pilote va permettre au
module d’abstraction temporelle de traiter seulement ces deux sources et se´lectionner
les mode`les de chroniques dont le langage est spe´cifique aux sources choisies. Dans
l’exemple, les mode`les de chroniques choisis ont e´te´ appris sans prendre en compte
l’onde P. Le langage choisi e´tait donc QRS+ABP.
Pour traiter les signaux de pression, de nouveaux algorithmes de de´tection des
diastoles et des systoles doivent eˆtre inclus dans la base d’algorithmes. Il existe dans
la litte´rature, plusieurs algorithmes pour effectuer cette taˆche, comme celui de Hoeksel
et coll. (Hoeksel et coll., 1997) a` base de filtres adapte´s pour les valeurs de pression
systolique et diastolique. Cet algorithme offre de bonnes performances mais n’a pas
encore e´te´ inclus dans le syste`me. Pour l’e´tude, le de´tecteur d’e´ve´nements diastoliques
et systoliques a e´te´ simule´ a` partir des annotations du signal fournies par la base de
donne´es.
C.4 Acquisition de la base de chroniques multisources
La base de chroniques apprise avec diffe´rents langages de description provient des
travaux de Fromont et coll. (Fromont et coll., 2005; Fromont, 2005). Elle contient : des
mode`les de chroniques monosources pour l’ECG complet (avec ondes P et QRS), pour
la voie V (sans onde P et sans la forme du complexe QRS), et pour la source ABP et des
mode`les de chroniques multisources combinant les e´ve´nements des diffe´rentes sources.
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Ces diffe´rents ensembles de mode`les de chroniques sont repre´sente´s au point 1 de la
figure C.2.
Les signaux utilise´s pour l’apprentissage proviennent de la base de donne´es MIMIC
(Multi-parameter Intelligent Monitorage for Intensive Care). Les arythmies et les e´ve´-
nements P-QRS-Diastole-Systole des exemples ont tous e´te´ annote´s par des experts.
L’apprentissage a e´te´ effectue´ sur cinquante exemples de´crivant six arythmies diffe´-
rentes : le bige´minisme (bigeminy), le doublet ventriculaire (doublet), l’extrasystole
ventriculaire (pvc), la tachycardie ventriculaire (vt), la fibrillation auriculaire (af) et le
rythme sinusal normal (normal) qui permet de diffe´rencier une arythmie d’un rythme
non pathologique.
C.5 Re´sultats pre´liminaires
Deux fac¸ons possibles de tirer parti de l’utilisation de plusieurs sources sont pre´sen-
te´es. Dans le cas de sources bruite´es, le pilotage choisit la` ou les sources dont l’infor-
mation est la plus satisfaisante. Si les sources ne sont pas bruite´es, deux cas de figure
sont pris en compte.
– si les sources sont comple´mentaires, les chroniques qui incluent des e´ve´nements
provenant des diffe´rentes sources combine´es sont utilise´es pour augmenter la fia-
bilite´ du diagnostic.
– si les sources sont redondantes, la source qui apporte le plus d’informations est
retenue.
Les re´sultats des reconnaissances des arythmies sont donne´s dans des matrices de
confusion. La me´thode de calcul de ces matrices diffe`re de celle pre´sente´e pre´ce´demment.
Le principe de construction de ces matrices est donne´ dans (Carrault et coll., 2003).
Pour chaque expe´rience, la probabilite´ de reconnaissance (Pr) et le taux de fausses
alarmes (Tfa) du syste`me de monitorage sont e´value´s.
C.5.1 Monitorage en milieu bruite´
Plusieurs expe´riences ont e´te´ faites en bruitant successivement les diffe´rentes sources
de donne´es pour chacun des cas suivants : syste`mes de monitorage monosource et mul-
tisource non pilote´s et syste`me de monitorage multisource avec pilotage. Deux ECG
provenant de la base MGH/MF (Massachusetts General Hospital/Marquette Founda-
tion) ont e´te´ utilise´s pour composer un ECG de test. Celui-ci a ensuite e´te´ bruite´ avec
les bruits cliniques re´els, pre´sente´s au chapitre 4. Pour le signal de pression, le bruit
a e´te´ mode´lise´ par une perte totale de ligne (ce cas extreˆme n’est pas rare en milieu
clinique). Un exemple de lignes bruite´es est donne´ Figure C.3. Sur le premier signal,
les artefacts rendent l’onde P tre`s difficile a` de´tecter sans erreurs. Le second signal est
propre. Le dernier signal montre une perte de ligne sur la source ABP.
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Fig. C.3 – Exemple de bruits sur les sources de donne´es
C.5.2 Reconnaissance d’arythmies sans pilotage
Les re´sultats de l’apprentissage sur des sources uniques bruite´es sans pilotage sont
pre´sente´s dans les tables C.1, C.2, C.3 et C.4.
La table C.1 montre des re´sultats de pre´cision correcte pour les arythmies tachycar-
dies ventriculaires (vt) et fibrillation auriculaire (af) sur un ECG bruite´ mais le taux
de fausses alarmes est e´leve´ (0.31). La reconnaissance des bige´minismes (bigeminy) et
des doublets ventriculaires (doublet) est meilleure que sur les autres voies. Par contre,
aucun rythme normal et aucune extrasystole ventriculaire n’a e´te´ reconnu sur cette
voie. Ceci s’explique par le fait que les chroniques de´crivant ces arythmies occupent
une feneˆtre temporelle beaucoup plus large que celle des chroniques de´crivant les autres
arythmies. Ces arythmies sont caracte´rise´es par un seul ou aucun (dans le cas normal)
battement anormal et sont beaucoup plus difficiles a` discriminer que les arythmies ca-
racte´rise´es par plusieurs battements anormaux. Il y a donc tre`s peu de chance que la
chronique soit reconnue dans sa totalite´ avant que le signal soit a` nouveau bruite´.
La matrice de confusion pre´sente´e Table C.2 montre que la voie V offre des perfor-
mances moyennes pour les arythmies normal, pvc, doublet mais un taux de fausses
alarmes tre`s faible pour le normal en particulier (0.03). Cette source est moins sensible
au bruit que la voie DII puisqu’elle ne prend pas en compte les mauvaises de´tections
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normal pvc bigeminy doublet vt af Total
normal 0 0 0 0 0 0 0
pvc 0 0 0 0 0 0 0
bigeminy 75 16 55 0 0 0 146
doublet 46 2 3 26 0 0 77
vt 48 5 15 26 270 25 389
af 123 4 29 5 20 412 593
NR 564 20 87 26 13 64 774
Total 856 47 189 83 303 501 1979
Pr 0 0 0.29 0.31 0.89 0.82
Tfa 0 0 0.62 0.66 0.31 0.31
Tab. C.1 – Matrice de confusion a` partir de l’ECG bruite´ seul
normal pvc bigeminy doublet vt af Total
normal 348 0 9 0 0 0 357
pvc 0 22 23 0 1 1 47
bigeminy 0 0 0 0 0 0 0
doublet 44 12 16 18 1 4 95
vt 21 2 0 7 296 485 811
af 35 5 5 16 4 0 65
NR 405 6 133 42 1 11 598
Total 853 47 186 83 303 501 1973
Pr 0.41 0.47 0 0.22 0.98 0
Tfa 0.03 0.53 0 0.81 0.64 1
Tab. C.2 – Matrice de confusion pour la voie V bruite´e seule
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normal pvc bigeminy doublet vt af Total
normal 436 0 14 5 0 4 459
pvc 72 19 53 5 0 1 150
bigeminy 0 0 0 0 0 0 0
doublet 7 0 1 6 0 18 32
vt 14 1 1 8 178 73 275
af 2 0 5 1 0 115 123
NR 326 27 115 58 125 291 942
Total 857 47 189 83 303 502 1981
Pr 0.51 0.40 0 0.07 0.59 0.23
Tfa 0.05 0.87 0 0.81 0.35 0.07
Tab. C.3 – Matrice de confusion pour la mesure de pression bruite´e (avec la systole
seule)
de l’onde P et les mauvaises classifications de la forme du QRS. Ce constat explique la
meilleure probabilite´ de reconnaissance obtenue pour les arythmies ayant des feneˆtres
temporelles larges comme le rythme normal ou les extrasystoles. Aucune chronique n’a
e´te´ de´tecte´e pour bigeminy car la reconnaissance de cette arythmie repose, pour la
voie V, uniquement sur les intervalles de temps entre les QRS. Il semble que les seuils
utilise´s pour l’apprentissage soient trop spe´cifiques aux exemples sur lesquels ils ont
e´te´ appris. Notons que l’on ne peut pas de´tecter une fibrillation auriculaire (af) avec
des informations sur le QRS seul puisque ce qui diffe´rencie cette arythmie des autres
arythmies est justement l’absence de l’onde P.
La matrice de confusion correspondant a` la pression avec systole seule (cf. Table C.3)
donne les meilleurs re´sultats des trois sources teste´es seules pour le rythme normal. Les
re´sultats pour bigeminy, doublet et af sont en revanche tre`s faibles. Ceci est duˆ au
grand nombre de contraintes temporelles entre les e´ve´nements caracte´ristiques de ces
arythmies. Les seuils choisis pour passer de la repre´sentation nume´rique des donne´es
a` la repre´sentation symbolique fournie par le module d’abstraction temporelle sont
spe´cifiques a` chaque patient. Ils ont e´te´ choisis a` partir de la re´fe´rence du rythme normal
et ne sont donc probablement pas assez adapte´s aux autres arythmies. Ce proble`me ne
se pose pas pour l’e´lectrocardiogramme pour lequel des seuils standards sont disponibles
dans les ouvrages me´dicaux.
La table C.4 correspond a` la matrice de confusion pour la fusion de deux sources : la
voie V de l’e´lectrocardiogramme et la voie de pression. Les re´sultats sont globalement
meilleurs que pour les deux sources prises se´pare´ment. Ces meilleurs re´sultats tendent
a` montrer que ces deux sources sont comple´mentaires puisqu’une utilisation conjointe
des informations permet d’augmenter la probabilite´ de reconnaissance.
C.5.3 Utilisation du pilotage
Dans cette expe´rience, le module de pilotage multisource complet est utilise´. Les
re´sultats sont donne´s Table C.5. En plus de se´lectionner la` ou les sources les plus
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normal pvc bigeminy doublet vt af Total
normal 427 0 2 1 1 6 437
pvc 99 24 29 27 8 25 212
bigeminy 22 0 38 12 0 0 72
doublet 0 0 0 0 0 6 6
vt 8 0 2 9 188 81 288
af 8 0 0 1 0 215 224
NR 292 23 117 33 106 169 740
Total 856 47 188 83 303 502 1979
Pr 0.50 0.51 0.20 0 0.62 0.43
Tfa+ 0.02 0.89 0.47 1 0.35 0.04
Tab. C.4 – Matrice de confusion pour la fusion de la voie V et de la pression
normal pvc bigeminy doublet vt af Total
normal 498 0 30 2 0 0 530
pvc 25 25 25 3 0 1 79
bigeminy 24 5 23 4 0 0 56
doublet 28 1 8 33 2 5 77
vt 14 0 1 9 278 289 591
af 26 0 23 11 3 142 205
NR 241 16 79 21 20 65 442
Total 856 47 189 83 303 502 1980
Pr 0.58 0.53 0.12 0.40 0.92 0.28
Tfa 0.06 0.68 0.59 0.57 0.53 0.31
Tab. C.5 – Matrice de confusion la reconnaissance utilisant toutes les sources avec
pilotage
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inte´ressantes, le module de pilotage se´lectionne e´galement la chronique la plus adapte´e
au langage de description des e´ve´nements fourni par le module d’abstraction temporelle.
Les re´sultats du pilotage sont, en moyenne, meilleurs que sur chacune des autres
sources prise se´pare´ment. La probabilite´ de reconnaissance est meilleure pour les classes
pvc, doublet et normal en utilisant le pilotage que pour toutes les autres expe´riences.
Cette probabilite´ est moins bonne que pour la voie DII seule pour bigeminy et af mais
le taux de fausses alarmes est e´gal ou meilleur. La probabilite´ de reconnaissance pour la
classe af et la classe bigeminy paˆtie des tre`s mauvais re´sultats de la pression et de la voie
V seule. En effet, le pilote choisit la ou les sources les moins bruite´es meˆme si celles-ci ne
sont pas les plus adapte´es pour reconnaˆıtre un type d’arythmie particulier. Cependant,
une liste des chroniques en cours de reconnaissances a` un instant donne´ pourrait servir
dans de futures expe´riences de pilotage a` guider le choix de la source quand toutes les
sources ne sont pas bruite´es. Le taux de fausses alarmes pour vt a e´galement augmente´
par rapport a` la voie DII seule mais les confusions sont principalement faites avec la
classe af (289 arythmies reconnues comme vt confondues avec af). Ces confusions ne
sont pas les plus graves puisqu’elles ont tout de meˆme une signification me´dicale (au
contraire de confusion avec le rythme normal).
C.6 Conclusion
Les re´sultats pre´liminaires montrent, pour l’instant, un taux de reconnaissance
moyen pour la plupart des expe´riences. En effet, dans un contexte bruite´, la capa-
cite´ des algorithmes de l’abstraction temporelle a` extraire de l’information des sources
est tre`s limite´e et les algorithmes n’ont pas e´te´ optimise´s pour les types de signaux
utilise´s. Cependant, le pilotage par le contexte signal entraˆıne une ame´lioration de la
sensibilite´ en moyenne et re´duit nettement le nombre de fausses alarmes par rapport a`
un syste`me de monitorage fonctionnant sans pilotage.
Ces ame´liorations pourraient eˆtre accentue´es en permettant au pilote de prendre en
compte la liste des arythmies en cours de reconnaissance . Le pilote pourrait ainsi choisir
la source la plus approprie´e a` la reconnaissance d’une arythmie, en particulier lorsque
plusieurs sources sont non bruite´es. Une seconde ame´lioration possible serait de fixer
les seuils (spe´cifiques au patient) des intervalles relatifs au e´ve´nements apparaissant
sur la pression par une phase d’initialisation du syste`me de monitorage. Cette phase
consisterait a` apprendre automatiquement les seuils spe´cifiques a` chaque patient sur
une courte pe´riode lorsque le patient a` un rythme normal avant de pouvoir utiliser le
syste`me de monitorage dans sa globalite´.
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Re´sume´
L’objectif de cette the`se est la re´alisation du syste`me de monitorage cardiaque in-
telligent IP-Calicot capable, graˆce a` un module de pilotage d’algorithmes, d’utiliser les
informations du contexte courant pour modifier sa chaˆıne de traitements afin d’obtenir
un diagnostic me´dical fiable meˆme en milieu bruite´. A` partir d’un e´lectrocardiogramme
(ECG), le syste`me extrait en ligne, par traitement du signal, les informations qui vont
permettre d’e´tablir un diagnostic d’arythmie cardiaque mode´lise´ par un re´seau tem-
porel (chronique). En utilisant le contexte courant, constitue´ du bruit de ligne et du
diagnostic me´dical, le module de pilotage agit dynamiquement a` trois niveaux : il se´-
lectionne et parame`tre les algorithmes de traitement du signal, il choisit les e´le´ments
a` extraire du signal, de´crivant ainsi l’ECG dans un langage plus ou moins pre´cis, et
se´lectionne le langage de description a` utiliser pour e´tablir le diagnostic en ligne. Le
pilote est repre´sente´ par un syste`me expert qui agit sur la chaˆıne de traitements graˆce
a` des re`gles de pilotage acquises par expertises et de´duites d’e´tudes statistiques. Le
syste`me a e´te´ valide´ sur des ECG bruite´s typiques de situations cliniques. Les re´sultats
de´montrent l’inte´reˆt et la faisabilite´ du pilotage propose´.
Mots-cle´s
Pilotage d’algorithmes, syste`me de monitorage intelligent, traitement du signal bio-
me´dical, syste`me expert, syste`me adaptatif, e´lectrocardiographie, acquisition de connais-
sance, apprentissage artificiel.
Abstract
The aim of this work is the realization of the cardiac intelligent monitoring system
IP-Calicot which is able, thanks to a piloting algorithms module, to use the current
context information to modify dynamically its data processing chain to obtain a re-
liable medical diagnosis even in noisy situations. From an electrocardiogram (ECG),
the system extracts on line, by signal processing, information which are used to esta-
blish a cardiac arrhythmia diagnosis modeled by a temporal network (chronicle). Using
the current context, composed of the line noise and the medical diagnosis, the piloting
module acts dynamically at three levels : it selects and tunes signal processing algo-
rithms, it chooses the elements to be extracted from the ECG, which is thus described
in a more or less precise language, and selects the description language to be used to
establish the diagnosis on line. The pilot is represented by an expert system which acts
on the data processing chain thanks to piloting rules acquired by expertise and deduced
from statistical studies. The system has been validated on noisy ECG typical of clinical
situations. The results show the interest and the feasibility of the proposed approach.
Keywords
Piloting algorithms, intelligent monitoring system, biomedical signal processing,
adaptive system, knowledge acquisition, electrocardiography, expert system, machine
learning.
