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Many processes of scientific and technological interest are characterized by time scales that ren-
der their simulation impossible if one uses present day simulation capabilities. To overcome this
challenge a variety of enhanced simulation methods has been developed. A much-used class of
methods relies on the use of collective variables. The efficiency of these methods relies critically
on an educated guess of the collective variables. For this reason much effort has been devoted
to the construction and improvement of collective variables. Among the many methods proposed,
harmonic linear discriminant analysis has proven effective. This method builds the collective coor-
dinates solely from the knowledge of the fluctuations in the different metastable state. In this Letter
we propose to improve upon the harmonic linear discriminant analysis by adding to the construc-
tion of the collective coordinates an extra bit of information, namely that of the transition state
ensemble. Configurations belonging to the transition state ensemble are harnessed by the use of the
spring shooting transition path sampling algorithm. We show on a challenging example that these
coordinates thus augmented not only perform better in the calculation of the static properties, but
also accelerate considerably the calculation of reaction rates.
One of the main tools of contemporary science is the
simulation of condensed phase systems at the atomic
level. However, in spite of the many examples of suc-
cessful simulations, several problems need to be solved
in order to substantially enhance its scope allowing more
and more complex systems to be studied. One problem
stands out and it is the limited time scale of the processes
that can be simulated. This problem is made more acute
by the fact that computer technology alone will not be
able to come to the rescue in the near future.
Since very many physico-chemical phenomena take
place on time scales that are unreachable by shear com-
putational power, several methods have been proposed
to overcome this hurdle. Here, we shall consider two
classes of methods. One class is based on the intro-
duction of collective variables (CV), such as umbrella
sampling, metadynamics (MetaD), and variationally en-
hanced sampling [1–3]. The other class instead is based
on variants of the Transition Path Sampling (TPS) ap-
proach [4]. These two categories are not exhaustive and
many other methods like parallel tempering or kinetic
Monte Carlo exist that cannot be classified in either of
the two classes but they are not relevant in the present
context.
Methods in the first class rely heavily on an educated
choice of CVs. These should be able of approximating the
slowest modes of the system. Much effort has been de-
voted to designing and improving the quality of CVs[5, 6]
and a vast library of collective variables that cover many
physical phenomena is now available. Still the design of
appropriate CVs can be challenging.
Very recently much progress has been made towards
the automatic construction of CVs that can be used in
the study of transitions between a given set of metastable
states. We called this method Harmonic Linear Discrim-
inant Analysis (HLDA) [7]. The method is inspired by
the linear discriminant analysis (LDA) data classification
approach [8] that aims at finding the low dimensional
projection that best separates different multidimensional
classes of data. In HLDA the data to be discriminated
are the configurations explored in short molecular dy-
namics runs performed in the different metastable states.
A remarkable feature of HLDA is that the CVs are con-
structed solely from a study of the fluctuations naturally
occurring while the system is in the different metastable
states. Although the method is very recent a number of
successful applications have already been made [9–13].
While the realm of HLDA applications appears to be
vast there are circumstances in which this approach is
expected to encounter its limits. For instance when a
linear approach is not sufficient to discriminate between
basins, or when the HLDA CVs lead to a slow conver-
gence because some degrees of freedom relevant to the
transition are not picked up by fluctuations in the basin.
In order to address this issue we will make use of some of
the concepts and techniques that have been discussed in
the transition path sampling literature. This approach
focuses on the identification of the transition paths and
the notion of Transition State Ensemble (TSE). If the
CVs are of good quality then the apparent Free Energy
Surface (FES) transition state indeed coincides with the
TSE. As the quality of the CVs degrades this becomes
less and less of an accurate statement and, although con-
vergence can still be reached, it is rather slow revealing
that one has not fully captured the physical nature of the
transition.
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2For this reason we suggest that, when the HLDA
procedure does not lead to fully satisfactory CVs one
can augment it by adding information on the transition
state ensemble with the help of TPS, we call this new
method Augmented Harmonic Linear Discriminant Anal-
ysis (AHLDA). This is done in steps. First, we perform a
standard HLDA calculation. From the reactive trajecto-
ries we extract configurations that are used as a seed for
path sampling in a spirit similar to that of refs [9, 14].
Using the spring shooting transition path sampling al-
gorithm [15] we identify a sufficiently large number of
configurations belonging to the transition state ensem-
ble. This set of configurations is added to the classes to
be analyzed by HLDA and a new set of CVs, that en-
codes information not only on the metastable states but
also on the transition states, is generated. This has sev-
eral advantages, it leads to a more efficient exploration
of the free energy space, it identifies unambiguously the
transition state ensemble, and allows, as we shall see, a
more efficient rate calculation.
One could also reverse this point of view and look at
AHLDA not as a method to improve the search for CVs
to be used in MetaD and related methods, but as a way
of improving TPS based methods by offering a way of
computing free energies in a much easier way than what
has so far been proposed in the literature [16].
METHODS
We first review the multi-class HLDA method. One
first needs to define a set of descriptors di(R) i = 1, ..., Nd
capable of identifying the different metastable states. For
each metastable state I we compute the Nd dimensional
vector of the average values of the descriptors µI and the
fluctuation matrix ΣI . Given a set of M classes the dis-
tribution of the resulting projection is M−1 dimensional.
In the di space we look for the matrix W that when ap-
plied to the vector di produces M−1 directions such that
when projected onto these variables the original multidi-
mensional distributions are best separated. The matrix
W is computed by maximizing a Rayleigh-like ratio
J (W) = W
TSbW
WTSwW
(1)
where the between matrix Sb is a measure of the distance
between the projected classes given by
Sb =
M∑
I
(µI − µ)(µ− µI)T (2)
where µ is the overall mean of the data sets, i.e. µ =
1
M
∑M
I µI . The measure of the overall spread of the pro-
jection is instead given by Sw that in HLDA is considered
by the harmonic average of the fluctuation covariance
matrices
Sw =
1
1
ΣA
+ 1ΣB + ...+
1
ΣM
(3)
This amounts at taking as a measure of the total spread
the harmonic average of the spreads. We note that in
standard LDA Sw = ΣA + ΣB + ... + ΣM . This choice
of using the harmonic average has some chemical as well
as Bayesian justification. The maximization of J (W) is
obtained on the solution of the eigenvalue equation:
S−1w SbW = λW (4)
The M − 1 lowest eigenvectors define the optimal direc-
tions and are used as CVs.
In order to generate an ensemble of configurations cen-
tred around the transition state it seemed natural to us to
use the spring shooting algorithm of Brotzakis and Bol-
huis [15]. In this approach a sequence of one sided shoot-
ing points along the trajectories are generated through
a Monte Carlo procedure that ensures that the shooting
points density peaks around the transition state.
Given a trajectory x(n) generated after a one sided
shooting at time τ a new shooting point τ ′ is generated
with probability:
p(τ) = Ceskτ (5)
where s is chosen with equal probability to be 1 or -
1. The sign of s determines whether the new shooting
move should be in the forward (1) or backward (-1) di-
rection, and the constant k determines the width of the
distribution p(τ). In the practice in order to sample this
distribution one sets up a Monte-Carlo procedure based
on the acceptance ratio
P (τn → τn+1) = min
[
1,
exp(skτn+1)
exp(skτn)
]
(6)
One then shoots forward or backwards according to the
sign of s and accepts the trajectory if it successfully
reaches the forward or backward basin. The new seg-
ment of the trajectory is glued to the old one leading to
a new trajectory x(n+1). This whole procedure can be
summarized in the acceptance probability
Pacc[τn → τn+1; x(n) → x(n+1)] =
hA(x
(n+1)
0 )hB(x
(n+1)
L ) min
[
1,
exp(skτn+1)
exp(skτn)
]
(7)
where the indicator functions hA(x
(n+1)
0 )hB(x
(n+1)
L ) en-
sure that the initial x
(n+1)
0 and final x
(n+1)
L point of the of
3the trajectory x(n+1) lie in basins A and B respectively.
This algorithm has been used with success to uncover
TSEs of complex bio-molecular transitions [17].
To enhance the sampling of the system of interest using
our CVs we utilize MetaD [2]. MetaD accelerates sam-
pling by adding a history-dependent bias in the form of
Gaussian kernels on the selected CVs. In well tempered
MetaD [18] this aim is achieved by periodically adding a
bias that is updated according to the iterative procedure
Vn(s) = Vn−1(s) +G(s, sn) exp
(
− 1
γ − 1Vn−1(sn)
)
(8)
where Vn(s) is the total bias deposited at iteration n
and is obtained by adding at the previous bias Vn−1(s)
a contribution that results from the product between
a Gaussian kernel G(s, sn) and a multiplicative factor
exp
(
− 1γ−1Vn−1(sn)
)
that makes the height of the added
Gaussian diminish with time. The bias factor γ > 1 de-
termines the rate with which the added bias decreases
and regulates the amplitude of the s fluctuations. At
convergence
F (s) = −(1− 1
γ
)V (s) (9)
From the MetaD trajectory the expectation value of any
operator O(R) can be calculated using the reweighting
procedure of Tiwary and Parrinello [19]:
F (s) = −
〈
O(R)eβ(V (s(R,t))−c(t))
〉
(10)
where the time dependent energy offset c(t) is given by
c(t) = − 1
β
∫
dse−β(F (s)+V (s,t))∫
dse−βF (s)
(11)
Since our procedure has identified the TS region and our
CVs are able to discriminate between the TS and the
metastable states, we want to use this property to im-
prove methods like infrequent MetaD and the variational
flooding [20, 21]. We recall that these methods are de-
rived from the Hyperdynamics of Voter [22] or the poten-
tial flooding of Grubmuller [23]. The basic idea in this
class of approaches is that in a rare event scenario the
escape time τM from a metastable state that occurs in a
biased simulation is translated to the physical one τ by
the relation
t = tMe
βV (s,tM ), (12)
provided that at τM no bias has been added to the TS
region. The calculation is repeated several times for each
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Figure 1. a) Potential, with contour frequency of 0.3 βV .
b) scatter plot of a MetaD simulation using the HLDA CV,
s = 0.91x + 0.41y where in in red is the separating hyper-
plane obtained using HLDA. c) FES projection on S and the
respective uncertainty obtained using the reweighting algo-
rithm of ref. [19]. In the inset we project on x, y plane the
configurations corresponding to the barrier region of the S
projection.
4metastable state. In a rare event scenario the distribution
of τ should be Poissonian, a statement whose accuracy
can be verified using a Kolmogorov-Smirnov test [24]. In
infrequent MetaD one satisfies the condition that the TS
region is not contaminated by the bias by reducing the
frequency with which the Gaussians are deposited. In
variationally enhanced sampling a different strategy is
applied to achieve this result but for the sake of space
we will not discuss it here, even if also here the results of
our approach could be applied with profit.
Example
We illustrate the benefits of AHLDA by simulating a
particle that moves with Langevin dynamics on the po-
tential energy surface shown in Figure 1a. The interested
reader can find details about the potential and the cor-
responding dynamics and MetaD simulations in the sup-
plemental material. This potential exhibits two minima
separated by a high ridge with two transition states at
(-1.5,1.9) and (1,-1.1) lying at the foot of the ridge. The
lowest TS is the first one. The second is at high energy
and at least at low temperatures does not affect the rate
of transition from one well to another. The minima A
and B are at positions (-1,0) and (1.1,0) respectively. A
key feature of this potential that makes it challenging
is that the principal components in the minima lie ap-
proximately parallel to the ridge of the energy barrier.
In fact, this potential is often used as a testing ground
for enhanced sampling methods and mimics a number of
physical/chemical processes [25].
We first performed HLDA calculations and found the
CV, whose perpendicular hyperplane is shown in Fig-
ure 1b. It is seen that the hyperplane is almost paral-
lel to the ridge, yet it still mixes the barrier with the
metastable states. Thus it is not very efficient in accel-
erating transitions from one well to the other. It is still
able to induce well to well transitions but the rate of
convergence is painfully slow. In particular, calculating
βF (s) directly from the bias as seen in Figure S1 shows
that even after 109 time steps a satisfactory result has
not yet been obtained. A faster convergence can be ob-
tained if we estimate βF (s) not directly from the bias
but rather using the reweighting procedure of Eq. 10 as
shown in Figure 1c. This discrepancy is a sign of a
bad CV. Another sign of a poor CV is that the appar-
ent βF (s) TS does not overlap with the dynamical TS.
Moreover, the barrier height is different from the value
β∆F = 1.9 which is the potential energy surface barrier
height. This calculation has two sides to it. On the one
hand it shows that even if it struggles, HLDA does give
reasonable if not perfect results. On the other, it shows
that important information is being missed. Also, given
the fact that the apparent TS is contaminated, it would
be foolhardy to attempt infrequent MetaD or variation-
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Figure 2. a) AHLDA separatrices corresponding to CVs s1
and s2 and metastable state fluctuations (black) and transi-
tion state ensemble (dark green). b) βF at T=0.1 as a func-
tion of s1 = −0.98x+ 0.21y and s2 = 0.46x+ 0.89y. In dark
green the TSE points.
ally enhanced sampling flooding to compute rates.
Given the poor performance of HLDA, we now apply
our recipe to improve upon it. To this effect we perform a
spring shooting TPS calculation starting from one of the
trajectories generated during the HLDA based MetaD
simulations. The details of the spring shooting calcu-
lations are described in the supplemental material. At
the end of this procedure a TSE centered class of states
was found (see Figure 2). By adding the TSE class to
the existing ones corresponding to the metastable states,
we thereby augment HLDA. AHLDA provides with two
CVs, whose corresponding perpendicular planes are plot-
ted in Figure 2a. It can be seen that not only the two
metastable states are separated but also the TS set of
states can be well discriminated. A MetaD simulations
is performed using these new CVs, and now a steady
convergence is achieved and the V (s) based FES esti-
mate (Eq. 9) and the reweighting (Eq.10) one are now
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Figure 3. Arrhenius plot for the transition rates calculated
for a) the A → B and b) the B → A transitions using infre-
quent MetaD (black diamonds), unbiased simulations (green
crosses) and MetaD (red triangles).
in agreement with one another. Also, the apparent TS
in the augmented HLDA 2D surface does coincide with
the dynamical one (see Figure 2b).
Finally, we assess the ability of the AHLDA CVs to
accurately capture the system transition rates. We do
this by using infrequent MetaD. For educational purpose
before doing this we perform infrequent MetaD calcula-
tions at T=0.1 kBT using the HLDA CV. As expected
the calculation of dynamical properties proved even more
challenging than the static ones. In these calculations, a
large fraction of transitions did not occur through the
system TS and the escape times were only marginally
Poissonian distributed. In contrast, the AHLDA CVs s1
and s2 proved ideal for this purpose, and the statistics
of the escape times were found to give rise to high p-
values in the Kolmogorov-Smirnov test. The rates (A →
B and B→ A) obtained by infrequent MetaD with these
CVs (see Figure 3) show an Arrhenius behaviour, and at
high temperatures they agree with unbiased estimates.
In addition, the activation energy obtained from the Ar-
rhenius plot slopes is 1.82 ± 0.2, in agreement with the
analytical estimate of the energy at the top of the barrier
of βV = 1.9.
A central aspect of the use of infrequent MetaD is that
the deposition of bias is done sufficiently slowly such that
none is added to the system TS. This evidently is done
since generally the system TS location in not known. In
the present case in contrast, given that this position is
known a priori we tested the possibility of increasing the
deposition rate in the rate calculation simulations while
preventing bias to be deposited on the TS region by de-
fault. Thus, we gradually increased the Gaussian depo-
sition frequency in the rate calculation simulations and
found that these can be increased by more than a fac-
tor of three with respect to the standard deposition rate
used in infrequent MetaD as exemplified by the result
obtained for T=0.1 kBT (see Figure 3).
Conclusions
Constructing effective CVs for complex processes can
be a highly challenging task, often constituting the de
facto solution of the problem being considered. In this
Letter we presented AHLDA for the automated construc-
tion of CVs. AHLDA rests on using information con-
tained in the TSE along with that contained in the fun-
damental fluctuations of metastable states of the system.
Using such CVs in MetaD simulations of a prototypical
test system characterized by an important degree of free-
dom which is not apparent in the metastable states and
by nonlinear transition pathways, enabled fast conver-
gence and lead to a physically and dynamically mean-
ingful description of the system. An area in which our
approach appears to be particularly promising is in the
calculation of rates. Further efficiency improvements can
be envisioned by using more advanced rate calculation
techniques.
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S2
COMPUTATIONAL DETAILS
Toy model potential
The simulations were performed in Langevin dynamics with mass m = 1, timestep ∆t = 0.005 time units and friction
γ = 10 (time units)−1 . This potential encounters two stable states separated by a high energy ridge, with two
pertinent transition states at positions (-1.5,1.9) and (1,-1.1) respectively. The first is the lowest TS. The second is
at high energy and at least at low tempertures does not affect the rate of transition from one well to another. The
minima A and B are at positions (-1,0) and (1.1,0) respectively. We used the Wolfe-Quapp potential implemented in
PLUMED [1] to construct the expression of the potential in Eq. 1.
βV (x, y) = −e−((x−1)2+y2) − e−((x+1)2+y2) + 5e−0.32(x2+y2+20(x+y)2) + 32
1875
(x4 + y4) +
2
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e−2−4y (1)
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Figure S1: a) Free energy profile as function of s, calculated directly from the simulation bias (eq. 9) for consecutive
simulation times with an interval of t = 6× 106steps. b) Free energy difference between the two metastable states as a
function of time for the HLDA (black) and AHLDA (red) simulations calculated directly from the bias as in equation 9 of the
main text.
We used the Well Tempered variant of Metadynamics [2] in natural units, with hill height 1 kBT , where kB = 1,
biasfactor 40, sigma 0.05 and steps/deposition of 10000 ∆t. For the rate calculations we performed standard infrequent
Metadynamics and Metadynamics where care was taken not to add Gaussians whenever the system was in the
transition state region as estimated by the spring shooting algorithm. In the first simulations we used a hill height
of 1 kBT , bias steps/deposition of 10000 ∆t and a biasfactor spanning from 7 to 40, whereas in the second, we used
a hill height of 1 kBT , biasfactor of 7 and bias steps/deposition of 3000 ∆t. In both simulations we used a sigma of
0.05.
Transition Path Sampling
States are defined as circles centered at positions (-1.5, 0) and (1.5, 0) and of radius r = 0.45. Frames were saved
at frequency of 10 ∆t. The spring shooting constant k is set to the value of k = 0.1 and ∆τmax = 20 frames. We
performed a total of 2000 MC cycles with acceptance ratio of 28% and 200 decorrelated transition pathways. The
TSE was obtained from the Least Changed Path analysis (LCP) as done in Refs. [3, 4]. This part of the reactive
S3
trajectories is the part of the path ensemble that is the least changed during the path sampling and serves as an
approximation of the TSE. The path tree in Fig. S2a, shows that despite the asymmetry of the barrier, the algorithm
can sample both forward and backward paths offering a good decorrelation.
(a)
(b)
Figure S2: a) Path tree. With blue and red are indicated the lengths of the backward and forward partial paths respectively.
The vertical lines indicate the position of the shooting points. b) Path length histogram of the transition path ensemble.
Rate estimate as a function of bias deposition frequency
In Figure S3 we show the escape time and p-value estimate as a function of the steps/deposition . The escape
time is overestimated high deposition pace and asymptotically-after deposition time of 3000- converges. A similar
picture holds for the p-value, which is severely below the threshold of 0.05 at high deposition pace and gradually, as
the deposition time increases-after deposition time of 3000-, the statistics can be trustworthy.
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Figure S3: a)The escape time and b) p-value, estimated as a function of the deposition time
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