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RATIONAL CHEREDNIK ALGEBRAS AND HILBERT SCHEMES
I. GORDON AND J. T. STAFFORD
Dedicated to Mike Artin on the occasion of his 70th birthday
Abstract. Let Hc be the rational Cherednik algebra of type An−1 with spherical subalgebra Uc = eHce.
Then Uc is filtered by order of differential operators, with associated graded ring grUc = C[h⊕ h∗]W where
W is the n-th symmetric group. We construct a filtered Z-algebra B such that, under mild conditions on c:
• the category B-qgr of graded noetherian B-modules modulo torsion is equivalent to Uc-mod;
• the associated graded Z-algebra grB has grB-qgr ≃ CohHilb(n), the category of coherent sheaves on
the Hilbert scheme of points in the plane.
This can be regarded as saying that Uc simultaneously gives a noncommutative deformation of h⊕ h∗/W
and of its resolution of singularities Hilb(n) → h⊕ h∗/W . As the companion paper [GS] shows, this result
is a powerful tool for studying the representation theory of Hc and its relationship to Hilb(n).
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1. Introduction
1.1. This is the first of two closely related papers on rational Cherednik algebras.
In their short history, Cherednik algebras have been influential in a surprising range of subjects: for
example they have been used to answer questions in integrable systems, combinatorics, and symplectic
quotient singularities (see [BEG1, Go2, BFG, GK]). In this paper we strengthen the connections between
Cherednik algebras and geometry by showing that they can be regarded as noncommutative deformations
of Hilbert schemes of points in the plane. In the sequel [GS] this will be used to show the close relationship
between modules over the Cherednik algebra and sheaves on the Hilbert scheme as well as to answer various
open problems about these modules.
1.2. Fix c ∈ C. We assume throughout the paper that c /∈ 12 + Z and, for simplicity, we will also assume
that c 6∈ R≤0 in this introduction, see (3.13) and (3.14) for the more general case.
Let Hc = H1,c be the rational Cherednik algebra of type An−1 with spherical subalgebra Uc = eHce.
The formal definition of Hc is given in (2.1) but one may regard it as a deformation of the twisted group
ring D(h) ∗W , where D(h) is the ring of differential operators on h ∼= Cn−1 with the natural action of the
symmetric group W = Sn. The algebra Uc is then the corresponding deformation of the fixed ring D(h)
W .
The algebras Uc and Hc have a natural filtration by order of differential operators with associated graded
rings grUc ∼= C[h ⊕ h∗]W and grHc ∼= C[h ⊕ h∗] ∗W . Thus we may also regard Uc as a deformation of
C[h ⊕ h∗]W . In this introduction we will mostly be concerned with Uc, but since Uc and Hc are Morita
equivalent (Corollary 3.13) the results we prove for Uc also apply to Hc.
It is well-known that h⊕ h∗/W has a crepant resolution Hilb(n)→ h⊕ h∗/W , where Hilb(n) is a variant
on the Hilbert scheme of n points in the plane (see (4.9) for the formal definition). The ring Uc has finite
global homological dimension (see Corollary 3.15) and so one should expect that it has the properties of a
smooth deformation of C[h ⊕ h∗]W ; in other words its properties should be more closely related to those
of Hilb(n) than to h ⊕ h∗/W . Hints of this have been reported in [Go2] and [BEG2]: finite dimensional
Hc-modules deform the sections of some remarkable sheaves on Hilb(n). The main aim of this paper is to
formalise this idea by showing that there is a second way of passing to associated graded objects that maps
Uc-mod precisely to Coh(Hilb(n)).
1.3. We take our cue from the theory of semisimple Lie algebras. When n = 2, Uc is isomorphic to a factor
of U(sl2) [EG, Section 8] and, for all n, the properties of Uc are similar to those of U(g)/P , where P is a
minimal primitive ideal in the enveloping algebra of a complex semisimple Lie algebra g (see, for example
[Gi, GGOR, Gu]). The intuition from the last paragraph not only holds for enveloping algebras but can also
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be formalised through the Beilinson-Bernstein equivalences of categories. This gives a diagram
DB
∼
←−−−− U(g)/P
gr
y ygr
OT∗B
τ
←−−−− O(N )
where B = G/B is the flag variety, the primitive ideal P has trivial central character and τ : T ∗B → N is
the Springer resolution of the nullcone N . The Morita equivalence from the sheaf of differential operators
DB to U(g)/P is obtained by taking global sections under the identification U(g)/P ∼= D(B).
Ginzburg has raised the question of whether a similar phenomenon holds for Cherednik algebras (see [GK,
Conjecture 1.6] for a variant on this conjecture). In other words, can one complete the following diagram?
?
∼
←−−−− Uc
gr
y ygr
OHilb(n)
τ
←−−−− O(h⊕ h∗/W )
The main result of the paper gives a positive answer to this question. Given a graded ring R, we write
R-qgr for the quotient category of noetherian graded R-modules modulo those of finite length.
1.4. Main Theorem. There exists a graded ring B, filtered by order of differential operators, such that
(1) there is an equivalence of categories Uc-mod ≃ B-qgr;
(2) there is an equivalence of categories grB-qgr ≃ Coh(Hilb(n)).
1.5. The construction of B needs some explanation. For n > 2, it can be shown that the Hilbert scheme
Hilb(n) is not a cotangent bundle, so we cannot use sheaves of differential operators as a non-commutative
model. Instead we take as our starting point Haiman’s description of Hilb(n) as a blow-up of h ⊕ h∗/W
and deform this to a non-commutative setting. Set A0 = O(h ⊕ h∗/W ) with ideal I = A1δ, where δ is the
discriminant and A1 = C[h ⊕ h∗]ǫ the module of anti-invariants. Then [Ha1, Proposition 2.6] proves that
Hilb(n) = ProjA where A = A0[tI] is the Rees ring of I (see Section 4 for the details).
Unfortunately one cannot construct B as an analogous Rees ring over Uc, since Uc is a simple ring for
generic values of c. We circumvent this problem by using Z-algebras (see Section 5). Specifically, the ring
B from Theorem 1.4 is an algebra B =
⊕
i≥j≥0 Bij whose multiplication is defined in matrix fashion:
BijBjk ⊆ Bik but BijBℓk = 0 when j 6= ℓ. The diagonal terms are just Bii = Uc+i while the off-diagonal
terms Bij are given as the appropriate tensor products of the (Ud+1, Ud)-bimodules Q
d+1
d = eHd+1δe. The
shift functors Sd : Ud-mod→ Ud+1-mod given by tensoring with Q
d+1
d are important operators in the theory
of Cherednik algebras and have already played a crucial role in combinatorics and representation theory;
see, for example, [BEG2, BEG1, Go2]. A good way to think of the functor Sd is as the analogue of the
translation functor [BG] from Lie theory.
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In order to have control over B we need to know that the Qd+1d are progenerators for all d ∈ c + N;
equivalently that the Sd are Morita equivalences. This is a conjecture from [GGOR, Remark 5.17] which we
answer with:
1.6. Theorem. [Corollary 3.13] The shift functor Sd is a Morita equivalence for all d ∈ c+ N.
The significance of this result is that B now has rather pleasant properties; in particular Theorem 1.4(1)
is an easy consequence. For the second assertion of Theorem 1.4, we note that it is easy to obtain a Z-
algebra Â =
⊕
i≥j≥0 Aij from the graded algebra A =
⊕
k≥0 I
k for which A-qgr ≃ Â-qgr. One simply takes
Aij = I
i−j for each i, j. Thus the main step in the proof of Theorem 1.4 is given by:
1.7. Proposition. [Theorem 6.4] Under the filtration induced from the order filtration of differential opera-
tors, grBij ∼= Ai−j = Ii−j and so grB ∼= Â as Z-algebras.
In this result the inclusion Ii−j ⊆ grBij is straightforward. The opposite inclusion is much more subtle
as it is difficult to keep close control of the filtration on Bij . Our proof leans heavily on the work of Haiman
in [Ha3] and [Ha4] surrounding the n! and polygraph theorems and the strategy is outlined in more detail
in (6.6).
1.8. Applications. Theorem 1.4 gives a powerful technique for relating Hc- or Uc-modules to sheaves on
Hilb(n): given a Uc-module M with a good filtration Λ we obtain a filtered object (M˜,Λ) ∈ B-qgr by
tensoring with B and then a coherent sheaf ΦΛ(M) ∈ Coh(Hilb(n)) by taking the associated graded module.
This process is studied in [GS] where we show there that the subtle combinatorics and geometry of Hilb(n)
is reflected in the representation theory of Uc and Hc. Let ∆c(µ) be the standard Hc-module corresponding
to µ ∈ Irrep(W ) (this is the analogue of a Verma module) with unique simple factor Lc(µ). These modules
have a natural good filtration Λ and we mention a couple of illustrative results from [GS].
• Suppose that c = 1/n + k for k ∈ N, so that Lc(triv) is the unique finite dimensional simple Hc-
module. Then ΦΛ(eLc(triv)) ∼= OZn ⊗ L
k, where Zn = τ
−1(0) is the punctual Hilbert scheme and
L = OHilb(n)(1) is the Serre twisting sheaf .
• For any c, the characteristic cycle of ΦΛ(e∆c(µ)) equals
∑
λKµλ[Zλ], whereKµλ are Kostka numbers
and the Zλ are particular irreducible components of τ
−1(h⊕ {0}/W ).
The first of these results is used in [GS] to show that the natural bigraded structure on grΛ(eL1/n+k) coincides
with that on H0(Zn,Lk), thus confirming a conjecture of [BEG2]. The second of these results illustrates the
subtlety of Φ: if one passes directly from Uc to grUc ∼= C[h ⊕ h∗]W then grΛ(e∆c(µ)) ∼= C[h] ⊗ µ for any µ
and c. Thus the support variety of grΛ e∆c(µ) is independent of µ.
We prove one such correspondence in this paper. Let P denote the Procesi bundle on Hilb(n), the vector
bundle of rank n! coming from Haiman’s n! theorem, see (4.10). Then Corollary 6.22 proves:
1.9. Corollary. If eHc is given the order filtration Λ, then ΦΛ(eHc) = P .
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1.10. One reason why Theorem 1.4 provides a strong bridge between Hilbert schemes and Cherednik al-
gebras is that the construction of B carries within it key elements of both theories. For instance, we have
already mentioned that the shift functor Sc is an analogue of the translation functor from Lie theory. It is
also the analogue of the shift functor in Coh(Hilb(n)) given by tensoring with OHilb(n)(1). Indeed, given a
Uc-module M with a good filtration Λ, it is easy to show that ΦΓ(Q
c+1
c ⊗M) = OHilb(n)(1) ⊗ ΦΛ(M), for
the appropriate filtration Γ (see [GS]).
Similarly, Corollary 1.9 can be interpreted as saying that Hc is a noncommutative analogue of the isospec-
tral scheme Xn, as defined in (4.10) (see (6.23) for further details).
1.11. The Z-algebra has the virtue that it exists whenever one has an analogue of the translation principle;
that is, one has algebrasRi and progenerative (Ri+1, Ri)-bimodules Qi,i+1 (these algebras can also be indexed
by more general lattices than Z). One can then construct a Z-algebra as we have done and Theorem 1.4(1)
will still hold. It is not clear when Theorem 1.4(2) will hold and, even when it is true, it will undoubtedly
be rather subtle.
Hilbert schemes realise crepant resolutions for the symplectic quotient singularity (C2)n/G whenever G is
the wreath product of a finite subgroup of SL2(C) with the symmetric groupW , see [Wa, Theorem 4.2]. We
believe that our methods will generalise to the symplectic reflection algebras Hc(G) = H1,c(G) associated
with ((C2)n, G) to give non-commutative deformations of those Hilbert schemes. Even when there is no
crepant resolution of such a singularity (by [GK] this happens for Weyl groups G of types other than A
and B) the Z-algebra associated to Hc(G) will still contain interesting information, as [Go2] demonstrates.
For a Weyl group, the analogue of Theorem 1.6 is at least known for sufficiently large values of the defining
parameter c [BEG2, Proposition 4.3], but little is known for small values of c.
The translation principle obviously holds for factors of enveloping algebras of semisimple Lie algebras
and we can prove an analogue of Theorem 1.4 in this case. However, the proof uses nontrivial Lie theoretic
results, notably the Beilinson-Bernstein equivalence of categories, and it is unclear whether this approach
carries information that cannot be obtained from that equivalence. It would be interesting to see if the recent
work [BK, Ta] on the Beilinson-Bernstein equivalence for quantised enveloping algebras can be understood
in a Z-algebra framework.
1.12. The paper is organised as follows. In Section 2 we recall the needed facts about rational Cherednik
algebras, while in Section 3 we prove Theorem 1.6. In Section 4 we describe some of Haiman’s work on
Hilbert schemes, adapted to the variety Hilb(n), and use it to describe various Poincare´ series that will be
needed in the proof of Theorem 1.4. Section 5 proves the results about Z-algebras that were mentioned
earlier in this introduction. Section 6 is the heart of the paper: in it we prove Theorem 1.4(2). This is
derived from an analogous result about the associated graded module of Bk0 ⊗Uc eHc that also implies
Corollary 1.9. Section 7 then gives a reinterpretation of Theorem 1.4 in terms of a tensor product filtration
of Bij . In Appendix A we prove the following result that may be of independent interest: Suppose that
5
R =
⊕
i≥0Ri is an N-graded algebra over a field k, with R0 = k. If P is a right R-module that is both graded
and projective, then P is graded-free in the sense that P has a free basis of homogeneous elements. This is
a graded analogue of a classic result from [Ka] for which we do not know a reference.
1.13. Acknowledgement. We would like to thank Victor Ginzburg for bringing his conjecture to our
attention, since it really formed the starting point for this work. We would also like to thank Tom Nevins
and Catharina Stroppel for suggesting many improvements to us.
2. Rational Cherednik algebras
2.1. In this section we define the rational Cherednik algebras (which will always be of type A in this paper)
and give some of the basic properties that will be needed in the body of the paper.
Let W = Sn be the symmetric group on n letters, regarded as the Weyl group of type An−1 acting on its
(n − 1)-dimensional representation h ⊂ Cn by permutations. Let S = {s = (i, j) with i < j} ⊂ W denote
the reflections, with reflecting hyperplanes αs = 0. We make similar definitions for h
∗ and normalise α∨s ∈ h
so that αs(α
∨
s ) = 2.
Given c ∈ C, the rational Cherednik algebra of type An−1 is the C-algebra Hc generated by the vector
spaces h and h∗ and the group W with defining relations
wxw−1 = w(x), wyw−1 = w(y), for all y ∈ h, x ∈ h∗, w ∈ W
x1x2 = x2x1, y1y2 = y2y1, for all yi ∈ h, xj ∈ h
∗
yx− xy = x(y)−
∑
s∈S
cαs(y)x(α
∨
s )s, for all y ∈ h, x ∈ h
∗.
We should note that the definition of the Cherednik algebra is not uniform throughout the literature. The
definition we are using agrees with that in [BEG1, BEG2, EG, Gu] but not that from [GGOR] where our
constant c equals −k1 for their constant k1 (see [GGOR, Remark 3.1]).
2.2. We write the coordinate ring of an affine variety V as C[V ]. By [EG, Theorem 1.3], the subalgebra of
Hc generated by h
∗ can and will be identified with C[h], while h generates a copy of C[h∗] inside Hc and the
elements w ∈ W span a copy of the group algebra CW in Hc. Fix once and for all dual bases {xi} and {yi}
of h∗ and h respectively; thus C[h] = C[x1, . . . , xn−1] and C[h
∗] = C[y1, . . . , yn−1].
By [EG, Theorem 1.3] there is a Poincare´-Birkhoff-Witt isomorphism of C-vector spaces
(2.2.1) C[h]⊗C CW ⊗C C[h
∗]
∼
−→ Hc.
Filter Hc by ord
0Hc = C[h] ∗ W , ord
1Hc = h + ord
0Hc and ord
iHc = (ord
1Hc)
i for i > 1, and define
the associated graded ring to be ogrHc =
⊕
ogrnHc, where ogr
nHc = ord
nHc/ ord
n−1Hc. Then (2.2.1)
is equivalent to the assertion that ogrHc is isomorphic to the skew group ring C[h ⊕ h∗] ∗W defined by
σf = σ(f)σ, for σ ∈W and f ∈ C[h⊕ h∗].
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2.3. The Dunkl-Cherednik representation. Let δ ∈ C[h] denote the discriminant polynomial δ =∏
s∈S αs. Thus δ transforms under W by the sign representation and h
reg = h \ {δ = 0} is the subset
of h on which the action of W is free. By [EG, Proposition 4.5] there is an injective algebra morphism
θc : Hc → D(hreg) ∗W, where D(Z) denotes the ring of differential operators on an affine variety Z. Under
θc the elements of C[h] are identified with the multiplication operators while, by [EG, p.280] and in the
notation of (2.2), yi ∈ h is sent to the Dunkl operator
(2.3.1) θc(yi) = ∂i −
∑
s∈S
cαs(yi)α
−1
s (1− s), where ∂i = ∂/∂xi.
Since δ acts ad-nilpotently on D(hreg) ∗W , the set {δn} forms an Ore set in that ring. As observed in
[BEG1, p.288]), θc becomes an isomorphism on inverting δ; that is,
(2.3.2) Hregc = Hc[δ
−1] ∼= D(hreg) ∗W.
For any variety Z, there is a natural filtration on D(Z) by order of operators and this induces a filtration
on D(hreg) ∗W and its subalgebras by defining elements of W to have order zero. If R is a subalgebra (or
submodule) of D(hreg)∗W , we write the operators of order ≤ n as ordn(R). When R = Hc, ord is clearly the
same filtration as that defined in (2.2). The associated graded ring of R will be written ogr(R) =
⊕
ogrn(R),
where ogrn(R) = ordn(R)/ ordn−1(R), and the resulting graded structure of ogr(R) will be called the order
or ogr gradation. (This will be only one of several filtrations used in this paper.)
2.4. The rings of differential operators D(h) and D(hreg) also have a graded structure, given by the adjoint
action [E,−] of the Euler operator E =
∑
xi∂i ∈ D(h). We will call this the Euler grading and write E-deg
for the corresponding degree function; thus E-degxi = 1 and E-deg∂i = −1. Since E ∈ D(h)W , E commutes
with W in D(hreg) ∗W and so this grading extends to that ring with E-degW = 0. By inspection, (2.3.1)
implies that the yi also have degree −1 and so each Hc is also graded under [E,−] and we continue to call
this the Euler grading.
It is well-known and easy to check that the E-grading is compatible with the order filtration onD(hreg)∗W ,
in the sense that [E, ordnD(hreg) ∗W ] ⊆ ordnD(hreg) ∗W for all n ≥ 0. We therefore obtain an induced
grading, again called the E-grading, on the associated graded ring ogrD(hreg)∗W ∼= C[hreg⊕h∗]∗W . Clearly
this is again given by E-deg h∗ = 1 (which we define to mean that E-deg(x) = 1 for every 0 6= x ∈ h∗) while
E-deg h = −1 and E-degW = 0.
One should note that, in general, E /∈ Hc. However, there is a natural element in Hc that has the same
adjoint action. Indeed, let
(2.4.1) h = hc =
1
2
n−1∑
i=1
(xiyi + yixi) ∈ Hc.
This is independent of the choice of basis. By [BEG1, (2.6)] we have
(2.4.2) [h, x] = x, [h, y] = −y, and [h, w] = 0 for all x ∈ h∗, y ∈ h and w ∈W.
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Thus commutation with h also induces the Euler grading on Hc.
2.5. The spherical subalgebra. Let e ∈ CW be the trivial idempotent and e− ∈ CW be the sign idem-
potent; thus e = |W |−1
∑
w∈W w and e− = |W |
−1
∑
w∈W sign(w)w. The main algebra of study in this
paper is not the Cherednik algebra itself, but its spherical subalgebra Uc = eHce and the related algebra
U−c = e−Hce−. We will use frequently and without comment that δ is a W -anti-invariant and so e−δ = δe.
Also, as E-degW = 0, both Uc and U
−
c have an induced E-graded structure.
2.6. Partitions. The rest of this section is devoted to the definition and basic properties of category Oc.
Since its structure depends upon the combinatorics of W -representations, we begin with the relevant notions
from that theory.
We write a partition of n as µ = (µ1 ≥ µ2 ≥ · · · ≥ µl > 0), with the understanding that µi = 0 for i > l.
The Ferrers diagram of µ is the set of lattice points
d(µ) = {(i, j) ∈ N× N : j < µi+1}.
Following the French style, the diagram is drawn with the i-axis vertical and the j-axis horizontal, so the
parts of µ are the lengths of the rows, and (0, 0) is the lower left corner. The arm a(x) and the leg l(x) of
a point x ∈ d(µ) denote the number of points strictly to the right of x and above x, respectively. The hook
length h(x) is 1 + a(x) + l(x). For example:
(2.6.1) µ = (5, 5, 4, 3, 1)
• l(x)
• • •
• • • •
• x• • • • a(x)
(0,0)• • • • •
a(x) = 3, l(x) = 2, h(x) = 6.
The transpose partition µt is obtained from µ by exchanging the rows and columns of µ.
We will always use the dominance ordering of partitions as in [Mac, p.7]; thus if λ and µ are partitions of
n then λ ≥ µ if and only if
∑k
i=1 λi ≥
∑k
i=1 µi for all k ≥ 1.
Let Irrep(W ) denote the set of simpleW -modules, up to isomorphism. As usual, irreducible representations
of W will be parametrised by partitions of n. We use the ordering on Irrep(W ) arising from the dominance
ordering; thus, as in [Mac, Example 1, p.116], the trivial representation triv is labelled by (n) while the sign
representation sign is parametrised by (1n) and so triv > sign. Note that the operation on Irrep(W ) given by
tensoring by sign corresponds to the transposition of partitions.
2.7. Category Oc. (See [GGOR] and [BEG1, Definition 2.4].) Let Oc be the abelian category of finitely-
generated Hc-modules M which are locally nilpotent for the subalgebra C[h
∗] ⊂ Hc. By [Gu, Theorem 3]
Oc is a highest weight category.
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Given µ ∈ Irrep(W ), we define ∆c(µ), an object of Oc called the standard module, to be the induced
module ∆c(µ) = Hc ⊗C[h∗]∗W µ, where C[h
∗] ∗W acts on µ by pw ·m = p(0)(w ·m) for p ∈ C[h∗], w ∈ W
and m ∈ µ. It is shown in [BEG1, Section 2] that each ∆c(µ) has a unique simple quotient Lc(µ), that the
set {Lc(µ) : µ ∈ Irrep(W )} provides a complete list of non-isomorphic simple objects in Oc and that every
object in Oc has finite length. Note that it follows from the PBW Theorem 2.2.1 that the standard module
∆c(µ) is a free left C[h]-module of rank dim(µ).
2.8. The KZ functor. Let M ∈ Oc. Then its localisation M reg = M [δ−1] at the powers of δ is a W -
equivariant D-module on hreg in the sense that M reg is a W -equivariant vector bundle on hreg with a flat
W -equivariant connection. On taking the germs of horizontal sections on hreg/W we get a representation
of the braid group Bn = π1(h
reg/W ). This representation factors through the Hecke algebra Hq of W with
parameter q = exp(2πic) [GGOR, Theorem 5.13]. In this way we have the Knizhnik-Zamolodchikov functor
KZ : Oc → Hq-mod. There is an anti-involution ι on Hq induced by ι(Tw) = Tw−1 . Given a module V for
Hq, the space V ∗ = HomHq (V,C) becomes an Hq-module via the rule h · f(v) = f(ι(h)v).
The images of the standard modules under KZ are known, [GGOR, Remark 6.9 and Corollary 6.10]. For
c ∈ R≥0 and µ ∈ Irrep(W )
(2.8.1) KZ(∆c(µ)) ∼= Spq(µ)
∗
where Spq(µ) is the so-called Specht module associated to µ. (The dual module appears since the defining
relations for the rational Cherednik algebra given in [GGOR] are normalised differently to (2.1); as remarked
in (2.1), our parameter c corresponds to −k1 in [GGOR].) Now suppose that M ∈ Oc has a filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Mt−1 ⊂Mt =M
such that Mi/Mi−1 is a standard module for all 1 ≤ i ≤ t. If N ∈ Oc and c /∈
1
2 + Z then [GGOR,
Proposition 5.9] implies that
(2.8.2) HomHc(N,M) = HomHq (KZ(N),KZ(M)).
3. Morita equivalence of Cherednik algebras
3.1. A powerful technique in the theory of semisimple Lie algebras is the translation principle, given by
tensoring with a finite dimensional module, in part because it gives an equivalence of categories between the
O categories (and the Harish-Chandra categories) corresponding to distinct central characters [BG]. One
interpretation of this is that tensoring with a module of k-finite vectors gives a Morita equivalence between
the corresponding factors of the enveloping algebra [JS, Corollary 4.13].
Although it does not involve finite dimensional modules, there is a natural analogue of this procedure
for Cherednik algebras, given by the Heckman-Opdam shift functors defined in (3.2). These functors have
proved useful in a number of papers (see, for example, [BEG1, BEG2, Go2]) and for particular values of
c these functors are known to give equivalences of categories between Hc, Uc and Uc+1 (see, for example,
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[BEG1, Theorem 8.1] and [BEG2, Proposition 4.3]). It is an open problem to determine precisely when these
equivalences exist [GGOR, Remark 5.17] and this question is crucial to our Z-algebra approach to Cherednik
algebras. We give an essentially complete answer to this question in Corollary 3.13 and Remark 3.14. We
also prove that the equivalence Hc → Hc+1 maps category Oc to Oc+1 and sends the standard module ∆c(µ)
to ∆c+1(µ), see Proposition 3.16.
3.2. Fix c ∈ C and keep the notation of (2.5). If we identify Hc with its image in D(hreg)∗W via the Dunkl
operator (2.3.1) then, by [BEG2, Proposition 4.1], there is an identity
(3.2.1) Uc = δ
−1U−c+1δ = eδ
−1Hc+1δe.
In particular, Qc+1c = eHc+1e−δ = eHc+1δe is a (Uc+1, Uc)-bi-submodule of D(h
reg) ∗W . The shift functors
mentioned above are given by
Sc : Uc-mod→ Uc+1-mod : N 7→ Q
c+1
c ⊗Uc N
and
S˜c : Hc-mod→ Hc+1-mod : M 7→ Hc+1e−δ ⊗Uc eM.
3.3. When c is a positive real number, the Morita equivalence between Uc and Uc+1 is given by Sc and we
begin with that case. The general case, proved in Corollary 3.13, will be an easy consequence.
Theorem. Assume that c ∈ R≥0 with c /∈
1
2 + Z. Then both shift functors S˜c : Hc-mod → Hc+1-mod and
Sc : Uc-mod→ Uc+1-mod are Morita equivalences.
Moreover, the idempotent functor Ec : Hc-mod→ Uc-mod given by M 7→ eM is a Morita equivalence.
Proof. In order to prove that Sc is an equivalence, we need to show that Q = Q
c+1
c is a projective generator
for Uc+1-mod, with endomorphism ring EndUc+1(Q) = Uc. Arguing as in [EG, Theorem 1.5(iv)] the dual
Q∗ = HomUc+1(Q,Uc+1) is P = δ
−1e−Hc+1e. By the dual basis lemma, Q is a projective Uc+1-module with
EndUc+1(Q) = Uc if and only if PQ = Uc while Q is a generator if and only if QP = Uc+1. Substituting in
the given formulæ for Q and P shows that we need to prove that
(3.3.1) Hc+1e−Hc+1 = Hc+1 and Hc+1eHc+1 = Hc+1 for c ≥ 0.
Similarly, as Hce is a projective left Hc-module, Ec will be a Morita equivalence if we prove that
(3.3.2) HceHc = Hc for c ≥ 0.
Since S˜c = E
−1
c+1 ◦ Sc ◦ Ec, Equations 3.3.1 and 3.3.2 will suffice to prove the theorem.
The proof of Theorem 3.3 will be through a series of lemmas and we begin with the first equality in (3.3.1).
Set d = c+ 1; thus d ∈ R≥1, with d /∈
1
2 + Z.
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3.4. Reduction to Category O. If Hde−Hd is a proper two-sided ideal of Hd it must be contained in
a primitive ideal, and hence, by [Gi, Generalized Duflo Theorem], annihilate an object from category Od.
Thus it is enough to show that e− does not annihilate any simple module belonging to Od.
To do this we first show in Corollary 3.6 that the composition factors of ∆d(µ) are of the form Ld(λ) for
λ ≤ µ. Under the Z-strings ordering such a result is proved in [Gu] but as we work with the dominance
ordering of partitions and representations, as defined in (2.6), this definitely requires work, see also (3.7).
We then show that the lowest weight copy of the sign module for W in ∆d(µ) does not occur in any standard
module ∆d(λ) for λ < µ. Since Ld(µ) is the head (that is, the unique simple factor module) of ∆d(µ) it will
follow that e−Ld(µ) 6= 0.
3.5. Lemma. Let c ∈ R≥0 with c /∈
1
2 + Z. If HomHc(∆c(λ), ∆c(µ)) 6= 0 for λ, µ ∈ Irrep(W ), then λ ≤ µ in
the dominance ordering.
Proof. Let Sq = Sq(n, n) be the q-Schur algebra defined in [DJ2, Section 1], where q = exp(2πic). It is
conjectured in [GGOR, Remark 5.17] that Sq-mod is equivalent to Oc. We cannot prove this, but we will
show that there is a relationship which implies the lemma.
For each µ ∈ Irrep(W ) there is an Sq-module Wq(µ), called the q-Weyl module. By [DJ2, Corollary 8.6],
there is an isomorphism
(3.5.1) HomHq (Spq(µ), Spq(λ))
∼= HomSq (Wq(λ),Wq(µ)).
On the other hand, by (2.8.1) and (2.8.2) we have
(3.5.2) HomHc(∆c(λ),∆c(µ))
∼= HomHq (Spq(λ)
∗, Spq(µ)
∗) ∼= HomHq (Spq(µ), Spq(λ)).
Each Wq(ν) has a simple head Fq(ν), [DJ2, Theorem 4.6] and {Fq(ν) : ν ∈ Irrep(W )} is a complete,
repetition-free list of the simple Sq-modules up to isomorphism, [DJ2, Theorem 8.8]. Furthermore, Fq(λ)
is a composition factor of Wq(µ) only if λ ≤ µ, [DJ2, Corollary 8.9]. By (3.5.1) and (3.5.2) a non-zero
homomorphism φ : ∆c(λ)→ ∆c(µ) implies the existence of a non-zero homomorphism φ′ :Wq(λ)→Wq(µ).
Thus Fq(λ) must be a composition factor of Wq(µ) and so λ ≤ µ. 
3.6. Corollary. Assume that c ∈ R≥0, with c /∈
1
2 + Z. If [∆c(µ) : Lc(λ)] 6= 0 for λ, µ ∈ Irrep(W ), then
λ ≤ µ in the dominance ordering.
Remarks. (1) For arbitrary c and µ, the unique occurrence of Lc(µ) as a composition factor of ∆c(µ) is as
its head—see, for example, the discussion after Lemma 7 in [Gu, Section 2].
(2) Since sign is minimal in the dominance ordering, the lemma and the above remark imply that ∆c(sign)
is irreducible for all c ∈ R≥0. This can also be deduced from [Gu].
Proof. We argue by induction on µ. More precisely, suppose that [∆c(µ) : Lc(λ)] 6= 0 for some µ 6= λ and
that the lemma holds for any ν < µ. (The induction starts since there are only finitely many σ with σ < µ.)
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Let Pc(λ) denote the projective cover of ∆c(λ), as in [GGOR, Section 3.5], and write K for the kernel of the
associated homomorphism φ : Pc(λ)→ ∆c(µ). By [Gu, Proposition 13] there is a ∆-filtration of Pc(λ)
Pc(ν) =M0 ⊃M1 ⊃ · · · ⊃Mt = 0
with each factor Mj/Mj+1 of the form ∆c(λj) for some λj ∈ Irrep(W ). Thus there exists i such that
Mi +K/K 6= 0 but Mi+1 +K/K = 0. This gives a non-zero composition
ψ : ∆c(λi) ∼=Mi/Mi+1 −→ (Mi +K)/K −→ Pc(λ)/K −→ ∆c(µ).
By Lemma 3.5, λi ≤ µ. If λi = µ then the first remark after the statement of the lemma would imply that
ψ and hence φ are surjective, contradicting the fact that λ 6= µ. Thus λi < µ. By BGG reciprocity [Gu,
Theorem 19], [Pc(λ) : ∆c(λi)] = [∆c(λi) : Lc(λ)] 6= 0 and so, by induction, λ ≤ λi. Thus λ < µ. 
3.7. A result analogous to Corollary 3.6 is proved as part of the proof of [Gu, Proposition 13]. However
the Z-strings ordering used in [Gu] is different from the dominance ordering. An explicit example where the
orderings differ can be found when n = 8, by taking λ = (6, 1, 1) and µ = (4, 4). In this case λ and µ are
incomparable in the dominance ordering, but comparable in the Z-strings ordering.
3.8. The canonical grading on Oc. The final ingredient we need for the proof of Theorem 3.3 is a canonical
grading on Oc. Let hc ∈ Hc be defined as in (2.4.1). Then, for M ∈ Oc and α ∈ C, set
Wα(M) = {m ∈M : (hc − α)
km = 0 for k≫ 0}.
By [GGOR, (2.4.1)] this gives the canonical grading M =
∑
α∈CWα(M).
This observation has two useful consequences. First, if θ : M1 → M2 is an Hc-module homomorphism
with Mi ∈ Oc, then θ(Wα(M1)) ⊆ Wα(M2) for each α ∈ C. Secondly, if p ∈ Hc has E-degp = t, then
(2.4.2), implies that p ·Wα(M) ⊆ Wα+t(M). Note that the standard module ∆c(µ) is therefore a lowest
weight module since it is generated as a C[h]-module by the space 1⊗ µ.
3.9. To describe the graded structure of the standard modules we need a little notation. Recall that the
space of coinvariants C[h]coW = C[h]
/
C[h]W+ C[h] is a finite dimensional graded algebra isomorphic as a
W -module to the regular representation. As in [Op], the polynomials
(3.9.1) fµ(v) =
∑
i≥0
[C[h]coWi : µ]v
i
are called the fake degrees of µ ∈ Irrep(W ). We define n(µ) to be the lowest power of v appearing in fµ(v);
thus, fµ(v) = av
n(µ) + higher order terms. In the notation of [Ha3], n(µ) is equal to the partition statistic∑
i µi(i− 1) (see the proof of [Go1, Theorem 6.4]). Finally, (3.9.1) implies that
(3.9.2) fµt(1) = dimµ
t = dimµ = fµ(1) for µ ∈ Irrep(W).
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3.10. Given a graded W -module M =
∑
α∈CWα(M) we define its graded Poincare´ series to be
p(M, v,W ) =
∑
α∈C
vα
∑
λ∈Irrep(W )
[Wα(M) : λ][λ].
This is easily determined for standard modules.
Proposition. (1) Under the canonical grading, the subspace 1⊗µ of ∆c(µ) has weight m+ c(n(µ)−n(µt)),
where m = (n− 1)/2.
(2) The Poincare´ series of ∆c(µ) as a graded W -module is
(3.10.1) p(∆c(µ), v,W ) = v
m+c(n(µ)−n(µt))
∑
λ fλ(v)[λ ⊗ µ]∏n
i=2(1− v
i)
.
Proof. (1) We need to compute the action of h = 12
∑n−1
i=1 (xiyi + yixi) on the space 1 ⊗ µ. By the defining
relations of Hc from (2.1), and the fact that the {xi} and {yi} are dual bases, we obtain
h =
∑
i xiyi + (n− 1)/2−
1
2
∑
s∈S
∑
i cαs(yi)xi(α
∨
s )s =
∑
xiyi + (n− 1)/2−
c
2
∑
s∈S αs(α
∨
s )s
=
∑
xiyi +m− c
∑
s∈S s.
The action of
∑
(1− s) on λ ∈ Irrep(W ) can be derived from [BM, Lu]. More precisely, λ is special by [Lu,
(4.2.2)] and so n(λ) = bλ = aλ in the notation of [Lu]. Therefore, by [BM, Section 4.21] and [Lu, Section 4.1
and (5.11.5)],
∑
s(1 − s) acts on λ ∈ Irrep(W ) with weight N + n(λ) − n(λ
t), where N = n(n − 1)/2 is
the cardinality of S. Thus
∑
s s acts on 1 ⊗ µ with weight −(n(µ) − n(µ
t)) and hence h acts with weight
m+ c(n(µ)− n(µt)).
(2) As gradedW -modules, ∆(µ) ∼= (C[h]⊗µ)[k] for k = m+c(n(µ)−n(µt)). The shift arises from the fact
that, by (1), the generator 1⊗µ of ∆c(µ) lives in degree k. The Chevalley-Shephard-Todd Theorem implies
that, as graded W -modules, C[h] ∼= C[h]W ⊗ C[h]coW . Now C[h]W is a polynomial ring with generators in
degrees 2 ≤ i ≤ n and so its Poincare´ polynomial is
∏n
i=2(1− v
i)−1. On the other hand, the coinvariant ring
C[h]coW has graded Poincare´ polynomial
∑
λ
∑
i[C[h]
coW
i : λ][λ]v
i. By definition, this is just
∑
λ fλ(v)[λ].
Combining these observations gives (3.10.1). 
3.11. Completion of the proof of Theorem 3.3. We first prove that Hde−Hd = Hd (where d = c+ 1,
as before). Since µ ∼= µ∗ for symmetric groups, the sign representation is a direct summand of µ⊗ ν if and
only if ν = µt. Thus (3.10.1) implies that sign first appears in ∆d(µ) in the weight space
m+ d(n(µ) − n(µt)) + n(µt) = m+ dn(µ)− (d− 1)n(µt) where m = (n− 1)/2.
If λ ≤ µ then n(λ) ≥ n(µ) by [Sh, Theorem B and Proposition 1.6]. Moreover, as λt ≥ µt, we have
n(λt) ≤ n(µt). Since d ∈ R≥1,
m+ dn(λ)− (d− 1)n(λt) ≥ m+ dn(µ)− (d− 1)n(µt)
with equality if and only if λ = µ.
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It follows that the copy of sign appearing in the lowest possible weight space of ∆d(µ) is never a weight
of ∆d(λ) for λ < µ. By Corollary 3.6, this means that this copy of sign is a weight for Ld(µ) and hence that
e−Ld(µ) 6= 0. By (3.4) this implies that Hde−Hd = Hd, and so the first equality of (3.3.1) is proven.
It remains to show that HceHc = Hc for c ∈ R≥0. The argument of (3.4) shows that we need to prove
that e does not annihilate any simple module from Oc. In this case triv appears in µ⊗ ν if and only if ν = µ.
Therefore, (3.10.1) now implies that triv first appears in ∆c(µ) in degree m + c(n(µ) − n(µt)) + n(µ). Let
λ ≤ µ. Then
m+ c(n(λ)− n(λt)) + n(λ) = m+ (c+ 1)n(λ)− cn(λt) ≥ m+ c(n(µ)− n(µt)) + n(µ),
with equality if and only if λ = µ. This means that triv appears in ∆c(λ) in a higher degree than its first
appearance in ∆c(µ). In particular, the simple quotient Lc(µ) of ∆c(µ) contains a copy of triv and so it
cannot be annihilated by e. This therefore completes the proof of (3.3.1) and (3.3.2) and hence proves the
theorem. 
3.12. General equivalences. We now give the promised extension of Theorem 3.3 to more general values
of c. Since it requires no extra work, and it is put to crucial use in [BFG], we will also prove the result over
more general base fields. Thus if k is a subfield of C, with c ∈ k, let H(k)c denote the k-algebra defined by
the generators and relations from (2.1). We write U(k)c, Q(k)
c+1
c , etc, for the corresponding objects defined
over k.
Hypothesis. Set C = {z : z = md where m, d ∈ Z with 2 ≤ d ≤ n and z /∈ Z}. Assume that c ∈ C is such
that c /∈ 12 + Z. If c is a rational number with −1 < c < 0 assume further that c 6∈ C.
3.13. Corollary. Let k ⊆ C be a field and assume that c ∈ k satisfies Hypothesis 3.12.
(1) U(k)c and H(k)c are Morita equivalent. If c /∈ (−2,−1)C = {z ∈ C : −2 < z < 0}, then U(k)c is
Morita equivalent to U(k)c+1.
(2) Let a = −c. Then H(k)a is Morita equivalent to U(k)−a = e−H(k)ae−. If a /∈ (1, 2)C, then U(k)
−
a is
Morita equivalent to U(k)−a−1.
Proof. (1) We start with the case Uc = U(C)c. If c 6∈ C then it follows from [BEG1, Theorem 8.1] and [DJ1,
Theorem 4.3] that Hc, Uc and U
−
c are simple, Morita equivalent rings (see the introduction to [BEG3] for the
details). Since this also applies to Hc+1 the conditions (3.3.1) are trivially satisfied and the result follows.
Thus we may assume that c ∈ C. If c ≥ −1, then necessarily c ≥ 0 and so the result follows from
Proposition 3.3. Otherwise c ≤ −1. In this case the discussion before [De, Remark 2.2] shows that there
is an isomorphism χ : Hc → H−c satisfying χ(e−) = e. Thus, for any c, (3.2.1) implies that Uc ∼= U
−
−c
∼=
eH−c−1e = U−c−1. The result for c ≤ −1 therefore follows from the cases already discussed.
Finally, let k be an arbitrary subfield of C and consider U(k)c. In order to prove, for example, that U(k)c
is Morita equivalent to U(k)c+1 we need to prove that Q(k)P (k) = U(k)c+1 and P (k)Q(k) = U(k)c. By
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construction, Q(C) = Q(k)⊗kC, and similarly for P (C). By the earlier part of the proof, U(C)c/P (C)Q(C) =
0. The faithful flatness of U(C)c = U(k)c ⊗k C as a U(k)c-module then ensures that U(k)c/P (k)Q(k) = 0,
whence PQ = 0. All the other steps in the proof follow in exactly the same way.
(2) Using the identity Uc ∼= U
−
−c, this follows from part (1). 
3.14. Remarks. (1) The condition that c /∈ 12 + Z is needed in Theorem 3.3 and Corollary 3.13 in order to
apply (2.8.2) and may be unnecessary. This is the case when n = 2 as Uc is Morita equivalent to Uc+1 if
and only if c 6= − 32 ,−
1
2 (see, for example, [EG, Proposition 8.2]). The point about the excluded cases is that
U− 1
2
is simple but the two neighbouring algebras, U 1
2
, U− 3
2
are not. Combining [EG, Proposition 8.2] with
[St, Theorem B] shows that U− 1
2
has infinite global dimension, and so the next Corollary 3.15 also fails for
this value of c.
(2) This also shows that the hypothesis c /∈ (−2, 0)C is serious. Indeed, for any n ≥ 2, let c = −m/n ∈
(−1, 0)C. Then one can prove that the factor module Vc = ∆c(sign)/Ic considered in [CE, Theorem 3.2]
does not contain a copy of the W -module triv (we thank Pavel Etingof for this fact). In particular eVc = 0
and so the functor Ec is not an equivalence. If we further assume that (m,n) = 1, then Vc is the unique
irreducible finite dimensional Hc-module by [CE, Corollary 3.3] and [BEG2, Theorem 1.2(ii)]. Since Uc =
EndHc(eHc), this implies that Uc has no finite dimensional modules. However, by Corollary 3.13(1) and
[BEG2, Theorem 1.2] Uc±1-mod does have such modules and so there is no equivalence between Uc and Uc±1.
3.15. Corollary. Assume that c ∈ C satisfies Hypothesis 3.12. Then Hc and Uc have finite homological
global dimension and satisfy the Auslander-Gorenstein conditions and Cohen-Macaulay conditions of [Le].
Proof. Since this result takes us a little far afield, the details of the proof are left to the interested reader.
Standard techniques show that ogrHc ∼= C[h ⊕ h∗] ∗W and hence Hc have the given properties (see, for
example, [Br, Theorem 4.4]). By Corollary 3.13, Uc is Morita equivalent to Hc and it follows that Uc also
has these properties. 
3.16. The shift functor on Oc. Many computations for Uc reduce to computations in category O and so
it is important to know that, under the hypotheses of Theorem 3.3, Sc does provide an equivalence between
the corresponding categories. This is the point of the next result.
Proposition. Assume that c ∈ C satisfies Hypothesis 3.12 and that c /∈ Q≤−1. Then the shift functor S˜c
restricts to an equivalence between Oc and Oc+1 such that S˜c(∆c(λ)) ∼= ∆c+1(λ) for all partitions λ of n.
Thus Sc(e∆c(λ)) = e∆c+1(λ).
Remark. By Corollary 3.13(2), an analogue of the proposition also holds when c ∈ Q≤−1, provided that
one shifts in a negative direction.
Proof. The final assertion of the proposition is immediate from the previous one combined with Corol-
lary 3.13(1).
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We begin by showing that S˜c restricts to an equivalence between Oc and Oc+1. Fix M ∈ Oc. Let
It = C[h∗]W≥t denote the W -invariant elements of C[h
∗] of degree at least t and set It = ItC[h∗], Then
C[h∗]/It is a finite dimensional algebra and so all homogeneous elements of C[h
∗] of large degree belong to
It. Thus it is enough to show that, if m˜ = he−δ⊗ em ∈ S˜c(M) = Hc+1e−δ ⊗Uc eM , for some h ∈ Hc+1 and
m ∈M , then m˜ is annihilated by It for t≫ 0.
Recall the E-grading on Hc from (2.4). Since C[h
∗] acts locally nilpotently on M , the PBW isomorphism
(2.2.1) shows that any homogeneous element of Hc of sufficiently large negative E-degree annihilates m ∈M .
Thus, assume that qm = 0 for all q ∈ Hc with E-deg(q) ≤ −t and let p ∈ C[h∗]W≥t. Then
phe−δ ⊗ em = [p, h]e−δ ⊗ em+ hδδ
−1pe−δ ⊗ em = [p, h]e−δ ⊗ em+ he−δ ⊗ δ
−1pδem.
Since E-deg δ−1pδ = E-deg p ≤ −t, we have δ−1pδem = 0 by the hypothesis on t.
Therefore p(he−δ ⊗ em) = [p, h]e−δ⊗ em for any such p. Since the choice of t was independent of h, this
implies that pr(he−δ ⊗ em) = ad(p)r(h)(e−δ ⊗ em), for any r > 0. Now, p commutes with both C[W ] and
C[h∗], and so the defining relations of Hc+1 from (2.1) ensure that the adjoint action of p ∈ C[h∗]W on Hc+1
is locally nilpotent (see also [BEG1, Lemma 3.3(v)]). Therefore a sufficiently large power of p annihilates
he−δ ⊗ em. Thus S˜c(M) ∈ Oc+1 and S˜c does restrict to the desired equivalence.
It remains to compute S˜c(∆c(λ)) and we begin with the analogous problem on H
reg
c+1. In the notation of
(2.3.2),
S˜c(∆c(λ))
reg = Hregc+1e−δ ⊗δ−1U−
c+1
δ e∆c(λ).
By (2.3.2), Hregc+1
∼= A = D(hreg) ∗W and so S˜c(∆c(λ))reg ∼= Ae−δ ⊗B e∆c(λ)reg, where B = δ−1e−Ae−δ.
On the other hand, (3.2.1) induces an isomorphism
θ : Ae−δ ⊗B e∆c(λ)
reg −→ Ae⊗eAe e∆c(λ)
reg; ae−δ ⊗ em 7→ aδe⊗ em.
Combined with the identity HceHc = Hc from Corollary 3.13(1), this implies that
(3.16.1) S˜c(∆c(λ))
reg ∼= Ae⊗eAe e∆c(λ)
reg ∼= (Hce⊗Uc e∆c(λ))
reg ∼= ∆c(λ)
reg 6= 0.
If c 6∈ C, we are done. Indeed, in this case [BEG1, Corollary 2.11] implies that ∆c+1(λ), ∆c(λ) and hence
S˜c(∆c(λ)) are all simple modules. The isomorphism (3.16.1) implies that S˜c(∆c(λ)) →֒ ∆c+1(λ)reg. Under
this embedding, S˜c(∆c(λ)) ∩∆c+1(λ) 6= 0 and hence S˜c(∆c(λ)) = ∆c+1(λ).
We may therefore assume that c ∈ C, in which case Hypothesis 3.12 implies that c ≥ 0 and we can use
the KZ-functor from (2.8). By (3.16.1) and (2.8.1), KZ(S˜c(∆c(λ))) ∼= KZ(∆c(λ)) ∼= Spq(λ)∗. By (2.8.2) and
(3.5.1) we therefore have
(3.16.2) HomHc+1(S˜c(∆c(λ)),∆c+1(λ))
∼= HomSq (Wq(λ),Wq(λ)) = C.
It follows from Corollary 3.6 that the composition factors of ∆c+1(λ) are of the form Lc+1(ν) with ν ≤ λ in
the dominance ordering. We will show by an ascending induction on this ordering that S˜c(∆c(λ)) ∼= ∆c+1(λ).
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If λ is minimal in the dominance ordering then λ = sign and so both ∆c+1(λ) and S˜c(∆c(λ)) are simple
by Remark 3.6. By (3.16.2) there is a non-zero map from S˜c(∆c(λ)) to ∆c+1(λ) which therefore must be an
isomorphism. This begins the induction.
Let λ be arbitrary and suppose that, for all ν < λ in the dominance ordering, we have S˜c(∆c(ν)) ∼=
∆c+1(ν), and hence that S˜c(Lc(ν)) ∼= Lc+1(ν). Since S˜c is an equivalence, S˜c(∆c(µ)) has simple head
S˜c(Lc(µ)) for each µ. By (3.16.2) S˜c(Lc(λ)) is therefore isomorphic to a composition factor of ∆c+1(λ). But,
by Corollary 3.6 and the remark thereafter, the composition factors of ∆c+1(λ), except for the head, are of
the form Lc+1(ν) for ν < λ. Thus the non-zero map (3.16.2) must send the head of S˜c(∆c(λ)) to the head
of ∆c+1(λ) and so induce an isomorphism S˜c(∆c(λ))
∼
−→ ∆c+1(λ). This completes the inductive step, and
hence the proof of the proposition. 
4. The Hilbert scheme
4.1. Haiman’s work on Hilbert schemes gives detailed information about their structure, in particular as
“Proj” of appropriate Rees rings. The resulting formulæ for the Poincare´ series of these rings will be crucial
to the proof of the main theorem in Section 6. In this section, we briefly describe the relevant results from
the literature and use this to derive the appropriate Poincare´ series.
4.2. Let HilbnC2 be the Hilbert scheme of n points on the plane, which we realise as the set of ideals of
colength n in the polynomial ring C[C2]. Similarly, identify the variety SnC2 of unordered n-tuples of points
in C2 with the categorical quotient C2n/W under the diagonal action of W on C[C2n]. Then the map
τ : HilbnC2 → SnC2 = C2n/W which sends an ideal to its support (counted with multiplicity) is a resolution
of singularities (see, for example, [Na, Theorem 1.15]).
We will actually be interested in a resolution of singularities for C[h ⊕ h∗]W rather than C[C2n]W , sim-
ply because the associated graded ring of Uc is C[h ⊕ h∗]W . The results we need follow easily from the
corresponding results on HilbnC2 and so we begin with the latter.
4.3. The (isospectral) Hilbert scheme. Following [Ha3, Definition 3.2.4] the isospectral Hilbert scheme
Xn is the reduced fibre product
Xn
f1−−−−→ C2n
ρ1
y y
HilbnC2
τ
−−−−→ C2n/W.
It is a highly non-trivial fact (see [Ha3, Theorem 3.1 and the proof of Proposition 3.7.4]) that ρ1 is a flat
map of degree n!.
Haiman has given a description of both HilbnC2 and Xn as Proj of appropriate graded rings and we recall
this description since it will be extremely important to us. Let A1 = C[C2n]ǫ be the space of W -alternating
polynomials in C[C2n] and write J1 = C[C2n]A1 for the ideal generated by A1. For d ≥ 1 define Ad and Jd
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to be the respective dth powers of A1 and J1 using multiplication in C[C2n]; thus Jd = C[C2n]Ad. Finally,
set J0 = C[C2n], A0 = C[C2n]W and A =
⊕
d≥0A
d ∼= A0[tA1]. Then [Ha1, Proposition 2.6] proves that
(4.3.1) HilbnC2 ∼= ProjA as a scheme over SpecA0 = C2n/W
Similarly, Xn ∼= ProjS, where S = C[C
2n][tJ1], is the blowup of C2n at J1 [Ha3, Proposition 3.4.2].
4.4. Observe that Jd is generated by its W -alternating or W -invariant elements, respectively, depending on
whether d is odd or even. Following Haiman we refer to these elements as having correct parity.
Lemma. (1) For any d ≥ 0, Ad consists of the elements of Jd with the correct parity.
(2) If Cn denotes the first copy of that space in C2n, then Jd is a free module over both C[Cn] and C[Cn]W .
Proof. (1) The statement is clearly true for d = 0, 1. Assume, by induction, that it is true for d − 1. We
will suppose that d is even, the argument in the odd case being similar. Since A1 generates the ideal J1, any
element x ∈ Jd can be decomposed as x =
∑
i piqi where pi ∈ J
d−1 and qi ∈ A1. Since qie = e−qi we have
(piqi)e = (pie−)qi for all i. If x has the correct parity then x = xe =
∑
i(piqi)e =
∑
i(pie−qi). But J
d−1e− is
the subset of W -alternating elements of Jd−1 and so Jd−1e− = A
d−1 by induction. Thus x ∈ Ad−1A1 = Ad.
(2) By [Ha3, Proposition 4.11.1] Jd is a projective module over C[Cn] and hence over C[Cn]W . Since C[Cn]
and C[Cn]W are polynomial rings, any such projective module is free by the Quillen-Suslin Theorem. 
4.5. Geometric interpretation. There is a geometric description of both Ad and Jd. Let B1 be the
tautological rank n vector bundle on HilbnC2 and let P1 = (ρ1)∗OXn denote the Procesi bundle of rank
n! arising from the map ρ1 : Xn → HilbnC2. Write L1 =
∧n B1 for the determinant bundle of B1. By
[Ha1, Proposition 2.12] L1 is also the canonical ample line bundle OHilbnC2(1) associated to the presentation
HilbnC2 ∼= ProjA.
4.6. Set l = dn for some d ≥ 1 and write R(n, l) = H0(HilbnC2,P1 ⊗ Bl1). One should note that R(n, l)
is defined in [Ha4] to be the coordinate ring of the polygraph Z(n, l) but, by [Ha4, Theorem 2.1], it is also
isomorphic to the given ring of global sections. There is an action of W ×W d on P1 ⊗ B
l
1, with W acting
fibrewise on P1 and W d ⊂ Sl acting on Bl1 by permutations. By construction, (P1)
W = OHilbnC2 and
(Bl1)
ǫd = Ld1, where ǫd denotes the sign representation of W
d.
The proof of [Ha3, Proposition 4.11.1] shows that Jd ∼= R(n, l)ǫd . On the other hand, the action of W d is
trivial on HilbnC2, so P1 ⊗ Bl1 is a direct sum of its isotypic components. Hence
(4.6.1) Jd ∼= R(n, l)ǫd = H0(HilbnC2, (P1 ⊗ L1)
ǫd) = H0(HilbnC2,P1 ⊗ L
d
1).
It is not true, however, that the natural W -action on the two sides agrees. Indeed, thanks to the proof of
[Ha2, Proposition 4.2] the isomorphism written W -equivariantly is
(4.6.2) Jd ⊗ ǫ⊗d ∼= H0(HilbnC2,P1 ⊗ L
d
1).
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The reason for this is that the isomorphism in (4.6.1) is given by the C[C2n]-module homomorphism sending
(in the notation of [Ha2]) the generators ∆t1(a,b) · · ·∆td(a,b) on the right hand side to their evaluations on
the left hand side: a 7→ x, b 7→ y. The element ∆tj (a,b) has a trivialW -action as no x’s or y’s are involved,
whereas its specialisation has a W -action of ǫ⊗d since that specialisation is the product of d determinants.
As a result, (4.6.2) and Lemma 4.4 combine to prove:
Lemma. There is an isomorphism of A0-modules Ad ∼= R(n, l)W×ǫd = H0(HilbnC2,Ld1). 
4.7. (Bi)graded characters. There is a bigrading on C[C2n] = C[x,y] with deg xi = (1, 0) and deg yj =
(0, 1) which, as in [Ha4, (12)], arises from the action of T2 = (C∗)2 on the plane C2 given by (α, β) · (u, v) =
(α−1u, β−1v) for (u, v) ∈ C2. This action extends to HilbnC2, and the bundles P1, B1, L1 are naturally
T2-equivariant. The isomorphisms from (4.6.1) and Lemma 4.6 respect the induced bigradings. Of course,
the sections M of any one of these modules obtains an induced action of T2 and this is equivalent to a
Z2-grading M =
⊕
Mi,j; explicitly, an element f ∈M is homogeneous of weight (i, j) if (α, β)f = α
iβjf .
The T2–fixed points of HilbnC2 are precisely the ideals Iµ that are associated to partitions µ of n by
Iµ = C · {x
rys : (r, s) /∈ d(µ)} ⊆ C[x, y],
see [Ha4, Proposition 3.1]. The set of monomials Bµ = {xrys : (r, s) ∈ d(µ)} that are not in Iµ form a
natural C-basis of C[x, y]/Iµ.
4.8. For a bigraded space V =
∑
i,j Vi,j with finite dimensional weight spaces we define the bigraded
Poincare´ series of V to be
p(V, s, t) =
∑
i,j
dim(Vi,j)s
itj .
Haiman has calculated the bigraded Poincare´ series of R(n, l) and a similar calculation will allow us to
find the bigraded Poincare´ series of Jd. For a pair of partitions λ, µ let Kλµ(t, s) be the Kostka–Macdonald
coefficients defined in [Mac, VI, (8.11)]. Set
Ω(µ) =
∏
x∈d(µ)
(1− s1+l(x)t−a(x))(1− s−l(x)t1+a(x)) and Pµ(s, t) =
∑
λ
sn(µ)Kλµ(t, s
−1)fλ(1).
We remark that many of the formulæ we cite from Haiman’s papers are given in terms of Frobenius series
FM (z; s, t) but, as in [Ha2, (6.5)], we can always specialise these to Hilbert series p(M, s, t) by specialising
sλ(z) to fλ(1) = dim λ.
Proposition. Under the T2-bigraded structure, the bigraded Poincare´ series of Jd is
p(Jd, s, t) =
∑
µ
Pµ(s, t)Ω(µ)
−1sdn(µ)tdn(µ
t).
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Proof. By [Ha4, Theorem 2.1] Hi(HilbnC2,P1 ⊗ Ld1) = 0 for i > 0, while H
0(HilbnC2,P1 ⊗ Ld1) = J
d by
(4.6.1). Thus, in the notation of [Ha4, Section 3], p(Jd, s, t) = χP1⊗Ld1 (s, t) and so, by [Ha4, Proposition 3.2],
(4.8.1) p(Jd, s, t) =
∑
µ
p(P1 ⊗ L
d
1(Iµ), s, t) Ω(µ)
−1 =
∑
µ
p(P1(Iµ), s, t)p(L1(Iµ), s, t)
d Ω(µ)−1.
Here we have used the fact that, as Iµ defines a finite dimensional scheme, we can identify the sheaf P1⊗Ld1(Iµ)
with its global sections, and so p(P1 ⊗ L
d
1(Iµ), s, t) is naturally defined.
We now evaluate the right hand side of (4.8.1). It is proved in [Ha1, (3.9)], using the notation of [Ha1,
(1.9)], that p(L1(Iµ), s, t) =
∏
x∈d(µ) s
l′(x)ta
′(x) = sn(µ)tn(µ
t). On the other hand, by [Ha4, Proposition 3.4]
(which is proved in [Ha3, Section 3.9] and uses the notation of [Ha4, (46)]), p(P1(Iµ), s, t) = Pµ(s, t).
Substituting these observations into (4.8.1) shows that
p(Jd, s, t) =
∑
µ
Pµ(s, t)Ω(µ)
−1sdn(µ)tdn(µ
t),
as required. 
4.9. Blowing up (h⊕h∗)/W . All the results described so far have natural analogues for the subvariety h⊕h∗
of C2n. Geometrically, this follows from the observation that the natural additive action of C2 by translation
on HilbnC2 gives a decomposition HilbnC2 = C2 ×
(
HilbnC2
)
/C2 into a product of varieties [Na, p.10].
Unravelling the actions shows that HilbnC2 /C2 provides a resolution of singularities for h ⊕ h∗. However,
since we need the algebraic consequences of Haiman’s results, we will take a more algebraic approach.
We emphasise that the embedding h ⊕ h∗ →֒ C2n is always given by embedding h into the first copy of
Cn and h∗ into the second copy. To fix notation, let h be the hypersurface z = 0 in Cn and similarly let h∗
be the hypersurface z∗ = 0 in the second copy of Cn; thus C[C2n] = C[h⊕ h∗][z, z∗]. Since z, z∗ ∈ C[C2n]W ,
this induces the decomposition C[C2n]W = C[h⊕ h∗]W [z, z∗]. Following the lead of (4.3), we set
A1 = C[h⊕ h∗]ǫ ⊂ A1 = C[C2n]ǫ and J1 = C[h⊕ h∗]A1 ⊂ J1 = C[C2n]A1.
We then define A0 = C[h ⊕ h∗]W , J0 = C[h ⊕ h∗] and, for d > 1, take Ad = (A1)d and Jd = (J1)d for the
respective dth powers using the multiplication in C[h⊕ h∗]. Finally, we write
A =
⊕
i≥0
Ai ∼= A0[A1t] and S =
⊕
i≥0
J i ∼= C[h⊕ h∗][J1t]
for the corresponding Rees rings. The next result is basic observation about these objects.
Lemma. (1) For d ≥ 0, Ad = Ad[z, z∗] is the set of polynomials with coefficients from Ad. Similarly,
Jd = Jd[z, z∗].
(2) Each Jd is a free module over C[h] and C[h]W .
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Proof. (1) By definition, A1 = (C[h⊕ h∗][z, z∗])ǫ = C[h ⊕ h∗]ǫ[z, z∗] = A1[z, z∗] as polynomial extensions.
Thus Ad = (A1[z, z∗])d = (A1)d[z, z∗] = Ad[z, z∗] and Jd = Ad[z, z∗]C[h⊕ h∗] = Jd[z, z∗].
(2) By part (1) and Lemma 4.4, Jd = Jd[z, z∗] is a free module over C[h][z] and hence over C[h]. Therefore,
so is its C[h]-module summand Jd. 
4.10. Recall the resolution of singularities τ : HilbnC2 → C2n/W defined in (4.2) and define Hilb(n) =
τ−1(h ⊕ h∗/W ) , with the resulting morphism τ : Hilb(n) → h ⊕ h∗/W . Using the identifications of (4.9),
the basic properties of Hilb(n) are easy to determine.
Corollary. (1) Hilb(n) = Proj(A) and τ : Hilb(n)→ h⊕ h∗/W is a resolution of singularities.
(2) Moreover τ is a crepant resolution: that is ωHilb(n) ∼= OHilb(n).
(3) Set Xn = Proj(S). Then Xn is the reduced fibre product
Xn −−−−→ h⊕ h∗
ρ
y y
Hilb(n)
τ
−−−−→ h⊕ h∗/W.
and the map ρ is flat of degree n!.
Proof. (1) Recall from (4.3.1) that HilbnC2 = Proj(A). By Lemma 4.9, A = A[z, z∗]. The maps A →֒ A and
C[z, z∗] →֒ A give maps HilbnC2 → Proj(A) and HilbnC2 → Spec(C[z, z∗]) ∼= C2 and hence, by universality,
a map HilbnC2 → Proj(A) × C2. It is easy to check that this is an isomorphism locally and hence globally.
The identification of h ⊕ h∗ with the subvariety z = 0 = z∗ of C2n easily yields Hilb(n) = Proj(A) and so
HilbnC2 = Hilb(n)×C2. Since HilbnC2 is a resolution of singularities of C2/W , the result follows.
(2) By [Hr, Exercise II.8.3(b)] ωHilbnC2 ∼= ωHilb(n) ⊠ ωC2 , the external tensor product on Hilb
nC2 =
Hilb(n)×C2. Now (2) follows since ωHilbnC2 ∼= OHilbnC2 by [Ha3, Proposition 3.6.3].
(3) As in part (1), S =
⊕
Jd = S[z, z∗] and Proj(S) ∼= Proj(S)× C2. The assertions of the corollary now
follow from the corresponding results for X = Proj(S) that were stated in (4.3). 
We also have analogues of P1 and L1 for Hilb(n). These are defined in the same way: P = ρ∗OXn is the
Procesi bundle on Hilb(n) of rank n! arising from the map ρ : Xn → Hilb(n) while L is the canonical ample
line bundle OHilb(n)(1) associated to the presentation Hilb(n) ∼= ProjA.
4.11. Since z and z∗ are bihomogeneous, the bigradings of (4.7) to pass Hilb(n). Therefore, Lemma 4.9(1)
implies that p(Jm, s, t) = (1− s)(1− t)p(Jm, s, t). Substituting this formula into Proposition 4.8 gives:
Corollary. The bigraded Poincare´ series of Jd is
p(Jd, s, t) =
∑
µ
Pµ(s, t)(1− s)(1− t)Ω(µ)
−1sdn(µ)tdn(µ
t). 
21
4.12. In Corollary 4.13 we will give a singly graded analogue of Corollary 4.11 that will be needed in the
proof of the Theorem 1.4. In the proof we will need the following combinatorial formulæ for the fake degrees
fµ(v), as defined in (3.9.1).
Lemma. Let µ ∈ Irrep(W ). Then
(1) fµ(v) = v
Nfµt(v
−1), where N = n(n− 1)/2,
(2) fµ(v)
∏
x∈d(µ)(1− v
h(x)) = vn(µ)
∏n
i=1(1− v
i), where h(x) = 1 + a(x) + l(x) as in (2.6),
(3)
∑
λ v
n(µ)Kλµ(v
−1, v−1)fµ(v
−1)fλ(1) =
∑
λ fλ(v
−1)fµ(1)fλ(1).
Proof. (1) This is a well-known formula (see, for example, [Op, p.453]).
(2,3) Up to a change of notation, these are both proved within the proof of [Go1, Theorem 6.4]—see the
displayed equations immediately after, respectively immediately before [Go1, (18)]. 
4.13. The E-grading from (2.4) descends naturally to ogrD(h) ∼= C[h⊕h∗] and we will use the same notation
there; thus E-deg h∗ = 1 and E-deg h = −1. For an E-graded module (or, indeed, any Z-graded module)
M =
⊕
i∈ZMi, we write the corresponding Poincare´ series as p(M, v) =
∑
vi dimCMi. Set
(4.13.1) [n]v! =
∏n
i=1(1− v
i)
(1− v)n
.
Corollary. Under the E-grading, the module Jd = Jd/C[h]W+ J
d has Poincare´ series
(4.13.2) p(Jd, v) =
∑
µ fµ(1)fµ(v
−1)v−d(n(µ)−n(µ
t))[n]v!∏n
i=2(1 − v
−i)
.
Proof. Since C[h]W+ is E-graded, so is J
d, and so the result does make sense. By Lemma 4.4(2), the fun-
damental invariants of C[h]W form an r-sequence in Jd for any d ≥ 0. Since these elements have degrees
2 ≤ r ≤ n, Corollary 4.11 implies that Jd has Poincare´ series
(4.13.3) p(Jd, v) =
(
(1 − t)
n∏
i=1
(1 − si)
∑
µ
Pµ(s, t)Ω(µ)
−1sdn(µ)tdn(µ
t)
)
s=v,t=v−1
where Pµ and Ω(µ) are defined in (4.8). Lemma 4.12(2) implies that(
Ω(µ)
)
s=v,t=v−1
= fµ(v)
−1fµ(v
−1)−1
n∏
i=1
(1− vi)(1− v−i).
This gives
(4.13.4) p(Jd, v) =
∑
µ Pµ(v, v
−1)fµ(v)fµ(v
−1)vdn(µ)v−dn(µ
t)∏n
i=2(1 − v
−i)
.
By Lemma 4.12(3) the numerator of this expression can be described as
(4.13.5)
∑
µ
(∑
λ
fλ(v
−1)fλ(1)
)
fµ(1)fµ(v)v
d(n(µ)−n(µt)).
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Applying Lemma 4.12(1) and using the equality fµ(1) = fµt(1) from (3.9.2) we find that (4.13.5) equals
(4.13.6)
∑
µ
(∑
λ
fλ(v
−1)fλ(1)
)
fµt(1)fµt(v
−1)vNv−d(n(µ
t)−n(µ)).
The standard formula
∑
dimC[h]coWi v
−i = [n]v−1 ! shows that the fake degrees satisfy the identity∑
λ
fλ(v
−1)fλ(1) =
∏n
i=1(1− v
−i)
(1− v−1)n
= [n]v−1 !.
Applying this and (4.13.6) to (4.13.4) we find that
(4.13.7) p(Jd, v) =
∑
µ fµt(1)fµt(v
−1)v−d(n(µ
t)−n(µ))vN [n]v−1 !∏n
i=2(1 − v
−i)
.
After changing the order of summation from µ to µt and using the equality
vN [n]v−1 = v
N
∏n
i=1(1− v
−i)
(1− v−1)n
=
∏n
i=1(1− v
i)
(1 − v)n
= [n]v!,
(4.13.7) becomes the required equality (4.13.2), and so the corollary is proved. 
5. Z–algebras
5.1. Typically in noncommutative algebra—and certainly in our case—one cannot apply the Rees ring
construction since one is working with just right modules or homomorphism groups rather than bimodules.
One way round this is to use Z-algebras and in this section we describe the basic properties that we need
from this theory. The reader is referred to [BP] or [SV, Section 11] for the more general theory and to [BGS,
Section 3] for applications of Z-algebras to Koszul duality.
Throughout this paper a Z-algebra will mean a lower triangular Z-algebra. By definition, this is a (non-
unital) algebra B =
⊕
i≥j≥0 Bij , where multiplication is defined in matrix fashion: BijBjk ⊆ Bik for
i ≥ j ≥ k ≥ 0 but BijBℓk = 0 if j 6= ℓ. Although B cannot have a unit element, we do require that each
subalgebra Bii has a unit element 1i such that 1ibij = bij = bij1j, for all bij ∈ Bij .
5.2. Let B be a Z-algebra. We define the category B-Grmod to be the category of N-graded left B-modules
M =
⊕
i∈NMi such that BijMj ⊆ Mi for all i ≥ j and BijMk = 0 if k 6= j. Homomorphisms are defined
to be graded homomorphisms of degree zero. The subcategory of noetherian graded left B-modules will be
denoted B-grmod. In all examples considered in this paper B-grmod will consist precisely of the finitely
generated graded left B-modules.
A module M ∈ B-Grmod is bounded if Mn = 0 for all but finitely many n ∈ Z and torsion if it is a
direct limit of bounded modules. We let B-Tors denote the full subcategory of torsion modules in B-Grmod
and write B-tors for the analogous subcategory of B-qgr. The corresponding quotient categories are written
B-Qgr = B-Grmod/B-Tors and B-qgr = B-grmod/B-tors. Write π(M) for the image in B-Qgr of M ∈
B-Grmod.
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5.3. There are two basic examples of Z-algebras that will interest us. For the first, suppose that S =⊕
n≥0 Sn is an N-graded algebra. As in [BGS, Example 3.1.3] we can canonically associate a Z-algebra
Ŝ =
⊕
i≥j≥0 Ŝij to S by setting Ŝij = Si−j with multiplication induced from that in S. Define cate-
gories S-Grmod, . . . , S-qgr in the usual manner. In particular, S-Grmod denotes the category of Z-graded
S-modules, from which the other definitions follow as in the last paragraph. We then let S-Grmod≥0 denote
the full subcategory of S-Grmod consisting of N-graded S-modules M =
⊕
i∈NMi. It is immediate from
the definitions that the identity map ι : M =
⊕
i∈NMi 7→ M =
⊕
i∈NMi gives equivalences of categories
S-Grmod≥0 ≃ Ŝ-Grmod and S-grmod≥0 ≃ Ŝ-grmod. For any moduleM ∈ S-Grmod, one has π(M) = π(M≥0)
in S-Qgr and so ι induces category equivalences
(5.3.1) S-Qgr ≃ Ŝ-Qgr and S-qgr ≃ Ŝ-qgr.
5.4. For the second class of examples, suppose that we are given noetherian algebras Rn for n ∈ N with
(Ri, Rj)-bimodules Rij , for i > j ≥ 0. Assume, moreover, that there are morphisms θ
jk
ij : Rij ⊗Rj Rjk → Rik
satisfying the the obvious associativity conditions. Then we can define a Z-algebra RZ by RZ =
⊕
i≥j≥0 Rij ,
where Rii = Ri for all i.
A particular example of this construction is the one that interests us. Suppose that {Rn : n ∈ N} are
Morita equivalent algebras, with the equivalence induced from the progenerative (Rn+1, Rn)-bimodules Pn.
Define Rij = Pi−1 ⊗Ri−1 ⊗ · · · ⊗Rj+2 Pj+1 ⊗Rj+1 Pj and Rjj = Rj , for i > j ≥ 0. Tensor products provide
the isomorphisms θ•• and associativity is automatic. The corresponding Z-algebra RZ =
⊕
i≥j≥0 Rij will be
called the Morita Z-algebra associated to the data {Rn, Pn : n ∈ N}.
5.5. Write R-mod for the category of finitely generated left modules over a noetherian ring R. Although
easy, the next result provides the foundation for our approach to Uc: in order to study Uc-mod it suffices to
study RZ-qgr, for any Morita Z-algebra RZ with R0 ∼= Uc.
Lemma. Suppose that RZ is the Morita Z-algebra associated to the data {Rn, Pn : n ∈ N}, where R0 is
noetherian.
(1) Each finitely generated graded left RZ-module is noetherian.
(2) The association φ : M 7→
⊕
n∈NRn0 ⊗R0 M induces an equivalence of categories between R0-mod
and RZ-qgr.
Proof. (1) Any finitely generated graded left RZ-moduleM is a graded image of
⊕
ai
(⊕
j≥ai
Rjai
)
⊗Rai Rai ,
for some ai ∈ N and so we may assume that M =
⊕
j≥aRja, for some a ≥ 0. Let L ⊆ M be a graded
submodule and write R∗ij for the dual of the progenerator Rij . Then
X(j) = R∗ja ⊗Rj Lj ⊆ R
∗
ja ⊗Rj Mj = R
∗
ja ⊗Rja
∼
−→ Ra, for j ≥ a.
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As Ra is Morita equivalent to R0, it is noetherian and so
∑
j≥aX(j) =
∑b
i=aX(i), for some b ≥ a. Now,
Lk = RkaX(k) ⊆
b∑
i=a
RkaX(i) =
b∑
i=a
RkiRiaX(i) =
b∑
i=a
RkiLi for k ≥ a.
Thus L is generated by Lj for b ≥ j ≥ a. Finally, as each Li is a submodule of the noetherian left Ri-module
Ria, it is finitely generated and hence so is L.
(2) Certainly φ(M) ∈ RZ-Grmod and, as φ(M) is finitely generated by the generators of R0M , one has
φ(M) ∈ RZ-grmod. Thus Φ(M) = πφ(M) ∈ RZ-qgr. Since Φ sends R0-module homomorphisms to graded
RZ-module homomorphisms, Φ is a functor.
Conversely, suppose that N˜ ∈ RZ-qgr and pick a preimage N ∈ RZ-grmod. Then N is generated by⊕a
i=0Ni, for some a, and so Nj = RjaNa, for all j ≥ a. For j ≥ i ≥ a we have natural maps of Ra-modules
θji : R
∗
ia ⊗Ni
∼= R∗ia ⊗R
∗
ji ⊗Rji ⊗Ni
∼= R∗ja ⊗ (Rji ⊗Ni)։ R
∗
ja ⊗Nj ,
where the tensor products are over the appropriate Rk. By the associativity of tensor products, θki = θkjθji,
for all k ≥ j ≥ i ≥ a. Since each Ni is a noetherian Ri-module, each R
∗
ia ⊗ Ni is a noetherian Ra-module
and so θji is an isomorphism for all j ≥ i≫ 0. Equivalently, Nj ∼= Rji ⊗Ni for all such j ≥ i.
Set Θ(N˜) = R∗j0 ⊗ Nj ∈ R0-mod for some j ≫ 0. Since any two preimages of N˜ in RZ-grmod agree in
high degree, Θ(N˜) is independent of the choice of N . Moreover, as R∗j0 = R
∗
k0Rkj ,
φ(Θ(N˜))≥j ∼=
⊕
k≥j
Rk0 ⊗R
∗
j0 ⊗Nj
∼=
⊕
k≥j
Rkj ⊗Nj =
⊕
k≥j
Nk,
and so ΦΘ(N˜) = N˜ . Checking that Θ and Φ are inverse equivalences is now routine. 
5.6. We remark that many of the standard techniques and results concerned with associated graded modules
for unital algebras extend routinely to Z-algebras. These only appear in peripheral ways in this paper and
so we refer the reader to [GS] for a discussion of these results.
6. The main theorem
6.1. In this section we prove the main theorem of the paper by proving Theorem 1.4 from the introduction.
Indeed we will prove more generally that a version of that theorem holds for all values of c ∈ C that satisfy
Hypothesis 3.12. As was true with Corollary 3.13 and Proposition 3.16, the theorem will take slightly
different forms depending on whether c ∈ Q≤−1 or not, so it is convenient to separate the cases with
6.2. Hypothesis. The element c ∈ C satisfies Hypothesis 3.12 but c 6∈ Q≤−1.
6.3. Assume that Hypothesis 6.2 holds. By Corollary 3.13 there is a Morita equivalence Sc : Uc-mod →
Uc+1-mod given by Sc(M) = Q
c+1
c ⊗Uc M , where Q
c+1
c = eHc+1e−δ ⊂ D(h
reg) ∗W is considered as a right
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Uc-module via (3.2.1). Following (5.4) we can therefore define a Morita Z-algebra B(c) = B = UZ associated
to the data {Uc+i, Q
c+i+1
c+i ; i ∈ N}; thus B =
⊕
i≥j≥0 Bij where, for integers i > j ≥ 0,
(6.3.1) Bjj = Uc+j and Bij = Q
c+i
c+i−1Q
c+i−1
c+i−2 · · ·Q
c+j+1
c+j ,
where the multiplication in taken inD(hreg)∗W . Note that, by Corollary 3.13, we have a natural isomorphism
(6.3.2) Bij ∼= Q
c+i
c+i−1 ⊗Uc+i−1 Q
c+i−1
c+i−2 ⊗Uc+i−2 · · · ⊗Uc+j+1 Q
c+j+1
c+j ,
and so this does accord with the definition in (5.4).
6.4. The Main Theorem. Assume that c ∈ C satisfies Hypothesis 6.2. The differential operator filtration
ord on D(hreg) ∗W , as defined in (2.3), induces filtrations on the subspaces Bij and hence on B, which we
will again write as ord. The fact that these filtrations are induced from that of D(hreg) ∗W ensures that the
associated graded object
ogrB =
⊕
i≥j≥0
ogrBij
is also a Z-algebra. Similarly, recall from (4.9) the N-graded algebra A =
⊕
i≥0 A
i associated to Hilb(n).
In this section it is more convenient to use the isomorphic algebra A =
⊕
i≥0A
iδi to which we canonically
associate the Z-algebra Â =
⊕
i≥j≥0 A
i−jδi−j , in the notation of (5.3).
Theorem. Assume that c ∈ C satisfies Hypothesis 6.2 and define B and Â as above. Then:
(1) There is an equivalence of categories Uc-mod
∼
−→ B-qgr.
(2) There is an equality ogrB = eÂe and hence a graded Z-algebra isomorphism ogrB ∼= Â.
(3) ogrB-qgr ≃ CohHilb(n).
Combining Theorem 6.4 with Corollary 3.13 and the isomorphism Uc ∼= U−c−1 from the proof of that
result gives:
Corollary. (1) Assume that c ∈ C satisfies Hypothesis 3.12. Then there exists a Z-algebra B′ such that
Uc-mod ≃ B′-qgr and ogrB ∼= Â. Thus ogrB′-qgr ≃ Coh(Hilb(n)).
(2) If c ∈ C with c 6∈ 12 + Z, then Hc-mod ≃ B
′′-qgr and ogrB′′-qgr ≃ Coh(Hilb(n)) for some Z-
algebra B′′. 
6.5. Analogues of Theorem 6.4 also hold for certain important Uc+k-modules and we will derive the theorem
from one of these. The module in question is the (Uc+k, Hc)-bimodule N(k) = Bk0eHc with the induced ord
filtration coming from the inclusion N(k) ⊂ D(hreg) ∗W . Recall the definition of Jd from (4.9).
Proposition. Assume that c ∈ C satisfies Hypothesis 6.2 and let k ∈ N. Then ogrN(k) = eJkδk as
submodules of ogrD(hreg) ∗W = C[h⊕ h∗] ∗W .
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6.6. Outline of the proof of the theorem and proposition. For the rest of the section, we will assume
that c ∈ C satisfies Hypothesis 6.2. Thus the notation from (6.3) and (6.4) is available and, by Corollary 3.13,
N(k) ∼= Bk0⊗Uc eHc is a progenerative (Uc+k, Hc)-bimodule. As will be shown in (6.20), Theorem 6.4 follows
easily from Proposition 6.5, so we need only discuss the proof of the latter result. This is nontrivial and will
take most of the section but, in outline, is as follows.
It is easy to see that eJkδk ⊆ ogrN(k) (see Lemma 6.9). The other inclusion is considerably harder. The
philosophy behind the proof is to note that we can grade both Jkδk and N(k) by the E-gradation. This is
not immediately useful since the graded pieces of the two sides are infinite dimensional but both sides have
factor modules for which the graded pieces are finite dimensional. For eJkδk ∼= Jkδk the factor is the module
Jkδk described by Corollary 4.13, while the analogous factor N(k) of ogrN(k) is described in (6.11) and
Corollary 6.14 and is related to the standard modules ∆c+k(µ). The key observation is that these factors
have the same Poincare´ series and so they are naturally isomorphic as graded vector spaces. The proof of
the theorem then amounts to lifting this isomorphism to give the desired equality eJkδk = ogrN(k).
This also shows that the result has to be non-trivial. Indeed, an alternative proof of the proposition (or
the theorem) would also provide an alternative proof to a number of the results from [Ha3].
6.7. We start with two elementary observations that will be used frequently. If R =
⋃
F iR is a filtered
ring and r ∈ FmRr Fm−1R, we write σ(r) = [r + Fm−1R] ∈ grmF R for the principal symbol of r.
Lemma. Let R =
⋃
F iR be a filtered k-algebra, for a field k.
(1) Let A, B be subspaces of R and give A, B and AB the induced filtration F . Then (grF A)(grF B) ⊆
grF AB, as subspaces of grF R. Indeed, if a ∈ A and b ∈ B satisfy σ(a)σ(b) 6= 0, then σ(a)σ(b) = σ(ab).
(2) Suppose that A =
⋃
F iA is a filtered right R-module and that B =
⋃
F iB is a filtered left R-module
and give the vector space A⊗RB the tensor product filtration: Fn(A⊗B) =
∑
j F
jA⊗Fn−jB. Then there
is a natural surjection grF A⊗grR grF B ։ grF (A⊗R B).
Proof. (1) Identify grF A =
⊕
(FnA + Fn−1R)/Fn−1R ⊆ grF R so that the result makes sense. Suppose
that a¯ ∈ grnF A and b¯ ∈ gr
m
F B are such that a¯b¯ 6= 0 in grF R. Lift a¯ to a ∈ F
nA and b¯ to b ∈ FmB.
Then, as elements of grF R, one has a¯b¯ = [a + F
n−1R][b + Fm−1R] ⊆ [ab + Fn+m−1R]. Since a¯b¯ 6= 0,
ab ∈ Fn+mRr Fn+m−1R, whence a¯b¯ = σ(ab) is the image of ab in grF (AB).
(2) Define a map ρ : grF A× grF B → grF (A⊗R B) by ρ(a¯, b¯) = [a⊗ b+F
n+m−1(A⊗B)], for a¯ ∈ grnF A,
b¯ ∈ grmF B and where the rest of the notation is the same as for part (1). This clearly defines a C-bilinear
map that is grF R-balanced in the sense that ρ(a¯r¯, b¯) = ρ(a¯, r¯b¯) for r¯ ∈ gr
s
F R. By universality, ρ therefore
induces a map grF A ⊗grR grF B → grF (A ⊗R B). It is surjective since F
n+m(A ⊗ B)/Fn+m−1(A ⊗ B) is
spanned by elements of the given form [a⊗ b+ Fn+m−1(A⊗B)]. 
6.8. Lemma. Let R =
⋃
i≥0 F
iR be a filtered ring, pick r ∈ R and let I be a subset of R. Under the
induced filtrations, grF (rI) = σ(r) grF (I) in the following cases:
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(1) σ(r) is regular in grF R;
(2) r = r2 ∈ F 0(R) and rI ⊆ I.
Proof. Assume that r ∈ F sR r F s−1R. We claim that, in both cases, it suffices to prove that Fn(rI) =
rFn−sI for all n ≥ s. Indeed, if this is true then the identity Fm(rI) = rI ∩ FmR implies that the nth
summand of gr(rI) equals
Fn(rI)
Fn−1(rI)
=
Fn(rI)
Fn(rI) ∩ Fn−1R
∼=
Fn(rI) + Fn−1R
Fn−1R
=
rFn−sI + Fn−1R
Fn−1R
,
which is the nth summand of σ(r)gr(I).
(1) In this case, rt ∈ Fn(rI) = rI ∩ Fn(R)⇔ t ∈ I and t ∈ Fn−sR, as required.
(2) Here, rFnI ⊆ Fn(rI) whence rFnI = r2FnI ⊆ rFn(rI) ⊆ rFnI. Since rFn(rI) = Fn(rI) this
implies that rFn(I) = Fn(rI). 
Example. It is easy to check that some hypotheses are required for the lemma to hold. For example, filter
the polynomial ring R = C[x, y] by x, xy ∈ F 0R but y ∈ F 1R. Then x, xy ∈ F 0(xR), yet xy 6∈ σ(x) grF R.
6.9. We now turn to the proof of Proposition 6.5. As was mentioned in (6.6) the inclusion Jkδke ⊆ ogrN(k)
is easy.
Lemma. (1) For i ≥ j ≥ 0 we have e(Ai−jδi−j)e ⊆ ogrBij .
(2) The inclusion of part (1) is an equality for i = j and for i = j + 1.
(3) For k ≥ 0 there is an inclusion eJkδk ⊆ ogrN(k) of left eA0e-modules. This is an equality for k = 0.
Proof. (2) By the PBW Theorem 2.2.1, ogrBii = e(C[h⊕h∗]∗W )e and so the claim holds for i = j. Similarly,
since e, δ ∈ ord0(D(hreg) ∗W ) and δ is regular in ogr(D(hreg) ∗W ), Lemma 6.8 implies that
ogrBj+1,j = ogr(eHc+j+1e−δ) = ogr(eHc+j+1e−)δ = e(ogrHc+j+1)e−δ = e(C[h⊕ h
∗] ∗W )e−δ = eA
1δe.
(1) Combining part (2) with Lemma 6.7(1) and induction shows that
(eA1δ1e)i−j = ogrBi,i−1 ogrBi−1,i−2 · · · ogrBj+1,j ⊆ ogr (Bi,i−1 · · ·Bj+1,j) = ogrBij .
(3) When k = 0, the assertion eJkδk = ogrN(k) is just the statement that eC[h⊕ h∗] = e(C[h⊕ h∗] ∗W ).
When k > 0, part (i) and Lemma 6.7 give eJkδk = eAkδkeC[h⊕ h∗] ∗W ⊆ ogrBk0 ogr(eHc) ⊆ ogrN(k). 
6.10. The next several results will be aimed at getting a more detailed understanding of the bimodule
structure of N(k) and its factors. For the most part we are interested in their graded structure for which
the actions of the elements hc+t ∈ Hc+t from (2.4.1) are particularly useful. Given an (Uc+s, Uc+t)-bimodule
M , define
h •m = hc+sm−mhc+t for any m ∈M.
When s = t this is just the adjoint action of hc+s on M .
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Lemma. (1) ehc+t−1e = δ
−1e−hc+te−δ.
(2) The action of h is diagonalisable on the modules N(i), Bij and M(i) = Hc+ieBi0, for any i ≥ j ≥ 0.
Proof. (1) Use the first paragraph of the proof of [Go2, Theorem 4.10].
(2) We start with the Bij . If b1 ∈ Biℓ and b2 ∈ Bℓj, then h • (b1b2) = (h • b1)b2 + b1(h • b2). Thus, by
induction, it suffices to prove the result for each Bt,t−1 = eHc+tδe. Clearly eh = he. Thus, by part (1), for
any m ∈ Hc+t we have
(6.10.1) h • emδe = hc+temδe− emδehc+t−1 = ehc+tmδe− emδ(δ
−1e−hc+te−δ) = e([hc+t,m])δe.
By (2.4.2) Hc+t is diagonalisable under the adjoint hc+t-action and so the result for Bij follows. The same
argument works for the modules N(i) and M(i) if one uses the decompositions N(i) = (Bi0)(eHc) and
M(i) = (Hc+ie)(Bi0). 
6.11. The factors of N(k) that most interest us are defined as follows. Since N(k) is a (Uc+k, Hc)-bimodule,
the embeddings C[h]W →֒ Uc+k and C[h
∗] →֒ Hc make N(k) into a (C[h]
W , C[h∗])-bimodule. Let C be the
trivial module over either C[h]W or C[h∗] and set N(k) = C⊗C[h]W N(k) and N(k) = N(k)⊗C[h∗] C. As C is
a graded h-module, the adjoint action of h on N(k) from Lemma 6.10 induces a Z-grading, again called the
h-grading, on both N(k) and N(k). If an element b from any of these three modules has degree n in this
grading we write h-deg(b) = n. The reader should note that, as will be explained in (6.14), this is not the
same as the E-gradation on these modules.
The next result gives the elementary properties of these modules.
Lemma. (1) For any i ≥ j ≥ 0, Bij ⊆ Uc+i ∩ Uc+j.
(2) For k ≥ 0, both N(k) and Uc+k are free left C[h]W -modules, while N(k) is a free right C[h∗]-module.
(3) N(k) is a finitely generated, free left C[h]W -module.
(4) Similarly, N(k) is a finitely generated, free right C[h∗]-module.
Proof. We will use frequently and without comment the fact that C[h∗] is a free C[h∗]W -module. Moreover,
as C[h∗]W is a polynomial ring, any projective C[h∗]W is free by the Quillen-Suslin Theorem.
(1) By induction, we may assume that i = j + 1. The inclusion Bij = eHc+iδe ⊆ Uc+i is immediate. If
p ∈ Hc+i then, by (3.2.1),
epe−δ = eδ
−1δpe−δ = δ
−1e−δpe−δ ∈ δ
−1e−Hc+ie−δ = Uc+j.
(2) By the PBW Theorem 2.2.1, each Hd is free as a left C[h]-module and as a right C[h
∗]-module.
Therefore,Hd is a free left C[h]
W -module as is its summandHde. Under the left action ofW , (Hde)
W = eHde
since, if fe ∈ (Hde)W , then fe = |W |−1
∑
w∈W wfe = efe. But (Hde)
W is a W -module summand of Hde,
while the actions of W and C[h]W commute. Thus Ud = (Hde)
W is a C[h]W -module summand of Hde and
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hence is free. By Corollary 3.13, N(k) ∼= Bk0 ⊗Uc eHc is a projective left Uc+k-module and hence a free left
C[h]W -module.
On the other hand, N(k) is a projective right Hc-module and hence a projective right C[h
∗]-module.
(3) Set X = Hc ⊗C[h∗] C. Clearly X ∈ Oc in the sense of (2.7) and, by (2.2.1), X ∼= C[h] ⊗C CW as left
C[h]∗W -modules. Thus X is a finitely generated free left C[h]-module and so, by [GGOR, Proposition 2.21],
X has a filtration whose factors are standard modules.
By definition, N(k) = eM where M = S˜c+k−1 ◦ · · · ◦ S˜c(X), in the notation of (3.2). By Proposition 3.16
M also has a finite filtration by standard modules and so [GGOR, Proposition 2.21] shows that M is a
finitely generated free module over C[h] and hence over C[h]W . Thus, so is its summand eM .
(4) We first show that N(k) is a finitely generated right module over R = (C[h]W )op ⊗C C[h∗]. By
part (1), Bk0 ⊆ Uc and so N(k) ⊆ eHc. Thus ogrN(k) ⊆ ogrHc = C[h ⊕ h∗] ∗W , which is certainly a
noetherian C[h]W ⊗ C[h∗]-module. Since the ord filtration on N(k) is the one induced from D(hreg) ∗W ,
the actions of C[h]W and C[h∗] on ogrN(k) are the natural ones induced from the actions of those rings on
N(k) ⊂ D(hreg) ∗W . In other words, the given R-module structure of ogrN(k) is the one induced from the
R-module structure of N(k). Since the former module is finitely generated, so is the latter.
Let y1, . . . , yn−1 be the generators of C[h
∗] and let q1, . . . , qn−1 be the fundamental invariants of C[h]
W .
By (2), the {yj} form an r-sequence in N(k), while (3) implies that the {qj} form an r-sequence in the factor
N(k) = N(k)/
∑
N(k)yj as a module over C[h]
W = R/
∑
yjR. Thus Σ = {yℓ, qm : 1 ≤ ℓ,m ≤ n − 1} is a
regular sequence for the right R-module N(k). In particular, if n =
∑
yiR + qjR, then Σ is an r-sequence
for the Rn-module N(k)n. By the Auslander-Buchsbaum formula [Mt, Ex. 4, p.114], N(k)n is therefore free
as a Rn-module.
Finally, consider N(k) = N(k)/
∑
qjN(k). Under the induced h-grading, N(k) is a finitely generated,
graded C[h∗]-module and so corresponds to a C∗-equivariant coherent sheaf on h∗. As a result the locus
where N(k) is not free is a C∗-stable closed subvariety of h∗. If this locus is non-empty it must contain the
unique C∗-fixed point p = (y1, . . . , yn−1) for this expanding C
∗-action. But then (N(k))p would not be free,
contradicting the conclusion of the last paragraph. 
6.12. We next need to understand the graded structure of the modules N(k) and N(k) under the h-grading.
To do this, we express N(0) as a weighted sum of standard modules in the Grothendieck group G0(Uc) and
then to use Proposition 3.16 to write N(k) = Bk0 ⊗ N(0) in a similar manner. This is quite delicate since
there are some subtle shifts involved and we first want to understand these shifts for Bij ⊗∆c(µ).
We will need to work with the following graded version O˜d of Od constructed in [GGOR, Section 2.4]. The
objects M in O˜d are finitely generated Hd-modules on which C[h∗] acts locally nilpotently and which come
equipped with a Z-grading M =
⊕
r∈ZMr such that pMr ⊆ Mr+ℓ for each p ∈ Hd with E-deg(p) = ℓ. The
morphisms are homogeneous Hd-module homomorphisms of degree zero. A graded standard module ∆˜d(µ),
isomorphic to ∆d(µ) as an ungraded module, is given by setting ∆˜d(µ)r = C[h]r⊗µ. By local nilpotence and
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finite generation, each weight space of a module M ∈ O˜d is finite dimensional and so M has a well-defined
Poincare´ series. There is a degree shift functor [1] in O˜d defined by M [1]r = Mr−1. By abuse of notation,
O˜d will also denote the corresponding category of graded Ud-modules.
Lemma. Fix i ≥ j ≥ 0 and µ ∈ Irrep(W ). Give Bij the adjoint h-grading and let Bij ⊗Uc+j e∆˜c+j(µ) have
the grading this induces. Then Bij ⊗Uc+j e∆˜c+j(µ) ∈ O˜c+i and, as elements of that category,
Bij ⊗Uc+j e∆˜c+j(µ) ∼= e∆˜c+i[(i − j)(n(µ)− n(µ
t))].
Proof. Write ∇ = Bij ⊗Uc+j e∆˜c+j(µ) and let degc+u denote the degree function in O˜c+u. By hypothesis,
the graded structure of an element b⊗ v ∈ ∇ is given by deg(b⊗ v) = h-deg(b)+degc+j(v). Proposition 3.16
implies that (as ungraded modules)
(6.12.1) ∇ = Sc+i ◦ · · · ◦ Sc+j+1(e∆c+j(µ)) ∼= e∆c+i(µ).
Thus, under its given grading, ∇ ∈ O˜c+i.
Unfortunately, it is not easy to write the generator e⊗µ of e∆c+i(µ) as an element of ∇ and for this reason
the shift in the grading in (6.12.1) is subtle. In order to understand this we will use the canonical grading
from (3.8) and we write the corresponding degree function as degcan. The advantage of this grading is that
it is simply given by the left multiplication of hc+i. Thus, as (6.12.1) is an isomorphism of left Uc+i-modules
and hence of left C[hc+i]-modules, it is automatically a graded isomorphism under the canonical grading.
Since h∗ has E-degree 1, the canonical grading on ∆d(µ), for any d ∈ C, is a shift of the grading on ∆˜d(µ).
The shift is easy to compute. By definition, the generator 1 ⊗ µ of ∆˜d(µ) has degd(1 ⊗ µ) = 0 whereas, by
Proposition 3.10, the generator 1⊗ µ of ∆d(µ) has
degcan(1⊗ µ) = D(d, µ) = (n− 1)/2 + d(n(µ)− n(µ
t)).
We may therefore regard ∆d(µ) as being in O˜d, in which case
(6.12.2) ∆d(µ) = ∆˜d(µ)[D(d, µ)].
Let b ∈ Bij with h-deg(b) = r and suppose that v ∈ e∆c+j(µ) has degcan(v) = s. Then
hc+i · b⊗ v = (h • b)⊗ v + bhc+j ⊗ v = (h • b)⊗ v + b⊗ hc+jv = (r + s)b⊗ v.
Thus degcan(b ⊗ v) = h-deg(b) + degcan(v). Finally, (6.12.2) implies that
degc+i(b ⊗ v) = degcan(b⊗ v)−D(c+ i, µ) = h-deg(b) + degcan(v)−D(c+ i, µ)
= h-deg(b) + degc+j(v) +D(c+ j, µ)−D(c+ i, µ)
= deg(b ⊗ v) + (j − i)(n(µ)− n(µt)),
as required. 
31
6.13. Given a Z-graded complex vector space M =
⊕
r∈ZMr such that dimCMr is finite for all r then,
as in (4.13), we define the Poincare´ series of M to be p(M, v) =
∑
vr dimCMr. Each N(k) is graded via
the adjoint h action from (6.11), although of course the summands are infinite dimensional. Thus in order
to understand the more detailed structure of N(k) and ogrN(k) we will consider the Poincare´ series of the
factor modules N(k) and N(k).
Proposition. If N(k) as graded via the adjoint h action on N(k), then its Poincare´ series is
(6.13.1) p(N(k), v) =
∑
µ fµ(1)fµ(v
−1)v−k(n(µ)−n(µ
t))[n]v!∏n
i=2(1− v
−i)
.
Proof. We first calculate the Poincare´ series for N(k), and we begin with N(0). As in the proof of
Lemma 6.11(3), X = Hc ⊗C[h∗] C is an object of O˜c, where the grading is the natural one defined by
deg(1 ⊗ 1) = 0. By construction, eX ∼= N(0) and this is a graded isomorphism since the adjoint h-graded
structure of N(0) = Uc/I is simply defined by h-deg(e) = 0. Thus, as elements of the Grothendieck group
G0(O˜c), we can write [X ] =
∑
µ pµ[∆˜c(µ)] for some pµ ∈ Z[v, v
−1]. By (2.2.1) we have a graded isomorphism
X ∼= C[h]⊗CW . Applying (C⊗C[h]−) to the formula [X ] =
∑
µ pµ[∆˜c(µ)] therefore yields CW =
∑
µ pµ[µ].
It follows from (3.9.2) that pµ = fµ(1) and so [N(0) ] =
∑
µ fµ(1)[e∆˜c(µ)]. Combining this formula with
Lemma 6.12 shows that
(6.13.2) [N(k) ] =
∑
µ
fµ(1)v
k(n(µ)−n(µt))[e∆˜c+k(µ)].
The Poincare´ series of N(k) is now easy to compute. First, in the canonical grading, (3.10.1) shows that
p(∆d(µ), v,W ) = v
D(d,µ)
∑
λ fλ(v)[λ⊗ µ]∏n
i=2(1− v
i)
and so p(e∆d(µ), v) = v
D(d,µ) fµ(v)∏n
i=2(1− v
i)
for any d ∈ C. Therefore, (6.12.2) implies that p(e∆˜d(µ), v) = fµ(v)
∏n
i=2(1− v
i)−1 in the graded category
O˜d. Combined with (6.13.2) this shows that
(6.13.3) p(N(k), v) =
∑
µ fµ(1)fµ(v)v
k(n(µ)−n(µt))∏n
i=2(1− v
i)
.
Finally, we calculate the Poincare´ series of N(k). By Lemma 6.11(2,3), an h-homogeneous basis for this
module is given by lifting a homogeneous C-basis from N(k) ⊗C[h∗] C = C ⊗C[h]W N(k). Thus, combining
(6.13.3) with the formulæ p(C[h]W , v) =
∏n
i=2(1− v
i)−1 and p(C[h∗], v) = (1− v−1)n−1 gives
(6.13.4) p(N(k), v) =
∑
µ fµ(1)fµ(v)v
k(n(µ)−n(µt))
(1− v−1)n−1
.
This needs to be adjusted to yield (6.13.1). Set N = n(n− 1)/2. Then Lemma 4.12(1) and (3.9.2) combine
to show that ∑
µ
fµ(1)fµ(v)v
k(n(µ)−n(µt)) =
∑
µ
fµt(1)fµt(v
−1)vk(n(µ)−n(µ
t))
= vN
∑
λ
fλ(1)fλ(v
−1)vk(n(λ
t)−n(λ)).
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Moreover, rearranging (4.13.1) gives
[n]v! =
∏n
i=1(1 − v
i)
(1 − v)n
= vN
∏n
i=1(1− v
−i)
(1− v−1)n
.
Combining these formulæ with (6.13.4) gives (6.13.1). 
6.14. Recall the Euler gradation E-deg on D(hreg) ∗W and its subrings from (2.4). Since e, e− and δ
are homogeneous under this action, each Qc+ℓ+1c+ℓ and hence each Bij and N(k) is also graded under this
action. As in (2.4), this induces a graded structure, again called E-deg, on ogrBij and ogrN(k). Since the
fundamental invariants of C[h]W are E-homogeneous, the E-grading on N(k) descends to gradings on N(k)
and N(k). Similarly, each Auδu and Juδu has an E-grading induced from that on C[h ⊕ h∗] and hence so
does A =
⊕
u≥0 A
uδu.
However, the E-grading on Bk0 and hence on N(k) is not equal to the adjoint h-grading. The problem is
that, in (6.10.1), the adjoint h action does not “see” the element δ. Thus if we wish to relate the Poincare´
series of N(k) to that of Jkδk we need the following slight modification of Proposition 6.13.
Corollary. Let k ≥ 0, set N = n(n− 1)/2 and write K = kN .
(1) If b ∈ Bij for i ≥ j ≥ 0 is homogeneous under the h-grading then it is homogeneous in the E-grading
and E-deg b = (i− j)N + h-deg b.
(2) Under the E-grading, N(k) has Poincare´ series
p(N(k), v) = vK
∑
µ fµ(1)fµ(v
−1)v−k(n(µ)−n(µ
t))[n]v!∏n
i=2(1− v
−i)
.
while N(k) has Poincare series p(N(k), v) = vK
∑
µ fµ(1)fµ(v)v
k(n(µ)−n(µt))∏n
i=2(1− v
i)
.
Proof. (1) If b1 ∈ Bik and b2 ∈ Bkj then h • (b1b2) = (h • b1)b2+b1(h • b2) and [E, b1b2] = [E, b1]b2+b1[E, b2].
By induction, it therefore suffices to prove the result when b = emδe ∈ Bk,k−1 = eHc+kδe, for some k > 0. By
(6.10.1) we see that h • b = e[hc+k,m]δe whereas [E, b] = e[E,m]δe+ em[E, δ]e. By (2.4), [hc+k,m] = [E,m]
and so the two gradings differ by E-deg δ = N .
(2) This follows from part (1) combined with Proposition 6.13, respectively (6.13.3). 
6.15. Fix k ≥ 0 and for notational simplicity write J = eJkδk and N = N(k). The final step in the proof
of Proposition 6.5 is to show that the inclusion Θ : J →֒ ogrN from Lemma 6.9(3) is surjective. In order to
effectively use Corollary 6.14, we do this by lifting Θ to a C[h]W -module map θ : J → N .
The order filtration on D(hreg) ∗W induces a graded structure on ogrD(hreg) ∗W ∼= C[hreg⊕ h∗] ∗W and
hence on ogrN , which we call the order gradation; thus degord(C[h] ∗W ) = 0, while degord h = 1. We will
use the same terminology for the induced grading on the rings A0 = C[h⊕ h∗]W and A and the module J .
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Let Nm = ordmN denote the elements in N of order ≤ m. Similarly, write J =
⊕
m≥0 ogr
m J for the
graded structure of J under the ord gradation and write the induced order filtration as J =
⋃
Jm, for
Jm = ordm J =
⊕
0≤i≤m ogr
i J .
Lemma. There exists an injective map θ : J →֒ N of left C[h]W -modules such that:
(1) θ is a graded homomorphism under the E-gradation and is a filtered homomorphism under the order
filtration.
(2) The associated graded map ogr θ : J → ogrN induced by θ is precisely ogr θ = Θ.
Proof. Trivially, Θ is an E-graded map (by which we always mean a graded map of degree zero), as well as
being graded under the ord gradation. For anym, ogrm J is an E-graded C[h]W -module. By Corollary 4.9(2)
J is a free left C[h]W -module, and hence so is each summand ogrm J . Thus we may pick an E-homogeneous
free basis {ajm} for ogr
m J . Now ajm = Θ(ajm) ∈ ogr
mN = Nm/Nm−1 and the surjection πm : N
m →
Nm/Nm−1 is an E-graded surjection. Thus, for each j,m we can pick an E-homogeneous preimage θ(ajm) ∈
Nm of Θ(ajm).
Define θ to be the C[h]W -module map induced by the map ajm 7→ θ(ajm) on basis elements. Since πm is
a left C[h]W -module map, a straightforward induction on orders of elements ensures that the θ(ajm) ∈ Nm
are a free basis for the module they generate. The other conclusions of the lemma follow automatically from
the construction of θ. 
6.16. As happens with many questions about W -invariants, it is easy to prove that Θ is surjective on hreg.
Given a left C[h]W -module M , we will write M [δ−2] for the localisation C[h]W [δ−2]⊗C[h]W M . Clearly, when
M is a left C[h]-module, M [δ−2] is naturally isomorphic to C[h][δ−1]⊗C[h] M .
Lemma. (1) The inclusion Θ[δ−2] : J [θ−2] →֒ (ogrN )[δ−2] is an equality.
(2) The induced map θ[δ−2] : J [θ−2] → N [δ−2] is an isomorphism. This map is graded under the E-
grading and is a filtered isomorphism under the order filtration, in the sense that θ[δ−2] maps ordn J [δ−2]
isomorphically to ordnN [δ−2] for each n.
Proof. (1) By (2.3.2) Bk,k−1[δ
−2] = eHc+kδ[δ
−2]e = e(D(hreg)∗W )e, for any k ∈ C. Repeated application of
this shows that Bij [δ
−2] = e(D(hreg)∗W )e and hence, by Corollary 3.13, that N [δ−2] = e(D(hreg)∗W )eHc =
e(D(hreg) ∗W ). Since ord(δ2) = 0, we deduce that (ogrN )[δ−2] = e(C[hreg ⊕ h∗] ∗W ). On the other hand,
since δ2k ∈ Jkδk ⊆ C[h ⊕ h∗], certainly J [δ−2] = eC[hreg ⊕ h∗] = e(C[hreg ⊕ h∗] ∗W ). Since Θ is given by
inclusion, Θ[δ−2] is therefore an isomorphism.
(2) By Lemma 6.15, θ and hence θ[δ−2] are graded maps under the E-gradation and filtered under the
order filtration. Since gr(θ[δ−2]) = Θ[δ−2] is an isomorphism, necessarily θ[δ−2] is a filtered isomorphism. 
6.17. Notation. As in (6.15), set J = eJkδk, N = N(k) and write θ(J )m = ordm θ(J ) = θ(J ) ∩ Nm for
all m ≥ 0. We rewrite the C[h]W -basis of θ(J ) constructed in the proof of Lemma 6.15 as {agℓm}, where
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each agℓm is g-homogeneous under the E-gradation and has order exactly ℓ. Since these were induced from
the bases {acℓ} of ogrℓ J , the set {agℓm : ℓ ≤ t} does give a basis of θ(J )t.
By Lemma 6.11(2), N is a free left C[h]W -module and it is certainly graded. Thus, by Theorem A.1, it is
graded-free. We may therefore pick a C[h]W -basis {bgu} of N where, again, each bgu is E-homogeneous of
degree g but of unspecified order. This basis is far from unique and one cannot expect that {bgu : bgu ∈ Nm}
forms a basis of Nm; indeed at this stage we do not even know that Nm is a free C[h]W -module.
6.18. We are now ready to put these observations together to prove the hard part of Proposition 6.5.
Proposition. Fix k ≥ 0 and set J = eJkδk and N = N(k). Then the map θ : J → N is an isomorphism.
Proof. Set m = C[h]W+ and note that N/mN = N(k). On the other hand, in the notation of Corollary 4.13,
J /mJ ∼= Jk[K] is the shift of Jk by deg δk = K = kn(n− 1)/2. By Corollaries 4.13 and 6.14, we therefore
have an equality of Poincare´ series under the E-gradation:
(6.18.1) p(J /mJ , v) = vK
∑
µ fµ(1)fµ(v
−1)v−k(n(µ)−n(µ
t))[n]v!∏n
i=2(1− v
−i)
= p(N/mN , v).
Keep the C[h]W -bases of θ(J ) ∼= J and N described in Notation 6.17. We write a(gℓm) = g whenever
agℓm exists for that choice of g, ℓ,m; thus
∑
gℓm v
a(gℓm) denotes the sum
∑
vg, where one has one copy of
vg for each ℓ,m for which agℓm exists. Define b(gu) analogously. Since the bases {agℓm} and {bgu} induce
C-bases of J /mJ , respectively N(k), (6.18.1) can be reinterpreted as
∑
g,ℓ,m
va(gℓm) = vK
∑
µ fµ(v
−1)fµ(v)v
−k(n(µ)−n(µt))[n]v!∏n
i=2(1 − v
−i)
=
∑
g,u
vb(gu).(6.18.2)
We note that (6.18.2) has several consequences for the a(gℓm) and b(gu).
(†1) For fixed g, there exist only finitely many elements agℓm and bgu. This is because the middle
expression in (6.18.2) is a well-defined series.
(†2) There exists a universal upper bound a(gℓm) ≤ T . This is because the numerator in the middle
expression in (6.18.2) is a finite sum of polynomials. However, there is no universal lower bound.
(†3) For any g0, the number of agℓm with g = g0 equals the number of bgu with g = g0. This is simply
because
∑
va(gℓm) =
∑
vb(gu) and the numbers are finite by (†1).
We aim to adjust the basis {bgu} to be equal to the basis {agℓm}, and we achieve this by a downwards
induction on g. The induction starts since, by (†3), there are no basis elements bgu with g > T .
Let −∞ < G ≤ T and, by induction, suppose that {bgu : u ∈ Z} = {agℓm : ℓ,m ∈ Z} for all g > G.
Suppose that there exists a basis element bGw 6∈ {aGℓm}. By Lemma 6.16(2), θ(J )[δ−2] = N [δ−2] and so
there exists a homogeneous element xm ∈ C[h]W of E-degree m such that xmbGw ∈ θ(J ). Thus we have the
E-homogeneous equation
(6.18.3) xmbGw =
∑
g<G
cgfhagfh +
∑
cGfhaGfh +
∑
g>G
c′gzbgz ,
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where cgfh, c
′
gz ∈ C[h]
W and summation over f, h, z is suppressed. Since θ(J ) ⊆ N , we may write each agfh
as an E-homogeneous sum agfh =
∑
d•buz for some d• = dfghuz ∈ C[h]W and obtain
(6.18.4) xmbGw =
∑
g<G
cgfhd•buz +
∑
cGfhd•buz +
∑
g>G
c′gzbgz.
Both the last two displayed equations are E-homogeneous of E-degree G + m and so, by (6.18.3), each
element cgfh must have E-degree ≥ m. Thus the buz appearing in the first two terms on the right hand side
of (6.18.4) must have E-degree ≤ G. Thus the only appearance of bgz with g > G is in the third sum. Since
the buz are a C[h]
W -basis of N , that third term
∑
g>G c
′
gzbgz is actually zero.
Now consider where the specific term bGw appears on the right hand side of (6.18.4). For g < G, (6.18.3)
implies that E-deg cgfh > m for each f, h and so bGw cannot appear in the first sum. Thus it must appear
nontrivially in some term cGf ′h′d
′bGw in the second sum. In this case, (6.18.3) implies that E-deg cGf ′h′ = m.
Hence d′ ∈ Cr {0} and
aGf ′h′ = d
′bGw +
∑
(uz) 6=(Gw)
d′′uzbuz.
Thus we can replace bGw by aGf ′h′ in our basis for N . By (†3), the sets {aGℓm : ℓ,m ∈ Z} and {bGu : u ∈ Z}
have equal finite cardinality. After a finite number of steps we therefore have {bGu} ⊆ {aGℓm} and hence
{bGu} = {aGℓm}. This completes the inductive step and hence the proof of the lemma. 
We can now pull everything together and prove both Theorem 6.4 and Proposition 6.5.
6.19. Proof of Proposition 6.5. Recall from Lemma 6.9 that Θ : eJkδk → ogrN(k) is the natural
inclusion. On the other hand, for any k ≥ 0, Proposition 6.18 implies that the map θ : eJkδk → N(k) is an
isomorphism. Lemma 6.15(2) therefore implies that grΛN(k) = ogr θ(eJ
kδk) = Θ(eJkδk) = eJkδk. 
6.20. Proof of Theorem 6.4. (1) This is immediate from Corollary 3.13(1) and Lemma 5.5.
(2) Fix i ≥ j ≥ 0. Since c + j still satisfies Hypothesis 6.2, Proposition 6.5 implies that ogrBijeHc+j =
eJ i−jδi−j . Multiplying this identity on the right by e and applying Lemma 6.8 and Corollary 3.13(1) gives
eJ i−jδi−je = ogr(BijeHc+j)e = ogr(BijeHc+je) = ogrBij .
Since δ transforms under W by the sign representation, Lemma 4.4(1) shows that eJ i−jδi−je = eAi−jδi−je.
Combining these observations gives ogrBij = eA
i−jδi−je. Therefore, ogrB =
⊕
ogrBij = eÂe ∼= Â, as
graded vector spaces. In order to ensure that this is an isomorphism of graded Z-algebras we need to check
that the multiplication in ogrB coming from the tensor product multiplication in B is the same as the
natural multiplication in Â. This follows from Lemma 6.7(1).
(3) The equivalences ogr(B)-qgr ≃ A-qgr ≃ Coh(Hilb(n)) follow from (2) combined with (5.3), respectively
Corollary 4.10(1). 
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6.21. Corollary. Assume that c ∈ C satisfies Hypothesis 6.2 and pick i ≥ j ≥ 0. Then, for m ≥ 0, each of
the modules ordmN(i), ogrmN(i), ordmBij and ogr
mBij is free as a left C[h]
W -module.
Proof. By construction and Proposition 6.5, the map Θ : ogrN(i)→ eJ iδi is an isomorphism of ord-graded
modules. Thus ogrmN(i) ∼= ogrm eJ iδi is a free C[h]W -module by Lemma 4.9. By induction on m, it follows
that ordmN(i) is also free. The analogous results for Bij follow by multiplying everything on the right
by e. 
6.22. We end the section by noting that Proposition 6.5 provides an interesting connection between Hc-
modules and the isospectral scheme Xn defined in (4.10). Adjusting to the conventions of this section,
we identify Hilb(n) = Proj A˜, for A˜ =
⊕
Akδk. By construction, the Procesi bundle P = ρ∗OXn from
(4.10) is then just the image in Coh Hilb(n) of the A˜-module
⊕
Jkδk. Thus the next result is an immediate
consequence of Proposition 6.5.
Corollary. Assume that c ∈ C satisfies Hypothesis 6.2. Let eH˜c =
⊕
k≥0 Bk0 ⊗Uc eH˜c be the B-module
associated to the Uc-module eHc and filter each Bk0 ⊗Uc eHc ∼= Bk0eHc by the ord filtration. Set ogr eH˜c =⊕
ogrBk0eHc. Then the sheaf associated to ogr eH˜c in CohHilb(n) is the Procesi bundle P. 
6.23. Just as Theorem 6.4 can be interpreted as saying that Uc provides a noncommutative model for
Hilb(n), so Corollary 6.22 can be interpreted as saying that the algebraHc provides a noncommutative model
for Xn. Here is one aspect of this analogy. It follows from [BKR] and [Ha4] that there is an equivalence
ξ of derived categories between h ⊕ h∗/W and Hilb(n) that is induced by a Fourier-Mukai transform over
P . Now pass to the noncommutative situation, replacing h ⊕ h∗/W , Hilb(n) and P by Hc-mod, B-qgr
and eHc, respectively. Then Corollary 3.13 shows that eHc still induces a derived equivalence between the
two categories. Indeed, it is even a equivalence of categories. The fact that derived equivalences in the
commutative case can become full equivalences in the noncommutative case happens elsewhere and is in
accord with the philosophy behind [GK, Conjecture 1.6] (see [GK, Remark 1.7]).
As will be justified in [GS], Corollary 6.22 therefore “sees” the equivalence ξ and this provides some
intriguing connections between sheaves on Hilb(n) and modules over Hc.
6.24. If one considers Cherednik algebras in characteristic p > 0, where Hc is a finite module over its
centre, then the relationship between Hc and Hilb(n) becomes closer still. For example, [BFG] shows that
there is even a derived equivalence between Hc and an Azumaya algebra over a Frobenius twist of Hilb(n).
Similarly in characteristic zero, symplectic reflection algebras with parameter t = 0 are finite modules over
their centre, and [GSm, Theorem 1.2] shows that there are often derived equivalences between these algebras
and varieties that deform Hilbert schemes.
7. Tensor product filtrations
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7.1. The tensor product decomposition (6.3.2) of the Bij can be used to give a second filtration on that
module by inducing a filtration on Bij from the ord filtration on the tensorands. It turns out that the main
theorem is essentially equivalence to the assertion that the two filtrations are equal. In this short section we
give the details behind this assertion. Analogues of this result also hold for the module N(k) defined in (6.5)
and the module M(k) = Hc+keBk0 = Hc+kδeBk−1,0 defined in (B.1) and so we begin by giving a general
context for all three results.
7.2. For fixed i ≥ j ≥ 0 we are interested in the following tensor product decompositions
(7.2.1) Bij ∼= Q
c+i
c+i−1 ⊗Q
c+i−1
c+i−2 ⊗ · · · ⊗Q
c+j+1
c+j ,
(7.2.2) N(i) ∼= Qc+ic+i−1 ⊗ · · · ⊗Q
c+1
c ⊗ eHc or N(i) ∼= Bi0 ⊗ eHc
and
(7.2.3) M(i) ∼= Hc+iδe⊗Uc+i−1 Bi−1,i−2 ⊗ · · · ⊗Uc+1 B10 or M(i) ∼= Hc+iδe ⊗Uc+i−1 Bi−1,0
where the tensor products are over the appropriate rings Uk. Corresponding to these decompositions we
have the tensor product filtration ten defined by the following convention: Given a module C = C1⊗· · ·⊗Cr,
where each Cj is filtered by the ord filtration, define
(7.2.4) tenn(C) =
{∑
c1 ⊗ · · · ⊗ cr, where cm ∈ ord
ℓ(m)(Cm) with
r∑
m=1
ℓ(m) ≤ n
}
.
As usual, we will write the associated graded module as tgrC =
⊕
tenn C/ tenn−1 C.
Lemma. Assume that c ∈ C satisfies Hypothesis 6.2. Let C denote one of the objects Bij, N(i) or M(i) and
consider the tensor product filtrations induced from one of the tensor product decompositions (7.2.1–7.2.3).
Then ordm C = tenmC, for all m ≥ 0.
Proof. We will prove the result for the decomposition (7.2.1) and the first decomposition in each of (7.2.2)
and (7.2.3). The proof in the remaining cases is left to the reader as it uses essentially the same argument,
although one needs to use the conclusion of the lemma for (7.2.1).
In each of the three cases we are given a decomposition C = C1 ⊗ · · · ⊗ Cr, say with ogrCj = Dj and
ogrC = D. Moreover, by Theorem 6.4, respectively Proposition 6.5 combined with Lemma 6.9, respectively
Proposition B.1 combined with Lemma B.2, there is an equality D1 · · ·Dr = D given by multiplication in
D(hreg) ∗W . Equivalently, the natural multiplication map χ : D1⊗ · · ·⊗Dr → D is surjective. Consider the
graded map χ in more detail. Given elements α¯j ∈ ogrm(j)Dj, with m =
∑
m(j), lift the α¯j to elements
αj ∈ ordm(j)Cj . Then χ is defined by
χ(α¯1 ⊗ · · · ⊗ α¯r) =
(
α1 · · ·αr + ord
m−1 C
)
/ ordm−1 C.
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By the definition of the ten filtration, this says that image of χ is contained in (and indeed equal to)⊕
m
(
tenm C + ordm−1 C
)
/ ordm−1C. But χ is surjective. By induction on m we therefore have ordm C =
tenm C + ordm−1 C = tenmC. 
7.3. The equality of filtrations given by Lemma 7.2 is not merely a formality; indeed the result for Bij is
essentially the same result as Theorem 6.4. To see this, suppose that ogrBij = tgrBij for all i ≥ j ≥ 0.
As Lemma 6.9(2) shows, ogrBℓ+1,ℓ = A
1δ for each ℓ and so, by Lemma 6.7(2), we get a surjection χ from
E = (A1δ)⊗(i−j) onto tgrBij = ogrBij .
The multiplication map φ : E → (A1δ)i−j is surjective and its kernel is the largest torsion A0-submodule
of (A1δ)i−j . On the other hand ogrBij ⊆ eC[h ⊕ h∗]W is a torsion-free A0-module and so ker(φ) ⊆ ker(χ).
Thus ogrBij = E/ker(χ) is a homomorphic image of (A
1δ)i−j . Since (A1δ)i−j is a right ideal of the domain
A0, any proper factor of (A1δ)i−j will be torsion. Thus ker(φ) = ker(χ) and ogrBij ∼= (A1δ)i−j .
7.4. The observation in (7.3) suggests that Lemma 7.2 will only hold for very special decompositions and
this is indeed the case. In essence, Theorem 6.4 says that the identity Bij ∼= Bi,i−1 ⊗ · · · ⊗ Bj+1,j is a
filtered isomorphism. On the other hand, an identity like Hc ∼= Hce⊗Uc eHc from Theorem 3.3 is clearly not
filtered; in writing the element 1 as an element of Hce ⊗ eHc an easy computation shows that one needs to
use commutators of elements from C[h] and C[h∗] and so 1 /∈ ten0(Hc). However, ge = ge · 1 ∈ ten0(Hc) for
any 0 6= g ∈ C[h]W and so σ(ge)σ(1) = 0 in tgrHc. On the other hand, as 1 is a regular element of ogrHc,
no such equation is possible ogrHc. Thus tenHc 6∼= ogrHc.
As a second example, it is easy to check that Lemma 7.2 will fail for M(i) if one introduces one more
tensor product, M(i) ∼= Hc+ie ⊗Uc+i Bi0. Indeed, Lemma B.2 implies that ogrM(1) = C[h ⊕ h
∗]δe. On
the other hand, for the given decomposition Lemmas 6.9 and 6.7 imply that tgrHc is a homomorphic
image of T = ogrHc+1e ⊗Uc+1 ogrQ
c+1
c
∼= C[h ⊕ h∗]e ⊗A0 A
1δe. Clearly the image of T in ogrM(1) is just
C[h⊕h∗]eA1δe = J1δe. By the argument of the second paragraph of (7.3), this is also the image of tgrM(1)
in ogrM(1).
Appendix A. Graded projective modules
A.1. The aim of this appendix is to prove the following graded analogue of a well-know result of Kaplansky
[Ka, Theorem 2], for which we do not know a reference.
Theorem. Let A =
⊕
i≥0 Ai be a connected N-graded k-algebra (thus A0 = k). Let P be a right A-module
that is both graded and projective. Then P is a graded-free A-module in the sense that P has a free basis of
homogeneous elements.
Proof. Throughout this proof all graded maps are graded maps of degree zero. We will write the degree of
a homogeneous element x ∈ P as |x|.
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An observation of Eilenberg [Ei, Section 1] shows that P is graded projective in the sense that there is
a graded isomorphism F ∼= P ⊕ Q, for some A-module Q and graded-free A-module F . We need a minor
variant on this result, so we give the proof. Take a graded surjection φ : F =
⊕
fiA։ P and an ungraded
splitting θ : P → F . If pi = φ(fi), then write θ(pi) = gi + hi, where gi is the homogeneous component of
θ(pi) with |gi| = |pi|. Then check that the map pi 7→ gi also splits φ. This proof also shows that, if P is
countably generated, then we can take F to be a countably generated graded-free module.
The heart of the proof of the theorem is contained in the next two sublemmas.
A.2. Sublemma. Under the hypotheses of the theorem, P is a graded direct sum of countably generated
A-modules.
Proof. The proof of [Ka, Theorem 1] also works in the category of graded modules. 
A.3. Sublemma. Keep the hypotheses of the theorem and assume that P is countably generated. If x ∈ P
then there exists a graded-free direct summand G of P such that x ∈ G.
Proof. By the result of Eilenberg described above, we may pick a graded isomorphism F ∼= P ⊕Q, for some
A-module Q and countably generated graded-free A-module F . Select a homogeneous basis {ui : i ∈ N} for
F such that there is a graded expression x =
∑n
i=1 uiai, with ai ∈ A and n as small as possible.
We first claim that no aj can be written as a left linear combination of the other aℓ. Indeed, suppose
that an =
∑n−1
i=1 riai, for some ri ∈ A. By taking the appropriate component we may assume that each
ri is homogeneous with |ri| = |an| − |ai|. It follows that |unri| = |ui| and hence that u′i = ui + unri is
homogeneous. However
n−1∑
i=1
u′iai =
n−1∑
i=1
uiai + un(
n−1∑
i=1
riai) = x.
This contradicts the minimality of n and proves the claim.
Reorder the basis {uℓ} so that |ui| ≤ |ui+1| for 1 ≤ i ≤ n and write ui = pi + qi, for pi ∈ P , qi ∈ Q, all of
the same degree. Notice that P ∋ x =
∑
uiai =
∑
piai +
∑
qiai and so
∑
qiai ∈ P ∩Q = 0. Hence
(A.3.1) x =
n∑
i=1
uiai =
n∑
i=1
piai
Next write each pi as a homogeneous sum pi =
∑n
j=1 ujcji + ti, where ti ∈
∑
i>n uiA. Then
x =
n∑
i=1
uiai =
∑
piai =
n∑
i,j=1
ujcjiai +
n∑
i=1
tiai.
Since {ui} is a basis,
(A.3.2) aj =
n∑
i=1
cjiai for 1 ≤ j ≤ n.
We claim that cji = 0 for i < j and that |cji| > 0 whenever i > j (and cji 6= 0). Since |ui| ≤ |ui+1|, we
have |ai| ≥ |ai+1| for each i. Also |cji| = |ui| − |uj| for all i, j and so cji = 0 if |ui| < |uj|. Thus both parts
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of the claim are clear when |ui| 6= |uj|; equivalently, when |ai| 6= |aj |. So, suppose that |ai| = |aj |, for some
i 6= j and that cji 6= 0. Then cji ∈ k∗ and so (A.3.2) expresses ai as a left linear combination of the other
aℓ. This contradicts the initial minimality assumption on n and proves the claim. Note that cjj = 1 for all
j, since otherwise (A.3.2) would express aj as a left linear combination of the other aℓ.
The last paragraph implies that C = (cji) is an upper triangular matrix, with units on the diagonal and
so it is invertible. In particular, {p1, . . . , pn} ∪ {un+ℓ : ℓ > 0} is a basis for F . Thus G =
∑n
i=1 piA is a
graded-free direct summand of F contained in P . Thus G is also a graded-free direct summand of P which,
by (A.3.1), contains x. 
A.4. The proof of the theorem follows from the sublemmas by an easy induction. By Sublemma A.2 we may
assume that P is countably generated, say by homogeneous elements zi for i ∈ N. By induction, suppose that
there is a graded decomposition P = Q1⊕· · ·⊕Qn⊕Rn, where each Qi is graded-free and zi ∈ Q1⊕· · ·⊕Qi,
for 1 ≤ i ≤ n. By Sublemma A.3 this does hold when n = 1. Write zn+1 = q + r as a homogeneous sum,
where q ∈
∑
Qj and r ∈ Rn. Since Rn also satisfies the hypotheses of Sublemma A.3, Rn has a graded-free
summand Qn+1 containing r, completing the inductive step. Finally,
P˜ = lim
n→∞
(
Q1 ⊕ · · · ⊕Qn
)
∼=
∞⊕
i=1
Qi
is a graded-free submodule of P that contains each zi. Therefore P = P˜ . 
Appendix B. Another module
B.1. Fix c ∈ C that satisfies Hypothesis 6.2 and an integer k ≥ 0. For applications in [GS] we will need an
analogue of Proposition 6.5 for the left Hc+k-module M(k) = Hc+keBk0 ⊆ D(hreg) ∗W . As before, we filter
M(k) by the induced order filtration ord, so that ogrM(k) ⊆ ogrD(hreg) ∗W = C[hreg⊕ h∗] ∗W. The aim of
this appendix is then to prove:
Proposition. The left Hc+k-module M(k) = Hc+keBk0 satisfies ogrM(k) = J
k−1δke.
Recall that Proposition 6.5 showed that the module N(k) = Bk0⊗ eHc had associated graded ring eJ
kδk.
In a sense, Proposition B.1 is just a left-right analogue of that result and so much of the present proof is
formally very similar to that of Proposition 6.5.
We should first explain why the two results involve different powers of J1. The reason is that one can write
M(k) = Hc+keHc+kδeBk−1,0. By Corollary 3.13 and (3.3.2) the left hand end of this expression collapses to
give M(k) = Hc+kδeBk−1,0. In particular, M(1) = Hc+1δe. A routine computation using Lemmas 6.7 and
6.8 then gives:
B.2. Lemma. ogrM(1) = C[h⊕ h∗]δe while Jk−1δke ⊆ ogrM(k) for all k ≥ 1. 
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It takes considerably more work to show that Jk−1δke actually equals ogrM(k) for k > 1. The proofs of
the first few steps in this argument are very similar to those of Lemmas 6.11, 6.15 and 6.16 in the proof of
Proposition 6.5 and so we will just indicate how to modify the earlier proofs to work here.
B.3. Since M(k) is a (Hc+k, Uc)-bimodule, the embeddings C[h] →֒ Hc+k and C[h∗]W →֒ Uc make M(k)
into a (C[h], C[h∗]W )-bimodule. Let C be the trivial module over either C[h] or C[h∗]W and set M(k) =
C⊗C[h] M(k) and M(k) =M(k)⊗C[h∗]W C.
Lemma. (1) M(k) is free as a left C[h]-module and a right C[h∗]W -module.
(2) M(k) is a finitely generated, free left C[h]-module.
(3) Analogously, M(k) is a finitely generated, free right C[h∗]W -module.
Proof. (1) By Corollary 3.13,M(k) is projective as a left Hc+k-module and as a right Uc-module. By (2.2.1),
Hc+k and hence M(k) is free as a left C[h]-module. Similarly, the argument of Lemma 6.11(2) shows that
Uc and hence M(k) are free right C[h
∗]W -modules.
(2) This is contained in the proof of Lemma 6.11(3).
(3) Mimic the proof of Lemma 6.11(4). 
B.4. Using the conventions from (6.14), each M(k) and Jk−1δke is E-graded. Since C[h]+ is E-graded, the
E-grading on M(k) descends to one on M(k). Similarly, Jk−1δke has the order grading ogr from (6.15).
Write Θ : Jk−1δke →֒ ogrM(k) for the inclusion from Lemma B.2.
Lemma. There exists an injective map θ : Jk−1δke →֒M(k) of left C[h]-modules such that:
(1) θ is an E-graded homomorphism and is a filtered homomorphism under the order filtration.
(2) The associated graded map ogr θ : Jk−1δke→ ogrM(k) induced by θ is precisely ogr θ = Θ.
(3) In the notation of (6.16), the inclusion θ[δ−2] : (Jk−1δke)[δ−2] → M(k)[δ−2] is an isomorphism.
This map is E-graded and is a filtered isomorphism under the order filtration.
Proof. (1,2) As in the proof of Lemma 6.15, one constructs θ by lifting a E-homogeneous basis of the free
C[h]-module ogrn(Jk−1δk)e to a set of E-homogeneous elements in ordnM(k).
(3) This is essentially the same as the proof of Lemma 6.16. 
B.5. By Lemma 6.10, M(k) is graded under the adjoint h-action and, as both copies of C are h-graded
modules, this grading restricts to one on M(k) and M(k). In each case, we call this the h-grading. For the
reasons given in (6.14), this does not equal the E-grading.
Proposition. If M(k) is graded via the adjoint h action, then it has Poincare´ series
p(M(k), v) =
∑
µ fµ(1)fµ(v
−1)v−(k−1)(n(µ)−n(µ
t))∏n
i=2(1− v
−i)
.
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Proof. This is similar to the proof of Proposition 6.13 except that we use the module Y = Hce⊗R C, where
R = eC[h∗]W e, in place of X = Hc⊗C[h∗]C. As in that proposition, Y is an object in O˜c and so we can write
[Y ] =
∑
µ pµ[∆˜c(µ)] for some pµ ∈ Z[v, v
−1]. To calculate the pµ note that, by (2.2.1), Y ∼= C[h]⊗C[h∗]coW .
Applying (C⊗C[h]−) to the equation [Y ] =
∑
pµ[∆˜c(µ)] therefore yields [C[h
∗]coW ] =
∑
µ pµ[µ]. Thus (3.9.1)
implies that pµ = fµ(v
−1) (this is a polynomial in v−1 rather than v since C[h∗] is negatively E-graded) and
so, as an element of G0(O˜c),
(B.5.1) [Y ] =
∑
µ
fµ(v
−1)[∆˜c(µ)].
Now consider M(k), which we can write as Hc+ke ⊗Uc+k Bk0 ⊗Uc eY . By (3.3.2) and Corollary 3.13,
Hc+ke ⊗Uc+k e∆˜c+k(λ)
∼= ∆˜c+k(λ). Thus (B.5.1) and Lemma 6.12 combine to show that
[M(k)] =
∑
µ
fµ(v
−1)vk(n(µ)−n(µ
t)[∆˜c+k(µ)].
As graded vector spaces, ∆˜c+k(µ) ∼= C[h]⊗µ and so p(∆˜c+k(µ), v) = fµ(1)(1−v)−(n−1) by (3.9.2). Therefore,
(B.5.2) p(M(k), v) =
∑
µ fµ(1)fµ(v
−1)vk(n(µ)−n(µ
t)
(1− v)(n−1)
.
By parts (2) and (3) of Lemma B.3, a homogeneous basis for M(k) is given by lifting a homogeneous
C-basis for M(k) ⊗C[h∗]W C = C ⊗C[h] M(k). Thus, combining (B.5.2) with the formulæ p(C[h
∗]W , v) =∏n
i=2(1− v
−i)−1 and p(C[h], v) = (1− v)n−1 gives
(B.5.3) p(M(k), v) =
∑
µ fµ(v
−1)fµ(1)v
k(n(µ)−n(µt))∏n
i=2(1− v
−i)
.
By [Op, Theorem 8] the fake degrees satisfy fµ(v
−1) = fµt(v
−1)vn(µ
t)−n(µ). Combined with (3.9.2) this
implies that
fµ(v
−1)fµ(1)v
k(n(µ)−n(µt)) = fµt(v
−1)fµt(1)v
−(k−1)(n(µt)−n(µ)).
Substituting this into (B.5.3) gives the stated formula for p(M(k), v). 
B.6. As was true for Corollary 6.14, we need to slightly modify Proposition B.5 in order to compute the
Poincare´ series for M(k) under the E-grading.
Corollary. Set K = kn(n − 1)/2 and n = C[h]+. Under the E-grading there is an equality of Poincare´
series
(B.6.1) p(M(k), v) = vK
∑
µ fµ(1)fµ(v
−1)v−(k−1)(n(µ)−n(µ
t))∏n
i=2(1 − v
−i)
= p(Jk−1δk/nJk−1δk, v).
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Proof. Equation 6.10.1 continues to hold if we replace emδe by mδe. Thus the argument of Corollary 6.14(1)
combined with Proposition B.5 and the formula M(k) = Hc+kδeBk−1,0 gives the first equality of (B.6.1).
In order to obtain the second equality in (B.6.1), note that p(Jk−1δk/nJk−1δk, v) = vKp(Jk−1/nJk−1, v).
Set p(v) = p(Jk−1/nJk−1, v) and q(v) = p(Jk−1/mJk−1, v), where m = C[h]W+ The Poincare´ series q(v) has
been computed in Corollary 4.13. Since that series was obtained by specialising the bigraded Poincare´ series
p(Jd, s, t) from Corollary 4.11, it follows immediately that
p(v) =
p(C[h], v)
p(C[h]W , v)
q(v) =
(1− v)n−1∏n
i=2(1− v
i)
q(v) =
q(v)
[n]v!
where the final equality uses (4.13.1). Substituting these observations into Corollary 4.13 gives the second
equality in (B.6.1). 
B.7. Proof of proposition B.1. We first show that the map θ : Jk−1δke → M(k) is an isomorphism
for all k ≥ 1. This is analogue of Proposition 6.18. In that case, a purely formal argument showed that
Proposition 6.18 followed from (6.18.1). The same argument can be used, essentially without change, to
show that the bijectivity of θ follows from (B.6.1).
Combined with Lemma B.4(ii) this says that ogrM(k) = ogr θ(Jk−1δke) = Jk−1δke, as required. 
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Index of Notation
A1, A1, alternating polynomials, (4.3)(4.9)
A =
⊕
Ai, A =
⊕
Ai, (4.3),(4.9)
Â =
⊕
i≥j≥0 A
i−j , (6.4)
B1, the tautological rank n bundle, (4.5)
B =
⊕
Bij for Bij =
∏v−1
a=uQ
a+1
a , (6.3)
canonical grading Wα, (3.8)
d(µ) = {(i, j) ∈ N× N : j < µi+1}, (2.6)
δ =
∏
s∈S
αs, (2.3)
∆c(µ), the standard module, (2.7)
∆̂c(µ), the graded standard module, (6.12)
dominance ordering on Irrep(W ), (2.6)
Dunkl-Cherednik representation θc, (2.3)
E =
∑
xiδi, the Euler operator, (2.4)
E-deg, the Euler grading, (2.4)
e, e−, trivial and sign idempotents, (2.5)
fake degrees fµ, (3.9)
Hc, the rational Cherednik algebra, h, h
∗, (2.1)
hreg, (2.3)
h = hc =
1
2
∑n−1
i=1 xiyi + yixi ∈ Hc, (2.4)
h-deg, the h-grading, (6.11)
Hecke algebra Hq, (2.8)
Hilbert schemes HilbnC2, Hilb(n), (4.2),(4.10)
Iµ, monomial ideal for a partition µ, (4.7)
J1 = C[C2n]A1, J1 = C[h ⊕ h∗]A1, (4.3), (4.9)
Lc(µ), simple factor of ∆c(µ), (2.7)
L1 = OHilbnC2(1), L = OHilb(n)(1), (4.5),(4.10)
Oc, category O for Hc, (2.7)
O˜c, graded category O for Hc, (6.12)
[n]v ! = (1− v)
−n
∏n
i=1(1− v
i), (4.13)
N(k) = Bk0eHc, (6.5)
N(k) = C⊗N(k), N(k) = N(k) ⊗ C, (6.11)
ord, ogr, order filtration and order gradation, (2.3)
P1, P , the rank n! Procesi bundles, (4.5),(4.10)
p(M,v), Poincare´ series, (4.13)
p(V, s, t), bigraded Poincare´ series, (4.8)
p(M,v,W ), W -graded Poincare´ series, (3.10)
qgr, Qgr, quotient categories, (5.2)
Qc+1c = eHc+1e−δ = eHc+1δe, (3.2)
R(n, l) = H0(HilbnC2,P1 ⊗B
l
1), (4.6)
ρ1 : Xn → Hilb
nC2, ρ : Xn → Hilb(n), (4.3),(4.10)
S = ⊕Ji, S = ⊕J i, (4.3),(4.9)
Sq = Sq(n, n), q-Schur algebra, (3.5)
S , the reflections in W , (2.1)
σ(r), the principal symbol of r, (6.7)
sign, the sign representation of W , (2.6)
Specht module Spq(µ), (2.8)
τ : HilbnC2 → C2n/W , (4.2)
τ : Hilb(n)→ h ⊕ h∗/W , (4.10)
triv, the trivial representation of W , (2.6)
Uc = eHce, the spherical subalgebra, (2.5)
U−c = e−Hce−, the anti-spherical subalgebra, (2.5)
W = Sn, the symmetric group, (2.1)
Xn, Xn, isospectral Hilbert schemes, (4.3), (4.10)
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