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We study numerically Majorana fermions (MFs) induced by a charged impurity in topological
superconductors. It is revealed from the relevant Bogoliubov-de Gennes equations that (i) for quasi-
one dimensional systems, a pair of MFs are bounded at the two sides of one charge impurity and
well separated; and (ii) for a two dimensional square lattice, the charged-impurity-induced MFs are
similar to the known pair of vortex-induced MFs, in which one MF is bounded by the impurity while
the other appears at the boundary. Moreover, the corresponding local density of states is explored,
demonstrating that the presence of MF states may be tested experimentally.
PACS numbers: 71.10.Pm, 03.67.Lx, 74.90.+n
I. INTRODUCTION
Topological superconductors have recently attracted
tremendous attention due to their exotic properties and
potential applications [1]. There are a number of can-
didate systems for realizing topological superconductors.
One well-known example is the chiral p + ip supercon-
ductor [2], while its experimental realization is of great
challenge. A more realistic model may be the realized
in the spin-orbital coupled s-wave superconducting sys-
tems, such as the CuxBe2Se3 material [3–6]. Besides,
topological superconductors may also be fabricated in
heterostructure systems including a semiconductor with
the spin-orbital interaction and a conventional s-wave su-
perconductor [7–14]. Another promising candidate is the
topological superfluid which may be also simulated by
cold atom systems, noting that both the s-wave pairing
and spin-orbital coupling have been implemented in cold
atoms [15–19].
As is known, one of the most prominent features of a
topological superconductor lies in that topologically non-
trivial Majorana fermions (MFs) may emerge in the sys-
tem, which is relevant to the non-Abelian statistics and
has potential applications in topological quantum com-
putation [20]. It was indicated that the MFs may exist in
the vortex cores of a chiral p+ip superconductors [2] and
they should obey non-Abelian statistics [21]. Later there
are a number of theoretical proposals for realizing and
probing the MFs in various topological superconducting
systems [22–32]. Although significant experimental ef-
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forts have been made on MFs [9–14, 33], an unambigu-
ous evidence for the MFs and a direct demonstration for
their non-Abelian statistics are still waited.
On the other hand, the impurity effect has been an
important issue in the study of unconventional supercon-
ductivity [34]. For a d-wave superconducting system, one
remarkable result is the existence of the mid-gap bound
state near the impurity site, while such kind of bound
state does not exist for the conventional s-wave supercon-
ductors. For a topological superconducting system, the
existence of the mid-gap state is of great interest and may
be related to the MF modes. Thus the impurity effect
is also of interest, which has been paid attention [35–40].
Different from the impurity effect of a topologically triv-
ial s-wave superconductor, it has been reported that the
in-gap bound states may be induced by a non-magnetic
impurity [35–40]. The mid-gap state exists in the pure
one dimensional system [36], or in the two dimensional
system but considering a typical line-type potential [37].
While generally for the two and three dimensional sys-
tems, the in-gap bound states appear at the finite energy
and no zero-energy states exist near the impurity [37–
39]. As a result, no MFs are actually induced by a single
impurity for two or three dimensional system. Notably,
the previous studies of the single impurity effect focus
merely on the single neutral non-magnetic in-plane im-
purity, in which the impurity term was treated theoreti-
cally as an additional potential on the impurity site. In
contrast to them, we here investigate the effect of an off-
plane charged impurity in a topological superconductor
with the impurity term being simulated by an additional
Coulomb potential, noting that the charge-impurity ef-
fect has intensively been studied for some condensed mat-
ter systems, such as high-Tc superconductors [41] and
graphene layers [42]. More interestingly, we find that the
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FIG. 1: (Color online) Schematical illustration of an off-plane
charged impurity, with d being the distance between the plane
and the impurity.
charge-impurity effect is significantly different from that
of the neutral non-magnetic in-plane impurity, namely,
for a charge-impurity, MFs indeed exist in the topolog-
ical superconducting system. It is revealed that a pair
of MFs are bounded by the charge-impurity. As a re-
sult, one may manipulate the MFs through controlling
the charged impurities, such that they may have poten-
tial applications in topological quantum computation.
The article is organized as follows. In Sec. II, we
introduce the model and work out the formalism. In Sec.
III, we perform numerical calculations and discuss the
obtained results. Finally, we give a brief summary in
Sec. IV.
II. HAMILTONIAN AND FORMALISM
We start from a model Hamiltonian that includes the
spin-orbital coupling, the Zeeman field, the s-wave pair-
ing term, and an additional charged impurity term, which
is given by
H = − ∑i[ψ†i (tσ0 − iλσ1)ψi+xˆ
+ψ†i (tσ0 − iλσ2)ψi+yˆ + h.c.]
+
∑
i ψ
†
i [(Ui − µ)σ0 + hσ3]ψi
+
∑
i(∆iψ
T
i iσ2ψi + h.c.), (1)
where ψi = (ψi↑, ψi↓)
T, σν are the identity (ν = 0) and
Pauli matrix (ν = 1, 2, 3), respectively. λ and h are the
spin-orbital coupling strength and the effective Zeeman
field, respectively. Ui represents the charged impurity
potential.
The above Hamiltonian can be diagonalized by solving
the Bogoliubov-de Gennes (BdG) equations,
∑
j
(
Hij ∆jσ3
∆∗j σ3 −σ2H∗ijσ2
)
Ψηj = Eη Ψ
η
j , (2)
with Ψηj = (u
η
j↑, u
η
j↓, v
η
j↓, v
η
j↑)
T. The site-dependent order
parameter ∆j is calculated self-consistently,
∆j =
V
2
∑
η
uηj↑v
η∗
j↓ tanh(
Eη
2KBT
) (3)
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FIG. 2: (Color online) The renormalized normal state band
dispersion in the momentum space [Eq.(6)].
with V being the pairing strength.
The on-site particle number ni is expressed as,
ni =
∑
ησ
| uηiσ |2 f(Eη), (4)
with f(Eη) is the Fermi distribution function.
The local density of states (LDOS) can be calculated
as
ρi(ω) =
∑
η
[| uηi↑ |2 δ(Eη − ω)+ | vηi↓ |2 δ(Eη + ω)], (5)
where the delta function δ(E) is taken as δ = Γ/[pi(E2+
Γ2)], with the quasiparticle damping Γ = 0.01.
In the present work, we consider an off-plane charged
impurity carrying the negative electric charge −Ze,
as sketched in Fig. 1. A repulsive potential Ui =
U0/
√
(Ri − r0)2 + (d/a)2 is induced by the impurity,
with U0 = Ze
2/(4piε0a) (a is the lattice constant). In
the following calculations, we set Z = 1 and a = 4 A˚.
U0 is estimated to be about 3.6 eV. We use the hopping
constant t to be the energy unit and set U0 = 6. The dis-
tance d plays a key role to control the effective scope of
the Coulomb potential. As d tends to zero, the potential
at r0 approaches to the infinite. In this case, the charge-
impurity is equivalent to a unitary in-plane neutral non-
magnetic impurity [43]. As d increases, the long range
Coulomb interactions take effect. In the present work, we
set d = a for illustration. Generally, the MF modes are
quite robust for larger U0 and d. The numerical calcula-
tions are performed on the quasi-one-dimensional system
with the lattice size 400× 3, and on the two-dimensional
system with the lattice size 48× 48. Note that for both
systems, we have verified numerically that no zero energy
state exists for a single point-type non-magnetic impurity
(not presented here).
The other parameters and the corresponding phase di-
agram in the absence of impurity have already been dis-
cussed in some details [44]. Here they are set as µ = −4,
λ = 0.5, h = 0.6, and V = 5, such that the system is
in the topological superconducting phase. We have also
checked numerically our main results presented below are
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FIG. 3: (Color online) The numerical results for a 400 × 3
lattice. (a) The self-consistent results of the order parameter
∆ and the site-dependent particle number n. (b) The eigen-
values of the Hamiltonian. (c) The spatial distributions of
the two MFs. (d) The intensity plot of the LDOS at the zero
energy.
not sensitive to the parameters in the topological phase
region. To see the origin of the topological feature more
clearly, we transform the bare Hamiltonian into the mo-
mentum space, with the two renormalized normal state
energy bands E±, expressed as,
E± = εk ±
√
h2 + 4λ2(sin2 kx + sin
2 ky). (6)
Here εk = −2t(cos kx + cos ky) − µ. We plot the above
band structure with µ = 0 in Fig. 2. Since these two
bands are both the superposition of the spin up and
spin down electrons. As a result, with an additional s-
wave pairing, the Hamiltonian is equivalent to a two-band
p± ip-pairing superconducting system with the opposite
chirality, which is usually a topologically trivial super-
conductor. On the other hand, as is seen in Fig. 2, the
two energy bands are separated by the Zeeman field with
an energy gap 2h at the (0, 0) point. If we set the chem-
ical potential µ to be inside the gap (e.g., for the case of
µ = −4), then the upper band is unoccupied and only the
lower band takes effect. In this case, the system is topo-
logically nontrivial and equivalent to a one-band p + ip
superconducting system.
III. RESULTS AND DISCUSSION
We now present the numerical results for a quasi-one-
dimensional system. The periodic boundary condition
is considered for both x-direction and y-direction. For
the quasi-one-dimensional lattice, the y-dependence of
the physical quantities is not important. Thus we here
just consider the x-dependent of the physical quantities,
defined as A(x) = 1/Ny
∑
y A(x, y). Fig. 3(a) displays
the self-consistent results of the superconducting gap and
the site-dependent particle number. As is seen, both the
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FIG. 4: (Color online) The numerical results for a 48×48 lat-
tice. (a) The intensity plot of the order parameter. (b) The
intensity plot of the site-dependent particle number. (c) The
two dimensional cuts of the order parameter and the particle
number along x = 24. (d) The eigenvalues of the Hamilto-
nian the presence of a charge-impurity. Inset of (d): The
eigenvalues of the Hamiltonian with the periodic boundary
and without the impurity.
superconducting gap and the on-site particle number are
suppressed to zero near the impurity site. The energy
gap increases and tends to be uniform away from the
impurity. As a result, two gap edges at the sites x =
200± 10 are induced by the charge-impurity. This result
is consistent with the energy band dispersion shown in
Fig. 2. As is seen, the minimum normal state energy is
−4.6. Thus the particle number and the pairing gap will
be suppressed to zero as −µ+Ui > 4.6, which yields the
gap edges about 10 lattice site away from the impurity.
The existence of the gap edge is important for the MFs.
We now demonstrate numerically the existence of the MF
states. The information of the MFs can be obtained by
diagonizing the BdG equations [Eq.(2)]. The eigenval-
ues of the BdG-Hamiltonian are plotted in Fig. 3(b). As
is seen, two zero-energy eigenvalues are revealed by the
numerical results. They are protected by an energy gap
about 0.1. As is known, the two eigenvalues ±E come
from one physical particle, expressed as C and C†, which
are eigenvectors of the BdG Hamiltonian. For the case
of E = 0, one physical particle can be separated as two
MFs. The particle operators of the two MFs can be ob-
tained by γ1 = (C + C
†)/
√
2 and γ2 = i(C
† − C)/√2.
Then the spatial distribution of the MFs γ1,2 can be stud-
ied numerically. As is presented in Fig. 3 (a) and (c), a
pair of MFs are separated by the impurity and locate
near the two gap-edges. This feature of well separated
and localized MFs is rather important for manipulation
of them, which can be controlled by varying the position
and scattering potential of the impurity, having potential
applications in topological quantum computing [20].
The existence of the zero mode can be examined
through the LDOS spectra. The intensity plot of the
4zero energy LDOS at different positions are plotted in
Fig. 3(d). As is seen, there exists a sharp peak at the
sites x = 200± 10. It is clear that the zero-energy LDOS
is qualitatively the same with the spatial distribution of
the two MFs. The zero bias peak of the LDOS can be
tested by scanning tunnelling microscope experiments.
Thus the indication of MFs may be tested experimen-
tally.
Let us turn to present the numerical results of a two-
dimensional lattice with a charge-impurity located at
r0 = (24, 24). The intensity plot of the order parame-
ter magnitude and the on-site particle number with the
open boundary condition are displayed in Figs. 4(a) and
4(b), respectively. Their two-dimensional cuts (along
y = 24) are plotted in Fig. 4(c). As is seen, both the
order parameter magnitude and the particle number are
near zero as | Ri − r0 |< 10. This result is similar to the
case of quasi-one-dimensional system and can be under-
stood through the band structure shown in Fig. 2. As
| Ri − r0 |> 10, the effective on-site potentials cross the
lower energy band, and thus the on-site particle number
and the gap magnitude increase. As a result, the gap-
edges at the sites | Ri − r0 |= 10 form. An edge state
should exist and the MFs may exist near the gap-edges.
The eigenvalues of the two-dimensional Hamiltonian is
plotted in Fig. 4(d). We also plot the eigenvalues for the
case of the uniform pairing states with periodic boundary
in the inset of Fig. 4(d). For the two-dimensional lattice
in the presence of the boundaries, it is expected that an
edge state crossing the zero energy should exist. In the
uniform superconducting state, an energy gap about 0.2
is seen clearly. In the presence of a charge-impurity, as
seen in Fig. 4(d), the edge state crossing the zero energy
exists, protected by a bulk energy gap about 0.2. Two
zero-energy eigenvalues can be seen clearly, related to the
MF modes near the gap edges.
Similar to the case of the quasi-one-dimensional lat-
tice, the two MFs can be studied numerically from the
eigenvectors of the zero eigenvalues. The numerical re-
sults of the spatial distribution of the two MF states are
presented in Figs. 5(a) and 5(b). We also plotted the
zero energy LDOS in Fig. 5(c) to disclose possible exper-
imental observation for the existence and distribution of
the zero mode. Their two dimensional cuts along the line
y = 24 are plotted in Fig. 5(d).
As is shown in Figs. 5(a) and 5(b), the two well sep-
arated MFs are identified numerically. The spatial dis-
tribution of γ1 forms a circle with the radius about 10
lattice sizes. Thus it appears near the superconductor-
insulator boundary. Another MF γ2 appears at the sys-
tem boundary. These results are qualitatively the same
as those in the case of the vortex-induced MFs in topolog-
ical superconductors [2]. In this sense, here the charge-
impurity may be viewed as an artificially created vor-
tex. One may manipulate the MFs through controlling
the charge-impurity. Similar to the case of the quasi-one-
dimensional lattice, the zero-mode can be detected exper-
imentally through the zero-energy LDOS. The intensity
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FIG. 5: (Color online) The numerical results for the 48 × 48
lattice. (a) The spatial distribution of γ1. (b) The spatial
distribution of γ2. (c) The intensity plot of the zero energy
LDOS. (d) The two dimensional cults of panels (a-c) along
y = 24.
plot of the zero-energy LDOS is displayed in Fig. 5(d).
Here the spectrum is qualitatively consistent with the
distributions of the two MF states. As a result, a sig-
nature of MFs may also be obtained through the LDOS
spectra for the two-dimensional lattice system.
Finally, we would like to remark the significances of the
present work. First, we here propose an effective tool to
realize the MFs subject to an off-plane charge-impurity.
The MFs are bounded by the impurity. Technically they
may be well controlled through operating the impurities.
Secondly, the two MFs are well separated in space and
there is nearly no overlap. This is different from the case
of the MF states induced by a harmonic potential [31].
Actually, the harmonic potential increases and tends to
be infinite far away from the trapping center. Thus the
superconducting region will only exist in a small region.
Thus the two MFs subject to a harmonic potential are
close in space. As a result, the two MFs should over-
lap in space. On the other hand, for the MFs induced
by the Coulomb interaction, the potential tends to zero
far away from the impurity center. For the large sys-
tem size, the two MFs are sufficiently separated. This
feature is of importance and may merit further applica-
tion in topological quantum computation. Thirdly, for
the two-dimensional lattice, the property of the MFs is
qualitatively similar to that of the vortex-bounded MFs.
Therefore, the non-Abelian statistics feature may be seen
more easily in experiments as the charge-impurities can
be well-controlled, which is of fundamental interest. At
last, it is worthwhile pointing out that there exists an-
other significant difference between the present work and
the previous one on the MFs induced by a harmonic po-
tential [31]. In Ref. [31], the numerical calculation is
based on a typical model considering a spin-dependent
hopping term, which was proposed to be realized in cold
atom systems. While here our numerical calculations and
main results are based on a standard model of topologi-
5cal superconductors. They may be generalized to other
topological superconducting systems, e.g., the p+ ip su-
perconducting systems or the semiconductor nonowire/s-
wave superconductor heterostructure system.
IV. SUMMARY
In summary, we have studied numerically the effect of
an off-plane charged impurity in topological supercon-
ductors. We have revealed that the MFs can be induced
by the impurity. For a quasi-one dimensional system, a
pair of MFs locate at the two sides of the impurity, while
for a two dimensional system, one MF is bounded by the
impurity and the other appears at the boundary of the
system. The LDOS spectra have also been calculated,
based on which a clear indication of the MFs may be
observed experimentally.
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