Abstract. Given a star-shaped domain K ⊆ R d , n vectors v 1 , . . . , v n ∈ R d , a number R > 0, and i.i.d. random variables η 1 , . . . , η n , we study the geometric and arithmetic structure of the set of vectors V = {v 1 , . . . , v n } under the assumption that the small ball probability
1. Introduction
Background. A body K ⊆ R
d is said to be a star-shaped domain if for every x ∈ K, tx ∈ K for every t ∈ [0, 1]. In this note, K will always assumed to be compact. Given a random vector X in R d and R > 0, define the small-ball probability
(1.1)
In particular, if V = {v 1 , . . . , v n } ⊆ R d is a set of n fixed vectors, η 1 , . . . , η n are i.i.d. random variables, then one can consider the following random vector,
(1.
2)
It is known that the asymptotic behaviour of ρ We refer the reader to [Erd45, FF88, NV11, NV13, RV08, TV09, TV10, TV12] to name just a few, where this type of questions is discussed, as well as some interesting applications. In particular, we refer the reader to [NV11] , which includes some enlightening remarks and examples of the relation between the behaviour of ρ B d 2 R (X V ) and and the structure of V , as well as to [NV13] , which gives a broad introduction to the topic.
In the results of [NV11, TV12] , one always assumes that the norm on R d is the Euclidean norm. One of the key technical tools in the proofs is Esseen type estimates, which relate the small ball probability to the behaviour of the characteristic function of X V . See for example [Ess66] and [TV06,  says that for every ε > 0,
In (1.3) and in what follows, C denotes an absolute constant. In [FGG14] , based on previous work from [FG11] , an Esseen type estimate was obtained for a general quasi-norm. If K ⊆ R d is a centrally symmetric star-shaped domain in R d , then the functional
is a quasi-norm, that is, · K behaves like a norm, with the only exception that instead of the triangle inequality, there exists a number C K ≥ 1 such that for every x, y ∈ R d ,
The case C K = 1 corresponds to the case when · K is a norm and K is convex. If we omit the assumption that K is centrally symmetric then we do not have x K = − x K . In this note we do not need to assume that K is centrally symmetric. The following Esseen type estimate was shown in [FGG14] .
where we deonte 
where in ( * ) we used the fact the η j 's are independent. Inequality (1.5), as well as inequality (1.3), imply that there is a relation between the behaviour of ρ K R (X V ) and the arithmetic behaviour of the vector X V . Note also that (1.6) implies that it is natural to consider random variables η j 's that satisfy some anti-concentration property. See Section 2.1 and Section 2.2, and in particular the anti-concentration conditions (2.2) and (2.7). Therefore, given (1.5) and (1.6), it is natural to consider the following type of problems, also known as Inverse Littlewood-Offord Problems:
Clearly, the term 'large' should be formulated quantitatively, and the term 'well-structured' can have different meanings. In this note, we discuss two ways to obtain 'well-structured' sets. One way is to consider sets whose elements are all found near a given subspace of R d (again, the term 'near' can be made precise). In Section 2.1, we show that if ρ K R (X V ) does not decay too fast as n → ∞, then many of the vectors in the set {v 1 . . . , v n } ⊆ R d are 'wellconcentrated' around a given hyperplane. See Section 2.1 for the exact formulation. Then, in Section 2.2, we show that if ρ K R (X V ) does not decay too fast, then the set {v 1 , . . . , v n } ⊆ R d can be approximated with a set which has some arithmetic structure. See Section 2.2 for the exact definitions and formulation. Finally, Section 3 and Section 4 are dedicated to the proofs of the main theorems.
One point which is worth emphasising is the following. In the study of many asymptotic problems, including the ones discussed in [NV11, TV12] , one is primarily interested in the asymptotic behaviour as n → ∞. In particular, since all norms in R d are equivalent, any Euclidean result trivially yields a result for a general norm. For a quasi-norm, trivial bounds can also be easily obtained. For a quasi-norm, trivial bounds can also be deduced from the Euclidean results. The main purpose of this note is to obtain an estimate which is better than these trivial conclusions and to extend the results of [NV11, TV12] to a non-Euclidean setting. See Section 2.3, for a comparison of the previously obtained results with the results of this note.
Notations. For a star-shaped body K ⊆ R d , we let · K be defined as in (1.4). In the special case of the ℓ
(1.7)
Note that if p ≥ 1, (1.7) gives a norm and for p ≤ 1, (1.7) gives a quasi-norm with
and also 1
Note that since we have 1
it follows that for every
In this note, C always denotes an absolute constant. If an implied constant depends on a parameter, say γ, we write C(γ). Also, if F is a finite set and k is a positive integer, denote
If α is a real number which is not an integer, then αF denotes the dilation of F , that is αF = α x x ∈ F . |F | denotes the cardinality of any finite set F . where T = R/πZ. As mentioned above, from (1.6) it is natural to assume some bound on E exp i η j v j , ξ . For the first theorem, we will use the following condition. There exists a number c η > 0 such that for every a ∈ R, we have
Condition (2.2) can be thought of as an anti-concentration assumption. Note that, for example, symmetric Bernoulli random variables satisfy (2.2), since in this case we have
The main tool in the proof of Theorem 2.1 is the following proposition.
Proposition 2.1. Let k ≤ n be integers. Let V = {v 1 , . . . , v n } ⊆ R d be a set of fixed vectors. Assume that η 1 , . . . , η n are i.i.d. random variables that satisfy (2.2). Assume also that for every hyperplane H ⊆ R d , there exists at least n − k vectors satisfying dist 2 (v j , H) ≥ R. Then
The main result of this section is the following.
In particular, using (1.10), we have
Theorem 2.1 implies the following.
Corollary 2.1. Let A > 0 be a positive constant. Assume that for all n sufficiently large, we have ρ
Then there exist at least n − k vectors in V satisfying
and k satisfies
Remark 2.1. The Euclidean case of Theorem 2.1 is a key ingredient in the proof of the main theorem of [TV12] . More specifically, assuming that the η j 's are Bernoulli random variables and defining
the authors prove that
where S(n, m) is the sum of the m largest binomial coefficients n ·
. Here the error term tends to 0 as n → ∞. The authors also show that if R is sufficiently close to an integer, then the error term in (2.6) can be removed. This problem had previously been studies in the one-dimensional case in [Erd45] and in the multi-dimensional case in [FF88] (again with the Euclidean norm). Similarly to (2.5), one could define
and ask whether an estimate similar to (2.6) could be obtained in some non-Euclidean setting. However, the proof of (2.6) in [TV12] makes heavy use of the rotation invariance of the Euclidean norm, and therefore it is not clear how (2.6) could be generalised.
Approximate arithmetic progression.
We begin with the following definition.
Definition 2.1 (General arithmetic progression, GAP). A set Q ⊆ R d is said to be general arithmetic progression (GAP), if there exist integers r, L 1 , . . . , L r and vectors g 1 , . . . , g r ∈ R d such that Q can be written in the following way.
The number r is said to be the rank of Q, and is deonted by rank(Q). Q is said to be proper if we have
Finally, the vectors g 1 , . . . , g r ∈ R d are said to be generators of Q.
Remark 2.2. For every GAP, we have |Q| ≤ r j=1 L j . A GAP which is proper is a GAP in which no cancellation between the generators occurs.
A set which is GAP clearly has an additive structure. Hence, in the context of LittlewoodOfford problem, one could expect that if ρ K R (X V ) does not decay too fast as n → ∞, then V should have additive structure, which is given by Definition 2.1. This problem has been studied in [NV11] . Here we consider the non-Euclidean setting.
As in Theorem 2.1, we need some anti-concentration condition to assure that we get efficient bounds in (1.5). Here we use the following: that if η 1 , η 2 are independent copies of a random variable η, then there exists a number C η > 0 such that
Note that Bernoulli variables satisfy (2.7), for example with C η = 2. We can now state the second main result of this note.
Theorem 2.2. Fix absolute positive real numbers A and ε. Let K be a star-shaped domain in R d , and let η 1 , . . . , η n be i.i.d. random variables that satisfy (2.7). Assume that
Let n ′ ∈ [n ε , n] be a positive integer, and assume that n is sufficiently large compared to d, A, ε and κ(K). Then there exists a GAP Q ⊆ R d , a positive integer k satisfying
and a number α which depends only on the constant C η from (2.7), such that (1) Q has small rank and cardinality:
(3) Q has full dimension: There exists C ′ ≤ Cdα such that
(4) The generators of Q have bounded K quasi-norm:
Remark 2.3. Note that when K is not convex, that is, when · K is a quasi-norm but not a norm, we have C K > 1, in which case (2.8) does not give a sublinear bound (in n) on the norm.
2.3.
Comparing previous and new results. As discussed in Section 1.1, the main purpose of this note is to show that in some cases, one can obtain estimates which are better than estimates which are trivially obtained from using the results in the Euclidean setting. This is true for both Theorem 2.1 and for Theorem 2.2. Recall that by (1.8) and (1.9), we have that 1
If, in addition, we use the fact that · K (1.10)
≤ ω 2 (K)| · | 2 , we can use the Euclidean version of Theorem 2.1 to conclude that
(2.10)
If, for example, we assume that K is convex, that is, · K is a norm, then by taking a linear transformation of K, we may assume that the Euclidean unit ball is the ellipsoid of maximal volume contained in K, in which case
2 , see for example [Bal97] . This implies that we have ω 2 (K) = 1 and
Thus, in general, (2.10) can be a worse bound than (2.4).
Similarly, by using the Euclidean version of Theorem 2.2, if we assume that ρ
Then using the Euclidean version of the theorem gives an approximating GAP, but in this case, by Part 2 and the fact that
where v ∈ V and q ∈ Q. Again, we have that · K (1.10)
≤ ω 2 (K)| · | 2 , which means that the approximation in the K norm is of order
. On the other hand, the approximation obtained from directly using Theorem 2.2, is of order 
Therefore, in order to find good bounds on ρ K R (V ), one possible approach would be to study the behaviour of κ(tK), where t > 0. Note that in the case K is convex, that is, when · K is a norm, the results of [CEFM04] imply that κ(tK) = 2 π t e ϕ K (t) , where ϕ K is convex. However, in general we do not seem to have enough information about ϕ K to obtain meaningful results. Also, it could be of interest to study bodies for which κ(K) is a constant, that is, does not depend on d. By (1.5), this would again yield good bounds on ρ
3. Proof of Proposition 2.1 and Theorem 2.1
We begin with the following lemma, which is a simple variant of a result that appeared in [TV12] .
Lemma 3.1. Let λ > 0 and w = 0. Then for every α ∈ R, we have
Proof. Since by definition (2.1), for every real number w we have w T = − w T , we may assume without loss of generality that w > 0. Using the change of variables t = ξw + α and the fact that w > 0, we get
Let N = ⌊w⌋ + 1. Then w ≤ N ≤ w + 1, and so we have
Plugging (3.2) into (3.1),
Consider first the integral
This integral is trivially bounded by π. Also,
Altogether, we get
Since the function ·
2
T is π-periodic, it follows that for every α ∈ R,
Plugging (3.5) into (3.3), we get
Since · T is π-periodic, we also have for every s ∈ Z,
Hence,
which completes the proof.
We are now in a position to prove Proposition 2.1.
Proof of Proposition 2.1. By (1.6) and (2.2), we have
Assume first that k = dℓ, ℓ ∈ N. The general case will be considered at the end of the proof. Let v 0,1 , . . . , v 0,ℓ be ℓ elements of V , and set V (1) = V \ {v 0,1 , . . . , v 0,ℓ }. Then, we can write
It follows from Hölder's inequality that if f 1 , . . . , f ℓ are positive functions, then
In particular, there exists j 0 ∈ {1, . . . , ℓ} such that
Therefore, applying Hölder's inequality to the right side of (3.7), we conclude that there exists an index j 0 ∈ {1, . . . , ℓ} such that
Plugging (3.8) into (3.7) gives 
Now, set w 2 = v 1,j 1 , and repeat this procedure d − 1 times, eventually obtaining for all 1 ≤ j ≤ d, and V (d) is a subset of V with at least n − k vectors. Note also that we can choose w 1 such that |w 1 | 2 ≥ R. In addition, the following trivial bound holds,
Thus, we have 
Note that (3.9) implies that
(3.13) Thus, we have
where in ( * ) we used the induction hypothesis. Combining (3.6), (3.10) and (3.14) gives that when k = dℓ,
In general, assume that d(ℓ − 1) ≤ k ≤ dℓ. Then we know that there are at least n − dℓ vectors which satisfy dist 2 (v j , H) ≥ R for every hyperplane H ⊆ R d . In such case, since ℓ ≥ k/d we have
which completes the proof. Now with Proposition 2.1 in hand, we can prove Theorem 2.1.
Proof of Theorem 2.1. By (1.5), we have
where
In particular, by the assumptions on the set V , we know that for at least n−k vectors v ′ j ∈ V R , we have dist 2 (v ′ j , H) ≥ 1. Hence, using Proposition 2.1 with R = 1, we have
, which completes the proof.
Proof of Theorem 2.2
Recall again that by (1.5), we have
For a random variable η and a real number a, define
where η 1 and η 2 are independent copies of η, and · T is as defined in (2.1). The constant 2 π is simply a normalisation constant which makes some of the computations simpler. Now, it is easy to show that we have
Hence, (1.5) implies in fact that we have
The first step in the proof of Theorem 2.2 is to find a large subset of R d on which the sum
η is relatively small. Such a set should then have some arithmetic structure. The proof is similar to [NV11] and we present it for the sake of completeness, while making the required modifications.
Proposition 4.1. Assume that A > 0 is an absolute constant, and assume that for every n sufficiently large, we have ρ
Then there exists a positive integer m satisfying
such that for any sufficiently large integer N, there exists a finite set
and if we let V R = {R −1 v 1 , . . . , R −1 v n }, then there exists a real number α which depends only on C η such that the set S satisfies
Proof. First, notice that we have ρ
where we used the fact the a normal distribution has a subgaussian tail. In particular, assuming that n ≥ κ(K) −1/A , and choosing M to be
it follows that
Thus, combining (4.3) and (4.4), we have
For m ∈ {0, 1, . . . , M}, define
Then (4.5) implies that 
where we recall that for
Since · η satisfies the triangle inequality, we have
where in ( * ) we used the fact that ξ 1 , ξ 2 ∈ T m . Now, we have ξ 1 − ξ 2 ∈ B d 2 . Also, we have
(4.7)
Hence, defining
it follows that we have 
Next, for a given positive integer N, let B 0 be the discrete box
Consider all the boxes x + B 0 with x ∈ [0, 1/N]. Since
it follows that there exists x 0 ∈ R d and a positive integer N, such that
We have,
This means that there exists a subset
Hence, we have
By combining (4.10) with (4.1), it follows that
Therefore, combining (4.11) and (4.12), we have
Fix ε ∈ (0, 1). Let n ′ be an integer between n ε and n. Let S ⊆ R d be the set from Proposition 4.1. Say that a vector v ∈ V R is said to be bad if
Let V ′ R denote all the vectors in V R which are not bad. It follows that |V
and k is a positive integer, then we denote
Lemma 4.1. Let n ′ ∈ [n ε , n] and choose
If N is sufficiently large, then
By definition of vectors which are not bad, we have
Since · T satisfies the triangle inequality, for any
Since for any real number a, cos(2a
Note that if x ∞ ≤ π/256d and s ∞ ≤ 2, then cos 2 x, s ≥ 1/2 and sin 2 x, s ≤ 1/12. Thus, for any x with x ∞ ≤ π/256d, s∈S cos 2 s, αw + x = s∈S cos 2 s, αw cos 2 s, x − s∈S sin 2 s, αw sin 2 s, x
On the other hand, we have
and so
Now, let N be large enough so that Proposition 4.1 holds. The result now follows from homogeneity of µ d and Proposition 4.1.
Remark 4.1. Since k = n ′ 64π 2 m , using the estimate on m from Proposition 4.1 it follows that
The remaining main tools in the proof of Theorem 2.2 the are the following.
Theorem 4.1 ([NV11]).
Assume that X is a discrete subset of a torsion free group. Assume that there exists an integer k such that |kX| ≤ k γ |X| for some positive number γ. Then there exists a proper GAP Q with rank rank(Q) ≤ Cγ and cardinality |Q| ≤ C(γ) k −rank(Q) |kX|, such that X ⊆ Q.
We are now in a position to prove Theorem 2.2. 
Then Q has the same rank and cardinality of Q ′ . This completes the proof of Part 1. Proof of Part 2. By (4.14) and the fact that 
