Abstract. In this article we explicitly determine the structure of the Weierstrass semigroups H(P ) for any point P of the Suzuki curve S q . As the point P varies, exactly two possibilities arise for H(P ): one for the F q -rational points (already known in the literature), and one for all remaining points. For this last case a minimal set of generators of H(P ) is also provided. As an application, we construct dual one-point codes from an F q 4 \ F q -point whose parameters are better in some cases than the ones constructed in a similar way from an F q -rational point.
Introduction
Let X be a nonsingular, projective algebraic curve of genus g defined over a field F. Let P be a point of X . The Weierstrass semigroup H(P ) at P is defined as the set of integers k such that there exists a function on X having pole divisor exactly kP . It is clear that H(P ) is a subset of natural numbers N = {0, 1, 2, . . .}. By the Weierstrass gap Theorem [14, Theorem 1.6.8] , the set G(P ) := N \ H(P ) contains exactly g elements called gaps. The structure of H(P ) depends on the choice of P . However, it is well known that H(P ) is the same for all but a finite number of points P , namely the Weierstrass points of X . On one hand, such points are of intrinsic interest, for example in Stöhr-Voloch Theory [15] . On the other hand, in the finite fields setting, the parameters of algebraic-geometric (AG) codes constructed from X rely on the inner structure of the semigroup H(P ); see e.g. [16] .
In this context, maximal curves, that is algebraic curves defined over a finite field F = F q having as many rational points as possible according to the Hasse-Weil bound, have been widely investigated. More precisely, an algebraic curve X of genus g and defined over F q is said to be an F q -maximal curve if it has q + 1 + 2g √ q points defined over F q . Clearly, this can only be the case if either the cardinality q of the finite field is a square or g = 0.
Among maximal curves, the most studied are the so called Deligne-Lusztig curves [3] , that is, the Hermitian curve, the Ree curve in characteristic 3, and the Suzuki curve
with q = 2q 2 0 , q 0 = 2 h , h ≥ 0.
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Other examples of maximal curves are the GK curve [7] , the GGS curve [5] , the Klein quartic when √ q ≡ 6 (mod 7) [12] , the BM curve [1] , together with their quotient curves.
Maximal curves often have large automorphism groups which in many cases can be inherited by the AG code itself: this can bring good performances in encoding [11] and decoding [8] .
In this paper we focus on Weierstrass semigroups at points P of the Suzuki curve S q . In particular, we consider the case P ∈ S q (F q 4 ) \ S q (F q ); that is, P ∈ S q is F q 4 -rational but not F q -rational. Since it is well known that the set of Weierstrass points of S q coincides with S q (F q ) (see Lemma 2.3) , and H(P ) is known for P ∈ S q (F q ) (see Lemma 2.2), our assumption P ∈ S q (F q 4 ) \ S q (F q ) is not restrictive. Together with [13, Lemma 3.1] , our result provides the Weierstrass semigroup at every point of the Suzuki curve. Our main result is the following.
Theorem 1.1. Let P ∈ S q \ S q (F q ). The set
is a minimal set of generators for H(P ).
It is worth pointing out that, unlike the case P ∈ S q (F q ), the structure of H(P ) with P ∈ S q \ S q (F q ) is quite complicated. For instance, the number of generator is far more large, as can be seen comparing Lemma 2.2 and Theorem 1.1.
In the last section we provide examples of dual one-point codes arising from the curve S q and a point P ∈ S q (F q 4 ) \ S q (F q ). We compare such codes with the ones obtained using a point P ′ ∈ S q (F q ): in some cases improvements on the parameters can be obtained.
Preliminary results
Through this section and in the rest of the paper we will use the following notation. Let q 0 = 2 s , where s ≥ 1, and q = 2q 2 0 . Let us denote the finite field with q elements and its algebraic closure by F q and K respectively. The Suzuki curve S q is given by the affine model
The function field of S q over K is denoted by K(S q ). The curve S q is F q 4 -maximal of genus g(S q ) = q 0 (q − 1). It has a unique singular point, namely its unique point at infinity P ∞ , which is a q 0 -fold point and the centre of just one branch of S q . The automorphism group Aut(S q ) of S q over K is isomorphic to the simple Suzuki group 2 B 2 (q) = Sz(q) and it acts on S q (F q ) as Sz(q) on the Suzuki-Tits ovoid in PG(3, q). The curve S q is F q -optimal and its number of F q -rational points is |S q (F q )| = q 2 + 1. For more details on the main properties of S q we refer the readers to [4, 6] , and [9, Section 12.2].
Lemma 2.1. [9, Example 9.80] Let P 0 ∈ S q (F q ) and P ∈ S q . Then the following linear equivalence holds:
where Φ denotes the F q -Frobenius endomorphism. Then for every P ∈ S q there exists an element f P ∈ K(S q ) with principal divisor
The Weierstrass semigroup at every F q -rational point of S q is known, as stated in the following lemma. 
The following lemma describes the structure of the set of Weierstrass points of S q . As a direct consequence of Lemmas 2.3 and 2.2, in order to compute the Weierstrass semigroup at every point of S q , it is not reductive to consider a point P ∈ S q (F q 4 ) \ S q (F q ). 3. The Weierstrass semigroup at every point P ∈ S q \ S q (F q )
As recalled in Lemma 2.2, the structure of H(P ) is known if P ∈ S q (F q ). Also, due to Lemma 2.3, it is not reductive to consider P ∈ S q (F q 4 ) \ S q (F q ). For this reason, for the rest of this section, P will always stand for an F q 4 -rational point of S q which is not F q -rational. Clearly P is an affine point of S q , say P = (a, b) with a, b ∈ F q 4 \ F q . In order to prove Theorem 1.1, we divide our investigation in three steps.
3.1. The construction.
Let Φ i (P ) = (a q i , b q i ) with i = 2, 3 denote the i-th image of P with respect to the
Note that since P = P ∞ , P is a simple point of S q and the tangent line to S q at P is
From Bezout's Theorem, the intersection of S q and T P is a set of q + q 0 points (counted with multiplicity) containing both P and Φ(P ). The intersection multiplicity of T P and S q at P is q 0 while it is equal to 1 at every other point of intersection. In fact, since T P does not contain P ∞ , all the other points Q of intersection are simple points of S q and T P is not the tangent line of S q at Q. Hence,
where E is the effective divisor of degree q − 1 whose support consists on the remaining q − 1 intersection points of S q and t P .
For non-negative integers h, i, j, k, and ℓ we consider the following function
In what follows, we select suitable functions of type (3.6) to obtain elements in H(P ).
where
Proof. Let i be a non-negative integer and θ h,i,j,k,ℓ be as in (3.6), with ℓ, k, j, h, m j,k,ℓ as in (3.7) and (3.8). Then, from (3.1), (3.2), (3.3), (3.4), and (3.5) one gets
Hence, to prove that n h,j,k,ℓ ∈ H(P ) for each (h, j, k, ℓ) satisfying (3.8), it is sufficient to show that P is the unique pole of θ h,i,j,k,ℓ for some non-negative integer i. Since the divisor ℓE ≥ 0 and i + 2jq 0 + kq ≥ 0, this is equivalent to show that the following system of inequalities (3.10)
is satisfied for some non-negative integer i. The first inequality is equivalent to i ≥ h/q 0 − (ℓ + k)/q, while the second is equivalent to
This means that the first inequality in (3.10) implies the second one.
The third inequality is equivalent to i(q + 2q 0 + 1)
and, since i must be an integer,
Finally, the fourth inequality in (3.10) is equivalent to
First, we show that the above condition on h holds for any (h, j, k, ℓ) satisfying (3.8).
Note that max{1, m j,k,ℓ } = 1 if and only if
Consider now the case j + k + ℓ ≥ 1. We have that
and hence
which yields
2q 0 and shows that the fourth inequality in (3.10) is satisfied for any (h, j, k, ℓ) satisfying (3.8).
Summing up, we only have to show that there exists at least one non-negative integer i with
Since k + j + ℓ ≤ max{1, m j,k,ℓ } ≤ h, the integer h − k − j − ℓ is non-negative and therefore it is enough to show that
As h ≥ m j,k,ℓ , the claim follows.
We now construct a second family of nongaps at P which we will prove to be disjoint from F 1 .
Proof. Letĩ ≥ 0,h ∈ {q 0 + 1, . . . , 2q 0 }, and
Then from (3.1), (3.2), (3.3), and (3.4) follows
Hence, as in the proof of Lemma 3.1, the claim follows proving that ψh ,ĩ has a unique pole at P . This is equivalent to prove that the following system of inequalities (3.13)
is satisfied for some non-negative integerĩ.
The first and the second inequalities in (3.13) are equivalent toĩ ≥h/q 0 + 1/2q 0 −h/q andĩ ≥h/2q 0 + 1/q 0 , respectively. Since by hypothesish ≥ q 0 + 1 > 1,
and the first inequality implies the second one.
The third inequality is equivalent toĩ ≥ 2q 0 +0 −hq, which is always satisfied sincẽ h ≥ q 0 + 1. The fourth inequality is equivalent toĩ ≤ q 0 + 1. Finally, the last inequality in (3.13) is equivalent toh(q − 2q 0 ) > −(2q 0 + 1)q 0 + (q 0 − 1) = −q − 1 which is satisfied ash is strictly positive.
The integerĩ := q 0 + 1 is positive and clearly satisfiesĩ ≥ 3 >h/q 0 + 1/2q 0 . The claim follows.
3.2. F 1 ∪ F 2 coincides with H(P ).
Remark 3.3. Let S be a numerical semigroup and s be the multiplicity of S, i.e. its least non-zero element. If an element r ∈ S is such that [r, . . . , r + s − 1] ⊂ S, then the conductor of S is at most r, that is m ∈ S for any m ≥ r; in fact m = ⌊(m − r)/s⌋ · s + u for some u ∈ [r, . . . , r + s − 1].
By Lemma 3.1 and Lemma 3.2 we already know that
In what follows we prove that F 1 ∪ F 2 contains at least g(S q ) elements which are less than or equal to 2g(S q )−1, and that [2g(
Lemma 3.4. Let F 1 be as in (3.9) . Then the elements of F 1 are pairwise distinct and
we have that j = j 1 and hence 2hq 0 − (ℓ + 2k) = 2q 0 h 1 − (ℓ 1 + 2k 1 ). Thus ℓ ≡ ℓ 1 (mod 2) and therefore ℓ = ℓ 1 . We are left with hq 0 − k = q 0 h 1 − k 1 . Considering the congruence modulo q 0 we get that k = k 1 and hence h = h 1 . This shows that there are no repetitions in F 1 .
Let n h,j,k,ℓ ∈ F 1 such that n h,j,k,ℓ ≥ 2g(S q ) = 2q 0 q − 2q 0 . This yields h = 2q 0 and 2k + ℓ ≤ 2. More precisely, one of the following three possibilities occurs
• ℓ = 0, k = 1 and j = 0, or • ℓ = 1, k = 0 and j = 0, . . . , q 0 − 1, or • ℓ = 0, k = 0 and j = 0, . . . , q 0 − 1.
Since 0 / ∈ F 1 , (3.14)
To compute |F 1 | it is convenient to divide the elements of F 1 according to the corresponding value of M j,k,ℓ := max{1, m j,k,ℓ }. To this end, three cases are considered.
(A) Assume that j = k = ℓ = 0. Then, clearly, m j,k,ℓ = 0. In this case M j,k,ℓ = 1.
Hence either m j,k,ℓ = j + k + ℓ + 2 or m j,k,ℓ = j + k + ℓ + 3. Actually, the case m j,k,ℓ = j + k + ℓ + 3 cannot occur. Indeed, m j,k,ℓ = j + k + ℓ + 3 if and only if
This yields j + k + ℓ = 2q 0 − 1 and therefore
We proceed computing the number of elements in F 1 of type (A), (B) and (C).
• Since h = 1, . . . , 2q 0 , there are exactly 2q 0 elements of type (A).
• Deleting the 2q 0 elements of type (A), for which clearly j ≤ q 0 − 1 − (k + ℓ), and noting that k ≤ q 0 − 1 − ℓ as j ≥ 0, we get that the number of elements of type (B) is
From the previous equality, defining x = q 0 − k − ℓ, we get that the number of elements of type (B) equals
• We divide the elements of type (C) in two classes, namely the ones having ℓ = 0 and the ones for which ℓ = 1.
Hence the number c 0 of elements of type (C) with ℓ = 0 is
Thus the number c 1 of elements of type (C) with ℓ = 1 is
By direct computation, we get
Summing up the contributions we get that
and hence, by (3.14),
The following lemma shows that F 1 and F 2 are disjoint.
Lemma 3.5. Let F 1 and F 2 be the sets of non-gaps defined in Lemma 3.1 and Lemma 3.2 respectively. Then
Proof. Assume by contradiction that n h,j,k,ℓ = nh for some n h,j,k,ℓ ∈ F 1 and nh ∈ F 2 . Then
Since j must be congruent to −1 modulo q 0 we get that j = q 0 − 1 and
Considering the congruence modulo 2 we get that ℓ = 1 and
Taking the congruence modulo q 0 we get that k =h − (q 0 + 1) and h =h; hence, 
Proof. It is easily seen that nh = nh 1 impliesh =h 1 and therefore the elements of F 2 are pairwise distinct. Also, F 2 contains exactly q 0 elements sinceh = q 0 + 1, . . . , 2q 0 . Finally, for eachh = q 0 + 1, . . . , 2q 0 ,
The claim follows.
Proof. Let I = [2g(S q )−q+2, . . . , 2g(S q )+1] = [(2q 0 −1)q−q 0 −(q 0 −2), . . . , 2q 0 q−2q 0 +1] and t ∈ I.
• If t = 2q 0 q − q + 1, then t = n 2q 0 ∈ F 2 .
• If t ∈ I and t ≤ (2q 0 − 1)q, then t = n 2q 0 −1,j,0,ℓ . Since m j,0,ℓ ≤ j + 0 + ℓ + 2 < q 0 + 1 ≤ 2q 0 − 1 = h, (3.8) is satisfied and t ∈ F 1 .
• If t ∈ I \ {2q 0 q − q + 1} and t > (2q 0 − 1)q, then t = n 2q 0 ,l,k,ℓ where m j,k,ℓ ≤ j + k + ℓ + 2 ≤ 2q 0 = h by direct checking. Hence (3.8) is satisfied and t ∈ F 1 .
Remark 3.8. From Lemma 3.7 it follows in particular that 2g(S q ) − 1 is a non-gap at P , that is the semigroup H(P ) is non-symmetric for any P ∈ S q \ S q (F q ); unlikely the Weierstrass semigroup at any F q -rational point of S q , which is symmetric ([4, Lemma
5.7]).
Theorem 3.9. Let F 1 and F 2 as in Lemmas 3.1 and 3.2. If P ∈ S q is not F q -rational then
Proof. The claim follows immediately from Lemma 3.7 and
A minimal set of generators for H(P ).
In this section we provide a set of minimal generators for the Weierstrass semigroup H(P ), P ∈ S q (F q 4 ) \ S q (F q ). The proof of Theorem 1.1 is divided into two steps.
Let us define (3.15)
Step 1: G generates H(P ).
Consider an element n h,j,k,ℓ ∈ F 1 . Let δ(n h,j,k,ℓ ) = 2h−(ℓ+2k)−2 2
. We will relate δ(n h,j,k,ℓ ) with the number of elements of G 1 we need to generate n h,j,k,ℓ .
we get
Now to show that if δ(n h,j,k,ℓ ) = 0 then n h,j,k,ℓ is a generator it is sufficient to note that n h,j,k,ℓ = ν h,2k+ℓ , h ≤ q 0 and 2h − (ℓ + 2k) − 2 ≥ 0 implying 2k + ℓ ≤ 2h − 2.
So we can assume that δ(n h,j,k,ℓ ) = 0. We distinguish two cases.
Proposition 3.11. Every element n h,j,k,0 ∈ F 1 belongs to G 1 .
Proof. We prove that we need δ(n h,j,k,0 ) + 1 elements from G 1 to generate n h,j,k,0 . First, we show that 0 ≤ δ(n h,j,k,0 ) ≤ h − 1. Since h − 1 = δ(n h,j,k,0 ) + k + j the upper bound is clear. To see the lower bound, recall that
Now, apart from the case j = k = 0, we have that
and hence δ(n h,j,k,0 ) ≥ 0.
Consider a sequence of (h
By (3.16), we can consider h i ≥ k i /2 + 1, since h ≥ k + 1 and then each ν h i ,k i is an element of G 1 . Now,
and the claim follows.
Proposition 3.12. Every element n h,j,k,1 ∈ F 1 belongs to G 1 .
Proof. We distinguish three subcases.
(1) Suppose h ≥ m j,k,1 + 1. We can also suppose h ≥ 3, since the smallest integer with ℓ = 1 which is not in G 1 is 3q − q 0 . Consider the generator ν 2,1 = 2q − q 0 . Now n h,j,k,1 − ν 2,1 = n h−2,j,k,0 .
We only have to prove that such element is in the semigroup H(P ) so that, by Proposition 3.11, it belongs to G 1 . To this end, observe that
Therefore n h,j,k,1 ∈ G 1 . (2) Suppose h = m j,k,1 and h ≤ q 0 ; we show that n h,j,k,1 is a generator. From h ≤ q 0 follows j + k + 1 ≤ q 0 − 1. Also,
and then δ = 0, so that n h,j,k,1 is a generator by Proposition 3.10.
First, note that j + k = q 0 + i − 3. In fact,
Now,
> −1, and
This is enough to show that actually i = 1 cannot occur. In fact,
We prove now that n h,j,k,1 −ν i,1 belongs to the semigroup. In fact, n h,j,k,1 −ν i,1 = n q 0 ,j−i+2,k,0 so that, in order to prove that n q 0 ,j−i+2,k,0 ∈ F 1 , we only have to check that q 0 ≥ m j−i+2,k,0 . We have that
Therefore n h,j,k,1 ∈ G 1 .
Propositions 3.10, 3.11, and 3.12 show that G = G 1 ∪ F 2 is a set of generator for H(P ) = F 1 ∪ F 2 .
Step 2: G is a minimal set of generators for H(P ).
Proof. Suppose, by way of contradiction, that ν h,k ∈ G \ {ν h,k } for some h, k. Hence,
As ν h,k ≤ q 0 q < µ h j we have m j = 0 for any j.
hence, by (3.17),
From (3.18) and (3.19) it follows
Proposition 3.14.
Proof. Suppose, by way of contradiction, that µ h ∈ G \ {µ h } for some h ∈ {q 0 + 1, . . . , 2q 0 }. Hence, µ h = i n i ν h i ,k i + j m j µ h j for some ν h i ,k i , µ h j ∈ G and integers n i , m j ≥ 0; also, i n i + j m j ≥ 2.
• Assume i m i ≥ 2. Then
Hence,
+ 1 (mod q 0 ); since the integers h −h and 
Dual one-point codes from the Suzuki curve
In this section we construct dual one-point codes from S q . In particular, we consider codes of type C i = C L (mP i , D i ) ⊥ , where
For a more detailed introduction on AG codes we refer the readers to [14] .
Also, estimates on the minimum distance are obtained using the so-called Feng-Rao function. Let X be a nonsingular curve and P an F q -rational point of X . Let the Weierstrass semigroup at P be given by (4.1) H(P ) = {ρ 1 = 0 < ρ 2 < ρ 3 < · · · }.
For ℓ ≥ 0, define the Feng-Rao function ν ℓ := |{(i, j) ∈ N 2 0 : ρ i + ρ j = ρ ℓ+1 }|. Consider C ℓ (P ) = C L (P 1 + P 2 + · · ·+ P N , ρ ℓ P ) ⊥ , with P, P 1 , . . . , P N pairwise distint points in X (F q ). The number d ORD (C ℓ (P )) := min{ν m : m ≥ ℓ} is a lower bound for the minimum distance d(C ℓ (P )) of the code C ℓ (P ), called the order bound or the Feng-Rao designed minimum distance of C ℓ (P ); see [10, Theorem 4.13] . Also, by [10, Theorem 5 .24], d ORD (C ℓ (P )) ≥ ℓ + 1 − g and equality holds if ℓ ≥ 2c − g − 1, where c = max{m ∈ Z : m − 1 / ∈ H(P )} is the conductor of H(P ).
Note that length and dimension of C L (D 1 , ρ ℓ P 1 ) ⊥ and C L (D 2 , ρ ℓ P 2 ) ⊥ coincide; here, the coefficients ρ ℓ of P 1 and P 2 are the ℓ-th non-gap at P 1 and the ℓ-th non-gap at P 2 , respectively (see (4.1)).
We list in Tables 1 and 2 the parameters of the codes C L (D i , ρ ℓ P i ) ⊥ for which the minimum distance of C L (D 1 , ρ ℓ P 1 )
⊥ is larger than the one of C L (D 2 , ρ ℓ P 2 ) ⊥ , when q ∈ {8, 32}. Computations have been made comparing the Feng-Rao designed minimum distance of both the codes and have been performed using MAGMA [2] .
