Small bowel obstruction is a common acute abdomen condition which can play a role in death. Small bowel strangulation (SBS) refers to a small bowel obstruction associated with bowel ischemia. Patients with SBS need emergency surgery because the ischemic small bowel can become necrotic in a short time, causing sepsis and death. Nowadays the "gold standard" for diagnosing SBS is via computed tomography (CT) scanned images. However, an easier way to detect SBS is desired among emergency medicine physicians. Thus, we tried to develop a rapid test using circulating cell-free DNA (ccfDNA). ccfDNA is part of the DNA from a cell that died because of apoptosis or necrosis. The size of ccfDNA varies depending on the origination of cell death. If a patient has SBS, long-size ccfDNA would appear in the peripheral blood. We used data including the concentration of ccfDNA in the blood of certain patients as training data to make a support vector machine, a decision tree, and a learned random forest. We evaluated these classifiers using leave-one-out cross-validation. These machine-learning methods performed well. In addition, the decision tree and random forest results indicate that long-size ccfDNA is important for classifying SBS. In this paper, we demonstrate that machine learning can be an alternative method for detecting SBS and that the concentration of ccfDNA, especially long ccfDNA, contributes to detecting SBS.
I. INTRODUCTION
Small bowel obstruction (SBO) is mainly caused by adhesions after abdominal surgery. Small bowel strangulation (SBS) is a subtype of SBO associated with bowel ischemia. Patients with SBS need emergency surgery because the ischemic small bowel can become necrotic in a short time, causing sepsis and death. Early diagnosis can prevent bowel necrosis and improve the prognosis [1] , but clinical diagnosis is still very difficult, and its mortality rate is very high, ranging from 20 to 40% [2] . Nowadays the "gold standard" for diagnosing SBS is via contrast enhanced computed tomography (CT) scanned images [2] - [4] . However, an easier way to diagnose SBS is desired because diagnosis of SBS using CT presents difficulties [5] . Moreover, a contrast agent using contrast-enhanced CT may Manuscript received February 5, 2017; revised April 6, 2017. Kazutaka Nishiwaki, and Hayato Ohwada are with Tokyo University of Science, Noda city, Chiba, 278-8510 Japan (e-mail: 7416634@ed.tus.ac.jp, ohwada@rs.tus.ac.jp).
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It has been reported that circulating cell-free DNA (ccfDNA) derived from apoptotic or necrotic cells exists in peripheral blood. This is generating interest and potential application to clinical medicine for early diagnosis as a biomarker and monitoring of therapy, especially in cancer research [7] , [8] . In general, the length of the ccfDNA originating from necrotic cells is greater than that from apoptotic cells [9] . In patients with SBS, the intestinal cells develop necrosis. Thus, long ccfDNA derived from intestinal necrotic cells can be detected in patients with SBS. However, the length that indicates intestinal cell necrosis remains unclear.
In patients with SBS, the amount of long ccfDNA originating in the strangulated bowel is increasing. If identifying bowel strangulation or its absence based on the amount of ccfDNA becomes feasible, patients will not need to be diagnosed by CT equipment.
In this study, we tried to determine the cutoff value for the length of ccfDNA that would strongly indicate bowel necrosis. We used data obtained from a set of patients, including the concentration of ccfDNA in the blood, and applied these data to a support vector machine (SVM) [10] , a decision tree [11] , and a random forest [12] . SVMs are widely used for classification tasks and have provided good results in many research fields [13] , [14] . The decision tree is a simple learning method that has difficulty solving complex problems but can be visualized as a tree model and is easy to understand. The random forest is an ensemble technique containing a multitude of decision trees. This method is also widely used in many research fields and provides good results [15] , [16] . In addition, the random forest can indicate which attributes of the data are important for classification.
In this study, we consider machine learning methods that be applied to detecting SBS.
II. METHODOLOGY

A. Datasets
We obtained data from 19 patients and 13 out of the 19 patients had SBS. The data includes not only the concentration of each size of ccfDNA in the blood but also attributes such as age, sex, time to treatment, and existence of renal dysfunction. The age range is 41 to 89, and the range of time to treatment is between three hours and one day. We added the time to treatment data as an attribute because ccfDNA has a short half-life. Thus, we set up a hypothesis that the time to treat may be important for detecting SBS because the amount of both long size and short size ccfDNA would increase in an SBS patient. We also focused on the existence of renal dysfunction because we had formed a hypothesis that ccfDNA would not be excreted from the body, so the concentration of ccfDNA would increase if the kidney were having trouble. However, the data representing the ccfDNA concentration in the blood differed depending on the patient. Fig. 1 and Fig.  2 , for example, give the concentrations of ccfDNA of each size in the blood of patient 1 and patient 2. The patients have different distributions except for the lower and upper markers (35bp and 10,380bp). These are not good for machine learning because the machine-learning method cannot work with such different dimensions of data. Thus, we had to convert this concentration data into another format. The process for creating a format to make this data accessible to the machine-learning method is as follows.
Determine the threshold for ccfDNA size. Calculate the mean concentration over a range of sizes partitioned by threshold. We did not take into account the concentration values of 35bp and 10,380bp at this time.
Use that value as a feature for learning. In this study, we set 400bp and 2000bp as thresholds by intuition based on experiments and observation of all 19 patients' ccfDNA concentration distributions. Fig. 3 presents the boundaries for each range, and Fig. 4 presents an example of this data processing.
B. Machine Learning Methods
In this study, we used SVM, decision tree, and random forest methods to classify patients into those who have SBS and those who do not.
SVM cannot only separate positive and negative examples but can also find a hyperplane that maximizes the margin between positive and negative samples, thus showing a high generalization ability. In addition, SVM can be applied to non-linear problems through the kernel method.
Decision tree is a simple machine-learning method but cannot perform well in complex problems. However, a decision tree can show decision rules (i.e. if-then rules) that are easy for a human to understand. These decision rules are obtained by comparing the information gains of each conceivable rule and then making information gain reach its maximum as each node is used.
A random forest is an ensemble machine-learning method consisting of a multitude of decision trees. Using a multitude of weak learners such as decision trees can reduce the variance so that this ensemble method can treat complex problems. In addition, a random forest can indicate how important each feature is for classifying the positive and negative examples.
Furthermore, we evaluated the threshold for dividing a range of ccfDNA concentrations using decision rules obtained from a decision tree and importance obtained by a random forest. If these methods indicate that short, medium, or long ccfDNA concentrations are important for classifying patients, then these thresholds are correct.
C. Performance Measurement
We used leave-one-out cross-validation to check the classifier performance and calculated the accuracy, precision, recall, and f-measure. These scores can be calculated by the four outcomes of cross-validation: true positive (TP), false positive (FP), false negative (FN), and true negative (TN) (see Table I ). 
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III. RESULTS AND DISCUSSION
We performed experiments using Python 3 in which all of the machine-learning methods were implemented in scikit-learn. The hyper-parameters of these methods were optimized through a grid search. Table II shows the evaluation measures for each method. The random forest resulted in better scores for all measurements, and in particular a recall of 1.000 was achieved. This shows that random forest could find all SBS cases based on the data for ccfDNA concentrations. In the medical field, a patient has to have surgery if there is even a small possibility that the patient be strangulated, so detecting SBS without omissions is greatly important.
The following sections present details of the prediction results obtained by each method.
A. SVM Table III shows the confusion matrix obtained for SVM with a radial basis function kernel [17] . The C (gamma) parameter was 10 (0.001). SVM has been applied widely and performs well. However, it could not classify more correctly than the decision tree and random forest methods. In this study, we optimized only the kernel function, C and the gamma parameters, so better results could be obtained by further optimizing the hyper-parameters.
B. Decision tree
Table IV presents the confusion matrix obtained with the decision tree. We used entropy for the information gain when the decision tree measures the quality of a split. The number of false positives is smaller than that obtained through SVM, so the precision of the decision tree is higher than that of SVM. Two patients are misclassified in leave-one-out cross-validation. However, we could extract a decision tree that achieved perfect classification by using full training data. That decision rule indicates that the patient must have a strangulated bowel if the average concentration of long-size ccfDNA exceeds 4.2967. This shows that the amount of long ccfDNA in blood is highly important in detecting SBS. In addition, this rule supports the intuition that ccfDNA longer than 2000bp are highly expressed in patients with SBS. Table V shows the confusion matrix obtained with the random forest. As in the case of the decision tree, we used entropy for the information gain. The number of features to consider when looking for the best split and decision trees were the square root of the number of features and 1000. The maximum depth of the decision tree was two. Random forest achieved zero false negatives and perfect recall. When we focus on detecting SBS, this method is the best choice. Only one non-SBS patient was classified as having SBS. Regarding this patient, the concentration of long-size ccfDNA was not as many as that of an SBS patient but more than others. We consider that this patient was in between the two classes regarding ccfDNA expression. Table VI shows the importance values of each feature measured by the random forest. The most important feature was the concentration of long-size ccfDNA in the blood, and the critical point was International Journal of Machine Learning and Computing, Vol. 7, No. 3, June 2017 0.364. This corresponds to the rule obtained through the decision tree. In addition, the concentration of medium-size ccfDNA and age were found to be important for distinguishing SBS and non-SBS patients. However, the existence of renal dysfunction and the time to treat did not affect the detection of SBS through the importance calculated by the random forest in this study.
C. Random Forest
In this study, we determined that these methods can detect SBS based on the concentration of ccfDNA in the blood. However, the number of patients was extremely small. Machine learning requires a sufficient number of samples to learn. The scikit-learn software indicates that researchers have to prepare more than 50 samples [18] , so the number of samples was not sufficient in this study. There is a possibility that these machine-learning methods would work well with a sufficient number of ccfDNA data points.
IV. CONCLUSION
In this paper, we determined that the SVM, decision tree, and random forest methods all perform well in the task of detecting SBS. In addition, the concentration of ccfDNA in blood was found to contribute to such detection. In an experiment, we calculated the average concentration of each range of ccfDNA size, with the ranges designated as short (less than 400bp), medium (between 401 and 2000bp), and long (more than 2001bp). The experiment results indicated that each machine learning method performed well. The decision tree was able to classify strangulated or normal obstructions by focusing on the average concentration of long ccfDNA. The random forest method determined that the average concentration of long and medium ccfDNA and age contribute to the classification of each state of obstruction. According to these results, applying machine learning would be an alternative way to detect SBS. 
