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Abstract This work is concerned with the parallelization of the mul-
tilevel fast multipole algorithm (MLFMA) for large scale electromagnetic
simulations on distributed memory computers. We focus on techniques
suited for low-cost clusters of workstations (COWs) and computational
GRIDs. These consist of a number of nodes interconnected through a Gi-
gabit Ethernet network and a fast switch. The algorithm is implemented
on a method of moment discretisation of a two dimensional TM electro-
magnetic scattering problem. Because the parallelization of the MLFMA
inherently relies on heavy communication between the nodes special care
is taken to avoid congestion of the interconnection network by means of an
asynchronous algorithm, i.e. some nodes are communicating while others
are performing calculations. This allows us to evaluate large problems such
as passive optical devices or electromagnetic compatibility simulations of
complex high-frequency electronic equipment with up to several millions of
unknowns.
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I. INTRODUCTION
ELECTROMAGNETIC simulations have gained consider-able interest due to their ability to accurately describe elec-
tric and magnetic fields in electrical and optical components.
However, such components are typically very large in terms
of wavelength, leading to a high number of unknowns N af-
ter Method of Moment (MoM) discretisation and thus a high
computational cost. Classical methods require O(N 2) mem-
ory and calculation time, making large scale simulations un-
feasible. A breakthrough was achieved with the introduction
of the Fast Multipole Method (FMM) and its multilevel variant
(MLFMA) [1] which reduces this computational complexity to
O(N log N). However, the problem size that can be solved on
a single processor is still relatively small. As cheaper parallel
computers become more and more available efforts are made to
adapt parallel versions of the MLFMA. Previous work in this
field focused on the calculation of the radar cross section of air-
craft [2], [3] on dedicated parallel computers, with extremely
fast interconnects like Mirinet and Infiniband. In this work, we
focus on the development of a generic parallel MLFMA solver
for two dimensional electromagnetic scattering problems, aimed
at clusters of workstations (COWs) and GRID computers with
slower (but cheaper) Gigabit Ethernet interconnects. For these
systems the communication time is not negligible compared to
the calculation time. An asynchronous algorithm is presented
which maximizes overlap between communication and compu-
tations. In section II an introduction is given to the MFLMA,
followed by an outline of the parallel algorithm in section III.
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II. METHOD OF MOMENTS AND THE MLFMA
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Perfect electric conductor (PEC)
Fig. 1. Objects illuminated by an incoming electromagnetic field.
Consider a number of cylindrical perfect electric conductors
(PEC) and dielectric objects of arbitrary shape that are illumi-
nated by an incoming electromagnetic field (see figure 1). These
objects can be embedded in other dielectrics. This scattering
problem is solved by virtue of a boundary integral equation,
so one needs to consider only the electromagnetic fields at the
boundary of each object. After discretisation with the MoM
technique, this equation leads to a dense set of linear equations
of dimension N by N , with N the number of discretisations.
For more information regarding this, we refer the reader to [4].
This system can then be solved iteratively requiring an O(N 2)
matrix-vector product in each iterative step. If the number of
iterations can be limited this matrix-vector product will be the
bottleneck for large N .
The use of the Fast Multipole Method can greatly speed up
this matrix-vector multiplication by grouping the unknowns and
applying a fast interaction scheme between distant groups giving
rise to a O(N3/2) complexity. If done in a multilevel scheme,
i.e. by grouping groups into bigger groups and so on, we ob-
tain a tree algorithm (see figure 2). A matrix-vector product
then consists out of 3 phases. The first one is the aggregation
phase, where for each group the information of the underlying
unknowns is represented compactly in a radiation pattern. This
information is calculated recursively, i.e. the radiation pattern
of a certain parent group is calculated from the radiation pat-
tern of its children. In a second phase the interactions between
distant groups at each level are calculated. This is called the
translation phase. The final stage, the disaggregation stage, is
the converse of the aggregation process, where the translated ra-
diation patterns are recursively sent downwards the tree. The
complete process is completely mathematically equivalent with
the classical matrix-vector multiplication. The gain in compu-
tational complexity lays in the fact that a translation between
two groups at a higher level is much more economic than trans-
lations between al the respective child groups at lower levels.
As mentioned, the MLFMA requires onlyO(N log N) memory
and calculation time, making it possible to perform simulations
with up to a hundred thousand of unknowns on a single work-
station.
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Fig. 2. Schematic representation of the MLFMA. Please note that for clarity
only a limited number of arrows is represented.
III. PARALLEL ALGORITHM
GRID computers and COWs belong to the class of distributed
memory computers. Contrary to shared memory computers,
where all processors have fast access to a large pool of com-
mon memory, distributed memory computers only have access
to their own local memory. The processors (nodes) can commu-
nicate to each other by sending messages across an interconnec-
tion network. These networks are characterized by their latency
(delay between sending a byte and its receive) and their band-
width (the number of bytes that can be sent per second). As
mentioned in the introduction we target Gigabit Ethernet net-
works, which are relatively slow, but also very cheap.
In the parallel algorithm, the tree is distributed across the
nodes. This means that each node only has access to a certain
number of groups at each level. In each of the three phases,
some communication could be required. In the aggregation and
disaggregation phases, communication is required if a child be-
longs to a different node as its parent. During the translation
phase, communication is required between groups that reside in
different nodes. It is therefore important to maintain as much
data locality as possible, i.e. keep groups that require some in-
teraction in one node.
In a synchronous algorithm all processors perform the same
operations at the same time on different data. All nodes will
start aggregation from one level to another, after which they per-
form all communications needed for the next aggregation, etc.
This separates the computation and the communication phase,
which generates bursts of intense network traffic. For Ether-
net networks, this approach is not usable, because the collective
communication phases generate more traffic than this network
can handle, stalling all nodes while waiting for data. This is
detrimental for the parallel efficiency.
In our approach, we have developed an asynchronous al-
gorithm, which overcomes this communication bottleneck by
overlapping communications and computations. The basic idea
is that while some nodes are communicating, other nodes are
performing calculations. By spreading communication through
time, network congestion is avoided. Furthermore, if a node
could not proceed with a certain calculation because data from
another node has not yet arrived, it could decide to change the
order in which the calculations are performed. This can only
happen to some extent because of certain order relations inher-
ent to the MLFMA. Finally, each node will try to prepare and
send messages as soon as possible because other nodes are po-
tentially waiting for them.
In figure 3 the parallel efficiency (actual speedup/theoretical
speedup) for a simulation of a lens type of object of 10000 wave-
lenghts in size and requiring 1.9 million of unknowns is shown.
It is clearly demonstrated that our asynchronous heuristic out-
performs a more naive implementation without communication
overlap. These calculations were carried out on a cluster of 12
AMD Opteron 270 processors with a total memory of 24 GByte.
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Fig. 3. Efficienty as a function of the number of processors.
IV. CONCLUSION AND FURTHER RESEARCH
We have developed an asynchronous parallel MFLMA tar-
geted at GRID computers. This allows us to perform simula-
tions with up to a few million of unknowns. Future research
will focus on the extension to three dimensions and a further
improvement in parallel efficiency.
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