Abstract-In the context of building heating systems control in office buildings, the current state-of-the-art applies either a deterministic Model Predictive Control (MPC) controller together with a nonlinear model, or a linearized model with a stochastic MPC controller. Deterministic MPC considers only one realization of the external disturbances, which can lead to a low performance solution if the forecasts of the disturbances are not accurate. Similarly, linear models are simplified representations of the building dynamics and might fail to capture some relevant behavior. In this paper, we improve upon the current literature by combining these two approaches, i.e. we adopt a nonlinear model together with a stochastic MPC controller. We consider a scenario-based MPC (SBMPC), where many realizations of the disturbances are considered, so as to include more possible future trajectories for the external disturbances. The adopted scenario generation method provides statistically significant scenarios, whereas so far in the current literature only approximate methods have been applied. Moreover, we use Modelica to obtain the model description, which allows to have a more accurate and nonlinear model. Lastly, we perform simulations comparing standard MPC vs SBMPC vs an optimal control approach with measurements of the external disturbances, and we show how our proposed scenario-based MPC controller can achieve a better performance compared to standard deterministic MPC.
I. INTRODUCTION

A. Motivation
Heating systems represent more than half of the total energy usage in buildings, which in turn accounts for around 40% of the total energy use [1] , [2] . In building heating systems it is important not only to try to reduce the consumed energy, but also to reduce as much as possible the discomfort caused to occupants. In order to properly control the room temperature in a building, additional information should be included, e.g. external temperature, solar irradiance, occupancy of the building. However, most of the currently implemented control strategies in real buildings are simple rulebased algorithms that are not very efficient and include only current measurements of the aforementioned information, but not predictions. In this regard, Model Predictive Control (MPC) stands out as suitable control tool that can be applied efficiently to building heating systems, since it can naturally include constraints related to the heat producing devices and also to the comfort of the occupants [3] - [10] . Moreover, since in the MPC framework the control problem is turned into an optimization one, MPC allows to optimize a cost function defined in terms of economic costs and discomfort.
In the presence of external disturbances, as is the case for building heating systems, two different MPC strategies can be used, namely robust MPC and stochastic MPC [11] . While robust strategies guarantee that the constraints are satisfied for every possible realization of the disturbance, stochastic MPC approaches consider a relaxation of the constraints and allow a mild constraint violation in the system. Which of the two strategies is more suitable for a certain system depends on the application. For the case of building heating systems control, the stochastic approach is generally preferred, as a robust solution would be too conservative [4] , [12] . Indeed, the main constraints in building heating systems are related to the comfort bounds, which can be safely violated without causing danger to people or to the equipment, as long as the violation is not too high and does not last for a long time.
B. Main Contribution
In our work, we focus on a stochastic MPC application to an office building. Due to the fact that the model of the system is nonlinear, as stressed in [12] , we adopt a randomized approach, namely Scenario-Based MPC (SBMPC). The main idea of this approach is to consider a certain number of disturbance realizations, i.e. scenarios, and to satisfy the constraints while minimizing the average cost for each of the scenarios. SBMPC is able to deal well with both nonlinear systems and probability distributions obtained empirically, making it a very suitable tool for a building heating control problem [12] . Data from measurements of several disturbances, e.g. outdoor ambient temperature, solar irradiance, was provided by [13] . Thus, although this paper uses a simulation model, we make a comparison between different controllers using real disturbances data. Furthermore, unlike many works in the current literature, where a nonlinear state space equation model is usually linearized, e.g. [4] - [7] , we implement the model through the language Modelica [14] , [15] , because it can provide a much more reliable and close to reality model. Other works, e.g. [8] - [10] , have implemented MPC by developing the model through Modelica but, to the best of our knowledge, none of these works has implemented stochastic MPC in a Modelica framework. Therefore, due to the usage of Modelica, we do not approximate our model to a linear one and instead we use the resultant nonlinear model for control purposes.
In addition to using a nonlinear model, this article also improves the existing literature by providing a method to generate scenarios that are more realistic. In particular, while different scenario generation methods have been proposed in the literature of SBMPC applied to buildings [4] , [6] , [7] , they all have several disadvantages when generating realistic scenarios. Indeed, when generating scenarios of time series, it is paramount that the values of a single scenario are correctly correlated, i.e. the scenarios cannot simply be generated using the marginal distributions of the different time points or prediction horizons [16] . In this context, [4] and [7] propose a method for generating scenarios that uses an empirical copula. While the method attempts to capture the correlation between the different prediction time steps ahead, i.e. the time points where the scenarios are defined, it has three drawbacks: 1) it assumes that the marginal distributions only depend on the prediction time steps but not on time itself, e.g. while the distribution of 1 hour ahead is different than 2 hours ahead, the method assumes that the n hours ahead distribution is the same at any hour of the day and at any day of the week; 2) it considers that these distributions are stationary, e.g. the distributions are the same in summer and in winter; 3) it builds marginal distributions based solely on historical data, e.g. it builds temperature scenarios independently from weather forecasts. Another algorithm presented in [6] tries to overcome one limitation of the previous method: by using an analytical copula method, it generates scenarios that are not only correlated between prediction time steps but also in time itself. However, unlike the others, it builds the marginal distributions using historical data and assumes that these distributions are stationary. With this motivation, in this paper we try to overcome the shortcomings of the existing literature by using the a parametric Gaussian copula method. It is based on copula theory like the other methods; however, unlike the former ones, the method is able to capture non-stationary relations, it models correlations not only between prediction time points but also between time itself, and it uses real forecasts to build the marginal distributions. This paper is thus the next step of [10] , where a deterministic MPC algorithm was proposed using a Modelica building model. The main contribution of our work is threefold:
• we propose, for the first time, a building heating systems control method that considers a Modelica nonlinear model and an SBMPC controller; • we generate scenarios for the SBMPC controller using statistically significant scenarios rather than the more naive ones usually adopted in the literature; • we perform a comparison between standard deterministic MPC and SBMPC.
C. Outline
The outline of the article is as follows. We present our problem in Section II. The controller applied to the system and the controllers compared in the simulation section are presented in Section III. We present the scenario generation method used in the SBMPC controller in IV. Section V is devoted to present and to discuss the results of the simulations and lastly conclusions and remarks for future work are discussed in Section VI.
II. PROBLEM DESCRIPTION
A. Office Buildings
We consider large office buildings with local heat production units. The thermal comfort bounds are set to 21.5
• C and 24
• C during occupation hours and 18
• C and 26
• C during the non-occupation hours. Figure 1 shows the profile of the temperature comfort bounds.
Measurements from external disturbances are available. Disturbances include the external temperature, the solar irradiance, the ventilation profile, and the domestic hot water. Unfortunately, we have no measure of the occupancy, since it is not easy to measure [17] . Therefore, we assume that the occupation profile is fixed. During "standard" working hours, we assume the building is fully occupied, while outside of these hours we assume it is empty.
The building has 2 control inputs, i.e. u = Q hea Q coo , where Q hea is the amount of heating power transfered to the building and Q coo is the cooling power provided to the building. The quantity Q hea contains the heat produced by the two gas boilers. The model of the building is based on an RC-model, which has been identified through the Grey-Box Buildings toolbox [18] .
B. Modelica
The overall model, including the heating, cooling, and ventilation units is obtained using Modelica [14] , [15] , an objectoriented language designed to model the behavior of complex physical systems. One of the main features of Modelica is the capability of describing a system by differential-algebraic equations, without the need of transforming the model into an ordinary-differential equation representation.
The advantage of using Modelica in our approach is that we can improve the precision and the amount of detail of the model. Indeed, while many other works [4] - [7] use a linearization of a nonlinear model, in this work we directly use a nonlinear model and therefore we have a more meaningful simulation of the real building. For more details on the modeling procedure of buildings through a Modelica environment, the interested reader is referred to [10] .
C. Practical Implementation in Buildings
The overall automated control scheme of the MPC framework is shown in Figure 2 . The several steps taken by the building energy control and management system are [10] : 1) Monitoring: the building energy control and management system monitors the rooms and performs some measurements, e.g. water temperature, heat flux. Moreover, an independent system consists of calorimeters for each of the circuits; 2) Data collection: weather forecasts are obtained from
[13]; 3) State estimation: as not all the states can be measured, some of them, e.g. internal wall temperatures, have to be estimated. As explained in [10] , we estimate only the initial states for a model with given parameters, instead of estimating the parameters of a model that minimize the residuals of the measurements; 4) Optimal Control Problem (OCP): the OCP, explained in Section III, is solved at every time step, with a control sampling time of 1h. The first inputs of the optimal sequence are applied to the system, such that every 5 minutes the optimal control trajectories computed in the last OCP are interpolated and sent to the building. This is done in order to have an updated control action, while reducing the computational complexity by having a sampling time of 1h. Simulating the behavior of the system requires the same steps, with the difference that instead of applying the inputs to the real building and sampling the new values of states, we apply the inputs to a model of the system and simulate it for one time step.
The OCP in step 4 is solved through JModelica.org [19] . The direct collocation method is used to discretize time and by doing so the optimization problem is reduced to nonlinear programming problem [20] . CasADi [21] is used to obtain the first-order and second-order derivatives of the expressions in the nonlinear programming problem with respect to the decision variables, required by the solvers used by JModelica.org. As nonlinear programming problem solver, we use IPOPT [22] together with the sparse linear solver MA86 [23] .
III. CONTROLLER SCHEME A. Standard MPC
MPC is an established and well-known control tool that has been studied since the '70s [11] , [24] , [25] . Moreover, it has successfully been applied to building heating systems [3] - [10] . The main idea behind MPC is to convert a control problem into an optimization problem, and this allows to naturally include constraints and a cost function into the optimization problem. When applied to building heating systems, the cost function is usually a weighted sum of two terms, i.e. an energy cost and a discomfort cost, and the goal is to minimize these two objectives. The weight acts as trade-off between the two objectives. In standard MPC, the disturbances are assumed to be perfectly known, i.e. only one realization of the disturbances is considered and it is assumed that the forecast is perfect. This limitation could bring to a decrease in performance and therefore a SBMPC approach is expected to improve the performance.
B. Scenario Based MPC
In SBMPC many realizations -or scenarios-of the disturbances are considered, and the cost function is the average of the costs for each scenario, while the input vector is the same for all the scenarios. In this way, it is possible to include a wider range of possible disturbances and achieve a better performance compared to standard MPC. Indeed, it might happen that the only scenario considered by a standard MPC technique is too far from the real one, which decreases the performance. SBMPC strategy is recommended when the model of the system is nonlinear and there is no a priori information on the shape of the disturbance [12] . The algorithm that we use to generate the scenarios is based on a Gaussian copula method and explained in Section IV.
C. Cost Function and MPC Implementation
The cost function we consider is a weighted sum of two different objectives:
where J e represents the energy cost, J d represents the thermal discomfort cost, and α is a weighting factor. These two costs are computed as:
where i represents the time steps, N is the prediction horizon, c g and c e represent the gas and electricity price, respectively, E g and E e represent the gas and electricity consumption, respectively, T zon is the averaged temperature in the rooms, T z min and T z max represent the minimum and maximum temperature comfort bounds, respectively, and θ occ = 1 during occupation hours and 0 elsewhere. The cost J d acts as a soft constraint, i.e. it penalizes the deviations of the temperature outside of the temperature comfort bounds. In this way, it is possible for the controller to allow a violation of the thermal constraints if this leads to a lower total cost.
At each time step, the MPC problem is solved, yielding the optimal control input sequence u * . Then, only the first element of the sequence is applied, the horizon is moved one time step forward, and the optimization problem is solved again.
IV. SCENARIO GENERATION
The most important step in the SBMPC is generating the scenarios for the optimal control problem and these scenarios should be statistically significant. This means that it is not enough to take a single forecast, or measurement, and apply some noise to it, but rather we need a tool that reflects the variation in the noise in different prediction time steps and also the correlation between two consecutive predictions. In the context of buildings and SBMPC, some works from the literature have tried to address some of these issues [4] , [6] , [7] . Nevertheless, as mentioned in the introduction, the existing methods have 2 drawbacks: they consider that the distribution used to sample scenarios is stationary and that it can be built solely based on historical data, e.g. they incorrectly assume that temperature scenarios are independent of temperature forecasts. When considering the type of scenarios needed in the context of SBMPC and buildings, e.g. temperature or solar irradiance, it is clear that: 1) the marginal distributions of these scenarios, i.e. the probabilistic distribution of the variable of interest at each time prediction time step, cannot be stationary; 2) the marginal distributions should be based on weather forecasts to account for the latest available information, i.e. modeling the marginals based on historical values will likely underestimate or overestimate the real values.
In our work, to address the issues of the existing methods, we use a parametric Gaussian copula method that is able to capture non-stationary relations, as it models correlations across prediction time steps and time itself, and it uses real forecasts to build the marginal distributions. It is important to note that, while this is the first time the method is used in the context of buildings, it has successfully been used before in the context of wind forecasting [16] .
A. Methodology
The classical setup in scenario generation for time series is the following: at time k and for a given horizon N , we need to generate predictive scenarios for the random variables X k+1 , . . . , X k+N using the marginal cumulative distribution functions (CDFs),
These marginal distributions are given as they can easily be obtained using some forecasting technique, e.g. weather based forecasts or quantile regression based on historical data. In this context, the main issue to generate scenarios is that we cannot simply sample from these marginal CDFs as the samples would be uncorrelated with each other. Indeed, to generate realistic scenarios, one should sample instead from the full CDF, i.e . F (x 1 , . . . , x N ) = P (X k+1 <  x 1 , . . . , X k+N < x N ) .
The method that we consider in this paper uses copula theory to build the full CDF and then to sample from it. In detail, Sklar's theorem [26] states that every multivariate cumulative distribution function F (x 1 , . . . , x N 
can be expressed in terms of its marginals F j (x j ) = P (X j < x j ) using a copula function C:
Based on this theorem, the considered method builds a Gaussian copula based on the marginal CDFs obtained from forecasts. In addition, it uses a covariance matrix Σ k that is updated online. These two properties of the method make it valuable to our application: it generates scenarios based on forecasts and not historical data and it uses a distribution to generate scenarios that is non-stationary and that it is adapted on time. For details on the method and how to generate the copula function C(·) from the marginals we refer to [16] .
B. Generating scenarios
For our work, the marginal CDFs of the solar irradiance are built using a point forecast that considers weather information (as done in [27] ), and then using quantile regression to build the CDFs of the errors of the point forecasts. For the temperature, we use the same procedure. After generating these marginal CDFs, we simply build the copula function and sample scenarios from it. An example of the external temperature scenarios generated with the method presented in this section is shown in Figure 3 , where we also show in black color the real measurement. It can be seen that at the beginning the values of the scenarios are close to each other, but as the prediction horizon increases they are more dispersed. Moreover, the generated scenarios stay around the real measurement.
V. CASE STUDY
In this section we compare the results of the simulations carried out in the winter season with three different methods, i.e. perfect information optimal control problem (PI-OCP), which uses the measurements of the disturbances, the standard deterministic MPC strategy (Det-MPC), and SBMPC. Note that PI-OCP involves an optimal control problem run for the whole duration of the simulation and it yields the best achievable performance if the real disturbance values are considered.
The building that we consider for simulations is an office building in Brussels, Belgium, with 7 floors and a total surface of 10000 m 2 . The heating system consists of 2 Fig. 3 . Example of 10 ambient temperature scenarios generated with the parametric Gaussian copula method presented in Section IV. The real measurement is shown in black color.
gas boilers of 400 kW each and 1 chiller of 400 kW. Moreover, the building is occupied during weekdays and not on weekends. The value of the prices in (2) are c g = 0.04e/kWh and c e = 0.15e/kWh [10] . Figure 4 shows the Pareto optimal front for PI-OCP, Det-MPC, and SBMPC for different values of the number of scenarios, N scen . The four points for each curve correspond to four different values of α in (1), i.e. α ∈ {1, 10, 100, 1000}; the leftmost point in each curve corresponds to α = 1 and the three successive points in the curve correspond respectively to α = {10, 100, 1000}. The values of the costs are the average of several simulations and are normalized to the number of total simulation hours in each simulation. From this figure we can therefore see how each different strategy manages the trade-off between discomfort and energy costs. First of all, we can notice how PI-OCP yields much lower costs than the other strategies, but this is expected since this strategy knows exactly the value of the disturbances and has a larger horizon. Also, we can notice that many points of the SBMPC curves are skewed to the upper-left part, compared to the Det-MPC curve. This means that the SBMPC strategy is better at minimizing the energy costs J e , while providing a similar comfort, compared to the Det-MPC case. Notice also that as α increases, the soft comfort constraints become tighter and therefore for all the strategies the discomfort cost becomes very low, while the energy cost increases. This is due to the fact that in order to satisfy the tighter comfort bounds, more energy has to be used in the heating system.
The results of these simulations are also shown in Table  I . For each column, the minimum cost between Det-MPC and the SBMPC strategies is highlighted in bold, in order to show which strategy performed better between Det-MPC and SBMPC. Note that, for all the strategies, the total cost becomes higher as α increases. This is related to the fact that with a larger α, the controller has to spend more energy to satisfy the comfort bounds. For what concerns the comparison between SBMPC and Det-MPC, it can be observed from Table I that simulation for α = 100 and N scen = 10. We can notice from Figure 5 that the evolution of the room temperature in the three cases is quite similar. In particular, the Det-MPC solution and the SBMPC one have a similar evolution. On the other hand, since PI-OCP has perfect information about the disturbances and since it has a horizon equal to the duration of the simulation, it can compute a control action that allows the room temperature to stay within the comfort bounds for most of the time. In Figure 6 we show the evolution of the control input 1 Q hea . Notice that also for this variable the evolution is quite similar between the three different cases. In particular, there are some slight differences between the solution provided by Det-MPC and by SBMPC, which, overall, leads to a lower cost of the SBMPC solution. Indeed, for this specific simulation, the normalized 2 J e cost is 8.087 for Det-MPC and 7.238 for SBMPC, while the normalized J d cost is 0.00924 for Det-MPC and 0.00774 for SBMPC. Given that α = 100 in this case, the total cost is 9.0126 for the Det-MPC and 8.012 for SBMPC. Therefore, we can claim that the proposed SBMPC framework has a better performance compared to the current state-of-the-art controller.
VI. CONCLUSIONS
We have presented an application of stochastic scenariobased model predictive control to building heating in office buildings, performing simulations with real data. The paper shows the advantages of using an SBMPC approach compared to a standard, deterministic MPC approach. In 1 Since we are considering a simulation in winter, Qcoo is always null. 2 Normalized with respect to the total number of simulation hours, i.e. the cost shown is a "per hour" cost. Simulation profile of the room temperature evolution of one winter week with the three different methods considered in Section V. T z max and T z min stand for the maximum and minimum comfort temperature, respectively. particular, due to the fact that the stochastic controller can include multiple realizations of the disturbances, it is able to respond better to deviations in outside temperature or solar irradiance.
In future work, experiments on the real building in the winter season and comparison of SBMPC vs standard MPC will be performed as a continuation of this work. Moreover, we plan to carry out an in depth analysis on how the performance of SBMPC is influenced by the kind of scenario generation algorithm chosen.
