In the game of cops and robbers on a graph G = (V, E), k cops try to catch a robber. On the cop turn, each cop may move to a neighboring vertex or remain in place. On the robber's turn, he moves similarly. The cops win if there is some time at which a cop is at the same vertex as the robber. Otherwise, the robber wins. The minimum number of cops required to catch the robber is called the cop number of G, and is denoted c(G). Let m k be the minimum order of a connected graph satisfying c(G) ≥ k. Recently, Baird and Bonato determined via computer search that m 3 = 10 and that this value is attained uniquely by the Petersen graph. Herein, we give a self-contained mathematical proof of this result. Along the way, we give some characterizations of graphs with c(G) > 2 and very high maximum degree.
Introduction
Let G = (V, E) be a simple undirected graph on n vertices. The game of cops and robbers on G was independently introduced by Quilliot [18] and Nowakowski and Winkler [15] . The game is played between k cops C 1 , C 2 , . . . , C k and one robber R. First, the cops are placed at k vertices of the graph.
Then the robber is placed on a vertex. During play, the cops and the robber move alternately. On the cop turn, each cop may move to a neighboring vertex or remain in place. The cops can coordinate their strategy and multiple cops may occupy the same vertex. On the robber's turn, he moves similarly. This is a full information game, in the sense that the locations of the cops and robber are always known to all players. The cops win if there is some finite time at which a cop is colocated with the robber.
Otherwise, the robber wins. The minimum number of cops required to catch the robber (regardless of robber's strategy) is called the cop number of G, and is denoted c(G). When c(G) = k, we say that G is k-cop-win. This lemma can be generalized a bit more. In particular, if we remove the restriction on the maximum of degree of vertices in V − N (u), then the proofs of Lemmas 1.3 and 1.5 can be adapted to show that H must contain an induced 5-cycle or 6-cycle. However, the case analysis is cumbersome, so we have opted for this simpler formulation. The version stated above is sufficient to prove our main result: that the Petersen graph is the only 10-vertex graph requiring 3 cops.
We conclude this section with some reflections on our main results. The Petersen graph is the unique 3-regular graph of girth 5 of minimal size, so that Theorem 1.2 provides a tight lower bound for n when c(G) = 3. We wonder whether a similar result holds for general cop numbers, and we formulate some open question in this vein. Recall that a (k, g)-cage is a k-regular graph with girth g of minimal order. For a survey of cages, see [9] . The Petersen graph is the unique (3, 5)-cage, and in general, cages exist for any pair k ≥ 2 and g ≥ 3.
As discussed earlier, Aigner and Fromme [1] proved that graphs with girth 5, and degree k have cop number at least k; in particular, if G is a (k, 5)-cage then c(G) ≥ k. Let n(k, g) denote the order of a (k, g)-cage. Is it true that a (k, 5)-cage is k-cop-win? Next, since we have m k ≥ n(k, 5), it is natural to wonder whether m k = n(k, 5) for k ≥ 4. It seems reasonable to expect that this is true at least for small values of k. It is known that n(4, 5) = 19, n(5, 5) = 30, n(6, 5) = 40 and n(7, 5) = 50. Do any of these cages attain the analogous m k ?
More generally, we can ask the same question for large k: is m k achieved by a (k, 5)-cage? If Meyniel's conjecture is true, then m k = Ω(k 2 ). Meanwhile, it is known that n(k, 5) = Θ(k 2 ), so an affirmative resolution would be consistent with Meyniel's conjecture. We note that Baird and Bonato [3] have already observed that Meyniel's conjecture implies that m k = Θ(k 2 ), using a projective plane construction to obtain the upper bound, rather than the existence of (k, 5)-cages.
Preliminaries

Definitions and Notation
For a graph G, we will denote by V (G) the vertex set of G, and E(G) the edge set of G. If the graph G is clear from context, we will sometimes use V for V (G) and E for E(G). We also use the notation v(G) := |V (G)|. For S ⊆ V , the induced subgraph on S, denoted G[S], is the graph with vertex set
We specify some additional vertex notation.
For S ⊂ V , we write u ∼ S when u / ∈ S and there exists v ∈ S such that u ∼ v. We define for ((c 1 , . . . , c k ) ; r). When we need to specify whose turn it is to act, we underline the position of the player whose turn it is: (C ; r) denotes that it is the cops' turn to move, and (C ; r) the robber's.
We use a shorthand notation to describe moves: (c 1 , . . . , c k ; r)→(c ′ 1 , . . . , c ′ k ; r) denotes the cop move where each C i moves from c i to c ′ i . Similarly (c 1 , . . . , c k ; r)→(c 1 , . . . , c k ; r ′ ) denotes the robber's move from r to r ′ . We will concatenate moves and we use the shorthand ։, meaning a cop move followed by a robber move:
There will be cases where the strategy allows for either the robber or the cops to be in one of several positions. In general, for T i ⊆ V , S ⊆ V , the state of the game has the form (T 1 , . . . , T k ; S) means that c i ∈ T i , and r ∈ S.
The robber's safe neighborhood, denoted S(R), is the connected component of G − N (C) con-taining the robber. We say that the robber is trapped when S(R) = ∅. This condition is equivalent to having both r ∈ N (C) and N (r) ⊂ N (C). Once the robber is trapped, he will be caught on the subsequent cop move, regardless of the robber's next action. When the robber is trapped, we are in a cop-winning position, denoted by C .
The end game
We frequently use the following facts to identify cop-win strategies for two cops in the end game. We state a more general version of these results for k cops.
We need the following property of a cop-win graphs, which first appears in [8] . Every cop-win graph has at least one cop-winning no-backtrack strategy, meaning that the cop never repeats a vertex during the pursuit. Typically, a graph has multiple no-backtrack strategies. We say that a vertex v is no-backtrack-winning if there is a cop-winning no-backtrack strategy starting at v. For example, when G is a tree, every vertex is no-backtrack-winning.
Next we fix some notation. For a fixed set
be the neighbors of u j that are not adjacent to any other vertex in U .
is cop-win and v is no-backtrack-winning in H; then the cops can win from this configuration.
Proof. Let S = S(R) be the initial safe neighborhood of R. In both cases, only cop C j is active, while the others remain stationary. In case (a), cop C j moves into S and follows a cop-win strategy on G[S].
In case (b), cop C j moves to v and then follows a no-backtrack strategy on G[S + v]. This prevents the robber from ever reaching v. In both cases, the only way for the robber to avoid capture by C j is to step into the neighborhood of the remaining cops.
We highlight two useful consequences that are used heavily for k = 2 in our subsequent proofs. 
is a tree, then we are done by Observation 2.1. If G[S] is not a tree, then G[S] must be unicyclic with one degree 3 vertex, say u. Therefore, |S : N (C)| = 1, and except for u, every vertex in the cycle has degree 2 in G. A cop-winning strategy is as follows: two cops move until they both reach u. Now S(R) is a path, so Observation 2.1 completes the proof.
In this section, we prove Lemma 1.3 and Theorem 1.1. We also make progress on the proof of Theorem x 1
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x 4 First we make some technical observations. We start by noting that moving to x 5 is in most situations a bad idea for the robber in Cases (a), (b) and (c). Next we look at the structure of N (y) ∩ V (H) for nodes y ∈ N (u). Proof. Figure 3 .2 shows the four classes of possible graph structures. Let us first consider the structure (B1). Let z = x 2 . C 1 moves to u, and C 2 moves to z. Now the robber is trapped in all cases of Proof. First we deal with all cases but Case (d). The cops start at u and z. If the robber starts at x 3 , the cops' winning strategy is: (u, z ; x 3 )→(u, y ; x 3 ) C . If the robber starts at x 5 , the strategy will depend on the structure of H. In Cases (a),(b),(c), we are done by Claim 3.1. In Case (e), the following is a winning strategy: (u, z ;
The remainder of the proof deals with Case (d), which requires a more involved argument.
First suppose that there exists w ∈ N (u) such that {x 2 , x 4 , x 5 } ⊂ N (w). Then the cops start at u and z. The robber can start at x 3 or x 5 in either case the cops have a winning strategy:
Now assume that no such w exists. Start the cops at u and y. The robber starts in {x 1 , x 5 }.
If the robber starts at x 1 , then (u, y ; Proof. Suppose that no such relabeling exists. We will show a winning strategy for the cops, starting at u and have no edges to N (u); hence |N (S(R))| ≤ 2, and we are again done by Corollary 2.2. In Case (c) S(R) = {x 1 , x 5 }, and we are assuming that both x 1 and x 2 do not have neighbors in N (u). By Claim 3.1, we may assume R does not start at x 5 , and so R starts at
, then N (S(R)) is dominated by c 2 = x 3 ). Now the cops can win by following the strategy:
Armed with the above claims, we now conclude the proof Lemma 1.3.
By Claim 3.4, we may assume x 1 ∼ w ∈ N (u). Initially place C 1 at u and C 2 at For each i = 1, . . . , 5 such that deg(x i ) ≥ 3, pick some y i ∈ N (x i ) ∩ N (u) arbitrarily (we allow y i = y j for i = j). The game starts as (u, x 4 ; {x 1 , x 2 })։(u, {x 3 , x 4 } ; x 1 ). First we deal with the case where deg(x 1 ) = 2 and the case where deg(x 1 ) = 3 and y 1 ∼ x 4 . The cops' winning strategy for these two cases is the same: (u, {x 3 , x 4 } ; x 1 )։(y 2 , x 4 ; x 1 )→(x 2 , x 4 ; x 1 ) C .
Now we may assume that all x i have degree 3, and hence y i exists for all i. We may further assume that x 4 = y 1 , and, since x 3 and x 4 are symmetric, we are also done in the case y 1 ∼ x 3 . The only remaining possibility is N (y 1 ) ∩ (V − N (u)) ⊆ N (x 1 ). Since x 3 and x 4 are symmetric, without loss of generality, the state is (u, x 4 ; x 1 ). The cops first move to y 2 and x 5 , forcing the robber to y 1 , then in one more move, the robber is trapped at y 1 : (y 2 , x 5 ; y 1 )→(u, x 1 ; y 1 ) C .
These corollaries are enough to prove that every connected 9-vertex graphs is 2 cop-win, and to
show that if v(G) = 10 and ∆(G) = 4 then c(G) ≤ 2. 1.1) . If G is a connected graph on at most 9 vertices, then c(G) ≤ 2.
(Theorem
Proof. If ∆(G) ≥ 4, then we are done by Lemma 1.3. If ∆(G) = 3, then we are done by Corollary 3.6. is not a 5-cycle, and hence we are done by Lemma 1.3. We only need to consider edges to y 1 , y 2 or y 3 : other potential edges would not maintain the induced 5-cycle structure.
We have x 3 ≁ y 1 because {v, y 2 , y 3 } form a triangle. We have x 3 ≁ y 3 because z 1 is adjacent to each of x 1 , y 1 , y 2 . Finally, x 3 ≁ y 2 because the existence of this edge would force y 3 ∼ x 1 , which is symmetric to the forbidden x 3 ∼ y 1 .
u v First, we observe that H must be connected.
Otherwise, we can adapt the proof of Corollary 3.6 to show that c(G) = 2. Indeed, H has at most one component H 1 whose cop number is 2. We use the strategy described in the proof of Corollary 3.6 to capture the robber. The only alteration of the strategy is to address the robber moving from N (u) to If x 6 has at most one neighbor in N (u), we are again done by Corollary 2.3, since ∆(S(R)) ≤ 3.
When x 6 has two neighbors in N (u), the game play depends on the initial location of the robber. If the robber starts at x 6 then C 1 holds at u while C 2 moves from x 1 to x 2 to x 3 , trapping the robber. If the robber starts at x 3 , then the roles are reversed: C 1 moves to x 6 in two steps while C 2 holds at x 1 . At this point, the robber is trapped.
Next, suppose that G contains an induced 5-cycle x 1 , x 2 , x 3 , x 4 , x 5 . Without loss of generality,
is adjacent to two of the x i , then we can place C 1 at u and C 2 at some x j so that The final case to consider is when x 2 and x 4 are both adjacent to y ∈ N (u). By symmetry, x 3 and
x 5 are adjacent to z ∈ N (u). By symmetry, there is one game to consider: (u,
which is cop-win by Corollary 2.3. Thus, the only option for H is an induced 6 cycle.
We can now prove that the Petersen graph is the unique 3 cop-win graph of order 10. Proof. This is easily checked against the 18 possible 3-regular graphs of order 10 listed at [14] , but here we give a direct proof. Pick any vertex u. The complement is a 6-cycle, where every vertex is adjacent to exactly one vertex in N (u). Let N (u) = {y, z, w}. Now pick a vertex x 1 on the 6-cycle,
x 1 ∼ y. Because V − N (x 1 ) must form a 6-cycle, we must have that x 3 ∼ w and x 5 ∼ z (by symmery this is the only option). The only remaining edges to add are a matching between x 2 , x 4 , x 6 and y, z, w.
To avoid a triangle in V − N (y), we cannot have x 4 ∼ y or x 4 ∼ z, hence x 4 ∼ y, and, by symmetry,
x 2 ∼ z, and x 6 ∼ w. This is the Petersen graph. (Theorem 1.2) . The Petersen graph is the unique connected graph on 10 vertices that requires 3 cops.
All other connected graphs of order 10 are 2-cop-win.
Proof. Let G be a connected graph of order 10 such that c(G) = 3. We have δ(G) ≥ 2: otherwise the If k ≤ 5 then the cops win by Corollary 2.3. When k = 6, our strategy depends on the initial robber location. Let y ∈ N (u) ∩ N (x 2 ). We either have (u, x 4 ; x 2 )։(y, x 4 ; x 1 )→(y, x 5 ; x 1 ) C , or (u, x 4 ; x 1 )։(y, x 5 ; x 1 ) C , or (u, x 4 ; x 6 )։(u, x 5 ; x 1 ) →(y, x 6 ; x 1 ) C . The robber is trapped for every initial placement.
