Although frequently encountered in many practical applications, singular nonlinear optimization has been always recognized as a difficult problem. In the last decades, classical numerical techniques have been proposed to deal with the singular problem. However, the issue of numerical instability and high computational complexity has not found a satisfactory solution so far. In this paper, we consider the singular optimization problem with bounded variables constraint rather than the common unconstraint model. A novel neural network model was proposed for solving the problem of singular convex optimization with bounded variables. Under the assumption of rank one defect, the original difficult problem is transformed into nonsingular constrained optimization problem by enforcing a tensor term. By using the augmented Lagrangian method and the projection technique, it is proven that the proposed continuous model is convergent to the solution of the singular optimization problem. Numerical simulation further confirmed the effectiveness of the proposed neural network approach.
Introduction
The nonlinear model with rank one defect is of great importance for its singular nature. Follwing works of Schnabel and Dan Feng [1] [2] [3] , we have made great improvement for such problem by applying Tensor methods by numerical solution [4, 5] . For large-scale computational problems, the computation of the classical numerical method is still far from satisfactory.
In recent years, neural network approaches were proposed to deal with classical nonlinear optimization problems. Xia and Wang [6] presented neural networks for solving nonlinear convex optimization with bounded constraints and box constraints, respectively. Xia [7, 8] , Xia and Wang [9, 10] developed several neural networks for solving linear and quadratic convex programming problems, monotone linear complementary problems, and a class of monotone variational inequality problems. Recently, projection neural networks for solving monotone variational inequality problems are developed in [11] [12] [13] and recurrent neural networks for solving nonconvex optimization problem have been also studied [14, 15] . It is regrettable that the study of singular nonlinear optimization problems in the neural network method have not been involved .
Recently, more attention were paid to the singular optimization problems due to real applications. For example, in the problem of singular optimal control, assume the state equation is depicted as   
, then this becomes the socalled singular optimal control problem. The optimal trajectory corresponding to the segment called singular arc. The numerical methods for solving such singular control problem can be referred to [16, 17] . Due to the inherent Parallel mechanism and highspeed of hardware implementations, efforts to tackle such problems by using neural systems are promising and creative. Attempt was made for the first time in our recent paper [18] to solve unconstraint singular optimization problem, which turned out to be feasible and effecttive. In this paper, we further improve such result to the case of singular optimization problem with bounded variables constraint. This paper is organized as follows. In Section 2, the nonlinear singular convex optimization problem and its equivalent formulations are described. In Section 3, a recurrent neural network model is proposed to solve such singular nonlinear optimization problems. Global convergence of the proposed neural network is analyzed. Finally, in Section 4, several illustrative examples are presented to evaluate the effectiveness of the proposed neural network method.
Problem Formulation and Neural Design
is a continuous differentiable convex function. Consider the following unconstrained convex programming problem,
which can be easily transformed to equivalent nonnegative bounded convex programming problem by using the such transformation as ,
Let x  is the unique optimal solution to (2). We will discuss the solution of (2) under the following assumptions. 
Assumption 1  
(The reason for this assumption can be found, for example, in [4] .) Lemma 1 For any and
Proof. It is easy to verify this result, thus its proof is omitted here for the sake of saving space.
It is seen that when in Lemma 2.1 take random values, the condition is satisfied with probability 1. Proof. This conclusion can be proved easily according to the results in [4] under Assumption A2. Thus the proof is omitted here.
Because the Hessian matrix of   f x is singular at x  for (2), it is generally difficult to obtain ideal convergence results by conventional optimization algorithm (see [1] [2] [3] [4] ). In order to overcome this difficulty, alternatively we deal with equivalent unconstrained convex optimization problem as follows,
for which we can establish the equivalent lemma as follows, Lemma 3 x  is a solution of (2) if and only if x  is a solution of (3).
Further consider the difficulty caused by computing the matrix inverse, we turn optimization question (3) into the following equivalent constrained optimization problem.
Define Lagrange function of (4) as follows,
By Assumptions A2 and Lemma 2, it is easy to know that the function  ,
is strictly convex. And based on the Karush-Kuhn-Tucker sufficient conditions, the KKT point ˆ, x y of the formula (4) is a unique optimal solution of the optimization question (4) and there exits satisfies the following condition:
In order to discuss the constrained programming problem (4), first, we define a augmented Lagrangian function of (4) as follows
where is a penalty parameter and is an approximation of the Lagrange multiplier vector. Hence, the problem (4) can be solved by the stationary point of the following problem,
Then, the condition (5) can be written as
Now, we introduce the projection function P  as follows,
From the projection conclusion as shown in [19] , the first inequality of (7) can be equivalently represented as
So the optimal solution of (4) and the stationary point of (6) meet with the conditions
.
Stability Analysis of the Neural Network Model
By Theorem 8 and Theorem 9 in [20] , there exists a constant , such that if is an optimal solution of the problem (6), then
is an optimal solution of the problem (4) and
By the Lagrange function defined above, we can describe the neural network model by the following nonlinear dynamic system for solving (10) . The logical graph is shown in Figure 1 . is a equilibrium point of network (10) , it m point of original problem (4) . To analyze the convergence of the neural network (10), the following lemmas are first introduced (see [19] 
where is a projection operator defined as : Proof. We define V : R   as follows:
show that is a suitable Lyp ov c mic system (10) 
Then, we obtain from (12), (13) and Assumption A4
consequently,
, , V P x t y t z t by (14) , it is evident th is Lypunov function, and at
By the Lypunov stability theory, systems (10) 
Numerical Examples
In order to verify the effectiveness of the presented algorithm in this paper, three examples were selected fr ese Examples has been used e new algorithms (see [1- om the literature [21] . Th to check the effectiveness of th 5]).
For the first example, it is easy to verify that the Hessian matrix of the object function
is rank one deficiency at the minimizer x  . For the last two examples, the corresponding matrix is no e procedure as n transformation as Hessian nsingular at the minimizer. In order to adapt them to the singular case, we have adopt the sam proposed in [1] by introducing functio follows,
where x  is the root of
Now we can construct the relevant objection function 
Concluding Remarks
Singular nonlinear convex optimization problems have been traditionally studied by classical numerical methods. In this paper, a novel neural network model was estab lished to solve such a difficult problem. Under some mil assump ed n n constraine mented Lagrange function, a neural -d tions, the unconstrain onlinear optimizatio problem is turned into a d optimization problem. By establishing the relationship between KKT points and the aug 
