Abstract: Near space is the key to integrating "sky" and "space" into the future. A synthetic aperture radar (SAR) that works in this area would initiate a technological revolution for remote sensing applications. This study mainly focused on ground moving target imaging (GMTIm) for a near-space hypersonic vehicle-borne SAR (NS-HSV-SAR) with squint angle. The range history, parameter coupling, and Doppler ambiguity of the squint-looking NS-HSV-SAR are more complicated than traditional side-looking airborne or space-borne SARs. Thus, a precise range model is presented on the basis of phase error analyses. Then, all potential distributions of echo's azimuth spectrum are derived, and a GMTIm method is proposed on the basis of a detailed analysis of the echo characteristics. The proposed method consists of three steps. Firstly, a prior information-based pre-processing function was created to decrease the Doppler ambiguity and range migration effects. Secondly, a blur matched keystone transform was developed to correct the residual range walk migration. Thirdly, a time-saving chirp Fourier transform was investigated for azimuth focusing. Implementation considerations, including the curvilinear trajectory of the NS-HSV-SAR, multiple moving target imaging, and applicability and limitation of the method, are discussed. Finally, simulation results are presented to validate the effectiveness of the proposed method.
Introduction
A near-space hypersonic vehicle-borne synthetic aperture radar (NS-HSV-SAR), which works at the altitude between 20 and 100 km with a speed of over 5 Mach, bridges the gap between the airborne and space-borne SARs [1] . The NS-HSV-SAR would initiate a technological revolution to improve the environmental perception ability of radar [2] . This device is potentially useful for SAR remote sensing applications for two reasons: Firstly, this device is timely, and exhibits a quick response, and high revisiting frequency. The NS-HSV-SAR exhibits a velocity advantage that the airborne SAR cannot match, and a flexibility advantage that the space-borne SAR cannot have. Because this device works in a stable climate environment and smooth airflow disturbance, it flies without constraints through orbital mechanics. Moreover, this device typically works with a squint angle or curvilinear trajectory for flexible and comprehensive detection. These features enable a timely response deployment, and multiple revisers of the detecting and key areas for NS-HSV-SAR, respectively. and a precise range model is presented on the basis of the phase error analyses. In contrast to previous methods that only consider the Doppler centre blur of the echo signal, we discuss the Doppler ambiguity of the squint-looking NS-HSV-SAR (i.e., the coexistence of the Doppler centre blur and spectrum ambiguity). All potential distributions of echo's azimuth spectrum are derived. Then, a GMTIm method is proposed on the basis of the detailed analyses of the signal characteristics. The proposed method has three main steps. Firstly, a pre-processing function is developed to solve the Doppler spectrum ambiguity problem and eliminate most Doppler centre blur effects. In contrast to the deramp function in [3, 23, 24] , the proposed function is developed on the basis of a prior information, and does not require any parameters search. Moreover, the proposed function can correct the range curvature migration (RCM) and most RWMs. Then, a blur matched KT (BM-KT) is proposed to correct the residual RWM. The KT can simultaneously achieve RWM corrections of different targets at a lower SNR than the Hough transform utilized in [6, 24, 25] . Moreover, the BM-KT can prevent the inapplicability of KT to the case of Doppler ambiguity [7, 8, 26] . The first two steps can ensure a range dimension focusing of the target at a low SNR, regardless of any target parameter. Finally, in each focused range cell, a new chirp Fourier transform (CFT) with a time-saving searching strategy (TS-CFT) is developed for azimuth focusing. In addition, several other aspects, such as the generalisation of the proposed method for the NS-HSV-SAR with curvilinear trajectory, implementation of the method for multiple target imaging, and applicability and discussion of the method, are also included.
This paper is organised as follows. In Section 2, the signal model and characteristics are established and analysed, respectively. Then, the proposed GMTIm method is introduced in Section 3. Certain implementation considerations are given in Section 4, and the numerical simulation results are analysed in Section 5. The discussion of the proposed method is presented in Section 6. Finally, conclusions are drawn in Section 7.
Modelling and Characterisation

Signal Model
For an intuitive understanding, a point target vector-model is first established for an ideal trajectory (i.e., linear trajectory) strip-map mode NS-HSV-SAR with a squint angle θ, as illustrated in Figure 1 . The actual trajectory (i.e., curvilinear) is discussed as a general case in Section 4.1.
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Modelling and Characterisation
Signal Model
For an intuitive understanding, a point target vector-model is first established for an ideal trajectory (i.e., linear trajectory) strip-map mode NS-HSV-SAR with a squint angle θ , as illustrated in Figure 1 is an uncertain initial slant range vector from the radar to the target. The instantaneous slant range between the radar and the target can be written as:
where η denotes a slow time. For ease of analysis, we expand Equation (1) into Taylor series:
where the value and physical explanation of µ i are derived in Appendix A. Given that a high order of expansion leads to an accurate range model, and a complex signal processing, the signal phase error and processing complexity must be considered when selecting a suitable range model. The use of π/4 as an acceptable level of phase error to prevent substantial target defocusing is a common practice [20] . Let a target with the velocity of (6, −8, 0) m/s be located at the centre of a detected scene. The other simulation parameters are listed in Table 1 . Figure 2 presents the simulated phase errors for different range models. During the ESAT, the phase error caused by the second-order range model depicted in Figure 2a exceeds a tolerable degree with an increase in the squint angle. By contrast, the phase errors caused by the third-and fourth-order models demonstrated in Figure 2b ,c, respectively, are acceptable. A slight phase error that occurs in Figure 2b when the squint angle exceeds 47 • can be recognised as a high squint case [27] , and is disregarded here. In Figure 2 , a large squint angle indicates a long ESAT. Therefore, flexible and comprehensive detections can be provided by a squint-looking NS-HSV-SAR. From Figure 2 , the third-order range model is selected for the squint-looking NS-HSV-SAR with an ideal trajectory. The linear frequency modulation signal is adopted as a transmitting signal. After a range compression [20] , the echo signal that omits the amplitude is converted into:
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Characteristic Description
Generally, a signal envelope and phase relate to a signal focus depth of range and azimuth dimension [28, 29] . The polynomial expressed in Equation (3) allows the target's trajectory to span over multiple ranges and Doppler cells. Thus, we analyse the signal characteristics of the squint-looking NS-HSV-SAR from two perspectives, namely, range migration and azimuth spectrum distribution.
Range Migration
The range migration, which consist of the RWM, RCM, and high-order RCM, reflects the change in the instantaneous slant range of the signal. The range migration of NS-HSV-SAR differs from that of the traditional side-looking systems in two aspects, given the existence of the squint angle and high-speed movement of the radar platform. The first aspect is severe parameter coupling. A moving target is assumed to be located at the centre of the detected scene in a traditional case, and the RWM caused by the µ 1 term is mainly related to the radial velocity of the target [21] . However, the precise location of the target is constantly unknown in advance, and RWM is associated with the relative velocity and position between the target and the radar, as demonstrated in Appendix A, thus, they are coupled to each other. In terms of the RCM and cubic RCM caused by the µ 2 and µ 3 terms, the degree of their parameter coupling will only be increasingly serious, as presented in Appendix A. The second aspect is composed of the serious target energy diffusion and non-negligible high-order RCM. We illustrate the second aspect through a set of results simulated by the parameters listed in Table 1 for verification. Figure 3 exhibits the range migration results of PT1 and PT2 with the velocity of (−35, −35, 0) m/s. In Figure 3a -c, the range migration is particularly large that the target energy will be seriously smeared to thousands of range cells. The target is difficult to be imaged. Moreover, the cubic RCM is no longer ignored as in [24] , even though our theory range resolution in this simulation (2.14 m) is not very high. 
Azimuth Spectrum Distribution
The azimuth spectrum distribution of Equation (3) is mainly determined by its DFM, which includes the DCS f dcs and Doppler bandwidth B azi :
where max(·) and min(·) represent the maximum and minimum operations, respectively. The main factors that affect the DFM are similar to those that influence the range migration. Therefore, the DCS will be severe, and the Doppler bandwidth will be large for the NS-HSV-SAR, similar to the range migration feature. Figure 3d depicts the DCS and Doppler bandwidth simulation results. Evidently, this result validates our conclusions. Given that the PRF for the NS-HSV-SAR is not high enough to avoid range ambiguity [30, 31] , the huge DCS and Doppler bandwidth can easily cause the Doppler ambiguity of the echo signal, thereby causing a false target imaging result by directly using matched filtering [10] . The Doppler ambiguity can be divided into two kinds. The first kind is Doppler centre blur caused by the DCS, which has been discussed in existing studies (e.g., [6, 22, 23] ). This condition may introduce the following two types of azimuth spectrum distributions of the signal: spectrum in a PRF band and spanning neighbouring PRF, as displayed in Figure 4a ,b, respectively. However, the Doppler bandwidth spanning caused by the high-order DFM (e.g., Figure 3d represent the maximum and minimum operations, respectively. The main factors that affect the DFM are similar to those that influence the range migration. Therefore, the DCS will be severe, and the Doppler bandwidth will be large for the NS-HSV-SAR, similar to the range migration feature. Figure 3d depicts the DCS and Doppler bandwidth simulation results. Evidently, this result validates our conclusions. Given that the PRF for the NS-HSV-SAR is not high enough to avoid range ambiguity [30, 31] , the huge DCS and Doppler bandwidth can easily cause the Doppler ambiguity of the echo signal, thereby causing a false target imaging result by directly using matched filtering [10] . The Doppler ambiguity can be divided into two kinds. The first kind is Doppler centre blur caused by the DCS, which has been discussed in existing studies (e.g., [6, 22, 23] ). This condition may introduce the following two types of azimuth spectrum distributions of the signal: spectrum in a PRF band and spanning neighbouring PRF, as displayed in Figure 4a ,b, respectively. However, the Doppler bandwidth spanning caused by the high-order DFM (e.g., Figure 3d ) must not be neglected for the squint-looking NS-HSV-SAR. This condition will cause another kind of Doppler ambiguity called Doppler spectrum ambiguity. Thus, two new complicated azimuth spectrum distributions, namely, Doppler bandwidths exceeding PRF and PRF/2 are derived in Figure 4c ,d. The abovementioned analyses can be verified by a set of 2-D spectrum simulations. The basic simulation parameters are listed in Table 1 . A target located at the centre of the detected scene with a velocity of (8, 6 , 0) m/s is selected as an example. The abovementioned analyses can be verified by a set of 2-D spectrum simulations. The basic simulation parameters are listed in Table 1 . A target located at the centre of the detected scene with a velocity of (8, 6 , 0) m/s is selected as an example. 
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According to the description of the echo characteristics in the previous sections, for GMTIm, the three key issues, i.e. Doppler ambiguity, range migration, and azimuth focusing, must be considered 
According to the description of the echo characteristics in the previous sections, for GMTIm, the three key issues, i.e. Doppler ambiguity, range migration, and azimuth focusing, must be considered in the signal processing of squint-looking NS-HSV-SAR. Thus, a new GMTIm algorithm is proposed in this section. The flowchart, corresponding subsections, and theoretical results of the proposed method are displayed in Figure 6 . The three key steps of the proposed method, namely pre-processing, residual RWM correcting through BM-KT, and azimuth focusing through TS-CFT, have effectively solved the three abovementioned problems. 
According to the description of the echo characteristics in the previous sections, for GMTIm, the three key issues, i.e. Doppler ambiguity, range migration, and azimuth focusing, must be considered in the signal processing of squint-looking NS-HSV-SAR. Thus, a new GMTIm algorithm is proposed in this section. The flowchart, corresponding subsections, and theoretical results of the proposed method are displayed in Figure 6 . The three key steps of the proposed method, namely preprocessing, residual RWM correcting through BM-KT, and azimuth focusing through TS-CFT, have effectively solved the three abovementioned problems. 
Pre-Processing
The GMTIm is essentially a 2-D match filtering for moving targets. For the distribution presented in Figure 4a , direct match filtering can effectively achieve target imaging. However, for the three other distributions illustrated in Figure 4 , the presence of Doppler centre blur or spectrum ambiguity will trigger the direct match filtering to produce two or more target images. The PRF/2 spectrum shifting method [6, 9, 22] can eliminate the effect of Doppler centre blur depicted in Figure 4b , but this method completely fails in the case of Figure 4c ,d, wherein the Doppler spectrum ambiguity existed. Traversal or searching is the most direct and effective means of resolving Doppler ambiguity 
The GMTIm is essentially a 2-D match filtering for moving targets. For the distribution presented in Figure 4a , direct match filtering can effectively achieve target imaging. However, for the three other distributions illustrated in Figure 4 , the presence of Doppler centre blur or spectrum ambiguity will trigger the direct match filtering to produce two or more target images. The PRF/2 spectrum shifting method [6, 9, 22] can eliminate the effect of Doppler centre blur depicted in Figure 4b , but this method completely fails in the case of Figure 4c ,d, wherein the Doppler spectrum ambiguity existed. Traversal or searching is the most direct and effective means of resolving Doppler ambiguity [6, 10, 22] , but the coexistence of Doppler centre blur and spectrum ambiguity leads to complex searching procedure. If the Doppler spectrum can be controlled within PRF/2 and the DCS is close to 0 Hz, then the probability of false targets focusing, and numerous searching times will be greatly considerably decreased. In [3, 23, 24] , the deramp function is created to compress the spectrum, whereas the function parameters are difficult to be directly determined. By integrating the abovementioned important results, a pre-processing function based on the prior known information is created to diminish the effect of Doppler ambiguity and range migration in this section.
The pre-processing function primarily uses the existing prior known information to achieve the optimal possible Doppler spectrum compression and DCS, rather than obtain the precise target focusing similar to [3, 23] . According to Equations (4) and (5), and Appendix A, the Doppler ambiguity and range migration are mainly induced by the movement of the NS-HSV-SAR, which is considerably faster than the target. Moreover, a narrow azimuth beam is typically used in the current SAR/GMTI system [30] [31] [32] . Thus, the pre-processing function can be expressed as:
where f denotes the range frequency, and µ 1,p , µ 2,p , and µ 3,p are expounded in Appendix A. After pre-processing, the echo signal in the range frequency and azimuth time domain can be denoted as:
where f f t [·] denotes a fast Fourier transform (FFT) operation along the dimension. Figure 7 shows the residual range migration and DFM of PT1 and PT2 after pre-processing. Most range migrations have been corrected and the remaining part is mainly composed of RWM in Figure 7a . The DCS and Doppler bandwidth considerably decreased in Figure 7b in comparison with Figure 3d . According to the PRF selection strategy in [32, 33] , the azimuth spectrum distribution of PT1 and PT2 can only be one of those in Figure 
Residual RWM Correcting: BM-KT
The residual RWM can be corrected by Hough transform [6, 24, 25] or KT [7, [22] [23] [24] . The KT can simultaneously achieve an RWM correction of different targets without any prior target information at a low SNR, in comparison with the Hough transform. However, the KT suffers from the Doppler centre blur problem [26] . The echo signal after pre-processing will probably have a Doppler centre blur, as analysed in Section 3.1. Thus, a BM-KT method is proposed here.
Considering that the echo is sampled by the PRF for a pulse radar, the signal in Equation (7) can be rewritten as:
where N is the ambiguity number of the Doppler centre blur,
, µ 2 = µ 2 − µ 2,p , and µ 3 = µ 3 − µ 3,p . Then, after performing KT, we obtain:
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where ζ denotes the new slow time variable. The derivation in Equation (9) is expounded in Appendix B. Evidently, the residual RWM still exists in the last item of Equation (9) given the existence of the Doppler centre blur. For illustration, several simulation results are presented in Figure 8 with a target located at (52,212, 34,791, 0) m. The target velocity is (−28, −23, 0) m/s. The simulation parameters are listed in Table 1 and the SNR is −15 dB. The range migration displayed in Figure 8b has been substantially corrected after pre-processing in comparison with the range compressed signal exhibited in Figure 8a . Although the target energy is accumulated at a certain degree, it is not considerably different from the noise background. The Hough line extracted by the Hough transform does not accurately match the residual RWM, as illustrated in Figure 8b . The KT has failed to corrected the residual RWM depicted in Figure 8c because the remaining DCS (3240 Hz) is larger than the PRF. A direct method for solving the KT inapplicability is to compress the last item of Equation (9) using:
where N is previously unknown, thereby making the direct obtainment of Equation (10) infeasible. However, the target velocity is limited to a certain known region [24] , and the Doppler ambiguity number is an integer. Moreover, N has decreased into a small scope after pre-processing. The difficulty of the blur-matching step for Equation (10) will not considerably increase.
The image entropy value is used to determine N [23] but is sensitive to background noise. The simulated result displayed in Figure 8d confirmed that the differences in entropy values for different N are small, and the calculated outcome for N is incorrect. Considering that a radar signal is typically processed on the basis of the range cells, and the range dimension focusing can be obtained after a residual RWM correction, we can determine Equation (10) by blur matching, i.e., comparing the amplitude along a range for each N. In Figure 8e , only if N is matched, then the target energy can be focused on a range cell, such as the red solid line. Then, RWM can be corrected as Figure 8f after compensating Equation (9) by Equation (10) with the determined N. This approach also facilitates multiple target processing, which is discussed in Section 4.2.
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The image entropy value is used to determine N [23] but is sensitive to background noise. The simulated result displayed in Figure 8d confirmed that the differences in entropy values for different N are small, and the calculated outcome for N is incorrect. Considering that a radar signal is typically processed on the basis of the range cells, and the range dimension focusing can be obtained after a residual RWM correction, we can determine Equation (10) by blur matching, i.e., comparing the amplitude along a range for each N. In Figure 8e , only if N is matched, then the target energy can be focused on a range cell, such as the red solid line. Then, RWM can be corrected as Figure 8f after compensating Equation (9) by Equation (10) with the determined N. This approach also facilitates multiple target processing, which is discussed in Section 4.2. 
Azimuth Focusing: TS-CFT
After performing BM-KT, the target is well-focused on a range dimension with sufficient SNR, and the azimuth focusing can be separately processed in each range cell. Then, the cumbersome 
After performing BM-KT, the target is well-focused on a range dimension with sufficient SNR, and the azimuth focusing can be separately processed in each range cell. Then, the cumbersome process of tackling all range cells is prevented. The azimuth profile of a focused target can be written as:
Equation (11) is a polynomial phase signal (PPS), and its coefficients are not particularly large after pre-processing. A popular approach to handling PPS is the CFT method [34] . However, CFT is effective for a quadratic chirp-type signal. Considering that Equation (11) is a cubic chirp-type signal, a compensating function is constructed to eliminate the cubic term:
where µ 3 is obtained using the following cost function:
where argmax(·) denotes the arguments of the maxima, and CFT ζ (·) denotes CFT operation over ζ. Given that µ 2 denotes the remaining Doppler chirp rate, it can be obtained using the following equation:
Then, the azimuth focusing function can be expressed as:
According to Equations (9), (10) and (15), the moving target can be focused on range time and azimuth Doppler domain:
where f ζ denotes the Doppler frequency variable. The abovementioned procedure can be recognised as Fourier transform (FT) after the matching of the high-order DFM. The FT can be easily performed through the FFT, but the remaining parameters such as µ 2 and µ 3 in Equation (15) must be obtained. The scope and step-size of µ 2 and µ 3 are the key parameters in determining the traversal efficiency, wherein the former can be obtained through known traffic information, and the latter can be designed in advance through the demand for azimuth resolution.
Scope
The scope of µ 2 and µ 3 through monotonicity analysis is difficult to determine given the serious parameter coupling. However, the theory of SAR [20] denotes that the edge of the detection scene has a large DFM. Thus, the four edge points PT1, PT2, PT3, and PT4 presented in Figure 1 are firstly selected to calculate the traversal scope. Furthermore, the velocity of the target is a key factor that affects its value. The road position information (e.g., open street map) and the speed data (e.g., the legal maximum velocity in China for civilian vehicles in high way is 120 km/h) are utilised to determine the boundary velocity. Then, a small search scope can be obtained because using the existing traffic information can considerably improve the processing efficiency [35, 36] .
3.3.2.
Step-Size According to Equation (5) and azimuth resolution ρ a , the maximum step-size values for µ 2 and µ 3 can be calculated separately in accordance with the following inequalities:
6 f c c max
where ∆ µ i denotes the step-size of µ i . For the sake of clarity, we present an example here on the basis of the parameters listed in Table 1 and target illustrated in Figure 8 . The scopes of µ 2 and µ 3 are calculated as (−1, 1) and (−0.03, 0.03), respectively, on the basis of the abovementioned sections. These scopes are considerably smaller than an aimless traversal. In accordance with Equations (17) and (18), the step-size values of µ 2 and µ 3 are all approximately 0.001. For µ 3 , this step-size is acceptable, and the traversal number (i.e., 61) will not cause complexity, but for µ 2 , the traversal burden (i.e., 2001) of this step-size is unbearable. Thus, a large step-size (e.g., 0.01) can be utilised for rough traversal. Then, a small scope is obtained for an accurate traversal. The total traversal number for µ 2 will decrease by approximately 10-fold, i.e., 2001 to 262, using the abovementioned two-step approach. Figure 9 demonstrate several simulation results. After obtaining µ 3 in Figure 9a , µ 2 can be easily obtained in Figure 9b through two-step traversal. The substitution of µ 2 and µ 3 into Equation (15) indicates that the target can be focused by Equation (16) , as depicted in Figure 13a . Notably, the scope of traversal can be further decreased by utilizing the road position information. A detailed discussion on using road information is presented in [35, 36] . 
Implementation Considerations
Curvilinear Trajectory
In practice, the NS-HSV-SAR platforms typically have a curvilinear trajectory, rather than the ideal linear trajectory [37] . In Figure 1 , we can attribute the main cause of the curvilinear trajectory to the effect of acceleration a  [38] . Then, Equation (1) can be rewritten as:
We can also perform the Taylor series expansion in Equation (19) . The values and physical explanations of the ith order coefficient are derived in Appendix A. In previous sections, our GMTIm method is based on the third-order range model. However, the existence of acceleration does not guarantee the accuracy of the third-order range model. We must consider the high-order range model. Evidently, if the high-order ( 4 i  ) term of the range model can be ignored before or after certain processing, the proposed GMTIm method can be used for curvilinear trajectory. Thus, the effect of the high-order terms on phase error, and spatial and velocity variations are analysed by using the parameters listed in Table 1 . The exposure area of the NS-HSV-SAR is approximately 2.45  2.18 km 2 (range  azimuth), and the along-and across-track velocity scopes of the target are all (−35, 35) m/s according to the analysis in Section 3.3. The definition of spatial variations for GMTIm is the same as that of the SAR stationary target imaging [39] . Moreover, the definition of velocity variation is that the slant range for any moving targets within the illuminated area of the radar can be approximated by that of the stationary target at the reference position.
The small acceleration case [38] , e.g.,
, is firstly analysed, as demonstrated 
Implementation Considerations
Curvilinear Trajectory
In practice, the NS-HSV-SAR platforms typically have a curvilinear trajectory, rather than the ideal linear trajectory [37] . In Figure 1 , we can attribute the main cause of the curvilinear trajectory to the effect of acceleration → a [38] . Then, Equation (1) can be rewritten as:
We can also perform the Taylor series expansion in Equation (19) . The values and physical explanations of the ith order coefficient are derived in Appendix A. In previous sections, our GMTIm method is based on the third-order range model. However, the existence of acceleration does not guarantee the accuracy of the third-order range model. We must consider the high-order range model. Evidently, if the high-order (i ≥ 4) term of the range model can be ignored before or after certain processing, the proposed GMTIm method can be used for curvilinear trajectory. Thus, the effect of the high-order terms on phase error, and spatial and velocity variations are analysed by using the parameters listed in Table 1 . The exposure area of the NS-HSV-SAR is approximately 2.45 × 2.18 km 2 (range × azimuth), and the along-and across-track velocity scopes of the target are all (−35, 35) m/s according to the analysis in Section 3.3. The definition of spatial variations for GMTIm is the same as that of the SAR stationary target imaging [39] . Moreover, the definition of velocity variation is that the slant range for any moving targets within the illuminated area of the radar can be approximated by that of the stationary target at the reference position.
The small acceleration case [38] , e.g., → a = (2.1, 1.9, 2) m/s 2 , is firstly analysed, as demonstrated in Figure 10 . The phase errors caused by the µ 3 term with different target locations and velocities are considerably greater than the acceptable level π/4, as exhibited in Figure 10a ,b. However, the phase errors of the µ 4 term displayed in Figure 10c ,d are tolerable. Thus, the proposed method can be directly applied to a small acceleration case.
We can also perform the Taylor series expansion in Equation (19) .
the accuracy of the third-order range model. We must consider the high-order range model. Evidently, if the high-order ( 4 i  ) term of the range model can be ignored before or after certain processing, the proposed GMTIm method can be used for curvilinear trajectory. Thus, the effect of the high-order terms on phase error, and spatial and velocity variations are analysed by using the parameters listed in Table 1 . The exposure area of the NS-HSV-SAR is approximately 2.45  2.18 km 2 (range  azimuth), and the along-and across-track velocity scopes of the target are all (−35, 35) m/s according to the analysis in Section 3.3. The definition of spatial variations for GMTIm is the same as that of the SAR stationary target imaging [39] . Moreover, the definition of velocity variation is that the slant range for any moving targets within the illuminated area of the radar can be approximated by that of the stationary target at the reference position.
The small acceleration case [38] , e.g., For the NS-HSV-SAR with strong manoeuvrability, e.g.,
 
49 51 50 2 m / s  ， ， a = [2, 38] , the analysis is depicted in Figure 11 . We must analyse the phase errors caused by the 4 μ term with different target locations and velocities, as presented in Figure 11a ,b, respectively, because the large acceleration exacerbates the phase error caused by the 3 μ term. Evidently, the phase error caused For the NS-HSV-SAR with strong manoeuvrability, e.g., → a = (49, 51, 50) m/s 2 [2, 38] , the analysis is depicted in Figure 11 . We must analyse the phase errors caused by the µ 4 term with different target locations and velocities, as presented in Figure 11a ,b, respectively, because the large acceleration exacerbates the phase error caused by the µ 3 term. Evidently, the phase error caused by the µ 4 term cannot be ignored. However, the simulation results illustrated in Figure 11c ,d show that the spatial and velocity variations in the µ 4 term are negligible. We must directly compensate the high-order terms through the following improved pre-processing function to use our method under a large acceleration condition similar to Equation (6):
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Multiple GMTIm
The validity of the proposed GMTIm method for a moving target is verified in Section 3. However, multiple targets may exist in a practical scene. Whether the proposed GMTIm method is 
The validity of the proposed GMTIm method for a moving target is verified in Section 3. However, multiple targets may exist in a practical scene. Whether the proposed GMTIm method is suitable for this condition must be analysed. Firstly, the pre-processing function is not sensitive to the number of targets, because it is created on the basis of prior knowledge and not related to any target information. Secondly, the TS-CFT is suitable for multiple targets given the property of CFT, i.e., CFT can be used to match the multiple chirp rates in a chirp-type signal with multiple chirp components [34] . Thus, we must only illustrate the effectiveness of BM-KT to demonstrate that the proposed method can be used for multiple GMTIm.
In general, KT is a linear transform and can simultaneously correct RWM for all targets. However, the different targets may have a different Doppler centre blur (after pre-processing). This condition will affect the implementation of KT. The existence of Doppler centre blur will induce target energy diffusion after KT, as described in Section 3.2; otherwise, the target energy is focused on the range dimension. We can create an ambiguity filter [23] , which will uniformly process targets with the same degree of Doppler centre blur, because the radar signal processing is performed on each range cell. Fortunately, the BM-KT can be recognised as such a filter as previously analysed.
Notably, the SNR of the target in the detected scene may also be different. The high SNR target will affect the performance of the low target. Thus, the targets' imaging must be performed separately. Similar to our previous work [40] , we designed a multiple target filter. The specific description of the filter can be found in Appendix C. Therefore, the proposed GMTIm method remains valid for multiple targets, and the entire procedure is plotted in Figure 12 . 
Experiment Results
We present three sets of numerical simulations in this section to validate the effectiveness of the proposed method. The first set was used for comparative analysis with the existing method. The second and the third sets were used to verify the multiple target imaging performances under the linear and curvilinear trajectory. Notably, all simulations were conducted after a clutter suppression [41, 42] , and the main NS-HSV-SAR system parameters are listed in Table 1 .
Performance Comparison with Existing Methods
To the best of our knowledge, few studies on GMTIm for the NS-HSV-SAR are available, especially for the squint-looking geometry. However, in accordance with the classification of the existing algorithms in [6] , our method can be categorised as a KT based technique. Therefore, several state-of-the-art KT based methods with few restrictions on application scenes or with similar scenarios were selected for comparison experiments, including the KT based descending stage method for side-looking NS-HSV-SAR [3] , KT based long time coherent integration [22] , and robust Deramp-Keystone methods [23] . We compared these methods with respect to performance and computational complexity.
Focusing Performance
The target depicted in Figure 8 was selected as an example here. All simulation results are shown in Figure 13 . In Figure 13a ,c, the target can be well focused by the proposed method and the KT based long time coherent integration method [22] , respectively, because the proposed method and the KT based long time coherent integration method [22] are based on the idea of traversal. By comparison, the imaging results of the KT based descending stage method [3] and the robust Deramp-Keystone method [23] are defocused in Figure 13b ,d. For the KT based descending stage method [3] , the target is seriously defocused in the entire 2-D plane because it does not consider the Doppler centre blur, thereby resulting in the inability of KT to directly correct the residual RWM. Moreover, although [3] has analysed the cubic phase item, the high-order DFM after the deramp can be ignored. Thus, the target is defocused in an azimuth Doppler dimension. For [23] , the target is defocused in the azimuth dimension because it completes the range dimension focusing but ignores the residual high-order DFM.
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Computational Complexity
The computational complexities of the abovementioned three methods and the proposed method for one moving target are summarised in Table 2 . The computational complexity of range focusing is mainly concentrated on the ambiguity number traversal of the Doppler centre blur, because all these methods are based on KT. Evidently, the KT based descending stage method [3] does not have any traversal. For the KT based long time coherent integration method [22] and the robust Deramp-Keystone method [23] , the maximum number of traversals is   
The computational complexities of the abovementioned three methods and the proposed method for one moving target are summarised in Table 2 . The computational complexity of range focusing is mainly concentrated on the ambiguity number traversal of the Doppler centre blur, because all these methods are based on KT. Evidently, the KT based descending stage method [3] does not have any traversal. For the KT based long time coherent integration method [22] and the robust Deramp-Keystone method [23] , the maximum number of traversals is 2 × round[|2 f c µ 1 /(c × PRF)|] + 3, where round[·] denotes the rounding operation. By comparison, the complexity of the proposed method decreased to 2 × round[|2 f c µ 1 /(c × PRF)|] + 3, where | µ 1 | < |µ 1 | because a pre-processing step with nearly no computational complexity is included in our method. We used the target exhibited in Figure 8 as an example for clarity purpose. The maximum traversal values for [22] and the robust Deramp-Keystone method [23] are 13, but the proposed method is only 5.
For azimuth focusing, the KT based long time coherent integration method [3] and the robust Deramp-Keystone method [23] are directly achieved by FFT with a small computational complexity. The computational complexity of [22] is about O(M 2 M 3 N r N a log 2 N a ), where M 2 and M 3 denote the searching time for c 2 and c 3 in [22] , respectively, and N r and N a indicate the number of range and azimuth cells, respectively. By comparison, the target has been focused on a range dimension before azimuth focusing for our method. Thus, the total computational complexity of the proposed method is O(M 2 M 3 N a log 2 N a ), where M 2 and M 3 denote the searching times for µ 2 and µ 3 , respectively, and M 2 < M 2 and M 3 < M 3 due to pre-processing. Moreover, the computational complexity combined with the time-saving strategy proposed in Section 3.3 will only be small. The target presented in Figure 8 was used as an example; the computation burden in [22] is approximately 3.7866 × 10 15 , whereas that of the proposed method is approximately 1.0103 × 10 10 . When the proposed time-saving strategy is adopted, the computational complexity of the proposed method decreases to 1.0199 × 10 9 . 
Method
KT Azimuth Focusing
In summary, although the KT based descending stage method [3] and the robust Deramp-Keystone method [23] have a low computational complexity, their performances cannot be effectively guaranteed. The proposed method has a similar performance as the KT based long time coherent integration method [22] , but the amount of computation is decreased considerably.
Multiple Target Imaging under a Linear Trajectory Case
Three targets with different Doppler centre blur and SNR were used to verify the performance of the proposed method under the linear trajectory case for multiple target imaging. The specific target parameters are listed in Table 3 , and the simulation results are illustrated in Figure 14 . In Figure 14a , the range migration after range compress is large enough that the target energy smeared among multiple range cells. After pre-processing using Equation (6) in Figure 14b , the range migration of the targets is considerably decreased, and is mainly composed of RWM. Moreover, the azimuth spectrum distributions for all targets changed after pre-processing, as analysed in Section 3.1. The DCS and Doppler bandwidth before and after pre-processing are listed in Table 4 . The Doppler spectrum ambiguity for all targets are eliminated in comparison with the system PRF, but the Doppler centre blur with the ambiguity number of −1 are still exists for T2 and T3 after pre-processing. After pre-processing, the residual RWM must be corrected. The Hough transform [24] failed to extract the Hough lines in Figure 14c because the target energy remains spanning over multiple range and azimuth cells and a strong noise background. Therefore, the compensation function created by the Hough line cannot effectively correct RWM. By comparison, the BM-KT was used to correct the residual RWM of unambiguity T1 depicted in Figure 14d . Although the initial SNR of T1 was not the highest among the three targets, the range profile demonstrated in Figure 14e shows that the concentration of energy on range dimension makes it easier to be imaged. After using the proposed After pre-processing, the residual RWM must be corrected. The Hough transform [24] failed to extract the Hough lines in Figure 14c because the target energy remains spanning over multiple range and azimuth cells and a strong noise background. Therefore, the compensation function created by the Hough line cannot effectively correct RWM. By comparison, the BM-KT was used to correct the residual RWM of unambiguity T1 depicted in Figure 14d . Although the initial SNR of T1 was not the highest among the three targets, the range profile demonstrated in Figure 14e shows that the concentration of energy on range dimension makes it easier to be imaged. After using the proposed TS-CFT, T1 is well focused in Figure 14f . Since the residual RWM of T2 and T3 still existed, they are all unfocused in Figure 14f . According to the multiple target process flowchart exhibited in Figure 12 , T1 is separated from the mixed signal displayed in Figure 14f using the proposed multiple target filter, and T2 and T3 are focused on a range dimension through the proposed BM-KT. The corresponding simulation results are presented in Figure 14g -i. Notably, the unambiguity target has been focused, and the remaining targets show a Doppler centre blur. This condition can prevent the duplication work of searching N = 0 in Figure 14h . T3 is firstly focused on in Figure 14j through the proposed method, because the SNR is larger in T3 than in T2; this result can also be found in Figure 14h . Then, the weakest target T2 is extracted and focused on in Figure 14k on the basis of the multiple target process flowchart illustrated in Figure 12 . Finally, we can obtain the final imaging for multiple targets by merging all the focused results demonstrated in Figure 14l .
Multiple Target Imaging under a Curvilinear Trajectory Case
In this section, the simulation results were used for the targets in Table 3 to validate the performance of the proposed method under the curvilinear trajectory case for multiple target imaging. In Figure 15a , the range migrations after range compression are large enough that the target energy smeared among multiple range cells. The acceleration we used in our simulations is sufficiently large. Thus, the pre-processing step was performed using Equation (20) in accordance with the analysis in Section 4.1. Figure 15b depicts the pre-processing result. The range migrations of the targets considerably decrease and mainly comprise the RWM. The DCS and Doppler bandwidth before and after pre-processing are listed in Table 5 . The Doppler spectrum ambiguity for all targets was eliminated, but the residual RWMs of T2 and T3 still cannot be directly corrected by the KT exhibited in Figure 15c in comparison with the system PRF because the Doppler centre blur still existed in T2 and T3, and the remaining ambiguity number for T2 and T3 is −1. Thus, T1 is imaged in Figure 15d . According to the multiple target process flowchart in Figure 12 , T1 is separated from the mixed signal presented in Figure 15d using the proposed multiple target filter, and T2 and T3 are focused on the range dimension through the proposed BM-KT, as illustrated in Figure 15e . The final imaging is obtained in Figure 15f for multiple targets under the curvilinear trajectory case by merging the GMTIm results. 
Discussion
Generally, no method is applicable to all conditions. Here, we present several preliminary discussions on the applicability and limitation of the proposed GMTIm method from five aspects. 
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Discussion
Generally, no method is applicable to all conditions. Here, we present several preliminary discussions on the applicability and limitation of the proposed GMTIm method from five aspects.
Clutter Effect
An effective clutter suppression is a crucial prerequisite for achieving accurate GMTIm. The residual strong clutter will inevitably affect the imaging performance of the target. This condition challenges the signal-to-clutter-ratio (SCR) after clutter suppression. Generally, a peak sidelobe ratio (PLSR) denotes the amplitude ratio between the maximum sidelobe and the mainlobe. To ensure that the target is not submerged by the residual clutter sidelobe, the output SCR (SCR out ) after a clutter suppression can be evidently determined by the PLSR. The theoretical PSL for a well-focused image is −13 dB [20] . Thus, we obtain SCR out ≥ 13 dB.
Many excellent clutter suppression methods, such as space-time adaptive processing (STAP) [41] and displaced phase centre antenna (DPCA) [42] , have been proposed. The performance of the clutter suppression is evaluated using the improvement factor (IF) [41] :
where SCR in denotes the input SCR before clutter suppression. The IF of the clutter suppression method must satisfy IF ≥ 13 dB in a practice scene because most clutter suppression techniques are derived on the basis of ensuring the target energy. For most detection scenarios, STAP and DPCA have been verified to satisfy this requirement [3, 41, 42] . However, for extremely heterogeneous scenarios or non-ideal data acquisition conditions, additional effective clutter suppression methods must be designed and applied. Considering that the main work of this study is GMTIm, we assume that clutter suppression can be performed by utilizing the STAP or DPCA, as mentioned in many GMTIm studies (e.g., [7] [8] [9] [21] [22] [23] [24] and the references therein). The study of clutter suppression and GMTIm methods that are suitable for extremely heterogeneous scenarios and non-ideal data acquisition conditions will be investigated in the future.
Wavelength Effect
Fundamentally, the accuracy of SAR processing is relative to the radar wavelength. The signal model with limited orders will encounter problems eventually if the wavelength decreases. However, according to several published results [31, 32, [43] [44] [45] , the NS-HSV-SAR has certain restrictions on selecting of wavelength. In practice, the plasma sheath generated by the high-speed movement of the radar platform in near-space affects the propagation of electromagnetic waves [43, 45] . The choice of wavelength is crucial for the attenuation and reflection of the transmitting signal. Simulation results in [44] show that a short wavelength typically causes low attenuation, however, selecting a particularly short wavelength for the NS-HSV-SAR at present is impractical considering the application requirement and overall system design (e.g., load space, transmit power, and beam width). Thus, the traditional SAR that uses X-band (0.025-0.0375 m) and Ku-band (0.016-0.028 m) are advised to be selected. Our proposed method will be suitable for most situations because a short wave length (0.02 m) in the Ku-band is adopted to analyse the signal model in this study.
Resolution Effect
Resolution is another key factor that affects the accuracy of SAR signal processing. High-resolution [46] or very high-resolution [47] SAR imaging technology for stationary targets have drawn considerable attention and achieved many outstanding results. However, excessively high resolution is unsuitable for NS-HSV-SAR GMTIm at present. Firstly, a narrower transmitting bandwidth (which leads to a low range resolution) makes the dispersion effect caused by plasma sheath small [44] . Secondly, a high resolution intensifies the range migration and DFM of the target, thereby affecting the target detection probability. Thus, a medium resolution (2.14 m) with 70 MHz transmitting bandwidth is selected in this study by integrating the parameter setting strategy for GMTIm in the current studies or systems [20] [21] [22] [23] [24] [25] [26] 35, 43, 44] . For future high-and very high-resolution cases (e.g., decimetres or millimetres level), the range migration and DFM caused by the high order terms in Equation (2) are intolerable. The approximations of pre-processing and BM-KT in the proposed method require further consideration.
Removal of Doppler Spectrum Ambiguity
Considering the coexistence of Doppler centre blur and spectrum ambiguity for the NS-HSV-SAR, we created a pre-processing function to eliminate the effect of the latter. However, for the sake of clarity, only one target is used as an example to illustrate the effectiveness of the proposed function in Section 3.1. In this section, a set of analyses about the precision of the removal of the Doppler spectrum ambiguity are depicted in Figure 16 . The maximum Doppler bandwidth after pre-processing does not exceed 500 Hz, regardless of the targets in different positions exhibited in Figure 16a or varying velocities displayed in Figure 16b . A large acceleration was used in our simulations. The pre-processed Doppler bandwidth will only be small for a small acceleration or no acceleration case because acceleration will lead to Doppler bandwidth expansion [38] . Thus, if the PRF of the radar system is between 1000 and 3000 Hz, then the proposed pre-processing function can be well performed. This parameter selection is theoretically feasible [30] [31] [32] [33] . Notably, a large acceleration will occur with the development of technology and application requirement; this phenomenon is beyond the scope of this study.
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Resolution is another key factor that affects the accuracy of SAR signal processing. Highresolution [46] or very high-resolution [47] SAR imaging technology for stationary targets have drawn considerable attention and achieved many outstanding results. However, excessively high resolution is unsuitable for NS-HSV-SAR GMTIm at present. Firstly, a narrower transmitting bandwidth (which leads to a low range resolution) makes the dispersion effect caused by plasma sheath small [44] . Secondly, a high resolution intensifies the range migration and DFM of the target, thereby affecting the target detection probability. Thus, a medium resolution (2.14 m) with 70 MHz transmitting bandwidth is selected in this study by integrating the parameter setting strategy for GMTIm in the current studies or systems [20] [21] [22] [23] [24] [25] [26] 35, 43, 44] . For future high-and very high-resolution cases (e.g., decimetres or millimetres level), the range migration and DFM caused by the high order terms in Equation (2) are intolerable. The approximations of pre-processing and BM-KT in the proposed method require further consideration.
Removal of Doppler Spectrum Ambiguity
Considering the coexistence of Doppler centre blur and spectrum ambiguity for the NS-HSV-SAR, we created a pre-processing function to eliminate the effect of the latter. However, for the sake of clarity, only one target is used as an example to illustrate the effectiveness of the proposed function in Section 3.1. In this section, a set of analyses about the precision of the removal of the Doppler spectrum ambiguity are depicted in Figure 16 . The maximum Doppler bandwidth after preprocessing does not exceed 500 Hz, regardless of the targets in different positions exhibited in Figure  16a or varying velocities displayed in Figure 16b . A large acceleration was used in our simulations. The pre-processed Doppler bandwidth will only be small for a small acceleration or no acceleration case because acceleration will lead to Doppler bandwidth expansion [38] . Thus, if the PRF of the radar system is between 1000 and 3000 Hz, then the proposed pre-processing function can be well performed. This parameter selection is theoretically feasible [30] [31] [32] [33] . Notably, a large acceleration will occur with the development of technology and application requirement; this phenomenon is beyond the scope of this study. 
Efficiency Improvement
For practical application, the efficiency of the proposed method must be further improved. The computational complexity of the proposed method is mainly reflected in the BM-KT and TS-CFT for multiple targets. A minimal Doppler centre blur (approximately 3~5 times) search for BM-KT after pre-processing is tolerable [22, 23] . Moreover, every blur matching can be performed on the target with the same degree of ambiguity. Furthermore, various methods, e.g., Chirp-Z transform [48] and scaled FFT [49] , can be used to solve the complexity caused by the interpolation of KT. The complexity of TS-CFT is mainly caused by the specific implementation of CFT. However, a time-saving strategy is proposed in Section 3.3, and the discrete FT based method, such as fast discrete quadratic phase transform [50] , is available and can effectively improve the efficiency of CFT.
Conclusions
This paper focuses on GMTIm and analysis for a squint-looking NS-HSV-SAR. A precise range model is firstly utilized on the basis of the phase error analysis considering the complex range history, parameter coupling, and Doppler ambiguity of the echo signal. Then, all potential distributions of echo's azimuth spectrum are derived, and a GMTIm method is proposed in accordance with the detailed analysis of the signal characteristics. The properties of the proposed GMTIm method are as follows: considers the simultaneous existence of the Doppler centre blur and spectrum ambiguity; convenient unified process of range focusing for multiple targets without any target knowledge; and the TS-CFT method suitable for the cubic chirp-type signal with a low complexity searching strategy. The implementation considerations, including the generalisation of the proposed method for the NS-HSV-SAR with a curvilinear trajectory, implementation of the proposed method for multiple target imaging, and applicability and limitation of the proposed method, are also discussed. Validity and performance were investigated through theoretical analysis and numerical experiments.
However, clutter suppression is not fully considered in this method, and the target indication in the BM-KT is the direct use of amplitude detection. The proposed method does not consider the existence of interference in practice. Besides, this paper mainly considers GMTIm and disregards target parameter estimation and relocation. Furthermore, the target is focused on range time and azimuth Doppler frequency domain through the proposed method. Although this result is suitable for professionals to analyse the characteristics of the targets in different dimensions, this result cannot intuitively facilitate the radar operator in obtaining the target position and motion information as range time and azimuth time domain. The abovementioned problems will be investigated in the future. dx i denotes the ith order derivative of f (x) with respect to x. In accordance with Equations (A2) and (2), we have:
For the sake of clarity, the values of µ i are all listed in Table A1 . Evidently, the Doppler modulation rate and high-order terms vary with → a . This condition results in more complex signal characteristics than the linear trajectory analysed in Section 4.1. Moreover, the coupling between the parameters becomes increasingly serious with the increase in order. In Equation (A10), the cubic RCM becomes twice the original, and the RCM still exists. However, the cubic RCM and RCM depicted in Figure A1 are sufficiently small, and the maximum value of the total RCM does not exceed two range cells for different locations and velocities of moving targets, and even our simulation acceleration is adequately large. This slight spanning of the RCM slightly affects the diffusion of the target energy, which has been verified in [51] . Thus, Equation (A10) can be simplified as Equation (9) . In Equation (A10), the cubic RCM becomes twice the original, and the RCM still exists. However, the cubic RCM and RCM depicted in Figure A1 are sufficiently small, and the maximum value of the total RCM does not exceed two range cells for different locations and velocities of moving targets, and even our simulation acceleration is adequately large. This slight spanning of the RCM slightly affects the diffusion of the target energy, which has been verified in [51] . Thus, Equation (A10) can be simplified as Equation (9) .
Appendix C
In this appendix, the multiple target filter is expounded. For simplicity, two targets are used as an example:
where s i (t, ζ; R i ) is the ith target echo with a slant range R i . In general, different targets correspond to various initial slant ranges and Doppler frequencies. The performance of the proposed GMTIm method for the first target yields:
where • denotes the focus procedure, and H image (s 1 ) represents the proposed GMTIm function for the first target. The first target is focused on range time and Doppler frequency domain, whereas the second target is only focused on range dimension and smears along the Doppler dimension. The first target can be separated from the mixed signal in Equation (A12) by filtering the aforementioned formula with a 2-D band-stop filter centred at the position of the first target. Then, the second target can be obtained by the inverse-process of Equation (A12) in accordance with H image (s 1 ). Similarly, we can iteratively repeat the abovementioned procedure for multiple targets.
