In this paper the application of receding horizon control (RHC) with the linear parameter varying (LPV) design methodology to a high fidelity, nonlinear F-16 aircraft model is demonstrated. The highlights of the paper are i)Use of RHC to improve upon the performance of a LPV regulator. ii)Discussion on details. of implementation such as control space formulation, tuning of RHC parameters, computation time and numerical properties of the algorithms. iii)Simulated response of nonlinear RHC and LPV regulator.
Introduction
Receding horizon control, also known as model predictive control, has been popular in the process control industry for several years [I, 21. It is based on the simple idea of repetitive solution of an optimal control problem and state updating after the first input of the optimal command sequence. The repetitive nature of the algorithm results in a state dependent feedback control law.
The focus of this paper is on the application of RHC techniques to nonlinear systems. Specifically, the use of affine, linear, parameter varying control [3] to derive a control Lyapunov function (CLF) which is used as a terminal penalty function in the RHC framework. Similar work has been done by Primbs et aZ. [4] and Ali et aZ. [5] on the Caltech Ducted Fan [6] .In this work stability is guaranteed by choosing a suitable terminal cost. No constraints are necessary to guarantee stability. This approach is used to formulate our RHC problem for the F-16 model.
The receding horizon control problem investigated in this paper is a regulation based problem. We are interested in regulating state perturbations of F-16 to a target set, namely the origin. The performance of the controller is measured in terms of the value of a objective function, which depends on the state and control trajectories. A LPV controller is designed for the F-16 aircraft and a CLF is obtained from it.
The CLF is used as a terminal cost in the formulation of the optimization problem for receding horizon control.
The purpose of this paper is to demonstrate an aerospace application of nonlinear RHC algorithm and also discuss the implementation issues in detail. The latter is missing in most publications in this field. This paper presents an overview of the nonlinear RHC theory, F-16 model details, LPV regulator design, optimization problem setup for RHC, formulation of control space, numerical issues in nonlinear simulation, hardware and software details. already exists. The CLF is used to replace the state inequality constraint with a terminal cost. The terminal cost is the cost incurred if the controller from the CLF is applied at the end of the horizon. We derived the CLF from a LPV regulator. In theory, as in [13], the CLF based controller is never implemented, it is used only to compute the terminal cost. However, due to the limitations in the optimization software we used, we apply the LPV regulator to pre-stabilize the system. The optimization software, NPSOL [14] , has numerical problems with unstable systems. It uses shooting method to search for an optimal direction and a candidate solution can potentially destabilize an unstable system. 
LPV Modelling of F-16
Based on aerodynamic data in [16], the control variables in equation(2) enter affinely in 6,, 6,, and T, though not in 6,.
To derive an LPV model of the aircraft's nonlinear equation of motion, it is necessary that all the controls be in affine form.
This is achieved by transforming (&, T ) into synthetic inputs ( u~, u ; )
with < : R2 -+ R2, so that the equation of motion, after defining 6a,r := [aa
Inverse Table
Using the synthetic input formulation means that the LPV regulator is designed using the (&,cy) dependent matrix gain. Thus, the control commands are not in terms of elevator and thrust, but in terms of synthetic inputs. This necessitates the ability to calculate (S.,T) from a given (&,cr,us). The synthetic input inverse table, denoted by c-', is used to recover the elevator and thrust values from the synthetic input values. A detail treatment of this is available in [17] .
LPV Model of F-16
Assuming first-order dynamics for each actuator, the LPV model derived for the F-16 has 12 states (eight flight dynamics and four actuator) and four inputs, 
+ B L P V ( P )~L P V . (3)
Gain scheduling is done on parameter p E P c R3, defined as p = {Vt,a,p} It is assumed that the set P is compact and b is bounded (i.e., Pmin 5 p 5 Pmaz). The matrix functions A~p v ( p ) , B L P V ( P )
are appropriately defined. Since the scheduling parameters are also states of the system, the LPV model is actually a quasi-LPV model. A quasi-LPV system is a special class of LPV system where the system varies as functions of state variables and exogenous variables. The state variables and the exogenous variables are required to be continuous functions of time and measurable in real time. Note that the LPV full state control design algorithm cannot take advantage of the fact that the scheduled variables are also the system states. Therefore, the full state LPV regulator may be conservative.
A cost function for (3) penalizing not only the states and inputs, but the actuator rates, is considered here. Clearly, this will result in the state cost being coupled t o the input cost.
RHC formulation
The optimization problem is for RHC is defined as 
F-16 Model
The system interconnection for the F-16 aircraft is shown in Fig.2 . The control objective is to regulate the system from a perturbed state back to a trim condition using receding horizon control. The optimization to compute optimal open-loop Figure 2 : System Interconnection control trajectory is carried out every 0.05 sec, i.e the receding horizon controller runs at 20Hz. The pre-break points LPV controller runs every 0.01 sec (100 Hz). A fourth order Runge-Kutta integrator is used to update the system states.
The step size for the integrator is 0.01s, same as the LPV controller sampling rate. The F-16 model used for state updates and control trajectory synthesis is a full nonlinear model given in (2). The aircraft model is written in ANSI C which includes routines needed to interpolate aerodynamic data from lookup tables. The airplane is trimmed at an altitude of 10,000 ft and angle of attack a = 7". Trimming is done by minimizing a quadratic cost function of the moments acting on the aircraft. Although the full nonlinear model has 12 aircraft states, we have only considered the state trajectories that are common with the LPV plant, i.e. (Vi, a , B , p , q, r, 4, e) , The magnitude and rate bounds of the actuators are implemented in the nonlinear simulation.
Numerical Details
Numerical analysis is a key part in receding horizon control simulations. Formulation of control space, integration algorithm used to update states and most importantly the optimization software, all require numerical computation. Using higher order algorithms provide better results but it is also computationally expensive. Therefore one has to compromise between accuracy of solution and computational time. The online nature of the receding horizon control law has stringent real-time demands on the software used. We are still quite far from applying such control laws to aerospace problems in real life, based on the formulation in this paper. Nevertheless, an effort has been made to reduce the execution time of the nonlinear simulation software as much as possible. The following subsections briefly describe the tuning of the NPSOL software and finer numerical details that helped in reducing the computational time.
NPSOL
NPSOL [14] is the heart of our simulation software. NPSOL is an optimization package written in FORTRAN. This was converted to ANSI C using f2c. The A N S I C version of the library is 30-50% slower than the FORTRAN code. We used the ANSI C version because of the convenience in linking and compiling with other ANSI C modules of our simulation package.
The algorithm and software parameter selection for NPSOL is briefly described here. 0 NPSOL uses sequential quadratic programming (SQP) for nonlinear optimization. The SQP algorithm requires the gradient of the cost function with respect to the optimization parameters. The user has the option to supply these gradient as user defined functions, or let NPSOL determine them numerically. We chose the latter for convenience at the expense of computational time.
The basic structure of NPSOL involves major and minor iterations. The minor iterations solves a quadratic subproblem that determines the search direction. Once the search direction has been computed, the major iteration proceeds to the next iterate which produces a sufficient decrease in the augmented Lagrangian merit function. The sequence of iterates from the major iterations converge to a first-order Kuhn-Thcker point of the nonlinear optimization problem. Naturally, the limits on the maximum iteration number for both major and minor iterations affect the solution of the problem. Major iteration limit was set to 10 and 5 for the minor iterations. These limits may not be suitable for all RHC simulations with various horizon lengths.
0 Optimization on bounded parameters are usually faster than for unbounded ones. The actuator model imposes rate and magnitude limits on the control action. Incorporating these constraints into the parameter optimization formulation improve the numerical conditioning of the problem. The bounds on the parameters of optimization, ak E R4, control the magnitude limits of the B-spline curves generated. We defined the bounds of the control rates to be the bounds of these parameters. Bspline curves generated with a k forms the time trajectory of u p h c , which influences the trajectory of xact. Since we are indirectly shaping the control rate trajectory with our manipulated variables, U r h c ( a k ) , bounds on the optimization parameters, ak, are selected based on the limits associated with control rates x a c t . Note that the stabilizing controller ulpy acts in addition to '1Lrhc. Bounding
Urhc with limits of xoct doesn't guarantee boundedness of xact.
0 NPSOL needs an interval to be defined over which gradients can be estimated via finite difference. If a difference interval is not specified by the user, NPSOL computes it automatically with a procedure that requires six calls to the cost function. Since this is computationally expensive, we defined this function discretisation interval as 0.001 for our simulations. The solution time with interval specified is 185.06 sec and without it is 334.9 sec.
0 Warm start was implement from the second solution of optimal control. The time with warm start is 185.06 sec and time without is 175.41 sec.
0 Optimality tolerance was set to 0.01. The optimality tolerance determines the desired accuracy of the optimal solution. For example, with a tolerance of the solution will have six correct figures. This section presents the numerical information required for implementation of receding horizon control law.
Simulation Details
The optimization to generate the control trajectories was performed every 0.05 sec. Since this optimization determines the optimal command from the current state, this is equivalent to saying that the feedback information was provided every 0.05 sec.
Third order B-splines were used in the control space formulation. This assumes the control trajectory behaves as quadratic polynomials in the time interval used to discretise the horizon length. A second order B-spline would yield a piecewise linear control trajectory and a first order B-spline would form a piecewise constant control trajectory. Since we have four control variables to manipulate, reducing the order of B-spline r by one reduces the total number of parameters 4 ( N + r -1) by 4, for a given number of intervals N in the horizon length. Reducing the number of parameters will reduce the computational time but the set of allowable control trajectories is also reduced. The effect of B-spline order on cost-to-go is investigated in this paper.
A fourth order Runge Kutta algorithm is used to integrate the system with fixed step size of 0.01s.
The nonlinear F-16 model, aerodynamic data interpolation algorithms, basic linear algebra computation, is implemented in ANSI C.
Results
This section presents the results of the receding horizon control optimization simulation, with the state-feedback LPV controller used both for pre-stabilizing and as the CLF in the RHC formulation. The performance of RHC and LPV controllers are compared in terms of the cost incurred to reach the origin from a given initial condition. A 5.0 sec RHC simulation took 149s and 9348s cputime for horizon lengths of 0.1s and 1.0s, with third order B-splines as the basis for control space formulation and 0.05s horizon length discretisation. The.F-16 model was trimmed at a n altitude of 10K ft and The over all cost-to-go is lower for longer horizon lengths because the RHC algorithm has richer knowledge of the system behavior to a given input, so better is the decision on optimality for every control trajectory generated. This also translates to the fact that optimization over longer time horizon reduces the contribution of the terminal cost on the total cost. Since the terminal cost serves as a n approximation which is greater than the value of the truncated integral, reducing its contribution yields a total cost that is closer to the optimal.
It is also observed that increasing the horizon length beyond a certain time doesn't improve the performance of the controller in terms of the cost-tego. This is because for a long enough time horizon the system is steered close to the origin within that time and the value of the truncated integral is almost zero. The horizon length has reached CO relative to the system response time.
From the simulation, we conclude that combination of LPV and receding horizon controller provide a better performance than the LPV controller alone. The difference is significant even for small horizon lengths and low B-spline orders. The combination of the two controllers yields control trajectories that is able to aggressively maneuver the state perturbations to the origin and at the same time satisfies limitations on the control rate and magnitude. RHC simulations were done on a 400 Mhz Pentium I1 machine running Debian Linux.
Summary and Conclusions
The combination of on-line receding horizon control and offline linear, parameter-varying regulator design, led to improved performance on a F-16 flight control example. The LPV regulator is used to pre-stabilize the unstable, F-16 aircraft and as a control Lyapunov function end point penalty in the RHC optimization. The numerics of the nonlinear RHC optimization is a significant issue. The convergence of the RHC optimizations and the overall computational time are some issues that need to be examined in order t o achieve a reliable on-line control algorithm.
