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ABSTRACT 
Partitioning a sparse matrix A is a useful device employed by a number of sparse 
matrix techniques. An important problem that arises in connection with some of 
these methods is to determine the block structure of the Cholesky factor L of A, 
given the partitioned A. For the scalar case, the problem of determining the structure 
of L from A, so-called symbolic factorimtion, has been extensively studied. In this 
paper we study the generalization of this problem to the block case. The problem is 
interesting because an assumption relied on in the scalar case no longer holds; 
specificahy, the product of two nonzero scalars is always nonzero, but the product of 
two nonnull sparse matrices may yield a zero matrix. Thus, applying the usual 
symbolic factorization techniques to a partitioned matrix, regarding each submatrix as 
a scalar, may yield a block structure of L which is too full. In this paper an efficient 
algorithm is provided for determining the block structure of the Cholesky factor of a 
partitioned matrix A, along with some bounds on the execution time of the algorithm. 
1. INTRODUCTION 
Consider the symmetric positive definite system of linear equations 
Ax=b, (1.1) 
where A is N by N and sparse. In numerous situations it is beneficial to 
partition A and then carry out various operations on its individual sub- 
matrices. An example is when a problem is being solved on a computer with 
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limited memory, and auxiliary storage must be used. The matrix is parti- 
tioned into blocks of a size that allow input-output and processor speed to be 
balanced, and thereby keep the processor busy. In order to achieve an 
efficient implementation of such a scheme, it is necessary, given the parti- 
tioned A, to determine the block structure of its Cholesky factor L. 
It is well known that when A is factored using Cholesky’s method, it 
normally suffers some fill-in, so that the Cholesky factor L has nonzeros in 
positions which are zero in A. The problem of determining the structure of 
L, so-called symbolic fkctorizution, has been studied extensively [2, 4, 7, 81. 
In this paper we study the generalization of this problem to the block case. 
For obvious practical reasons, it is advantageous to be able to apply these 
symbolic factorization techniques to a partitioned matrix, treating each 
partition member as a scalar. However, the problem is complicated by the 
fact that an assumption relied upon in the scalar case no longer holds for 
matrices. Specifically, the product of two nonzero scalars is always nonzero, 
but the product of two nonnull sparse matrices may very well yield a zero 
matrix. Thus, applying the usual symbolic factorization techniques to a 
partitioned matrix may yield a block structure for L which is too full, 
because all matrix products would be treated as yielding nonnull results. 
Our results provide some easily checked conditions under which the 
computation of the block structure of L will be correctly determined by 
applying the usual symbolic factorization techniques to the partitioned 
problem. Using these results, we then describe an algorithm for finding the 
block structure of the Cholesky factor of an arbitrary partitioned sparse 
symmetric matrix A. Some simple execution time bounds for the algorithm 
are also provided, along with some experimental results. 
2. PRELIMINARIES 
2.1. Some graph theory terminology 
The results in this paper are derived and presented in terms of the graph 
associated with the matrix A, and certain subgraphs associated with the 
partitioning of A. Accordingly, we begin by introducing some essential graph 
theory definitions and notions. 
For our purpose, a graph G = (X, E) consists of a finite nonempty set X of 
nodes together with a prescribed edge set E of unordered pairs of distinct 
nodes. The graph we consider in this paper is that associated with the 
symmetric matrix A, which is a graph with X consisting of N nodes labeled 
from 1 to N: 
X= {Xi, xs,...,xn}, 
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and {ri,xi}~E if and only if aii =aii#O. A graph G’=(X’, E’) is a 
subgraph of G if X’ CX and E’ GE. In this paper we need only consider 
certain special subgraphs called section subgraphs, which are defined in 
terms of subsets of X. For a subset YcX, G(Y) refers to the section 
subgraph (Y, E( Y )), where 
In terms of the matrix A, the subgraph G(Y) corresponds to the principal 
submatrix of A obtained by deleting all rows and columns which do not 
correspond to nodes in Y. 
Nodes x and y are adjacent in G if {x, y} EE. For Y cX, the set of nodes 
adjacent to Y is defined by 
Adj,(Y)={xEX-Y]{x,y}EEforsomeyEY}. 
A path of length 1 from x to y is an ordered set of distinct nodes 
(x=u,,q,%...> u,=y), where uiEAdj(ui_,), i=l,2,...,1. A graph G is 
connected if there is a path joining each pair of distinct nodes. If G is 
disconnected, it consists of two or more maximal connected components. 
2.2. Characterization of fill-in using reachable sets 
Let S cX, and x EX - S. The node x is said to be reachable from y 
through S if there exists a path (y, si, sa,. . . , st, x) such that si ES, for 
i=l,2 ,**a, t. We allow t to be zero, so any node x EX - S adjacent to y is 
reachable from y. The reach set of y through S is then defined by 
Reach(y,S)={rEX-SSJ x is reachable from y through S} . 
Let L be the Cholesky factor of A. Define the filled graph GF= (X, EF) 
as the graph associated with the matrix F= L+ L’, i.e., the graph whose 
nodes are those of G and whose edge set EF consists of all the edges in E 
together with all fill-in edges. The following lemma, due to Parter [6], relates 
the edge sets E and EF. 
LEMMA 2.1 [6]. The murdered pair {xi, xi} EEF if and only if {xi, xt} E 
E, or there exists some k< min {i, j} such that {xi. xk} EEFand {xi, xk} EEF. 
The above lemma is difficult to exploit because it is recursive in EF. The 
following lemma is a characterization of fill-in using reachable sets. Let 
S,={x,,x, )..., X,-i}, i=1,2 ,..., A7. 
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LEMMA 2.2 [3, 71. Let i>i. The unordered pair {xi, xi} EEF if and only 
if xiEReach(x,, Si). 
3. PARTITIONED MATRICES 
3.1. The notion of quotient graphs 
We are interested in analyzing the structure of partitioned matrices. To 
this end we introduce the partitioning 9 = {Y,, Y,, . . . , Y,} of the node set X, 
i.e., lJ fl_,Yk =X, and TO ?=0, i#i. The partitioning 9 we have in mind is 
the one corresponding to a partitioning of the matrix A. That is, let A be 
symmetrically partitioned into p2 submatrices A,,, 1 < i, i < p. Then Yi con- 
sists of the nodes which correspond to the rows and columns of the ith 
partition of A. We then define the quotient graph of G with respect to 9 as 
thegraphG/~=(~,&~),where{Yi,Yi}E&~ifandonlyifYinAdjc(Yi)#0. 
Consider the example in Fig. 1, which is a graph having 11 nodes. 
Letting ‘Zi’= { { 1,2,3}, {4,5,6}, {7,8,}, {9,10, ll}} be the partitioning of X, 
the quotient graph G/T is as shown. Note that the definition of a quotient 
graph imposes no conditions on the partitioning 9. However, in our applica- 
tion here, the members of 9 contain consecutively numbered nodes, and 
there is an ordering of the members of ?? implied by the node labeling. 
G/F 
G = (X,E) 
FIG. 1. Example of a quotient graph. 
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3.2. A churacterizution of block fill-in in partitioned matrices 
Recall that we observed earlier that applying symbolic factorization to a 
partitioned matrix, treating each block as a scalar, may yield a block 
structure for L which is too full. We now make this observation more 
precise. For any partitioning 9, we let (C/C?)” = (9,6$) denote the filled 
quotient graph which results from applying symbolic factorization to the 
quotient graph G/s. On the other hand, if the filled graph GF = (X, EF) is 
partitioned by ‘9, we will get the possibly different quotient graph GF/T= 
(9, &$). Our observation was that &$ c&g, but they may be unequal. 
As an example, consider applying symbolic factorization to the quotient 
graph in Figure 1. The resulting filled graph (G/C?)r = (‘??,6$) is shown in 
Fig. 2, together with the (correct) quotient graph of GF, namely GF/C?= 
(936;). 
In the following theorem, we provide a condition which guarantees that 
symbolic factorization applied to G/C? correctly reflects block fill-in, i.e. 
&; = 6;. 
THEOREM 3.1. Zf the quotient graph G/C!? = (9,&q) is such that G( Yr, u 
S) is connected for k=1,2,...,p-1, where SC U:L:$, then symbolic 
fa.ct@ation applied to G/C? will yield a filled quotient graph (G/T)“= 
(9, &g) which correctly re&cts block fill-in. 
Proof. 
6; c&,F, 
We want to show that 6; = 6:. It is sufficient to prove that 
since the fact that &G ~6; is obvious. 
Let { yi, yi} E 66, and for definiteness assume i <i. If { Yi, T} E&~, there 
is nothing to prove, since { Yi, T} is also in &g by Lemma 2.1. 
Suppose {q, yi} 4&,. Then applying Lemma 2.2 to the graph G/C?, 
there exists a path (T = Yk,, Yk,, . . . , Yk, = Yi) in G/Y with k, <i, 1=2,3 ,..., 
t- 1. This implies there exist edges {x,,, x,,} EE with x,~ E Yk, and x,, E Y, 1+1 
(G/P) = (P,Ep) 
quotient graph 
(G/F)~ = (P,$ (GF/P) = (PA!;) 
filled quotient graph ;gotient graph of 
the filled graph 
FIG. 2. An illustration of the difference between (G/q)= and GF/$?, for the 
graph in Fig. 1. 
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for l-1,2,..., t- 1. Moreover, by the hypothesis, for each Yr there is a 
2, C U Li-‘,Y,,, such that G( Yr u Z,) is connected. Hence there is a path in 
each G( Yk, u Z,,) joining x,,_~ to x,,, I= 2,3,. . . , t- 1. We now have con- 
structed a path from x,~ E Y, to x~,_~ EY1 in the graph G(T), where Tc 
U r_ilYm. Hence r St_-l EReach(xrl, T) * {q, yi) E&.$. n 
COROLLARY 3.2. Zf the quotient graph G/T’ is such that G(Y,_) is 
connected for k = 1,2,. . . , p- 1, then symbolic factorization applied to G/5!? 
will correctly determine block fill-in. 
Proof. Set S = 0 in Theorem 3.1. n 
COROLLARY 3.3. Zf the quotient graph G/9? is such that G( U :_,q) is 
connected for k=l,2,..., p- 1, then symbolic facto&&ion applied to G/9 
will correctly determine block fill-in. 
Proof. Let S = IJ fL,‘yi in Theorem 3.1. n 
In what follows, and in subsequent sections, we utilize a refinement of 
the given partitioning 9, which we denote by 3. That is, ‘%= {Z,, Z,, . . . , Z,} 
is a partitioning of X where r>p and each Z, satisfies Z, c Yj for some i, 
1 <i< p. As before, we denote the quotient graph G/% by (a, &,), and its 
corresponding filled graph by (a, &&). 
THEOREM 3.4. Let 6% be a refinement of 9’ with the property that G(Z,) 
is connected, l<k<r-1. Then {YitY.}E&$ if and only if there exist 
Z, c Yi, Z, c yi such that {Z,, Z,} &$. 
Proof. Suppose { Yi, Yi} E&J. Then there exist u E Yi, v E 3 such that 
{u, v} EE’. Let Z, be the subset of yi that contains u, and Z, be the subset 
of 3 containing 0. Then since {u, V} EEF, {Z,, Z,} E&g C&g. 
Now suppose there exist Z, C Yi, Z, G T_such that {Z,, Z,} E 64. By 
Corollary 3.2, since each G(Z,) is connected, &g =6$, so there exist u EZ,, 
u~Z,suchthat {u,u}~E~+ {Yi,Yi}E&$. n 
Theorem 3.4 provides the key to our algorithm, which is described in the 
next section. The idea is to refine the given partitioning ‘9 to obtain a new 
partitioning ‘?R for which G(Zi) is connected. Corollary 3.2 then applies to 
the quotient graph G/a, so we can apply a standard symbolic factorization 
algorithm to it. Finally, the structure of G”/9 is obtained from (G/a)“. 
PARTITIONED SPARSE SYMMETRIC MATRICES 151 
4. AN ALGORITHM TO DETERMINE THE BLOCK STRUCTURE OF 
THE CHOLESKY FACTOR L OF A PARTITIONED MATRIX 
In this section we provide a description of our algorithm, based on 
Theorem 3.4. We then give an example illustrating its application, provide 
some implementation details, and give a simple complexity analysis. 
4.1. The Algorithm 
The basic steps of the algorithm are as follows: 
1. Form ‘%={Zi, 2, ,..., Z,} from 9 by finding the connected components 
of G(Yi), j=l,2 ,..., p-l. 
2. Form the quotient graph G/a= (a, &,) as follows. 
Set &%=(a. 
For each Zi, i=l,2 ,..., r-l do 
For each zEZ, do 
If Adj,(a)nZ,#O and {Zi,Zk}@Gq 
then &,t&,lJ {Zi, Z,}. 
3. Apply symbolic factorization to G/q using a conventional symbolic 
factorization algorithm, providing (G/a)‘, which by Corollary 3.2, will 
be equal to GF/%=(‘%, Gi). 
4. Form Gr/y from GF/% as follows. 
G&-0. 
For i=l,2,...,p-1 do 
For each Z, C Yi do 
For each Z, E Adj,p,,( Z,) do 
If Z,n Y,#0 and {T,Y,,,} e&g and m>i 
then &,Ft&,Fu {x, Y,}. 
4.2. An Example 
Consider the application of the algorithm of Sec. 4.1 to the graph of Fig. 
1. The refinement of the partition 9 will produce 
~={{I,3}, {2}, {4}, {5,6}, {V}, {9,IO,Il}}, 
as depicted in Fig. 3(a). The corresponding quotient graph G/%= {‘%, &,}, 
is shown in Fig. 3(b). Symbolic factorization is then applied to G/a 
producing G”/%= (6%,&z), as shown in Fig. 3(c), and finally the structure 
of the filled quotient graph GF/?? = (9, &g) is obtained as given in Fig. 3(d). 
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(a) 
/ 
"6" 1' b-o 9,10,11 536 
(cl 
(b) 
(d) 
FIG. 3. Example of the application of the algorithm of Sec. 4.1. 
4.3. Implementation Details and Data Structures 
In this section we consider some implementation details and describe the 
data structures used for the storage of graphs and partitioned matrices. 
For a graph G= (X, E), an &@cen.cy list for xEX is a list of all nodes in 
Adj(x). An adjacency structure for G is the set of adjacency lists for all XEX. 
Such a structure is conveniently implemented by storing the adjacency lists 
sequentially in a one dimensional array ADJNCY with an index array XADJ 
containing pointers to the start of each adjacency list. For convenience in 
coding we set ZCADJ(~'+~)=~[E~+~, where N= 1 X I.‘The storage required 
‘The notation 1 X 1 means the number of elements in (or the size of) the set X. 
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by this scheme is ) X ] + 21 E I+ 1. Figure 4 shows the adjacency structure 
corresponding to the graph of Figure 1. 
It is clear that each edge in the graph is stored twice in the above 
structure. The reason for this is that it takes constant time to retrieve the 
adjacency list of any node using the above structure. It would cost us 0( I E I) 
to do so if each edge were stored only once. 
Another attractive data structure for graphs is the linked lists representa- 
tion [l], which is particularly useful if the graph structure is dynamic. In our 
applications the graph structure is fixed and a static (fixed) structure is 
appropriate. (In fact our software uses linked lists to incrementally build or 
assemble the graph and later transforms it to the structure just described.) 
As we mentioned before, our algorithm works on a reordered matrix. The 
new ordering is retained in a one dimensional array PEFM, where PERM( I) = K 
means the original node K is the Zth node in the new ordering. An index 
array XBLK of pointers to PERM is used to store the partitioning information. 
The nodes belonging to block i are given by 
{PERM(~)(xBLK(~) <j<xBrx(i+l)}. 
Figure 5 shows the representation of the partitioning C? of the graph in Fig. 
1. The partitioning ‘% is stored in a similar way. 
In our algorithm we need to operate on subgraphs of G. An integer array 
MASK, of length N, is used to prescribe a subgraph. A subgraph G(Y,) is 
defined by setting MASK( k)#O for those nodes kE q; all other entries of 
ms~ are set to zero. 
The algorithms used in each step are well-known graph algorithms. In 
step 1, a breadth first search algorithm is used to find the connected 
components of each subgraph G(T), i = 1,2,. . . , p - 1, producing the parti- 
tioning CCL= {Z,, Z,, . . . , Z,}. In step 2, the quotient graph G/3=(‘%, &,) is 
formed by finding the adjacency list of each “node” Zi E%. The data 
structure used to store the quotient graph G/a is similar to that used to 
store G. In step 3, a conventional symbolic factorization algorithm is used to 
ADJNCY 314 911 7121615 913 81712 61011~911~910 
XADJ 
FIG. 4. Adjacency structure of the graph of Figure 1. 
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PERM 
XBLK 
FIG. 5. An example of the data structure of a partitioning. 
find the structure of (G/Ci%)r=GF/%=(%,&~) from that of G/C%. This 
and similar algorithms have already been described in detail in the literature 
[4,7,8]. In step 4, the structure of GF/??= (9, &$) is found from that of 
GF/%. This last step is quite similar to step 2. 
The data structure for the filled graph Gr/‘% is similar to that used to 
store G, except only one record of each edge in the graph is stored. An array 
pair (XSUB, SUB) is used in the same way as the array pair (XADJ, ADJNCY) is 
used for G. Figure 6 shows how the graph of Fig. 3(c) would be stored. The 
graph GF/?? is stored in a similar way; indeed the transformation from 
GF/% to GF/T can easily be done in place. 
In practice, the four steps of the algorithm will normally be executed in 
sequence, and there will be ample opportunity for overlay (reuse) of com- 
puter storage. We have intentionally neglected to specify the storage needs 
of the overall (four phase) procedure because this will depend upon how 
much overlaying is actually done, which in turn will be a function of 
individual user needs. For example, some users may wish to preserve the 
original graph G = (X, E), even though it is not required after completion of 
step 2 of the algorithm. As another example, it is possible to implement step 
4 of the algorithm in place, provided the arrays SUB and xsub are not 
required later. 
4.4. Complexity of the Algorithm 
The complexity of the overall four step process is immediate, since each 
step involves an algorithm whose complexity is already well known, or else is 
almost obvious. Thus, we simply review what each involves. 
SUB 
XSUB 
FIG. 6. Data structure for the filled quotient graph GF/% of Fig. 3(c). 
PARTITIONED SPARSE SYMMETRIC MATRICES 155 
In step 1, we use a simple breadth-first search of each subgraph G(Y,) to 
find its connected components, We examine each node and edge in the 
graph at most a small (bounded) number of times. Thus, this part of the 
algorithm can be done in O(] E ( + N) time. 
In step 2, we must examine each node and edge of G, as well as each 
node and edge of G/q during its construction. Since I&$[ =G ) E I and r < N, 
the execution time of this part of the algorithm is also 0( 1 E ( + N). 
Once the graph G/s . 1s constructed, a standard symbolic factorization 
algorithm can be applied. The complexity of this process is well known to be 
at most O(] &,]I) [2,4,7,8]. Finally, it is a simple exercise to implement step 4 
of the algorithm to run in O(]&z(+r) time, since I&J] < ]&,F]. 
Thus, the complexity of the four stage algorithm is bounded by O(] E I+ 
I &,I + N ). Our experience is that in most practical applications, N < I E I and 
I&i) < (E (, so the complexity is typically O(] El). 
5. NUMERICAL EXPERIMENTS AND CONCLUDING REMARKS 
In this section we present some numerical experiments to demonstrate 
the performance of our algorithm. 
First, we observe that the following “obvious” algorithm, which we call 
Algorithm Z, can be used to compute the block structure of L. 
Algorithm Z 
1. Apply symbolic factorization to G= (X, E), to obtain the filled graph 
GF= (X, Er). 
2. Form G”/$?=(??,&g) from Gr=(X, EF), 
The complexity of step 1 of this algorithm is well known to be at most 
O(] EF I) [2,4,7,8]. Step 2 is similar to step 4 of the algorithm in Sec. 4.1. For 
most practical applications the partitioned matrix will have blocks of a size 
that allow the parallel execution of input-output and computation. These 
blocks would typically have at least 1000 words, and may be much larger. In 
such cases, we expect the algorithm of Sec. 4.1 to be much more efficient 
than Algorithm Z. 
A set of “graded L ” mesh problems arising in finite element applications 
was used for our experiments 131. All the numerical experiments were carried 
out on an IBM 3031 computer, using the FORTRAN H extended optimizing 
compiler (oPT=~). The execution times reported are in seconds. 
The nodes of the graph were ordered using “incomplete” nested dissec- 
tion [S], although any arbitrary ordering might be used instead. (Dissection 
was stopped when each component had < 30 nodes.) A uniform partition, 
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TABLE 1 
(Execution 
Execution ~e)/lEl 
N IEl time (10-S) 
265 744 ,047 6.32 
406 1155 .077 6.66 
577 1656 .lOO 6.04 
778 2247 .140 6.23 
1009 2928 ,193 6.59 
1270 3699 237 6.41 
1561 4560 .283 6.21 
1882 5511 350 6.35 
2233 6552 420 6.41 
2614 7683 487 6.34 
3025 8904 .573 6.44 
3466 10215 647 6.33 
where each partition member contained 20 consecutively numbered nodes, 
was imposed on the ordered graph. The size of the resulting blocks would be 
smaller than that typically used in practice. Thus, our tests, if biased, would 
favor Algorithm Z over the algorithm of Sec. 4.1, since small blocks increase 
the lower order terms without affecting the higher order terms in the 
complexity bound. Table 1 gives some evidence relating to the asymptotic 
behavior of our algorithm. 
The results in Table 1 suggest that the execution time is linear in 1 E 1, 
illustrating our remarks about the usually observed execution time behavior. 
Table 2 compares the performance of our algorithm with that of Algo- 
rithm Z mentioned at the beginning of this section. The incomplete nested 
dissection ordering described before was used in both cases. All the storage 
reported is integer data storage used for permutations, partitioning informa- 
tion, and data structure pointers for the matrix. Several comments are in 
order here. The execution time and storage requirements reported for 
Algorithm Z are those needed to carry out step 1 only. More execution time 
and possibly storage would be required to carry out step 2 as well. 
The results in Table 2 suggest that our algorithm is an attractive 
alternative in terms of execution time and storage requirements, compared to 
Algorithm Z. The execution time and storage used by Algorithm Z are 
substantially larger because symbolic factorization is applied to the graph 
G = (X, E), whereas the new algorithm applies symbolic factorization to the 
smaller quotient graph G/C%= (Gjt, &%). 
To summarize, in this paper we have provided some conditions which 
guarantee that applying symbolic factorization to a partitioned matrix will 
PARTITIONED SPARSE SYMMETRIC MATRICES 157 
TABLE 2 
our algorithm Algorithm z 
Execution Storage Execution Storage 
265 647 3,118 .083 5,668 1.77 1.82 
406 .077 4,789 .130 9,085 1.69 1.90 
577 .lOO 6,918 .173 12,698 1.73 1.83 
778 .140 9,303 253 18,016 1.81 1.94 
1009 .193 12,230 333 23,533 1.72 1.92 
1270 237 15,312 430 30,010 1.81 1.96 
1561 ,283 18,821 540 37,775 1.91 2.01 
1882 350 22,875 650 45,071 1.86 1.97 
2233 ,420 27,145 ,750 53,010 1.79 1.95 
2614 .487 31,810 .897 62,759 1.84 1.97 
3025 .573 36,918 1.050 72,679 1.83 1.97 
3466 647 42,268 1.227 84,780 1.90 2.01 
correctly determine the block structure of its (block) Cholesky factor L. We 
then presented an efficient algorithm to find the block structure of the 
Cholesky factor of an arbitrarily partitioned sparse symmetric matrix. 
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