Digitization of full biopsy slides using the whole slide imaging technology has provided new opportunities for understanding the diagnostic process of pathologists and developing more accurate computer aided diagnosis systems. However, the whole slide images also provide two new challenges to image analysis algorithms. The first one is the need for simultaneous localization and classification of malignant areas in these large images, as different parts of the image may have different levels of diagnostic relevance. The second challenge is the uncertainty regarding the correspondence between the particular image areas and the diagnostic labels typically provided by the pathologists at the slide level. In this paper, we exploit a data set that consists of recorded actions of pathologists while they were interpreting whole slide images of breast biopsies to find solutions to these challenges. First, we extract candidate regions of interest (ROI) from the logs of pathologists' image screenings based on different actions corresponding to zoom events, panning motions, and fixations. Then, we model these ROIs using color and texture features. Next, we represent each slide as a bag of instances corresponding to the collection of candidate ROIs and a set of slide-level labels extracted from the forms that the pathologists filled out according to what they saw during their screenings. Finally, we build classifiers using five different multiinstance multi-label learning algorithms, and evaluate their performances under different learning and validation scenarios involving various combinations of data from three expert pathologists. Experiments that compared the slide-level predictions of the classifiers with the reference data showed average precision values up to 62% when the training and validation data came from the same individual pathologist's viewing logs, and an average precision of 64% was obtained when the candidate ROIs and the labels from all pathologists were combined for each slide.
INTRODUCTION
The diagnosis for cancer is made through a microscopic examination of a tissue sample by highly-trained pathologists. Histopathological image analysis systems have a great potential in aiding this process by relieving the workload of the pathologists through filtering out obviously benign areas, and by providing an objective quantification of the tissue content to reduce the intra-and inter-observer variations in the diagnoses. The most common approach to histopathological image analysis is to apply supervised learning techniques to manually selected regions of interest that are represented using color, texture, or structural features. The pre-processing stage that corresponds to data collection involves a time-consuming process that yields samples containing hand-picked cases with relatively less amount of diagnostic complexity. For such cases, application of supervised classification methods can be acceptable when manual selection of the image areas results in isolated tissue structures that have no ambiguity regarding their diagnoses.
A more realistic scenario is the analysis of high-resolution images that are acquired using whole slide image scanners. These virtual slides with sizes around 100,000 × 100,000 pixels at 40× magnification enable the whole diagnostic process to be done in digital form. However, they also provide two new challenges to image analysis algorithms. The first is the need for simultaneous localization and classification of malignant areas in these large images, as different parts of the image may have different levels of diagnostic relevance. The second challenge is the uncertainty regarding the correspondence between the image areas and the diagnostic labels provided by the pathologists. The labels are typically given at the slide level and the particular image regions that lead to these diagnoses are often not recorded. Both of these challenges limit the applicability of most methods in the extensive literature on supervised classification of histological images, and necessitate the development of new techniques for whole slide image analysis.
The goal of this paper is to evaluate the use of coarsely-grained diagnostic annotations by multi-instance multilabel learning algorithms to support weakly supervised learning scenarios for building classifiers for categorizing whole slide breast histopathology images. Multi-instance learning (MIL) uses training sets that consist of bags, each containing several instances that are either positive or negative examples for the class of interest. Only bag-level labels are given and the instance-level labels are unknown during training. Multi-label learning (MLL) corresponds to the scenario where each training sample is assigned more than one label. Multi-instance multilabel learning (MIMLL) combines MIL and MLL where each training sample is represented by multiple instances and is associated by multiple class labels. The MIMLL framework is quite new in the field of histopathological image analysis. Dundar et al.
2 studied the breast histopathology image classification problem using MIL. Xu et al. 3 used MIL for cancer image classification and segmentation. The same team also performed multi-class classification of colon cancer using MLL 4 and used deep learning to extract image features for binary classification of slides using MIL. 5 Cosatto et al. 6 applied binary classification using the multi-instance framework for diagnosis of gastric cancer. Most of the related work consider only either the MIL or the MLL scenario. Most also consider only the binary classification of images as cancer versus non-cancer samples.
We apply the MIMLL scenario to the whole slide image analysis problem where the instances correspond to the regions of interest (ROI) in a large slide and the labels correspond to the expert's annotations in the pathology report of this slide. The aim is to predict the slide-level (bag-level) labels in new images and simultaneously localize and classify diagnostically relevant regions. We use a data set that consists of whole slide images of breast biopsies as well as recorded actions of pathologists while they were interpreting these slides. First, we extract candidate ROIs from the logs of image screenings based on different actions corresponding to zoom events, panning motions, and fixations. Then, we model these ROIs using color and texture features, and represent each slide as a bag of ROIs where slide-level labels are extracted from the forms that the pathologists filled out according to what they saw during their screenings. Finally, we evaluate the performances of five different MIMLL algorithms on multi-class classification of these slides. We consider different learning and validation scenarios involving different combinations of viewing logs from multiple pathologists. The following sections summarize the data set (Section 2), the methodology (Section 3), and the results of the experiments (Section 4).
DATA SET
The data used in this paper were collected in the scope of an NIH-sponsored project titled "Digital Pathology, Accuracy, Viewing Behavior and Image Characterization (digiPATH)" that aims to evaluate the accuracy of pathologists' interpretation of digital images vs. glass slides. There are 240 haematoxylin and eosin (H&E) stained breast biopsy slides with different diagnostic categories ranging from benign to cancer. They were scanned at 40× magnification, resulting in an average image size of 100,000 × 64,000 pixels. Each image was interpreted independently by, on the average, 22 pathologists including three expert pathologists who are internationally recognized for research and education on diagnostic breast pathology.
With the aim of analyzing the viewing behavior of pathologists to identify visual scanning patterns associated with diagnostic accuracy and efficiency, data collection also involved detailed tracking of pathologists' interpretation of digital slides using a web-based software tool. The software allowed browsing of high-resolution digital images and recorded the changes on the screen as viewing logs. At the end of a tracking session, each participant was asked to provide a diagnosis by selecting one or more of the 12 classes (Non-proliferative changes only, Fibroadenoma, Intraductal papilloma without atypia, Usual ductal hyperplasia, Columnar cell hyperplasia, Figure 1 illustrates the data for an example slide.
In the data set used in this paper, the 12 classes were mapped into a more general set of five classes (Nonproliferative changes only, Proliferative changes, Atypical ductal hyperplasia, Ductal carcinoma in situ, Invasive cancer). (The mapping results for the examples in Figure 1 are shown in bold.) Furthermore, we only used the viewing logs from the three expert pathologists, because they were the only ones that evaluated all of the 240 slides. The experiments in Section 4 present results based on individual and combined expert data as well as the consensus labels given to each slide at the end of the consensus meetings by the three experts.
METHODOLOGY

Identification of Candidate ROIs
The first step is the identification of the candidate ROIs from the pathologists' viewing logs. We used a procedure similar to the one described by Mercan et al. 7 The viewing log for each slide for each pathologist contained four entries per second. Each entry, called a viewport, contained the image coordinates with respect to the top-left pixel on the screen, the screen size, and the zoom level. We calculated the displacement between two log entries as the number of pixels between the centers of two consecutive viewports. Each entry also contained a time stamp that we used to calculate the duration a pathologist viewed a particular rectangular area.
We defined three actions in the viewport data. Zoom peaks are the points where the zoom level is higher than those of the previous and the next viewport logs. A zoom peak defines an area where a pathologist intentionally looked closer by zooming in. Slow pannings are the points where the zoom level is constant and displacement is small. They are intended for investigating a slightly larger and closer area without completely moving the viewport. Fixations are the points where the duration is longer than 2 seconds. A fixation captures the areas that a pathologist investigated longer. Since different pathologists can have very different viewing behavior, a combination of these three actions were necessary to identify the regions of interest where the union of all selected viewport rectangles were marked as a collection of the ROIs that were considered to be candidates for diagnostically important areas. Figure 2 illustrates the viewport logs and resulting ROIs for an example slide.
Feature Extraction
We used two widely exploited features, L*a*b* and local binary pattern (LBP) histograms, for representing the candidate ROIs. First, we used the CIE-L*a*b* color space to compute three separate color histograms and concatenated them into one. For the second set of features, we performed color deconvolution 8 to obtain a grayscale image for the structures dyed with haematoxylin and another one for the structures dyed with eosin. Then, we computed the LBP histograms on these two images and concatenated the output vectors. Each histogram contained 64 bins, with a total feature vector length of 320 after concatenation. The features were kept simple as the focus was on learning. Figure 3 shows the feature extraction process for an example candidate ROI.
Learning and Classification
MIL, MLL, and MIMLL have been highly popular in the machine learning literature. As discussed earlier, many machine learning tasks involve samples that can be described by more than one instance of features and there can be more than one label associated with a sample. The learning problem that corresponds to the former is named MIL, and the latter is called MLL. MIMLL corresponds to the learning problems when both cases are present.
In the MIMLL framework, let a data set
} consist of a collection of samples where M denotes the number of samples. Each sample corresponds to a pair of a bag and a set of labels. A bag X m contains a set of instances {x m1 , x m2 , . . . , x mnm } where n m is the number of instances in that bag, x mn ∈ R d , n = 1, . . . , n m , is the feature vector of the n'th instance of the m'th bag, and d is the number of features. A label set Y m is composed of class labels {y m1 , y m2 , . . . , y mlm } where l m is the number of labels in that set and y ml ∈ {c 1 , c 2 , . . . , c L }, l = 1, . . . , l m , is one of L possible class labels. MIL can be considered as a special case of MIMLL where there is only one label y m ∈ {c 1 , c 2 , . . . , c L } associated with each bag X m , resulting in a data set of pairs of bags and associated labels, {(X 1 , y 1 ), (X 2 , y 2 ), . . . , (X M , y M )}. MLL is another special case in which an instance x m ∈ R d is associated with a set of labels Y m , resulting in a data set of pairs of instances and label sets,
In this paper, we study five different algorithms proposed for MIMLL for other domains within the context of simultaneous localization and classification of diagnostically relevant areas in whole slide breast histopathology images. These algorithms are briefly summarized as follows:
9 This algorithm solves the MIMLL problem in two steps. In the first step, each sample 
In the second step, the MIL problem is solved using the MiBoosting algorithm 10 that assumes that all instances in a bag contribute independently in an equal way to the label of that bag. Finally, after learning a function that produces a binary output (+1 or −1) for an input pair (X, c) consisting of a new bag of instances X and a potential label c, the corresponding multi-label set for X is obtained as the collection of labels for which the output is +1.
MimlSvmMi: This algorithm is a variation of the MimlBoost algorithm. The first step is the same as the
MimlBoost algorithm where the MIMLL problem is decomposed into a set of multi-instance single-label problems. Unlike the second step of MimlBoost, MimlSvmMi uses the MiSvm algorithm 11 to solve the resulting MIL problem.
MimlSvm:
9 This algorithm also solves the MIMLL problem in two steps. In the first step, the MIMLL problem is decomposed into a series of single-instance multi-label problems by assuming that the spatial distribution of each bag holds relevant information. Thus, the bags are collected into a set M m=1 X m , and are clustered using the k-medoids algorithm. In each iteration of the algorithm, distances between the bags are computed using the Hausdorff distance. 12 The Hausdorff distance between two bags, X i = {x i1 , x i2 , . . . , x ini } and X j = {x j1 , x j2 , . . . , x jnj }, is defined as
where · denotes the Euclidean distance. The algorithm partitions the data space into K clusters, each of which is represented by its medoid, M k , k = 1, . . . , K. Consequently, a bag, X m , is transformed into a vector z m ∈ R K whose components are the Hausdorff distances between the bag and all K medoids,
The multi-instance multi-label data set is then transformed into a single-instance multi-label data set,
In the second step, the resulting MLL problem is solved using the MlSvm algorithm. MimlSvm where the MIMLL problem is decomposed into a set of single-instance multi-label problems. In the second step, the MlSvm algorithm in MimlSvm is replaced with a two-layer neural network structure 14 to solve the resulting MLL problem.
M
3 Miml: 15 The previous methods reduce the MIMLL problem into either a multi-instance single-label (the first two methods) or a single-instance multi-label (the last two methods) problem where relevant information between instances and labels could be destroyed during the decomposition process. Unlike these methods, M 3 Miml tries to exploit any connection between instances and labels by defining a maximum margin method (M 3 ) for MIMLL by assuming a linear model for each class where the output for one class is set to be the maximum prediction of all the MIMLL examples' instances with respect to the corresponding linear model.
For each slide and each pathologist viewing that slide, the input to a particular learning procedure was a bag of candidate ROIs, each one being represented by a color-texture feature vector, and a set of labels assigned to that slide by the pathologist. Each of the algorithms listed above was used to train a multi-class classifier that can be used to assign labels to a new slide.
EXPERIMENTS
Experimental Setting
The parameters of the MIMLL algorithms described above were selected based on our observations as well as the suggestions provided in the respective papers. In particular, 25 boosting rounds were used in MimlBoost. MimlSVM, MimlSVMMi and M 3 Miml depend on support vector machines (SVM) for classification. Across the three methods, the SVM parameters were kept the same. The SVM kernel was chosen as the Gaussian kernel with the scale parameter (γ) set to 0.2. In MimlSVM, the number of clusters (K) was set to 20% of the size of the training set. A two layer neural network structure was used for MimlNN with the number of clusters (K) set to 40% of the size of the training set and the regularization parameter used in matrix inversion (λ) set to 1.
Evaluation Criteria
In this paper, quantitative performance was measured by comparing the labels assigned to a slide by an algorithm with the labels given by one or more pathologists. We used five evaluation criteria named the Hamming loss, ranking loss, one-error, coverage, and average precision.
9 Given a test set {(X 1 , Y 1 ), (X 2 , Y 2 ), . . . , (X N , Y N )} with N samples where Y n is the set of reference (true) labels for the n'th sample, let h(X n ) be a function that returns the predicted set of labels for X n , h(X n , y) be a function that returns a value that indicates the confidence that y is in h(X n ), and r(X n , y) be the rank of y in the sorted list of predicted labels with respect to h(X n , y) where the rank of the label with the highest confidence (arg max y∈{c1,c2,...,c L } h(X n , y)) is 1. The evaluation criteria can be computed using these functions as follows:
is an operator used to compute the symmetric difference between two label sets. Hamming loss is the fraction of the wrong labels (false positives or false negatives) to the total number of labels. Hence, a smaller value indicates better performance.
• rankingLoss(h) = 1 N N n=1 1 |Yn||Yn| |{(y 1 , y 2 )|r(X n , y 1 ) ≥ r(X n , y 2 ), (y 1 , y 2 ) ∈ Y n × Y n }|, where Y n denotes the complement of the set Y n . Ranking loss counts the number of times the rank of a wrong label is above the rank of a reference label. Hence, a smaller value indicates better performance.
• one-error (h) = 1 N N n=1 1 arg min y∈{c1,c2,...,c L } r(X n , y) / ∈ Y n , where 1 is an indicator function that is 1 when its argument is true, and 0 otherwise. One-error counts the number of times when the top-ranked label is not one of the reference class labels. Like the criteria above, a smaller value indicates better performance.
• coverage(h) = 1 N N n=1 max y∈Yn r(X n , y) − 1. Coverage is defined as the average number of labels to investigate on the ordered list of predicted numbers (by their ranks) to cover all reference labels. Since fewer number of visits on the list is desired, a smaller value indicates better performance.
• averagePrecision(h) = . Average precision is the average fraction of reference labels ranked above a particular label. Unlike the rest of the criteria, the performance is better as the average precision gets closer to 1. 
Results
As discussed in Section 2, we used the viewing logs of the three expert pathologists (denoted as E1 , E2 , and E3 ) in the experiments. The procedure described in Section 3.1 was used to obtain the candidate ROIs for each expert and each slide, and the features listed in Section 3.2 were extracted from each candidate ROI to construct the bags of instances. The labels assigned to each slide by each pathologist formed the multi-label sets. In addition to the labels assigned by individual pathologists, we also used the labels given to each slide at the end of the consensus meetings by the three experts. Table 1 gives some summary statistics regarding the number of ROIs in the data set. Even with data from only three pathologists, we could observe that there can be differences in the pathologists' screening patterns; some spend more time on a slide and investigate larger number of ROIs, whereas others may make faster decisions by looking at a few key areas. We also observed that the slides with consensus diagnoses of Proliferative changes and Atypical ductal hyperplasia required significantly longer views with more ROIs on the average for all pathologists. Studying the possibility of correlations between different viewing behaviors and diagnostic accuracy and efficiency is part of our future work.
We used four-fold cross-validation to compute the quantitative performance criteria defined above. The partitioning of the data into four subsets of 60 slides was created by an expert pathologist to resemble the distribution of the classes in the whole data set within each subset. All results presented below show the average and standard deviation of each performance criterion by using the four folds.
We conducted two experiments to study different learning and validation scenarios involving various combinations of viewing logs from multiple pathologists. In the first experiment, we used each particular expert's data (candidate ROIs and class labels) as training samples, trained classifiers using these samples, and compared the labels assigned by these classifiers to the ones given by the individual experts. The goal of this experiment was to see how well a classifier trained using the ROIs of one expert could predict the class labels of other slides diagnosed by herself and the other two experts. This experiment was repeated using the data for each of the three experts separately. Tables 2-4 give the resulting performance statistics computed using four-fold crossvalidation. The results showed that MimlNN performed the best according to most of the settings, followed by MimlBoost that was also consistently ranked among the top two methods. On the other hand, MimlSvm and MimlSvmMi showed the worst performance according to most of the measures. When we focused on the results for the scenarios based on individual pathologists' data, we observed that the classifiers learned by using the first expert's training data performed the best on the validation data from the same expert. In other words, the classifiers could predict the class labels in the same pathologist's validation data better than the ones in the data from the other two experts. The classifiers built by using the third expert's training data showed a similar result by performing better on the validation data of the third expert on more cases when compared to the results for the validation data of the other two experts. However, the results from the classifiers trained by using the second expert's training data showed a different behavior; better results were obtained by using the other two experts' validation data. One reason for this might be the significantly larger number of ROIs extracted from the viewing logs of the second expert (as seen from Table 1 ) and potential similarities between these ROIs and the ones from the other two experts. When all results were compared, we could conclude that the classifiers learned by using the third expert's data resulted in higher average precision and lower Hamming loss, ranking loss, one-error and coverage values, indicating better performance compared to the other classifiers in our particular experimental settings. Table 2 . Results of the experiments when the first expert's (E1 ) data (candidate ROIs and class labels) were used for training and each individual experts' data were used for validation. The evaluation criteria are: Hamming loss (HL), ranking loss (RL), one-error (OE), coverage (COV), and average precision (AP). The best result for each criterion is marked in bold. In the second experiment, the feature data for each slide were obtained by taking the union of all candidate ROIs from all three experts for that slide. We also combined the label sets assigned by all experts during their screening sessions as the training label data. Validation labels were similarly obtained as the union of the experts' class labels for each slide. We also compared the predictions by the resulting classifiers to the consensus diagnoses as the validation labels in a separate experiment. Table 5 gives the resulting performance statistics computed using four-fold cross-validation. The results indicated a better performance in most of the criteria, including the highest average precision among all settings, when the union of all experts' class labels was used as the validation data for each slide. As expected, better performances were observed when the training and validation data were obtained according to the same protocol, compared to the results where consensus diagnoses were used as validation labels. We also would like to note that consensus diagnoses contained a single label for each slide, whereas union of individual experts' labels could correspond to a multi-label setting during both training and validation, and some performance criterion (e.g., coverage) were more sensitive to the number of labels than others. In future work, we will investigate the similarities and differences between the ROIs from different pathologists at the feature level, study the relationships between slide-level diagnoses and ROI-level predictions, and extend the experiments by using different scenarios that exploit data from additional pathologists.
CONCLUSIONS
This paper presented a study on the use of pathologists' viewing records of digital biopsy slides for generating data sets to train classifiers that can predict the diagnostic categories of whole slide breast histopathology images. Contrary to classical supervised learning applications where the classifiers are built and tested on manually selected regions of interest corresponding to isolated tissue structures with no ambiguity regarding their diagnoses, the proposed framework used weakly learning methods that have been designed to tackle the uncertainty regarding the correspondence between the particular image areas and the diagnostic labels provided by the pathologists at the slide level. We represented each slide as a bag of candidate ROIs extracted from the viewport logs of pathologists' image screenings together with a list of class labels extracted from the pathology forms. The learning stage exploited five different multi-instance multi-label learning algorithms where the multiinstance component corresponded to the bags of ROIs and the multi-label component corresponded to the slide-level annotations. The experiments studied different learning and validation scenarios involving various combinations of data from three expert pathologists. Quantitative performance measures that compared the slide-level predictions of the classifiers with the validation data showed that average precision values up to 62% were obtained when the training and validation data came from the same individual pathologist's viewing logs, whereas average precision increased to 64% when the candidate ROIs and the labels from all pathologists were combined for each slide.
