Abstract. Let D ⊆ R be closed and discrete and f : D n → R be such that f (D n ) is somewhere dense. We show that (R, +, ·, f ) defines Z. As an application, we get that for every α, β ∈ R with log α (β) / ∈ Q, the real field expanded by the two cyclic multiplicative subgroups generated by α and β defines Z.
Introduction
Let R = (R, +, ·) be the field of real numbers. The main technical result of this paper is the following theorem. An expansion of the real field that defines the integers also defines every projective subset of R. Such a structure is as wild from a model theoretic view point as it can be. In contrast to this, every expansion of the real field whose definable sets either have interior or are nowhere dense, can be considered to be well behaved. For details, see [8] .
The proof of Theorem 1.1 will be given in Section 2 of this paper. In the rest of this section, several corollaries of Theorem 1.1 will be presented.
Two discrete multiplicative subgroups. For any α ∈ C × , let α Z := {α k : k ∈ Z}. In [2] van den Dries established that the structure (R, α Z ) is tame model theoretically, when α ∈ R × . In his paper, he axiomatized its theory, showed that it has quantifier elimination and is decidable, if α is recursive. In the end, he asked whether similar results can be obtained for the structure (R, α Z , β Z ), in particular whether this structure defines Z. This question has remained open ever since and has been reraised in literature many times (see [3] , [7] , [8] , [9] , [10] , [12] 
Proof. The set α N ∪β N is closed and discrete. Moreover, it is definable in (R, α Z , β Z ) and its set of quotients is dense in R >0 .
Remark. Many results for related structures are known. Van den Dries and Günaydın proved in [3] that the expansion of the real field by the product group α Z · β Z does not define the integers. Tychonievich showed in [12] that (R, α Z · β Z ) expanded by the restriction of the exponential function to the unit interval defines the integers. Note that by [2] (R, 2 Z ) does not define Z. Hence Theorem 1.4 is optimal. But more can be said in special cases. For r ∈ R, x r denotes the function t → t r : (0, ∞) → R. Extend this function by t r = 0 for t < 0. Theorem 1.6. Let S be an infinite cyclic subgroup of (C × , ·). Then exactly one of the following holds:
If a = 1, S is a finitely generated subgroup of the unit circle. Hence every open definable set in (R, S) is semialgebraic by [6] . Further (R, S) is not d-minimal, since it defines a dense and codense set. If ϕ ∈ 2πQ, the structure (R, S) is interdefinable with (R, a Z ), and so does not define Z. It defines an infinite discrete set and is d-minimal by [8] . Further the complement of S in R 2 is open and not semialgebraic. Finally let a = 1 and ϕ / ∈ 2πQ. Then the function
is injective on S and maps (ae iϕ ) n to a n for every n ∈ Z. Further the function
maps (ae iϕ ) n to sin(nϕ) for every n ∈ Z. Hence the map f :
is definable in (R, S). Since ϕ / ∈ 2πQ, the image of f is dense in (0, 1). Hence (R, S) defines Z by Theorem 1.1.
Expansions of the real field by finite rank multiplicative subgroups of the unit circle have been studied by Belegradek and Zilber in [1] and Günaydın in [5] .
A generalization of Miller's AEG. The proof of Theorem 1.1 is based on Miller's Lemma on Asymptotic Extraction of Groups from [7] . Lemma 1.7. An expansion of R defines Z iff it defines the range of a sequence (a k ) k∈N of real numbers such that lim k→∞ (a k+1 − a k ) ∈ R − {0}. 
Proof. Let Q be the set of quotients of S. Since sup k (a k+1 − a k ) < ∞, it is easy to see that Q is dense in R >0 . Then Theorem 1.2 implies that Z is definable.
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Proof of Theorem 1.1
Lemma 2.1. Let D ⊆ R be closed and discrete, and let n ∈ N. Then there are E ⊆ R and a bijection f : D n → E such that f is definable in (R, D), E is closed and discrete, and |a − b| ≥ 1 for every a, b ∈ E.
Proof. Let D ⊆ R be closed and discrete. Without loss of generality, we can assume that D ⊆ R >0 . Let n ∈ N. Since D is countable, there are a 1 , ..., a n ∈ R >0 which are linearly independent over D. Define g :
Since a 1 , ..., a n are linearly independent over D, the map g is injective. Further for every positive real number b there are only finitely many elements in g(D n ) which are smaller than b. Hence g(D n ) is discrete and closed.
It is easy to see that h is increasing and definable. Hence h is injective. By construction the distance between two elements of h(g(D n )) is at least 1. So set E := h(g(D n )) and f := h • g.
We fix the following notation. For two sets A, B, we write A − B for the relative complement of B in A. For a Lebesgue measurable set S ⊆ R, we will write P [S] for its Lebesgue measure.
Proof of Theorem 1.1. Let D ⊆ R be closed and discrete and f : D n → R such that f (D n ) is somewhere dense. By Lemma 2.1, we can assume that D is a subset of R ≥1 , n equals 1 and |d − e| ≥ 1 for all d, e ∈ D. After composing f with a suitable semialgebraic function, we can assume that the image of D under f is dense in the interval (1, 2) . First we will construct a sequence (d N ) N ∈N of elements of D with the following properties: for every M, N ∈ N
) and 
In the following, let S be the set
By the above calculation, the set S has positive Lebesgue measure. By a result of Steinhaus from [11] , we can then find elements in S arbitrarily close together.
Hence we can take x 1 , x 2 ∈ S with x 2 > x 1 so close together such that the smallest
Let d N +1 be this smallest element of D with
N and x 1 , x 2 ∈ S. This implies that
, and let ϕ(x, y) be the formula
We now show that the following two statements hold:
We first consider (1) . By (i), we have that
After trivial rearrangements, one sees that (2. (2) holds. Now it is easy to see that (R, f ) defines Z. By condition (2), the set {d N : N ∈ N} is definable and so is its image under ν. By (1), we have that lim N →∞ (N −ν(d N )) = 0. By Lemma 1.7, this implies that (R, f ) defines Z.
