Abstract-CMA has been known as blind adaptive beamforming because it requires no knowledge about the signal except that the transmitted signal waveform has a constant envelope. But in practical applications, the constrained CMA degrades in the presence of both signal steering vector errors and interference nonstationarity. In this paper, we propose robust constrained CMA based on a Bayesian approach under the quadratic constraint, which improves the output performance in nonideal situations. The quadratic constraint on the weight can provide excellent robustness to signal steering vector mismatches and to random perturbations in sensor parameters. It is found that robust constrained CMA under quadratic constraint can reduce successfully the output power of internal noise while cancelling the interference enough. The Lagrange multipliers are updated and added at each step. The proposed algorithm offers faster rate, has better interference suppression, and yields higher SINR and better signal capture performance than the constrained CMA. Via computer simulation, it is show that the proposed algorithm achieves a substantially improved performance.
I. INTRODUCTION
Adaptive beamforming finds numerous applications in areas such as radar, sonar, and wireless communication systems [1] - [5] . The conventional approach to the design of adaptive beamforming techniques assumes exact knowledge of the steering vector associated with the signal of interest (SOI). However, the performance of conventional adaptive beamforming techniques is known to degrade in the presence of array signal model errors which arise due to imprecisely known wavefield propagation conditions, imperfectly calibrated arrays, array perturbations, and direction pointing errors. The same happens when the number of snapshots is relatively small. In fact, there is a close relationship between the cases of steering vector errors and small-sample errors in some situations. Recently, robust adaptive beamforming has emerged as an efficient tool that provides solution to this mismatch problem.
There are several efficient approaches are known to provide an improved robustness against some types of mismatches. One of the classic techniques is the linearly constrained minimum variance (LCMV) beamformer [6] , which provides robustness against uncertainty in the signal look direction. To account for the signal steering vector mismatches, additional linear constraints (point and derivative constraints) can be imposed to improve the robustness of adaptive beamforming [7] - [8] . But, the beamformers lose degrees of freedom for interference suppression. Diagonal loading [9] - [13] has been a popular approach to improve the robustness against mismatch errors, random perturbations, and small sample support. The main drawback of the diagonal loading techniques is the difficulty to derive a closed-form expression for the diagonal loading term which relates the amount of diagonal loading with the upper bound of the mismatch uncertainty or the required level of robustness. The uncertainty constraint is imposed directly on the steering vector. The robust Capon beamforming proposed in [14] - [15] precisely computes the diagonal loading level based on ellipsoidal uncertainty set of array steering vector. Interestingly, the methods turn out to be equivalent and to belong to the extended class of diagonal loading approaches, but the corresponding amount of diagonal loading can be calculated precisely based on the ellipsoidal uncertainty set. An eigendecomposition batch algorithm is used to compute the diagonal loading level which would also hit the wall of computational complexity. The approach proposed in [16] - [17] reformulates robust adaptive beamforming as a convex second order cone programming (SOCP). Unfortunately, the computational burden of the SOCP approach seems to be cumbersome which limits the practical implementation of this technique. The SOCP-based method does not provide any closed-form solution, and does not have simple on-line implementation.
The constrained CMA is an effective solution to the problem of interference capture in CMA. But in practical applications, the knowledge of the SOI steering vector can be imprecise, which is often the case due to differences between the assumed signal arrival angle and the true arrival angle or between the assumed array response and the true array response. Whenever this happens, the linear constrained CMA may suppress the SOI as an interference, which results in significantly underestimated SOI power and drastically reduced array output SINR. Then, the performance of the constrained CMA may become worse than that of the standard beamformers. In this paper, to account for the mismatches, we propose a novel robust constrained CMA for implementing a quadratic inequality constraint with a Bayesian approach. Quadratic constraints on the weight vector can improve robustness to the signal steering vector mismatches. Some performances of the proposed algorithm are discussed. These results have shown that the proposed algorithm suffers the least distortion from the directions near the desired steering angle, provides a significantly improved robustness against the signal steering vector mismatches, yields better signal capture performance and improves the mean output array SINR compared with the conventional constrained CMA. Simulation results validate substantial performance improvement of our proposed robust constrained CMA relative to the original CMA.
II. PROBLEM FORMULATION

A. Mathematical Model
Consider a uniform linear array (ULA) with 
where
is the complex vector of array observations, 0 ( ) s k is the signal waveform, a is the signal steering vector, and ( ) k i and ( ) k n are the interference and noise components, respectively. The beamformer output energy is given by
is the data covariance matrix of the array observations signals ( ) k x . The output of a narrowband beamformer is given by 
are the M M × signal and interference-plus-noise covariance matrices, respectively, and E{} ⋅ denotes the statistical expectation.
Typically, the adaptive beamformer weight vector is computed in order to optimize the performance in terms of a certain criterion. Although several criteria can be used, we limit our consideration by the output SINR criterion, which is rewritten as [4] 
where 2 s σ is the signal power. The problem of finding the maximum of (7) is equivalent to the following optimization problem H H min subject to 1
From (8), the following solution can be found for the optimal weight vector
Inserting (9) into (7), we obtain that the optimal SINR is given by
Equation (10) gives an upper bound on the output SINR (7).
B. Conventional Constrained CMA
The CMA is an algorithm suitable for mobile communications because it has the great advantage of requiring no prior knowledge about the transmitted signal. Recently, many types of the CMA adaptive array have been studied for one of promising technologies to overcome the frequency-selective fading in the high-speed mobile radio. CMA based on steepest descent method is one of the most popular algorithms used for blind adaptive array processing.
The development of the updating equation of the CMA is similar to the case of LMS algorithm. The updated value of the weight vector at iteration time k can be obtained by the simple recursive equation as follows,
where µ is the step size of the iteration and ( ) J k is the error function,
here, k σ is the amplitude of the value of the modulus of desired signal. In reality, since the prior knowledge of the modulus value cannot be obtained, it is commonly scaled to unity, that is,
The updating weight vector becomes
CMA is computationally less complex than other algorithms. Unlike the adaptive beamforming of constrained power minimization, the CMA does not perform power minimization, and hence it has a tendency to raise the output power of internal noise in suppressing undesired waves. This leads to serious degradation of SINR at the array output.
When the CMA is applied to practical situations, it cannot guarantee to converge to a particular user, i.e., tracking the desired user. In order to improve the tracking ability, it was reported to use linearly constrained constant modulus approach to capture the desired user instead of one of the interference users [18] , [19] .
The constrained CMA is an effective solution to the problem of interference capture. The optimal weight vector is the solution of the following optimization problem:
Optimization technique used to find w will use Lagrange multiplier method, thus, the expression for w becomes
= − F I a a a a is a projection operator and
is an unbiased estimate of the gradient of the cost function.
The constrained CMA requires DOA of the desired signal. But in practical applications, the performance degradation of constrained CMA may become evident because some of underlying assumptions on the environment, sources, or sensor array can be violated and this may cause a mismatch between the presumed and actual signal steering vectors.
III. ROBUST CONSTRAINED CMA BASED ON QUADRATIC CONSTRAINT
To account for mismatches between the assumed array response and the true array response, we develop a novel robust constrained CMA by using a Bayesian approach and implementing the quadratic constraint, which is robust to uncertainty in source DOA. The proposed algorithm balances the use of observed data and a priori knowledge about the source DOA. In the proposed algorithm, the DOA is assumed to be a discrete random variable with a known priori probability density function (pdf) ( ) q θ , which reflects the level of uncertainty about the source DOA. The Bayesian approach has been used for detecting signals under directional uncertainty in [20] , with averaging over the a priori pdf ( ) q θ . For computational simplicity, we assume that ( ) q θ is defined only on a discrete set of P points, 1 2 { , ,..., } P θ θ θ Θ = , in the a priori parameter space. For each i θ , the a posteriori pdf is given by 
At high SNR, the a posteriori pdf will be sharply peaked near the true DOA, and at low SNR, it will be relatively flat over all DOAs and revert to the priori pdf. Note that the optimization problem (16) can be rewritten in the following form , we obtain that
is equal to zero and we can get the optimal weight vector 1 opt
Using (26), the weight vector is updated as follows 
IV. PERFORMANCE ANALYSIS
A. Convergence Performance
Taking the expected value of both sides of (29) yields 
To explain simply, (48) can be equivalently described as
From equation (49), we can conclude 
Note that the parameter µ plays a very important role in the proposed algorithm. If µ is very small, the algorithm converges slowly and has less misadjustment error. With a larger step size, more gradient information is included in each update, and the algorithm converges more quickly. However, when the step size is too large, the algorithm will diverge. The optimal step-size parameter is therefore chosen by 1
From (54), we can see that the step-size µ can be varied with each new training snapshot. The step size of this algorithm increases automatically at the beginning of this algorithm or when unknown system is changing with time, and it would be smaller during the steady state. ≤ . The essential shortcoming of the constrained CMA is that it does not provide sufficient robustness against mismatches between the presumed and actual signal steering vectors. As a result, the constrained CMA tends to interpret the signal components in array observations as an interference and tries to suppress these components by means of adaptive nulling instead of maintaining distortionless response toward a % , i.e., 
For small ξ , the term can be approximated as
Using (64), (60) From the example, we note that at high SNR, the a posteriori pdf is sharply peaked near the true DOA and at low SNR, it has a wide mainbeam over the a priori parameter space.
Example 2: Comparison of the array beampatterns
In the example, a scenario with the signal look direction mismatch is considered. Fig. 3 displays the beampatterns of the methods for the SNR 10dB = for the no-mismatch case. The vertical line in the figure denotes the direction of arrival of the desired signal. Fig. 4 displays the beampatterns of the methods for a 2 From the example, we note that the conventional constrained CMA treats the desired signal as a main beam interferer and is trying to place a null on it. The proposed algorithm has highest resolution, provides robustness against the mismatches, and outperforms the original CMA in the array gain performance. Fig. 6 . In this example, the performance of constrained CMA algorithm degrades significantly. Obviously, the proposed algorithm provides excellent robustness against signal steering vector mismatches. Note that the proposed algorithm enjoys a significantly improved performance as compared with the constrained CMA.
Example 4: Comparison of output SINR versus SNR Fig. 7 displays the performance of the two methods tested versus the SNR for the fixed training data size 500 N = in no-mismatch case. The performance of these algorithms versus the SNR in a mismatch case is shown in Fig. 8 . In this example, the constrained CMA is very sensitive even to slight mismatches that can easily occur in practical situations. However, performance of the proposed robust constrained CMA based on a Bayesian approach under quadratic constraint is close to the optimal one at all values of the SNR. The proposed algorithm provides sufficient robustness in perturbation situations. 
VI. CONCLUSION
We propose robust constrained CMA based on a Bayesian under quadratic constraint, which improves sufficient robustness to signal steering vector mismatches. It is found the proposed algorithm can reduce successfully the output power of internal noise, while cancelling the interference enough. Therefore, it provides the higher SINR than the constrained CMA. The proposed algorithm is an effective solution to the problem of interference capture in CMA. Moreover, the proposed algorithm enhances the array system performance under nonideal conditions. As a result, the proposed robust constrained CMA is shown to consistently enjoy an improved performance as compared with the conventional constrained CMA. 
