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This paper introduces a software prototype called AILAN-D which is a diagnos-
tic system for local area network (LAN) using broadcast communication channel 
In the problem domain of LAN, the main problem is that it is difficult to gather 
� enough and accurate status of all components for diagnosis. There are a lot 
of components in LAN and the components may be very far away. They may 
spread out in several floors and even in several buildings so that it is difficult to 
monitor them directly by connecting a testing equipment to all of them. Most of 
them also do not have the capability of self-diagnosis and status reporting. Fur-
thermore the number of components may change rapidly and some components 
such as workstations can be turned on or off by users at any time. Without 
enough information, it is not easy to find out the actual faults. But since LAN 
commonly uses broadcast communication channel such as bus or ring, thus we 
can indirectly monitor the activities of other components by capturing the data 
frames from the common communication channel. Using the captured data, 
experts can get a lot of valuable information for fault management, systems 
configuration and performance analysis. 
Although the behavior of the network components are monitored indirectly, 
data from most of the LAN components can be captured and analyzed. As a 
• • • 
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result, it is more easy for us to find out the actual misbehaving components 
or the malfunction reasons. This is similar to the case in which a lot of test-
ing points are monitored in the problem domain of electronic circuit testing. 
Furthermore, with the data and the knowledge of communication protocols, we 
can automatically detect the "low-level" and less abstract symptoms based on 
their communication activities. And then it is more easy to find out the actual 
misbehaving components or malfunction reasons. 
Using the above method, a lot of data can be captured, but it is still difficult 
to solve the problems if there are no experts. Furthermore, it may take a lot 
of time for experts to analyze the data in order to solve problems. AILAN-D 
G 
system tries to apply several AI techniques to extract related data, to detect the 
anomalies and to solve the problems quickly. The system focuses on problems 
introduced by wrong setup and incompatible protocols, which cannot be solved 
by using hardware testing equipments or by using self diagnosis. Hardware faults 
can be found by good testing instruments or by using self diagnosis, but a lot 
of complicated problems are introduced by other factors. 
AILAN-D system consists of a data capture subsystem，an anomaly detection 
subsystem and a rule-based analysis subsystem. There is also a LAN protocol de-
scriptive language translation system which helps us in generating the main part 
of the anomaly detection subsystem. The data capture subsystem captures data 
frames from the broadcast channel and then passes the data to the anomaly de-
tection subsystem for further analysis. The anomaly detection subsystem applies 
the descriptions of supported communication protocols to extract the important 
portions from the captured data, to learn about the network configuration and 
iv 
conditions of the components, and then to find out the symptoms. The infor-
mation will then be passed to the rule-based analysis subsystem to identify the 
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� A LAN usually consists of a lot of components such as hosts, servers, worksta-
tions, repeaters, bridges, routers and gateways. They are very complicated and 
are working simultaneously and sometimes interact with each other. Sometimes 
the systems result may be affected by "non-related" components. For example, 
the improper communication between two network nodes may be due to another 
node which improperly uses an address same as that of one of the two nodes. 
As a result, it is difficult to find out the actual faults. 
The traditional diagnostic method "verification" [3], which is usually used in 
manufacturing lines for testing the newly manufactured devices, is not suitable 
for the problem domain. This verification method is good at verifying whether a 
component can function properly or not if the tests can exercise all the intended 
behaviors. But the LAN problem is not always due to component failures. They 
may be introduced by incompatible setup of the related components. Sometimes 
it may even be caused by other components which we think that they have no 
relations to the problem. For example, a mistake was made to set up two 
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stations having same network addresses. Each one can work properly, but they 
may not communicate properly with other nodes. As a result, it is difficult to 
simulate the actual environment for verification. Furthermore, when there are 
some problems in the LAN system, we cannot run the verification tests for all of 
the components because there may be too many components. If we only verify 
some components, then we must first have a good method to determine which 
components are suspected ones. 
Another traditional diagnostic method using fault dictionary [3] is also not 
suitable. The idea of the method is to simulate the system behavior for ev-
ery one of the ways in which each individual component can misbehave. Each 
simulation generates a description of how the entire system would behave if a 
specific component was broken in a specific way. The overall result is a list of 
fault/symptom pairs. But since the LAN components are complicated, thus it is 
difficult to have good fault models for simulation. Furthermore, there are a lot 
of components in LAN system. It is very difficult (if not impossible) to simulate 
the whole system for all possible faults. 
As a result, the traditional methods mentioned above are not suitable for 
troubleshooting a LAN problem. They are only useful when a component is 
suspected to have faults. As a result, other methods are used. 
Some methods use special equipments called protocol analyzers to capture 
data frames from communication channel. The protocol analyzers will also in-
terpret the data for protocol header fields and display them with some statistical 
results. The statistical data can tell us the utilization of the network, number 
of frames per second, number of CRC error frames and . . . It provides us some 
information of the systems performance, but it cannot tell us whether there is 
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problem or not. The interpretation and display of the header fields can provide 
us a lot of information, but it takes a lot of time for even experts to analyze 
the data in order to find out the symptoms and the fault reasons. As a con-
clusion, the equipments are useful in gathering statistics. For diagnosis, it only 
provides us the raw data and primitive information. It cannot automatically 
detect whether the LAN has problems or not. It also cannot tell us what are 
the faults. 
For large network, integrated network management systems may be used. 
The systems require all the LAN components to report their status to a man-
agement station. The management station can then display the status of all 
components on screen. We can also send control commands to the components 
from the management station. SNMP, Net View, CMIP are typical protocols 
used. Furthermore, if an expert system is used in the management station，then 
the faults can be found more easily. 
This paper introduces a prototype diagnostic expert system (i.e. AILAN-D) 
which works like protocol analyzers to capture data from the communication 
channel and then to interpret data for protocol header fields. It also interprets 
others such as handshaking methods, error control, flow control and link man-
agement procedures. Using the information found, the diagnostic system can 
automatically find out the symptoms and point out the actual misbehaving com-
ponents or give some other diagnostic suggestions. As a result, normal users can 
use the system to find out the problems and to solve them more easily. 
Our approach does not require the network components to have the capa-
bilities of self-diagnosis and status reporting as those required by integrated 
network management systems. AILAN-D system tries to find out the faults by 
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analyzing the captured communication data. Although it is more difficult, it 
is less expensive and is more useful for PC LANs. This is because most of the 
personal computers do not support the network management protocols. A lot 
of vendors are now developing PC software for supporting the network man-
agement protocols, but they may introduce some other problems because they 
will use up some memory and some processing power, which are very limited 
in personal computers. Furthermore, there are different standards of the net-
work management protocols. Some are even proprietary and they may not be 
compatible with each other. But if some of the LAN components support the 
network management protocols, then our approach can make use of the data to 
get more information. 
AILAN-D system tries to apply some AI techniques to build a diagnostic 
expert system [9] [1] [8] [5]. Most diagnostic expert systems fall under one of two 
categories: syndrome-based diagnosis [3] or model-based diagnosis [3] [2] [10 • 
Syndrome-based methods are widely implemented by ruled-based systems. 
We can build the diagnostic expert systems by capturing and accumulating 
the experience of experts in the form of empirical associations. The empirical 
associations are rules that associate symptoms with underlying faults. 
In LAN systems, there are observed symptoms such as “cannot connect to a 
remote host", “cannot transfer a file from a workstation to a host", “file transfer 
time is much larger than the normal value", . . . The observed symptoms are 
usually abstract and they may be caused by equipment failures, configuration 
error (e.g. wrong entries in configuration tables) or incompatible communication 
protocols (e.g. due to different versions of protocols or different setup). Since the 
LAN system is very complicated, thus building this type of diagnostic system 
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will require a lot of knowledge from experts. Furthermore, more and more 
communication protocols are developed and used. A new rule set will then be 
required. It may take a lot of time to create new rules or modify the existing 
rules to adapt to the new protocols. 
The diagnostic system discussed in this paper still uses syndrome-based 
methods. But in order to develop the rules more easily, the rules are not devel-
oped on the observed behaviors. They are developed on the “low-level，，symptoms 
detected by the anomaly detection subsystem which analyzes the data captured 
from the broadcast communication channel. It is more easy to automatically 
detect the "low-level" symptoms because the communication protocols and the 
behavior of components such as repeaters, bridges, routers and gateways are 
well defined by standards. If the behaviors of the components are not same as 
those stated in the standards, then it is a symptom. Although the "low-level" 
symptoms cannot be easily observed by normal users, they can easily detected 
by analyzing the captured data and they are very important to the diagnosis. 
For example, a user reported that he/she could not remotely login to a 
host using his/her own PC. There may be a lot of reasons. But our AILAN-D 
system may find out "low-level" symptoms such as "there is no response from 
Reverse Address Resolution Protocol (RARP) servers for the station". This 
means that the station tried to ask for its own internet address using RARP 
protocol, but no RARP server responded to its request. The reasons may be 
that the RARP servers are down or there is no corresponding entry for the 
workstation in the configuration tables of RARP servers or the communication 
elements repeaters, bridges located between the station and the RARP servers 
do not function properly. Some of the possible causes may be further eliminated 
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by the rule-based analysis subsystem because we can have a full picture of the 
network behavior from the captured data. For example, if we found that another 
station which was on the same cable segment could get its internet address 
successfully, then this means that an entry for the station has not been set up 
in the RARP servers. 
Using this approach, we do not need to find out all possible symptoms 
that may be observed for writing our rules. We define our rules only based 
on the standards of the communication protocols and communication devices 
used. This results in a more complete set of rules for diagnosis. 
6 
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Data Capture Subsystem 
Data capture subsystem is used to capture and to collect data frames from the 
broadcast communication channel. No expensive equipment is needed. For off-
line systems such as our AILAN-D system, it can simply be a DOS personal 
computer running a software such as FTP LANWatch [7] [6]. For real-time 
systems, it is a background process of the diagnostic expert system. The stand-
alone software or the background process will control the network interface of the 
diagnostic system to read all the data frames from the communication channel, 
no matter which are the actual destinations of the frames. Since the communi-
cation channel is a broadcast one, data frames for all the nodes on the channel 
can be captured. The data captured will then be stored to files and/or directly 
sent to the anomaly detection subsystem for analysis. 
If the LAN consists of multiple communication channels (e.g. multiple cable 
segments connected together using repeaters, bridges, routers and/or gateways), 
then it is better to connect the subsystem to all the channels in order to have 
a full picture of the whole network. If data frames of only parts of the network 
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are captured, then our diagnostic expert system can still provide us diagnostic 
suggestions, but it may not find out the actual causes from all possible ones. For 
large network, it is an advantage to build the data capture subsystem or even 
the whole diagnostic system into intelligent hubs, intelligent repeaters, bridges 
or routers. The reason is that the communication channels or the cables of the 
network have already been connected to the equipments. There is no difficulty 
to connect the data capture subsystem to all the channels, even if the network 
spreads out to several buildings. Since our AILAN-D system uses a PC as the 
data capture subsystem, thus it is difficult to capture all data frames for a large 
network. But our system tries to use AI techniques to solve the problem and 
to provide us diagnostic suggestions as accurate as possible. Details will be 
described in Chapter 5. 
In order to prevent from missing any data frames during data capture period, 
the subsystem must be fast enough. Otherwise, this may introduce errors to the 
diagnostic system. But our system still tries to give us suggestions as accurate 
as possible using the technique mentioned in Chapter 5. Furthermore, it is an 
advantage if it can provide us the received time for each data frame. The received 
time is useful for analysis of performance and for multi-channel network. 
The subsystem must also be fast enough to capture and to store the whole 
data frames, but this will take a lot of disk space or memory for storage and 
processing, especially for busy traffic. The problem is more serious for off-line 
systems because the data frames are first stored to files. But most of the impor-
tant information which we need for diagnosis and analysis are in the protocol 
headers. Thus it is not necessary for us to store the whole data frames. About 
100 octets of each data frame are enough for a lot of protocols. For example, the 
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header length of a TCP/IP packet running on Ethernet is normally 54 octets. 
It is an advantage if the subsystem can support the feature of filtering. With 
filtering，data frames other than those desired are filtered out and are not stored 
to files and/or memory. As a result, with the same amount of resources, we can 
get more information. For example, if the diagnostic system finds that there 
are problems for certain nodes, then it may give users advice to only capture 
the data frames related to those nodes. For real-time systems, it can directly 
control the subsystem for filtering. 
It is also an advantage if the subsystem can provide us low-level errors such as 
� collisions, CRC errors, . •. With the error information provided, the diagnostic 
system can work faster without using software algorithm to calculate CRC. 
The data capture subsystem used in our AILAN-D system can store the 
captured data frames to files, can provide us the relative captured time of each 
frame since it starts data capturing, can filter frames based on the contents of 




Anomaly Detection Subsystem 
0 • 
The anomaly detection subsystem reads data passed from data capture subsys-
tem. It will then extract the important field values in the protocol headers. 
Restrictions or constraints of the header fields will first be checked and any 
anomalies will be recorded. Although the checking of the restrictions is simple, 
it is important and useful. The following shows us an example. Some old types 
of Ethernet cards allow users to use hardware switches to configure the station 
Ethernet addresses. If users are not experts, then they may use Ethernet mul-
ticast addresses and even Ethernet broadcast address as the station Ethernet 
addresses. This may result in some unpredictable errors. But our AILAN-D 
system can easily find out these "low-level" symptoms. 
A lot of protocols uses checksum method on header information and data 
for error detection. Our AILAN-D system will also calculate the checksum and 
record any errors. 
The subsystem will then find out the dialogues between nodes for further 
analysis. Communications can be roughly divided into three categories: 
10 
Chapter 3 Anomaly Detection Subsystem 
1. BROADCAST ONLY 
A station broadcasts data to all others. It does not know whether which 
one will actually read the data. This method can be used by servers to 
broadcast their current services providing. It may also be used to announce 
their current status (e.g. current user list, current work load). Although 
the contents of this type of frames are not very important to diagnosis, 
they tell us that the stations are active and the data may be used by our 
AILAN-D system to build some configuration tables or status tables. Our 
system may also give us warnings if too many broadcast frames are used. 
G It may advise us to change some settings to decrease the number of the 
broadcast frames in order to minimize the data traffic and to increase the 
systems performance. 
2. BROADCAST and WAIT FOR RESPONSE 
The station broadcasts a service request because it does not know which 
node is the corresponding server. Then it will wait for response. For 
example, a station broadcasts a RARP request packet in order to get its 
own internet address. If there is a RARP server on the same subnetwork, 
then the server will try to look up its table to check whether there is an 
entry for that station. If the server has the corresponding record, then 
it will reply the station using a RARP response packet. Our AILAN-D 
system will try to analyze the involved data frames using the simulated 
state machine described later. No response and slow response are common 
symptoms. 
3. DIALOGUES between TWO PARTIES 
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Two nodes communicate with each other. The data frames of this type 
will be analyzed by our AILAN-D system according to the protocols used. 
Simulated state machines will be used for checking the handshaking proce-
dure, error checking and recovery method, connection establishment and 
disconnection, . . . Some symptoms such as too many retries, no response, 
slow response can be found. Our system may also find out whether the 
protocols used by the two parties are compatible or not. 
Communication protocols involves a lot of methods for handshaking, error 
recovery, flow control, multiplexing, fragmentation and connection management. 
� Some of these methods are very complicated and involve complicated state ma-
chines of a lot of states. But some network problems, especially for those difficult 
ones，are introduced by these protocols. Thus it is a must for our prototype sys-
tem to simulate the state machines according to the protocols. Our subsystem 
will record the states and the changes of states for each station to simulate their 
activities. For the off-line diagnostic system, data frames are only captured for 
several short periods. Data frames are not captured continually. Thus the diag-
nostic system needs to make some intelligent assumptions for the initial states 
in order to find out the actual symptoms. 
Statistics such as protocol type count, error count can also be calculated. 
This is an important feature of network performance analyzers as well as our 
AILAN-D system. 
Configuration tables and status tables such as internet address table, sum-
mary of protocols used are built and recorded. They can also be saved for future 
use. They are parts of the experience for the network being tested. Users can 
then compare the tables with those configured for the site. Furthermore, users 
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can also first load their configuration tables to the anomaly detection subsystem 
and then the subsystem will report any conflicts. 
As a conclusion, the anomaly detection subsystem actually compares the 
actual behavior of the components with that defined by the communication pro-
tocols and specifications in order to find out all "low-level" symptoms. Since 
a lot of information can be deduced from the captured data, thus it is more 
easy for us to find out the actual misbehaving components. Another advantage 
of our AILAN-D system is that it is not necessary for users to report observed 
symptoms. The system can automatically report any symptoms. This is espe-
6 cially useful and important for the real-time diagnostic system if it is used to 





Our diagnostic system AILAN-D requires the knowledge of behavior of the net-
work components. With the knowledge it can understand whether the compo-
nents are working properly or not. The behavior of the network components 
conforms to the communication protocols used. Thus our diagnostic system 
needs to know about the details of the protocols used. 
In order to describe the communication protocols, a LAN protocol descriptive 
language has been designed for the problem domain. With this language, we 
can describe the communication behavior of network components more easily 
and more clearly. 
The descriptive language can be used to describe the field structure of the 
data frames (especially those in the protocol headers), the restrictions on the field 
values, the definitions of some technical terms, the handshake procedures, the 
error checking methods and other constraints. With this knowledge, the anomaly 
14 
Chapter 4 Descriptive Language Translation System 
detection subsystem can find out the symptoms by comparing the behavior 
described with the actual one. 
The following is an example showing us how to describe the header of Eth-
ernet frames. The header of Ethernet frame consists of three fields. 
Octet 0 - 5 一 Ethernet destination address 
Octet 6 - 11 — Ethernet source address 
Octet 12 - 13 — Ethernet type 
The Ethernet protocol, the related header fields and the field restrictions are 
described as follows: 
Description of Protocol Ethernet 
(define-protocol '(ethernet 
(parent dump (> (octet data 12 13) 1500)) 
)) 
Description of Ethernet Destination Address Field 
(define-field，(ethernet-dest 
(protocol ethernet) 
(value (octet-list data 0 1 2 3 4 5)) 
)) 
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Description of Ethernet Source Address Field 
(define-field '(ethernet-src 
(protocol ethernet) 
(value (octet-list data 6 7 8 9 10 11)) 
(restriction (not (equal (ethernet-src data) 
(ethernet-dest data))) 
(ethernet station sent data to itself)) 
(restriction (not (ethernet-broadcastp 
(ethernet-src data))) 
� (ethernet broadcast address used as source)) 
(restriction (not (ethernet-multicastp 
(ethernet-src frame))) 
(ethernet multicast address used as source)) 
)) 
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Description of Ethernet Type Field 
(define-field '(ethernet-type 
(protocol ethernet) 
(value (octet data 12 13)) 
(record t ethernet-type-list 
(ethernet-type data) 
((#x800 ip) ；; internet protocol 
(#x806 arp) ；; address resolution protocol 
(#x8035 rarp) ；;reverse address resolution protocol 
)))) 
Special technical terms can also be described. For example, the term Ether-
net broadcast address is described as below: 
(define-term，(ethernet-broadcastp 
(parameter ether-address) 
(value (equal ether-address 
，(#xff #xff #xff #xff #xff #xff ) ) ) 
)) 
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The descriptive language can be used to describe most of the common com-
munication protocols because we have studied the characteristics of a lot of 
communication protocols. Almost all of them uses some bits to form fields in 
order to represent some important information such as address, control infor-
mation，checksum and so on. There may be constraints on the field values (e.g. 
inside a range, dependency on other fields). Furthermore, they involve proce-
dures for handshaking, error recovery, flow control, connection management and 
dialogue control. No matter how they are complicated, they use state machine 
models. Our descriptive language has taken all above into account. The de-
scriptive language also allow us to add special handling routines. Thus it can 
allow us to describe the protocols easily. 
The descriptions of communication protocols are used by the anomaly detec-
tion subsystem. The subsystem will not interpret the descriptions. The descrip-
tions are first translated to LISP functions by a descriptive language translation 
system. The main procedure of the anomaly detection subsystem will also be 
generated. In other words, the knowledge of behavior is stored in the functions 
of the anomaly detection subsystem. 
If no new communication protocol is used, then it is not necessary to build 
the anomaly detection subsystem again. There are several advantages using the 
descriptive language and the translation method: 
• It is more easy for non-experts and even experts to describe the new pro-
tocols. 
• There is no need to write functions or procedures for new protocols when 
more and more protocols are developed and applied. We only need to 
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describe the new protocols using the descriptive language if they will be 
used in the LAN under test. It is a more simple way. 
• In order to increase the system performance, only those related descrip-
tions may be used to generate the anomaly detection subsystem. 
• The LISP functions can be compiled to decrease the running time and to 
increase the performance of the diagnostic system. 
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Rule-based Analysis Subsystem 
The rule-based analysis subsystem uses forward-chain method [11] to apply the 
rules on the "low-level" symptoms and other related information provided by 
the anomaly detection subsystem. With the rules, the subsystem will list out 
the most possible misbehaving components. Diagnostic suggestions will also be 
provided. 
Rules are developed on the "low-level" symptoms, which are based on the 
violations on the communication protocols, and on statistical data. They are if-
then rules. Each rule will be applied to the symptoms to give more information 
or conclusions. Since the "low-level" symptoms are provided to the rule-based 
analysis system, thus we can develop the rules more easily than in the case which 
we only know about the "high-level" and abstract symptoms. Furthermore, the 
rule set can be a more complete one. 
Rules are also developed so that only the actual misbehaving components 
(not the affected components) are reported. For example, if there are a lot of 
PCs that cannot connect to a remote host using TCP/IP, then the subsystem 
20 ‘ 
Chapter 5 Rule-based Analysis Subsystem 
may point out that the most possible fault is on the RARP server, not on the 
workstations or the host. 
Sometimes enough data cannot be provided immediately during initial anal-
ysis. This will happen when data are captured for only one or several channels, 
not all of them in a multi-channel network. Furthermore, data are not captured 
continually for off-line diagnostic system. As a result, there may not be enough 
data for accurate analysis. But our subsystem will automatically make some 
assumptions. For example, if there is no response from RARP servers for a 
workstation, then our AILAN-D system may assume that there is no RARP 
server or the RARP servers are down. Later if we find that there is at least one 
working RARP server, but the workstation still cannot receive response, then 
the previous assumption will be cancelled. The problem may be that there is 
no corresponding entry in the "ethers" table of the RARP servers. The analy-
sis subsystem can remember which are assumptions and which are facts. The 
assumptions may be verified or cancelled later. 
The analysis subsystem also has the concept of "many", "some", "too much", 
• • • These concepts are needed to analyze data and to report symptoms such as 
“too many retries", "too slow response". This is implemented by some variables 
and some thresholds. The thresholds will be adjusted automatically to adapt to 
the LAN under test. 
We have also developed some small modules which can read the configuration 
tables or other related information provided by users. The network configuration 
deduced from the captured data will be compared with those provided by users. 





Several tests were done by capturing data from our testing sites and the captured 
data were passed to our AILAN-D system. Several typical cases are described 
as below: 
Case 1 : 
LAN Configuration 
The LAN consists of two Ethernet cable segments connected together by a 
dual-port bridge. There are some Unix workstations on both cable segments. 
Observed Symptoms 
The Unix workstations on side 1 of the bridge did not know about the ex-
istence of other Unix workstations on side 2. The result of “ping” commands 
running on side 1 workstations told us that all the side 2 workstations were 
not alive. As a result, we cannot "telnet" to side 2 workstations from side 1 
workstations. 
No problem was found on the bridge. 
Result of Our AILAN-D System 
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Data captured on both sides of the bridge were passed to our AILAN-D 
system. The symptom "ethernet broadcast address used as source" was found 
on side 1 of the bridge. Since a node on side 1 was using the broadcast address 
as station address, thus the bridge would not forward Ethernet broadcast frames 
from side 1 to side 2 because it thought that the source station on side 1 and 
the destination station (i.e. the station using broadcast address as the node's 
address) were on its same side. As a result, side 2 stations cannot receive the 
ARP requests from side 1. And then the stations cannot communicate with each 
other. 
Finally, we found that a PC was using the broadcast address as the source 
address. The PC used a non-standard Ethernet adaptor card which used DIP 
switches to set the station Ethernet address. One of the switches was found 
broken. 
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Case 2 : 
LAN Configuration 
The LAN consists of an Ethernet cable segment. There are one VAX Ultrix 
minicomputer and some DOS workstations connected to the cable. 
Observed Symptoms 
The "telnet" connection between DOS workstations running LANWorkplace 
and the VAX minicomputer sometimes hung up, especially when we displayed 
large files on screen using commands such as cat or more. 
Result of Our AILAN-D System 
Captured data are passed to our AILAN-D system. The system reported that 
both protocols TCP/IP and trailer were used between the DOS workstations 
and the Ultrix host, and the dialogue stopped when the Ultrix host sent trailer 
packets to the DOS workstations. Since the DOS software LANWorkplace did 
not support the protocol trailer, thus when the Ultrix host used the trailer 
protocol to communicate with the DOS workstations, the DOS workstations 
did not respond and the connection seemed to have hung up. Having getting 
the diagnostic information provided by AI-LAN system, we then checked the 
networking setup of the Ultrix host and found that the default setup would use 
trailer protocol. We then changed the setup to disable the use of that protocol 
and the problem was solved. 
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Case 3 : 
LAN Structure 
The LAN consists of an Ethernet cable segment on which there are some 
SUN Unix workstations. 
Observed Symptoms 
There is no observed symptom. We only capture some data and pass the 
data to our AILAN-D system. This system can be used to monitor the network 
before serious problems occur. 
Result of Our AILAN-D System 
The system reported that different types of IP broadcast addresses were 
being used by "rwho" in the LAN. The SUN Unix workstations will use all 0，s 
for IP broadcast address by default, but it has been decided to use the standard 
one (i.e. all I's for IP broadcast address) for the LAN under test. The boot 
configuration file of one of the SUN workstations has not been modified to use all 
I's as the broadcast address. Having modified the configuration file, we solved 
the problem. 
25 
Chapter 6 Testing Results 
Case 4 : 
LAN Configuration 
The LAN consists of an Ethernet cable segment. There are some SUN servers 
and some DOS workstations connected to the cable. 
Observed Symptoms 
One of the DOS workstations cannot remotely log into the SUN servers. 
Result of Our AILAN-D System 
Captured data were passed to our AILAN-D system. The symptom “no 
RARP response" was reported and the diagnostic suggestion was “no entry in 
RARP table". Since the PC did not know about its internet address, thus it used 
the RARP (reverse address resolution) protocol to request the RARP servers to 
return its internet address. But the RARP servers on the LAN did not response 
to its requests. Without the internet address, the PC cannot use the TCP/IP 
protocols to remotely log into the servers. After we had checked the table in 
the RARP servers, we found out that the entry for the PC was missed. The 
reason was that the network card of that PC was replaced by a new one, but 




AILAN-D system consists of four main components: a data capture subsys-
tem, an anomaly detection subsystem, a rule-based analysis subsystem and a 
descriptive language translation system. 
A LAN protocol descriptive language has been defined for the problem do-
main to describe the supported communication protocols. We can use the lan-
guage to describe the protocol header fields, the restrictions on the field values, 
some special technical terms, the checksum method, the handshaking procedures 
and the algorithms of connection management, error recovery, fragmentation 
and flow control. The descriptions will then be translated to LISP functions by 
the descriptive language translation system. The LISP functions will then form 
the main part of the anomaly detection subsystem. If no new communication 
protocol is supported, then it is not necessary to build the anomaly detection 
subsystem again. 
Data capture subsystem is used to capture and collect data frames from 
the broadcast communication channel used. No expensive equipment is needed. 
27 
Chapter 1 Summary 
The data are stored to files for off-line systems. The files are then passed to 
the anomaly detection subsystem for finding out the "low-level" symptoms and 
statistics. The rule-based analysis subsystem will then use forward-chain method 
to apply the rules on the information provided by the anomaly detection sub-
system. The analysis subsystem can learn about the LAN configurations and 
the knowledge or experience can be saved for further use. Furthermore, it may 
make some assumptions or guess if there is not enough information. When it , 
gets more and more information, the assumptions will be verified or cancelled. 
One of the advantages of the diagnostic system is that we do not need to 
find out all possible LAN problems and to define which problems we need to 
cater. We only need to describe all the details of the communication proto-
cols supported using the descriptive language mentioned in Chapter 4. The 
system can then point out all the "low-level" symptoms and provide us reason-
able diagnostic suggestions. For example, the problem "case 1" mentioned in 
Chapter 6 required an experienced technical person to solve the problem be-
cause the problem was introduced by a component which was not involved in 
the communications between the Unix workstations. 
Our present prototype system is an off-line system. The diagnostic system 
will be even more useful if it is a real-time system. A real-time system can mon-
itor the network continually. It is an advantage to build the real-time diagnostic 
expert system into the hubs, repeaters, routers or bridges because there is no 
need to mount extra cables to connect the diagnostic system to the network even 
if the network is a very large one. 
28 
Chapter 7 Summary 
The present prototype can handle single and multiple anomalies [4] such as 
component failure, wrong settings in configurations. It can also give us advice 
on other problems such as performance degradation and general overload. 
29 
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