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Abstract
TOPEX/POSEIDON altimetry data are employed in the analysis of the global
ocean response to atmospheric forcing. We use two different approaches to test the hy-
pothesis that the global sea surface height variability can be adequately described by
linear barotropic ocean models: the multichannel regression and the optimal smoothing
techniques.
We start with the simplest linear vorticity balance and continue by building a
hierarchy of more complicated models by including effects of topography and time depen-
dence. We use auto-regressive external (ARX) time-series models to test the hypothesis
in all of the Pacific Ocean. We also test whether any significant residual regression on the
atmospheric loading is left after the inverted barometer effect is corrected for. We find
that no linear barotropic model is consistent with the data.
We provide a check on the results of the multichannel regression by using a Kalman
filter and optimal smoother. We use sequential estimation in the form of filtering-
smoothing algorithm. We run the estimate for an area of 4000 km by 2000 km in the
Northeast Pacific. We analyze model and data error structures by simulating the model
without data assimilation. The results show that the model forecast on average explains
33% of the data variability. The Kalman filter updates the model very efficiently and
produces an estimate which explains 76% of the data variance. The optimal smoother
estimate is very similar to the Kalman filter estimate. Running the model in other regions
of the Pacific produced worse fits of the model to the data. This supports the conclusion
that the linear barotropic dynamics fails to describe the SSH variability.
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Introduction.
In recent years it became clear that to understand human induced climate change
we first need to understand natural variability of the world climate. The world ocean is
one of the parts of the climate system which we understand least. The spatial scales of
the large scale ocean circulation are grand, and time scales are very long. To date, the
dynamics of this enormous system has been grossly undersampled and a very elegant linear
theory of general circulation variability has not been tested adequately by observations.
The ultimate limitation was the absence of a truly global reliable dataset. Such a dataset
is now available from the TOPEX/POSEIDON (T/P) altimetry satellite.
The field of physical oceanography aims at describing the ocean dynamics. There is
a well developed linear theory of the global circulation which starts from the Navier-Stokes
equations and mass conservation and develops a dynamic equation for time evolution of
the sea surface height (SSH). In this work we will only consider the part of the theory which
assumes constant density of the ocean. Although it is well known that stratification is of
primary importance, it has been long argued that at large spatial and long time scales the
dynamics can be well approximated by barotropic models. The atmosphere is considered
as known and provides a boundary condition at the sea surface. We test the hypothesis
that we can predict time variability of the ocean, namely the SSH, from the knowledge
of the atmospheric fields by using linear barotropic models. We study skill of different
linear models in describing time variability of the SSH. We start with the simplest linear
balance, the balance between the advection of the planetary vorticity and the curl of the
wind stress, and proceed by including effects of bottom topography and time dependence.
The derivation of the equations is presented in Chapter 1.
The data consist of altimetric measurements averaged over 20 by 20 by 10 days.
The altimetry data measure sea surface height (SSH) relative to geoid, an equipotential
surface of the actual gravitational field. These data are described in Chapter 2.
We chose two different approaches: system identification analysis and state-space
models. The difference between these two methods can be described as follows. The
ultimate goal is to establish a functional relationship between the output, or the field
which we aim to predict, and the inputs, or the forcing. In this work, the inputs stand
for atmospheric data and the outputs stand for oceanic data. The system is subject
to random shock, or noise, which we cannot observe and predict. The system can be
described by a diagram shown on Figure 1.
e
U(t) Z(t)
OW
Figure 1: A system.
The main idea can be illustrated as follows. Suppose we would like to test a very
simple dynamical system which can be described by the following equation:
8z(t, ) Bu(t, z)at + e(t, 2), t > 0 (1)
where z(t, x) is the output; u(t, x) is the input, assumed to be known; e(t, x) is the noise,
commonly assumed to be white; t and x are independent variables denoting temporal
and spatial coordinates respectively. The aim is to compare the observed field zobs(t, x)
with the output field z(t, x) produced by forcing the dynamical system (1) with observed
data uobs(t, ). From a purely deterministic point of view, or, equivalently, neglecting
the unknown noise e(t, x), we can solve the equation (1) given some set of initial and
boundary conditions (the latter absent in this very simple model), say
z(0, ) = zi( ) (2)
and forcing u(t, x) = Uobs(t, x) for all t and x. For this example, we can write an explicit
solution for z(t, x)
z(t, X) = 9uobs(t', x) dt' + z (x)
and then compare it with the observed data zobs(t, x). Depending on the results of the
comparison we can accept or reject the model (1) as compatible with the observed data.
However, we can address the problem from a different point of view. We can check
whether the balance (1) holds by doing simple finite differencing of both input and output:
Zobs(t, x) - Zobs(t - St, x) _ Uobs(t, x) - Uobs(t, x - 6x) (3)
St Sx
We then investigate whether the two sides satisfy that relationship, e.g. whether the
residual of the two sides of equation (3) satisfies the assumption of white noise and has
sufficiently low variance.
There are advantages and disadvantages to both methods. The first method in-
volves integrating the observed forcing field, which, to our benefit, is an error reducing
procedure for white noise. In the second method we difference the observed fields, thus,
to our disadvantage, enhancing the error of the predicted fields. However, the second
approach does not require knowledge of the solution to the analog of equation (1). Such
a solution may be very complicated or simply unavailable in analytic form and require
numerical integration. Neither do we need to know the initial and boundary conditions
and the forcing everywhere in the second method if we are only interested in validity of
the model (1) in some part of the domain. Those two reasons indicate benefits of the
second method. Using the first method we can consider the model in a smaller domain
with the possible complications arising along the "artificial" boundaries. For example, it
is a standard practice to use open boundary conditions and so-called "sponge layers".
In this work we use both approaches. We believe that this provides a good check
for the consistency of the two methods. We start with the time-series approach because
the simplest balance has no time derivatives and can only be tested by the second method.
It is described in Chapter 3. We treat it as a multichannel regression problem. We choose
linear models with a small number of degrees of freedom (parameters). In order to do
that we construct a local ARMAX (auto-regressive moving average external) model for
the sea surface height as an output, and wind forcing (either wind velocities, or wind
stress) and sea level pressure (SLP) as inputs. Such a model explains local variability of
output in terms of that of inputs. The model can be auto-regressive both in space and
time. We present the results for an hierarchy of linear barotropic models. The results
indicate that these simple models fail to adequately describe the variability of the SSH,
with the possible exception of some isolated areas. However, because of the deficiencies of
the time-series analysis, we turn to the first approach for the support of our conclusions.
The first approach is pursued in the framework of the control theory, namely the
Kalman filter and optimal smoother. It is described in Chapter 4. Both the model and
the observations are assumed noisy. We provide an overview of the approach and review
of the literature, and describe model and data errors. We then describe results of a run
in the northeastern Pacific. The model is propagating the signal in a way which agrees
poorly with the data. Running the model in similar size regions in south and central east
Pacific showed that in those regions the model is not at all consistent with the data. The
results support the conclusion of the Chapter 3 that these simple models fail to explain
global variability of the SSH.
Chapter 1
Physical model.
Let us assume linear, homogeneous, 8-plane dynamics based on the reasoning that it de-
scribes most of variability on low-frequency and low-wavenumber scales. This hypothesis
has been argued by means of theoretical studies for a long time. The oceanic response to
time-dependent forcing can either be trapped (vertically or horizontally) in the neighbor-
hood of the region that is forced, or propagate away from the region in form of the waves.
Frankignoul and Miiller (1979) described the quasi-geostrophic response of stratified flat
bottom ocean to stochastic atmospheric forcing on the beta-plane. They argued that wind
stress is the dominant forcing mechanism under the quasi-geostrophic approximation. In
the case of flat bottom and under linear approximation one can separate the dynamics
into an infinite number of vertical modes, the so-called barotropic, and infinite number
of baroclinic modes. The corresponding Rossby radius of deformation is about 3200 km
for the barotropic mode, 46 km for the first baroclinic mode, 20 km for the second baro-
clinic mode, etc. Because the model is linear, the oceanic response spectra is completely
determined by the atmospheric spectra. Thus, the authors were able to describe oceanic
response to idealized wind forcing. The response can be resonant and off-resonant. The
off-resonant behavior corresponds to trapping of the response. The resonant response is
identified as propagating waves. The barotropic response is resonant at practically all
frequencies. The baroclinic response is resonant at frequencies corresponding to periods
larger than 150 days for the idealized atmospheric forcing. Willebrand et al. (1980) de-
scribed more realistic forcing fields obtained from NMC data. Based on the analysis of
realistic atmospheric spectra they argued that at periods between 1 and 300 days the
oceanic response to large-scale forcing is essentially barotropic.
For our modeling, we do not assume that the bottom is flat. The system of equa-
tions we use is equivalent to so-called Laplace tidal equations:
- fv = -g +
Ot Ox ph
v (77 ) '"
+ fu = -g +
t ay ph
aO a ay
(1.1)
(1.2)
(1.3)
The notation is conventional and described in section (1.1). If all dynamic variables have
a time dependence proportional to exp(iat) one can readily derive an equation for SSH
from the system above:
7(7 #(02 + f 2) h _ fh
V + ia(a2 - f2) h ia
f (a(-'/ph) a(r"/ph) (T"/
Zug ax Oy /
(/ph) (2ff fh hN+ + +
g ((a2 - f2) iah hj
a ( -P(c2 + f2) h fhy\
+ + 1Ox ic(u2 -f 2 ) h zch/
y +y 2 fP fh) h+  (2+  + 2
h) y (U 2 -f2) ih gh
'ph) (-(u 2 + f2 h fh (1.4)
1 io(o 2 - f2 ) h iah(
1 (a("/ph) O(r/ph))- + Y+ )V
S (a  f2) + +
ay (U2 - f2) 7ah h/
The equation (1.4) is very general and is valid for any set of parameters for which
linearity is a good assumption. We denote the Earth radius by R. If a < f, i.e. the
Rossby number a/f is small, a spatial scale of the motions is such that Ra/Lf < 1, i.e.
a < 8, and the bottom topography is constant, the equation (1.4) becomesat axt f i o t t3io
/77 f --g y +
ax pgh Ox 0y f (1.5)
If we drop the assumptions of flat bottom and that Ra/Lf < 1, and substitute back
l/Ot for ia we obtain a following balance:
-V f + PY f (1=1g 7" 7"
Vgh ax a f+ (1.6)
Other useful approximations and resulting equations are considered in Chapter 3.
1.1 Notation
We use the following notation throughout the paper:
77, sea surface height relative to temporal mean
7 = (Ir, 7 ), x and y components of wind stress at the sea level
(a, " height" corresponding to atmospheric pressure, Ca = -Papg
f, mean value of Coriolis parameter, f = 2 sin 80
P, coefficient of latitudinal variation of Coriolis parameter, 8 = 2Q cos 8o/R
g, gravity
L, spatial scale of the motions, assumed to represent both x and y scales
R, radius of the Earth
T, temporal scale of the motions
Tinertial, inertial time scale
h, bottom relief, or mean depth of homogeneous water model depending on context
p, density of homogeneous fluid.
J, the Jacobian: J(f,g) = f . g - of- gex 9Y ay ex
Chapter 2
The Data
Altimetric data provide estimates of sea surface height (SSH) relative to the geoid. Other
oceanic variables can be obtained by employing various approximations, such as geostro-
phy for horizontal velocities. All data were mapped on a 20 x 20 x 10 days grid. Sea surface
height was obtained from the T/P experiment and processed to remove tidal and inverted
barometer effects, as described in (King et al., 1994). The atmospheric data consisted of
sea level wind velocity and stress fields and sea level pressure as provided by ECMWF.
One can consult Trenberth et al. (1989), for the details of the computation of the wind
stress field. After a series of experiments, we decided to use the wind stress data rather
than wind velocity data since model fits were basically the same, but wind stress was
easier to interpret as forcing. The bathymetry was obtained from a National Geophys-
ical Data Center gridded bathymetry database and smoothed to 20 by 20 to provide a
smoothed version which influences the large-scale flow of interest. This particular choice
of smoothing scale is based on a study by Koblinsky et al. (1989), who reported that a
smoothing scale of 175 km resulted in the best agreement with the theoretical analysis
based on the topographic Sverdrup relation.
We subtracted the time mean at every grid point and interpolated over the missing
values by setting them to zero after the subtraction of the time mean. These data are
henceforth referred to as "gridded data". We analyze the variability of the northwestern
Pacific, the region which will be shown to be one of the most likely candidates for the
validity of the barotropic dynamics. The analysis of variability after different filters are
applied is similar in other regions.
2.1 Variability of the T/P data for the northwestern Pacific.
We consider the gridded data in the area between 1800 E and 2240 E and 300
N and 500 N. The gridded data are variable in three dimensions: two spatial and one
temporal. We reshape the two spatial coordinates into one coordinate by reindexing.
We can assume that data is stationary in time and/or in space. Depending on which
assumption we use we can substitute the ensemble average by averaging over either space
or time domain. If we take the gridded T/P data the mean spatial variance is 24 cm2 .
The variability is shown on Figure 4 as a function of time. We observe that there are two
very big spikes in the data at 31st and 79th T/P cycles, and additional spikes at cycles
10, 20, 41, and 55. Otherwise, the distribution is fairly uniform.
The spikes which appear on the graph of the spatial variance, Figure 4, are present
in the gridded data as well. In fact, if we plot the spatial distribution of the data as a
vector (converting two dimensional space into one dimensional by reindexing) at the cycles
78, 79, and 80 we see that the spikes appear only at cycle 79, see Figure 6. Furthermore,
big spikes appear only at three locations in the northwestern corner of the domain: 1800
E and 480 N, 1800 E and 500 N, 1820 E and 500 N, which are on the boundary of the
domain. We plot the raw gridded data at 182' E and 500 N on Figure 7. We believe
that the source of these very significant outliers is the fact that the data comes from two
sources: TOPEX and POSEIDON. Most of the data comes from TOPEX. However, the
POSEIDON observations are used at six cycles: 20, 31, 41, 55,65, and 79, which are the
cycles where we observe the spikes. The POSEIDON data have a lot of missing data and
spurious data. Because the TOPEX data are not available at these times we can either
interpolate in time between cycles 30 and 32, 78 and 80, and so on, or proceed with the
analysis using those "bad" data. We choose the latter because spikes disappear after the
averaging and the fact that the quality of the POSEIDON data is satisfactory over most
of the domain. Wunsch and Stammer (1995) used the POSEIDON data and it did not
lead to any inconsistencies, although it did increase the noise level at some locations.
The mean temporal variance is 42 cm 2 and the contours of variability are plotted
on Figure 5 in a horizontal plane. We see that the southwestern corner of the region
is most energetic. The values in that region reach 120 cm 2 , which is much larger than
the mean values over the domain. Overall, the variability is diminishing northward. The
northwestern corner is also very energetic as it is directly influenced by Kuroshio. This is
seen very clearly from maps of global variability shown in Wunsch and Stammer (1995).
After averaging the data over 100 by 100 boxes the variability changes signifi-
cantly. The mean spatial variability reduces to 3.4 cm2 and its temporal evolution is
shown on Figure 8. We immediately see that the two big spikes are gone completely and
the values dropped by almost an order of magnitude. However, a new spike at the very
end of the time series is produced. The aerial averaging reduces small scale variability.
The mean temporal variance is reduced much less and is equal to 20 cm 2 . Its spatial
distribution is shown on Figure 9. The variability in the western part of the region has
reduced a lot because we averaged the data with much less energetic central part. How-
ever, the mean gradient of the variability is still south ward and westward, athough it is
much smaller than for the gridded data.
If we then eliminate the annual and semi-annual cycles we reduce the temporal
variability a great deal. We used a simple band-stop filter to remove annual and semi-
annual frequencies. It was shown to be a necessary step in the analysis of the inverted
barometer effect (Gentemann, 1995), as otherwise the inverted barometer effect was dom-
inated by very strong annual and semi-annual cycles in the SSH and SLP data. To do
the filtering we removed annual and semi-annual harmonics obtained from the discrete
Fourier transform of exactly 2 years of data at every grid point. Example of time series
of the data used in the analysis at 2000 E, 400 N is presented on Figure 2 and after the
removal of the annual and semi-annual cycles on Figure 3. In Figure 2 one can clearly see
a strong annual cycle which is absent from Figure 3.
The mean value of temporal variability drops to 6.6 cm 2. The contours are shown
on Figure 11. Now the western part is no longer the most energetic, which shows that
the annual and semi-annual cycles dominated the variability in that region more than in
any other region. Variability increases southward. The spatial variability changes very
little to 3.1 cm 2 . The time evolution is shown on Figure 10, and is very similar to that
of averaged data, Figure 8. Again, we observe a large spike at 55th cycle caused by the
"bad" POSEIDON observations, large increase of variance toward the last observation,
and fluctuations around the mean value rest of the time. However, the spike is not a
significant outlier and we do not interpolate over the POSEIDON observations. Thus,
the eliminating annual cycle independently at each location does not change time evolution
of mean spatial variability.
If we eliminate the annual and semi-annual cycles without the spatial averaging
the mean temporal variance drops to 25.0 cm2 but the mean spatial variance is reduced
only to 21.1 cm 2. The time evolution of the mean spatial variance, shown on Figure 12, is
very close to that of the gridded data, Figure 4. The time series is shifted downward but
no spikes or other significant features are removed. The contours of temporal variabilty
are shown 13 in the horizontal plane. We see again that the annual cycle is the strongest
in the western part of the region and the field is very inhomogeneous.
2.2 Comparison of variability of inputs and outputs.
We did a comparison of variability of inputs and outputs for the time-dependent
linear vorticity balance (1.6) in the northeastern Pacific. We convert all quantities to
sec-2 units by multiplying both sides of the equation by g/f. A similar analysis was
done in Fu and Pihos, (1995) for the global variability. They used the data averaged
over 100 by 100 boxes, centered on a 50 by 50 grid. The variability of the terms on the
left hand side of the linear vorticity balance (1.6) (the outputs) decreases by an order of
magnitude if we perform averaging. We obtain that at 400 N, 2000 E rms variability of
the planetary vorticity term is equal to 4.7e-14 sec -2 for averaged over 100 by 100 data,
and 2.2e-13 sec - 2 for the gridded data. On the other hand, the rms variability of the
wind forcing is only slightly changed: 2.le-14 sec-2 for averaged over 100 by 100 data
and 3.3e-14 sec -2 for the gridded data. The same is true all over the model domain, and
the mean rms variability of the planetary vorticity is 5.0e-14 sec - 2 for averaged over 100
by 100 data, as compared to 3.0e-13 sec - 2 for the gridded data. The planetary vorticity
term is just one of the terms on the left hand side of the balance. Therefore, we conclude
that for the gridded data variability of the LHS is more than an order of magnitude larger
that that of RHS. We define "averaged" data as the data where averaging over 100 by
100 has been performed. Although we start in Chapter 3 with gridded data we show that
most of the variability cannot be explained by the model. We then continue with the
analysis of the averaged data. For the analysis of the model based on Kalman filter and
optimal smoother in Chapter 4 we use only the averaged data.
Chapter 3
Model validation through system identification.
3.1 Literature review.
In a recent paper Wunsch (1991) performed an analysis of large scale oceanic
variability based on altimetric Geosat satellite observations. Atmospheric data used in
the analysis included NMC wind data and sea level pressure. The paper demonstrated
the application of multichannel regression models to time-dependent sea surface height
observations and atmospheric fields. It addressed the important question of whether sea
surface height variability in the ocean can be explained by that of atmospheric forcing.
This is a particular aspect of ocean atmosphere coupling. It was pointed out that one of
the major disadvantages was the poor quality of the data. With the availability of much
better quality data from the TOPEX/POSEIDON (T/P) experiment we decided to carry
out a more extensive analysis in the same framework. With lower orbital error, down to
approximately 4 cm from about 25 cm, one can hope to see improvements in the analysis
of linear models on the long spatial and temporal scales.
There are a number of more recent publications which deserve attention. Fu and
Pihos (1994) investigated the validity of the so-called inverted barometer (IB) effect from
T/P data. The IB effect is characterized by the rise and fall of sea level to compensate
for the change of atmospheric pressure at the rate of -1 cm/bar. It is a purely static
phenomenon. Fu and Pihos used the same framework of multivariate time series analysis
as Wunsch (1991). First, they performed regression of SSH on sea level pressure alone.
The results were unsatisfactory even in mid-latitudes. Then they included effects of the
wind forcing on the SSH and concluded that in regions outside of the tropics the IB effect
is valid on time scales between 20 and 300 days. This result was quite different from the
Geosat result of vanDam and Wahr (1993), who reported a regression coefficient of about
-0.7 cm/bar. The results were believed to be different due to inaccuracy of Geosat data.
However, the results for wind regression coefficients from multichannel regression in Fu
and Pihos (1994) were inconsistent with the underlying physical model and significantly
different from those of Wunsch (1991). We try to resolve these issues in this work. Ponte
(1994) used a shallow water numerical model to establish relation between wind- and
pressure-driven sea level variability. He proposed that multivariate statistical models
would not be very useful in analysis of large scale variability because of remote wind
forcing and non-linear effects. Our present findings seem to support these ideas. Fu and
Davidson, (1995) looked at the validity of the time-dependent linear vorticity balance in
Pacific Ocean by using a single channel model. Their results were largely unsatisfactory,
and the balance was rejected except for a few isolated points in mid- and high-latitudes.
We investigate the validity of this balance through a number of multichannel statistical
models. Our results support their findings mostly at the same isolated locations.
3.2 Statistical Model.
The problem falls under the category of system identification. It is a well developed
subject with an extensive literature, for example, Ljung (1987), Box and Jenkins (1976),
and a number of specialized programs, such as Matlab System Identification Toolbox,
Ljung (1994). The fields, or functions, we are dealing with change in time and in space,
e.g. SSH observations h(x, y, t). The SSH observations are provided in a finite number
of spatial locations (x;, y), and we denote the observations as multichannel time series
h(t) = {h(i,j, t)}. It is most common to have t in regularly spaced intervals, which after
setting the initial time to zero, take the form: tk = kAt, k = 0, 1, ..., N. In this analysis,
At is given by the T/P return period of 9.91 days, denoted as 10 days, and as 1 in non-
dimensional units. Atmospheric forcing is given on the same spatial and temporal grid as
the oceanic data. We can write the forcing field in the same form of multichannel time
series u(t) = {u(i,j, t)}. The indices i,j denote a grid point. Note that in the analysis
the forcing field u(t) is a vector for each pair of i0 ,j0. A simple example of such time
series model without the deterministic input is random walk, or "drunkard", model:
z(t) = z(t - 1) + e(t),
where e(t) is random forcing. This system is not stationary and the drunkard eventually
makes arbitrarily large excursions from the initial point, i.e. the variance of z(t) is infinite.
For the modeling of physical processes, unlike the "drunkard" model, it is common to
assume that the process is stationary, which means that its first and second moments, the
mean and the variance respectively, are finite and are not changing over time. Under these
assumptions we substitute time means for the expectation operator E(-). An example of
a system with deterministic inputs would be the following model:
z(t) - az(t - 1) = u(t) + e(t), (3.1)
or in a multichannel case
z(t) - az(t - 1) = ui(t) - u 2(t)+ el(t), (3.2)
which states that the output is equal to a times the last value plus the input plus some
random shock. This system is stationary provided the input is stationary and Ial < 1. It is
also common to assume that the inputs and the noise are independent. In practice, we do
not have sufficient information to establish independence of two stochastic variables, and
since for the normally distributed variables independence is identical to zero correlation,
and the central limit theorem states that in the limit all distributions tend to normal, we
substitute correlation for dependence.
From now on, all time series are assumed to be stationary. First we consider the
single input and output case. The input is denoted by u(t) and output by z(t). The
time and space intervals are taken to be unity for simplicity. We introduce a back-shift
operator q, which maps y(t) to the previous value: q(y(t)) = y(t - 1). Then the model,
conventionally denoted as the ARMAX model, is
A(q)z(t) = B(q)u(t - nk) + C(q)e(t), (3.3)
k=na
where A(q) = akqk, ao = 1,
k=O
k=nb
B(q) = Z bkqk
k=O
k=nc
C(q) = ckqk
k=O
where e(t) denotes white noise process. The polynomials A, B, and C together with orders
na, nb, nc and nk specify the model, and the model should be chosen on some physical
grounds. The order na denotes number of time lags into the past and it is equal to zero if
the output has no memory. For the "drunkard" model it is 1. The order nk denotes the
number of delay periods from input to output. For example, the effect of regulatory laws
need to be modeled with delay as it takes time to implement the laws into practice. The
order nb stands for number of time lags of inputs used in the analysis, and when only the
present forcing is believed to play a role it is set to zero. The order nc stands for number
of terms in the noise regression on itself, commonly denoted as the moving average part
of the model. The name "average" is misleading as the sum of coefficients Ck need not to
be equal to 1, but is well established nonetheless. There are other equivalent forms of the
model. For example, the so-called Box-Jenkins model is obtained by dividing through by
the polynomial A(q). We reason that by including neighboring channels we can introduce
a finite difference analog of a partial differential equation.
In this notation the system (3.1) would be modeled as follows:
na = 1; nb = 0; nc = 0; nk = 0; A(q) = 1 + a1q; B(q) = bo; C(q) = 1.
If the model indeed describes the observations and finite differencing provides a perfect
estimate of the derivatives, we would obtain "ideal" values al = -a, bo = 1. However,
because the observations are not perfect and finite differencing introduces error we expect
estimated values to differ from the "ideal" values. The procedure is then as follows: given
observations of inputs and outputs and the model orders na = 1, nb = 0, nc = 0 and
nk = 0 we can estimate the matrix polynomials A and B at every grid point (xi, yi )
by using least squares. The least square estimate provides us with the uncertainties of
parameter estimates, as described in Appendix 1. The full treatment is given in Ljung
(1987). If the values of the coefficients of A and B are within one standard deviation from
the "ideal" values we cannot reject the model.
The model can be rewritten in the same form (3.3) for the multivariable case. Then
each of the coefficients a,, bo, etc., is a matrix. For the analysis we considered only the case
of single output model, i.e. z(t) is a scalar measurement of SSH. Because our knowledge of
the noise process was very limited, we assumed C = 1, i.e. dropping the moving average
part of the model and reducing the model to a so-called ARX form. However, if we were
to believe that the noise is red we could model that easily by setting nc = 1. In the case
of example (3.2), the model becomes:
A(q)z(t) = B(q)[ui(t),u 2(t)]T + C(q)e(t); (3.4)
na = [1]; nb = [0, 0]; nc = [0]; nk = [0, 0];
A, = [a,]; Bo = [b,ll b12]; C = 1;
A(q) = 1 + A 1q; B(q) = Bo; C(q)= 1.
3.2.1 Averaging
The model estimation is done purely locally at every spatial location. This produces
a noisy parameter estimate as the data vary significantly from one grid point to the next.
We have a choice between 1) averaging parameters estimated for the model on the original
grid, or 2) averaging the data and then applying the model on a reduced grid. We refer
to this as data averaging and parameter averaging respectively. For parameter averaging
we use a maximum likelihood estimate of the mean and its uncertainty, as described in
Appendix 1. Data averaging is done by computing integrals over finite areas.
To illustrate the difference between the two methods of averaging we consider the
example of a single channel linear regression. We want to estimate an average regression
coefficient of yi(t) on ui(t), given time series at N locations. The subscript i denotes
a spatial location. We can compute the regression coefficient at each location using a
standard least-squares estimate and then average them, i.e.
yi(t) = Oiui(t), i = 1,..., N, t = 1, ... , M; (3.5)
,= = Yi(t)ui(t) (3.6)
1 =N 1 i=N Z Iy~(t)u((t)
0 =t= (3.7)
i=1 N i= E t=l U(t)ui(t)
We denote this procedure as the parameter averaging. For the data averaging we first
average the data and then compute the regression coefficient, i.e.
i i=N 1 i=N
y(t) = Ou(t), y(t)= NE y (t), u(t) = N Ej u(t); (3.8)
=1 (3.9)2=1
']-M u(t)u(t) - ui(t) E%- Ui(t))
The two estimates (3.7) and (3.9) are clearly different. The reason is that the estimate
for 9 is a linear function of y(t) but is a non-linear function of u(t). When we do data
averaging we average both the outputs y(t) and the inputs u(t). Analogous analysis can
be done for the multichannel regression model and the auto-regressive external model
parameter estimates.
In addition, we weight parameters proportional to the percentage of variance ex-
plained by the model at that spatial point, thus putting more weight on better fits of the
model to the data. The MLE procedure requires assessment of independence in the data
from one grid point to another. The independence can be approximated by estimating
correlations between output time series in different spatial points. The correlation drops
off with increasing distance between two time-series, or channels, and we take the distance
at which it on average drops off to 0.3 (95% confidence interval for normally distributed
variables) as the measure of independence. The reasons for substituting correlation for
the measure of dependence have been explained above. Recent research in time-series
analysis has proposed use of "mutual information" between two time series as the mea-
sure of independence for data coming from non-linear systems, Abarbanel et al. (1994),
as it has a desirable property that zero mutual information implies independence, and
zero correlation does not, except for the special case of normally distributed variables.
However, since it does not make a significant difference for the present analysis we use
the more classical notion of correlation.
First, we address some of the questions raised in Wunsch (1991), which could not
have been examined properly with Geosat data. We show that one needs to be careful in
the choice of input (forcing) variables. Rejecting the simplest linear model as inadequate,
we consider more complicated linear models including higher order derivatives.
3.3 Simplified Physical Model
We use the model as described in Chapter 1. In the case of flat bottom and under
the assumptions of
a < f, i.e. small Rossby number, and Ro/Lf < 1, (3.10)
the equation for SSH becomes :
-m pgh i O 9y pgh (9X
T7, 7 ' are the wind stress components, and Ca = -p,/pg is the IB height corresponding to
atmospheric pressure. The value for p is taken from climatological data. Since this value
changes by less than 2 percent over the global ocean the barotropic model is insensitive
to a particular choice. The IB effect was accounted for in the original data but we leave
it in nonetheless. It was shown (Fu and Pihos, 1994) that the IB correction was not valid
everywhere and thus we would expect a residual regression on (a left in the model. We
are interested in the wind forcing related variability as well as pressure related variability,
and therefore, we want to get rid of any possible residual effect of the SLP on the SSH.
For the analysis of barotropic dynamics h is taken to represent the entire ocean depth,
but can be taken as the equivalent ocean depth for analysis of baroclinic dynamics. Of
course, all baroclinic and barotropic modes are present in the signal, but some of them
have much larger amplitudes than the rest.
If we discretize the equation (3.11) and use the finite difference form for the deriva-
tives we obtain:
L (7(i, j, t) - 7(i - 1,j,t)) = k curl- + p ~r(i,j,t) + (3.12)L pghL pgh L O0x
where the curl and x derivative are differenced as follows:
Scurl(ij,1t) = [(i + 1,j,t) - TY(i - 1,j, t) - T"(i,j + 1,t) + TX(i,j - 1,t)]k-curla-(i,j,t)=
Ox 2 [Ca(i + 1,j,t)-a(i- 1,j,t)]. (3.13)
Indices i, j denote ith,jth longitudinal and latitudinal grid points respectively. For the
points on the boundary of the grid we use next point differencing instead of central
differencing. We now rewrite (3.12) as:
L ( P 0 0 a )
(i,j,t) = -kcurl r(, -+ + Y(i-1,j,t) (3.14)
3.4 Results
Once we have a physical model in mind we can test it. By doing this for model
(3.14) we provide estimates of the coefficients f/pghp, L/pgh, etc., from the data. We
ran the model for the following choice of inputs and output:
u(t)= [k curlr(i,j,t), Tr(i, jt), a(i, IT -z =(ijt)Sx jt)7 r(i 1 l t) ;(ijt)
(3.15)
The chosen model was the simplest one, without any time lags:
z(t) = bT - u(t) + e(t) (3.16)
where b = [b,l,, b,., bc., b(i-1)]T is the vector of parameters. If the IB effect is perfectly
valid there would be no correlation between the original SSH and sea level pressure and
accordingly the coefficient bC, would be equal to 0. This model directly corresponds to
(3.14). The analysis was done on normalized (i.e. variance equal to unity) variables. Doing
the analysis on normalized variables puts all variables on equal footing and eliminates
any dependence on the choice of physical units. We estimated the coefficients b at all
grid points and then plotted them in longitude - latitude plane. First we establishe
where the parameters are statistically different from zero. The dimensional units for the
corresponding values of physical quantities, e.g. h, are invoked whenever we believe the
results to be sufficiently good.
We present results for the model (3.15 - 3.16) estimated from the original data.
The spatial distribution and histogram of explained variance are presented on Figure 14.
The bathymetry contours are shown on the background. The model explains on average
28 percent of variability in the output. In about half of the domain, the model explains
less than 20 percent of the variability. At about 20 percent of all grid points, the model
explains more than 50 percent of the variability. The estimates of the model parameters
are shown on Figure 15. For simplicity, we denoted positive statistically significant values
by white, negative statistically significant values by black, and statistically insignificant
values by gray. The estimate is said to be statistically significant if it is larger than one
standard deviation in absolute value. The estimates of the b;(i-_ ) coefficient are positive
and significant over almost all of the domain. This is consistent with the underlying
physical model and is to be expected because time series of SSH at two adjacent grid
points are highly correlated. They significantly deviate only in the southwestern Pacific
where there is very large topographic variation. The values of the b,l, b,., and bc. are
insignificant over most of the domain and where they are significant there are no clear
zones of one color. This shows that parameter estimates are very unstable, changing
drastically from one point to another. The values of the bml, are mostly negative in
mid-latitudes in the Northern hemisphere and mostly positive in mid-latitudes in the
Southern hemisphere, and we denote this as an "anti-f" effect. This is exactly opposite
to what one would expect if this were to represent f/pghp because f changes sign from
positive to negative moving from the Northern hemisphere to the Southern hemisphere.
The coefficient b,. is insignificant over most of the domain, but is otherwise positive as we
would anticipate from the physical model. The value for bC( is insignificant over most of
the domain and shows no preference for either positive or negative values. This indicates
that remaining effect of SLP on SSH variability is not important for this model.
We did parameter averaging as described in section 2.1 over 60 x 6' boxes assuming
independence at 4' distance. The results are displayed on Figure 16 in the same format
as on Figure 15. Averaging makes the results look smoother but the same conclusions
remain valid. Because of the "anti-f" effect, insignificance of the estimates of b,. and bc,
and low percentage of explained variance we reject model (3.16) as being inadequate for
explaining variability in the original data.
We performed an additional analysis for a model corresponding to equation (3.14).
We included the two components of the curl, namely the respective partial derivatives of
the zonal and meridional wind stress, separately creating a model with a different choice
of inputs. The results were nearly the same as described above, that is we rejected the
model. It has to be noted that increasing the number of degrees of freedom (number of
parameters) in the model we improve the fit. The reason is that we have more parameters
to adjust to accommodate variability of the output. In the very extreme case of a model
with the number of degrees of freedom equal to the length of time series we can explain all
the variability of the output. But we could do it with any set of randomly generated time
series and it is a completely useless result. This fact is well understood, and to distinguish
which statistical model provides a better description of the data, one needs to account
for the number of degrees of freedom as well as for the explained variance. For example,
the Akaike Final Prediction Error (FPE) is equal to [(1 + n/N)/(1 - n/N) * V] instead of
V, where V is unexplained variance in the output, n is the number of degrees of freedom,
N is the number of temporal observations (see Ljung (1987) for more details). That is,
the error prediction parameter is increased when we increase the number of degrees of
freedom. This says that the model leaves a larger proportion of variance unexplained than
one would predict by simply taking the value of V.
The next thing to notice is that there are scales present in the data which are
shorter than required by assumption (3.10). For spatial scales longer than 200 km, the
condition (3.10) implies that T > 20 days. Thus, we applied the same model (3.16) to
data low passed at the frequencies corresponding to periods longer than 100 days. It gave
a much better fit in terms of the proportion of explained variance as is shown on Figure
17. The mean value for explained variance jumped to 60 percent. We note again that
all the analysis is performed on normalized data, that is we normalize the data after the
filtering. We may expect that the data had a lot of high frequency variability and the
model was unsuccessfully trying to account for it. The estimates of the parameters b
are shown on Figure 18 in the same format as on Figure 15. Comparing Figures 15 and
18, we notice that the gray color has almost disappeared, i.e. estimated values became
significant. They are, however, very non-uniform. This indicates that the model does
not describe well the dynamics, even though the time series at each location can be well
described by the regression on 4 inputs. It may be the case that we could approximate
the data well by a cubic polynomial, with four degrees of freedom, whose coefficients
change a lot from one grid point to another. This would not mean that we can describe
the dynamics by a cubic dependence as the coefficients have to be constant for that to
be true. Note that we included the coefficients which change is space, such as f, in the
definition of the inputs and outputs. On Figure 19 we display parameters averaged in the
same way as we did for the original data on Figure 16. We see that b,l, in mid-latitudes
is clearly negative in the Northern hemisphere and positive in the Southern hemisphere,
the same "anti-f" effect. The coefficients b,. and be, are not significant over most of
the domain after the averaging. The results for the coefficient bn(i 1_) are nearly identical
to that for the low-passed data. Thus, we have to reject the model (3.15 - 3.16) based
on low-passed data even though the explained variance is high because the coefficients
change a lot and some of the estimates are not significant over most of the domain.
It is known that high correlation of one of the inputs with the output can con-
taminate the results. The time series of J(i, j,t) and q(i - 1, j, t) are correlated at 0.6 on
average, which is a statistically significant value. We decided to fix the coefficient bn(i_ )
to be 1 and estimate only the coefficients b,r,, b,., and bCe.. This is equivalent to using
u(t)= -curl r(i, tr(i, , , i,; (t)=(i t)-(-1 t)
(3.17)
i.e. taking finite differenced version of -, the meridional component of geostrophic ve-
locity, as output, returning to the original (3.12). The disadvantage of doing this is that
the meridional component of geostrophic velocity has much higher uncertainty than the
SSH and we decrease the signal-to-noise ratio. We repeated the same analysis as before
for this model and display the results on Figure 20-25 in the same sequence as on Fig-
ures 14-19. The results for the original data are not significant since the percentage of
explained variance is less than 10 percent on average, and the estimates of parameters are
not significant in most of the domain. The results for the low-passed data are significant
over most of the domain but are very non-uniform with no clear regions where the model
would be valid. Thus, we must reject this model as well.
We did analysis for the model (3.16) for the original data averaged over 60 x 60
boxes as described in section 2.1. The variance explained by the model (3.16) is shown
on Figure 26. Comparing it to Figure 14 we see that the averaged data provides a much
better fit. The estimates for the parameters are shown on Figure 27 in the same format
as on Figure 15. Coefficient bn(i_ 1) has an average value of 0.56. This value is closer to the
expected 1 than for the earlier results. Coefficient br, is still largely insignificant and
the "anti-f" effect seems to be present. Coefficient b,. is mostly positive. The values of
bCe are insignificant and may indicate that inclusion of ia9/mx into the regression is not
necessary. Thus, we reject this model for the averaged data.
3.5 Results for more complicated models.
Once we realize that the simplest linear vorticity balance does not seem to account
for variability in the data, we can try to include more terms into the equation for SSH.
Let us begin by including effects of topography, i.e. dropping the assumption of a flat
bottom. Thus, with the other assumptions still in place, we obtain the following balance:
arl (i3 _ h dU(3.18)
x f h By h
1 (- r )+ 1 OCa (P h , a h_
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We took the ocean depth h as the whole depth of the water column, and thus spatial
gradients of h are given by spatial gradients by bathymetry. We have to make a choice
of whether to run the model for two output time series Ot7/Oz and 877/8y or a combined
time series a7/Ox (3/f - hy/h) + rl/Oy (h,/h). We decided to do the analysis for a
combined time series as it makes the result easier to interpret. After finite differencing
for the derivatives, we ran the analysis for this model with four inputs, i.e. one input for
each term on the RHS of (3.18). The curl r was taken as a single input. The original
data was averaged over a 100 x 100 boxes on a 50 x 50 grid as described in section 2.1. In
addition we filtered the data to remove variability on the shortest scales of less than 40
days and the longest scales of longer than 200 days. It was shown in Fu and Davidson
(1995) that this is the band where we would expect the linear vorticity balance with
topography to be applicable. Our experiments with the gridded data produced results
worse than the ones presented below. The estimated variance of the model is presented on
Figure 28 in the same format as on Figure 14 and shows no significant improvement. The
estimated coefficients are still highly inhomogeneous as seen on Figure 29. There are two
regions where parameter estimates for coefficient of curl 7 are positive and significant, the
north east and the south east Pacific. However, estimates of all other coefficients in these
regions are not significant. In addition, we note that estimates of coefficients on Ca are
negative and statistically significant over most of the domain which clearly contradicts the
underlying physical equation. The analysis of IB effect presented in Fu and Pihos (1994)
was done without taken into effect topographic variations. Thus, we need to conclude
that by including atmospheric loading and topography we obtain statistically significant
negative regression of IB corrected SSH on the atmospheric load. However, because
the model fails as a whole we cannot state that this implies that the IB correction was
excessive. We analyzed the model without regression on (C corresponding to equation
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including each of the two terms on the RHS as an input. The results show some improve-
ment as seen on Figures 30 and 31. First, there are no statistically significant negative
values of coefficient on curl 7 in two large areas from 170E to 230E and 40N to 60N and
220E to 250E and 60S to 30S. The results for coefficient on "x are positive and statistically
significant over most of north Pacific region. If we look closer at the results of the analysis
in the North Pacific region 170E to 230E and 40N to 60N displayed on Figure 32 we see
that the explained variance is sufficiently high in this region only in the band from 400
N to 500 N. The estimates of the coefficients are varying in a wide range as seen from
Figure 33, but are over 0.3 in non-dimensional units and statistically significant in most
of the domain. However, the results of regression on normalized variables provide infor-
mation only about the correlation of inputs and output. For the model to be acceptable
we need variability of the inputs to be on the same scale as variability of the output. The
RMS variability of the inputs and output are displayed on Figure 34 and log of the ratio
of RMS variability of the inputs to RMS variability of the output are displayed on Figure
35, with values for the log of the ratio below (-5) and above 5 denoted by white color.
We see that this model still needs to be rejected except at a few isolated points as the
variability of the inputs is not sufficient to explain variability of the output. If we look at
the global map of RMS variability of inputs and output and the log of the ratio of RMS
variability of inputs to output displayed on Figures 36 and 37 respectively we can see that
RMS variability of the inputs is at least a few orders of magnitude lower over all of the
Pacific, with the exception of North Pacific and areas of significant topographic slope.
The data spacing does not allow for time scales shorter than 20 days and therefore
a < f. However, Ra/Lf is less than 1, but not much less than 1 even for the filtered data
we analyze. This assumption can be inappropriate if L is sufficiently small, i.e. there is
significant variability on shorter scales. Then, dropping this assumption we are left with:
v ± _ ) - + (fh( pgh O7 = y + (3.20)
identical to equation (1.6). This is different from the equation (3.18) in the time derivative
of the Laplacian term. This is the same equation as the equation (1) in Fu and Davidson,
(1995). However, the right hand side is corrected and is consistent with Pedlosky, (1987),
equation (5.2.2). Other distinctions include NMC atmospheric data in Fu and Davidson,
(1995) instead of the ECMWF data and filtering techniques used here. This provides an
independent check on their results based on a different atmospheric data set. We can
modify the inputs by neglecting the 7" term and treating the curl of the wind stress as
a single time series. The results are presented on Figures 38 and 39. They confirm the
previous conclusion that the balance seems to hold only in the north east Pacific and
the south east Pacific, if at all. The map of the ratio of the input and the output RMS
variability is shown on Figure 40 for comparison with Fu and Davidson, (1995), Figure
2. The estimates of Fu and Davidson show larger variability of the wind stress curl,
apparently because of the error on the RHS of their equation (1). If we now add back
the -r term, we explain a higher proportion of the variance, Figure 41, but we change
estimates of the curl coefficients only at a few points, for example, at 2550 E, 550 S,
as seen on Figure 42. The map of the RMS variability is shown on Figure 43. The
map of log of ratios of RMS variability is shown on Figure 44. It shows that the RMS
variability of the " is not large enough to account for the difference in input and output
variability. Overall, the results displayed on Figures 41-43 show that the equation (3.20)
needs to be rejected as the estimates are not consistent and the variability of the forcing
is inadequate to explain variability of the output. Inclusion of the "IB" height does not
change the results in any significant respect. Again, we have to reject the model.
So far we only used linear regression models, which are a subset of ARX models.
We can use the ARX modeling setup to use time auto-regressive structure as well. This
leads to estimating the coefficients of a following model:
V2 (i, j, t) + aV 27t(i, j,t- 1) = (3.21)( h, + f h:, an f ]T.
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The results for this model are shown on Figures 45-47. The explained variance is displayed
on Figure 45 and shows that we explain on average only 22 percent of variability with
this 4 degrees of freedom model. The estimates for b are shown on Figure 46 and we
immediately note that there is a large area in south Pacific where the estimates for b2 and
b3 are positive statistically significant. Everywhere else we reject the model. However,
the estimates of bl are not positive statistically significant in this area. The estimate of
al coefficient is shown on Figure 47 and we see that the coefficient is negative statistically
significant as is expected because output time series are highly correlated at 10 days. If
we look closer at the South Pacific region 1900 E to 2400 E and 60' S to 20° S we see
that though the estimates are positive and significant the explained variance of the model
still varies widely within the region, Figure 48. Thus, although this model can provide
good explanation of variability at some isolated points it fails to provide it on a larger
scale.
3.6 Conclusions.
This work shows that we have to reject linear homogeneous shallow water models;
they are inadequate to describe SSH variability in the Pacific. Some models are able to
explain a large proportion of SSH variability in small isolated regions, such as the north
east Pacific and south east Pacific, but none can do it globally. The results are negative
but consistent with the findings of other researchers, e.g. Fu and Davidson (1995). There
can be many reasons why these models fail. First, one may think that inclusion of other
terms in the original equation (1.4) can provide for a better agreement. We ran several
experiments with more inputs and did not observe any significant improvement apart from
that due to increased number of degrees of freedom. Second, one would look for "missing"
physics, such as effects of stratification, non-linearity, heat fluxes, etc. Some of these can
be modeled in this framework, and some cannot. For example, stratification could be
modeled by using an expansion into barotropic and baroclinic modes, i.e. inclusion of
several baroclinic modes into the model. Modeling of a system of equations can be easily
done using vector ARX models, but one needs to specify the correlation structure for
the outputs a priori. Non-linearity is difficult to handle in the framework of regression
analysis. Overall, it seems that the methods presented in this chapter can give a clear
answer on the question of consistency of the models with the data if one believes that
the errors small. But since more complicated models require higher order derivatives the
finite differencing error can ruin the analysis. The approach of the next section seem to
be better suited for such models, at the expense of greatly increasing requirements for
computer time and storage and much more detailed analysis of the data and model error
structure.
Chapter 4
State-space approach.
4.1 Overview of the method.
At this point we turn our attention to state space modeling. The column vectors
are written as bold lower case characters, and matrices as upper case characters. We need
to rewrite our dynamical equation in the following way:
q(t + 1) = A(t)q(t) + B(t)w(t) + r(t)u(t), t = 1, ..., T, (4.1)
where q denotes state space vector, w denotes the known forcing, and u denotes the
unknown part of the forcing, or controls. A is the "state transition matrix". B and r
map the forcing onto the state. The time unit is taken to be one for simplicity. The state
space vector q includes all physical quantities necessary to describe the system at time
t. Forcing includes boundary conditions, and everything else externally prescribed to the
model. The reason for including the controls is that one cannot expect to have perfect
knowledge of the forcing. For example, the curl of the wind stress, the forcing in model
1.6, is itself a product of noisy measurements.
It is a well known fact that any time dependent model can be rewritten in this
form by a proper choice of the state vector q. For example, the equation
D 2 
= f(t)
Dt2
can be rewritten in the following way:
q(t + 1) = Aq(t) + f(t),
where q(t) = ( 1) ;f(t) = ;A = ( -1
The important difference with the conventional mathematical physics formulation is that
we need to provide estimates of the uncertainties of the state variables. The controls u
are assumed to have zero mean and covariance Q:
< u(t) >= 0; < u(t)(u(t)T >= Q(t). (4.2)
One of the main difficulties of the method is that one rarely has a reliable estimate of the
covariance Q. It includes uncertainties of the forcing and any physics which the model
fails to describe accurately.
We complete the description of the model by providing initial conditions, 4(0) = qo
with the corresponding uncertainty covariance
P(0) =< (q(0) - 4(0))(q(0) - 4(0)) T >, (4.3)
where tilde denotes the hypothetical true value. In the same way we define the covariance
at any time step t
P(t) =< (q(t) - 4(t))(q(t) - 4(t))T > . (4.4)
We rarely have good estimates of P(O). However, it is often true that results are insensitive
to the choice of P(0) and very large values are chosen. The mean value of the diagonal
of P(t), i.e. the mean variance of the model simulation, rapidly decreases with time.
Now, we have a full description of the model and we can integrate the initial conditions
forward. However, one can expect that because of the unknown controls the uncertainty of
the estimate P(t) will grow with time and very soon the estimate will become completely
useless. We rescue the situation by assimilating data when it becomes available. This
prevents the uncertainty of the estimate from growing with time.
To complete the system we relate observations h to the state space vector q:
h(t) = E(t)q(t) + r(t), (4.5)
where r stands for the observational noise and any physics which is present in the data
but not in the model. E is the "observation matrix". The noise is assumed to have zero
mean, a known covariance matrix R(t), and be white in time:
< r(t) >= 0; < r(t)(r(t')T >= R(t)gt,,. (4.6)
For the sake of completeness we present the algorithm for the Kalman filter and
optimal smoother. We use the Rauch-Tung-Sriebel (1965) smoother algorithm which al-
lows one to start from the final estimate made by the Kalman filter and run the smoothing
backward in time. After completing the smoother we obtain an optimal estimate at every
time step which uses all available information. Full treatment is available in the literature,
e.g. Wunsch (1996), Anderson and Moore (1979).
4.1.1 Kalman filter and RTS smoother.
We start with the Kalman filter which takes the initial state to the final time tf.
The smoother then takes the final assimilated state back to time 0 producing optimal in
the least-squares sense estimate of the state using all available information.
One of the many equivalent Kalman filter formulations taking the state from time
t to time t + 1 is
q(t+ 1,-) = Aq(t)+ Bw(t) (4.7)
P(t + 1,-) = AP(A)T + rQ(r)T (4.8)
K(t + 1) = P(t + 1, -)ET(EP(t + 1, -)ET + R)-1 (4.9)
q(t + 1) = q(t + 1, -) + K(t + 1)(h(t + 1) - Eq(t + 1, -)) (4.10)
P(t + 1) = P(t + 1,-) - K(t + 1)EP(t + 1, -) (4.11)
We will use the assumption that A, B, F, E, R and Q are time independent from now on.
The RTS smoother algorithm takes the Kalman filter estimates at time t + 1 and t and
produces an optimal estimate at time t:
q(t, +) = q(t) + L(t + 1)(q(t + 1, +) - q(t + 1, -)) (4.12)
L(t + 1) = P(t)(A)T(P(t + 1, -)) - 1  (4.13)
P(t, +) = P(t) + L(t + 1)(P(t + 1, +) - P(t + 1, -))(L(t + 1))T (4.14)
u(t, +) = u(t) + M(t + 1)(q(t + 1, +) - q(t + 1,-)) (4.15)
M(t + 1) = W(t)A T (P(t + 1, -))-1 (4.16)
Q(t, +) = Q(t) + M(t + 1)(P(t + 1, +) - P(t + 1, -))(M(t + 1))T (4.17)
q(tf, +) = q(tf); P(tf, +) = P(tf); (4.18)
We use a convenient notation where "-" signs represents estimates after the model simu-
lation, or forecast, lack of a sign represents estimates after the Kalman filter assimilation,
and "+" sign represents estimates after the optimal smoothing.
To start the analysis we need to specify: the model and data transformation matri-
ces A, B, I, and E; error covariance matrices P(O), Q, and R; initial conditions q(O) and
the forcing f(t). We then compute a model forecast q(1, -) by using the known forcing
f(0) through (4.7). Next, we compute error covariance P(1, -) of this estimate through
(4.8). Now we can compute the Kalman gain K(1), the assimilated state q(1) and its
error covariance P(1) by using (4.9)-(4.11) respectively. We then start with q(1) and
compute q(2, -) making use of f(1) and so on. We run this algorithm until we produce
q(tf) and its error covariance P(tf). At this point we are finished with the Kalman filter
estimation. We then proceed backwards in time with the smoother. The smoother is
initialized through (4.18) and then ran backward until we compute q(O, +). If we do not
need to produce an estimate of the unknown controls, the smoother algorithm reduces to
only three steps (4.12)-(4.14).
To recapitulate, the problem is to rewrite our model and data as defined in Chapters
1 and 2 into the framework defined through equations (4.1 - 4.6) and then apply the
Kalman filter and RTS smoother.
4.2 Implementation of the model.
We take the time dependent linear vorticity balance (1.6) as the dynamical model:
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V2 r + hJ(q, ) = w(t) (4.19)
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subject to boundary conditions r7(t) = rsB(t) on the boundary G. Topography is denoted
by small h. Introducing non-dimensional variables
(x, y) = L(x', y'), t = Tt', 7 = No', (r\ , 7r) = 7((r7)', (r")') (4.20)
and conventionally dropping the primes, we rewrite the equation as:
aV 277 1 + oy wrL 7r - ar
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where w = fT, fo = PL/f. We assume that the model is given on a regular rectangular
grid
Xi = (i- 1)/(N - 1),i= 1,...,N;yj = Li(j - 1)/(L(M- 1)),j= 1,..., M-1.
Next, we introduce the relative vorticity C(t) = A7(t) - V 2rl(t) and the potential
vorticity (0 = (Pf0 + y)/h. The Laplacian of the SSH V 277 has been neglected in the
definition of the potential vorticity since we linearized the model. We can solve the
equation (4.21) as a five-step scheme for the relative vorticity.
* Start with the initial condition for the relative vorticity C(0).
* Solve A27p(0) = C(0) with b.c. 77(0) = 0 on g, the Poisson problem:
77p(0) = Afp((0). (4.22)
* Solve AL(0) = 0 with b.c. 77(0) = 7lB on G, the Laplace problem:
7L(0) = Aj7lB. (4.23)
* Sum them up 7/(0) = rip(0) + r7L(0).
* Step forward 0/t = -whJ(7(0), o0) + w(t)
We then continue with this process forward in time. However, this scheme can be rewritten
as a one step dynamic equation for the relative vorticity by finite differencing the time
derivative:
((t + 6t) = (t) + St [-w - h - J(Apl((t), (0)] + F(t), (4.24)
where F(t) = St [-w - h J(A 'B(t), (0) + w(t)] (4.25)
where h, rsB(t), 0(, and w(t) are assumed known. The forcing in the latter equation (4.25)
can be interpreted as the sum of the source of potential vorticity (PV) due to advection
of PV through the domain boundary and the source of PV due to the wind.
We define the state vector q(t) as
q(t) = [7(xi,Y 1, t), 7(x 2 , Yi, t), ... , 1(XN, yM,t)]T . (4.26)
The relative vorticity ((t) is given by the Laplacian of the state vector q: C(t) = Aq(t),
where A is discretized using centered difference scheme. The Jacobian is also discretized
using centered differences. We employ a direct solution method by LU decomposition for
the Laplace and Poisson problems. Since the potential vorticity (o is known a priori, we
can rewrite the advection term as a linear operator: J - J(., Co). The actual algorithm
for the model dynamics consists of three steps:
* Start by converting the initial condition for r(t - 1) into relative vorticity C(t - 1),
* Time stepping for C(t - 1) with the small increment St until we obtain the desired
* Converting the relative vorticity C(t) back into the SSH 7r(t).
Because we have chosen SSH as the state vector, the observation matrix which
relates the data to the state vector is simply the identity matrix, i.e. E(t) = I. The
observations, given by the filtered and averaged data, are organized into a vector h(t). It
is ordered in exactly the same way as q(t).
4.3 Literature review.
Before we start discussing the results we present a short review of previous publi-
cations which provide the necessary background to the problem. The optimal estimation
approach has been used in a number of investigations since altimetric measurements pro-
viding global coverage have become available. Gaspar and Wunsch (1989) presented an
analysis of Geosat data in the very energetic part of the Northwestern Atlantic based on
free linear barotropic Rossby wave equation
-V2r + p = 0. (4.27)
The paper contains an excellent discussion of the estimation procedure and sets the frame-
work for assimilating the oceanic data with the Kalman filter and optimal smoother. The
authors solved equation (4.27) by using an expansion in terms of sinusoidal basis func-
tions, so that the state transition matrix A could be written out explicitly. Thus, the
algorithm (4.7)-(4.18) could be directly applied to the system without concern for numer-
ical instabilities. On average the model forecast was consistent with only a small fraction
of the variability in the data (6 % to 15 % depending on the type of estimator used). The
model was very simple and did not include any atmospheric forcing, so that one should
not expect a large portion of the variance to be consistent with the model. It is important
to realize that the results only tell whether the model is consistent with the data, and
depend on the choice of model process noise and measurement noise (error) which are
often only approximately known.
Fu et al. (1991) concentrated on the analysis of forced wave propagation in the
tropical Pacific based on Geosat data. The tropical ocean is known to be well described
by equatorial Kelvin and Rossby wave dynamics. The authors used a free sinusoidal wave
model allowing for time variation of the amplitude and phase, and included barotropic
as well as first and second baroclinic modes. For the optimal value of the process error
covariance, the model accounted for 23 % of the signal variance. The authors were able
to qualitatively describe the most prominent features in the data. They reported that
introducing the smoother only marginally improved the solution performance. They post-
poned any discussion of sensitivity of the results to the choice of the error covariance to
their second paper.
In the continuation of this paper Fu et al. (1993) described a linear wind-driven
model of the tropical Pacific. This model was taken from Miller and Cane (1989). Overall,
the approach was very similar to the first paper. However, in this study the authors used
a steady state filter which makes the computations much more efficient. It eliminates the
need to propagate the error-covariance matrix P(t) (the most computationally expensive
part of the algorithm), and the need to store the error-covariance matrix P(t) at every
time step. For this more realistic model more than 60 % of the variance could be accounted
for by the model - a remarkable achievement. However, the results were sensitive to the
choice of model and observation error-covariance matrices, pointing to the need for careful
estimates of data and model errors.
In a very recent paper Fukumori (1995) described the use of approximate Kalman
filter and optimal smoother to a reduced-gravity shallow water model in the Tropical
Pacific. Nearly 80 percent of the expected signal variance was accounted for by the
model. The analysis of the results involved a comparison with the data from the TAO
current meter measurements, which provided an independent check on the estimation.
The smoothed estimates were the most consistent with the TAO data. This confirms
usefulness of the Kalman filter and the optimal smoother estimation procedure, because
this procedure provides a correction for both the model and the data.
4.4 Model and data error estimates.
We use an approach similar to that of Fu et al. (1993) to make estimates of process
and measurement noise structures. The measurement noise is the sum of the measurement
errors, e.g. orbital errors, tidal errors, etc., and the oceanic signal not associated with
the dynamical model at hand. The measurement error covariance can be estimated by
comparing observations h to model simulations qm without data assimilation. We can
separate both model state and data into the true signal and their respective errors:
h(t) = h(t) + r(t), (4.28)
qm(t) = 4(t) + p(t). (4.29)
Both r and p are assumed to be stochastic with zero mean and covariance R and P
respectively. Furthermore, the errors are assumed to be independent of each other and
of the true state. We can then compute covariance for the data and the model by using
(4.5).:
< h'h 'T > = < ' ' > +R, (4.30)
< Eq'(Eqm) > = < Eq(Eq)T > +EPET =< 'hT > +EPET, (4.31)
where primes denote that the mean has been subtracted. Using the assumption that the
data and the model errors are independent we obtain:
< (h' - Eq')(h' - Eq')T >= EPET + R. (4.32)
Then, combining (4.30), (4.31), and (4.32), we obtain
R 1 (< (h' - Eq')(h' - Eq') T > - < Eqm(Eq'm) > + < h'h' >) (4.33)
EPET 1 (< (h' - Eq')(h' - Eqm)T > + < Eqm(Eqm)T > - < h'h'T >) (4.34)
This provides a constraint on the process error covariance Q through equation (4.8).
We performed analysis of the errors by using data at each T/P cycle as initial
conditions. We then propagated the signal for 10 days and compared the results with the
data at the next cycle, by analogy with the Kalman filter time stepping from t = 0 to
t = 1. The time averaged data and simulation errors are 1.3 and 1.4 cm 2 , whereas the
averages of the data and simulation variance are 2.6 and 2.7 cm 2 , respectively. Figure 49
shows mean diagonal of the respective data and simulation error covariance as function
of time. We obtain estimate of R and EPET by substituting the bracketed ensemble
averages with time averages over 82 T/P cycles. The contours of the resulting covariance
are shown on Figure 50. A few resulting negative values for the variance are due to the
fact that the estimators are not necessarily positive definite, the averaging is done over
very small samples, and the assumptionsof independence may be incorrect. However,
since we are not using this information in the actual implementation of the Kalman filter
but rather as a guideline it does not create any problems.
After running the experiments we chose Gaussian spatial covariance for both R
and P(0).
Rj = < n(x 1 , yi, t)), n(X 2 , y2, t) >= -, /exp [-( 1 - I 2) 2 / - yL I 2
and where i is the index corresponding to (xl,yl) and j is the index corresponding to
(x 2, y2), and L, and L represent zonal and meridional scales of the error, respectively.
The same formula is used for P(0) with aM replaced by up. We used Lx = 200km, D =
200km, aM = 2cm 2 , and orp = 4cm2 .
The process covariance is modeled in the form of a stationary wind error, with
Gaussian spatial covariance among the forcing components. Again, we assume that the
process noise is uncorrelated in time. That is,
< ui(xl,yl),uj( 2 ,Y2) >= 2 jep [-(X 1 - 2 )2/D- (yl - Y2 )2/D] (4.35)
where subscripts denote i and j denote the time, and D and Dy represent zonal and
meridional scales of the process error, respectively. This defines Q, see (4.2). We used
D = 1000km, D = 400km, a = 2cm 2
To summarize, we have made several simplifying assumptions about Q and R. We
assumed, as in most practical applications, that the two error covariances are uncorrelated
in time and between themselves. We have also used a simple Gaussian structure rather
than the more complicated form obtained from equations (4.33) - (4.34). The process
noise was assumed to be solely due to wind stress error, although we chose an estimate
which should be an overestimate of the wind error. This should include effects of other
noise processes. Given the simplicity of the model we do not think that more accurate
estimates of the error covariances are worth the effort.
4.5 Results.
At this point we present the results of the analysis. We chose a "quiet" region
in the Northeastern Pacific from 1800 E to 2240 E and from 300 N to 500 N. The
time series of the data after the removal of the annual and semi-annual cycles at 2000 E,
400 N is shown onn Figure 3. We ran the experiments for the original averaged data, as
defined in Chapter 2.
We ran the experiments with linear interpolation in time over 10 day intervals for
both wind forcing and boundary conditions. We integrate the model as described above
with the step size of 0.5 days over a 10 day interval. We used a 0.5 days time step for
numerical stability. The units for the Kalman filter are such that 1 corresponds to 1 T/P
cycle, or 10 days. We take the initial conditions to be equal to T/P observations at the
2nd T/P cycle, since the first T/P cycle provided bad data. We use data from 82 T/P
cycles, or 812 days.
The initial state of the system, qgo, and the data 10 days later are shown on Figure
51. Both fields are rather complicated. Although both display some vortex like behavior
there are more differences than similarities between the two. The correlation coefficient
between the two fields is equal to 0.06, and is not significant. It is not evident that a
simple model like the one we are using is going to describe this complicated dependence.
The potential vorticity, Co, due to the beta effect and the topography, is shown
on Figure 52. We observe that it represents a significant perturbation to the flat bottom
case where lines of constant PV coincide with lines of constant y. Note the closed PV
contours in the western part of the region. We know that in the absence of forcing the
steady model would drive the flow along the lines of constant potential vorticity. Due
to the presence of wind forcing and time dependence in our application this is no longer
true.
The comparison of forecast, data, and assimilation fields after the 25th T/P cycle,
i.e. 240 days of applying the Kalman filter estimation, is shown on Figure 53. We can
see that the model forecast q(25, -) is quite different from the observations, and that the
Kalman filter assimilation step brings the estimated field q(25) closer to the observations.
At some other points in time, the forecast and the observations are much closer. However,
it is not feasible to judge the quality of the model forecast by looking at the longitude-
latitude plots at every time step.
Following the procedure outlined in Gaspar and Wunsch (1989), we evaluate these
quantities at each time step:
Eh(t) = (h'(t))T (h'(t))/(N - 1) (4.36)
Ef(t) = (h'(t) - Eq'(t, -))T(h'(t) - Eq'(t, -))/(N - 1) (4.37)
Ca(t) = (h'(t) - Eq'(t))T (h'(t) - Eq'(t))/(N - 1) (4.38)
6E(t) = (h'(t) - Eq'(t, +))T(h'(t) - Eq'(t, +))/(N - 1) (4.39)
e,(t) = (h'(t) - Eq'(t - 1))T(h'(t) - Eq'(t - 1))/(N - 1). (4.40)
where N stands for the length of the state vector. The first quantity Eh stands for the
variance of the data, the second ef for the variance of the misfit between the data and
the forecast, the third c, for the variance of the misfit between the data and the Kalman
filter assimilation, the fourth e, for the variance of the misfit between the data and the
smoothed estimate, and the last ci for the variance of the misfit between the data and the
initial condition for the forecast. We remind the reader that the Kalman filter estimate
serves as an initial condition for the next step, see equation (4.7). The last quantity allows
us to compare results with the purely persistent model without forcing, i.e. q(t + 1) = q(t).
We then define
Ef(t) = Eh(t) -f(t);
Ea(t) = Eh(t)- a(t);
E,(t) = Eh(t) - e,(t); (4.41)
Ed(t) = Ea(t) - Ef(t);
E(t) = Eh(t) - ,(t).
At each time step these quantities show how much of the variance has been explained
by: Ef - the model forecast, Ea - the Kalman filter assimilation, and E, - the smoother
estimate. Ed shows how much of the variance is explained by the model update. Ei shows
how much variance would be explained if the model would have no dynamics at all. If
the model and the data were in perfect agreement the first value Ef would be equal to
the model variance Eh. However, because both the model and the data contain errors
it is never equal to Eh. Since the Kalman filter brings the model forecast into a better
agreement with the data we are guaranteed that Ef < Ea 5 E, _ Eh.
These quantities are plotted as a function of time on Figure (54). The mean values
for each of the time series are shown in the box inside the plot. On average the model
forecast explains 33 percent of the data variability. The model is doing much better
than a pure persistence model. The Kalman filter assimilated field is much closer to the
observations than is the forecast. On average it explains 77 percent of the variability in
the data. Thus, the update is very efficient and the mean model update Ed is equal to
44 percent of the data variance. The smoother estimates are very similar to the Kalman
filter assimilation, even though they assimilate additional information. This is similar to
the results obtained by Fu et al. (1993), who also noted that the smoother results were
only slightly different from the Kalman filter results. This is consistent with the fact the
forecast is very poor, and thus assimilation of new information about the observations does
not produce any noticeable changes. One of the main features of the Kalman filter and
optimal smoother is that it provides the uncertainties of the estimates. Figure 55 displays
evolution of the mean state error variance as a function on time for the model forecast,
the Kalman filter update and the smoother estimate. The model forecast has the largest
uncertainty at all times because in the Kalman filter assimilated and smoothed estimates
we use additional information and therefore reduce the uncertainty. The uncertainty of
the forecast and the assimilated state are reduced with time until they reach a steady
limit after about 50 days of assimilation. The steady filter is used after that to reduce the
computational time and storage requirements. A control run was performed and it showed
that employing a steady filter does not change the results in any significant manner, in
agreement with other authors, e.g. Fu et al. (1993), Fukumori (1995), etc. Therefore, the
lines are constant after the 6th T/P cycle. The smoother is reducing the error at its initial
step from tf to tf - 1 and is then steady because of the steady Kalman filter counterpart.
It starts to change again at the 6th cycle and the mean error increases toward the initial
time to = 2nd T/P cycle.
The results of the assimilation at a particular location are shown on Figure 56.
They show that the model forecast drives the SSH away from the data. Recall that
the rms time variability of the observations used in the analysis is only 2.5 cm, and the
disagreement larger than 2cm is significant. The Kalman filter assimilation brings the
forecast into agreement with the data at every assimilation time step. At some points,
e.g. at the 25th cycle, the model carries the signal away from the data, but then successive
assimilation brings it again close to the data. For comparison we make a similar plot at
the center of the domain, where we expect the best forecast, for the central East Pacific
region. It is shown on Figure 57. The results are very different. Now the forecast makes
very big excursions away from the observations. Only because we continuously assimilate
the data the model simulation stays within an acceptable range.
We produced time-longitude plots of the observations, the model forecast, the
Kalman filter assimilation, and the smoothed estimate. We display the results along 400
N latitude on Figure 58. Due to the lack of strong wave signal these plots are not nearly as
informative as they are for the tropical Pacific. All the fields are given on the same grid.
There is a qualitative agreement between the forecast and the observed fields because we
assimilate the data every 10 days. Even so, there are significant differences, e.g. strong
negative anomaly near the 10th cycle in the western part of the domain in the forecast
field. This misfit is much less pronounced in the Kalman filter and the optimal smoother
estimates. Overall, it seems that the best way to judge the quality of the assimilation
in the absence of additional data sets is by doing the analysis of the variance described
above. Still, we conclude that the model is not consistent with the data.
We ran similar analysis in other parts of the Pacific and we present the results for
the south east Pacific from 2200 E to 2700 E and from 500 S to 300 S. We chose this
region according to the results of the multichannel regression analysis of Chapter 3 it .
These results indicated that together with the northeastern region the variability in the
southeastern region can be described by the barotropic dynamics. The model produces
very poor estimate of the data in this region. We present analysis of the variance explained
by the assimilation on Figure 59 in the manner similar to that shown on Figure 54. The
forecast explains less variability than even the "pure persistence model". On average the
variance of the misfit between the forecast and the data is larger than the variance of
the data itself. The successive use of the Kalman filter is very efficient and keeps the
model from being driven completely away from the observations. The analogous run for
the central east Pacific from 2080 E to 242' E and from 100 N to 300 N produced very
bad results. The analysis of the variance is presented on Figure 60 in the same manner
as before. The variance of the misfit is now 5 times as large as that of the data. That
is, the model propagates the signal in the totally wrong direction. This is, of course, not
surprising as the model physics is clearly not adequate for this tropical region.
4.6 Conclusions.
In this chapter we presented an assimilation of over two years of T/P data with
the linear vorticity balance approximated by equation (1.6). The model has no friction.
The spatial resolution of the model was chosen to be that of the gridded data, i.e. very
coarse. The assimilation is performed by using a steady Kalman filter after the state
vector error settles to a steady value and we implement the steady filter after 50 days - a
time period similar to that used by Jiang and Ghil (1993). In the north east Pacific, where
topography is relatively smooth, and stratification is weak, we observe some agreement
between the model and the data. This is reflected in the fact that on average the model
forecast describes 33 percent of the data variability. The model propagates the signal in
the direction of the data, but it does not reproduce the data well. Moreover, there are
significant qualitative differences between the model simulation and the data. Regions
near the boundaries show the most difference. We conclude that in this "quiet" region of
the Pacific we cannot adequately describe the variability of the data by the model.
Similar analysis in other areas, such as the central east Pacific and south east
Pacific, showed that the model was inadequate for describing the variability there as
well. The Kalman filter data update was very efficient in assimilating information in both
cases. In the central Pacific, the forecast misfit has a much larger variance than the data
itself, and in the south Pacific the forecast misfit has comparable variability to that of
the data. The conclusion is clearly negative and the model is strongly rejected. The
results of chapter 3 showed that the model cannot be rejected in several isolated locations
and the results of this chapter show that no large area of the Pacific can be adequately
described by the barotropic dynamics, i.e. the linear barotropic dynamics is not capable
of describing variability on truly large scales. We believe that further analysis along the
lines of this research using more complicated models should bring a better understanding
of the global ocean variability.
The analysis can be carried forward in several directions. First, one can provide
a better estimate of the error coming from mis-specification of the boundary conditions.
This can be done in the manner outlined in Section 4.4. The model integration could
be done on a finer grid than the observations, which would mean that the matrix E of
equation (4.5) would become non-identity. Assimilation of the along track data which
have much finer resolution and smaller error is possible by making the matrix E time-
dependent. Next, more complicated dynamics including effects of stratification can be
added. This would change of dynamic equation (4.1) and the process error structure.
Appendix 1.
1.Model Properties.
First, we write the predicted value of y(t) in the form ^(tl) which is in gen-
eral a complicated expression invloving past values of y and u and vector of param-
eters 0. However, for the ARX model with A(q) = C(q) = 1 it is simply ^(tlO) =
Zk=,+nb Bt(k)u(t - k). The prediction error is then defined as
(tl0) = y(t) - (tlO) (1)
After we collected the data it is natural to choose value of the parameter vector 0 which
minimzes the cost function
1 t=N
N() = H E(t1)
t=1
AN = minAN; ON = arg minAN. (2)
a a
It can be shown (see Ljung [1987]) that
(ON - 00) AsN(O, AR- 1) and (3)
N E As 1 X(N - d), (4)
A N-d
where d = length(0), A = E [e2(t, )], I(t, )= (t) R = E (t, -)dT(t, )
where estimate of A is AN (2) and R is estimated by
1 t=N
RN = NE (t, ON)'T (t, ON) (5)
t=l
Thus, minimisation of the cost function AN(8) provides us with the uncertainties of the
estimates.
We can also formulate a hypothesis of whether all parameters are zeroes. This
gives us Fisher's test on variances.
2. Maximum likelihood estimator of the mean
If the vector of parameters is denoted by zi and has uncertainty Pi, where i sub-
script denotes spatial location where estimates were obtained, the mean value of these
parameters and its uncertainty can be estimated as
M M
S= (Z P 1)-(Z Pz) (6)
i=1 i=1
M
P = ( - -(7)
i=1
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Figure 2: SSH from T/P at 2000 E, 400 N in cm. Time mean has been removed.
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Figure 3: SSH from T/P at 2000 E, 400 N in cm. Annual, semi-annual cycles, and time
mean have been removed.
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Figure 4: Mean SSH spatial variability from gridded T/P data as
Average temporal variability for gridded data
a function of time.
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Figure 5: Contours of mean SSH spatial variability from gridded T/P data.
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Figure 6: Spatial distribtuion of SSH from T/P at 78th, 79th, and 80 T/P cycles. Time
mean has been removed.
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Figure 7: gridded SSH from T/P at 1820 E, 500 N in cm.
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Figure 8: Mean SSH spatial variability from averaged T/P data as a function of time.
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Figure 9: Contours of mean SSH spatial variability from averaged T/P data.
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Figure 10: Mean SSH spatial variability from filtered T/P data as a function of time.
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Figure 11: Contours of mean SSH spatial variability from filtered T/P data.
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function of time.
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Figure 14: Contours of percentage of explained variance (upper part) and the histogram
of explained variance (lower part) for the model (3.11). On the upper plot the underlying
contours show bathymetry at the contour spacing of 1 km.
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Figure 15: Distribution of regression coefficients for normalized variables for (V x
7r)(upper left), r"(upper right), Oa/O(lower left), and 7(x - 1, y, t)(lower right). The
values below minus one standard deviation are denoted by black, above one standard
deviation by white, and in between by gray. The underlying contours show bathymetry
at the contour spacing of 1 km. The data are filtered.
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Figure 16: Same as in Figure 15 but the coefficients have been averaged in space.
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Figure 17: Same as in Figure 14 but for the band-passed data.
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Figure 18: Same as in Figure 15 but the data in addition has been band-passed.
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Figure 19: Same as in Figure 16 but the data in addition has been band-passed.
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Figure 20: Same as in Figure 14 but for the model 3.17.
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Figure 21: Distribution of regression coefficients for normalized variables for (V x
r7)(upper left), r"(upper right), and 8(./8z(lower left). The values below minus one
standard deviation are denoted by black, above one standard deviation by white, and in
between by gray. The underlying contours show bathymetry at the contour spacing of 1
km.
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Figure 22: Same as in Figure 21 but the coefficients have been averaged in space.
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Figure 23: Same as in Figure 20 but for the band-passed data.
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Figure 24: Same as in Figure 21 but for the band-passed data.
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Figure 25: Same as in Figure 22 but for the band-passed data.
80
a,
(p
-1
output: eta inputs: curl taux pa_x eta_e
percentage of explained variance, mean=0.4546
_ -1
-20
160 170 180 190 200
longitude
210 220 230
Histogram for explained variance of the model
Figure 26: Same as in Figure 14 but the data has been averaged in space.
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Figure 27: Same as in Figure 15 but for the data averaged in space.
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Figure 28: Same as in Figure 14 but for the model 3.18.
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Figure 29: Distribution of regression coefficients for normalized variables for (V x
7r)(upper left), 7r(upper right), ac/xz(lower left), and OC8/y(lower right). The values
below minus one standard deviation are denoted by black, above one standard deviation
by white, and in between by gray. The underlying contours show bathymetry at the
contour spacing of 1 km.
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Figure 30: Same as in Figure 14 but for the model 3.19.
0
A
n 7 1 i
output (eta_x).*(beta-f*d_y./h)+(etay).'(f*d_xJh) 1 -- > gt. 1 stdev, -1 -> less (-1) sidev, 0 -> betw. -1 1 s
regr.coef on f/rho/g./h.*curl mean= 0.0009225
50
40
30
20
a 10
0 0
-10
-20
-30
-1
-40 -1
-50
160 180 200 220 240 260 280
longitude
regr.coef on 1/rho/g./h.*taux.*beta mean= 0.008001
50
40 1
30
20
a 10
-10
-20
-30
-40 -1
-50
160 180 200 220 240 260 280
longitude
Figure 31: Distribution of regression coefficients for normalized variables for (V x
r),(upper) and r"(lower). The values below minus one standard deviation are denoted by
black, above one standard deviation by white, and in between by gray. The underlying
contours show bathymetry at the contour spacing of 1 km.
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Figure 32: Same as in Figure 30 but for the northeastern Pacific only.
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Figure 33: Same as in Figure 31 but for the northeastern Pacific only.
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Figure 34: Contours of root mean square variability for a + ( _) (upper),
(V x r),(middle), and - ro(lower) in m 2 for the northeastern Pacific.pgh pgh89
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Figure 36: Same as in Figure 34 for all of the Pacific.
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Figure 37: Same as in Figure 35 for all of the Pacific.
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Figure 38: Same as in Figure 14 but for the model 3.20 without the 'r'term.
K
1
0.9
0.8
a 0.7
06S0.6
"6
CD0.3
0.2
0.1
UI
n
output laplace_etat+(eta_x).*(beta-f*d_yJh)+(etay).'(f*d_xJh) 1 -- > gt. 1 sidev, -1 -> less (-1) stdev, 0 --
regr.coef on f/rho/g./h.*curl mean= 0.001451
50
40 1
30
20
0¢ 0
-10
-20
-30
-1
-40
-50
160 180 200 220 240 260 280
longitude
Figure 39: Distribution of regression coefficients for normalized variables for (V x
r),(upper). The values below minus one standard deviation are denoted by black, above
one standard deviation by white, and in between by gray. The underlying contours show
bathymetry at the contour spacing of 1 km.
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Figure 40: Contours of log of rms(f (V x r),) over rms( V 27+ (7
for the Pacific.
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Figure 41: Same as in Figure 14 but for the model 3.20.
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Figure 42: Distribution of regression coefficients for normalized variables for (V x
7),(upper) and -r"(lower). The values below minus one standard deviation are denoted by
black, above one standard deviation by white, and in between by gray. The underlying
contours show bathymetry at the contour spacing of 1 km.
x 10RMS of laplace eta t+(eta_x).*(beta-f*d_y./h)+(eta_y).*(f*d_x./h)
160 180 200 220 240 260 280
RMS of f/g/rho./h.'curl
160 180 200 220 240 260 280
RMS of beta./rho/g./h.*taux
160 180 200 220 240 260 280
longitude
x 10
10
5
0
-16
10
5
0
Figure 43: Contours of root mean square variability forV 2 + + ( ) oqo
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Figure 45: Same as in Figure 14 but for the model 3.21.
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Fi ure 46: Distribution of regression coefficients for normalized variables for
-B - f) + f~ ) (upper left), (V x r),(upper right), and r~'(lower). The values
below minus one standard deviation are denoted by black, above one standard deviation
by white, and in between by gray. The underlying contours show bathymetry at the
contour spacing of 1 km.
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Figure 47: Distribution of regression coefficient on V 2i1(i,j, t- 1).
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Figure 48: Same as in Figure 45 but for the south eastern Pacific.
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Figure 49: Estimates of the mean SSH variance (cm 2) computed for each T/P cycle as
an initial condition showing (a) data error and )b) simulation error. The dashed curves
are the data and simluation variance, respectively.
(a) Estimated R: diagonal in crn^2
(b) Estimated P: diagonal in cm2
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Figure 50: Contours of the estimate of (a) data error covariance R and (b) simulation
error covariance EPET.
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Figure 51: Contours of the SSH at t=0 (2nd T/P cycle) and 10 days later (3rd T/P cycle)
from the data. Annual, semi-annual cycles, and time mean have been removed.
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Figure 52: Contours of potential vorticity.
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Figure 53: Comparison of a) model forecast q(25, -), b) Kalman filter assimilation
q(25), and c) the observations h(25) after 2 apllying the Kalman filter for 240 days.
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Figure 54: The amount of variance of the data (Eh, solid), accounted for by the forecast
sea level(Ef,dotted), by the Kalman filter update (Ed,dashed), the RTS smoother estimate
(E,, dash-dotted), and the initial conditions (Ei, circles), for the model in Northeastern
Pacific. The values in the box represent mean values for the respective variables.
107
I /
I 0
o0
1_
"
17
, I
(a) Mean square error of P(t,-)
0 10 20 30 40 50 60 70 80 90
(b) Mean square error of P(t)
3
10 20 30 40 50
(c) Mean square error of P(t,+)
60 70 80
10 lII
10-5  I I I I I I I I
0 10 20 30 40 50 60 70 80 90
An.fit s.an. fit. aver. over 10 by 10 Deg w.bath. nlev_W=0.0001 p0--0.0004sigr=0.0002 dt-0.5Leapf=l r.diss-0, Real top. 1, real.forc. 1 w. interp. in forc.
Michael Chechelnitsky 19-Apr-96, 2:49
Figure 55: Evolution of mean variance of the (a) the model forecast,
update, and (c) the smoothed estimate. The time is in T/P cycles.
employed 5 T/P cycles, and therefore, the lines are constant for t
units are m2 .
(b) the Kalman filter
The steady filter was
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Figure 56: Comparison of SSH variability at 2000 E and 400 N for the Nort east Pacific
assimilation: the data (solid line), the model forecast (dashed line), the kalman filter
assimilation (dotted line), and the smoother estimate (dash-dotted line). T/P data was
averaged over 100 by 100 and had annual and semi-annual cycles removed.
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Figure 57: Comparison of SSH variability at 2200 E and 200 N for the central east
Pacific assimilation: the data (solid line), the model forecast (dashed line), the kalman
filter assimilation (dotted line), and the smoother estimate (dash-dotted line). T/P data
was averaged over 100 by 100 and had annual and semi-annual cycles removed.
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Michael Chechelnitsky 18-Apr-96, 23:47
Figure 58: Longitude versus time plot of SSH anomalies relative to the mean at 400 N
from [Left to right, top to bottom]: the observed field (filtered T/P data) h(t), the model
forecast q(t, -), the Kalman filter update q(t), and the smoother estimate q(t, +). The
resolution of the plots is 1 T/P cycle by 20 . T/P data was in addition averaged over 100
by 100 and had annual and semi-annual cycles removed.
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Figure 59: The amount of variance of the data (Eh, solid), accounted for by the forecast
sea level(Ef,dotted), by the Kalman filter assimilation (Ed,dashed), the data update (Ed,
dash-dotted), and the initial conditions (E, circles), for the model in south east Pacific.
The values in the box represent mean values for the respective variables.
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Figure 60: The amount of variance of the data (Eh, solid), accounted for by the forecast
sea level(Ef,dotted), by the Kalman filter assimilation (Ed,dashed), the data update (Ed,
dash-dotted), and the initial conditions (Ei, circles), for the model in central east Pacific.
The values in the box represent mean values for the respective variables.
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