A methodology to determine and maintain the schedule times used in a computer-based OR Scheduling System is presented. State-of-the-art equations to be used for different scheduling situations are presented and discussed with the attendant data base reduction methodology to provide the scheduling parameters. An example is given of the data reduction methodology as well as suggestions for maintenance of the data base.
starting on time, namely, the AM cases, or when they can follow themselves. Also, poor utilization can result because OR personnel are reluctant to schedule cases in the afternoon due to the difficulty in determining a schedule permitting them to finish before the end of the shift.
If more appropriate scheduling times could be provided and used as part of the scheduling process, then the administrative problems described above could be greatly reduced. Procedures could be scheduled throughout the day with much higher probabilities that they would start on time. 1'2 In addition, OR staff could be forewarned with greater precision when overtime would be required.
PROCEDURE TIME COMPONENT EQUATIONS
If the distributions of time required for an OR procedure were normally distributed, Equation (1) could be used accurately to predict the amount of time required for the case at whatever level of confidence the user desired.
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where P is the time to be allotted for the procedure, ij • • • m are subscripts indicating surgeon, case teaching status (resident surgeon involvement), inpatient or outpatient status, and other case characteristics. X is the average operating room time for the procedure. Z is the number of standard deviations associated with the probability of having enough time to set up for the case, do the surgery, and clean up afterward. S is the unbiased sample standard deviation of the operating room time for the procedure. With Z = 0, the probability is 0.50 for having sufficient time to set up for the case, do the procedure, and clean up afterwards; it is the same as using the average time as previously discussed. With Z = 1.645, the probability is 0.95 for having sufficient time.
Unfortunately, many OR procedure time distributions display non-normal characteristics. Plots of OR procedure times usually reveal a truncation on the left side and a tail on the right side as shown in Fig. 1 . This suggests that OR procedure times might be better represented by a lognormal distribution. Because of this, predictions for individual cases could be improved if they were based on a data base constructed from the natural logs of the procedure time data. To predict the time to be scheduled for the procedure, Equation (2) should be used on the natural log data instead of Equation (1) . This is the same as using Equation (1) on the transformed data and then taking the antilog of the result. Equations (1) and (2) were presented for the purpose of determining the time required for a single case. If the scheduling policy of the OR suite is to assign fixed start times to cases throughout the day, then Equation (2) using a Log transformed data base should be used. An exception to this is when two or more cases on an "as follows" basis will be done. To determine the total amount of time that the room will be in use, Equation (3) should be used. Equation (3) should also be used to estimate the endpoint for the last case in a room (assuming that two or more procedures are to be performed) when the OR suite scheduling policy calls for all cases to be performed on an "as follows" basis. For this situation only the first case of the day in a room has a fixed starting time. Obviously, if only one case is to be performed in a room for the day, Equation (2) should be used regardless of the scheduling policy.
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where T(N) is the total time needed for "N" cases that are performed on an "as follows" basis.
As with Equation (1), Equation (3) also assumes that the cases' distributions are normally distributed. Unfortunately, the authors do not know of any equation that can be used with the transformed log data. Though some error will result, the size of this error will decrease as the number of cases (N) increases. Summing the times derived with Equation (2) would significantly overestimate the amount of time required.
DATA BASE REDUCTION METHODOLOGY
In order to derive the greatest benefit from OR case time data, the data need to be subdivided into subsets that are not only clinically meaningful and consistent but also statistically similar for the purpose of predicting OR time needed for procedures. In addition, data subdivision needs to be done along lines that are conducive to the development of user-friendly microcomputer programs that can use the processed data for scheduling purposes.
Because OR time requirements are highly procedure dependent and because the data subsets need to be clinically meaningful, the authors have chosen the "set of codes" identifying the set of OR procedures (to be done during one trip to the OR) as the first factor to be used in data subdivision. Even though the time distributions for two different sets of procedures (e.g., one on the mouth and another on the foot) may be essentially the same, clinical meaningfulness of the subsets will be lost if the data are combined. Table  1 illustrates the type of summary statistics that one might see for data subdivided at the procedure set level for six different sets of procedures.
Further data analysis now can be attempted to refine the predictive power of the time estimates by subdividing the data by other factors, such as primary (staff) surgeon, case teaching status (resident involvement), patient inpatient/outpatient status, patient sex, patient age, etc. These particular factors are mentioned because they are patient and case attributes that should be known at the time the surgery is scheduled. Information not average room time (in minutes) for the procedure set unbiased sample standard deviation (in minutes) for the distribution of the procedure set average of the natural logs of the procedure set room times unbiased sample standard deviation for the distribution of the natural logs of the procedure set room times predicted maximum length of time (in minutes) that the procedure set will require with a probability of 0.95. It is derived from Equation (2) . The specific equation is:
number of cases of data within the procedure set known until after case scheduling, such as nursing/anesthesia personnel assignments and patient preoperative condition, cannot be used. The objective of the methodology presented below is to determine the subsets of data within procedure sets that are statistically different from each other and that will produce better predictions of room time needed, based on the chosen factors and corresponding case attributes. Basically, the process involves subdividing the data into component subsets by the chosen factors and then pooling the subsets determined to be statistically similar in terms of their time requirements.
The methodology is designed to work with any size data set and with whatever factors an OR administrator may choose. For many types of procedures, however, sample size will limit the process of forming subsets of data beyond the procedure level. For other procedure sets, regardless of the amount of available data, subdivision will not be possible because a procedure and one or more specific factors may be incongruous, e.g., open heart surgery is not performed on an outpatient basis. Finally, attempted subdivision by multiple factors, though not necessarily incongruous in theory, may result in empty subsets due to OR policy, lack of data, and/or other reasons. To facilitate explanation, an example is presented based on procedure 53.00 (unilateral repair of inguinal hernia) data, summarized in Table 1 . The factors selected as an example for data subdivision are primary surgeon and case teaching status (surgical resident involvement).
Before data subdivision is done for any procedure set, rules must be established to accommodate situations when potential subsets contain only single cases, i.e., insufficient data to compute variances. Though single case subsets simply could be excluded, it is desirable to combine them with one or more other single case subsets to maintain overall sample size. This complicates data management by having to maintain subset(s) in which one or more factors are disregarded in the formation of the initial component subsets. For our example, the following rules are used to handle single case subsets:
1. If a primary surgeon has performed only two cases with one being a teaching case and the other a nonteaching case, pool the two cases for the primary surgeon and disregard the teaching status factor.
2. If rule 1 falls, exclude the single case subset from analysis. It cannot be used in testing and pooling for this detailed set of factors, but it will be included in later analyses when, for example, teaching status is the only factor. Table 2 illustrates the situation prior to final data subdivision with respect to the initial case count breakdown and other statistics. Because Surgeon 1 performed two cases, one teaching and one nonteaching, rule 1 will be applied when subdividing the data into their component subsets. Under rule 2, the single case performed by Surgeon 8 will be excluded from subset assignment for this round of testing and pooling. Table 3 shows these component subsets at the start of the testing and pooling process following subdivision, as well as the initial component subset identifiers (subset number) to be used to track the data during processing. 
a Pooled by Rule 1.
To determine if the data of two component subsets should be pooled, we must test the hypothesis that both subsets represent samples of data from the same population, i.e., the schedule time means and variances from Equation (4) for both subsets are equal. (An assumption is that if the variances are equal, the standards deviations are equal.) If equal, the hypothesis is accepted and the data are pooled (subsets combined); if either set of terms is not equal, then the hypothesis must be rejected. The first step is to test the variances 2 2 (S 1,S 2) using an equality of variance F test. If no significant difference is found, then equality of the subsets' means (X 1 rX2) is tested using a two-sample t-test. If the variances are not equal, there is no need to test the means.
In practice, testing and pooling occur in two separate stages. In Fig. 2 , the decisions made during both stages of the process are graphically displayed for the procedure 53.00 example. On the far left side of the figure, the initial component subset identifiers from Table 3 are displayed. Though it is not possible to show all pair-wise tests in two dimensions, the asterisks (*) that fall in a vertical column indicate the existence of tests between one subset and every other subset in that column. Each vertical bar represents the combining of two sets and the pooling of their data. P1-P4 identify the aggregate subsets following stage one processing, and A-F identify the final subset groups that are homogenous in terms of their subset means and standard deviations.
In the first stage of testing and pooling (see Fig. 3 ), processing is based only on the subsets' unbiased variances. One by one the subsets with the greatest similarity are combined and new comparisons are made between the pooled subset and the other remaining subsets. More specifically, processing begins by testing each pair of component subsets with the F test for significant difference between their unbiased standard deviations (this requires N(N-1)/2 tests for "N" component subsets). Pooling then is done for only the two subsets with the largest significance level that is also greater than alpha (alpha = 0.05 in the example). If no pair's significance level is greater than alpha, stage one processing is completed. If pooling does occur, then an unbiased overall standard deviation is computed for the pooled data of the combined subset, and pair-wise testing between the combined subset and the remaining subsets is done next. This process is repeated with subsequent pooling of subsets occurring each time the greatest significance Test Group Variances for Equality and Combine Accordingly Omit from further consideration all comparisons between the component groups of the new group and the other remaining groups.
Use the F-test to determine the (x significance levels for equality of variance of the new group paired with each of the remaining groups.
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Final "aggregate" groups are significantly different from each other with respect to variance /~roceed with means testing fo~ ~ original groups within aggregates~) ~ Point A ~ testing and pooling of the latter based on the subsets' means (see Fig. 4 ). Processing is done on one aggregate at a time. This limits the scope of testing and pooling to only the component subsets from within the same aggregate which have no statistical differences in their standard deviations. Except for the use of t tests instead of F tests to assess equality of the subsets' means, the algorithm for testing and pooling is essentially the same as in stage one.
For the procedure 53.00 example, Table 4 shows the statistics for both the intermediate (PI • • • P4) and final subsets (A, B . . . F) following testing and pooling. The headings in the table are as previously defined.
Based on the identifying component subset numbers, Table 5 depicts the final subset groups' assignments for scheduling purposes according to the primary surgeon and case teaching status factor. For example, operating room time for a case to be performed by Surgeon 3 on a nonteaching basis would be predicted by final subset group "B". Because the case for Surgeon 8 was excluded from testing and pooling, scheduling for Surgeon 8 and other surgeons not included in processing because of lack of cases cannot be determined from the analyses carried out so far.
Predictions for the time needs of Surgeon 8 and Surgeon 7, nonteaching will be minimal because they did one or fewer 53.00 procedures. However, there likely are to be instances when a time prediction will be needed for them, or when a new surgeon will want to do the procedure. For these instances, another round of testing and pooling will have to be done for all procedure 53.00 data factored only for case teaching status. This is accomplished using the same methodology as just described. Table 6 is an example of the result.
THE SCHEDULING APPLICATION
Once the data base has been analyzed, a system to predict times for scheduling purposes is necessary. Regardless of scheduling policy (fixed start time versus "as follows" scheduling), there always will be a need to compute the maximum times required for both single and multiple cases. Hence, the system must be capable of deriving time requirements based on both Equations (2) and (3). This implies that for each entry in the scheduling data base, there must be two sets of means and standard deviations, one representing log data and one representing the untransformed data. An alternative arrangement would be to have the means and standard deviations of the untransformed data along with precalculated estimates for single procedure set scheduling times. This, however, would restrict time estimates for single procedure sets to values based on a predetermined value of Z (as in Table 4 ). To deliver the greatest benefit, the system must render scheduling time estimates for as many types of procedures as possible. Because of sample, size limitations, there will continue to be a need for estimates from surgeons and/or OR schedulers for infrequently performed procedures and for surgeons doing a particular type of procedure for the first time. The system should produce some time estimate even if it has no specific data for one or more of the factors used in the full-scale factor analysis. Therefore, the system's data base will contain a degree of redundancy to enable the scheduler to use the most appropriate set of data for the circumstances.
For example, suppose that testing and pooling for only the teaching status factor produced the results shown in Table 6 . Table 7 then would provide the type of scheduling data base entries for procedure 53.00 based on both multiple factor processing (primary surgeon and teaching status) and single factor processing (teaching status).
In practice, the system first would prompt the user to enter information on all factors used for testing and pooling, i.e., procedure codes, primary surgeon codes, and the expected case teaching status. Next, the system would locate hierarchically the data base record containing the statistics of the subset that most closely matched the factors entered by the user. In Table 7 records 786 through 798 contain the statistics for all surgeons for which surgeon-specific predictions can be made, whereas records 784 and 785 contain the statistics for all other surgeons depending on the teaching status of the case to be scheduled. 
