Introduction
============

The published literature in medicine and related fields now forms a vast amount of information which is so large that it can only be accessed effectively using automatic search tools.[@b1] [@b2] Providing these tools is an important goal since access to information in the medical literature has been shown to be beneficial for both consumers and health professionals.[@b3] [@b4] Automatic processing of biomedical documents is, however, made difficult by the fact that they contain terms that are ambiguous. For example, 'culture' can mean 'laboratory procedure' (eg, 'In peripheral blood mononuclear cell culture') or 'anthropological culture' (eg, 'main accomplishments of introducing a quality management culture').

The process of resolving lexical ambiguities is known as Word Sense Disambiguation (WSD) and has been widely studied in Natural Language Processing.[@b5] [@b6] Several approaches to WSD in the biomedical domain have been based on supervised methods.[@b7; @b8; @b9] However, these rely on large datasets for training which are difficult to obtain or create.[@b10] Recently, researchers have explored techniques for automatically identifying examples and using them as an alternative to manually labeled data,[@b11] [@b12] although these approaches have yet to be applied to more than small sets of ambiguous terms. Humphreys *et al*[@b13] avoided the need for labeled data by making use of Journal Descriptors[@b14] to exploit information about the topic of the document in which an ambiguous term appears. This approach assigned ambiguous terms one of the 135 Semantic Types from the Unified Medical Language System (UMLS) Metathesaurus[@b15] but was unable to distinguish between meanings that have the same Semantic Type.

Unlike supervised approaches, knowledge-based approaches do not require training data and make use of information from some external resource, or knowledge base (KB). McInnes[@b16] reported an approach that used the UMLS Metathesaurus as a KB and could distinguish between all possible meanings (and not just those with different Semantic Types). Textual descriptions for each meaning of an ambiguous word were generated from the Metathesaurus and the most appropriate sense chosen by identifying the one which shared the most terms with the context, a commonly used technique for WSD.[@b17] As an alternative, graph-based techniques have recently proved to be a successful knowledge-based approach.[@b18] [@b19] These have recently been applied to the biomedical domain by creating a graph using the relations in the UMLS Metathesarurus as a KB and then applying a random-walk algorithm in order to determine the most appropriate meaning according to the context.[@b11] [@b18] Jimeno-Yepes and Aronson[@b11] compared a number of knowledge-based WSD algorithms and found that the graph-based approach is outperformed by alternative approaches. However, a similar approach[@b20] reported superior performance using a more recent version of UMLS.

Most work on WSD has ignored the domain of the target documents. More recently, there has been interest in methods that take into account the domain in which an ambiguous word appears.[@b21; @b22; @b23] Medical Subject Heading (MeSH) terms are manually curated labels for biomedical and health-related documents that often provide information about the topic of the document to which they are applied. Several studies have shown that MeSH terms are useful for WSD of biomedical documents.[@b9] [@b24; @b25; @b26; @b27; @b28] However, all of these approaches have used MeSH terms as features in a supervised (or semisupervised) system. This paper makes use of MeSH terms within a knowledge-based approach by using them to create a set of key terms closely associated with each MeSH term. These key terms are used as context for a WSD system, and it is found that combining these key terms with local context outperforms the use of either in isolation, and significantly improves the system\'s performance. The main advantage of our system with respect to previous WSD systems for biomedical documents, for example,[@b13] [@b16] [@b20] is that it makes use of information contained in the UMLS Metathesaurus while combining it with information about the domain of the target document automatically learned from text.

Background
==========

This section describes the graph-based methods for WSD as used in Agirre *et al*.[@b20]

Graph-based WSD
---------------

A KB is typically formed by a set of concepts, relations among the concepts and a dictionary (a list of words linked to at least one concept). We consider the KB as a graph G=(V;E), using vertices V for representing concepts, and edges E for relations between them.

The WSD system is based on random walks over a graph representing a KB and uses the PageRank[@b29] algorithm, originally developed to identify important pages in web searches. PageRank can be viewed as a technique for scoring the vertices V according to their importance in the overall structure of the graph. After the PageRank calculation, the final weight assigned to a node represents the proportion of time that a random walker spends visiting that node after a sufficiently long time.

Assume that G has N vertices (v~1~,...,v~n~). For a given vertex v~i~, let In(v~i~) be the set of vertices pointing to it, and let d~j~ be the out-degree of vertex v~j~. The PageRank of vertex v~i~ is defined as:$$\text{P}\left( \text{v}_{\text{i}} \right) = \text{c}{\sum\limits_{\text{v}_{\text{j}} \in \text{In}(\text{v}_{\text{i}})}{\frac{1}{\text{d}_{\text{j}}}\text{P}\left( \text{v}_{\text{j}} \right) + \left( 1 - \text{c} \right)}}\frac{1}{\text{N}}$$where c is the so-called damping factor, a scalar value between 0 and 1.

In standard PageRank, weight is assigned to unconnected vertices with probability 1--c and uniformly distributed across the graph, whereas for Personalized PageRank (PPR) it is chosen non-uniformly and specified by a teleport vector.[@b30] In order to introduce PPR, [equation 1](#fd1){ref-type="disp-formula"} is rewritten in a compact form using matrices. Let M be an N×N transition probability matrix, where M~ji~=1/d~i~ if a link from v~i~ to v~j~ exists, and zero otherwise. Let **v** be a stochastic normalized N×1 vector whose elements are all 1/N (the teleport vector). Then, the calculation of the PageRank Vector **P** over the graph G is equivalent to resolving the following equation:$$\text{P} = \text{cMP} + \left( 1 - \text{c} \right)\text{v}$$

PPR is used for WSD by constructing a vector v that assigns high probabilities to the context words that surround the ambiguous word. Let W={W~1~,..., W~m~} be an input context comprising words which have an entry in the dictionary, and can therefore be related to KB concepts. For each target word W~i~, the system concentrates the teleport vector in the concepts of the words surrounding W~i~, but not in the concepts of the target word itself, and applies the PPR over the graph. The target word is then disambiguated by choosing the concept associated with it with the highest rank. This approach has been used successfully by a number of authors.[@b19] [@b20] [@b31]

Application to UMLS
-------------------

PPR has been applied to the disambiguation of medical documents using the UMLS Metathesaurus as a KB.[@b11] [@b20] The UMLS was created by unifying a diverse range of controlled vocabularies and classification systems. It consists of more than one million biomedical concepts and five million concept names. The Metathesaurus is organized around concepts, and each is assigned a Concept Unique Identifier (CUI). Strings are considered ambiguous in the UMLS if they are associated with more than one CUI. For example, the following CUIs are associated with the term 'culture': C0010453 'Anthropological Culture' (eg, 'a quality management culture') and C0430400 'Laboratory culture' (eg, 'blood mononuclear cell culture'). The Metathesaurus also contains information about a wide variety of relations between CUIs in database tables. For example, the MRREL table relates C0010453 to C0015032 'Ethnology' and C0037455 'Societies'. A graph is created using the CUIs as vertices and edges between them defined using the MRREL table.

The dictionary contains mappings from words and phrases in text to UMLS CUIs. It is created using the MetaMap program[@b32] which splits the input text into phrases and maps each onto the set of possible CUIs that they could refer to, known as candidates. The set of candidates for each word or phrase in the context of the ambiguous terms is extracted from the MetaMap output and used to create the dictionary to define the possible CUIs for each word in its context.

The graph and dictionary were constructed using publicly available software (<http://ixa2.si.ehu.es/ukb/>) and resources (<https://uts.nlm.nih.gov/>) and can be easily replicated, as explained in Agirre *et al*.[@b20]

National Library of Medicine-WSD data set
-----------------------------------------

The National Library of Medicine (NLM)-WSD data set[@b33] was used for evaluation. This is a collection of 50 terms that are ambiguous in the UMLS Metathesaurus and occur frequently in Medline. A hundred instances of each of the 50 terms were selected from citations added to Medline in 1998 and manually disambiguated. In addition to the meanings defined in UMLS, annotators had the option of assigning a special tag ('none') when none of the meanings in UMLS were judged to be appropriate. Following common practice among researchers who use this corpus,[@b11] [@b13] [@b16] [@b20] we removed these instances from the test set leaving 3983 instances and 49 ambiguous terms. One term, association, was excluded, since all instances were labeled 'none.'

Extracting domain terms
=======================

This section describes two general methods for identifying domain key terms; we then describe how key terms are created for the NLM-WSD dataset (Section 'Identifying key terms for NLM-WSD') as well as providing examples.

Domain context
--------------

Our approach to integrating domain information is to identify terms that are indicative of the domain (key terms) and use them as context, either as a replacement for or in addition to the local context. For example, the fact that 'culture' occurs in documents discussing microbiology is a strong indicator that it means 'cell culture' rather than one of the alternative meanings. Examples of key terms in the microbiology domain could include 'cell,' 'activity,' 'inhibited,' and 'assay.' We use these terms as additional context in the PPR algorithm.

This approach relies on being able to identify the key terms that indicate a domain. We use two different lexical statistics, which rely on the assumption that we have access to a corpus in which documents have domain labels associated with them. The domain labels we use are MeSH terms.[@b15] MeSH is a controlled vocabulary for indexing biomedical and health-related information. The most recent version contains 26 142 descriptors. MeSH terms are manually assigned to Medline abstracts by human indexers and provide an accurate information about the domain and topic of the abstract. For example, MeSH terms associated with the abstract containing the phrase 'blood mononuclear cell culture' include Cultured Cells, Membrane Proteins, and Human.

### Log likelihood

The first method for identifying key terms is the log-likelihood ratio, G^2^, which has been widely used in language processing.[@b34; @b35; @b36] This approach relies on analyzing variables and assigning high scores when their co-occurrence is greater than would be expected by chance. The log-likelihood ratio has been used within a corpus comparison method to identify the terms that were indicative of each corpus,[@b37] and we reapply their method here. In this application, the variables are the occurrence (or otherwise) of a term within a document and assignment (or otherwise) of a domain label to a document. Terms are assigned high scores in relation to a domain label when the probability of their occurring in documents marked with the domain label is greater than chance would predict.

The G^2^ score for each term and MeSH code is computed by creating a 2×2 contingency table listing the observed occurrences of that term in documents labeled with that MeSH code. An example table is shown in [table 1](#tbl1){ref-type="table"}, where o~++~ indicates the number of times a term occurs in a document labeled with the MeSH code, o~+−~ the number of times that it occurs in a document not labeled with the code, and so on.

###### 

Contingency table showing distribution of terms in documents

           Medical Subject Heading code   Totals   
  -------- ------------------------------ -------- ---------
  Term                                             
   +       o~++~                          o~+−~    o~+\*~
   −       o~−+~                          o~−−~    o~−\*~
  Totals   o~\*+~                         o~\*−~   o~\*\*~

The expected value for each cell in the contingency table can then be computed using [equation 3](#fd3){ref-type="disp-formula"}, which allows the G^2^ statistic to be calculated according to [equation 4](#fd4){ref-type="disp-formula"}.
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### Relevance feedback

The second method for identifying key terms is based on relevance feedback in Information Retrieval,[@b38] which has previously been used to generate labeled training data for WSD.[@b39] [@b11] Given a set of documents, D, we assume that some are labeled with a MeSH code, D~+~, while the remainder, D~−~ are not. The number of times a term, t, occurs in a document, d in D, is represented as count (t; d) and the number of documents containing t in D as df(t). A score indicating the association between the term t and D~+~ can then be computed using [equation 5](#fd5){ref-type="disp-formula"}. In this equation, idf(t) is the inverse document frequency (IDF) of the term t and is computed using [equation 6](#fd6){ref-type="disp-formula"}, where df(t) is the number of documents in D that contain t. IDF is a commonly used measure in Information Retrieval which provides information about the number of documents in which a term appears and assigns high values to terms that appear infrequently. When relevance feedback is used in Information Retrieval, the idf term in [equation 5](#fd5){ref-type="disp-formula"} is not normally included. However, when it is being used to find terms that are indicative of a domain, it is helpful to include it, since not doing so leads to infrequent terms being scored highly.[@b30]
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Identifying key terms for NLM-WSD
---------------------------------

A set of key terms were generated for the MeSH codes associated with the abstracts in the NLM-WSD corpus. For each of these MeSH codes, 100 abstracts were downloaded from Medline using Entrez (<http://www.ncbi.nlm.nih.gov/Entrez/>). The downloaded abstracts were then run through MetaMap to identify the candidates for each term. (MetaMap also identifies compound terms.) The processed corpus is then analyzed using the lexical statistics, and the top 10 key terms extracted for each MeSH code. For example, the key terms for the MeSH code Cultured Cells include 'cells,' 'inhibitors,' 'virus,' 'carcinoma cell,' and 'human cells.'

The key terms are used as context for each abstract that is annotated with that MeSH term. Abstracts in the NLM-WSD are typically labeled with several MeSH codes, and the context is created by taking the combination of all keys terms for the MeSH codes that apply to an abstract.

MeSH codes are not evenly distributed in Medline abstracts. On average, MeSH codes apply to 6.1 abstracts in the NLM-WSD corpus, but the most common code (Human) is associated with 2624 (76.6% of the total). This is taken into account using the IDF of each MeSH code. This is a different application of the IDF measure from that used to compute the importance of terms when computing the domain context. IDF of MeSH codes is computed using [equation 7](#fd7){ref-type="disp-formula"}, where m is a MeSH code, M the corpus of abstracts downloaded from Medline, and df(m) the number of abstracts in M that have the MeSH code m associated with them.
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When IDF weighting is applied, the key terms for each MeSH code are weighted by the IDF score for that code, thereby reducing the importance of very common codes, such as Human, Male, or Female.

Example key terms and contexts
------------------------------

[Table 2](#tbl2){ref-type="table"} shows some of the key terms that are identified by the relevance feedback method for two MeSH terms that tend to be associated with different meanings of the term 'culture.' The MeSH term Cells, Cultured is often associated with abstracts in which 'culture' is used to mean 'laboratory procedure,' while occurrences in abstracts labeled with Socieconomic Factors 'culture' almost always means 'anthropological culture.' It can be seen that there are clear differences between the terms that are identified for each MeSH code and those that would intuitively be expected to be associated with the different meanings of 'culture.'

###### 

Example key terms identified by relevance feedback approach for Medical Subject Heading codes associated with different meanings of 'culture'

  Cells, cultured   Socio-economic factors
  ----------------- ------------------------
  Inhibitors        Health
  Cell              Education
  Virus             Income
  Inhibition        Social
  Assay             Countries
  Inhibited         Economic
  Cytotoxicity      Care
  Staining          Need
  Virions           Services
  Epithelial        Children

[Table 3](#tbl3){ref-type="table"} shows example contexts for a sentence from the NLM-WSD corpus which contains the word 'culture' to mean 'laboratory procedure.' The row labeled 'Local context' shows the context created from the terms found around the ambiguous word. All context terms are assigned the default weight of 1 (indicated by \#1). The next row, 'Key terms,' shows context created from the MeSH term Cells, Cultured which is associated with the abstract in which this sentence appears. The next row, 'Key terms (IDF),' shows the same context with IDF weighting. In this case, all context terms are weighted 1.36, the IDF score for the MeSH term Cells, Cultured. When these are combined with the local context (bottom row), context terms are assigned different weights.

###### 

Samples of contexts generated for the sentence 'The main goal of the present study was to determine whether or not oligodendrocytes in culture constitutively express the different βAPP isoforms' (simplified for brevity).

  ----------------------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------
  Local context                       goal\#1 present\#1 study\#1 oligodendrocytes\#1 culture\#1 different\#1 isoforms\#1
  Key terms                           inhibitors\#1 cell\#1 virus\#1 inhibition\#1 assay\#1
  Key terms (IDF)                     inhibitors\#1.36 cell\#1.36 virus\#1.36 inhibition\#1.36 assay\#1.36
  Local context and Key terms (IDF)   goal\#1 present\#1 study\#1 oligodendrocytes\#1 culture\#1 different\#1 isoforms\#1 inhibitors\#1.36 cell\#1.36 virus\#1.36 inhibition\#1.36 assay\#1.36
  ----------------------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------

IDF, inverse document frequency.

Results and discussion
======================

Results are shown in [table 4](#tbl4){ref-type="table"}. (Performance figures for local context reported here are slightly higher than those previously reported.[@b20] The difference was caused by the use of a newer version (0.1.6) of the PPR software, which fixed several minor bugs.) Performance is measured as the percentage of instances correctly disambiguated. The column 'Local context' shows performance when the context around the ambiguous word is used, and corresponds to the use of PPR over the UMLS Metathesarus without any additional information about the domain of the documents. Results are also reported when each of the contexts created using the domain is used, both alone and in combination with the local context. G^2^ indicates that the context is generated using the log-likelihood score and RF that the relevance feedback approach was used. Both methods are applied with and without IDF scores of the MeSH terms being used to weight the context (indicated by 'IDF' in [table 4](#tbl4){ref-type="table"} when it is used). Results obtained using the domain model are compared with the local context and statistical significance computed using bootstrap resampling with 95% confidence.[@b40]

###### 

Word Sense Disambiguation results using local and domain context

                                      Domain context alone   Domain context and local context                                                                                                                                                           
  --------------------- ------ ------ ---------------------- ---------------------------------- ------- ------- ------------------------------------------- ------------------------------------------- ----------------------------------------------- -------
  All                   70.4   70.0   70.8                   70.6                               71.5    72.8    73.5[\*](#table-fn1){ref-type="table-fn"}   73.5[\*](#table-fn1){ref-type="table-fn"}   **73.7**[\*](#table-fn1){ref-type="table-fn"}   
  McInnes subset        54.5   57.5   57.9                   57.7                               58.6    58.9    59.2                                        59.1                                        **60.2**                                        
  *Adjustment*          93     33.3   32.3                   34.4                               35.5    33.3    34.4                                        35.5                                        38.7                                            37.6
  *Blood pressure*      100    46.0   51.0                   52.0                               52.0    53.0    52.0                                        52.0                                        53.0                                            54.0
  Cold                  95     30.5   60.0                   64.2                               63.2    64.2    66.3                                        67.4                                        68.4                                            68.4
  Condition             92     41.3   6.5                    15.2                               8.7     5.4     13.0                                        20.7                                        13.0                                            9.8
  Culture               100    80.0   87.0                   91.0                               83.0    86.0    88.0                                        92.0                                        85.0                                            86.0
  *Degree*              65     92.3   95.4                   93.8                               96.9    96.9    95.4                                        95.4                                        95.4                                            95.4
  Depression            85     88.2   100.0                  98.8                               98.8    98.8    98.8                                        97.6                                        98.8                                            97.6
  Determination         79     94.9   73.1                   87.2                               87.2    84.6    79.7                                        91.1                                        87.3                                            83.5
  Discharge             75     81.3   82.7                   81.3                               84.0    82.7    85.3                                        84.0                                        89.3                                            84.0
  Energy                100    95.0   86.9                   86.9                               93.9    92.9    87.0                                        87.0                                        94.0                                            93.0
  *Evaluation*          100    50.0   50.0                   50.0                               50.0    50.0    50.0                                        50.0                                        50.0                                            50.0
  Extraction            87     28.7   32.2                   39.1                               33.3    40.2    35.6                                        41.4                                        35.6                                            42.5
  Failure               29     93.1   86.2                   82.8                               65.5    79.3    86.2                                        86.2                                        75.9                                            82.8
  Fat                   73     95.9   97.3                   97.3                               97.3    97.3    97.3                                        97.3                                        97.3                                            97.3
  Fit                   18     11.1   5.6                    5.6                                0.0     0.0     11.1                                        11.1                                        5.6                                             5.6
  Fluid                 100    90.0   92.9                   92.9                               93.9    93.9    90.0                                        90.0                                        91.0                                            92.0
  Frequency             94     98.9   100.0                  100.0                              100.0   100.0   100.0                                       100.0                                       100.0                                           100.0
  Ganglion              100    73.0   69.0                   72.0                               71.0    73.0    80.0                                        79.0                                        80.0                                            81.0
  Glucose               100    90.0   92.9                   92.9                               91.9    91.9    92.0                                        94.0                                        92.0                                            92.0
  *Growth*              100    37.0   37.0                   37.0                               37.0    37.0    37.0                                        37.0                                        37.0                                            37.0
  *Immunosuppression*   100    62.0   73.0                   73.0                               74.0    74.0    73.0                                        74.0                                        74.0                                            74.0
  Implantation          98     87.8   70.4                   83.7                               74.5    88.8    76.5                                        90.8                                        84.7                                            93.9
  Inhibition            99     3.0    2.0                    2.0                                1.0     1.0     1.0                                         1.0                                         1.0                                             1.0
  Japanese              79     81.0   82.3                   78.5                               84.8    82.3    84.8                                        79.7                                        86.1                                            82.3
  Lead                  29     93.1   20.7                   20.7                               93.1    93.1    93.1                                        93.1                                        93.1                                            93.1
  Man                   92     45.7   81.3                   85.7                               76.9    82.4    84.8                                        87.0                                        81.5                                            83.7
  Mole                  84     57.1   56.6                   53.0                               62.7    57.8    69.0                                        65.5                                        72.6                                            70.2
  *Mosaic*              97     71.1   59.8                   56.7                               59.8    58.8    67.0                                        67.0                                        70.1                                            71.1
  *Nutrition*           89     29.2   49.4                   53.9                               46.1    52.8    47.2                                        50.6                                        44.9                                            49.4
  Pathology             99     33.3   16.7                   17.7                               16.7    17.7    20.2                                        22.2                                        22.2                                            22.2
  Pressure              96     97.9   100.0                  100.0                              100.0   100.0   100.0                                       100.0                                       100.0                                           100.0
  *Radiation*           98     52.0   43.9                   43.9                               43.9    43.9    43.9                                        43.9                                        42.9                                            43.9
  Reduction             11     45.5   72.7                   72.7                               72.7    72.7    72.7                                        72.7                                        72.7                                            63.6
  *Repair*              68     76.5   80.9                   80.9                               79.4    82.4    82.4                                        82.4                                        79.4                                            82.4
  Resistance            3      66.7   100.0                  100.0                              100.0   100.0   66.7                                        66.7                                        66.7                                            66.7
  *Scale*               65     81.5   82.8                   81.2                               82.8    82.8    73.8                                        73.8                                        72.3                                            75.4
  Secretion             100    99.0   99.0                   99.0                               99.0    99.0    99.0                                        99.0                                        99.0                                            99.0
  *Sensitivity*         51     33.3   62.7                   62.7                               62.7    62.7    64.7                                        62.7                                        64.7                                            64.7
  Sex                   100    87.0   85.0                   82.0                               85.0    83.0    86.0                                        84.0                                        86.0                                            85.0
  Single                100    94.0   87.0                   86.0                               79.0    85.0    91.0                                        89.0                                        90.0                                            90.0
  Strains               93     94.6   91.4                   86.0                               95.7    90.3    96.8                                        95.7                                        96.8                                            95.7
  Support               10     90.0   80.0                   80.0                               80.0    80.0    80.0                                        80.0                                        80.0                                            80.0
  Surgery               100    97.0   98.0                   98.0                               98.0    98.0    98.0                                        98.0                                        98.0                                            98.0
  Transient             100    99.0   92.9                   97.0                               88.9    96.0    98.0                                        99.0                                        98.0                                            99.0
  Transport             94     95.7   98.9                   98.9                               98.9    98.9    97.9                                        97.9                                        97.9                                            97.9
  Ultrasound            100    83.0   84.0                   84.0                               82.0    82.0    84.0                                        84.0                                        84.0                                            82.0
  Variation             100    90.0   83.0                   67.0                               73.0    70.0    88.0                                        81.0                                        88.0                                            83.0
  Weight                53     60.4   56.6                   60.4                               60.4    60.4    60.4                                        56.6                                        64.2                                            64.2
  *White*               90     60.0   58.9                   62.2                               58.9    63.3    71.1                                        71.1                                        71.1                                            73.3

Statistical significance with respect to the local context baseline, computed using bootstrap resampling.[@b40]

Terms used in McInnes subset[@b16] are shown in italics.

IDF, inverse document frequency.

The results for local context and domain models are comparable. However, when the local and domain contexts are combined, performance is significantly better than when only local context is used. This indicates that terms from the domain contain useful information for WSD that is different from the local context. Note also that when the domains model is used alone, disambiguation is performed at the MeSH code level: words in abstracts labeled with the same MeSH codes are tagged with the same sense. However, when adding local contexts, the system is able to discriminate among contexts, thus providing a more fine-grained disambiguation. Performance consistently improves when IDF weighting is used. Improvement is observed regardless of which method is used to generate the domain context and whether the domain context is used alone or in combination with local context. This improvement shows that applying the IDF weighting is able to accommodate the skewed assignment of MeSH codes to abstracts. The relevance feedback method for generating domain context produces higher results than the log likelihood, although the difference is not significant.

Note that our results compare favorably to all knowledge-based systems reported in Jimeno-Yepes and Aronson,[@b11] which reports a best result of 68.36. In order to compare the results with McInnes,[@b16] the second row of [table 4](#tbl4){ref-type="table"} reports our results for the same subset of 13 terms. The relevance feedback method with IDF weighting significantly also outperforms the local context for these terms and is over 12 points higher than the performance reported by McInnes[@b16] (48.1).

Results are also reported for each term in the NLM-WSD data set. The column labeled 'count' shows the number of instances of each term that were used for the experiments. There is a wide variation in performance over individual terms. Disambiguation for some terms (eg, fat, pressure, secretion, surgery, and transient) is very high with near-perfect disambiguation. However, for other terms (such as fit and inhibition), performance is very poor. The use of domain information leads to a large improvement in performance for many terms, and in general, the improvement is observed regardless of which domain model is used. For example, results for the term man increase from 45.7 to between 76.9 and 87.0 depending on the domain model. Other terms for which the domain models lead to substantial increases in performance include cold, extraction, nutrition, reduction, and sensitivity.

Although the overall performance improves when the domain model is used, there are some terms for which the results get worse. The drop in performance for the term condition is particularly striking. This term has two possible meanings in the NLM-WSD corpus: 'a state of being, such as state of health' and 'psychological conditioning.' The first meaning applies to 90 of the 92 instances of condition in the NLM-WSD corpus and is quite general, which leads to the low performance of the approach using local context alone. However, some abstracts in which this meaning appears also contain MeSH terms that lead to the second sense being preferred through connections in the graph created from the UMLS---for example, Anxiety Disorder, Behavior, and Depressive Disorder.

Our approach relies on converting the UMLS Metathesaurus into a graph and computing the contexts associated with each MeSH code. Although these tasks are time-consuming, they are typically performed off line. When applying our system to text, it has to be preprocessed with MetaMap and then run through PPR. Overall, the system is able to disambiguate 37 instances per minute on a PC with 2 QuadCore Xeon3 160 Mhz processors and 32 GB of RAM.[@b20] The runtime overhead of augmenting local context with domain information is negligible.

Conclusions
===========

This paper demonstrates that including information about the domain in which ambiguous words appear significantly improves the performance of a knowledge-based WSD algorithm for medical documents,[@b20] and over other knowledge-based systems.[@b11] [@b16] Domain information has already been shown to provide useful information for WSD in general,[@b21; @b22; @b23] and the results reported here show that it also improves WSD performance for documents that share related topics, such as medical texts.

The WSD system described here uses a knowledge-based approach. It has the advantage of not requiring labeled training data (unlike several other studies[@b7; @b8; @b9] [@b25; @b26; @b27; @b28]) and being able to distinguish between UMLS concepts with the same Semantic Type (unlike Humphrey *et al*[@b13]). The system was evaluated on the set of terms in the NLM-WSD corpus but could disambiguate all words in a document that are ambiguous in the UMLS Metathesaurus. A novel method for representing domain information was also introduced in which the domain is represented as a set of key terms. These are used as context for the WSD algorithm, either alone or in combination with local context. The WSD algorithm used is a 'bag of words' model, which does not make use of information about the order in which terms occur in the context of ambiguous words, and can make use of the key terms extracted for each domain in a straightforward way. Key terms are identified by applying lexical statistics to a corpus in which documents are labeled with domain code. Two lexical statistics were explored, and it was found that one based on relevance feedback provided the best performance. The frequency of domain labels was also found to be important, and the IDF statistic was used to weight key terms and to reduce the importance of those which occur frequently.

The approach for identifying key terms described in the paper assumes that a corpus with domain labels is available. The MeSH codes in Medline provide suitable domain labels that have been assigned by human annotators and are therefore likely to be accurate. Alternative methods could be used to generate domain labels if manually annotated labels were not available. For example, labels could be assigned automatically using text categorization,[@b41] [@b42] or examples of documents on a particular topic can be gathered automatically.[@b43] We plan to explore these alternative methods for generating domain labels in future work. In addition, we also plan to explore performance on other genres of medical documents, such as clinical texts.[@b44]
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