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Abstract. In recent years researchers have been working to develop tools to 
filter the information available and give the users the content that is relevant to 
them. This paper presents a recommendation system developed on an agent 
architecture software based on a management content model in blended 
learning environments. It also uses clustering algorithms to find relevant 
information in the content, building a search space tailored to the interests of 
the learner. To validate the architecture proposed we worked with Action 
Research methodology and was developed a prototype system called SisMA in 
order to retrieve the information in the educational setting. To measure the 
effectiveness of the application and its impact on the learning process the 
system was tested in two scenarios. The results showed that the relevance of 
content and the profile generated by its work plan have had a positive effect on 
the learning process. 
Keywords: Recommendation Systems, Software Agents, Clustering Algorithms, 
Learning environment. 
1   Introduction 
Internet, is considered the largest source of generation and transmission of 
information, which shows a steady growth that contributes to the difficulties for users 
to find accurate information in a simple and an efficient way. 
Researchers have developed various techniques to filter relevant information from 
a given set of text documents. Thus, intelligent, automated, and adaptable techniques 
are alternative to solve the important problem of filtering of information automatic.  
Data mining techniques can help to extract or detect hidden user characteristics and 
behaviors from large databases. Clustering is a data mining technique, also called 
unsupervised learning, useful for discovering interesting data distributions and 
patterns in the underlying data. It is a process of grouping objects into classes of 
similar objects [1][ 2].  
The motivation for the use of clustering as a way of improving retrieval 
effectiveness lies in the cluster hypothesis, which states that documents that cluster 
together have a similar relevance to a given query [3].  
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The proposed model to solve several problems related to: 
 
1.  Presentiality: The student may be physically located anywhere in the world, can 
take a course synchronously with their teacher. 
2.  Volume Contents and personalization: The proposed model will retrieve 
information in a personalized way, this will prevent the student may feel 
disoriented in the study of a certain content because of the large number and 
variety of information sources available. The asynchronous model in hand, 
using the Hypermedia System Adpater, select, systematize and present the 
content to encourage learning according to the student profile. 
 
This paper presents a recommendation system, called SisMA developed on an agent 
architecture software based on a management content model in blended learning 
environments. The model supports synchronous and asynchronous activities by 
managing content domains with a Hypermedia System Adpater, applied to higher 
education blended learning environments. In SisMA different software agents act 
autonomously, processing and exchanging information and results with other agents 
[4], and assisting users in information retrieval tasks [5].The paper is organized as 
follows. Section 2 depicts the research methodology used. In Section 3 summary 
description of the system. Clustering Algorithm in Section 4. Section 5, result of 
experiments. Section 6 concludes the paper.  
2   Methodology 
We used the empirical research methodology called "Action Research"[6], and a 
combination of complementary quantitative and qualitative methodologies, which 
help to offset the biases of the study methodology.  
Action research involves a cyclical process resembling a spiral of steps; each circle 
consists of identification of the needs, formulating a plan of action, implementing the 
plan, and fact-finding about the results of the plan (evaluation) in order to 
concurrently solve problems and create new knowledge. 
On the other hand, we used the reference model CRoss-Industry Standard Process 
for Data Mining (CRISP-DM) [7][8], to cover the software development phase, in the 
field of data mining. 
3   SisMA Description 
A recommendation system is one that recommends useful information or suggests 
strategies that users might apply to achieve their apparent goals [2]; it is a program 
that observes what a user is doing and tries to recommend actions, objects, among 
others; what it considers would be beneficial to that user [9]. These systems are 
widely used in many different domains and cover a wide variety of applications [10] 
[11] [12].  
SiSMA initially stores students’ static information, which is represented in their 
personal data and research areas. Then, the application identifies the user’s 
information needs relative to the topics provided by the system; this information is 
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used to place the student according to the initial knowledge level, which can be 
beginner, intermediate, advanced or expert. As students advance throughout their 
education process, statistical data is generated concerning interactions and knowledge 
level acquired. 
Acording to [13] recommendation systems have three main components: 
background data, which is already in the system before the commencement of the 
recommendation process; input data, which the user gives the system in order to elicit 
a recommendation, and an algorithm that combines background and input data to 
generate recommendations. The recommendation system regulates the flow of 
information to the user and suggests the most appropriate for the specific 
characteristics of the same, ie customize information and filtered. Figure 1 shows the 
three components mentioned above and the basic functionality of the system. 
 
Fig. 1. System Components. Figure shows the basic components of the system and Software 
Agents. 
SisMA uses software agent technology to record the behavior of students, 
recognizing their plans and intentions and recommending documents. 
The system architecture basically consists of three key players. The Personal Agent 
acts as a specialist, identifies the student's profile and prepares the read plans 
according to an adaptive function designed by the authors. This function is 
responsible for making the mapping between the thematic focus of the user in a 
research domain and the respective cluster. The Monitor Agent observes the behavior 
of the user and updates the profile. The Agent Report generates statistics on the 
system and keeps users informed of system changes that occur in the learning 
environment. 
The system performance is summarized in the following steps: 
 
a. The user enters the system. The Personal Agent creates user profile.  
b. With the preference values stored in the profile, the Personal Agent generates 
a query to the document repository, and executes the adaptive function 
(Equation 1). At the end retrieves a set of documents relevant to the query. 
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c. Then, the Monitor Agent checks the log files of recommendation for each of 
the retrieved documents and extracts them Identifier all users have 
recommended the resource.  
d. Then proceeds to locate profiles for users who have recommended the 
resource.  
e. Personal Agent then calculates the similarity of the active user profile with the 
profile of each user that recommended the resource, using the Euclidean 
distance [14].  
f. The Personal Agent generates a reading plan with resources retrieved 
(showing title and link to the full document), the corresponding values 
calculated recommendation and users who have interacted with the document.  
g. Report Agent at the request of users (students and teacher), the system creates 
statistics 
 
The recommendation provided by the system, i.e. reading plans are generated from 5 
phases: 1) representation of the documents, 2) representation of user interests, 3) 
grouping of documents and users, 4 ) creation of reading plans, and 5) user feedback. 
To determine the reading plan were considered in 3 aspects: the similarity between 
the profile of the user and system documents, user interaction with the system, and 
their interest in various areas of knowledge. We used the adaptive function (Equation 
1) [15] [16]: 
4)()3()( 2 ×+−= RLnISinadaptationf . (1)
In Equation 1, I is for the interest of the user in a paper, R refers to the user 
interaction. The sine function provides a positive and a negative part to the possible 
value of the documents; is responsible for reflecting the interest or disinterest in the 
areas administered by the system. In addition, the natural logarithm considers the 
participation in the forums and collaborative work packages provided by the system. 
As the user evaluates the documents, modifies the user profile, and generates a 
reading plan according to your preferences. The profile is updated using Rocchio's 
formula [17] [18], which is based on the relevance of the documents reviewed by the 
user [15]. 
4   Clustering Algorithm 
Document clustering algorithms have been used in the information recovery area, 
because they make it possible to identify typologies or groups where elements are 
very similar to each other and are very different from those in other groups [19]. K-
means algorithm, proposed by [20] is a vicinity-based clustering method that is 
widely used because it is easy, fast and effective [21]. 
In the above clustering methods, K-Means is one of the widely used clustering 
techniques, because it is very efficient and easy to implement. It starts with k arbitrary 
clusters and partitions a set of objects into k subsets, which is an iterative hill 
climbing algorithm. 
First, an initial selection of k prototypes or centers, which are considered 
representative of each cluster, is carried out; then each one of the collection elements 
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is assigned to the cluster with the closest prototype. The next step consists of 
calculating the center of each one of the resulting clusters. The collection documents 
are again assigned to the closest group. Prior steps are repeated until k centers remain 
in the same cluster [20]. 
The previous steps are described in the following algorithm: 
K-means Algorithm 
  Generate k centers with the first k documents 
  Assign k document to the closest centers 
  SumD = Sum of the squares of distances between 
         documents-centers  
  repeat 
    Recalculate centers 
    Reassign documents to their closest centers 
    SumI = SumD 
    SumD = Sum of the squares of distances between   
           documents-centers  //Euclidean distance 
  Until SumI - SumD < epsilon  
End of algorithm 
The Euclidean distance, i.e. the length of the straight line that joins two points in the 
Euclidean space, is used to assign each document to the closest cluster [14]. 
Before applying the classification algorithm, documents are processed through a 
clean-up phase, which consists of eliminating accents, images and other special 
characters. Then documents are numerically represented by using the vector space 
model [22], which allows for representing each document by means of a weight 
vector. In order to calculate weights, SisMA uses the TF-IDF (Term Frequency 
Inverse Document Frequency) scheme [22], which determines how significant a term 
is within a document.  
The K-means algorithm is executed after this stage to obtain k clusters of 
documents ordered based on their distance to the center.  
5   Evaluation 
To measure the effectiveness of the application and its impact on the learning process 
the system was tested in two scenarios. First, we evaluated the relevance of the 
information recommended and second, the user satisfaction according to the profile 
generated by the system and its plan of reading. In both cases the results showed that 
the relevance of content and the profile generated by its work plan have had a positive 
effect on the learning process. 
SisMA was evaluated by 20 undergraduate students. The experiment began with 
300 documents type Portable Document Format (PDF), all framed within the four 
areas of knowledge of computer science.  
Some aspects were evaluated: The content presented in the working plan is suited 
to the learning objectives? The content’s subjects are interesting? The user profile 
generated by the system is appropriated for the working plan? It has been easy for you 
to understand the working plan assigned? 98% of respondents answered yes to these 
questions. 
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To evaluate quantitatively the quality of the clustering of the documents within the 
cluster average similarity was used [23] [24] [see Equation 2], which is a measure that 
determines the level of similarity between the documents within the cluster depending 



















SP values obtained in the 5 cluster generated were above 0.8, indicating that the 
documents each group are very similar. 
6   Conclusions 
The system for recommending information based on a management content model 
will benefit students by providing content tailored to their profile. In addition, the 
integration of three software agents in SisMA provide an interesting field of 
experimentation in the context of artificial intelligence. 
The main contribution is the use of the management content model [25] and the 
clustering algorithms for locating relevant information of interest to a particular user.  
SisMA through its main functions: cataloging, storage and retrieval of documents, 
is responsible for providing a software environment for the development of future 
studies. 
The best results could be related, in part, to the sensible decision to include the 
retrieval of documents using clustering techniques. This suggests that it is important 
to properly select the elements contained in the adaptation function. 
Future work will test the prototype in different domains of learning in order to 
compare the findings and result. 
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